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„I don’t say that the neutrino is
going to be a practical thing, but
it has been a time-honored
pattern that science leads, and
then technology comes along,
and then, put together, these
things make an enormous





Los telescopios de neutrinos son un tipo de telescopios relativamente re-
cientes cuyo origen se remonta a la propuesta de Markov en los años 60
de instalar detectores en las profundidades de un lago o en el mar y deter-
minar la dirección de las partículas cargadas con la ayuda de la radiación
Cherenkov. Este tipo de detectores empieza a dar ahora sus primeros frutos
en la observación del Universo, frutos tales como la reciente observación
de los neutrinos extragalácticos provenientes del blazar TXS 0506+056,
que impulsarán definitivamente este tipo de infraestructura. No menos
importante que la observación del Universo (Astronomía) es la Física de
Partículas, donde los telescopios de neutrinos pueden aportar información
importante acerca de la naturaleza del neutrino, como por ejemplo sobre la
oscilación entre los diferentes sabores de neutrinos, el ordenamiento de su
masa, así como otras preguntas que ni siquiera están todavía formuladas.
Los telescopios de neutrinos, construidos o en construcción, se basan en la
detección de la luz de Cherenkov producida por las partículas relativistas
originadas durante la interacción de los neutrinos con la materia. La matriz
de fotomultiplicadores que usualmente constituye el telescopio de neutrinos
debe adquirir con la suficiente resolución y sincronización las señales ópticas
provenientes de la luz de Cherenkov para poder reconstruir correctamente
las trayectorias de los neutrinos que interaccionan en las inmediaciones del
telescopio. Los instrumentos y técnicas necesarios para alcanzar este fin son
el objeto principal de esta tesis doctoral en la que se presentan dos de los
principales instrumentos de calibración temporal utilizadas en ANTARES y
KM3NeT, así como la electrónica de adquisición de KM3N3T.
Esta tesis está dividida en tres grandes bloques.
El primer bloque introductorio está dividido en cuatro capítulos diferentes.
En el Capítulo 1 se describen los objetivos físicos que justifican los telesco-
pios de neutrinos así como el principio de funcionamiento. En el Capítulo 2
se presenta un resumen de los principales telescopios de neutrinos, desde
el primero en postularse -aunque finalmente no se construiría-, DUMAND,
hasta IceCube, que recientemente ha detectado los primeros neutrinos extra-
galácticos. En los Capítulo 3 y 4 se describen los dos telescopios de neutrinos
en los que se han desarrollado los trabajos de investigación presentados en
la presente tesis, ANTARES -Capítulo 3- y KM3NeT -Capítulo 4-.
El segundo bloque de publicaciones se divide en dos Capítulos diferentes.
En el Capítulo 5 se presentan las publicaciones relacionadas con la instru-
mentación de calibración temporal de los telescopios ANTARES y KM3NeT.
En el Capítulo 6 se incluyen las publicaciones relacionadas con la electrónica
de adquisición de KM3NeT.
Finalmente se presenta en el último bloque un resumen de la tesis y las
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1Física de los telescopios de
neutrinos
„If I could remember the names of all these
particles, I’d be a botanist.
— Enrico Fermi
1.1 Introducción
La historia “formal” de la escurridiza partícula cuya detección es objeto de
esta tesis y que responde al nombre de neutrino arranca el 4 de diciembre
de 1930. En esa fecha Pauli escribe una carta a los participantes de la
conferencia de Tübingen (ver Figura 1.1) en la que postula la existencia
de una nueva partícula neutra en el núcleo, de spin ½ y masa similar al
electrón. Esta nueva partícula resolvería el problema de la desintegración
beta en el nitrógeno 14. No sería hasta 1933 cuando Pauli formularía la
hipótesis formalmente [1].
El nombre de neutrino, que significa neutrón pequeño en italiano, se lo
daría posteriormente, en 1933, Fermi, al desarrollar una teoría sobre la
desintegración beta [2]. Según esta teoría, cuando un neutrón pasa a
convertirse en un protón emitirá tanto un electrón como un neutrino. El
neutrino emitido será de una masa muy pequeña, por lo que, sumado al
hecho que su carga es neutra, su probabilidad de interacción con la materia
es muy pequeña.
Esta baja probabilidad de interacción hace del neutrino un transmisor de
información único. Esto se debe a que el neutrino puede traspasar materia
interestelar, escapar de las regiones más densas del Universo y viajar sin
desviarse bajo el efecto de campos electromagnéticos intergalácticos. Pero a
su vez, estas características, hacen muy difícil su detección.
3
Fig. 1.1: Carta de Pauli a los “radioactivos miembros” de la conferencia de Tübingen
en la que se postula por primera vez la existencia del neutrino.
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El mérito de la detección de los primeros neutrinos recae sobre Reines y
Cowan, quienes en 1953, en su experimento de Savannah River, lograron por
primera vez su observación, siendo el flujo original de neutrinos generado
por la central nuclear del mismo nombre [3].
Posteriormente han sido detectados tanto neutrinos generados en el Sol
como neutrinos proveniente de la SN (SuperNova) de 1987 (SN1987a),
abriendo paso a una nueva disciplina, la astronomía de neutrinos, que
responde a la necesidad de extender la astronomía convencional más allá
de los mensajeros convencionales. De hecho, en julio de 2018 se detectaron
los primeros neutrinos provenientes de una fuente extra-galáctica, el blazar
TXS 0506+056 [4, 5].
Como los neutrinos pueden escapar de entornos astrofísicos mucho más
densos que los que puede atravesar la luz, pueden proporcionar información
de procesos que se muestran ocultos para la astronomía convencional. A su
vez, su extremadamente baja sección eficaz hace de su detección un reto.
1.2 Astronomía de neutrinos
La astronomía de neutrinos se inició con la detección de los neutrinos solares
[6] y de la supernova SN 1987A, neutrinos ambos en el espectro de baja
energía.
En el rango de µeV y meV se espera la existencia de neutrinos cosmológicos,
que serían el equivalente al CMB (Fondo Cósmico de Microondas - Cosmic
Microwave Background) de 2.7 K. Dado lo extremadamente baja que es
la sección eficaz de los neutrinos a esas energías, no existen actualmente
experimentos de viabilidad confirmada para detectarlos.
En el rango de energías de keV-MeV se encuentran los neutrinos generados
por el Sol, por las supernovas, por los reactores nucleares y por las reacciones
nucleares del interior de la Tierra. Los siguientes neutrinos en ser detectados
fueron los neutrinos solares, iniciándose, como se ha dicho, la historia de la
astronomía del neutrino, y originándose interesantes preguntas acerca de la
naturaleza del neutrino y su flujo.
1.2 Astronomía de neutrinos 5
El flujo observado resultó ser menor del esperado y para resolver este
problema se postuló la existencia de las oscilaciones en los neutrinos: los
neutrinos electrónicos generados en el Sol se irían convirtiendo (u oscilando)
a neutrinos muónicos o tauónicos. La existencia de estas oscilaciones fue
confirmada finalmente por la colaboración SNO (Observatorio de Neutrinos
de Sudbury - Sudbury Neutrino Observatory) en 2001 [7, 8].
El 23 de febrero de 1987 se detectaron los primeros neutrinos galácticos
provenientes de la SN 1987A de la gran nube de Magallanes -un satélite
de la vía láctea-. Se detectaron neutrinos asociados a la SN tanto en
el experimento Kamiokande II [9, 10] como en IMB (Detector Irvine –
Michigan – Brookhaven) [11, 12], ambos detectores de luz Cherenkov en
agua. Igualmente se detectaron en el centelleador de Baksan [13, 14].
Las SNs se cree que se producen con una frecuencia de alrededor de unas
tres por siglo, con lo cual, con la construcción de grandes observatorios de
neutrinos, como IceCube o KM3NeT, la detección de neutrinos de SNs tiene
una probabilidad considerable.
Los neutrinos procedentes de las reacciones nucleares en el interior de la
Tierra se detectaron en 2010 [15], mientras que los neutrinos atmosféricos
fueron detectados por primera vez en 1965 [16]. Estos, como se verá más
adelante, se generan por las interacciones de los rayos cósmicos con la
atmósfera.
Los neutrinos de mayores energías son los provenientes de fuentes como
SNR (Remanentes de SuperNova- SuperNova Remmants) o AGNs (Núcleos de
Galaxias Activas - Active Galactic Nuclei) o los provenientes de la interacción
de protones ultra energéticos con el fondo cósmico de microondas. Este
tipo de neutrinos es el que se espera poder detectar principalmente en los
telescopios de neutrinos que se han instalado o se instalarán próximamente,
si bien las predicciones de su flujo son bastante inciertas.
1.2.1 Rayos cósmicos
Una de las principales preguntas en la física de astropartículas es determinar
el origen de los CRs (Rayos cósmicos - Cosmic Rays) de alta energía, que
fueron detectados por primera vez en 1912 por Víctor Hess [17]. Si bien se
ha podido medir la energía de los rayos cósmicos que golpean la atmósfera
6 Capítulo 1 Física de los telescopios de neutrinos
 
Fig. 1.2: Espectro de energía de los rayos cósmicos. Figura obtenida de [18].
terrestre, su origen todavía sigue siendo incierto. Existen indicaciones de
que la mayor parte de los rayos cósmicos tiene un origen galáctico, aunque
debido a su naturaleza no es posible determinar, a partir de la dirección
detectada en la Tierra, la fuente, ya que los rayos cósmicos se ven afectados
por los campos magnéticos que alteran su trayectoria original.
La radiación cósmica está compuesta principalmente de protones (79%) y
núcleos de helio (15%), mientras que el resto son núcleos más pesados y
electrones. Los rayos cósmicos se pueden detectar directamente mediante
experimentos a bordo de satélites y globos e indirectamente observando las
extensas cascadas que producen en la atmósfera terrestre. La Figura 1.2
muestra el espectro de energía de todas las partículas de los CRs. El espectro
abarca varios órdenes de magnitud en flujo y energía, hasta más de 1020 eV,




1.2 Astronomía de neutrinos 7
dónde α es el denominado índice espectral. Se observan tres cambios
importantes en el espectro respecto al índice espectral: llamados rodilla,
segunda rodilla y tobillo. En la rodilla (E ~3× 1015 eV), el índice espectral
cambia de 2.7 a 3.1. Una segunda inclinación más pronunciada se observa
en la segunda rodilla (E ~4× 1017 eV) con un valor de α de 3.3, mientras
que en la energía del tobillo (E ~1019 eV) el espectro de energía se aplana
de nuevo a un valor de 2.7. Se cree que los CRs hasta la rodilla son de
origen galáctico, siendo los SNR los principales candidatos. El valor del
índice espectral en esta zona del espectro puede explicarse como resultado
del efecto combinado del mecanismo de aceleración en la fuente y de su
propagación en la Galaxia. El mecanismo responsable más ampliamente
aceptado para la aceleración de partículas cargadas es el mecanismo de
aceleración de Fermi de primer orden [19]. En este escenario, la aceleración
de partículas se explica mediante procesos de dispersión de las partículas
cargadas en los frentes de choque de fenómenos astrofísicos. Las partículas
confinadas en las in-homogeneidades del campo magnético, ganan energía
cada vez que atraviesan el frente de choque.
El origen de la inclinación del espectro de CR en la rodilla y en la segunda
rodilla sigue siendo una cuestión sin resolver y abierta a diferentes modelos
que se han propuesto para explicar estas características. Las explicaciones
más populares se basan en el máximo de energía que se puede alcanzar
durante el proceso de aceleración en las diferentes fuentes galácticas y en
su posterior fuga de la Galaxia. El aplanamiento del espectro en la región
del tobillo generalmente se asocia con la transición de un origen galáctico a
uno extra-galáctico de los CRs [20, 21]. De hecho, el radio de Larmor de un
protón con energía por encima del tobillo, sometido al campo magnético
Galactico excede el grosor del disco de la Galaxia (300 pc), lo que implica
que los CRs por encima del tobillo no pueden limitarse a un origen dentro de
la galaxia. Mientras que el argumento de Larmor restringe el origen de los
CRs por encima del tobillo extra-galáctico, existe un límite superior teórico
sobre la distancia máxima de las fuentes debido a la supresión GZK (Greisen
- Zatsepin - Kuzmin) [22, 23]. Por encima de una determinada energía,
los protones comienzan a interactuar con los fotones de CMB produciendo
piones a través de la resonancia ∆+ :





Los efectos de la supresión GZK comienzan a ser importantes para energías
de los protones por encima de 5× 1019 eV, pues no pueden viajar distancias
más allá de unas pocas decenas de Mpc. Este efecto suprime el flujo obser-
vado de rayos cósmicos por encima de dicha energía debido a la ausencia
de fuentes capaces de acelerar por encima del corte GZK en el super cluster
local al que pertenece nuestra galaxia.
1.2.2 Astronomía de neutrinos de alta energía
El uso de neutrinos de alta energía como mensajeros cósmicos puede presen-
tar importantes ventajas en comparación con los fotones o protones de muy
alta energía. Debido a la interacción con la luz infrarroja ambiental y con
el CMB, la máxima distancia del Universo que se puede ver con fotones de
energías por encima de 1012 eV varía entre 200 y 0.03 Mpc (ver Figura 1.3).
Esto se traduce en una limitación de 100-1000 Mpc (galaxias distantes)
a 1012 eV o el grupo local a 1015 eV. Los protones de muy altas energías
(1020) solo pueden ser desviados unos pocos grados de su fuente original
después de la interacción con campos magnéticos galácticos. Sin embargo,
los flujos a esas energías tan altas son extremadamente bajos. Ninguno de
estos problemas surge para los neutrinos de alta energía.
Como los neutrinos solo interactúan débilmente, el Universo es efectiva-
mente transparente a ellos. La Figura 1.4 resume los flujos de neutrinos
observados y estimados en función de la energía para diferentes fuentes.
Los mecanismos de producción y las fuentes propuestas en las secciones
siguientes se encuentran en el rango de entre 100 GeV y 10 PeV.
Cualquier objeto astrofísico capaz de proporcionar frentes de choque y
confinar partículas mediante campos magnéticos tiene el potencial de ace-
lerar partículas cargadas por medio del mecanismo de Fermi. Suponiendo
que una fracción de los CRs interactúa con la materia y con los fotones
del propio emplazamiento, es de esperar que se produzcan también rayos
gamma y neutrinos de alta energía. Este escenario se conoce como modelo
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Fig. 1.3: La energía de los mensajeros cósmicos con respecto a la distancia máxima
a la que son detectables. Los fotones están afectados por la absorción del
fondo infrarrojo y del fondo de microondas cósmico: el área sombreada
en azul representa, para una energía dada, el rango de distancias que
un fotón no puede alcanzar. Los protones, además de la deflexión de-
bida a los campos magnéticos, también son absorbidos por el fondo de
microondas: el área sombreada en rojo indica la distancia que un protón
no puede alcanzar. Figura obtenida de [24].
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Fig. 1.4: Flujo de neutrinos esperado y observado en función de la energía. La
astronomía de neutrinos de alta energía cubre el rango entre 102 GeV y
10 PeV. Figura obtenida de [25].
hadrónico, y la producción de rayos gamma y neutrinos se explica a partir
de la desintegración de los piones producidos en las interacciones de los
protones acelerados con los fotones vía la desintegración de la resonancia
Delta:















Mientras que los rayos gamma se producirían por la desintegración de
piones neutros (π0) en dos rayos gamma:
π0 → γ + γ
Los neutrinos se producirían por la desintegración de los piones cargados
(π+ y π−):
π+ → νµ + µ+
↪→ µ+ → ν̄µ + νe + e+
π− → ν̄µ + µ−
↪→ µ− → νµ + ν̄e + e−
Este modelo, como se ve, conecta los mecanismos que llevan a la producción
de neutrinos y rayos gamma de alta energía con la interacción de los rayos
cósmicos con la materia. Así, el espectro de energía de las partículas
secundarias seguiría la misma ley de potencias que los rayos cósmicos que
las originan y sería posible poner límites al flujo de neutrinos de fuentes de
rayos gamma detectados en la Tierra.
Sin embargo, el modelo hadrónico no es el único capaz de explicar la pro-
ducción de rayos gamma. Los modelos leptónicos sugieren que la fuente
de rayos gamma se debe a la interacción de electrones / positrones con
campos electromagnéticos [26, 27]. Así, la producción de radiación sin-
crotrón producida debido al movimiento de electrones alrededor de un
campo magnético, podría dar lugar a una emisión de rayos gamma a través
de la dispersión IC (Compton Inversa - Inverse Compton) de dichos fotones
sincrotrón con los propios electrones que los han producido según el modelo
SSC (Auto Dispersión Compton - Self Scattering Compton).
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Los modelos leptónicos pueden explicar la aceleración de los rayos gamma
hasta energías de 100 TeV, pero no más altas. La mayoría de las fuentes de
TeV observadas son compatibles con los modelos leptónicos. Sin embargo,
este modelo resulta desfavorecido para explicar el espectro de algunas
fuentes. Así, la colaboración Fermi, informó en 2013 que los espectros de
los SNRs IC443 y W44 se explican mejor a través de procesos hadrónicos, ya
que los procesos leptónicos no podrían explicar las mediciones de energías
de fotones por debajo de 1 GeV [28].
A día de hoy no existe una confirmación clara sobre la existencia de nuevas
fuentes con procesos hadrónicos. Una detección clara de una fuente de neu-
trinos de alta energía sería inequívocamente, la indicación de la presencia
de este tipo de procesos. Varias fuentes se han propuesto como tales, pero la
ausencia de una señal correlacionada con un objeto astrofísico solo ha dado
como resultado la estimación de límites superiores para algunos de ellos.
La predicción de las fuentes de neutrinos de alta energía de origen extra-
galáctico es una consecuencia directa de la observación de rayos cósmicos
muy energéticos. Como se ha mencionado anteriormente, esta conexión
entre Rayos cósmicos - Cosmic Rays (CR)s y neutrinos puede ser utilizada
para fijar los límites superiores del flujo de neutrinos proveniente de fuentes
extra-galácticas, ya que, el flujo de neutrinos nunca excederá el flujo de
protones de alta energía. Estas predicciones exigen que la escala del tamaño
de los telescopios de neutrinos deba de ser del orden del kilómetro cúbico.
1.2.3 Posibles fuentes de neutrinos cósmicos de alta
energía
1.2.3.1 Fuentes Galácticas
Remanentes de supernova de tipo shell. Los SNRs son los restos tras una
explosión de SN. En particular, este tipo de SNRs presenta una morfología
característica con una capa exterior expansiva que domina la emisión de luz
[29]. La capa externa se forma cuando la onda de choque de la explosión
de SN se expande por el medio interestelar y calienta el material a su paso.
El material emitido se mueve en frentes de choque a velocidades del orden
de 105 m/s, en un proceso que puede continuar hasta 104 − 105 años antes
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de que la energía liberada sea insignificante. Este tipo de SNR es una de las
fuentes candidatas preferidas de aceleración hadrónica, ya que explicarían
la aceleración de los rayos cósmicos hasta la rodilla (ver Sección 1.2.1).
Además de los dos SNR ya mencionados (IC443 y W44), se ha propuesto
el SNR RX J1713.7–3946 por varios autores como candidato a fuente de
neutrinos [30, 31, 32], ya que es el SNR de tipo shell más brillante en rayos
gamma con energías del TeV.
El Centro Galáctico. El Centro Galáctico es una región de mucho interés
para la astronomía de neutrinos de alta energía debido a la existencia de un
agujero negro supermasivo en la ubicación de SgrA * [33] y la alta densidad
de objetos astrofísicos (SNRs de tipo shell y púlsar, rayos X, binarios, etc.).
Además, es la única fuente conocida capaz de producir partículas de PeV (y,
por lo tanto, de protones de PeV) en nuestra galaxia.
Pleriones. Los PWNs (Plerión - Pulsar Wind Nebulae) son un tipo de SNR
en el que la emisión predominante se debe a un púlsar ubicado en su centro
que genera vientos ecuatoriales y en algunos casos, chorros de material en
la nebulosa. El espectro energético de los PWNs más brillantes se describe
bien mediante procesos leptónicos (Bremsstrahlung hasta energías de los
rayos X y SSC para rayos gamma). El PWN más cercano es la Nebulosa del
Cangrejo, cuyo espectro de energía de fotones es totalmente compatible con
un modelo puramente leptónico [34]. No obstante, los procesos hadrónicos
también pueden ocurrir, aunque a tasas menores. Otro PWN muy brillante
en rayos gamma es Vela X. A pesar del acuerdo de los modelos leptónicos
con su espectro de fotones, se han sugerido modelos de emisión de neutrinos
para esta fuente [35]. En dichos modelos se supone que el espectro de rayos
gamma es de origen hadrónico en su totalidad, por lo que deben ser tratados
como predicciones optimistas.
Microcuásares, Binarias de Rayos X. Los microcuásares son sistemas galác-
ticos binarios de rayos X, típicamente formados por un objeto masivo (una
estrella de neutrones o un agujero negro de unas pocas masas solares) y
una estrella compañera [36]. El objeto más masivo absorbe materia de
su compañero originándose un disco de acreción. En caso de que haya
también chorros relativistas, el objeto se conoce como microcuásar [37].
La mayor parte de la energía se libera en forma de rayos X debido a la
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aceleración de sincrotrón, aunque se observa también una componente de
rayos gamma. Debido a las observaciones de rayos gamma y la existencia de
posibles escenarios hadrónicos, se han sugerido algunos modelos de emisión
de neutrinos [38, 39]. Hasta el momento, no hay evidencias de emisiones
de neutrinos procedentes de microcuásares en ANTARES [40, 41] o IceCube
[42, 43].
1.2.3.2 Fuentes extra-galácticas
Las predicciones de fuentes de neutrinos de alta energía de origen extra-
galáctico es una consecuencia natural de la observación de rayos cósmicos
de muy alta energía. Los dos tipos de fuente más prometedores, AGN y las
explosiones de rayos gamma, GRB (Brotes de Rayos Gamma - Gamma Ray
Burst) se describen a continuación.
Núcleos de galaxias activas. Los AGN consisten en un núcleo muy lu-
minoso en el centro de algunas galaxias que albergan además un SMBH
(agujero negro supermasivo - Supermassive Black Hole) de unas 106 a 1010
masas solares. La luminosidad se supone que se genera por la enorme acre-
ción de materia debida a la presencia del agujero negro. De esta forma, la
energía gravitacional se libera en forma de radiación y partículas. Perpendi-
culares al disco de acreción se originan dos jets ultrarrelativistas que pueden
extenderse hasta varios Mpc. Debido a los frentes de choque alrededor y
dentro del disco de acreción, las partículas en los jets pueden ser aceleradas
hasta las máximas energías medidas actualmente. Dependiendo de la orien-
tación de los jets con respecto a la Tierra y otras características como la
actividad y luminosidad de la emisión en radio y en el óptico, se clasifican en
varios tipos [44]. Especialmente interesante son los denominados blazars,
que son aquellos AGN con uno de los jets apuntando hacia la Tierra. Los
blazars representan una de las fuentes más prometedoras como fuentes
puntuales de neutrinos cósmicos. El interés por los blazars como fuente
de neutrinos se ha visto motivado recientemente por la primera asociación
convincente de neutrinos astrofísicos con un objeto cósmico conocido, el
blazar TXS-0506+056 [45, 46].
Explosiones de rayos gamma. Los GRBs son los fenómenos más energéti-
cos del Universo (energías de 1044−47 eV) [47]. Se caracterizan por una
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emisión extremadamente brillante de rayos gamma seguida de un resplandor
posterior en rayos X, UV, óptico y radio. Recientemente, se han detectado
varios GRBs de muy alta energía (> 100 GeV): GRB 190114C, detectado
por MAGIC [48], y GRB 180720B y GRB 190829A, detectados por HESS en
[49, 50].
Los GRBs se clasifican según su duración en GRBs de larga duración (t> 2s)
y GRBs de corta duración [51]. Se cree que los de larga duración se originan
durante el CCSC (Colapso del Núcleo de una Supernova- Core Collapse
Supernova) y los de corta duración se deben a la fusión de dos estrellas
de neutrones. Esta hipótesis ha sido recientemente respaldada por la ob-
servación prácticamente simultánea del GRB170817A de corta duración
y la onda gravitacional GW170817, originada por la coalescencia de dos
estrellas de neutrones [52]. Los GRBs han sido una de las fuentes candidatas
preferidas de neutrinos. De acuerdo con el modelo de la "bola de fuego
(fireball)" [53], la presión de radiación acelera una bola de fuego a veloci-
dades relativistas. Los hadrones perderían energía por las interacciones
fotón-mesón en las ondas de choque de la bola de fuego, lo que daría lugar a
emisión de neutrinos. Sin embargo, la ausencia de neutrinos observados en
las búsquedas realizadas por IceCube han dado lugar a límites muy estrictos
en los flujos predichos para estos modelos [54]. La reciente observación
por LIGO de la fusión de dos estrellas de neutrones GW170817 no vino
acompañada de una detección de neutrinos en ANTARES o IceCube, lo que
aportó información sobre la orientación del eje del sistema [55].
1.3 Física de partículas con telescopios de
neutrinos
Además de la contribución a la astronomía, tal y como se ha mostrado
en los apartados anteriores, los telescopios de neutrinos pueden abordar
algunas de las cuestiones fundamentales de la física de partículas más allá
del Modelo Estándar como cuál es la naturaleza de la Materia Oscura; las
oscilaciones de neutrinos a través de los mecanismos estándar de masa-
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sabor; la búsqueda de monopolos; y los posibles efectos subdominantes;
como aquellos inducidos por la violación de la invarianza de Lorentz o del
principio de equivalencia. A continuación, se describen brevemente cada
uno de ellos.
1.3.1 Búsqueda indirecta de materia oscura
Hoy en día está generalmente aceptado por la comunidad astrofísica que
la mayoría de la materia en nuestro Universo está constituida por materia
oscura no luminosa. La evidencia indirecta más clara de la existencia de
la materia oscura es que las galaxias están girando con una velocidad tan
alta, que la gravedad debida a la materia observable de la que están hechas
sería incapaz de mantenerlas estables. Debe existir, por tanto, materia
adicional que evite que se desgarren. La materia oscura no interactúa
a través de la fuerza electromagnética, lo que significa que no absorbe,
refleja o emite luz, haciendo extremadamente difícil su detección. Ninguna
partícula conocida tiene las propiedades necesarias para explicar la materia
oscura, pero entre la larga lista de hipotéticos candidatos, se encuentran
las denominadas WIMPs (Partículas Masivas que Interactúan Débilmente
- Weakly Interacting Massive Particles), que podrían estar formados por
partículas supersimétricas.
Los telescopios de neutrinos no son directamente sensibles a las partículas
supersimétricas. Sin embargo, se espera que estas partículas sean capturadas
gravitacionalmente y queden atrapadas en objetos astrofísicos masivos como
el Sol, la Tierra o el centro de la Galaxia. Esto daría lugar a un incremento
de su densidad de manera que podrían decaer o aniquilarse dando lugar
a partículas del Modelo Estándar, entre las que estarían neutrinos de alta
energía, que podrían detectarse en telescopios de neutrinos. ANTARES,
por ejemplo, es sensible a estos neutrinos en un amplio rango de masas
de partículas supersimétricas. Varios estudios han sido publicados recien-
temente en ANTARES poniendo límites a la sección eficaz de aniquilación
para diferentes masas de estas partículas [56, 57].
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1.3.2 Oscilaciones de neutrinos
Las últimas décadas han supuesto un enorme avance en nuestro conocimiento
de las propiedades de los neutrinos. Los experimentos de neutrinos solares,
neutrinos atmosféricos, reactores y aceleradores han permitido medir con
buena precisión los parámetros que describen la oscilación de sabores de los
neutrinos. Sin embargo, existen todavía ciertas incógnitas muy relevantes,
como si existe violación CP en el sector leptónico, el octante en el que está
el ángulo de mezcla θ23, las masas de los neutrinos, etc. En particular, una
de las cuestiones más relevantes entre estas es cuál es el ordenamiento de
masas de los neutrinos. Los experimentos de oscilaciones no son sensibles a
las masas de los neutrinos, sino solamente a las diferencias de masa. Sin
embargo, los telescopios de neutrinos pueden medir el ordenamiento de
masas de los neutrinos gracias al efecto de materia sobre las oscilaciones,
que produciría una asimetría entre los escenarios de ordenamiento normal
o inverso, los dos posibles escenarios. Además de las implicaciones teóricas,
la medida del ordenamiento de masas tendría un impacto muy relevante
sobre las prestaciones, y por tanto el diseño, esperado para los futuros
experimentos destinados a medir la fase δCP , o los que tienen por objetivo
determinar si los neutrinos son partículas de Dirac o de Majorana, ambas
cuestiones también con implicaciones teóricas de gran interés científico.
1.3.3 Búsqueda de Monopolos Magnéticos
La mayor parte de las GUTs (Teorías de Gran Unificación - Grand Unified
Theory) predicen la creación de MMs (Monopolo Magnético - Magnetic
Monopole) en el Universo primigenio. Los MMs son topológicamente estables
y tienen una carga magnética definida como un múltiplo entero de la carga
de Dirac:
gD = ~c/2e,
donde e es la carga eléctrica elemental, c la velocidad de la luz en el vacío y
~ la constante de Planck. Dependiendo de la GUT, las masas inferidas de los
MM pueden tener unos valores que varían en varios órdenes de magnitud,
de 105 a 1014 TeV. Los MM son partículas estables y habrían sobrevivido
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hasta hoy. Recientemente se han llevado a cabo búsquedas de monopolos
magnéticos con el telescopio de neutrinos ANTARES sin haber encontrado
evidencias claras de su existencia, aunque se han puesto límites a su flujo
[58].
1.3.4 Violación de la invariancia Lorentz
Las teorías de gravedad cuántica asumen que el espacio-tiempo tiene una
naturaleza espumosa. Las interacciones con este espacio-tiempo podrían
llevar a la ruptura de la simetría de CPT (Carga eléctrica, paridad y sentido
del tiempo - Charge, Parity and Time Reversal), llevando a su vez a la
violación de la invariancia Lorentz. Además, algunas de las teorías de
gravedad cuántica predicen que existe una escala de longitud mínima, del
orden de la longitud de Planck (1035 m). La existencia de una escala de
longitud fundamental podría también inducir una violación de la invariancia
de Lorentz. La invariancia de Lorentz podría manifestarse de muchas formas
y testearse con diferentes sistemas experimentales, en particular con una
modificación de la longitud de oscilación de los neutrinos.
1.4 Principio de detección en los telescopios
de neutrinos
1.4.1 Introducción
La idea original de los telescopios de neutrinos se debe a Moisey Alexan-
drovich Markov, quién en el ICRC (Conferencia Internacional de Rayos
Cósmicos - International Cosmic Ray Conference) de 1960 propuso [59]
“setting up apparatus in an underground lake or deep in
the ocean in order to separate charged particle directions by
Cerenkov radiation”.
La idea básica de un telescopio de neutrinos consiste en la instalación de una
matriz de detectores de luz en un medio transparente. Este medio, como
por ejemplo hielo o agua, proporciona grandes volúmenes para aumenar la
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probabilidad de la interacción de los neutrinos, proporciona apantallamiento
contra las partículas secundarias producidas por los rayos cósmicos y per-
mite la transmisión de los fotones Cherenkov emitidos por las partículas
relativistas que se producen durante la interacción de los neutrinos.
Los neutrinos de alta energía interaccionan con un nucleón N del núcleo
mediante la interacción débil, ya sea vía CC (Interacciones de Corriente
Cargada - Charged Current Interactions)
νl +N → l +X
o de NC (Interacciones de Corriente Neutra - Neutral Current Interactions)
νl +N → νl +X,
siendo l un leptón (e, µ o τ) y X una cascada hadrónica.
Los telescopios de neutrinos de alta energía (en el rango de los TeV a los
PeV) se basan en la detección de los fotones Cherenkov inducidos por las
partículas relativistas producidas en las interacciones de neutrinos. La luz
Cherenkov es detectada por la matriz tridimensional de detectores de luz,
PMTs (Fotomultiplicador - PhotoMultiplier Tube), mencionada anteriormente.
La información proporcionada por el número de fotones y los tiempo de
llegada de los mismos es utilizada para inferir el sabor del neutrino, su
dirección y su energía.
Las partículas cargadas pueden viajar a través del agua o el hielo hasta que
interaccionan o se desintegran. La distancia media recorrida por la partícula
se denomina alcance de la partícula y depende de su pérdida de energía en
el medio. Si el alcance excede la resolución espacial del detector, entonces
es posible determinar la trayectoria de la partícula.
1.4.2 Interacciones de neutrinos
En un telescopio de neutrinos se distinguen dos clases principales de eventos:
eventos tipo traza y eventos tipo cascada. Los sucesos tipo traza se producen
principalmente por muones relativistas cuyo alcance les permite recorrer
grandes distancias a través del medio, emitiendo luz de Cherenkov de
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manera constante a lo largo de su trayectoria. Los sucesos tipo cascada se
producen por las cascadas hadrónicas o electromagnéticas y se caracterizan
porque la emisión de luz tiene simetría esférica. A continuación, se describen
con más detalle ambas signaturas.
Interacciones CC de neutrinos muónicos. Cuando un neutrino muónico
interactúa con un nucleón a través de la interacción CC, se produce una
cascada hadrónica y un muón. Dependiendo de la energía que se haya
transferido al leptón, el muon puede propagarse desde unos cuantos metros
(E ≈ 1 GeV) hasta varios kilómetros (E > 1 TeV), produciendo una traza
de gran longitud antes de desintegrarse en un electrón. Consecuentemente,
los neutrinos muónicos son especialmente interesantes para la búsqueda
de fuentes puntuales de neutrinos con energías superiores a 1 TeV. En este
rango de energías la interacción del νµ puede ocurrir fuera del detector,
pero el muon tiene la suficiente energía para atravesar completamente el
detector. Esto permite la reconstrucción de la trayectoria del muón, y a
su vez reconstruir la dirección del neutrino que lo origina, debido a la
gran correlación entre ambas direcciones. El ángulo medio θνµ entre el





donde Eν es la energía del neutrino. Para energías superiores a 10 TeV, el
ángulo promedio es menor que 0.2◦. Como los neutrinos no se ven afectados
por los campos magnéticos interestelares, es posible trazar la trayectoria del
muon hasta la fuente del neutrino original.
Interacciones CC de neutrinos electrónicos. En este caso se producen un
electrón y una cascada hadrónica. A su vez, el electrón, al ser de alta energía
es capaz de producir radiación de bremsstrahlung en unas pocas decenas
de centímetros de agua/hielo dando lugar a una cascada electromagnética.
Puesto que ambas cascadas se producen en el mismo vértice de interacción,
es imposible distinguirlas y lo que se observa es un suceso tipo cascada.
Las partículas relativistas producidas dan lugar a radiación Cherenkov, sin
embargo, la extensión longitudinal de la cascada es del orden de unos pocos
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metros, por lo que el suceso se observa como una fuente puntual de fotones
Cherenkov emitidos casi isotrópicamente a lo largo del eje de la cascada. Por
esta razón, la resolución angular de este tipo de sucesos es mucho peor que
la resolución angular de los sucesos muónicos. Por otra parte, al depositarse
toda la energía del neutrino en una zona más reducida, se consigue una
mejor reconstrucción de su energía.
Interacciones CC de neutrinos tau. En las interacciones de corriente
cargada de ντ, el leptón tau producido tiene una vida media muy corta
(2.9 × 10−13 s) y, dependiendo de su energía, puede viajar hasta unas
decenas de metros antes de desintegrarse en un electrón o muon (35% de
probabilidad) o en hadrones (65% de probabilidad). En el caso de que se
desintegre en un muon se observa un suceso tipo traza. En caso contrario
se observará un suceso tipo cascada. Si la trayectoria del leptón tauónico
es lo suficientemente larga antes de desintegrarse para distinguir entre la
interacción primaria del ντ y la desintegración del τ (normalmente para
energías superiores a 1 PeV e inferiores a 20 PeV) el patrón observado es el
de una cascada, más una traza, más otra cascada. Este patrón se denomina
double bang event. En cambio, para energías inferiores a 2 PeV y por encima
de 20 PeV, la topología observada es la de una cascada y una traza (lollipop
event) ya que la segunda cascada no se puede distinguir de la inicial (bajas
energías), o se desarrolla fuera del detector pues el alcance del τ es superior
a las dimensiones del detector (∼km).
Interacciones de Corrientes Neutras. El canal de NC produce el mismo
patrón para todos los sabores de neutrinos. En el vértice de interacción se
producen un neutrino y una cascada hadrónica. Una parte de la energía de
la interacción se la lleva el neutrino saliente, que no es observado, y el resto
se deposita en el detector. Esto hace que la reconstrucción de la energía del
neutrino entrante sea mucho más difícil.
1.4.3 Radiación Cherenkov
Las partículas cargadas producidas en las interacciones de neutrinos de alta
energía son principalmente relativistas, y por lo tanto son capaces de inducir
radiación de Cherenkov [60]. Cuando una partícula cargada atraviesa un
medio transparente a una velocidad superior a la velocidad de la luz en ese
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medio, polariza las moléculas a lo largo de su trayectoria, induciendo un
momento dipolar. Los fotones de Cherenkov se emiten cuando se restablece
el equilibrio, formándose un frente de luz coherente en forma de cono con




donde n es el índice de refracción del medio y β es la velocidad de la
partícula en unidades de c. Para partículas relativistas (β ∼ 1) viajando en
agua (n = 1.364 ) el ángulo de Cherenkov es θC = 43◦ − 46◦.
1.4.4 Fondo Físico
Los telescopios de neutrinos de alta energía no están libres de sucesos de
fondo. Las dos fuentes principales de fondo físico son los muones atmos-
féricos y los neutrinos atmosféricos. Ambos se producen principalmente
por la desintegración de piones y kaones cargados originados en las cas-
cadas hadrónicas producidas por las interacciones de los rayos cósmicos que
interactúan con los núcleos de la atmósfera.
A pesar de que los telescopios de neutrinos se sitúan a grandes profundidades
para reducir el fondo, los muones de alta energía son muy penetrantes
pudiendo atravesar la atmósfera e incluso penetrar hasta varios kilómetros
de hielo y agua. Además, el flujo de muones atmosféricos es varios órdenes
de magnitud mayor que el flujo de neutrinos atmosféricos, y representa la
mayor parte de los eventos reconstruidos en cualquier detector de neutrinos
de gran volumen. Sin embargo, los muones no pueden atravesar todo
el diámetro de la Tierra. Por lo tanto, un método efectivo para rechazar
este fondo es seleccionar solo eventos cuya dirección se ha reconstruido
hacia arriba (up-going events). No obstante, existe un porcentaje de sucesos
descendentes que son reconstruidos erróneamente como ascendentes y que
hay que rechazar mediante estrategias adicionales.
Los neutrinos atmosféricos representan una fuente irreducible de fondo
puesto que pueden cruzar la Tierra sin interactuar. Para identificar la señal
procedente de neutrinos cósmicos, se emplean diferentes técnicas depen-
diendo del tipo de análisis. En las búsquedas de fuentes puntuales y extensas
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Fig. 1.5: Flujo de neutrinos atmosféricos y de muones atmosféricos para dos
profundidades diferentes y para dos límites de energía diferentes. Figura
tomada de [61]
.
de neutrinos cósmicos, se espera que los eventos de señal se acumulen en
torno a las proximidades de la fuente y puedan distinguirse de los neutrinos
atmosféricos ya que estos últimos se distribuyen isotrópicamente sobre el
cielo. En las búsquedas de flujos difusos, donde la estrategia anterior no
es válida, se aprovecha el hecho de que la señal y el fondo presentan una
distribución energética diferente, siendo la de los neutrinos cósmicos más
pronunciada hacia altas energías. En la Figura 1.5 se puede observar el
flujo de muones atmosféricos y el flujo de muones inducidos por neutrinos
atmosféricos en función del coseno del ángulo cenital.
El flujo de muones atmosféricos excede el flujo inducido por las interac-
ciones de los neutrinos atmosféricos en muchos órdenes de magnitud, dis-
minuyendo con el aumento de la profundidad y desaparece para direcciones
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ascendentes. Esta es la razón por la cual los telescopios de neutrinos, al con-
trario que los telescopios convencionales, miran hacia abajo y observan el
cielo del hemisferio opuesto. Se observa un aumento del flujo de neutrinos
atmosféricos para sucesos producidos en el horizonte (cos(θ) = 0) debido a
que la densidad del aire disminuye con la altura y por lo tanto, los piones
horizontales recorren una distancia mayor sin interaccionar, aumentando la
probabilidad de desintegración y por tanto de producir neutrinos.
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2Telescopios de neutrinos
„Nature composes some of her loveliest




Los telescopios de neutrinos son infraestructuras relativamente recientes.
En este capítulo se presentan todos los telescopios de neutrinos proyectados
o existentes a día de hoy, comenzando por el primero en proponerse, DU-
MAND (Deep Underwater Muon And Neutrino Detector), y acabando por
KM3NeT, actualmente en construcción. Cada sección, además de realizar
una breve presentación del telescopio se centra también en la electrónica
de adquisición y la instrumentación utilizada. En el caso de la instrumen-
tación de ANTARES y KM3NeT y para la electrónica de adquisición de
KM3NeT, al ser el objeto de la presente tesis, se detallan en el Bloque II de
las publicaciones.
2.2 El inicio de la historia de los telescopios
de neutrinos: DUMAND
En septiembre de 1976, en Waikiki, Hawái se inició la era de los telescopios
de neutrinos con el nacimiento de DUMAND [62]. Si bien el proyecto fue
cancelado por el Departamento de Energía de Estados Unidos en 1995, el
proyecto DUMAND realizó numerosos estudios oceánicos e incluso realizó
medidas experimentales en las costas de Hawái midiendo la intensidad el
flujo de muones en función de la profundidad. Actualmente DUMAND se
considera el precursor de los telescopios que habrían de venir posteriormente
[63].
El experimento trató de instalar una matriz de detectores en una cuenca
de subsidencia situada a unos 30 km de la costa de la isla de Hawái a
una profundidad de 4.8 km. La Figura 2.1 muestra la evolución de las
diferentes propuestas realizadas para DUMAND a lo largo del tiempo. En
1980 comenzó el programa experimental con una serie de pruebas para
estudiar el background debido a la radioactividad del Potasio 40 y a la biolu-
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miniscencia. En 1987 este programa acabó exitosamente con la instalación
(DUMAND I) de un prototipo de línea desde un barco. Esta línea ya con-
tenía todo lo necesario para la operación permanente de un detector mayor,
funcionando durante varias horas a diferentes profundidades y midiendo el
flujo de muones atmosféricos.
Fig. 2.1: Evolución de las diferentes propuestas para DUMAND a lo largo del
tiempo. Figura tomada de [64].
El siguiente paso consistió en la construcción de un detector permanente
(DUMAND II) [65] en dos etapas: primero con la instalación de tres líneas,
con 24 OMs (Módulo Óptico - Optical Module) cada una, y posteriormente
de otras seis más para completar un total de nueve líneas y 216 OMs.
Cada OM contenía un PMT (Fotomultiplicador - PhotoMultiplier Tube) de 40
cm de diámetro albergado en una esfera de vidrio. La electrónica alojada
en la esfera proporcionaba el tiempo de readout, la carga del pulso y el
estado del OM. La carga del pulso del PMT se transformaba en una señal
digital con una duración proporcional a la carga y se transmitía por una fibra
óptica al SC (Controlador de Línea - String Controller). Una vez en el SC,
las señales de los 24 OMs se digitalizaban, multiplexaban y se transmitían
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a la costa mediante fibras de modo simple trabajando a 500 Mbps. Tanto
la digitalización como el multiplexado se realizaba por parte del mismo
circuito integrado.
Fig. 2.2: Fotografía de la instalación de la operación marina para la instalación de
la primera línea de DUMAND.
2.2.1 Electrónica de adquisición de DUMAND
Para la digitalización de los pulsos de los PMTs se utilizaba un circuito
[66] con 27 canales, con una resolución de un nanosegundo, un buffer de
dos pulsos por PMT y una tasa de transmisión de 100 kHz por canal como
máximo. También se requería un fiabilidad de al menos diez años de MTBF
(Tiempo Medio Entre Fallos - Mean Time Between Failures).
La tecnología seleccionada fue una gate array (precursores de las FPGAs
(Matriz de Puertas Programables - Field-Programmable Gate Array)) de GaAs
(Arseniuro de Galio - Gallium Arsenide). El diseño de un ASIC (Circuito
Integrado de Aplicación Específica - Application-Specific Integrated Circuit)
full-custom fue descartado porque era demasiado costoso. Por otra parte
se seleccionó el GaAs ya que esta tecnología proporcionaba la velocidad y
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el consumo requerido por DUMAND. En cambio se consideró que CMOS
(Semiconductor Complementario de Óxido Metálico - Complementary Metal-
Oxide-Semiconductor) resultaba demasiado lento mientras que ECL (Lógica
de Emisores Acoplados - Emitter-Coupled Logic) presentaba un consumo de-
masiado elevado. El IC (Circuito Integrado - Integrated Circuit) seleccionado
finalmente fue el VGFX200K DCFL, una gate array de Vitesse, un chip con
unos requerimientos de velocidad y consumo adecuados.
El digitalizador procesaba las señales de los 26 canales en paralelo y em-
paquetaba la información, después de comprimirla y enviarla a la estación
de la costa. La precisión de un nanosegundo se consiguió con un reloj de
500 MHz, utilizando los dos flancos del reloj. Para conseguirlo se aumentó
la complejidad del circuito, permitiendo que ambos flancos se procesaran
en paralelo. Además, se añadió una circuitería adicional que aseguraba
la preservación de la cronología de los eventos de forma que los eventos
que llegaban a la costa estuvieran ordenados en el tiempo. No se utilizó
un reloj de 1 GHz debido a la atenuación que se produce dentro del IC y
especialmente a que los retrasos del reloj, a esta frecuencia, son excesivos y
se introducen incertidumbres importantes en la distribución en el IC.
Fig. 2.3: Diagrama de bloques del ASIC que implementa la electrónica de readout
de DUMAND. Diagráma tomado de [66].
Los principales componentes de esta electrónica, cuyo diagrama de bloques
principal se presenta en la Figura 2.3, son:
Detector de Flanco: Asigna las señales que vienen de los PMTs a bines dis-
cretos en el tiempo. El detector de flanco también proporciona supresión de
cero al disparar el circuito solo cuando ocurre una transición en la entrada.
Se utiliza tanto el flanco de subida como el de bajada del reloj mediante
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dos circuitos separados, empleando uno de ellos un reloj desplazado 180
grados.
Time Stamp: Se almacena un time stamp de 10 bits por cada nanosegundo
en el que hay datos válidos. El registro que almacena el tiempo se desborda
cada 1024 nanosegundos (210), insertándose en los datos una palabra
especial cuando esto ocurre. De esta manera, el procesador del trigger en la
costa puede reconstruir de forma precisa el tiempo de los eventos.
Primera FIFO (Primero en Entrar Primero en Salir - First Input First
Output): Este bloque proporciona un buffer para los sucesos de muchos
hits en los PMTs. El codificador de prioridad tarda dos nanosegundos en
tratar un canal, lo cual implica que se necesita una cola para tratar dichos
sucesos. Para la distribución temporal de la entrada se asume que con una
profundidad de diez elementos es suficiente. Existen dos FIFOs separadas
para gestionar el tiempo de subida y el tiempo de bajada.
Codificador de Prioridad: Este bloque identifica aquellos canales donde se
da una transición. Si hay más de una transición en el mismo nanosegundo
entonces el codificador crea una palabra diferente para cada transición,
ordenadas desde el menor al mayor canal. La gestión de cada transición
requiere dos nanosegundos.
Segunda FIFO: El codificador de prioridad genera datos en ráfagas, pero
el ancho de banda del canal de comunicación solo necesita tramitar la
media siempre que haya el suficiente buffer. Para este objetivo se coloca una
FIFO con una capacidad de 100 palabras, ya que este número se considera
suficiente para gestionar la generación de datos.
Los datos digitalizados se transmiten por fibra óptica a la costa a 500
Mbits/sec, utilizando un chip comercial de GaAs llamado Hot-Rod. El interfaz
de salida proporciona los datos al chip de transmisión en el formato que este
espera (una palabra de 40 bits cada 80 ns). Cada transición a la entrada
de los PMTs (un flanco de subida o de bajada) genera una palabra de 16
bits. El formato de esta palabra es de cinco bits para el número de canal,
diez bits para el tiempo y un bit para indicar la dirección de la transmisión.
Se utiliza una palabra de 40 bits para empaquetar dos transiciones, siendo
ocupado el resto (ocho bits) por flags o banderas de error.
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La lógica se desarrolló mediante un CAE (Ingeniería Asistida por Orde-
nador - Computer-Aided Engineering) de Mentor Graphics y se simuló en otra
herramienta de Mentor Graphics (Quicksim). El fabricante del gate array,
Vitesse, proporcionó una librería de macros, compatibles con el sistema
de Mentor Graphics. El diseño final contenía unos 200000 transistores, el
equivalente a 66000 puertas de dos entradas).
Fig. 2.4: Diagrama de bloques de la tarjeta electrónica de digitalización. Diagrama
tomado de [66].
Se diseñó una PCB (Placa de Circuito Impreso - Printed Circuit Board) de
ocho capas en la cual integrar el ASIC y el resto de la electrónica asociada. El
diagrama de bloques de esta tarjeta se puede observar en la Figura 2.4. Las
señales de los PMTs entran en la tarjeta a través de fibras óptica provenientes
de los OMs y en esta son convertidas a señales eléctricas por receptores
ópticos. Las señales son entonces llevadas al ASIC a través de microstrips
de impedancia controlada. Los datos digitalizados en el ASIC son enviados
al Hot-Rod, chip que los serializa y los envía a la costa. La tarjeta tam-
bién contiene una interfaz al ordenador del SC, el cual permite realizar
las funciones de diagnóstico y control que pueden ser activadas desde la
estación de control de la costa. Los receptores de los OMs se pueden ajustar
individualmente para compensar cambios en la atenuación de la fibra, o
para evitar que PMTs averiados puedan sobrecargar el sistema.
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2.3 Baikal - NT200 - GVD
2.3.1 Los orígenes
Baikal es la segunda colaboración creada con el fin de construir un telescopio
de neutrinos. Actualmente sigue activa, planteando la construcción de un
telescopio de dimensiones de kilómetro cúbico, GVD (Gigaton Volume
Detector).
Los orígenes de la colaboración Baikal se encuentran en DUMAND, ya que
la mayoría de los científicos rusos que trabajarían más tarde en Baikal
formaron parte de DUMAND, que llegó a celebrar dos workshops en Rusia,
uno de ellos en el mismo lago Baikal. Esta participación se acabó cuando
la administración Reagan obligó a acabar con la cooperación a partir de la
invasión de Afganistán por parte de la Unión Soviética [64]. En 1980 se
fundó el Laboratorio de Astrofísica de Neutrinos de Alta Energía que sería el
núcleo principal de la colaboración Baikal. La primera línea estacionaria de
OMs, denominada Girlanda-84, se instaló en 1984 y contenía 12 PMTs, los
cuales estuvieron operativos durante 50 días. La línea permitía la detección
de muones atmosféricos y la investigación de las características a largo plazo
de la bioluminiscencia en el lago Baikal. La línea se conectaba a la costa por
un cable de siete hilos que se instaló también ese mismo año [67].
2.3.2 Neutrino Telescope 200
El siguiente paso fue el diseño de un telescopio de neutrinos de gran escala,
el NT200 (Neutrino Telescope 200) con un área efectiva de detección de
entre 2× 103 m2 y 10× 103 m2 dependiendo de la energía de la partícula.
La matriz de OMs, que contenía un total de 192 PMTs, se instaló entre 1988
y 1992. NT200 ha sido el primer telescopio de neutrinos submarino en
entrar en operación. NT200 utilizaba una fuente de luz láser sumergida
para caracterizar las propiedades ópticas del agua. La Figura 2.5 muestra la
arquitectura principal utilizada en NT200.
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Fig. 2.5: Esquema de la arquitectura de NT200. Figura tomada de [64].
2.3.3 GVD
En 2006 se continuó con los primeros trabajos para la creación de GVD,
también en el lago Baikal. La fase de investigación y desarrollo empezó
con los tests en el lago de los nuevos PMTs Hamamatsu (R8055 y R7081)
y los nuevos controladores del sistema de adquisición. Durante el periodo
2008-2010 los elementos básicos del detector, como los nuevos OMs, las
unidades de adquisición o el sistema de trigger fueron instalados y testeados
en prototipos de líneas en el lago Baikal. Actualmente la colaboración Baikal
sigue trabajando para completar GVD.
2.3.4 El emplazamiento de GVD
El emplazamiento elegido para el experimento se encuentra al sur del lago
Baikal. Las coordenadas geográficas del detector son 51º50’ N 104º20’ E
(ver Figura 2.6). En esta parte del lago hay una infraestructura adecuada
para facilitar la instalación y operación del detector. La profundidad del lago
2.3 Baikal - NT200 - GVD 35
es de 1300-1400 m y tiene una base plana de varias decenas de kilómetros
cuadrados por lo que hay volumen suficiente para la instalación de un
telescopio de neutrinos. Desde febrero a abril el lago está cubierto por
una capa de hielo de más de un metro de grosor por lo que es posible
trabajar directamente en la superficie del lago para instalar y mantener del
detector.
Fig. 2.6: Localización del detector en el lago Baikal[68].
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2.4 JULIA: detección de neutrinos en las
Canarias
JULIA (Joint Underwater Laboratory and Institute for Astroparticle physics)
es un experimento que llegó a instalar, a principios de 1991, tres sensores
ópticos en una línea vertical de 4 m de longitud en aguas cercanas a las islas
Canarias [69]. El espaciado entre los módulos ópticos (2 m) era menor al
de DUMAND ya que trataban de detectar neutrinos de media y baja energía.
Los principales aspectos que se querían testear eran un nuevo tipo de PMT
(al que llamaban smart PMT) y una transmisión analógica de los datos desde
los OMs al barco a través de fibras ópticas. Estas fibras tenían una longitud
de 1 km por lo que esta fue la profundidad máxima a la que llegaron los
OMs. Las señales producidas por la electrónica del OM y enviadas por la
fibras se procesaban en el barco con electrónica convencional NIM (Módulo
de Instrumentación Nuclear - Nuclear Instrumentation Module) y CAMAC
(Control y Medida Asistido por Ordenador - Computer-Aided Measurement
And Control).
2.4.1 Electrónica de adquisición del OM
En JULIA cada OM contiene una electrónica de adquisición que digitaliza
los datos proporcionados por los PMTs. Dicha electrónica esta basada en el
circuito denominado DMQT que se encarga de integrar la carga del pulso
del PMT, a la vez que proporciona un pulso ECL proporcional a la carga.
Este pulso se introduce en un circuito con un diodo láser que proporciona
una señal lumínica de igual duración que el pulso ECL que se transmite por
medio de una fibra óptica a la costa.
Los OMs utilizados en el primer test de JULIA carecían de CPU (Unidad de
Procesamiento Central - Central Processing Unit), normalmente un microcon-
trolador encargado de monitorizar y controlar el OM. En una configuración
futura, este debería de haberse incorporado ya que es necesario para una
operación autónoma y permanente del OM.
Las características principales que cumplía esta electrónica eran:
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• Era autodisparable.
• Debía trabajar linealmente con respecto a la resolución del PMT
utilizado. Esto se consigue realizando una integración de la carga.
Además esta integración se debe realizar de una forma rápida para
evitar tiempos muertos grandes.
• Debe tener bajo jitter.
• Las salidas deben ser norm-pulses para permitir un procesamiento
posterior sencillo. El circuito de readout, el DMQT, mide la carga
integrada con buena linealidad y precisión temporal. La integración
de los pulsos tiene lugar en paralelo a su recogida, de este modo
el tiempo de conversión es proporcional a la carga integrada. Al
contrario de los circuitos integradores con una ventana de integración
fija, el DMQT tiene un tiempo muerto bajo para señales pequeñas (de
alrededor de 130 ns para un PE (FotoElectrón- PhotoElectron). Cada
PE adicional incrementa este número en alrededor de 80 ns.
• La anchura del pulso de salida en ECL da el valor de la carga integrada,
y el flanco de subida la información temporal del pulso del PMT. La
información temporal se obtiene con un umbral bajo (de aproximada-
mente 10 mV). Una coincidencia de un segundo umbral (de alrededor
de los 100 mV) en los cinco segundos posteriores al primer umbral
proporciona un trigger seguro y elimina cualquier ruido en el PMT.
Este circuito sería la base del EOM (Módulo Óptico Europeo- European
Optical Module) de DUMAND II, cuyo esquema principal se muestra en la
Figura 2.7. En la siguiente sección veremos más detalles de este circuito.
JULIA no avanzó mucho más debido a la falta de fondos pero fue útil para
Baikal y DUMAND II, siendo su electrónica de readout la base utilizada por
el EOM de DUMAND II [70].
2.4.2 Características del DMQT del EOM -
DUMAND II
El circuito está directamente alimentado por la señal del ánodo del PMT.
La salida digital ECL opera un circuito controlador de un LED. El flanco
de subida de la señal de salida tiene un retraso de alrededor de 10 ns con
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respecto al inicio de la señal original del PMT. El circuito se auto dispara.
Para evitar ruido en el PMT el circuito tiene un discriminador con un límite
a 0.2 PE.
Fig. 2.7: Esquema del EOM cuyo desarrollo se inició dentro de la colaboración
JULIA y se planificó para su utilización en DUMAND II [70].
El circuito mide la respuesta en tiempo del PMT. Un segundo límite dis-
criminador se coloca a un valor inferior (aproximadamente 0.05 PE). Este
límite obtiene el flanco de subida de la señal del PMT sin que esta se vea
afectada por fluctuaciones del tiempo de subida. Una coincidencia en el
límite superior define el trigger y empieza el pulso de salida. Ambos límites
se pueden configurar y monitorizar por la RCU (Unidad de Control Remoto
- Remote Control Unit).
El circuito mide linealmente la carga integrada de las señales de los PMTs.
La duración tiene que ser proporcional a la carga integrada. La integración
mínima debe de ser de alrededor de 150 ns para obtener una buena re-
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solución de energía. Mayores amplitudes requieren una integración más
larga.
Después de un corto período (alrededor de 40 ns) la conversión comienza
durante la recogida de carga. Además, la conversión se hace con una
duración variable. Esto lleva a pequeños tiempos de conversión para fre-
cuencias de pulsos de un solo PE y requiere mayores cantidades de tiempo
para señales de PMTs mayores. Todo el proceso conlleva un dead-time o
tiempo muerto de 150 ns para un PE más 100 ns para cada PE adicional.
Estos valores se obtuvieron con el prototipo para el experimento JULIA. Sin
embargo las tarjetas producidas para DUMAND II tenían un tiempo muerto
de aproximadamente 200 ns por PE. Igualmente, la resolución de energía
no alcanza los excelentes valores de los prototipos de DMQT.
El diagrama de bloques del sistema de readout y de temporización interna
está mostrado en la Figura 2.8. Una fuente de corriente bipolar carga y
descarga la capacidad de integración. La corriente se controla mediante la
amplitud del pulso de entrada y la corriente de control, la cual empieza la
conversión después de un tiempo fijo. El circuito está fabricado en tecnología
ECL y tiene un consumo de potencia de alrededor de 2.5 W.
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Fig. 2.8: Diagrama de bloques del sistema de readout del EOM para DUMAND
II [70].
Para testear la linealidad de la conversión QT (Carga-Tiempo) se ilumina un
PMT con un LED fijado a una intensidad media de alrededor de cuatro PEs.
Cada medida de la señal se mide con un ADC (Convertidor de Analógico a
Digital - Analogue to Digital Converter) y con el DMQT.
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2.5 NESTOR
2.5.1 La propuesta
NESTOR (Neutrino Extended Submarine Telescope with Oceanographic
Research) [71, 72] fue una colaboración que pretendía la instalación de
un telescopio de neutrinos en el mar Egeo. Las principales localizaciones
propuestas se pueden ver en la Figura 2.9. La más idónea se encuentra
a una profundidad de 4000 m, a 40 km de la ciudad de Pylos, en el sur
de Grecia y es una de las localizaciones actuales propuestas para KM3NeT.
NESTOR se fusionó junto con las colaboraciones NEMO y ANTARES para
formar la colaboración KM3NeT.
Fig. 2.9: Plano de situación del emplazamiento de NESTOR, actualmente es uno
de los propuestos para KM3NeT [71].
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La estructura básica de detección del telescopio se planteó como una torre
hexagonal de doce pisos y 32 m de diámetro con una separación entre pisos
de 20 m. Esta torre está equipada con PMTs de 15 pulgadas situados en
las esquinas de los pisos hexagonales, totalizando 168 PMTs en total [73].
Cada PMT se encuentra alojado dentro de una esfera de cristal resistente a
la presión y de un diámetro de 17 pulgadas.
El primer piso o estrella, con doce módulos, de una de las torres de NESTOR
se instaló en marzo de 2013 junto con el sistema de electrónica a una
profundidad de 4000 m. La conexión con la estación de control se realizó
con un cable electro-óptico de 28 km de longitud, el cual proporciona
tanto el voltaje de alimentación como las fibras ópticas necesarias para la
transmisión de datos y comandos.
El cable electro-óptico finalizaba en una JB (Caja de Conexiones - Junction
Box), la cual formaba parte del sistema de anclaje piramidal del detector,
que como su nombre indica, anclaba el telescopio de neutrinos al suelo
submarino. El cable de cada uno de los contenedores de electrónica de cada
piso o estrella se conectaba a esta JB. Los PMTs se colocaban en parejas, uno
encima del otro, el superior apuntando hacia arriba y el inferior apuntando
hacia abajo. La Figura 2.10 muestra un piso completo de NESTOR durante
el proceso de instalación mientras que la Figura 2.11 muestra un esquema
de la torre de NESTOR.
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Fig. 2.10: Piso de NESTOR, nótese la forma en estrella o hexágono [73].
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Fig. 2.11: Arquitectura de la torre de NESTOR [71].
2.5.2 Electrónica de adquisición de NESTOR
La electrónica de adquisición de NESTOR tiene la capacidad de realizar
coincidencias por piso por lo que puede filtrar a este nivel los datos a enviar
a la estación de la costa. Cada piso o estrella tiene su propia electrónica de
adquisición que consta de cuatro componentes hardware.
2.5.2.1 Tarjeta de adquisición de piso
El primero de ellos es una tarjeta de readout y control dentro de una esfera
de titanio. Esta tarjeta incluye el subsistema de adquisición de los PMTs, el
subsistema de trigger por lógica de mayorías, la captura de la forma de onda
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y su digitalización, la formación de eventos y su transmisión a la estación
de la costa, más un sistema para la reconfiguración de la FPGA a través de
la fibra óptica.
También incluye un ASIC denominado ATWD (Digitalizador de Forma de
Onda del Transitorio Analógico - Analog Transient Waveform Digitizer). Cada
ATWD tiene cuatro canales y contiene 128 ADCs Wilkinson de rampa común
y 10 bits, que digitalizan a la vez 120 muestras de un canal seleccionado.
El sampleo se genera por una línea de retraso activo sin que se utilicen
relojes para la captura de la forma de onda. La frecuencia de muestreo
está determinada por una señal de corriente externa y se puede variar de
200 MHz a 2 GHz. La velocidad de muestreo es de 282 MHz (un periodo
de muestreo de 3.54 ns) y permite tanto capturar las señales de los PMTs
como reconocer los pulsos superpuestos. Para esta frecuencia de muestreo
el rango dinámico de cada canal de ATWD es de 453 ns. Un trigger de
piso ocurre cuando se satisface un requisito de coincidencia local en el piso.
El tiempo de un trigger de piso viene definido por el flanco de subida de
la señal de lógica de mayorías, que inicia la captura de la forma de onda
por parte del ATWD. Este time stamp se utiliza también en la costa para
construir un evento global, en el que se combina la información de varios
pisos. Además de la adquisición de los PMTs mediante los ATWDs, la tarjeta
proporciona varias opciones de calibración y monitorización. Por ejemplo,
uno de los canales de cada ATWD se ha reservado para poder realizar una
calibración al digitalizar una señal de reloj de 40 MHz.
2.5.2.2 Tarjeta de slow control y otros elementos
Además de la tarjeta anterior en la esfera de titanio, hay una tarjeta de Slow
Control que se encuentra conectada a la tarjeta del piso con una interfaz
digital. Esta se encarga de controlar y monitorizar el HV (Alto Voltaje -
High Voltage) de los PMTs, controla los LEDs de calibración y monitoriza la
condiciones medioambientales.
Otro de los elementos hardware fundamentales es el link bidireccional óptico
entre cada piso y la estación de la costa. En la estación de la costa hay una
tarjeta de control, que se encarga de distribuir un reloj global de 40 MHz
hacia las tarjetas de adquisición de piso, recibe los datos y los transmite al
46 Capítulo 2 Telescopios de neutrinos
segundo nivel de trigger del sistema. También es capaz de reprogramar las
FPGAs de cada piso.
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2.6 NEMO
En 1998 se formó la colaboración NEMO (NEutrino Mediterranean Observa-
tory) con el objetivo [74] de realizar las tareas de investigación y desarrollo
para la construcción de un telescopio de neutrinos en el mar Mediterráneo,
cerca de la costa de Sicilia como se observa en la Figura 2.12.
Las primeras propuestas proponían instalar un total de 81 torres espaciadas
entre sí unos 150-200 m dentro de una matriz cuadrada. Cada una de las
torres propuestas tenía una longitud total de 700 m y un total de 18 pisos,
cada uno de ellos con cuatro OMs. Una vista esquemática de estas torres
se puede ver en la Figura 2.13. Los OMs se situaban, por parejas, en los
extremos de una barra de unos 12 m de longitud.
Fig. 2.12: Emplazamiento de NEMO, cercano a las costas de Sicilia [74].
En el invierno de 2006 se instaló el primer prototipo de torre que constaba de
cuatro pisos a unos 25 km del puerto de Catania y a 2000 m de profundidad
[75].
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Posteriormente, en marzo de 2013 se instaló la primera torre de la fase II de
NEMO a una profundidad de 3500 m en el fondo abisal del mar de Sicilia,
que estuvo tomando datos hasta agosto de 2014 [76].
2.6.1 Electrónica de adquisición de NEMO
La electrónica de frontend se encuentra localizada dentro de la esfera de
cristal del OM. La tarjeta de adquisición digitaliza la señal analógica pro-
ducida por el PMT, transmitiendo posteriormente esta información hacia la
costa.
Fig. 2.13: Torre de NEMO.
Previamente a la discretización, que pretende adquirir la forma de onda del
pulso analógico del PMT, se realiza un pre-acondicionamiento analógico [77].
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Para ello, se utiliza una frecuencia de muestreo de 200 MHz, la cual se
considera suficiente para retener la mayor parte de la información relevante
mientras que se mantienen unas buenas características de consumo de po-
tencia. La frecuencia de 200 MHz se obtiene operando dos ADCs de 100
MHz y ocho bits trabajando en oposición. De esta manera es posible obtener
los 200 MHz deseados mientras que el consumo es menor que si se emplease
un solo ADC de 200 MHz.
El teorema de Nyquist establece que se debe muestrear con una frecuencia
al menos dos veces mayor que la frecuencia de la señal a adquirir. Esto
significa que con 200 MHz de frecuencia de adquisición solo se podrán
adquirir señales de 100 MHz, por lo tanto la señal del PMT se trata con un
filtro aliasing que alarga la señal del PMT para un solo fotoelectrón a 50 ns.
Además, para adaptar el rango dinámico de la señal del PMT de 0 a 5 V al
rango de la entrada del ADC (1024 mV) la señal se comprime por un circuito
no lineal que aplica una ley cuasi-logarítmica. La resolución equivalente
obtenida es de alrededor de 13 bits con un error relativo constante. El
sistema incluye un auto calibrador, compuesto por un DAC (Convertidor
de Digital a Analógico - Digital to Analogue Converter) de doce bits que
puede generar un voltaje que se inyecta en la entrada del circuito compresor.
La medida dada por los ADCs se compara por la generada por el DAC,
pudiéndose así ajustar los parámetros de lectura.
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2.7 AMANDA
AMANDA [78] (Antartic Muon And Neutrino Detector Array) es un telesco-
pios de neutrinos de alta energía construido en la Antártida a finales de la
década de los 90. El número de líneas instaladas fue de 13 con un total de
418 OMs.
AMANDA utiliza el hielo antártico tanto como blanco para los neutrinos
como medio de difusión de la luz Cherenkov. El detector consta de varias
líneas de OMs congelados en la capa de hielo de 3 km de la Antártida. Un
OM consiste en un fotomultiplicador dentro de un esfera de cristal, que
incluye además la electrónica de adquisición necesaria. Las líneas se instalan
en agujeros perforados con agua caliente inyectada a presión. La columna
de agua del agujero se vuelve a congelar en las siguientes 40 horas, fijando
la línea recién instalada en su posición final. Cada OM es alimentado por
un cable que proporciona el HV y que recoge la señal del ánodo del PMT.
La Figura 2.14 muestra la arquitectura principal de AMANDA.
Fig. 2.14: Estructura de AMANDA [78].
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Fig. 2.15: Esquema de la electrónica de adquisición de AMANDA [78].
2.7.1 Electrónica de adquisición de AMANDA
Cada PMT puede proporcionar una serie de pulsos, los cuales se pueden
discriminar para saber si se encuentran separados entre sí más de unos
cientos de nanosegundos. Los datos almacenados consisten en los flancos
de subida y de bajada de los pulsos. El tiempo sobre el nivel de threshold
da una medida de la amplitud de los pulsos individuales. Otra medida
de la amplitud se obtiene por un ADC, que almacena el valor de pico de
los hits subsecuentes a un evento en un PMT. De hecho, esta información
consiste en los flancos de subida y bajada de los últimos ocho pulsos, y de la
mayor amplitud de aquellos que se han producido en una ventana de 4 µs.
También se almacena el tiempo GPS (Sistema de Posicionamiento Global -
Global Positioning System) en el cual ha ocurrido el evento. La Figura 2.15
muestra el esquema de la electrónica de AMANDA.
La señal de cada cable alimenta un módulo que consiste en un filtro de paso
alto que recoge el pulso. Después de ser filtrado, el pulso se envía a dos
amplificadores, uno con una ganancia de 100 y el otro de 25. La salida del
segundo amplificador se conecta a un bloque que retrasa dicha señal 2 µs.
La señal retrasada se manda a un ADC de muestreo. El otro pulso se divide
y se envía a unos discriminadores con los límites fijados a 100mV, valor que
corresponde a alrededor de 0.3 - 0.4 fotoelectrones para el HV dado. Una
de las señales ECL resultante se introduce en un TDC mientras que la otra se
envía a un disparador de mayorías. El TDC almacena los últimos 16 flancos
que ocurren en una ventana temporal de 32 µs.
La lógica de mayorías requiere ocho o más eventos del PMT en una ventana
temporal de 2 µs. El trigger producido por la lógica de mayorías se envía a
una lógica de trigger NIM. El ratio total de trigger en 1996 fue de 2 Hz de
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media. Las diferencias en la longitud del cable no se compensan antes del
trigger. Por lo tanto, la ventana de trigger real es de alrededor de 300 ns para
las partículas relativistas ascendentes y de aproximadamente 4 µs para las
descendentes. Como resultado, las partículas descendentes son suprimidas
en comparación con las ascendentes.
En el momento del trigger se forma una ventana de 4 µs en el ADC, se
envía una señal de stop a los TDCs y se envía una señal de readout a un
procesador. En ese momento, un veto que dura varios microsegundos inhibe
cualquier señal de trigger posterior. Un sistema separado monitoriza los
ratios de los PMTs individuales y busca excesos que duren varios segundos.
Estos excesos se producirían por interacciones de múltiples neutrinos de
baja energía cercanos a cada PMT debidos a una explosión de SN. El sistema
DAQ (Adquisición de Datos - Data AcQuisition) ejecutaba en un ordenador,
que comunicaba a través de un bus SCSI (Pequeña Interfaz del Sistema de
Cómputo - Small Computer System Interface) con un controlador CAMAC.
De la distribución de diferencias de tiempos entre eventos, se estimaba que
el tiempo muerto del DAQ era del 12 %.
2.7.2 Instrumentación de calibración en AMANDA
AMANDA, como cualquier otro detector de neutrinos, necesita tener un buen
conocimiento de la propiedades ópticas del medio en el que está instalado,
así como obtener una buena calibración temporal del telescopio. Con este
fin, se utilizan diferentes fuentes de luz que se han instalado a diferentes
profundidades (ver Figura 2.16). Estas son:
• El sistema de calibración de láser YAG (Granate de Itrio y Aluminio
- Yttrium Aluminium Garnet): Este sistema utiliza fibras ópticas con
difusores localizados en cada PMT. El rango de longitudes de onda
es mayor a 450 nm, la resolución temporal de alrededor de 15 ns
a 530 nm y la intensidad máxima emitida por los difusores es de
108 fotones. Además de utilizarse para la caracterización del hielo, el
láser se utiliza para la calibración temporal del PMT más cercano al
difusor y para la calibración de posición.
• Otro de los sistemas utilizados es un láser de nitrógeno situado a
1850 m de profundidad, con una longitud de onda de 337 nm, una
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Fig. 2.16: Posición de la instrumentación de calibración de AMANDA [78].
duración del pulso de 1 ns y con una intensidad máxima de pulso de
1010 fotones.
• Tres lámparas halógenas de continua, una de amplio espectro y dos
con filtros para 350 nm y 380 nm. La intensidad máxima para las
lámparas filtradas es de 1014 fotones y de 1018 fotones para la lámpara
sin filtros.
• LED beacons, operados con pulsos de 500 Hz, con una duración de
siete ns, 1016 fotones por pulso. Si se operan en continua entonces la
intensidad máxima es de 1014 fotones por segundo. La longitud de
onda es de 450 nm si bien existen algunos LED beacons que se filtran
a 390 nm. En estos casos la intensidad máxima es menor.
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2.8 IceCube
2.8.1 Introducción
IceCube [79, 80] es la continuación de AMANDA, habiéndose convertido
en el primer telescopio de neutrinos en detectar neutrinos extragalácticos
[81].
Fig. 2.17: Esquema principal de configuración de IceCube.
En total IceCube consta de 5160 DOMs (Modulo Óptico Digital - Digital
Optical Module) con los que se instrumenta aproximadamente un kilómetro
cúbico de hielo antártico. Los DOMs se distribuyen en 86 líneas verticales,
cada una conteniendo 60 DOMs que están espaciados entre sí unos 17 m,
instalándose en agujeros de 2500 m de profundidad que se perforan con
agua caliente. La Figura 2.17 muestra un esquema de IceCube.
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2.8.2 DOM
El DOM de IceCube [79] tiene unos requerimientos de diseño muy exigentes
debido a las condiciones en las que tiene que operar. Estos tienen que
almacenar los tiempos de llegada de la mayoría de los foto-electrones
detectados por los PMTs, con una resolución temporal mejor de 5 ns. Debido
al alto coste del combustible del generador, que debe ser transportado en
avión, cada DOM tiene un consumo menor a los 5 W. Igualmente, al no
poderse acceder a los DOMs una vez instalados, los requisitos de fiabilidad
establecen que el 90 % de los DOMs debe de continuar operativo a los
15 años. Cada DOM consiste en un PMT de diez pulgadas de diámetro
junto con la electrónica de adquisición asociada. La electrónica del PMT
incluye una fuente de alimentación de alto voltaje Cockroft-Walton y un
divisor resistivo. El DOM también incluye 13 LEDs que se utilizan para
calibración. La esfera de cristal del DOM es de borosilicato y es capaz de
soportar presiones de 70 MPa. Se utiliza un gel óptico para acoplar el PMT
a la esfera de cristal. La esfera se rellena con nitrógeno a una presión de 0.5
atm.
2.8.3 Electrónica de adquisición de IceCube
El elemento principal del sistema de readout de IceCube lo forman dos
sistemas de digitalización de forma de onda, el ATWD, visto ya en la Sec-
ción 2.5.2 y el fADC (Convertidor Analógico a Digital rápido - fast Analog
to Digital Converter). Un ciclo de digitalización se origina por un trigger
por discriminador, correspondiendo el voltaje del límite del disparador a
un cuarto de fotoelectrón. Cuando el discriminador dispara, la FPGA inicia
ambos digitalizadores síncronamente en el siguiente ciclo de reloj. Se utiliza
una línea de retraso de 70 ns antes del ATWD. De este modo, la señal del
PMT se sitúa muy cerca del inicio del ciclo de digitalización. Para maximizar
la fiabilidad, esta línea de retraso se implementa en una tarjeta electrónica
independiente mediante una pista serpenteante. Este sistema limita el ancho
de banda de la línea de retraso a alrededor de 100 MHz.
Cada DOM contiene dos chips de ATWD, que trabajan en oposición, cuando
uno se encuentra digitalizando el otro se encuentra disponible, así es posi-
ble reducir considerablemente el tiempo muerto de adquisición. El fADC
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utiliza un chip comercial de 10-bits a 40 Msamples/s que funciona de forma
continua. Previo al fADC se encuentra un amplificador conformador de tres
etapas que alarga el ancho de la señal del PMT hasta los 180 ns. Como el
pulso cubre eventos múltiples, es posible determinar el tiempo de llegada
de los fotones con una precisión mejor de 5 ns. Cuando ocurre un trigger
el sistema almacena 256 muestras del fADC cubriendo 6.4 µs. El fADC
tiene un rango dinámico limitado y por eso se desborda incluso con señales
de tamaño mediano. Sin embargo, para señales más pequeñas puede dar
información relevante.
Los datos que se generan con un trigger consisten en al menos una forma de
onda ATWD y otra fADC, más un time-stamp y las señales de coincidencia de
los DOMs adyacentes. Los datos de la forma de onda del ATWD se guardan
siempre, mientras que los del fADC solo se almacenan si el bin de la forma
de onda es mayor de 768 cuentas de ADC. Para ganar ancho de banda las
forma de ondas se comprimen utilizando compresión delta.
El time-stamp viene dado por el reloj del sistema de 40 MHz, mostrando
cuando el DOM lanzó el trigger del evento. Ya que este instante determina
el tiempo de llegada de los fotones, la precisión es muy importante y por
ello se utilizan osciladores de precisión. El sistema se controla mediante una
FPGA Excalibur EPXA-4 de Altera que incorpora un ARM9 (Máquina RISC
Avanzada - Advanced RISC Machine) hardcore. La FPGA controla el trigger
y el digitalizador, encola los datos y realiza la mayor parte del ensamblaje
de los paquetes, mientras que la CPU realiza las tareas de más alto nivel
incluyendo las tareas de calibración. El software y el firmware se pueden
reprogramar in-situ, y el sistema garantiza que la reprogramación se realice
de una forma segura. Para ello, la FPGA utiliza dos fuentes diferentes. En
el arranque inicial la FPGA utiliza las fuentes almacenadas en una memo-
ria permanente de 8-Mbits que no puede ser modificada. Estas fuentes
proporcionan las funcionalidades básicas tales como la comunicación. Sin
embargo, para permitir la reconfigurabilidad del sistema, es posible saltar
a otras fuentes almacenadas en una memoria flash que puede ser modifi-
cada desde la superficie. La Figura 2.18 muestra la electrónica de readout
instalada en un DOM de IceCube.
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Fig. 2.18: Electrónica de readout del DOM de IceCube.
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2.8.4 Fiabilidad
Uno de los puntos críticos del hardware de IceCube es la fiabilidad. Una
vez instalado es imposible reparar un DOM, por lo que se utilizaron com-
ponentes de alta fiabilidad a la vez que se eligieron con condiciones de
trabajo nominales mucho mayores que las que finalmente se soportan una
vez instalados (gran derating). Los prototipos de las tarjetas se sometieron
a procedimientos HALT (Ensayos de Vida Altamente Acelerada - Highly
Accelerated Life Tests) incluyendo altas y bajas temperaturas, cambios de
temperatura rápidos y vibración. También se realizaron medidas con cá-
maras térmicas para la identificación de puntos calientes en las tarjetas. Toda
la producción de tarjetas se sometió al protocolo HASS (Ensayos de Filtrado
con Stress Acelerado - Highly Accelerated Stress Screen) tests. Los tests se
completaron con el burn-in de todos los DOMs durante un mes, incluyendo




„I guess my favorite is Antares .... But it’s in
its last stages, about to collapse.
— Isaac Asimov
3.1 Introducción
ANTARES (Astronomy with a Neutrino Telescope in Abyss environment
RESearch) [82] ha sido el primer telescopio de neutrinos submarino en ser
instalado y operar en el mar Mediterráneo. Su instalación se inició en 2004
y se completó en mayo de 2008.
Fig. 3.1: Localización e ilustración artística de ANTARES.
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Fig. 3.2: Vista esquemática del telescopio de neutrinos ANTARES.
El telescopio consta de 12 líneas, con 25 pisos por línea y 3 OMs (Módulo
Óptico - Optical Module) por piso. El total de módulos ópticos instalados
en ANTARES es de 885 ya que en la última línea tan solo se montaron 20
pisos (los pisos superiores están equipados con un prototipo de detectores
acústicos [83]). Se encuentra (ver Figura 3.1) situado a 40 km de la costa
sur de Francia, a la altura de Tolón (42º48’ N 6º10’ E). La profundidad a la
que se encuentra es de 2500 m. La Figura 3.2 muestra una vista esquemática
del detector.
3.2 Líneas
Las líneas son estructuras flexibles y están conectadas por segmentos de
un cable que proporciona la sujeción mecánica necesaria para asegurar su
integridad, la distribución de la alimentación y la comunicación de datos a
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Fig. 3.3: OM de ANTARES. Se puede observar el PMT (Fotomultiplicador - Photo-
Multiplier Tube) fijado a la esfera mediante un gel transparente así como
el penetrador a través del cual el OM comunica con el exterior
través de fibras ópticas. Las líneas se encuentran ancladas al fondo marino
y se mantienen verticales mediante una boya colocada en la parte superior.
Cada línea se conecta mediante un cable a una JB (Caja de Conexiones -
Junction Box), la cual se conecta con la costa a través de un cable electro-
óptico de larga distancia (de aproximadamente 40 km de longitud). Las
conexiones de los cables se llevan a cabo mediante submarinos ROV (Ve-
hículo Submarino Teledirigido - Remotely Operated underwater Vehicle). El
detector, además de las 12 líneas de adquisición, incluye una línea de ins-
trumentación de menores dimensiones para calibración y monitorización
medioambiental.
3.2.1 Módulo óptico
Cada OM tiene un PMT de 10 pulgadas de diámetro y se encuentra inclinado
45º hacia el fondo marino con el objeto de priorizar la detección de muones
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Fig. 3.4: Imagen de uno de los pisos de ANTARES con tres OMs y un LCM.
ascendentes. La Figura 3.3 muestra una imagen de un OM de ANTARES. Los
PMTs se encuentran dentro de una esfera de cristal resistente a la presión.
Las líneas, que se encuentran separadas entre sí una distancia de entre 60
y 70 m, tienen una longitud total de 450 m con una separación de 14.5 m
entre pisos. El piso inferior se encuentra a 100 m sobre el lecho marino.
3.2.2 Pisos
Cada piso, además de los 3 OMs, incluye un módulo electrónico y, en
algunos pisos específicos, instrumentos de calibración o de monitorización.
Se utiliza una estructura de titanio que fija tanto los OMs como el módulo
de electrónica. La Figura 3.4 muestra un piso de ANTARES mientras que la
Figura 3.5 muestra una línea de ANTARES lista para ser instalada.
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Fig. 3.5: Línea de ANTARES lista para ser instalada.
3.2.3 Módulo de control local
El módulo de electrónica, llamado LCM (Módulo de Control Local - Local
Control Module), contiene toda la electrónica necesaria para la adquisición y
control de todos los instrumentos del piso y de la comunicación. Los pulsos
eléctricos producidos en los PMTs son digitalizados por la electrónica de
frontend [84], procesados por el sistema de readout [85] y enviados a la costa
por el cable electro-óptico que conecta el detector con la estación de control
en La Seyne-sur-Mer. La Figura 3.6 muestra un esquema de la arquitectura
del DAQ (Adquisición de Datos - Data AcQuisition) de ANTARES.
3.2.4 Sectores
Cada línea se divide en cinco unidades funcionales, llamadas sectores, cada
uno de ellos con cinco pisos. El detector se ha diseñado para permitir
una comunicación independiente con cada uno de los sectores. En cada
sector hay un módulo electrónico, llamado MLCM (Módulo de Control Local
Maestro - Master Local Control Module), que actúa como acceso para las
comunicaciones entre su sector y la costa. Un último contenedor se localiza
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Fig. 3.6: Esquema del DAQ de ANTARES. La adquisición se realiza en el LCM
enviándose los datos ópticos adquiridos al Data Filter, donde una vez
tratados se almacenan en disco. El sistema de reloj proporciona la señal
de sincronización a la electrónica de adquisición. El sistema de control
se encarga de dirigir la adquisición del detector, gestionando los demás
sistemas que forman el DAQ de ANTARES [82].
al pie de la línea donde proporciona la interfaz entre la línea y el resto del
telescopio. Su nombre es SCM (Módulo de Control de Línea - String Control
Module).
3.3 Adquisición de datos
Desde el punto de vista de la adquisición de datos y del slow control, el
detector está concebido como una red Ethernet de 315 nodos, uno por cada
nodo electrónico.
Las comunicaciones utilizan la técnica DWDM (Multiplexado por División
de Longituded de Onda Densa - Dense Wavelength Division Multiplexing).
El SCM y cada MLCM de una línea están equipados para comunicaciones
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ópticas utilizando canales de longitudes de ondas separadas 400 GHz. Las
señales que vienen de los diferentes sectores de la línea se multiplexan en
una única fibra óptica dentro del SCM. Por otra parte, las señales que vienen
de la costa se multiplexan en el SCM y se envían al destino apropiado.
Los MLCMs están equipados con un switch Ethernet y con transceivers electro-
ópticos que les permiten comunicarse con los LCMs del sector mediante una
configuración de red en estrella. Esta arquitectura permite implementar una
tasa de transferencia de datos elevada con un número limitado de fibras
ópticas. De este modo, es posible transferir a la costa toda la información
recogida por el detector con un mínimo de filtrado al nivel de los OMs o las
líneas.
La señal de reloj se genera en la estación de control de la costa a partir de
un receptor de GPS que proporciona una referencia de tiempo absoluta, la
cual se transmite a la electrónica del detector a través de una fibra óptica
específica.
3.4 La electrónica de frontend
La salida de cada PMT va a una tarjeta electrónica que contiene dos ARSs
(Muestreador Analógico en Anillo - Analogue Ring Sampler) que funcionan en
una configuración de token ring y que se encargan de procesar y digitalizar
las señales analógicas proporcionadas por los PMTs. Cada LCM contiene tres
tarjetas para tratar las señales proporcionadas por cada uno de los 3 OMs de
cada piso. Además, en algunos LCMs hay una cuarta tarjeta para procesar
el PMT que monitoriza el LED beacon utilizado para la calibración óptica
(Sección 5.1).
Se utiliza un transformador para acoplar las impedancias de la señal del
PMT, tal y como se muestra en la Figura 3.7. El PMT se puede aproximar a
una fuente de corriente, de forma que la mejor forma de transmitir la señal
es en forma de corriente diferencial entre el ánodo y el último dínodo. La
corriente se convierte en voltaje cuando pasa a través de la impedancia de
entrada del ARS, cuyo valor es 25 Ω. La impedancia del cable es de 100 Ω,
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así que es necesario un transformador para acoplar las impedancias y evitar
reflejos y distorsiones de la señal.
Los datos digitalizados por el ARS pasan a la tarjeta de DAQ, que se encarga
de almacenar, multiplexar y transmitir los datos adquiridos a la estación
de control de la costa. Todas las transmisiones intermedias se realizan en
DCL (Lógica de Corriente Continua - Direct Current Logic), que es una señal
lógica de corriente con un nivel de 50 μA. Al ser tan baja la corriente solo se
pueden generar perturbaciones bajas de voltaje y por lo tanto se minimiza
el cross-talk entre las señales.
3.4.1 El ASIC ARS
El ARS es un ASIC que utiliza la tecnología AMS CMOS de 0.8 μ, con un total
de 68000 transistores. Se alimenta por un solo rail de 5 V. El ARS propor-
ciona dos modos de funcionamiento, el primero detecta señales cuya forma
de onda es compatible por las generadas por un solo fotoelectrón, modo
SPE (Un Solo Fotoelectrón - Single PhotoElectron) y el segundo adquiere
la totalidad de la señal. Este último modo se llama modo WF (Forma de
Onda - WaveForm). En modo SPE el ARS puede medir la carga y el tiempo
de llegada del evento, mientras que en modo WF puede muestrear la señal
a alta frecuencia.
El muestreo a alta frecuencia está basado en células de seguimiento y
mantenimiento. El muestreador está equipado con cuatro canales de entrada
que se adquieren de forma síncrona. Las señales muestreadas son la señal
del ánodo del PMT y la del dínodo 12, que proporciona una señal unas 15
veces inferior a la del ánodo, con lo cual es posible analizar señales con
mayor amplitud. Del mismo modo, en otro de los canales se muestrea una
señal que es cinco veces menor a la del ánodo. El último canal se utiliza
para muestrear el reloj de referencia de 20 MHz necesario como base de
tiempos para la sincronización.
El ánodo del PMT se conecta también a un comparador de carga y a un
PSD (Discriminador de Forma de Pulso - Pulse Shape Discriminator). El PSD
contiene dos comparadores adicionales.
El ARS puede funcionar en modo SPE, con lo cual obtiene mayor tasa de
adquisición; en modo WF, en el cual obtiene la reconstrucción completa de
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Fig. 3.7: Acople de impedancias entre el OM y el ARS [84].
la forma del pulso pero con una tasa de adquisición de eventos menor, o en
un modo en el que el PSD decide, dependiendo de la forma del pulso, si el
ARS trabaja en modo SPE o en modo WF.
La operación normal de ANTARES se produce típicamente en el modo SPE ya
que este minimiza el consumo y los datos a transmitir mientras que aumenta
la tasa de adquisición de eventos, reservándose el modo WF únicamente
para los procesos de calibración.
3.4.2 Descripción funcional del ARS
El ARS es un ASIC que implementa un circuito asíncrono que se excita por los
pulsos que llegan de un fotomultiplicador. El circuito contiene 24 DACs, dos
ADCs, un integrado seguido de un AVD (Convertidor de Analógico a Voltaje
- Analogue to Voltage Converter), un TVC (Convertidor de Tiempo a Voltaje -
Time to Voltage Converter) y un muestreador analógico de 4 canales con una
profundidad de 128 células, el cual se puede configurar para adquirir hasta
una frecuencia máxima de 1.1 GHz. El ARS cuenta también con 239 bits
de control que permiten configurar el modo de funcionamiento del ARS. La
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Figura 3.8 muestra la arquitectura del ARS y la Figura 3.11) muestra una
tarjeta de adquisición de ANTARES con los ARSs instalados.
El modo de funcionamiento estándar empieza cuando una señal proveniente
del PMT sobrepasa el límite del comparador de nivel L0. En este momento
se envía una señal de trigger a la tarjeta de DAQ. También se puede pedir
que llegue una señal externa de trigger (L1) que se habría activado por
coincidencias entre diferentes OMs.
Al mismo tiempo, si el modo PSD está activado, el bloque PSD analiza la
forma de la señal del PMT y la compara con una forma de onda predetermi-
nada. En paralelo, el pulso es muestreado e integrado. El tiempo de llegada
es asignado a un TS (Marca de Tiempo - Time Stamp), basado en el reloj
de sincronización de 20 MHz para una sincronización gruesa y por el valor
del TVC para una sincronización fina, con una resolución por debajo del
nanosegundo. Ambos valores se miden cuando la señal del PMT supera
el límite del comparador. El esquema de funcionamiento es descrito en la
Figura 3.9. Tres DACs controlan los límites de los comparadores, uno para
el L0 y dos para el PSD.
La carga del pulso se integra por partes. Tres condensadores conmutados
muestrean la señal del ánodo con un ciclo de periodo superior al tiempo
de subida del pulso, que típicamente es de 8 ns. En cualquier momento
un condensador está integrando la carga, otro se encuentra guardando la
carga del periodo anterior y el último condensador se está reiniciando. La
Figura 3.10 muestra este proceso.
Cuando un trigger L0 ocurre, la integración de la corriente se alarga para
abarcar la carga del pulso. Entonces, la carga del periodo anterior se añade.
El PSD devuelve un resultado binario indicando si el pulso es del tipo SPE o
del tipo WF. En ambos casos la información se guarda en memoria junto con
la carga del pulso y los valores de TVC y de TS. Las células de la memoria
están por lo tanto mezcladas, analógicas para el AVD y el TVC y digitales
para el TS y el PSD. Si se selecciona el modo SPE, el único dato que será
transmitido a los ADCs para la digitalización será el pulso de carga (el AVD
produce un voltaje positivo proporcional a la carga integrada) y el tiempo
(TVC). Si el pulso es del tipo WF, entonces el muestreo continúa durante
128 ciclos antes de parar. Los muestreos se mantienen en memoria, dentro
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Fig. 3.8: Arquitectura del ARS. Se pueden observar los tres niveles de trigger con
los que se trabaja en ANTARES así como el muestrador de 1 GHz o el
discriminador de la forma del pulso [84].
de las células de adquisición rápidas, esperando una posible petición de
lectura.
En la arquitectura elegida por ANTARES un circuito ARS puede almacenar
hasta 16 eventos SPE. En cuanto a eventos del tipo WF solo puede almace-
narse uno. De hecho, el muestreo rápido no está disponible hasta que el
circuito ha terminado de procesar el evento WF. En cambio, si ocurre un
evento SPE el muestreador sigue estando disponible, con lo que se dismi-
nuye el tiempo muerto. La señales analógicas son procesadas por 2 ADCs
de 8 bits del tipo de aproximaciones sucesivas. El reloj utilizado para la con-
versión es un submúltiplo del reloj de readout de 12.5MHz, necesitándose 8
periodos para completar una conversión. Se realizan 6 medidas analógicas
con diferentes rangos dinámicos que son digitalizadas por solo dos ADCs.
El LSB (Bit Menos Significativo - Less Significant Bit) y el máximo voltaje
convertible de cada ADC (voltaje de saturación Vsat) se redefinen para cada
evento teniendo en cuenta el canal en el que son procesados. Estos paráme-
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Fig. 3.9: Procedimiento de medida del tiempo en el ARS. Una marca de tiempo
y tiempo de TVC son generados cuando la señal cruza el límite L0. La
marca de tiempo viene determinada por el número de ciclos de 50 ns
desde el último reset. El TVC da una sincronización más fina dentro del
ciclos.
tros se seleccionan entre tres posible pares de valores guardados en bancos
de registros a través del slow control durante la configuración inicial de los
chips. Cada uno de los dos proporciona un valor digital al DAC de 5-bits,
definiendo tanto la corriente para el LSB y para la Vsat respectivamente. La
respuesta del ADC se modifica dinámicamente de evento a evento, siendo el
secuenciador del readout el encargado de seleccionar cuál de los tres bancos
se utiliza, dependiendo del tipo de datos a convertir. Para la digitalización
de un evento guardado existen dos posibilidades. O bien todos los eventos
son digitalizados sin un trigger externo, o bien una señal trigger externo
L1 debe de llegar dentro de una ventana temporal predefinida asociada
con el evento. La carga digitalizada, los valores del TVC y del TS y los
valores digitalizados del WF, si están disponibles, son enviados en serie en
formato binario. Si la ventana temporal acaba sin que ocurra un trigger
L1, el bloque de memoria asociado con la ventana temporal y las células
del muestreador se reinician para ser utilizadas por un evento nuevo. Las
condiciones normales de ANTARES no requieren de trigger L1, por lo que
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Fig. 3.10: Integración de la señal de carga con tres condensadors trabajando en
diferentes fases. Cuando el L0 es superado, la rampa de voltaje se
congela y memoriza.
todos los pulsos que superan el límite de L0 son enviados a la estación de
control de la costa.
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Fig. 3.11: Tarjeta electrónica de adquisción de ANTARES con los ARSs.
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4KM3NeT
„Quelle situation grosse de mystères l’avenir
réservait aux investigations de la science!
— Jules Verne
4.1 Introducción
KM3NeT es una infraestructura de investigación que se está construyendo ac-
tualmente en el mar Mediterráneo. Esta infraestructura estará formada por
una red de telescopios de neutrinos que se instalarán en tres emplazamien-
tos diferentes: KM3NeT-Fr, en las cercanías de Tolón, Francia; KM3NeT-It,
en las cercanías de Portopalo di Capo Passero, en Sicilia, Italia; y KM3NeT-Gr,
en las cercanías de Pylos, Grecia. La instalación de las primeras líneas o
DUs (Unidad de Detección - Detection Unit) en el argot de KM3NeT se están
instalando ya en KM3NeT-It y KM3NeT-Fr. En la Figura 4.1 se muestran las
diferentes localizaciones de KM3NeT.
KM3NeT tiene su origen en la unión de los grupos de investigación de las co-
laboraciones que han trabajado en el desarrollo de telescopios de neutrinos
en el mar Mediterráneo: NEMO (Sección 2.6), NESTOR (Sección 2.5.2.2)
y ANTARES (Capítulo 3). Este consorcio se convirtió en una colaboración
en 2013, iniciándose entonces la construcción del telescopio de neutrinos
KM3NeT.
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Fig. 4.1: Plano de situación de los tres emplazamientos de KM3NeT. Figura proce-
dente de [86].
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4.2 Ubicación de KM3NeT
4.2.1 KM3NeT en Italia: ARCA
El emplazamiento italiano de KM3NeT se encuentra situado alrededor
de unos 100 km de Capo Passero de Sicilia, Italia, concretamente en las
coordenadas 36◦ 16’ N 16◦ 06’ E y a 3500 m de profundidad. Es el antiguo
emplazamiento de NEMO y está compartido con la infraestructura EMSO
(European Multidisciplinary Seafloor and water-column Observatory) para
investigaciones en Ciencias del Mar y de la Tierra.
La instalación en ARCA (Astroparticle Research with Cosmics in the Abyss)
incluye dos BBs (Building Block), cada uno de ellos formado por 115 DUs,
conectados con la costa por cables electro-ópticos. De los dos cables nece-
sarios uno se encuentra ya instalado. Este cable tendrá 48 fibras ópticas. El
cable se divide en dos ramas en las cercanías del detector, cada una de ellas
terminada en un CTF (Marco de Terminación de Cable - Cable Termination
Frame), que a su vez se conecta a una SJB (Caja de Conexión Secundaria
- Secondary Junction Box), las cuales permiten conectar hasta siete DUs.
La conexión de las DUs se realiza con cables de unión que yacen sobre el
fondo marino. La distancia entre DUs es de 95 m. El cable electro-óptico
utiliza una línea de 10 kV en continua para alimentar el BB, convirtiéndose
posteriormente a 375 V en el CTF para transmitirse a través de las SJB y los
cables de interlink a las DUs. La estación de control de la costa contiene
la electrónica de recepción de datos y una granja de ordenadores utilizada
para el filtrado de los mismos.
4.2.2 KM3NeT en Francia: ORCA
El emplazamiento francés de KM3NeT está localizado a 40 km al sur de
Tolón, Francia albergando a ORCA (Oscillation Research with Cosmics in the
Abyss). El sitio se encuentra a 2450 m de profundidad en las coordenadas
42◦ 48’ N 06◦ 02’ E en el que se construirá un BB. La alimentación y los datos
se transfieren desde (y hacia) el detector con dos cables electro-ópticos que
incluyen las fibras ópticas y una línea de alimentación. Las DUs se conectan
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Fig. 4.2: Unas de la líneas de detección, DU, de KM3NeT en el momento de su
instalación.
a alguna de las cinco JBs, las cuales tienen ocho conectores de salidas
en los que se puede conectar cuatro DUs encadenadas. Algunos de los
encadenamientos pueden incluir CUs (Unidad de Calibración - Calibration
Unit), las cuales incorporan diferentes instrumentos como son los hidrófonos
o los laser beacons. Como en el caso de ARCA, las DUs se conectan a la JB y
entre sí a través de cables de interlink. La distancia prevista entre las DUs es
de 20 m.
La alimentación se transmite en alterna con un voltaje de 3.5 kV. En las
JB este voltaje se convierte a 400 V para su transmisión a través de los
cables de interlink y alimentar las DUs. La sala de control se encuentra
situada en el instituto Michel Pacha, en La Seyne-sur-Mer, y alberga, como
en el caso de ARCA, una granja de ordenadores para el filtrado de los
datos proporcionados por el detector. Se prevé utilizar también el cable
electro-óptico de ANTARES una vez este se desmantele.
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4.3 La DU de KM3NeT
Cada una de las DUs de KM3NeT alberga 18 DOMs. En el caso de ARCA
la línea tiene una altura de 700 m, con DOMs espaciados 36 m, mientras
que en el caso de ORCA las líneas tienen una altura de 200 m, donde los
DOMs están espaciados 9 m. Para mantenerlas verticales la parte final de
la línea contiene una boya. Cada línea alberga dos cuerdas paralelas de
4 mm de diámetro a las cuales los DOMs se fijan mediante un collarín de
titanio. Cada cierta distancia existen espaciadores para mantener las cuerdas
paralelas. Fijado a las cuerdas se encuentra el cable electro-óptico, el cual
contiene la línea de alimentación y 18 fibras ópticas para la transmisión de
datos. En cada piso se derivan dos cables de alimentación y una fibra óptica
para conectarse al DOM del piso. En el mismo elemento donde se realiza
la derivación se encuentra un convertidor DC/DC (Corriente Continua a
Corriente Continua - Direct Current to Direct Current) que convierte la
tensión de 400 V a 12 V, siendo esta última la necesitada por los DOMs
para funcionar. La entrada en la esfera del DOM se realiza a través del
penetrador del DOM.
Para su instalación y almacenamiento, la DU se enrolla en una estructura
esférica que se denomina LOM (Launcher vehicle of Optical Modules) y en
la cual los DOMs tienen las cavidades necesarias. La Figura 4.2 muestra
un LOM en el momento de su instalación. El ancla, situada en la parte
inferior de la DU, es la interfaz con la infraestructura del fondo marino. El
ancla es lo suficientemente pesada para mantener la DU fijada al fondo.
El contenedor de la base contiene los componentes ópticos y electrónicos
necesarios además de un receptor acústico utilizado para posicionar los
elementos del detector.
Se utiliza un barco con capacidad de posicionamiento dinámico en cada
sitio para la instalación de las DUs en la posición planeada con una precisión
de un metro. Para instalar y conectar los cables de interconexión desde la
base de las DUs hasta la JB se utiliza un ROV. Una vez se ha realizado la
conexión, se envía una señal acústica desde el barco para iniciar el proceso
de desenrollado de la DU, que se encontraba enrollada en el LOM. Cuando
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la DU se ha desenrollado completamente del LOM, este asciende hacia
la superficie donde es recuperado para ser utilizado en una operación de
instalación posterior. La utilización de este método reduce el volumen
ocupado por las DUs durante el transporte, se aumenta la capacidad de
instalación de DUs por operación marina, se reducen los costes y se aumenta
la seguridad durante la instalación. La Figura 4.3 muestra un esquema de
una DU de KM3NeT.
4.4 El DOM de KM3NeT
El DOM consiste en una esfera de vidrio transparente de 17 pulgadas de
diámetro que alberga 31 fotomultiplicadores (PMTs) y la electrónica de
readout asociada que se describe en detalle en el Capítulo 6.
El diseño del DOM tiene varias ventajas con respecto a los módulos tradi-
cionales que utilizan PMTs de gran fotocátodo. Así por ejemplo, una sola
esfera tiene entre tres y cuatro veces más área de fotocátodo y una cobertura
angular mucho más uniforme. Otra de las ventajas radica en que el área
del fotocátodo está segmentada, por lo que la identificación de más de un
fotoelectrón puede hacerse con mayor eficiencia. Además, la información
direccional proporciona una mayor protección para evitar el fondo óptico.
Los PMTs se organizan en 5 anillos de 6 PMTs más otro PMT en el fondo de
la esfera apuntando hacia abajo. Los PMTs están espaciados 60◦ en azimut
y los sucesivos anillos se encuentran escalonados 30◦.
Hay 19 PMTs en el hemisferio inferior y 12 PMTs en el hemisferio superior.
Los PMTs están fijados en la esfera por un soporte que se ha impreso en 3D.
La eficiencia de los PMTs se incrementa entre un 20 y un 40 % mediante
un anillo reflector que se sitúa alrededor de cada PMT. Para asegurar un
contacto óptico óptimo se rellena el hueco entre el soporte y la esfera de
cristal con un gel óptico. La Figura 4.4 muestra un DOM de KM3NeT.
Los PMTs tienen un diámetro de fotocátodo de al menos 72 mm y una
longitud menor a 122 mm. El reflector aumenta el diámetro hasta los
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85 mm. El fotomultiplicador tiene una estructura de 10 etapas de dínodos
con una ganancia mínima de 106.
La cara frontal del PMT es convexa con un radio menor al radio interior de
la esfera de cristal. Debido al pequeño tamaño del PMT la influencia del
campo magnético de la Tierra es despreciable y no es necesario utilizar una
rejilla de apantallamiento de mu-metal.
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Fig. 4.3: Esquema de una línea de detección, DU, de KM3NeT.
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Fig. 4.4: DOM de KM3NeT. Se puede observar la distribución de PMTs en la esfera.
En el fondo, difuminado, uno de los LOMs de KM3NeT, donde se colocan
las líneas de detección, DUs, para su instalación.













5.1 The ANTARES Optical Beacon System
Este artículo se publicó en la revista “ Nuclear Instruments and Methods
in Physics Research, Section A: Accelerators, Spectrometers, Detectors and
Associated Equipment” en agosto 2007.
En esta revista todos los artículos son revisados por pares.
De acuerdo con la edición de ese año del Journal Citation Reports, esta
revista figura con un índice de impacto de 1,114 y se encuentra en el
segundo cuartil del área “Instruments & Instrumentation”.
En el artículo se describe el sistema de calibración temporal basado en
balizas ópticas (Optical Beacons) desarrollado para el telescopio de neutri-
nos ANTARES. Dicho sistema consiste en un conjunto de fuentes luminosas
distribuidas por todo el detector y que proporcionan pulsos de luz de corta
duración y potencia controlable. En particular, se trata de fuentes led y
láseres que pueden ser controladas remotamente. En el artículo se describen
tanto el diseño, test, construcción y primeros resultados de la calibración
temporal. Este sistema de calibración tiene en cuenta las propiedades óp-
ticas del agua marina, la cual se utiliza en ANTARES como volumen de
detección.
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Abstract
ANTARES is a neutrino telescope being deployed in the Mediterranean Sea. It consists of a three-dimensional array of
photomultiplier tubes that can detect the Cherenkov light induced by charged particles produced in the interactions of neutrinos with the
surrounding medium. High angular resolution can be achieved, in particular, when a muon is produced, provided that the Cherenkov
photons are detected with sufficient timing precision. Considerations of the intrinsic time uncertainties stemming from the transit time
spread in the photomultiplier tubes and the mechanism of transmission of light in sea water lead to the conclusion that a relative time
accuracy of the order of 0.5 ns is desirable. Accordingly, different time calibration systems have been developed for the ANTARES
telescope. In this article, a system based on Optical Beacons, a set of external and well-controlled pulsed light sources located throughout
the detector, is described. This calibration system takes into account the optical properties of sea water, which is used as the detection
1Now at: DSM/Dapnia – Direction des Sciences de la Matière, laboratoire de recherche sur les lois fondamentales de l’Univers, CEA Saclay,
91191 Gif-sur-Yvette Cedex, France.
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volume of the ANTARES telescope. The design, tests, construction and first results of the two types of beacons, LED and laser-based,
are presented.
r 2007 Elsevier B.V. All rights reserved.
PACS: 95.55.Vj; 95.85.Ry
Keywords: Neutrino telescope; Time calibration; Optical beacon
1. Introduction
The ANTARES telescope is an underwater neutrino
detector being deployed in the Mediterranean Sea at a
depth of 2500m offshore from Toulon (France) [1]. This
detector, which is a first step toward a km3-scale undersea
neutrino telescope, will consist of twelve lines with a
sensitive area for high energy muons of more than 0:05 km2
for Em4100TeV. The construction of the ANTARES
neutrino telescope started with the installation of the first
lines in 2006, and the detector is scheduled to be completed
by the end of 2007. In addition, a special instrumentation
line, the MILOM [2] is in operation since Spring 2005. The
detection principle and the main detector components are
briefly described in Section 2. The precision required in the
time determination and the different time calibration
systems are reviewed in Section 3. The concept of an
Optical Beacon system is briefly introduced and the actual
solution adopted by ANTARES is reviewed in Section 4.
Detailed descriptions of the LED and Laser Beacon
calibration systems are given in Sections 5 and 6,
respectively. Some results from the first data taken with
the lines in operation in 2006 are given in Section 7.
Finally, Section 8 presents the summary and conclusions.
2. The ANTARES neutrino telescope
The ANTARES neutrino telescope uses sea water as the
detection medium to look for extra-terrestrial neutrinos.
Most of these neutrinos cross right through the Earth
without interacting. A small fraction of the incoming
neutrino flux, however, interacts with the nucleons that
make up the matter surrounding the detector. In a charged
current interaction a high energy muon neutrino produces
a muon which induces Cherenkov light when crossing a
suitable optical medium such as ice or water. Other
signatures can also be detected.
In order to detect and reconstruct the wavefront of the
Cherenkov light, ANTARES is equipped with 900 Optical
Modules (OMs). The OM, the basic optical unit of
ANTARES, consists of a photomultiplier tube (PMT)
housed in a water-pressure resistant glass sphere [3]. An
exhaustive study of PMTs was carried out during the R&D
phase which led to the selection of the 14-stage, 1000
Hamamatsu R7081-20 model [4]. Together with the PMT
there is an internal LED for calibration purposes inside the
OM. Each group of three OMs constitutes a storey. All the
electronics for one storey are housed in a pressure resistant
titanium container making up the so-called Local Control
Module (LCM). Every OM is read out by an electronics
board housed in the LCM carrying a pair of Analogue
Ring Samplers (ARS), the ASIC chip used for signal
processing and digitization [5]. The ARS provides the time
and amplitude of the signal, both of which are essential to
reconstruct the muon track direction and estimate its
energy. The Time to Voltage converter (TVC) of the ARS
provides two ramps of 50 ns that enable the determination
of the exact timing within the cycle of the 20MHz clock
where the signal crossed the ARS threshold. The threshold
time is transformed into an 8-bit binary number by the
TVC, providing a theoretical accuracy of 0.2 ns. The actual
accuracy is slightly higher since less than the full 256 bin
range in the TVC is used.
3. The ANTARES time calibration systems
ANTARES is expected to achieve very good angular
resolution (o0:3 for muon events above 10TeV). This
pointing accuracy is closely related to the precision in the
determination of the arrival time of the Cherenkov photons
at the PMTs. The relative time resolution between OMs is,
therefore, of utmost importance. It is limited by the transit
time spread (TTS) of the signal in the PMTs ðs1:3 nsÞ and
by the scattering and chromatic dispersion of light in sea
water ðs1:5 ns for a light propagation of 40m) [6,7]. The
electronics of the ANTARES detector is designed in order
to contribute less than 0.5 ns to the overall time resolution.
Therefore, the time calibration should aim at a precision
below the nanosecond level. To this end, several comple-
mentary time calibration systems are implemented in the
ANTARES detector in order to measure and monitor the
relative times between different components of the detector
due to, e.g. cable lengths and electronics delays. These time
calibrations are performed by the following systems:
(1) The internal clock calibration system. A very precise
time reference clock distribution system has been
implemented in the ANTARES detector. It consists
of a 20MHz clock generator on shore, a clock
distribution system and a clock signal transceiver board
placed in each LCM. A common clock signal is
provided to the ARSs. Synchronised data commands
can be superimposed on the clock signal, in particular,
start and stop commands, which together with a high
precision Time to Digital Converter (TDC) make up
the essential components of the system. This system
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also includes an echo-based time calibration whereby
each LCM clock electronics board is able to send back
a return signal through the same optical path as the
outgoing clock signals. This system enables the time
offsets between all LCM clock boards to be measured
by recording the propagation delays of the return
signals of each storey with respect to the original clock
signal emission time. Measurements in real conditions
show a resolution of 0:1 ns, well within the specifica-
tions. The system also includes the synchronisation
with respect to Universal Time, by assigning the GPS
timestamp to the data, with a precision of about 100ms,
much better than the required precision of 1ms. The
clock signals are distributed across all detector compo-
nents from the shore up to the clock boards. The
remaining path between these boards and the PMT
photocathodes, however, requires a different timing
calibration mechanism.
(2) The internal Optical Module LEDs.Inside each OM
there is a blue LED attached to the back of the PMT
capable of illuminating the photocathode. The LED is
an HLMP-CB15 from Agilent whose light intensity is
peaked at around 470 nm with an FWHM of 15 nm.
These LEDs are used to measure the relative variation
of the PMT transit time and dedicated runs of this LED
calibration system are customarily taken [2]. This
system is used to calibrate the path travelled by the
signal starting at the PMT photocathode up to the
read-out electronics. The effect of the transmission of
the light in water is, however, not addressed by this
calibration method.
(3) The Optical Beacons. This system allows the relative
time calibration of different OMs to be determined
by means of independent and well-controlled pulsed
light sources. This system also makes possible to
monitor the influence of the water on the light
propagation. These Optical Beacons are the subject of
this paper and will be described in detail in the
following sections.
(4) Several thousands of down-going muon tracks will be
detected per day. The hit time residuals of the
reconstructed muon tracks can be used to monitor
the time offsets of the OMs. This methodology will
enable an overall space-time alignment and calibration
cross-checks.
Prior to the deployment of the lines, all line elements are
verified as functioning correctly in a dedicated dark setup
where a time calibration is carried out after the integration
of each sector of the line (a sector is one fifth of a line). An
optical signal is sent to each OM of every storey. The signal
is provided by a Nd-YAG solid state laser that emits
intense, short duration light pulses. The light pulse is
attenuated before being sent to the OMs. The light is
guided through an optical fibre to a 1-to-16 optical splitter.
Each of the outgoing fibres is connected to one of the 15
OMs of the sector. The 16th signal is sent to a control
module and is used as a time reference. The resulting
information from timing calibration in the dark setup is
used as the reference for the validation of the in situ timing
calibrations. This system is also used to determine the time
calibration of the Optical Beacons.
The time calibration depends on the actual location of
the OMs which is affected by the slow movements of the
lines due to underwater currents. An acoustic positioning
system together with a set of compasses and tiltmeters loca-
ted along the line, provides the OM position with an
accuracy of 10–20 cm which, in addition to the time cali-
bration, is sufficient for the muon track reconstruction [2].
The time offsets determined in the laboratory are not
expected to change dramatically once the lines are installed
at the detector site. Using these values and the positions of
the OMs as determined by the acoustic and compass/
tiltmeter positioning systems, one has in principle all the
ingredients needed for an accurate track reconstruction.
However, an in situ calibration system is required to
monitor and correct for unlikely, but not excluded, time
inaccuracies stemming from different sources, such as an
imprecise calibration in the laboratory of some of the OMs
or small shifts in time offsets due to a variety of sources,
like PMT voltage variation. The several thousands of
down-going muon tracks that are expected to be recon-
structed each year can be used to refine time calibration.
However, these will not provide hits uniformly distributed
throughout the detector and only the most frequently hit
OMs will collect sufficient statistics in a reasonable amount
of time to allow such calibration. Moreover, the Optical
Beacon system makes possible some other measurements
that enable a better tuning of the event simulation
programs. This is the case of the in situ determination of
the optical properties of the surrounding sea water, i.e. the
absorption and scattering lengths or the estimate of the
efficiency of point bright source algorithms used in shower
reconstruction using the light coming from the beacons.
These determinations are under way and will be the subject
of a future publication. In addition, the Optical Beacon
system provides an overall cross-check of the detector
calibration since their results depend on the good
performance of the other systems, in particular, of the
clock and positioning systems.
In sea water, the Cherenkov light propagates according
to the group velocity, not the phase velocity. The
(wavelength dependent) phase refractive index, nf, only
determines the Cherenkov angle. A group refractive index,
ng, is introduced so that the group velocity can be
expressed as vg ¼ c=ng. The phase and group refractive





The wavelength dependence is stronger for ng than for nf.
In the reconstruction of the tracks a particular value of the
group refractive index must be assumed to calculate
the arrival time of direct photons from a particular track.
ARTICLE IN PRESS
M. Ageron et al. / Nuclear Instruments and Methods in Physics Research A 578 (2007) 498–509 501
This is chosen to be the value at 460 nm, corresponding to
the longest absorption length and maximal PMT efficiency.
This introduces a shift and a smearing (uncertainty in the
true travel time) due to the fact that other wavelengths are
also present (the intensity of the Cherenkov light is
inversely proportional to the wavelength) but the PMT is
colour blind within its operating range. This chromatic
dispersion is not independent of the absorption and
scattering lengths, since these will change the wavelength
distribution at a given distance from the track to the PMT.
The distance dependent time shifts can be in principle
corrected. The smearing, however, cannot. The effect is not
very large: at 50m, where a large fraction of the hits are
expected, its sigma is around 1.3 ns.
The light from the beacons does not suffer from these
effects, since the laser is monochromatic and the LEDs
have a very narrow wavelength range (15 nm).
4. The ANTARES optical beacon system
The Optical Beacon system consists of a series of pulsed
light sources distributed throughout the detector. An LED
Beacon is composed of several LEDs, pulsed by dedicated
electronic circuits. Those beacons are located, more or less,
uniformly along every detector line so that their light can
illuminate all storeys on the neighbouring lines. The Laser
Beacons use a solid state pulsed laser whose light is spread
out by a diffuser. Laser Beacons are located at the bottom
of a few lines in the so-called Bottom String Socket. The
Laser Beacons illuminate mainly the bottom part of the
lines and are located in a stationary position. The system of
Optical Beacons provides a number of well-controlled,
pulsed light sources that act as a reference for time
calibration of the detector. The system is able to closely
monitor all the detector components and the sea water. It
allows the monitoring of the absorption and scattering
lengths of the sea water.
5. The LED beacons
A LED Beacon contains 36 individual LEDs arranged in
groups of six, on six vertical boards (faces) which are
placed side by side forming an hexagonal cylinder (Fig. 1).
On each face, one LED points upwards (top LED), and the
other five LEDs point radially outwards. One of the LEDs
that points horizontally is located in the middle of the face
(central LED) and the remaining four surround it.
The faces are mechanically fixed to a hollow nylon
structure which internally houses a small Hamamatsu
H6780-03 photomultiplier tube. This PMT, with a photo-
cathode of 8mm diameter, has a risetime of 0.8 ns and a
transit time of 5.4 ns and is used to provide the precise time
of emission of the light flash independently of the triggering
signal. A flat acrylic disc that acts as a lightguide is fixed to
the upper part of the nylon mounting to increase the
collection of light. Following Fields and Janowski [9] a
conical depression was machined in the centre of the light
collecting disc, to direct light into the photomultiplier tube.
The edges of the disc were also bevelled at 45 to improve
light collection from the horizontal LEDs.
The lower part of the LED Beacon houses the electronic
boards that provide the required operating voltages and
enable the actual LED flashing according to externally
supplied slow control commands. Each of the six faces can
be flashed independently or in combination of different
faces. Within a face the top, central and the group of four
LEDs can be triggered independently or in combination.
This layout allows a distribution close to uniform in the
azimuth angle when all the LEDs are flashing. The top
LEDs allow the calibration of the OMs in those storeys on
the same line above the beacon. The amount of light can be
further controlled changing the number of LEDs flashing
at a given time while the intensity of the LEDs can also be
varied as explained in the following subsection. The
possibility of flashing certain faces enables the monitoring
of the uncertainty in the time calibration arising from the
non-uniformity and anisotropy of the LED Beacons.
5.1. The pulser system
The pulser circuit is based on an original design from
Kapustinsky et al. [10] that has been modified for
ANTARES to include in particular a variable capacitor
that enables the synchronisation of the pulses produced by
several different circuits (see Fig. 2). The trigger is provided
by a 1.5V negative square pulse of a duration of around
150 ns superimposed on a negative DC bias that can be
varied from 0 to 24V. The DC component charges the
capacitor and the rising edge of the differentiated 1.5V
pulse switches on the pair of transistors, triggering the fast
discharge of the 100 pF capacitor through the low
impedance path that includes the LED. The parallel
inductor develops charge in opposition to the discharging
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Fig. 1. An LED Beacon as viewed from sideways (left) and from the top
(right). Six faces each containing six LEDs are arranged on an hexagonal
cylinder. The internal photomultiplier tube is mounted at the centre of the
lightguide.
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capacitor further reducing its time constant. The level of
the DC voltage determines the amount of current through
the LED and thus the intensity of the emitted pulse. The
layout of the printed circuit board has been designed so as
to enable the inclusion of six pulsers on the same face
without interference of the distributed triggering signals in
the nearby pulser circuits whilst minimising the difference
in the times of arrival of the trigger signal to the different
pulsers. Synchronisation of the signals from different
LEDs on the same or on different faces is possible by
adjusting the variable capacitor in each pulser, this
procedure is explained in Section 5.3. When deployed
underwater the LED Beacons are operated with a typical
trigger frequency of a few Hz. This frequency can be
increased to rates up to 1 kHz.
5.2. The LEDs
Different types of LEDs were tested by the ANTARES
collaboration in terms of amplitude and risetime of the
emitted light pulses. The selected LED was the Agilent
HLMP-CB15-RSC00 model5. This LED has a peak
wavelength of 472 nm with a spectral half-width of 35 nm
according to the specification sheet. The risetime of the
LED pulses has been measured and found to be between
1.9 and 2.2 ns. The LEDs were classified in batches
according to their risetime and the fastest (1.9–2.0 ns) are
used for the top LED locations where the uncertainty in
the calibration is dominated by the rise-time and not by the
light propagation effects.
To increase the angular occupancy of the light emitted
by the LEDs, which was originally restricted to 15, the
caps of the LEDs were machined off. The angular
distribution of the emitted light for several depths of cut
was measured. The cut lengths tested ranged from 1.5 to
3.5mm. A cut at 3mm was selected, which provides an
emission flat within 10% for angles up to 35 and within
a factor two up to 55.
Fig. 3 (left) shows the light amplitude as function of the
azimuth angle for different cut depths. The right plot in
Fig. 3 shows the time distribution of a single LED pulse.
As mentioned in the previous subsection, the amount of
energy per pulse emitted by the LED can be varied by
changing the DC voltage from 0 to 24V. Below 8V the
amount of light emitted is almost negligible. For a DC level
of 24V the energy per pulse emitted is at least 150 pJ, which
corresponds to the emission of approximately 4 108
photons.
5.3. Assembly, synchronisation, testing and integration
Once a LED Beacon is assembled, its 36 LEDs have to
be synchronised by tuning the variable capacitor in each of
its pulser circuits. This operation takes place in three steps.
First the achievable time range of light emission is
measured for each LED by adjusting the variable capacitor
to its upper and lower limits. Then, taking advantage of the
overlap of these time ranges, a common reference time for
all LEDs is chosen. Finally, the capacitors are tuned again
to reach this reference time. In the left-hand plot of Fig. 4
the different ranges for each LED pulser for a typical LED
Beacon are shown. The full (red) line indicates where the
synchronisation common reference time was set and the
squares (blue) are the final measured times. The right-hand
plot of Fig. 4 shows the distribution of the final emission
times. The typical standard deviation of the emission times
is in general a few tens of picoseconds. Following this
synchronisation procedure, the beacon undergoes a series
of thermal cycles in a climate chamber lasting 48 h in
order to guarantee its stability. The emission times are
then remeasured and in exceptional cases some pulsers are
re-synchronised.
After synchronisation, the LED Beacon is introduced
into the pressure resistant glass vessel that will house it in
the sea. This is a cylindrical borosilicate glass container
commercially available6. It consists of a cylinder and two
end-caps (Fig. 5 left), one of them detachable. All the parts
are in transparent glass except for the titanium flanges that
hold the two parts together. The overall dimensions of the
cylinder plus endcaps are 210mm outer diameter and
443mm in length. The endcap is supplied with a 22mm
diameter pre-drilled hole equipped with a penetrator on the
outside of the cylinder and connecting cables on the inside.
The LED Beacon is mechanically attached to the detector
lines by a collar mounted on the Optical Module Frame
(OMF). It is held vertically at a specific location above the
triplet of OMs (see Fig. 5 right) and fixed to the structure
combining the 6-fold symmetry of the beacon and the
3-fold symmetry of the OMF so as to minimise shadowing.
As already mentioned, the lines undergo a calibration
procedure at the integration sites using a common laser
source. The PMT of the LED Beacon is calibrated
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Fig. 2. Diagram of the LED pulser circuit. The variable capacitor (see
text) is indicated by label 3C4.
5Agilent Technologies, Inc. Headquarters 395 Page Mill Rd. Palo Alto,
CA 94306, United States.
6Nautilus Marine Service GmbH, Blumenthalstrasse 15 D-28209
Bremen, Germany.
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Fig. 3. Left: light amplitude as a function of the azimuth angle for different cut depths. Right: timing profile of a single LED pulse.
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Fig. 4. Left: emission time ranges of the 36 LEDs of a typical LED Beacon. The horizontal straight line indicates the desired common emission time
(reference time), the small squares show the final measured emission times. Right: distribution of the final emission times.
Fig. 5. Left: example of a borosilicate glass container that houses the LED Beacons. Right: LED Beacon mounted in the Optical Module Frame.
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simultaneously with the PMTs in the OMs using a
dedicated fibre from this common source. This calibration
facilitates the measurement of their relative shift in the
arrival times.
5.4. Configuration, control and monitoring
The LED Beacon motherboard controls the operation of
the beacon at the most basic level. Its main component is
the UNIV1 card, a control board used throughout
ANTARES which is based on a 17C756 PIC controller.
Communication with the motherboard takes place on an
RS485 serial link protocol MODBUS.
The motherboard main functions are (1) to set the DC
level supplied to the LEDs (from the þ48V input voltage
via DC/DC converter) and thus the intensity of the light
pulses emitted, (2) to select the faces or group of faces that
will be flashed, (3) to select any of the three groups of
LEDs or the combination thereof that will flash, (4) to set
the PMT gain control voltage, and (5) to monitor the
voltage supplied to the LEDs and the ambient temperature
as measured by a sensor.
The configuration of all the LED Beacons in the detector
is performed through the general RunControl program
[11]. Different configurations corresponding to the set of
possible faces and groups of LEDs that are requested to
flash and the required PMT and LED voltages, are stored
in a database. In the configuration stage at the start of a
calibration run, a given configuration (a run set-up) can
then be selected and downloaded. In addition, a graphical
user interface written in Java allows the expert user to
communicate directly with the beacons and request their
status or change their configuration during the run by
generating the necessary Slow Control commands. This
latter method is very rarely used during normal data
taking, but is employed in the laboratory for test or
debugging purposes.
6. The laser beacons
The Laser Beacons emit high intensity, short duration
pulses of light and will be located at the bottom of a few
lines, attached to their Bottom String Socket (BSS), i.e. the
mechanical structure that anchors the line to the sea bed.
At present, one Laser Beacon has been installed in the so-
called MILOM line [2] (see next section). Fig. 6 shows a
general view of the Laser Beacon and its components. The
Laser Beacon points upwards so that the emitted light can
reach nearby lines. Since the intensity and time profile of
the light pulse are defined by the intrinsic properties of the
laser, an extensive study of different laser types was made.
The selected model is described in the following subsection.
6.1. The laser
The main component of the Laser Beacon is a diode
pumped Q-switched Nd-YAG laser which produces
short pulses with a time duration less than 1 ns (FWHM)
and a total energy of 1mJ. The laser model selected is
the NG-10120-1207 which emits at 532 nm after fre-
quency doubling of the original Nd-YAG wavelength of
1064 nm.
The laser is very compact. Its head dimensions in mm are
144 37:4 30. The laser can be operated in a non-
triggered mode at a fixed frequency (around 15 kHz) or in a
triggered mode with a variable trigger frequency. In the
latter mode, which is the one being used in ANTARES, the
laser is triggered when a TTL signal arrives at the device
through a connection in the rear panel of the power supply.
Since the laser is passively Q-switched, the delay between
the trigger signal and the light pulse emission is of the order
of microseconds and the pulse to pulse jitter is of the order
of a few hundred nanoseconds. The actual time of laser
emission is obtained thanks to a fast photodiode integrated
into the laser head.
Once the laser shot is produced, the built-in photodiode
sends back a signal which is passed to an ARS chip located
in the String Control Module (SCM), the electronics
container similar to the LCM located on the BSS. The
current that feeds the pumping diode is switched off and
the system waits for the next trigger signal.
The power supply delivered with the laser was refur-
bished in order to comply with the technical requirements
of the experiment and, at the same time, to accommodate
the whole apparatus into a smaller space. The signal from
the photodiode is reshaped electronically to fulfil the
constraints imposed by the front-end electronics of the
experiment.
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Fig. 6. A Laser Beacon dismantled: on the left the inner mechanics
holding the laser head and its associated electronics; on the right the
pressure-resistant titanium container that houses the equipment. On the
top endplate (right part of the picture) of the container the quartz cylinder
that prevents sedimentation effects can be seen.
7Nanolase, presently part of JDS Uniphase Corp., 430 N. McCarthy
Blvd. Milpitas, CA 95035, United States.
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In order to characterise the relevant features of the Nd-
YAG laser, a thorough study of the main laser parameters
was made:
(1) The intrinsic jitter of the Q-switching mechanism gives
rise to a jitter in the laser pulse emission time of a few
hundred nanoseconds. It was, therefore, necessary to
confirm that the time recorded by the internal photo-
diode was sufficiently accurate for our needs. Several
fast external photodiodes (Newport 818-BB-20, Alpha-
las UPD-200-SP, Hamamatsu S5973-01) were em-
ployed to estimate the accuracy in the emission time
given by the internal photodiode. Fig. 7 (top-left)
illustrates the difference in emission time as measured
by an external Newport 818-BB-20 photodiode and the
internal built-in photodiode. The standard deviation of
the distribution is 50 ps (the position of the peak is
immaterial, it depends on delays that will be deter-
mined by calibration).
(2) The pulse shape was measured using a Hamamatsu
streak camera. In Fig. 7 (top-right) an example of
a pulse of the laser as sampled by the streak camera
(5 ps resolution) is shown. The FWHM of the pulse is
determined to be smaller than 0.8 ns. The time shape
profile is smooth and not far from Gaussian. As
expected, the timing features of the pulse did not
change with the three trigger frequencies studied,
namely 100Hz, 1.5 kHz and 10 kHz.
(3) Different energy measurements were also performed
with a special device8 capable of measuring the energy
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Fig. 7. Top-left: distribution of the difference of the time of emission of the laser pulse as measured by an external Newport 818-BB-20 photodiode (PD)
and the laser built-in photodiode. Top-right: timing profile of the laser pulse as measured by a Hamamatsu streak camera. Bottom-left: energy of the laser
as a function of time after switch-on. Bottom-right: angular distribution of the Laser Beacon in water and comparison with Monte Carlo predictions
(see Section 6.2).
8A photodiode head Model PD10 and a laser power meter LaserStar
from Ophir, Laser Measurement Group Ophir Optronics Inc. 260-A
Fordham Road Wilmington, MA 01887, United States.
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of each pulse. As can be seen in Fig. 7 (bottom-left),
after a warm-up period of 5 min, the energy yield per
pulse (close to 1:3mJ) becomes stable ðo 3%Þ.
6.2. The laser beacon mounting
The laser is housed in a cylindrical titanium container
705mm in length and 170mm in diameter (see Fig. 6). The
bottom endcap holds the penetrator of the cable con-
nectors. Inside the container, an aluminium inner frame
holds the laser and its associated electronics. The laser
beam points upwards and leaves the container through an
opening in the top end-cap. In this opening there is an
optical diffuser comprising a flat disk diffuser9 with a
thickness of 2.2mm and a diameter of 25mm that spreads
light beam out following a cosine distribution, so that the
light can reach the surrounding lines.
In order to minimise transmission losses due to under-
water sedimentation and biofouling10 (the laser is more
affected by this effect since it is pointing upwards), a quartz
cylinder was bonded to the upper surface of the diffuser as
can be seen in Fig. 8 (left). The upper surface of this
cylinder is coated with a black, water resistant epoxy layer.
The light then leaves the cylinder through the vertical wall
where biofouling is negligible (see scheme in Fig. 8 (right)).
Due to Snell’s law, the cosine distribution is conserved
when the light leaves the cylinder through its vertical wall.
The dimensions of the cylinder were chosen to be 40mm
in diameter and 47mm in length. These dimensions, which
together with the refractive index of quartz ðn ¼ 1:54Þ and
water ðn ¼ 1:34Þ determine the maximum and minimum
angle of the outgoing light, were selected to maximise the
number of storeys illuminated in the closest lines, while
taking into account the technical constraints of the cylinder
fixing due to the high pressure.
The distribution of the outgoing light was measured by
immersing the Laser Beacon into a large water tank that
had a PMT on its upper cover and inclining the beacon at
different angles with respect to the vertical. In Fig. 7
(bottom right) the resulting angular distribution is shown
together with the result of a simulation. As can be seen,
they are in quite good agreement except for high angles,
where there are edge effects due to a bevel in the quartz
cylinder not reproduced by the Monte Carlo.
The laser diode is fed with 5V and 750mA supply. As in
the case of the LED Beacon, a UNIV1 micro-controller
board is used to provide the correct power supply
parameters, execute the corresponding switch on and off
signals and monitor the measurements given by tempera-
ture and humidity sensors inside the container. A thermo-
electrical cooling system based on Peltier cells ensures the
correct operating temperature of the laser head.
7. First results of the optical beacon system
An instrumentation line with Optical Modules (MILOM)
[2] and the first two complete lines of the detector, Line 1 and
Line 2, were already in operation at the ANTARES site at
the end of 2006. The three lines are connected to a Junction
Box which in turn is linked to the shore by an electro-optical
cable. The lines are operated from a control room situated at
La Seyne-sur-Mer, near Toulon (France), and data are
regularly taken since their connection.
The MILOM has one operating LED Beacon at storey 1
and one Laser Beacon located at the bottom of the line. Lines
1 and 2 are equipped with four LED Beacons at storeys 2, 9,
15 and 21 (numbered from bottom to top). Dedicated data
taking runs in which one or several of the Optical Beacons are
flashed are regularly performed. Only data from the Optical
Beacon system in Line 1 and MILOM are presented here.
Light emitted from the various Optical Beacons is
detected by the OMs on the two lines. The distribution of
the arrival times of the light at the OMs is presented below.
Further details of this analysis will be the subject of a
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Fig. 8. Left: upper endplate of the Laser Beacon container with the quartz cylinder used to avoid losses due to biofouling. Right: schematic path of the
outgoing light.
9ORIEL model 48010, Newport Corporation-Oriel 150 Long Beach lvd.
Stratford, CT 06615, United States.
10The accumulation of micro-organisms, mostly bacteria, on outer
surfaces and fallen sediment subsequently adhering to surfaces [8].
M. Ageron et al. / Nuclear Instruments and Methods in Physics Research A 578 (2007) 498–509 507
subsequent paper, where the optical properties of the water
(attenuation and scattering) will be also treated together
with the results obtained combining the positioning system.
Fig. 9 shows the distribution of the difference between
the time of the signal recorded by each of the three OMs on
the third storey of Line 1 and the time of emission of the
pulse at the LED Beacon in the storey below as recorded
by the beacon’s PMT. Together with the time distributions,
a Gaussian fit is shown. The values of the Gaussian width
are also indicated. The means have been set to zero. The
relatively large bin size has been selected to average out the
difference in width of the ARS time bins (the so-called
differential non-linearity) whose calculation and correction
will not be treated here.
Due to the short distance between the beacon and the
OMs ð13:4mÞ and to the high intensity at which the
beacon was operated, contributions to the width of
the time distributions from the transit time spread in the
PMT, from the signal pulse walk, from light scattering in
the water and from line movements are all negligible. The
width of the time distribution, which is 0:4 ns, is therefore
a measure of the resolution of the read-out electronics
which is compatible with the time resolution measured in
reference [5].
Fig. 10 shows the distributions of the difference between
the detection time of the signal at the three OMs of the
second storey of the MILOM and the emission time of the
pulse from the Laser Beacon as provided by the built-in
photodiode. In this case, due to the distance between the
Laser Beacon and the OMs ð109mÞ a long tail due to
scattering is clearly visible. The averaged number of
photoelectrons (pe) recorded at the PMTs in this case is
about 2 pe. The sigmas of a Gaussian fit to the rising edge of
the distributions are shown. The rise-time of the distributions
is the outcome of the convolution of the rise-time of the laser
pulse itself and the effect of scattering on the early photons.
No correction has been applied to the data. The position of
the peaks of the distributions have been set to zero.
The Optical Beacon system is also used for time
calibration between different lines. Fig. 11 shows the
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Fig. 9. Distributions of the difference between the time of arrival of the light at the three OMs of storey 3 of Line 1 and the time of emission from the LED
Beacon in storey 2 on the same line.
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Fig. 10. Distributions of the difference between the arrival time of light at the three OMs of storey 2 of the MILOM and the emission time from the Laser
Beacon at the bottom of the same line.
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distribution of the difference between the detection time of
the signal at the OMs in Line 1 third floor and the emission
time of the light by the LED Beacon located in the
MILOM first storey. The distance between the triplet and
the Optical Beacon is about 80m. Due to the orientation of
the triplet in the storey, one of the OMs looks in the
opposite direction to the MILOM and therefore can only
detect scattered photons which explains the tail in the time
distribution. The results of the Gaussian fits to the full
distributions, or its rising edge when scattering is present,
are shown.
8. Summary and conclusions
In order to ensure the high angular resolution that is
aimed by ANTARES, an exhaustive R&D study to
develop different time calibration systems has been carried
out. These systems must guarantee a relative time resolu-
tion at the sub-nanosecond level between the Optical
Modules of the detector. In this article the main features of
the Optical Beacon calibration system of the ANTARES
detector have been described. This system uses short light
pulses produced by LEDs or lasers to measure time
differences and therefore calibrate the timing of the
detector. The design and construction of these Optical
Beacons together with the tests performed in the laboratory
have been described. The first results of some of these
devices located at 2500m depth have been given. With
these calibration systems it has been demonstrated that,
in situ, ANTARES achieves a sub-nanosecond time
resolution.
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Denis Diderot - Paris VII. hhttp://antares.in2p3.fr/Publications/
thesis/2003/Alain-Romeyer-phd.pdf i.
[8] P. Amram, et al., ANTARES Collaboration, Astro. Phys. 19 (2003)
253.
[9] T. Fields, D. Jankowski, Nucl. Instr. and Meth. 215 (1983) 131.
[10] J.S. Kapustinsky, et al., Nucl. Instr. and Meth. Phys. Res. A 241
(1985) 612.
[11] J.A. Aguilar, et al., ANTARES Collaboration, Nucl. Instr. and
Meth. Phys. Res. A 570 (2007) 107.
ARTICLE IN PRESS
Δt(ns) Δt(ns) Δt(ns) 









































70000 Sigma: 0.8 ns
OM 2
Fig. 11. Distributions of the difference between the arrival time of the light at the three OMs in Line 1 storey 3 and the emission time from the LED
Beacon in the first storey of the MILOM.
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5.2 Development of a new Laser Beacon for
Time calibration in the ANTARES
Neutrino Telescope
Este artículo, titulado “Development of a new Laser Beacon for Time cali-
bration in the ANTARES Neutrino Telescope”, se presentó en el congreso
ADHOC de 2011 en Valencia, siendo seleccionado para su publicación en la
revista “Proceedings - 8th IEEE International Conference on Mobile Ad-hoc
and Sensor Systems, MASS 2011” en octubre de 2011. En esta revista todos
los artículos son revisados por pares. Según la última edición publicada del
Scimago Journal Ranking (2014) esta revista tenía un índice SJR de 0,401
en el apartado “Control and Systems Engineering”.
El artículo describe el diseño, testeo e integración el último modelo de
laser beacon diseñado para ANTARES, con el objeto de medir y monitorizar
los offsets de tiempo relativo entre los fotomultiplicadores del telescopio.
Este modelo de laser beacon incluye como novedad un atenuador óptico
controlable por tensión que permite modificar la intensidad del pulso de
luz emitido de forma remota. Esta posibilidad aumenta las prestaciones del
laser beacon.
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Abstract  The ANTARES collaboration has built a deep sea 
neutrino telescope in the Mediterranean Sea consisting of a 
matrix of pressure resistant glass spheres holding large area 
photomultipliers. 1The aim of the telescope is to observe cosmic 
neutrinos through the Cerenkov light induced in sea water by 
charged particles produced in neutrino interactions with the 
surrounding medium. A relative time calibration between 
photomultipliers of the order of 1 ns is required to achieve an 
optimal performance. To this end, several time calibration 
subsystems have been developed for the whole telescope. In this 
article, the design, tests and integration of the last Laser 
Beacon model, developed to measure and monitor the relative 
time offsets between photomultipliers, are described.  
Keywords: Deep Sea Instrumentation, Time Calibration Device, 
Neutrino Telescope, Laser Beacon. 
I. INTRODUCTION  
The ANTARES telescope is a deep sea neutrino detector that 
has been deployed in the Mediterranean Sea at a depth of 
2475 m offshore from Toulon (France). It was completed in 
2008 and since then, is taking data smoothly being at present 
the largest neutrino telescope in the Northern hemisphere and 
the first to operate in the deep sea [1]. The telescope has 
been designed to detect extraterrestrial neutrinos with 
energies above 10 GeV by means of the Cerenkov photons 
induced by the passage of relativistic charged particles 
through the sea water. When a neutrino interacts in the 
material surrounding the detector, it can produce a subatomic 
particle called muon which travels across the detector at a 
speed greater than the speed of light in water. Such a particle 
generates a faint blue luminescence called Cerenkov 
radiation. The arrival times of the light collected by optical 
detectors disposed in a three dimensional array can be used 
to reconstruct the muon trajectory, and consequently that of 
the neutrino, which is strongly correlated.  The main 
elements of a neutrino telescope are therefore the sensitive 
optical detectors, usually photomultiplier tubes (PMTs) [2], 
which collect this light and transform it into electronic 
signals. 
The ANTARES detector is equipped with 885 10-inch PMTs 
(model Hamamatsu R7081-20) which are housed in water-
pressure resistant glass spheres (optical modules, OMs) and 
coupled with optical gel to its inner surfac -metal cage 
inside the OM protects the PMT from the Earth magnetic 
field [3]. The OMs are distributed in 12 lines 450 m long, 
anchored to the sea bottom by a dead weight and held 
                                                          
*Corresponding autor: real@ific.uv.es 
vertically by a buoy at the top. The horizontal distance 
between lines is 60-70 m. Each line contains 25 storeys 
separated every 14.5 m being the first one at a distance of 
100 m from the seabed. Each storey comprises a triplet of 
OMs and a pressure resistant titanium container housing all 
the electronics for the three OMs, making up the so-called 
Local Control Module (LCM). Each OM is read out by an 
electronics board housed in the LCM carrying a pair of 
Analogue Ring Samplers (ARS), the ASIC chip used for 
signal processing and digitization [4]. Five consecutive 
storeys along the line are grouped into a sector. One LCM of 
a sector (Master Local Control Module, MLCM) allows data 
connection from the sector to shore along optical fibers. At 
the bottom of each line, a String Control Module (SCM) 
houses the power units. The lines are connected to a junction 
box (JB) from where the Main Electro-Optical Cable 
(MEOC), of a length of 45 km, links the detector to the shore 
station. The shore station houses a computer farm for data 
filtering and storage. In addition, the detector is completed 
by an Instrumented Line (IL) which holds several 
instruments to perform environmental measurements [1]. 
Lines can be recovered releasing the dead weight of the 
anchor by issuing an acoustic command from a ship on the 
sea surface. 
The angular resolution of the reconstructed track depends on 
the accurate measurement of the arrival time of Cerenkov 
photons reaching the photon sensors. Good time and position 
calibration of the detector is therefore of utmost importance 
to achieve a good angular resolution. Water-based neutrino 
telescopes have intrinsic and unavoidable limitations in the 
time precision as the chromatic dispersion and scattering of 
the combined effect of the photomultiplier transit time spread 
intrinsic limitations, the required precision of a time 
calibration system to measure the relative time between 
photo-
(beacons) [5] have been successfully used in ANTARES to 
measure in-situ relative time offsets between OMs [6]. LEDs 
(Light Emission Diodes) and lasers located throughout the 
detector produce short duration and powerful light pulses 
which are detected by the photo-sensors, allowing the 
measurement of the time delay between the arrival of the 
photon to the photocathode and the time stamping in the 
front-end electronics. In particular, each detection line in 
ANTARES incorporates four LED Optical Beacons (LOBs) 
used for time calibration and studies of the optical properties 
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of the sea water. The main objective to achieve with the 
LOBs is to perform time calibration in the same line 
(intraline calibration) where the LOBs are installed. 
Furthermore, two Laser Beacons (LB) were also deployed in 
ANTARES to perform relative time calibration between 
lines (interline calibration) [5]; the first one was deployed in 
2005 with the Mini Instrumentation Line equipped with 
Optical Modules, the so-called MILOM [7]. This line was 
recovered in 2007 and the LB was upgraded with the 
addition of a voltage-controlled attenuator. The laser was 
redeployed in the bottom of the Line 8 and it has being 
working successfully since then. Line 7 was deployed also 
including another LB but unfortunately, it has been 
impossible to operate it due to a power failure.  
Taking profit of the recovery of the IL in the spring of the 
present year, the deployment of a new version of the LB with 
a more powerful laser and a new design was proposed. The 
deployment of this new LB not only is completing 
ANTARES with a full time calibration optical system (two 
LB fully operational) but also it is important for testing and 
developing new calibration devices for km3-scale undersea 
neutrino telescopes as the future deep-sea research 
infrastructure KM3NeT, which is presently in its preparatory 
phase. Thus, the following issues related to the LB will be 
tested: the resistance of the LB container to the pressure; the 
measurement of the light range, the communications 
between the main control board and the light emitting source 
and the reliability of the electronics in general. A brief 
description of this new LB and its main components is given 
in section 2. The laser source is described in section 3. A 
brief account of the mechanics is provided in section 4. The 
LB anti-biofouling system is described in section 5. Section 
6 reviews the voltage-controlled optical attenuator used to 
adjust the laser beam intensity. In section 7 the LB 
electronics including control of the internal photodiode 
signal is explained, the slow control interface is described in 
section 8. Finally a summary is given in section 9.  
II. THE LASER BEACON 
The Laser Beacon (LB) consists of a cylindrical titanium 
container (see Fig. 1) housing inside a diode pumped Q-
switched Nd-YAG laser. A voltage-controlled optical 
attenuator consisting in a liquid crystal retarder and a linear 
polarizing beam-splitter cube allows the change of the light 
intensity emitted by the laser. The laser, the voltage-
controlled optical attenuator and their associated electronics 
are mounted inside the container in an aluminum frame. The 
laser beam leaves the container through an opening in the 
top end-cap. This opening is equipped with an anti-
biofouling system consisting of a flat disk diffuser that 
spreads the light beam out following a Lambertian 
distribution and a quartz rod cylinder bonded to the upper 
surface of the diffuser. The light leaves the cylinder through 
its vertical wall where biofouling is negligible. The bottom 
end-cap of the titanium container holds a penetrator for the 
power supply and the external communications. Inside the 
container an Acoustic Positioning System that includes the 
control of one external hydrophone is installed but this topic 
is not covered by the present article [8]. 
 
Figure 1.  Laser Beacon once completely mounted. 
 
  




Figure 3.  Energy distribution obtained during 20 hour of laser operation. 
III. THE LASER SOURCE 
The main component of the Laser Beacon is a diode 
pumped Q-switched Nd-YAG laser which produces short 
pulses with time duration of ~ 400 ps (FWHM) and a total 
energy of about 3.5  (Data given by the manufacturer. 
4.15-4.2  . The laser to be used is the model 
STG-03E-1S0 from Teemphotonics which emits light with a 
wavelength of 532 nm after doubling original Nd-YAG 
wavelength of 1064 nm. The main technical characteristics 
of the laser are shown in Table I. Q-switching allows the 
production of a pulsed beam of light. 
This technique yields light pulses with very high power, 
much higher than would be obtained by the same laser 
operating in a constant output (continuous wave) mode. 








Figure 5. Experimental values of the laser light energy measured after the 
48010 diffuser (dots). The red line presents de lambertian distribution. 
 
lasers, Q-switching allows for lower pulse repetition rates, 
higher pulse energies, and longer pulse durations. The 
model of laser used is 2.7 more powerful (3.5 μJ/1.3 μJ) 
than the laser head used previously in ANTARES [5]. The 
laser pulse rate can be fixed between 100 Hz and 2000 Hz. 
A. Energy measurements 
Different energy measurements have been performed with a 
laser photodiode head model PD10 and a powermeter 
LaserStar  from  Ophir. The system is able to measure the 
energy of individual pulses. The precision of such a device 
is better than 1 nJ. Fig. 2 shows the energy per pulse during 
the first 20 hours after switch-on and operating with a 
trigger frequency of 1 kHz. The energy distribution is 
shown in Fig. 3. As can be seen, the energy yield is very 
stable (< ± 2 %). 
IV. MECHANICS 
The main mechanical element of the laser beacon is the 
titanium container holding the laser, the optical attenuator 
and the associated electronics. It consists of a cylinder of 
542 mm high with a diameter of 142 mm made of titanium 
grade 5 (Ti6AI4V). The container is composed of three 
different pieces: 
- the cylindrical tube  
- the lower cap (connector cap) 
- the upper cap with the anti-biofouling system 
The container has been designed to resist up to 5000 meters 
deep. Finite Elements Method analysis has been used for 
assessing the viability of the container at such high 
pressures first. Finally, it has been tested in a hyperbaric 
chamber to 400 bars.  
A. Inner aluminum mechanics 
The inner aluminum mechanics provides the structure where 
the different devices of the laser beacon are integrated. It 
consists of two aluminum rings joined together by two 
aluminum beams. One of the rings is screwed to the upper 
titanium end-cap.  
B. Connector 
A titanium grade 5 connector from the company 
MacArtney, the BH12F, has been used to input and output 
the required LB signals. The connection between the LB 
and the Bottom String Structure (BSS) is done with a 
submarine cable of the same company.  Table II and Fig. 6 
give the details of the LB wiring.  
V. THE ANTI-BIOFOULING SYSTEM  
As already mentioned, the laser beam goes out upwards 
through an anti-biofouling system made by a diffuser disk 
and a quartz cylinder rod (see Fig. 4). The laser beam points 
to the optical disk that spreads light out following a cosine 
distribution. The diffuser disk is glued to the lower surface 
of the quartz cylinder rod. 
A. Disk diffuser 
The disk diffuser is a model 48010 from ORIEL (Flashed 
opal diffuser) with a thickness of 2.2 mm and a diameter of 
25 mm. The theoretical distribution of this type of diffuser 
follows a Lambertian distribution. In the inner mechanics, 
the laser is slightly deviated with respect to the vertical 
direction in order to prevent damages from its own reflected 
beam. Measurements in the laboratory have shown that this 
small tilt has no effect on the outgoing light distribution. In 
Fig. 5 the measured angular distribution coming out from 
the diffuser disk is shown. The energy has been measured 
using a Newport optical meter 1835-C. 
B. Cylinder Quartz rod 
The cylinder quartz rod is made of pressure-resistant quartz 
with a refractive index of 1.4585. It has been manufactured 
by Technical Glass Products, Inc. The dimensions of the 
quartz cylinder have been chosen to be 60 mm in diameter 
and 80 mm in length and will be inserted 10 mm into the 
upper titanium cap. These dimensions together with the 
refractive index of quartz and water, determine the 
maximum and minimum angle of the outgoing light. With 
this design, it is possible to illuminate photo-sensors located 





Pulse width (ns) 400 
Energy / Pulse (μJ) 3.5 
Peak Power (kW) 10 
Repetition rate (kHz) 0.01 ..2 
Average Power (mW)  
. 
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VI. THE VOLTAGE-CONTROLLED OPTICAL ATTENUATOR 
Unlike LED sources, where light intensity can be varied 
changing the voltage applied [5], the amount of light 
emitted by the laser is fixed. In order to allow light intensity 
tuning in the LB, a voltage-controlled optical attenuator 
using a liquid crystal variable retarder located in the beam 
path has been used. Liquid crystal variable retarders consist 
of a thin crystal liquid layer placed into a small cavity made 
of parallel fused silica. The anisotropy of the liquid crystal 
molecules causes its birefringence. When a voltage is 
applied the molecules align parallel to the electric field. The 
higher the voltage, the lower the birefringence and the delay 
of the optical phase are. This allows the electrical tuning of 
a linearly polarized beam. Since the light from the laser is 
linearly polarized, the attenuation can be achieved by the 
combination of a liquid crystal variable retarder and a linear 
polarizer. The liquid crystal head is the retarder model 
LVR-100- 532 from Meadowlark Optics. The polarizer used 
is a broadband polarizing cube beam-splitter from Newport, 
model 05FC16PB.3, together with his holder, model CH-
0.5. The beam-splitter cube consists of two right-angle 
prisms where the hypotenuse of one of the prisms is coated 
with a multilayer dielectric polarizing beam-splitter. The 
incoming beam is divided into two orthogonal, linearly 
polarized components in such a way that p-polarized light is 
transmitted while s-polarized light is reflected. The used 
model is optimized to work in the 420 to 680 nm range. The 
reason to use a beam-splitting polarizing cube is that it 
presents a higher damage threshold to laser exposure than 
that of a standard linear polarizer. A schematic view of the 
final configuration can be seen in Fig. 7.  
A. Transmission measurements 
Fig. 8 shows the curve laser energy transmission versus 
peak to peak voltage of the 2 kHz square signal applied to 
control the optical attenuator. In this case the energy 
measurements have been carried out with the already 
mentioned power meter (LaserStar). 
VII. ELECTRONICS 
The main electronics components used in the Laser Beacon 
are: 
- The Laser power supply. It consists in three DC/DC 
converters capable to yield the high current peaks during 
the warm up of the laser. The input voltage to the board is 
48 V that are supplied through the pins 6 and 7 of the 
connector (see TABLE II). The output voltages provided 
by this power supply are three: 
+ 12 V and 0 V: to supply the laser (DC/DC #1). The total 
power of this DC/DC is 15 W 
+ 5 V and 0 V: to supply the rest of electronic boards 
(DC/DC #2). The total power is 1 W 
+ 12 V and -12 V: to supply the optical attenuator control 
board (DC/DC #3). The total power of this DC/DC is 1 W 
- Electronic control board with a dsPic 33FS256MC710 
microcontroller [8]. It manages the Modbus [9] and I2C 
[10] communications and controls directly the laser 
frequency and the trigger selection (internal or external). 
 
 
Figure 6. Wiring of the LB. 
 
Figure 7. Scheme of the voltage-controller optical attenuator. 
 
Figure 8. The energy values versus the voltage applied to the voltage-
controlled optical attenuator.  
TABLE II 
WIRING OF THE LB 
Wires Description 
9 and 10 Trigger  
4 and 5 RS-485  
11 and 12 Photodiode signal  
6 and 7 Power supply  
2 and 3 Not used  
1 and 8 Shielding 
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- Electronic board to control the optical attenuator. It is 
supplied with the third DC/DC and provides the electronic 
signal required by the liquid crystal retarder. The control 
of the optical attenuator is performed through a square 
signal of 2 kHz. The level of attenuation is obtained by 
changing the amplitude of the signal. The maximum 
amplitude peak to peak is 20 V (10 V to -10 V). The 
attenuation of the attenuator is not linear (see Fig. 8). The 
control of the attenuator is done by means of an I2C DAC.  
- Electronic card for the on/off control of the laser. This 
board provides the corresponding TTL signals to switch 
on/off the laser. The switch on/off of the laser is controlled 
by a second I2C DAC. 
- Electronic card of the laser control (MLC-03A-MP0). 
Provided by Teemphotonics. It receives the on/off signal 
and the trigger signal. 
- Electronic board for conditioning the photodiode signal. 
This signal comes directly from the laser head and it is 
attenuated and inverted.  
- Electronic board for adapting the trigger arriving from 
the BSS (external trigger). To adapt the trigger signal a 
transistor in open collector is used. The adapted trigger is 
read by the microcontroller.   
A. The Photodiode Signal 
The laser head has a built-in photodiode that provides the 
exact time of the laser light emission. The photodiode signal 
is a positive signal with a rise time of 22 nanoseconds and 
an amplitude of 5 V (positive) . 
The intrinsic jitter of the Q-switch mechanism gives a jitter 
in the laser pulse emission time of a few hundred 
nanoseconds. It is therefore necessary to confirm that the 
time recorded by the internal photodiode is accurate enough 
to perform sub-nanosecond time calibration. The read-out 
system to acquire the photodiode signal of the laser is not 
located in the laser container but in the BBS where the LB is 
connected. 
The signal coming from the photodiode is adapted (inverted 
and attenuated by means of a transformer mounted in a 
ferrite toroidal core) and sent to the BSS read-out system. 
The fall time of the signal after the transformer is 42 ns with 
an amplitude of -3 V (negative).  
The jitter of the internal photodiode (after being attenuated 
and inverted) has been measured using an external 
photodiode (Newport 812-20 photodiode with a rise time 
lower than 200 ps) directly illuminated by the laser beam. 
The FWHM of the measured jitter, shown in Fig. 10, is 
lower than 550 ps. 
VIII. SLOW CONTROL  
The LB is not autonomous and has to be commanded from 
outside. There are several functions that must be controlled. 
These LB functions are controlled via the RS-485 Modbus 
protocol. The LB implements one I2C slaves with two 
DACs. The Modbus commands (sent by Run Control [4]) 
are received by the dsPic 33FS256MC710 microcontroller 
that implements a Modbus slave. This microcontroller also 
implements an I2C master that controls the LB I2C slave. 
The first I2C DAC controls the liquid crystal variable 
retarder. The I2C command sets a voltage between 0 V and 
5 V that is converted to a 2kHz square signal with the 
amplitude voltage varying to control the optical attenuator. 5 
V of the DAQ corresponds to an amplitude of -10 and 10 V 
of the square signal (20 V peak to peak) and 0 V of the 




Figure 9. Schemes of the electronic system. 
 
 Figure 10. Distribution of the difference of the time emission of the laser 
pulse as measured by an external photodiode and the laser built-in 
photodiode. 
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The second I2C DAC controls the laser switch ON-OFF. 
The laser is switched ON only during calibration runs 
(periods of several minutes). It remains switched OFF the 
rest of the time. 
The trigger type (internal or external), the frequency of 
flashing and the level of attenuation are configured in the 
LASER_BEACON_CONFIG2 table of the ANTARES 
Oracle Database. This table is read by the run control, the 
Modbus commands are created and sent to the LB via the 
BSS [4] that implements a Modbus master. The Modbus 
commands are received by the LB microcontroller that acts 
according to the specified protocol, activating the LB, fixing 
the polarization value of the attenuator, the trigger type to 
use and the frequency rate of the laser. 
The first step is to supply the 48 V to the laser. This voltage 
is supplied by the BBS. When the container is powered up 
the I2C commands control the intensity of emission. The 
frequency rate and the selection between the internal and the 
external trigger are controlled directly by the 
microcontroller. It uses one of the digital outputs to send to 
the laser the trigger signal. If the internal trigger is chosen 
the microcontroller generates the trigger signal. Instead 
when the external trigger is chosen the external trigger 
coming from the BSS is read by the microcontroller and a 
trigger signal is generated with the same frequency as the 
external trigger. 
The commands and the sequence of commands to operate 
correctly the laser are sent through the above-mentioned I2C 
bus and the digital outputs of the microcontroller.  
A. Laser attenuation commands. 
 
The light attenuation level is set with the I2C command: 
The attenuation voltage of the 2 KHz control can be set to 
255 values from 0 V as minimum value to 20 V as 
maximum value (Fig. 8 shows the light intensity versus the 
voltage applied) 
 
B. Switch on-off the laser commands. 
 
In order to switch on the laser, once the laser frequency and 
the level of attenuation have been previously fixed, two I2C 
commands have to be sent with a delay of at least one 
second between both commands. To switch off the laser, the 
same sequence should be sent. 
 
IX. SUMMARY AND CONCLUSIONS 
A new Laser Beacon designed for the ANTARES neutrino 
telescope has been presented. The new LB provides more 
than twice energy per pulse that their predecessor in 
ANTARES and it has been built in a shorter and narrower 
titanium container. It has been implemented in the 
ANTARES Instrumentation Line completing the foreseen 
time calibration system of ANTARES and will provide 
important tests for the instrumentation of the KM3NeT time 
calibration system. The Instrumentation Line with the new 
Laser Beacon version was deployed last June and it is 
foreseen to start operation at the end of this year. 
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5.3 The Time Calibration System of KM3NeT:
The Laser Beacon and the Nanobeacon
El tercer artículo se titula “The Time Calibration System of KM3NeT: The
Laser Beacon and the Nanobeacon”. Este artículo se presentó en el congreso
MARSS de 2014 en Benidorm siendo seleccionado para su publicación en
la revista “Lecture Notes in Computer Science” en febrero de 2015. En
esta revista todos sus artículos son revisados por pares. Según la última
edición publicada del Scimago Journal Ranking (2015) esta revista tiene un
índice SJR de 0,369 y se encuentra en el segundo cuartil del área “Computer
Science (miscellaneous)”.
En este artículo se presenta la instrumentación del sistema de calibración
temporal de KM3NeT. La calibración relativa entre módulos ópticos debe
de tener una precisión alrededor del nanosegundo. La instrumentación
consiste de dos aparatos: un nanobeacon dentro de cada módulo óptico
para la calibración de módulos ópticos en la misma DU, y un laser beacon
para la calibración de módulos ópticos en múltiples DUs.
108 Capítulo 5 Instrumentación de Calibración Temporal para Telescopios de
Neutrinos Submarinos
The Time Calibration System of KM3NeT:
The Laser Beacon and the Nanobeacon
Diego Real(&) and David Calvo
IFIC. Instituto de Física Corpuscular, CSIC-Universidad de Valencia,
C/Catedrático José Beltrán, 2, 46980 Paterna, Spain
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Abstract. The KM3NeT collaboration has started the construction of a deep
sea neutrino telescope in the Mediterranean with an instrumented volume of
several cubic kilometers. The objective of the KM3NeT telescope is to observe
cosmic neutrinos. For this, the detector will consist of a tri-dimensional array of
optical modules, each one composed of a pressure resistant glass sphere housing
31 small area photomultipliers. An important element of the KM3NeT detector
is the system for the relative time calibration between optical modules with a
precision of about 1 ns. The system comprises two independent devices: a
nanobeacon inside each optical module for calibration of optical modules in the
same vertical detection unit and a laser beacon for the calibration of optical
modules of vertical units. After a general introduction of the KM3NeT project, a
detailed description of the KM3NeT time calibration devices is presented.
Keywords: Neutrino telescope  Time calibration  Laser beacon 
Nanobeacon
1 Introduction
KM3NeT [1] is a deep sea cabled research infrastructure to be deployed at the bottom
of the Mediterranean Sea. The infrastructure will host a very large volume neutrino
telescope distributed over three locations at depths of several kilometers. The main
objective of the telescope is to detect extraterrestrial neutrinos with energies above
50 GeV to investigate the origin of the highest energy cosmic rays. The detection
technique of the telescope is based on the detection of Cherenkov photons induced by
the passage of relativistic charged particles through the sea water. If a neutrino interacts
in the sea water in or in the vicinity of the detector or in the rock beneath it, it can
produce a subatomic particle called muon, which travels through the detector at a speed
exceeding that of light in water. Such an electrically charged particle generates
Cherenkov radiation, visible as faint blue light that will be recorded by the highly
sensitive light detectors of the telescope. The arrival times of the light collected by
optical detectors disposed in a three dimensional array are used to reconstruct the muon
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trajectory and consequently the direction of the neutrino, as these are strongly corre-
lated. The instrumented volume of the KM3NeT detector will consist of a tri-dimen-
sional array of optical modules, which are the core elements of a neutrino telescope.
Vertical detection units are moored on the seabed, each comprising 18 optical modules
distributed over a height of about 700 m. Horizontally, the detection units are separated
by about 100 m. In the case of KM3NeT, the Digital Optical Module (DOM) is a
pressure resistant glass sphere housing 31 small photomultipliers to measure the
Cherenkov light and transform it into electronic signals. The electronics signals are
read-out the front-end electronics inside the DOM, and the relevant information is sent
to shore.
The angular resolution of the reconstructed muon track depends highly on the
accurate measurement of the arrival time of Cherenkov photons reaching the photo-
multipliers in the optical modules. The quality of time and position calibration of the
detector is therefore of utmost importance to achieve a good angular resolution. Deep
sea neutrino telescopes have intrinsic and unavoidable limitations in the time precision
due to the chromatic dispersion and scattering of light in sea water (σ * 2 ns for a
travelling distance of 50 m), and the combined effect of the photomultiplier transit time
spread and electronics (σ *1.5 ns). Taking into account these intrinsic limitations, the
required precision of a time calibration system to measure the relative time between
optical modules should be σ ≤ 1 ns. Pulse light emitters (beacons) [2] are successfully
used in the ANTARES neutrino telescope [3] (experiment precursor of KM3NeT) to
measure in situ relative time offsets between optical modules [4]. LEDs and lasers
located throughout the detector [5, 6] produce short duration and powerful light pulses
which are detected by the photomultipliers, allowing the measurement of the time delay
between the arrival of the photon at the photocathode and the time stamp by the front-
end electronics. In KM3NeT, the time calibration procedure has been decoupled in two
different techniques:
• Intra-DU Calibration: LED beacons, called nanobeacons in KM3NeT, will be used
to calibrate DOMs in the same detection unit (DU). The system determines the time
offset of the DOMs of the same DU. Each DOM is equipped with a nanobeacon
with its LED pointing upwards.
• Inter-DU Calibration: Laser beacons will be used to calibrate DOMs at different
detection units. The sideward light emitted from laser beacons allocated at the
bottom of the KM3NeT detector in well-chosen positions will allow illuminating
the first DOMs of several neighboring detection units.
2 The KM3NeT Laser Beacon
The KM3NeT Laser Beacon is a device that emits light by means of a diode pumped
Q-switched Nd-YAG laser head (In the Fig. 1 is shown an open laser beacon). The
laser head, together with all the associated electronics to control the device is housed
inside a cylindrical titanium container high pressure and seawater corrosion resistant.
A voltage-controlled optical attenuator consisting of a liquid crystal retarder and a
linear polarizing beam-splitter cube is used in order to remotely control the light
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intensity emitted by the laser. A glass rod, mounted in an opening in the top-cap of the
container, permits the laser beam to go outside. A flat disk diffuser that spreads the light
beam outside following a Lambertian distribution is mounted in the inner side of the
glass rod. Hence, the light leaves the cylinder through its vertical wall where biofouling
is negligible; the upper part of the glass rod is painted black to avoid the light go outside.
The dimensions of the glass rod and the top-cap have been calculated carefully to
maximize the light going through the walls of the glass rod. The bottom end-cap of the
titanium container holds a penetrator for the power supply and the external communi-
cations. Currently, two prototype KM3NeT Laser Beacons have been produced and are
successfully operational since April 2013: one integrated in the instrumentation line of
ANTARES and another one integrated in a prototype tower of NEMO Phase II project.
2.1 The Laser Head
The main component of the KM3NeT Laser Beacon is a diode pumped Q-switched Nd-
YAG laser which produces short pulses with time duration of *400 ps (FWHM) and a
total energy of about 3.5 μJ (data given by the manufacturer, 4.15–4.25 μJ measured in
our lab as shown in Fig. 2). The laser head is the model STG-03E-1S0 from Teem-
photonics which emits light with a wavelength of 532 nm. Other laser heads with higher
energy per pulse are being evaluated, in particular one with energy per pulse of 25 μJ.
Fig. 1. An open KM3NeT Laser Beacon; visible are the glass rod, with its top painted black, the
penetrator, the inner mechanics, the laser head and all the power and control electronics.
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2.2 The Anti-biofouling System
The anti-biofouling system is composed of a diffuser disk and a quartz cylinder rod
inserted in the upper titanium cap (details of the anti-biofouling system on Fig. 3). The
laser beam points to the optical disk that spreads light out following a cosine distri-
bution. The diffuser disk is glued to the lower surface of the quartz cylinder rod using a
transparent epoxy resin.
Disk Diffuser. The disk diffuser has a Lambertian theoretical distribution. The laser
head is slightly deviated with respect to the vertical direction in order to prevent
damages from its own reflected beam. Measurements in the laboratory have shown that
this small tilt has no effect on the outgoing light distribution and that the distribution
follows the theoretical one.
Cylinder Quartz Rod. The cylinder quartz rod is made of pressure-resistant quartz.
The dimensions of the quartz cylinder have been calculated to optimize the maximum
and minimum angle of the outgoing light. With the current design it is possible to
illuminate DOMs located at a horizontal distance of 200 m and 50 m above the seabed.
2.3 The Voltage-Controlled Optical Attenuator
The amount of light emitted by the laser head is fixed. In order to overcome this
limitation, a voltage-controlled optical attenuator is located in the beam path. Liquid
crystal variable retarders consist of a thin crystal liquid layer placed into a small cavity
made of parallel fused silica. The anisotropy of the liquid crystal molecules causes its
birefringence. When a voltage is applied the molecules align parallel to the electric
field. The higher the voltage, the lower the birefringence and the delay of the optical
phase are. This allows the electrical tuning of a linearly polarized beam. Since the light
from the laser is linearly polarized, the attenuation can be achieved by the combination
of a liquid crystal variable retarder and a linear polarizer. The liquid crystal head is the
Fig. 2. Left:Measurement of the time-stability of the pulse-energy. Right: Histogram of the
pulse-energy.
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retarder model LVR-100-532 from Meadowlark Optics. The polarizer used is a
broadband polarizing cube beam-splitter from Newport, model 05FC16 PB.3, together
with his holder, model CH-0.5. The beam-splitter cube consists of two right-angle prisms
where the hypotenuse of one of the prisms is coated with a multilayer dielectric polar-
izing beam-splitter. The incoming beam is divided into two orthogonal, linearly polar-
ized components in such a way that p-polarized light is transmitted while s-polarized
light is reflected. The used model is optimized to work in the 420–680 nm range. The
reason to use a beam-splitting polarizing cube is that it presents a higher damage
threshold to laser exposure than that of a standard linear polarizer and that it can fulfill
the expected life time of KM3NeT.
3 The KM3NeT Nanobeacon
The main goal of the KM3NeT Nanobeacon is to perform intra-DU calibration, i.e.
calibration between the DOMs of the same detection unit. The nanobeacon is integrated
in the DOM and consists of a small electronics board that controls an LED pointing
upwards. The mechanical integration inside the DOM avoids the need for a mechanical
container for the device which reduces substantially the cost of this calibration device.
The LED emits an ultra-short light pulse (*2–3 ns of rise time) when the appropriate
command is received. The main component of the nanobeacon electronics is the pulser
that provides the electrical signal to enable the LED to flash. The nanobeacon light
intensity and rate of emission can be changed. In order to do this the pulser is con-
trolled remotely via two I2C control signals. Geometrical considerations show that a
15º opening angle is sufficient to illuminate DOMs located on the same detection unit
allowing potential misalignments smaller than 10º. At present, 11 prototype KM3NeT
Nanobeacons have been already been produced; eight of them have been are
Fig. 3. Detail of the Laser Beacon anti-biofouling system (left) and a technical drawing of the
system (right).
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successfully operational integrated in a prototype tower of the NEMO Phase II project;
three more have been integrated in the DOMs in a prototype KM3NeT detection unit
that is awaiting deployment.
3.1 The LEDs
Several LED models have been tested in the laboratory. Based on comparative studies
of amplitude and rise-time of the emitted pulses and angular distribution of light, four
models were preselected as suitable for use in the KM3NeT Nanobeacon device.
Following the recovery of ANTARES line 12, these new models were incorporated in
the lowest of the LED Optical Beacon (LOB) of the line and tested in situ after the
redeployment of the line (the results are presented in Fig. 4). Comparing with the
original LEDs used in ANTARES, these new models are more powerful but have a
smaller opening angle. The reason for this is that the ANTARES LOBs were originally
designed to illuminate also nearby lines, so LED caps were machined off to widen the
angular distribution of the emitted light. However, in a decoupled system in which the
nanobeacons are used to illuminate the optical modules in the same detection unit, a
modified LED angular distribution is not necessary and uncleaved LEDs allow for
longer ranges. Table 1 summarizes the characteristics of the four pre-selected models.
3.2 Electronics
The KM3NeT Nanobeacon electronics consists of two components, the pulser and the
control electronics. Currently, the control electronics has been integrated in the central
logic board and power board of the DOM. The pulser circuit is based on an original
design from Kapustinsky [7] that has been modified for KM3NeT. The trigger is
provided by a 1.5 V negative square pulse of around 150 ns superimposed on a
negative DC bias that can be varied from 0 to 24 V. The DC component charges the
capacitor and the rising edge of the differentiated 1.5 V pulse switches on the pair of
transistors, triggering the fast discharge of the 100 pF capacitor through the low
impedance path that includes the LED. The parallel inductor develops charge in
opposition to the discharging capacitor reducing its time constant. The level of the DC
voltage determines the amount of current through the LED and thus the intensity of the
emitted pulse. The foreseen typical trigger frequency will be between 5 kHz up to














CB26 470 2.4 23 150 230
CB30 472 2.0 28 90 195
NSPB500 470 3.2 20 170 250
AB87 470 2.4 51 130 235
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20 kHz. The nanobeacon control board is in charge of providing the pulser with two
control signals, one to set up the light intensity emitted by the LED and the other one to
set up the flashing frequency. It is also possible to select how the trigger signal is
provided, either internally (self-triggering) or fixed by an external signal. The elec-
tronics consists of two main blocks: the trigger, which can provide a variable signal to
the Nanobeacon pulser to fix its flashing frequency, and the booster, that provides the
power needed to fix the intensity of the flash emitted by the LED. The trigger signal is
controlled with a variable DC voltage that is provided by the Digital Analog Converter
(DAC) block. This voltage is set up via I2C. The output provided by the trigger is a
squared signal changing from 0 to 3 V, whose frequency can vary from 5 to 20 kHz.
The power supply to set the light intensity of the pulser is provided by the booster.
The booster is provided directly from the power supply and the output voltage is
controlled with a variable potentiometer also via I2C. The output varies from 3 V to
24 V. The trigger configuration, external or internal, is chosen using an I2C controlled
DAC.
4 Summary and Conclusions
The KM3NeT Laser Beacon and KM3NeT Nanobeacon time calibration devices have
been presented. Two prototype Laser Beacons have already been deployed and are
successfully operational: one integrated in the ANTARES instrumentation line (3.5 µJ)
and another one in a prototype tower of the NEMO-phase II project (3.5 µJ). For the
first phase of construction of KM3NeT, a more powerful head with 25 µJ per pulse is
Fig. 4. Average number of hits (photo – electrons) per flash as a function of the distance. For the
four preselected LED model, measurements were carried out in the ANTARES detector.
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under evaluation. Four LED precandidates for the KM3NeT Nanobeacon have been
evaluated in ANTARES. Eleven prototype KM3NeT Nanobeacons have already been
deployed and are successfully operational since April 2013: eight in a prototype tower
of the NEMO-phase II project; another one in a prototype KM3NeT DOM integrated in
the ANTARES instrumentation line. Currently, three prototype KM3NeT Nanobeacons
have been integrated in DOMs in a prototype KM3NeT detection awaiting deployment.
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6Electrónica de Adquisición de
KM3NeT
„The next step of invention was made in
1904, when I placed around the filament of
an electric lamp a cylinder of metal sealed
inside the bulb, and found that a current of
negative electricity could be sent from the
filament to the cylinder but not in the
opposite direction.
— John Ambrose Fleming
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6.1 The data acquisition system of the
KM3NeT detector
Este artículo se publicó en la revista “Proceedings of Science” en 2015. En
esta revista todos sus artículos son revisados por pares. De acuerdo con la
edición de ese año del SCImago Journal Rank esta revista figura con un
índice de impacto de 0,119.
En el artículo se presenta una primera aproximación a la electrónica de
readout de KM3NeT junto con el sistema de TriDAS (Trigger and Data Acqui-
sition System) utilizado para el procesado de los datos transmitidos desde
los DOMs (Modulo Óptico Digital - Digital Optical Module) de KM3NeT.
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The KM3NeT neutrino telescope is part of a deep-sea research infrastructure being constructed
in the Mediterranean Sea. The basic element of the detector is the Detection Unit, a 700 meter
long vertical structure hosting 18 Digital Optical Modules (DOMs). The DOM comprises 31 3”
photomultiplier tubes (PMTs), various instruments to monitor environmental parameters, and the
electronic boards for the digitization of the PMT signals and the management of data acquisition.
Dedicated readout electronics have been developed and are installed inside each DOM, allowing
to measure the time of arrival and the duration of photon hits, on each of the 31 photomultiplier
tubes, with a time resolution of 1 ns. Moreover, the data transmission system supports the maxi-
mum throughput from a DOM of 200 Mbps, which correspond to a photon-hit rate of ∼130 kHz
per each 3” PMT. Due to the extreme operation conditions of the abyssal site, the all-data-to-shore
concept is used in order to minimize the complexity of the offshore detector. The processing of the
data transmitted to onshore is performed by the Trigger and Data Acquisition System (TriDAS).
The networking infrastructure and computing resources are conceived to be modular and scalable
in order to manage the full data rate from the final cubic-kilometer scale telescope. The electron-
ics and the DAQ system described in the poster are currently under test in the first Detection Unit
to be deployed offshore Toulon.
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Figure 1: Left: A sketch of the KM3NeT detector in its final configuration. Right: A Digital Optical
Module.
1. Introduction
KM3NeT (KM3-scale Neutrino Telescope) is a future European research facility in the Mediter-
ranean Sea which will house a neutrino telescope of cubic kilometer scale [1]. Cherenkov light from
neutrino induced secondary particles will be detected by an array of optical modules consisting in
high pressure resistant glass vessels with photomultipliers inside. This vessel is called Digital Op-
tical Module (DOM) and it is composed of 31 3” Photomultiplier Tubes (PMT) distributed around
the glass sphere, which collect the Cherenkov light and transform it into electronic signals [2]. 18
DOMs are arranged on string-like structures anchored on the sea bed and kept vertical by a buoy-
ancy system, the so-called Detection Units. The Detection Units are connected with submarine
Junction Boxes and through them to shore for power feed and data transmission. Fig. 1 shows an
overview of the KM3NeT detector and an assembled DOM.
The all-data-to-shore data taking approach follows the choice done by ANTARES [3]. In
this contest, no trigger is done underwater, but all signals from PMTs arrive onshore where they
are triggered and processed by farm of computers. The Trigger and Data Acquisition System
(TriDAS) must be able to handle an extremely large throughput of data arriving from off-shore; the
DAQ modularity and scalability are needed properties for a detector made of hundreds of Detection
Units that could be added or recovered without interfering with the data acquisition.
2. Readout electronic components
Inside the DOM, the 31 PMTs are suspended in a foam support structure: 19 PMTs in the
lower hemisphere and the remaining 12 in the upper hemisphere. Each PMT has its own adjustable
high voltage supply integrated in the PMT base. The PMTs collect the Cherenkov light and convert
it into electronic signals. In order to translate these signals into the arrival time of the photons, they
are processed by Time to Digital Converters (TDC) core embedded in the Field Programmable
Gate Array (FPGA) of the Central Logic Board (CLB) [4]. The CLB integrates the White Rabbit
Protocol [5], a fully deterministic Ethernet-based network for general purpose data transfer and
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Figure 2: The Digital Optical Module in details. The Power Board, the Central Logic Board, the Octopus
Board and the PMT Bases are indicated by arrows.
provided by the PMT bases is collected and distributed to the CLB by means of two boards (one
for each hemisphere), the so-called Octopus Boards. It also contains the electronic components for
an optical link to the shore. All necessary DC power is provided by the Power Board (PB) [6]. An
aluminium structure provides heat conduction between the electronics inside and the exterior of the
sphere. In Fig. 2 a schematic view of the DOM is shown. In this section, all the electronic boards
contained in the DOM are reviewed.
2.1 Photomultiplier Base
The PMT Base is in charge of discretizing the signal read by the PMT and to provide the High
Voltage (HV) for the PMT. The PCB contains a pre-amplifier, a comparator (Time over Threshold)
and an I2C decoder. Connection to the PMT is done by flying leads with a PCB that has a diameter
of 38 mm. Every PMT must give the same output signal when it is hit by a single photon. The gain
of a PMT depends on the supplied high voltage. The HV for each PMT is individually adjustable
from 800 to 1400 V. Consequently each PMT gets its own HV circuit board. I2C protocol is used
to be able to program the PMT Base and to change the HV. The power consumption of each PMT
Base is around 4.5 mW.
An additional function of the PMT Base is the digitization of the analogue output signal of
the PMT. The output signal is converted from a charge signal to a voltage signal, followed by a
conversion to a digital level by a comparator, resulting in a Time over Threshold (ToT) signal.
The comparator can be adjusted to the required ToT value using I2C protocol. The ToT signal is
transferred to the DOM logic by a LVDS connection. To identify the PMT Base an ID circuit is
added. The analogue and digital signal conversion functionality of the PMT Base is performed in
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Figure 3: The diagram and 2 pictures (front/rear) of the PMT base.
Figure 4: Left: Large and Small Octopus Boards. Right: Close up of the Octopus Board mounted in the
DOM.
2.2 The Octopus Board
Within each hemisphere, the LDVS signals from the PMT bases are collected on a custom
electronics board (Fig. 4), referred to as the Octopus Board and transferred to the CLB of the
DOM. The Octopus Boards also provide connection for the electrical power to the PMT bases
and the I2C communication control. For each PMT, the electrical power can be switched on/off
individually by the slow control and in case of overload of a PMT the power will be switched off
automatically. This can be monitored by the Fault Flag (FFLG). A clock enabled signal to the
PMTs for the I2C communication avoids digital interference.
2.3 The Power conversion Board
For an efficient transfer of the electrical power the voltage level must be high and the current
low, because of the power loss depends on I2 ·R of the cable. In addition, the different electronic
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Figure 5: Picture of the first prototype of the DOM Power Board.
the Power conversion Board (PB) inside the DOM derives all different client voltage levels from an
input voltage of 12 V. Modern converters at high frequency are used to obtain a high efficient power
conversion. To protect the other electronics inside the DOM against possible high frequency noise
interference, the converter board is located in a shielded part of the cooling system. In addition, the
cooling of the board is more efficient at this location. The PB is shown in Fig. 5.
2.4 The Central Logic Board
The DOM Central Logic Board (CLB) is the main electronic board in the readout chain of
KM3NeT. The LDVS signals generated by the PMT Bases and collected and distributed by the
Octopus Boards arrive to the CLB where they are discretized by means of 1 ns resolution TDCs.
The TDC data are sent onshore after being organized and timestamped by the CLB. The CLB
takes care also of the readout of several instruments, as it is the case of the compass, tilt-meter
and temperature sensor, all of them integrated on the same PCB, an acoustic piezo sensor, an LED
nano-beacon and a hydrophone. In order to synchronize the DOMs in KM3NeT, the CLB integrates
the White Rabbit protocol [5]. It provides sub-nanosecond accuracy and picoseconds precision of
synchronization for large distributed systems (more than 1000 nodes over optical fibres and copper
wires with a length of up to 100 km). Using the White Rabbit, we are able to achieve precise
time-tag measured data and trigger data taking in large installations and, contemporarily, the same
network can be used for data transmission. The key technologies used are the Synchronous Ethernet
(SyncE) and the Precision Time Protocol (PTP).
The main component of the CLB is a Kintex7 FPGA [7]. This device also allows the recon-
figuration of the firmware of the CLB. It is feasible to store up to four FPGA images in an SPI
memory, three of them reconfigurable. The non-reconfigurable image provides a safe start for the
FPGA in case of corruption of the 3 reconfigurable images, being possible to choose to boot the
FPGA with any of the other three. Fig. 6 shows the CLB board containing the FPGA where the
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Figure 6: The Central Logic Board.
The Kintex7 FPGA is an FPGA family providing very low power consumption allowing a
total CLB power consumption below 4 watts. The control of the CLB is achieved through embed-
ded software running in an LM32 [8], an open source firmware microprocessor from Lattice. No
operative system is used in order to reduce power consumption. The CLB firmware implements
two LM32 CPUs. One of them resides in the WR core which is dedicated to handle the PTP traffic
and controlling the Phase Locked Loops (PLL) that are part of the timing system. The other CPU
takes care of the slow control communication with the shore station.
2.5 The CLB readout firmware
TDC channels were designed in a Xilinx Kintex7. Because of the programmable character-
istic of an FPGA, a TDC readout implemented in this device has flexible characteristics. Here, a
simplified TDC is designed to verify the idea of deserializing the raw data by means of dedicated
input/output blocks of the FPGA. The CLB board includes a 25 MHz crystal oscillator, the clock
signal is first transferred from a clock pin to a buffer in the centre of the FPGA, and then fanned
out to the inner PLLs to provide two high frequency clocks of 250 MHz and 90◦ phase shifted.
A 4-oversampling method increases the sampling frequency up to 1 GHz achieving the desired
accuracy of 1 ns. The samples produced by deserializers are sent to specific blocks called Data
Recovery Units (DRUs) where the data are reorganized and the digital pulse information is com-
puted. The system readout generates an output of 48 bits where the 8 most significant bits are used
to encode the PMT identifier, the next 32 bits indicate the time-stamp and the 8 less significant bits
are used to digitize the length of the pulse.
Data are chopped in periods of time called frames or timeslices. The data-stream split into
timeslices grants the scalability of the DAQ system; each timeslice is self-consistent and the prob-
ability of having events which are cut in two parts across two subsequent timeslice is negligible.
Frames start at regular (programmable) intervals. Each frame is assigned a UTC time stamp and it
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the UTC time are supplied by the White Rabbit PTP Core (WRPC) [5] that is implemented in the
firmware. TDC data is transmitted to shore via the endpoint of WRPC. This endpoint is basically
a normal Ethernet MAC that uses the PTP system; a sub-nanosecond timing precision is achieved.
The MAC is connected to an IP/UDP packet buffer stream selector (IPMUX). This IPMUX splits
the data connecting to the MAC into separate streams, based on the UDP port number. In the first
place, data need to be shipped from the DOM to the shore station, so the IPMUX in mainly used
as an UDP transmitted. Data received from the TDCs are stored in the Front-End FIFO memories
and consequently passed to the IPMUX.
More functions have been integrated into the TDC firmware or are under development, such
as the high-rate veto function to avoid overloading the communication bandwidth and the multi-hit
function to process pulse widths larger than 255 ns. 31 TDC channel have been implemented, but
the appropriate number of channels can be chosen according to the requirements of each DOM.
The current implementation also offers a wide variety of interface options like an enable interface,
which allows enabling or disabling remotely the TDC channels using the embedded software based
on the LM32 microprocessor.
3. The Trigger and Data Acquisition System
The ensemble of hardware infrastructures and software collections in charge of the data ac-
quisition, aggregation, filtering and save-to-disk is called TriDAS (Trigger and Data Acquisition
System). All the TriDAS elements are connected within a local 10Gbps network which comprises
also the underwater detector. No hardware triggers are implemented at the underwater detector; all
the measured signals are sent to the shore station where they are filtered and recorded.
The first step of the data aggregation onshore is the Data Queue process (DQ, Fig. 7), that
distributes unfiltered data arriving from a sector of the detector to the computer farm that takes
care of the trigger, the DataFilter (DF). There are two different types of DF: the acoustic DataFilter
is responsible of the online analysis of data from acoustic sensors for the positioning system; the
optical DataFilter is the software devoted to the trigger of PMT data (Fig. 7). Each optical DF
receives from all the active DQs a block of data related to a specific time window (the timeslice)
with a typical length of 100 ms. The optical DF handles the data of the entire apparatus with respect
to the assigned timeslice. The filtered data are finally sent to a DataWriter, that writes on disk a
ROOT file [9].
Each acoustic DF receives all data arriving from a DQ in a continuous stream, calculates
the sound arrival time produced by the underwater positioning system and sends the result to a
DataBase. The ControlUnit (CU, Fig. 7), which is the user interface of the detector, coordinates
all the operations of the TriDAS and operates the DOMs using a dedicated Slow Control (SC)
protocol. The number of necessary DFs scales with the detector throughput and with the algorithms
complexity without changing the DAQ design. The data reduction is more than a factor 103 with
respect to the throughput from the detector.
The optical background measured by the 3-inch PMTs, due to the environmental sources such
as the 40K decay and the bioluminescence, is ∼7 kHz and causes a large throughput from the
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Figure 7: General architecture of the TriDAS for KM3NeT according to the all data to shore approach. The
shore network infrastructure (gray filled parts) is based on the 10 Gb Ethernet.
optical stream). A ∼120 Gbps throughput is expected from the full detector composed of 690
Detection Units, assuming a photon-hit rate of 6 kHz for each 3” PMT.
4. Conclusions
The data acquisition system of KM3NeT has been presented. The electronics inside every
DOM reads and digitizes the signal from the 31 3-inch PMTs. Data are processed in parallel by an
FPGA which implements 31 TDCs with 1 ns resolution and the White Rabbit protocol. Data are
sent onshore packed in timeslices of a fixed time duration with a unique timestamp. Onshore data
are filtered and triggered by the TriDAS, and finally stored on disk for analysis. The first Detection
Unit of KM3NeT that uses all the technologies described here will be installed soon offshore the
French coasts near Toulon [10].
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6.2 Status of the central logic board (CLB) of
the KM3NeT neutrino telescope
Este artículo fue publicado en la revista “Journal of Instrumentation” en
2015. En esta revista todos sus artículos son revisados por pares. De acuerdo
con la edición de ese año del Journal Citation Reports esta revista figura
con un índice de impacto de 1,310 y se encuentra en el segundo cuartil del
área “Instruments & Instrumentation”.
En el artículo se presenta el status de desarrollo de la principal tarjeta de la
electrónica de adquisición de KM3NeT, la CLB (Central Logic Board). La CLB
incluye un sistema multiboot que permite la reconfiguración de los DOMs
de KM3NeT de forma remota. Además todos los módulos y subsistemas se
controlan mediante dos microcontroladores embebidos, implementados en
una FPGA de la familia Kintex de Xilinx.
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Abstract: The KM3NeT collaboration aims at the construction of a multi-km3 high-energy neu-
trino telescope in the Mediterranean Sea consisting of thousands of glass spheres, each of them
containing 31 photomultiplier of small photocathode area. The readout and data acquisition system
of KM3NeT has to collect, treat and send to shore, the enormous amount of data produced by the
photomultipliers, the acoustics sensor and the rest of the instrumentation. The electronics design
includes a multiboot module which allows for the re-configuration of the nodes of the telescope
remotely from the shore station. All the modules and subsystems are controlled by two embedded
microprocessors, implemented on a Kintetx-7 FPGA, and complex embedded software.
Keywords: Timing detectors; Large detector systems for particle and astroparticle physics; Neu-
trino detectors; Front-end electronics for detector readout
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1 The KM3NeT project
The KM3NeT telescope is a deep-sea neutrino infrastructure to be deployed in the Mediterranean
Sea (see figure 1, left). The telescope has been designed to detect extraterrestrial neutrinos with
energies above 50GeV by means of the Cherenkov photons induced by the passage of relativistic
charged particles through the seawater [1]. When a neutrino interacts in thematerial surrounding the
detector, it can produce a muon, which travels across the detector at a speed greater than the speed
of light in water. Such a particle generates a faint blue luminescence called Cherenkov radiation.
The arrival times of the photons collected by optical detectors disposed in a three dimensional array
can be used to reconstruct the muon trajectory, and consequently that of the neutrino, which is
strongly correlated. The main elements of a neutrino telescope are, therefore, the sensitive optical
detectors which in the case of KM3NeT are small photocathode area photomultiplier tubes (PMTs)
distributed around the glass sphere of the so called Digital Optical Module (DOM) [2] (see figure 1,
right). Each DOM has 31 small photomultipliers that collect the Cherenkov light and convert it into
electronic signals. Figure 1 shows the Digital Optical Module and the KM3NeT general overview.
In order to translate these signals into the arrival time of the photons, they are processed
by Time to Digital Converters (TDCs) implemented on a Kintex-7 field-programmable gate array
(FPGA). A TDC performs conversion of a time interval (TI) into a digital value. Many methods,
both analogue and digital, can be used to achieve sub-nanosecond resolutions. These techniques can
be designed both in application specific integrated circuit (ASIC) and FPGA devices. However, the
design process of an ASIC device not only can be expensive, but also quite complex due to the long
turn-around time and layout phase. Low cost and commercial availability are driving motivations
for using general purpose FPGA to implement the TDC and the rest of the instrumentation control






















Figure 1. Left: KM3NeT overview. Right: Digital Optical Module.
1.1 KM3NeT requirements
The KM3NeT neutrino telescope uses the all-data-to-shore concept. All digitized photon arrival
times (t0) and time over threshold (ToT) that are recorded by the PMTs are sent via an optical fibre
network to a shore station, where a farm of processors applies trigger and selection algorithms
to reduce the data. This method allows for sophisticated algorithms to filter the overwhelming
background by searching for space-time correlated photon hits which are signatures of neutrino
interactions. The expected average photon-counting rate of 5–10 kHz per PMT will lead to an
outgoing data-rate of a few MB/s per DOM.
The Central Logic Board (CLB) contains the hardware to process the produced data and to
control all instrumentation located in the DOM. Each DOM is a node in an IP network and therefore
has its own IP. In order to synchronize the DOMs in KM3NeT, the CLB integrates the White Rabbit
protocol. It provides sub-nanosecond accuracy of synchronization for large distributed systems
(more than 1000 nodes over optical fibres and copper wires with a length of up to 100 km). Using
the White Rabbit, we are able to achieve precise time-tag measured data and trigger data taking in
large installations and, contemporarily, the same network can be used for data transmission. The key
technologies used are the Synchronous Ethernet (SyncE) and the Precision Time Protocol (PTP) [3].
2 Hardware
The CLB layout is composed of 12 layers, with:
• Six signal layers including top and bottom
• Two power planes
• Four ground planes
The layers are symmetrically disposed around the two power supply layers. Ground planes
are positioned at the sides of the signal layers to have better signal integrity, as well as a limited
number of vias was used. Particular attention was put on the differential pairs routing keeping
the time difference of less than 100 ps between different PMT signals, and less than 20 ps between






















instrumentation functionalities are implemented. This device also allows for the reconfiguration
of the firmware of the CLB. It is feasible to store up four FPGA firmware images in an SPI flash
memory, three of them reconfigurable. The non-reconfigurable image provides a safe start for the
FPGA, called the golden image, in case of corruption of any of the three reconfigurable images,
being possible to choose any of the four to boot the CLB.
The Kintex-7 is an FPGA family providing very low power consumption allowing a total CLB
power consumption below 4 watts. The CLB board is shown in figure 2.
Figure 2. Central Logic Board.
A reliability analysis using the FIDES guides [4] was performed, showing an estimated risk
for failure of less than 10% after 15 years. Several signal integrity simulation were performed on
different signals on the board, always showing a good level discrimination.
3 Firmware
The CLB is the responsible to synchronize all the nodes and it is also the main electronic board in
the readout chain of KM3NeT. The digitized data are sent onshore after being organized and time
stamped. The CLB takes care also of the readout of several instrumentation devices, as it is the
case of the compass, tilt-meter, acoustic piezo sensor, LED nanobeacon and temperature sensor, all
of them integrated on the same PCB.
The CLB firmware is based on Lattice Mico LM32 embedded microprocessor, an open source
firmwaremicroprocessor fromLattice [5]. The system includes twoLM32. One of them is dedicated
to the White Rabbit protocol which directly manages the tunable oscillators and the optical link
traffic, in order to achieve a time synchronization of sub-nanosecond level with the Grand Master
clock of the on-shore station. The rest of the modules are managed by the second microcontroller,
which has access to all the communication interfaces (SPI, UART, GPIO and I2C) needed for the
instrumentation devices, the acoustic and optical readout systems and the multiboot module.
The CLB is responsible to control the readout systems. For the optic readout, the LVDS signals
generated by the PMT bases arrive to the CLB where they are discretized by means of 1 ns of
resolution TDCs based on deserializer primitives. The board includes a 25MHz crystal oscillator.






















then fanned out to the inner PLLs to provide two high frequency clocks of 250MHz and 90◦ phase
shifted. A 4-oversampling method increases the sampling frequency up to 1GHz achieving the
desired accuracy of 1 ns for PMT events. The samples produced by deserializers are sent to specific
blocks called Data Recovery Units (DRUs) where the data are reorganized and the digital pulse
information is computed. The system readout generates an output of 48 bits where the 8 most
significant bits are used to encode the PMT identifier, the next 32 bits indicate the time-stamp and
the 8 less significant bits are used to digitize the length of the pulse.
Regarding the acoustic readout system, the CLB decodes the AES3 stream and assembles it in
the State Machine, which provides a data header containing general fields as data type and timing
information, followed by an array of data. These arrays are composed by words of variable size,
always multiple of 16 bits.
Finally the data is chopped in periods of time called time-slices.These frames start at regular
and programmable intervals and are assigned a UTC time stamp uniquely identified. All time,
data is related to the start of a frame using a relative offset providing by the Packet Transmission
Unit (PTU). The CLB timing reference clock with a 1 ns phase precision and the UTC time are
supplied by the White Rabbit PTP Core (WRPC) [6]. The CLB is connected to Ethernet via the
1000BASE-X MAC that is also incorporated in the WRPC. Both, acoustic and optic readout data
is transmitted to shore via the endpoint of WRPC. This endpoint is basically a normal Ethernet
MAC but it has time stamping capabilities allowing sub-nanosecond timing precision, such that it
facilitates the PTP protocol. The MAC is connected to an IP/UDP packet buffer stream selector
(IPMUX). This IPMUX splits the data connecting to the MAC into separate streams, based on the
UDP port number. In the first place, data need to be shipped from the DOM to the shore station,
so the IPMUX in mainly used as an UDP transmitted. Data received from the TDCs and acoustic
subsystem are stored in the Front-End FIFOmemories and consequently passed to the IPMUX. The
block diagram of the firmware is shown in figure 3.























The control of the DOM is achieved through complex and robust embedded software running
in the Lattice Mico LM32 microprocessor [7]. No operative system is used in order to reduce
power consumption. The software allows multiple parties to work on it and extending it without
compromising stability and clarity. The software has been layered into three main modules, named
Common, Platform and Application. The Common layer contains the common functions, macros
and standard libraries. The Platform layer includes the start-up code and drivers. Finally the
Application layer includes the specific code for detectors, peripherals and slow control. Figure 4
shows the modular structure of the embedded software.
Figure 4. Embedded software architecture.
5 Conclusions
Several tests have been done on the CLB by the electronic group of the KM3NeT collaboration.
The tests covered all the functionality of the board, and were performed separately, by focusing
on the dedicated hardware, firmware and software sections. The most important tests are the time
synchronization and the optical communication link. The PMT signals acquisition and acoustic
modules were also analyzed in different conditions of high voltage and plugging the acoustic device
to the CLB. Multiboot and the rest of the instrumentation were tested by using a shell command
interface.
A thermal analysis was also performed on the board, showing two hot regions near the FPGA
and near the SFP connector, having in both cases a maximum temperature of about 40◦C.
Electromagnetic interference analysis was performed on the CLB. The results showed the
presence of two hot spots in the center of the board due to DC-DC converters on the power supply
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6.3 Reliability Studies for KM3NeT
electronics: The FIDES method
Este artículo se publicó en la revista “Proceedings of Science” en 2017. En
esta revista todos sus artículos son revisados por pares. De acuerdo con la
edición de ese año del SCImago Journal Rank esta revista figura con un
índice de impacto de 0.115.
En el artículo se presentan los métodos de análisis de fiabilidad utilizados
en KM3NeT para evaluar la electrónica de adquisición de KM3NeT. La
fiabilidad de la electrónica de adquisición de KM3NeT es fundamental ya
que, una vez instaladas las DUs, no es posible realizar ninguna tarea in situ.
Para mejorar la fiabilidad de KM3NeT se ha utilizado el método FIDES, y en
el presente artículo se describe la aplicación práctica de este método a la
electrónica del DOM de KM3NeT.
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High reliability of electronics is crucial for those systems operating in hard conditions, in 
particular when in-situ maintenance is not possible, as it is the case for space or deep-sea projects.  
The KM3NeT infrastructure, whose first Detection Units are currently being deployed on the 
Mediterranean Sea at depths of 2500-3500 meters, has chosen the FIDES method as reliability 
technique to estimate the failure in time of the different electronics boards. In the present article, 
the application of the FIDES method to the electronics of the Digital Optical Modules of the 
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1.Introduction 
The KM3NeT collaboration is developing, constructing and operating a neutrino telescope [1], in 
the Mediterranean Sea, at a depth larger than 2500 meters. The main purpose of KM3NeT is the 
detection of high-energy cosmic neutrinos. To achieve this goal, a 3-D matrix of light detectors 
is being deployed on the seabed, which will detect the Cherenkov light emitted by faster-than-
light muons generated by neutrino interactions produced in the surroundings of the detector. The 
arrival time of the Cherenkov photons is acquired by the photomultiplier tubes (PMTs) and the 
associated electronics and it used to infer the neutrino arrival direction. Thus, the performance of 
the detector depends on the quality of the track reconstruction. The PMTs, 31 in total, and the 
associated electronics are housed in high-pressure vessels made of glass, the so-called Digital 
Optical Modules (DOMs). The DOM is the main component of KM3NeT. The electronics inside 
the DOM, which includes the PMT Base, the Octopus, the Central Logic Board (CLB) and the 
Power Board (PB), performs the digitalization of the PMT analogue signal, the synchronization 
with the rest of DOMs and the communications with the on-shore station. All these functionalities 
need to be provided during all the DOM operation life without applying any kind of maintenance 
as in-situ access is not possible due to the difficulties to access to the abyssal environment. 
Because of this, the reliability required for the KM3NeT neutrino detector is very high. The 
FIDES method helps to achieve and quantify the reliability desired by KM3NeT. 
 
1.1 FIDES Methodology 
FIDES is the reliability methodology chosen by KM3NeT for enhancing the quality of the DOM 
electronics boards. The FIDES guide [2] has been produced by the FIDES group, which is 
composed by several European companies from the defence and aerospace sector, as they are 
AIRBUS, Eurocopter, Nexter Electronics, MBDA or the Thales group, which develop high 
reliability products. The FIDES methodology is an engineering facility composed of two different 
sections, one provides a handbook for predicting reliability of the electronics boards under study, 
and the second one, a guide for audit and control in order to calculate the impact of processes on 
the final reliability. It can be applied to any domain using electronics. The main objectives of the 
FIDES guide is to perform a realistic estimation of the electronics board reliability under study 
and to provide a tool that will help in the production and the control of the reliability. Moreover, 
it helps to find weak points on the boards that can be addressed before the board mass production 
is launched. The characteristics that present the FIDES methodology are: 
 
1.- It provides reliability models for the electronics components, resulting in a global 
reliability model for boards of sub-assemblies of components. 
2.- It takes into account the physical and technological factors that have importance in 
the reliability of the boards.  
3.- It takes into account the life profile. 
4.- It takes into account overstress (electrical, mechanical and thermal) 
5.- It takes into account all phases processes from production definition to operation, 
including production and design. 
 
The FIDES method helps in taking actions throughout the life cycle of products increasing and 
improving their reliability, being one of the main characteristics for the identification of the 
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         Figure 1: Schematic picture depicting the three main areas of FIDES. 
 
The FIDES method is different from previous statistics methods in the sense that it analyses field 
data and gets feedback from operation data and previous models to support its validity. The 
models, especially those related to the process factors, has been calibrated using the experience 
of the group members. FIDES is free of charge and a tool developed under java distributed on 
fides.reliability.org. Compared to other handbooks, the FIDES handbook has been recently 
updated. FIDES will become soon an international standard. This method is at present widely 
supported in the world. 
2. FIDES applied to KM3NeT DOM Electronics 
Four are the DOM electronics boards that have passed the FIDES method in KM3NeT: The PMT 
base, the Octopus, the CLB and PB [3]. 
 
• The PMT base provides the HV to the PMTs and digitizes the analogue signal of 
them, generating a Low Voltage Differential Signal (LDVS). This signal is active 
when the analogue signal overpass an adjustable threshold. 
• The Octopus board transfers the LDVS signals between the PMT base and the 
CLB.  
• The CLB measures the duration of the LDVS signals by means of the TDC 
modules. Moreover, the CLB is responsible of the synchronization and 
communication inside the DOM.  
• The PB provides all the needed power for the CLB and the rest of the 
instrumentation. On the next section, the reliability studies obtained for the four 
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The FIDES analysis has been applied to all the four boards in order to quantify their Failure In 
Time (FIT) and to find weak points that have been addressed before the production of the boards. 
 
2.1 The process factor in KM3NeT. Recommendations for the expected reliability level 
 
Prior performing the FIT evaluation, the process factor is evaluated. The process factor is an 
accelerating factor (multiplication of the FIT from 1 to 8) considering the impact of process on 
the system reliability. High reliability level is needed for KM3NeT, as the system will be installed 
in deep sea. The process factor obtained is 1.91 and it is the same for all the four boards. In order 
to reach this high reliability level, we have summarised (Table 1) the recommendation for each 
phase: 
 
Specifications:  Reliability allocated resources in the management plan 
Environment perfectly known 
System requirement and design review planned with reliability aspect 
System maintenance policy defined in a document 
Design Skills table should be established 
Complete rules updated (know how capitalization) 
Database capitalizing feedback 
Production Improve the equipment final test (test coverage) 
Burn-in / ESS procedure and test coverage 
Corrective maintenance for problems appeared during production 
Monitor operator skills should be established 
Production procedure and tools validated in a document 
Sub-assembly protection means  
Quality soldering indicators 
Statistical process control 
ESD protection and ESD counters are available 
Configuration management to be implemented (design changes, component changes, 
firmware/software version…) 
Integration Ensure handling and packaging procedures 
Non conformities management, preventive and corrective actions 
Traceability (date code…) and configuration management 
Products and processes documentation 
Test equipment, final inspection, acceptance criteria clearly described in the QA plan or 
written procedures, etc. 
Assembly procedure clearly defined 
Human skills clearly identified 
Control the workplace environment and the production and test equipment 
Process change management ➔ all changes recorded 
ESD protection and counter available 
Field operation& 
maintenance 
Ensure spares handling and storage procedure are written 
Preventive and corrective actions implementation ensured 
Ensure product and non conformities traceability (failure backtracking database) 
Ensure inspection and test (failure detectability and analysis during operation) 
Commissioning ➔ tests, final inspection ➔ written procedure (or in QA plan) 
Documents available (test procedure, user manuals, etc.) 
Identify human resources and skills necessary 
Workplace environment and tools for maintenance 
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Support Inspection dossier: acceptance criteria, inspections and tests list, associated documents 
Allocate infrastructure to protect equipment against degradation risk. Enough space available 
Define performance indicators about reliability engineering and reliability improvement 
process is described 
Reliability training and provide resource for reliability tasks 
Measuring devices are verified 
Measure the reliability of the system in operation 
Plan reliability activities 
Use FRACAS: Failure Reporting, Analysis and Corrective Action System 
 
Table 1: Main recommendations to achieve high reliability levels in KM3NeT. 
 
3. FIDES results 
Using the FIDES excel tool, the “Failure In Time” (FIT) and the “Mean Time To Failure” (MTTF) 
have been calculated for each board. One of the first actions to be performed is the definition of 
the environmental conditions. That is mainly the definition of the operational temperature when 
the DOM is on and when it is off. The data are presented in Table 2. 
 
Table 2: Environmental conditions in KM3NeT. 
 
The FIT is the quantity of failure per 109 hours. The total FIT is the sum of each individual 
component FIT. No uncertainty margin has been added. MTTF is the Mean Time To Failure 
(when not reparable, like electronic component). MTBF is the Mean Time Between Failures 
(when reparable). Over a period, the probability of failure could be calculated using the formula: 
F(t) = 1 – R(t) 
With R(t) the probability of a system to be still alive over a time period t. 
F(t) = 1 – e-λt 
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Product FIT MTTF (hours) 
PMT Base 1218 820468 
Octopus Large 157 6371772 
Octopus Small 156 6396132 
Power Board 1424 702502 
CLB 417 2398985 
  
Table 3: FIT and MTTF of the DOM electronics boards of KM3NeT. 
In Table 3, the FIT and MTTF data obtained for the 4 types of board contained in the DOM are 
shown. The highest FIT value (and worst MTTF value) is obtained in the Power Board. To carry 
on a deeper investigation on the board, the FMECA (Failure Mode analysis) would be needed. 
With this method, it can be analysed if there are some non critical sections that could be excluded 
from the total FIT (as in fact it is the case of the nanobeacon power supply- The nanobeacon is 
one of the instruments housed on the DOM-, where a failure will have no effect on the 
performance of the detector). However, FMECA analysis is outside the scope of the present 
article. As summary, we can conclude that the results obtained fulfil, overall, the reliability level 




In this article, the FIDES method and the result of its application to the KM3NeT DOM 
electronics has been presented. The main recommendations for acquiring the desired reliability 
level for an infrastructure where maintenance during the operation life will not be possible, have 
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6.4 Digital Optical Module Electronics of
KM3NeT
Este artículo se publicó en la revista “Physics of particles and nuclei” en
2016. En esta revista todos sus artículos son revisados por pares. De acuerdo
con la edición de ese año del Journal Citation Reports esta revista figura con
un índice de impacto de 0,681 y se encuentra en el cuarto cuartil del área
“PHYSICS, PARTICLES & FIELDS ”. En el artículo se presenta un avance de
la electrónica de adquisición de KM3NeT.
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Abstract⎯The KM3NeT neutrino telescope is being built on the Mediterranean sea and, once completed, it
will be composed by tens of thousands of glass spheres (nodes) including each 31 of small photocathode (3”).
The readout and data acquisition system of KM3NeT has to collect, treat and send to shore, in an economic
way, the enormous amount of data produced by the photomultipliers and at the same time to provide time
synchronization between each node at the level of 1 ns. It is described in the present article all the electronics
developed for achieving this goal.
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1. INTRODUCTION
KM3NeT is a future European research facility in
the Mediterranean Sea which will house a neutrino
telescope of cubic kilometer scale. Cherenkov light
from neutrino induced secondary particles will be
detected by an array of optical modules consisting in
high pressure resistant glass vessels with photomulti-
pliers inside. This vessel is called the Digital Optical
Module (DOM) and it is composed of 31 small 3 inch
PMTs distributed around the glass sphere, which col-
lects the Cherenkov light and transform it into elec-
tronic signals. Figure 1 shows the Digital Optical
Module and the KM3NeT overview.
The PMTs are suspended in a foam support struc-
ture: 19 in the lower hemisphere and 12 in the upper
hemisphere. Each PMT has its own adjustable high
voltage supply integrated in the PMT base. The PMTs
collect the Cherenkov light and convert it into elec-
tronic signals. In order to translate these signals into
the arrival time of the photons, they are processed by
Time to Digital Converters (TDCs) core embedded in
the Field Programmable Gate Array (FPGA) of the
Central Logic Board (CLB). The CLB integrates the
White Rabbit Protocol, a fully deterministic Ethernet-
based network for general purpose data transfer and
synchronization, that allows to synchronize all the
KM3NeT DOMs with 1 ns resolution. The data pro-
vided by the PMT bases are collected and distributed
to the CLB by means of two boards (one for each
hemisphere), the so called Octopus Boards. It also
contains the electronic and photonic components for
an optical serial link to the shore. All necessary DC
power is provided by the Power Board (PB). An alu-
minium structure provides heat conduction between
the electronics inside and the exterior of the sphere. In
Fig. 2 a schematic view of the DOM is shown.
2. PHOTOMULTIPLIER BASE
The PMT base is in charge of discretizing the signal
read by the PMT and to provide the High Voltage
(HV) for the PMT. The PCB contains a pre-amplifier,
a comparator (Time over Threshold) and an identifier
module. Connection to the PMT is done by f lying
leads with a PCB that has a diameter of 38 mm. Every
PMT must give the same output signal when it is hit by
a single photon. The gain of a PMT depends on the
supplied high voltage. The HV for each PMT is indi-
vidually adjustable from 800 to 1400 V. Consequently
each PMT gets its own HV circuit board. C protocol
is used to be able to program the PMT base and to
change the HV. The power consumption of each PMT
base is around 4.5 mW. An additional function of the
PMT base is the digitisation of the analogue output
signal of the PMT. The output signal is converted from
a charge signal to a voltage signal, followed by a conver-
sion to a digital level by a comparator, resulting in a
Time Over Threshold (TOT) signal. The comparator
can be adjusted to the required TOT value using C
protocol. The TOT signal is transferred to the DOM
logic by a LVDS connection. To identify the PMT base
an ID circuit is added. The analogue and digital signal
conversion functionality of the PMT base is performed
in an ASIC. The PMT base diagram is shown in Fig. 3.
2.1. PMT Base ASIC
The DOM is very crowded and there is little avail-
able space for the 31 PMTs and the PMT-bases. In
order to minimize space, cost and power, an ASIC has
1 Talk at The International Workshop on Prospects of Particle
Physics: “Neutrino Physics and Astrophysics” February 1–8,
2015, Valday, Russia.
2 The article is published in the original.
2I
2I
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been designed to read out the PMT. The PMT-base
houses the PROMiS ASIC. A Cockroft-Walton HV
supply circuit on the base can be adjusted via the
CoCo ASIC to provide a gain of  for the PMT in
each case. The specifications of both ASICs are pre-
sented in Tables 1 and 2.
2.1.1. Promis—analog part description. The analog
part of the PROMiS chip consists of a band gap, bias
block, preamplifier, discriminator, analog buffer and
LVDS driver (Fig. 6). Two 8-bit DACs: one to adjust
the threshold level of the comparator, and another one
to adjust the level of HV circuit. The preamplifier
boosts the signal from the PMT. The comparator dis-
criminates against a threshold level, which in turn
specifies the time over threshold (ToT, shown in
Fig. 6). This pulse is sent on an LVDS line (0.4 m
length) for digitization with an accuracy of 1 ns and
finally, the digitized information is sent to shore for
610
<
further processing. The Bandgap produces a stable
1.2 V reference, from which all the other bias voltages
and currents in the bias block are derived. The Pre-
amp is a 2-stage charge amplifier (feedback: Rf =
15 k  k Cf = 300 fF), which is biased at 1 V. A single
stage comparator is designed to discriminate the out-
put of the charge amplifier against a threshold value.
The threshold voltage of the comparator can beset via
C. Conventional design is used for the LVDS circuit
driving a 100  kapton based transmission line, with
common-mode feedback circuit. The CM voltage is
set internally on chip to 1.2 V. To characterize the
PMT and analyse the PMT signal, the preamplifier
output is fed to an analog buffer.
2.1.2. Promis—digital part description. The digital
part consists of a clock generator, a power on reset





Fig. 2. DOM: Position of the Power Board, Central Logic









Fig. 1. Left: KM3NeT general overview. Right: Digital Optical Module.
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grammable) memory block with controller as shown
in the block diagram Fig. 6. The clock generator gen-
erates a frequency of 10 MHz (30% variations due to
process voltage and temperature). The accuracy of the
clock is not very critical as it only samples a slow
250 kHz C SCL (clock) line. The C slave and the2I 2I
OTP controller was implemented using classical digi-
tal ASIC flow. Clock enable signal is provided to shut
off the clock and save power. A facility to test the entire
analog chain through C is provided. The HV circuit
and analog buffer can be turned on/off using C.
2I
2I
Table 1. Specifications PROMiS chip
Time resolution
(for a single photon, photomultiplier + electronics) <2 ns
Two-hit time separation  <25 ns
Power consuption 35 mW
Supply voltage, Technology 3.3 V, 0.35  CMOS AMS
Comparator Threshold Adjustment 8 bits (0.8 V–2.4 V)
HV feedback control 8 bits (0.8 V–2.4 V)
Slow-Control Communication, Digital and Analog Output C, LVDS and Analog buffer respectively
μ
2I
Table 2. Specifications CoCo chip
Pulse output frequency <50 kHz (max.)
Pulse width <6.5 us (max.)
Power consuption <1 mW
Supply voltage, Technology 3.3 V, 0.35  CMOS AMS
Current sense 100 mV over 1.5 
Opamp reference (internal) 1.2 V
μ
Ω




























































PHYSICS OF PARTICLES AND NUCLEI  Vol. 47  No. 6  2016
DIGITAL OPTICAL MODULE ELECTRONICS OF KM3NeT 921
2.1.3. CoCo Cockroft Walton multiplier feedback
control ASIC. The PMT needs stable high voltage for
its operation. The gain of the PMT is linear with the
HV applied. The HV is generated using a CW multi-
plier circuit. An autotransformer with turns ratio of 12
is used to couple energy inductively from the 3.3 V
supplyto the CW circuit. The CW circuit has a high
resistive feedback circuit. The autotransformer is
switched using an external switch. The ASIC supplies
pulses to the switch controlling the autotransformer.
The feedback of the CW circuit is controlled by thes-
ame ASIC. The pulses are of a definite width of 6.5 s.
The frequency of these pulses is controlled by the
feedback of the HV circuit. The feedback voltage is
converted to a current that is used to (dis)charge a
capacitor. The magnitude of the current and the value
of the external capacitor determine the frequency. The
charging and discharging triangular wave across the
capacitor is also used to generate internal clocks. On
each rising edge of the clock, another pulse is gener-
ated with an on-time of 6.5 s. For example, when the
charge in the HV circuit is empty, the ASIC issues
μ
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pulses at the highest frequency of 50 kHz. When the
HV reaches the desired value (set by the HVDAC in
PROMiS through C), the frequency is reduced
(around 200 Hz). The current sense input also helps to
avoid the saturation of the autotransformer in case of a
short circuit. Block diagram of CoCo is presented in
Fig. 5.
3. THE OCTOPUS BOARD
Within each hemisphere, the LDVS signals from
the PMT bases are collected on a custom electronics
board (Fig. 6), called the Octopus board and trans-
ferred to the DOM central logic board. The boards
also provide connection for the electrical power to
thePMT bases and the C communication control.
For each PMT, the electrical power can be switched
on/off individually by the slow control and in case of
overload of a PMT the power will be switched off auto-
matically. This can be monitored by the Fault Flag
(FFLG). A clock enabled signal to the PMTs for the
C communication avoids digital interference.
3.1.4. Functional description. The Octopus V4
board acts as a hub inside the DOM. It merges all the
PMT signal connections, controls the power supply
and re-directs the C communication. At one side
the Octopus V4 board is connected to the PMTs and
the piezo element. It distributes the power, clock
enable and C communication to the PMTs and






signal from the PMTs and piezo element. At the other
side the Octopus V4 board is connected to the CLB.
The power and the C bus are delivered from the
CLB to the Octopus V4 board. The differential signal
is delivered to the CLB. The main functionalities of
the board are listed bellow:
1. To distribute and measure the 3V3 power
2. To distribute the 5V power
3. To multiplex the C channels
4. To control of the clock enable line
5. To transport the differential signals from the
TDC channels and piezo
6. To provided an external Nreset signal
4. POWER BOARD
For an efficient transfer of the electrical power the
voltage level must be high and the current low, because
the power loss depends on the R of the cable. In
addition, the different electronics of the DOM require
many different voltage levels for their performance.
Therefore, the power conversion board inside the
DOM derives all different client voltage levels from an
input voltage of 12 V. Modern converters at high fre-
quency are used to obtain a high efficient power con-
version. To protect the otherelectronics inside the
DOM against possible high frequency noise interfer-
ence, the converter board is located in a shielded part
of the cooling mushroom. On the other hand, cooling
of the board will be more efficient at this location. The
PB is shown in Fig. 7.
The PB is attached to the CLB using 3 board-to-
board connectors (J1, J2, J3). It receives power via J1
at nominal voltage of 12V, and produces six regulated
power rails (1 V, 1.8 V, 2.5 V, 3.3 V, 3.3 V-PMT, 5 V) to
power various electronic modules within the DOM via
J2 and J3. It also provides a high voltage (0 V to 30 V,
5 mA) programmable (via an C interface) voltage
source for the nanobeacon module, via J1. Apart from
the power rails, the PB has additional connections for
C communication as well as remote sense and diag-
nostic signals.
5. CENTRAL LOGIC BOARD
The DOM Central Logic Board (CLB) is the main
electronics board in the readout chain of KM3NeT.
The LDVS signals generated by the PMT bases and
collected and distributed by the Octopus boards arrive
to the CLB where they are discretized by means of 1ns
resolution TDCs. The TDC data are sent on-shore
after being organized and timestamped at the CLB.
The CLB takes care also of the read-out of several
instruments, as it is the case of the compass, tiltmeter
and temperature sensor, all of them integrated on the






Fig. 7. Picture of the first prototype of the DOM Power
Board.
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the acoustic hydrophone. In order to synchronize the
DOMs in KM3NeT, the CLB integrates the White
Rabbit Protocol. It provides sub-nanosecond accu-
racy and picoseconds precision of synchronization for
large distributed systems (more than 1000 nodes over
optical fibre and copper lengths of up to 100 km). By
using White Rabbit (WR), we are able to achieve pre-
cision time-tag measured data and trigger data taking
in large installations and, at the same time, the same
network can be used for data transmission. The key
technologies used are Synchronous Ethernet (SyncE)
and Precision Time Protocol (PTP). The main com-
ponent of the CLB is a Kintex FPGA. This device also
allows the reconfiguration of the firmware of theCLB.
It is feasible to store up to four FPGA images in a SPI
memory, three of them reconfigurable. The non-
reconfigurable provides a safe start for the FPGA in
case of corruption of the 3 reconfigurable images,
being possible to choose to boot the FPGA with any of
the four. Figure 6 shows the CLB board containing the
FPGA where the readout and communication systems
are implemented. The Kintex-7 FPGA is an FPGA
family providing very low power consumption allow-
ing a total CLB power consumption below 4 watts. The
control of the CLB is achieved through embedded
software running in an LM32, an open source firm-
ware microprocessor from Lattice. No operative sys-
tem is used in order to reduce power consumption.
The CLB contains two LM32 CPUs. One of them
residesin the WR core which is dedicated to handle the
PTP traffic and controlling the Phase Locked Loops
(PLL) that are part of the timing system. The other
CPU (2nd LM32) takes care of the slow control com-
munication with the shore station. The block diagram
of the CLB firmware is shown in Fig. 9.
6. TDC IMPLEMENTATION
The oversampling method uses a sampling fre-
quency significantly higher than twice the bandwidth
(or highest frequency) of the signal being sampled. For
the KM3NeT readout system, the ‘significantly
higher’ sampling frequency is obtained using different
edges of multiple phase-shifted clocks. This method is
called asynchronous oversampling because the clocks
used to create the sampling frequency are nominally
equal to the data stream accuracy. High-speed phase-
shifted clocks are generated from a slow system clock
provided by a local clock oscillator placed on the CLB.
A PLL inside the FPGA generates two clock phases
(CLK0 and CLK90). These two phases are routed to a
deserializer primitive, which is inside the input/output
blocks of the FPGA. The generated CLK0 and
CLK90 clocks make possible to oversample an incom-
ing data stream on four edges, increasing four times
the sampling frequency. The function of the two extra
clocks combination is shownin Fig. 10.
7. CLB READOUT FIRMWARE
TDC channels were designed in a Xilinx Kintex-7.
Because of the programmable characteristic of an
FPGA, a TDC readout implemented in this device has
flexible characteristics. Here, a simplified TDC is
designed to verify the idea of deserializing the raw data
by means of dedicated input/output blocks of the
Fig. 8. Picture of the DOM Central Logic Board. Fig. 9. Block diagram of the CLB firmware.
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FPGA. The CLB board includes a 25 MHz crystal
oscillator, the clock signal is first transferred from a
clock pin to a buffer in the centre of the FPGA, and
then fanned out to the inner PLLs to provide two high
frequency clocks of 250 MHz and 90° phase shifted.
4-oversampling method increases the sampling fre-
quency up to 1 GHz achieving the desired accuracy of
1 ns. The samples produced by deserializers are sent to
specific blocks called Data Recovery Units (DRUs)
where the data are re-organized and the digital pulse
information is computed. The system readout gener-
ates an output of 48 bits where the 8 most significant
bits are used to encode the PMT identifier, the next
32 bits indicate the time-stamp and the 8 less signifi-
cant bits are used to digitize the length of the pulse. In
order to find tracks within the detector volume, the
data is chopped in periods of time called frames or
time-slices. Frames start at regular (programmable)
intervals. Each frame is assigned a UTC time stamp
and it is therefore uniquely identified. Dara are related
to the start of a frame using a relative offset providing
by the Packet Transmission Unit (PTU). The CLB
timing reference clock with a 1 ns phase precision and
the UTC time are supplied by the White Rabbit PTP
Core (WRPC) [8] that is implemented in the firm-
ware. The CLB is connected to Ethernet via the
1000BASE-X MAC that is also incorporated in the
WRPC. TDC data are transmitted to shore via the
endpoint of WRPC. This endpoint is basically a nor-
mal Ethernet MAC but it has time stamping capabili-
ties allowing sub-nanosecond timing precision, such
that it facilitates the PTP (IEEE588) protocol. The
MAC is connected to an IP/UDP packet buffer stream
selector (IPMUX). This IPMUX splits the data con-
necting to the MAC into separate streams, based on
UDP port number. In the first place, the data needs to
be shipped from the DOM to the shore station, so
IPMUX in mainly used as a UDP transmitted. Data
that are received from the TDCs are stored in the
Front-End FIFO memories where they are read by
thePTU and passed to IPMUX. More functions have
been integrated into the TDC firmware, such the
high-rate veto function to avoid overloading the com-
munication bandwidth and multihit function to pro-
cess pulse widths larger than 255 ns. 31 TDC channels
have been implemented, but the appropriate number
of channels can be chosen according to the require-
ments of each DOM. The current implementation
also offers a wide variety of interface options like an
enable interface, which allows enabling or disabling
remotely the TDC channels using the embedded soft-
ware based on the LM32 microprocessor.
8. DOM POWER BUDGET
In Table 3 the power consumption breakdown of
the DOM electronics is shown. The component with
the highest power consumption is the CLB, with 2/3
of the total power budget. The FPGA of the CLB and
the SFP are the main power consumers.
Fig. 10. Oversampling technique using two phase-shifted clocks.
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electronics: hardware, firmware and
software
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Abstract. The KM3NeT research infrastructure being built at the bottom of the Mediterranean Sea will host
water-Cherenkov telescopes for the detection of cosmic neutrinos. The neutrino telescopes will consist of large
volume three-dimensional grids of optical modules to detect the Cherenkov light from charged particles produced
by neutrino-induced interactions. Each optical module houses 31 3-in. photomultiplier tubes, instrumentation for
calibration of the photomultiplier signal and positioning of the optical module, and all associated electronics
boards. By design, the total electrical power consumption of an optical module has been capped at seven
Watts. We present an overview of the front-end and readout electronics system inside the optical module, which
has been designed for a 1-ns synchronization between the clocks of all optical modules in the grid during a life
time of at least 20 years. © 2019 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.JATIS.5.4.046001]
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1 Introduction
KM3NeT is a European research facility being built at the bottom
of the Mediterranean Sea. It will host the future large volume
ORCA1 and ARCA2 neutrino telescopes. The ARCA telescope
(Astroparticle Research with Cosmics in the Abyss), a cubic
kilometer-scale detector mainly dedicated to the detection of
high energy neutrinos of astrophysical origin, is being installed
at a site located offshore from the coast of Sicily, Italy, at an
approximate depth of 3500 m. The detector of the Oscillation
Research with Cosmics in the Abyss telescope (ORCA), located
at a depth of about 2400-m offshore of Toulon, France, will be
optimized for the detection of lower energy neutrinos to allow
for the study of fundamental properties of neutrinos. ARCA and
ORCA share the same detector technologies.3 Cherenkov light
produced by neutrino-induced charged particles will be detected
by a regular array of optical modules in the water volume of the
telescope [Fig. 1(a)]. Each module [Fig. 1(b)] is a high-pressure
resistant, 17-in.-diameter glass sphere containing 31 3-in. photo-
multiplier tubes (PMTs), instrumentation for calibration and
positioning, and all associated electronics boards. The modules
are called digital optical modules (DOMs).4–6 Eighteen DOMs,
uniformly distributed along a vertical slender structure, form a
detection unit (DU). The DOMs are held in place by means
of two thin ropes. The DU is anchored on the seabed and kept
in a close to vertical position by a submerged buoy at its top. An
electro-optical backbone cable, with breakouts at each DOM,
runs along the full DU length, providing connection for power
feeding with one DU common line of 400 V, and data transmis-
sion with one single fiber per DOM.
*Address all correspondence to Diego Real, E-mail: real@ific.uv.es; David
Calvo, E-mail: dacalcia@ific.uv.es; Vincent van Beveren, E-mail: v.van
.beveren@nikhef.nl 2329-4124/2019/$28.00 © 2019 SPIE
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In each DOM, the 31 PMTs are organized in five rings of six
PMTs, plus a single one at the bottom pointing downward
(Fig. 2). The PMTs are kept in place by a three-dimensional
printed support structure. The lower and the upper hemispheres
of the module contain 19 and 12 PMTs, respectively. In the
upper hemisphere, a mushroom-shape aluminum structure pro-
vides support to the electronic boards of the DOM. The top
surface of the mushroom cap is glued to the glass sphere in order
to provide heat dissipation to the seawater. The measured tem-
perature (oC) inside the DOM is about 22 deg with a sea temper-
ature around 13 deg. Fixed to the mushroom cap is the power
board, which provides all the dc voltages needed by the elec-
tronics. This board will be described in Sec. 3. The central logic
board (CLB), which contains a field programmable gate array
(FPGA), is directly connected to the power board. In the FPGA,
the intellectual property (IP) cores that capture the PMT-
generated signals are embedded. Also embedded in the FPGA
is an implementation of the White Rabbit (WR),7 a fully deter-
ministic Ethernet-based timing protocol that provides both data
transmission and accurate timing. The WR technology allows
for a synchronization of the clocks of all CLBs in the telescope
at nanosecond precision.
The description of the CLB is presented in Sec. 2. In Sec. 4,
the PMT base board, which generates and adjusts the high volt-
age (HV) supply of the PMT and converts the analog signals
generated by the PMTs to low voltage differential signaling
(LVDS) is described. Two signal collection boards (SCBs), one
for each DOM hemisphere, connect the CLB with the PMTs
allowing for command and data signal transfer. The SCB is
described in Sec. 5.
The light detected by a PMT is converted into an electrical
pulse. When this electrical pulse surpasses a predetermined
threshold, the PMT base board sets its LVDS output. This output
is reset when the electrical pulse goes below the threshold. The
first crossing of the threshold and the time over threshold (ToT)
will be measured by the time-to-digital converters (TDCs)
implemented in the CLB. The ToT gives an estimate of the pulse
amplitude and its charge. The calibration of the PMT HV, using
the DOM acquisition electronics system, provides an average
ToT value of 26.4 ns when a single photoelectron (spe) impinges
on a PMT with a threshold set at 30% of the spe.8
The CLB organizes the acquisition of the LVDS signals in
frames, or timeslices, of fixed length in time, typically 100 ms.
The data acquired and organized in timeslices are sent to a com-
puter farm onshore via an optical network integrated in the sub-
marine cables and junction boxes. The DU anchor hosts a base
module equipped with a wet-mateable jumper to connect the DU
to the seafloor network. The full chain of readout electronics
was successfully qualified in a prototype DU of three DOMs
deployed at the Italian KM3NeT site in May 2014 and operated
1 power board








Fig. 2 Two- and three-dimensional drawings of the DOM showing the positions of the different devices.
Fig. 1 (a) Artistic illustration of the KM3NeT detector. Note that the illustration is not to scale and that
sunlight will not actually reach the depths at which the KM3NeT detector is deployed. (b) A picture of the
KM3NeT optical module with the fly’s eye organization of the PMTs and the cap of the aluminum cooling
“mushroom” visible. The titanium collar around the module supports the connection to the ropes of
the DU.
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for more than 1 year.9 Mass-produced electronics are operational
in full-size deployed DUs with 18 DOMs,10 thus demonstrating
their functionality.
Figure 3 shows a block diagram of the different DOM elec-
tronics boards and their interconnections. The power consump-
tion of the DOM is discussed in Sec. 6 and the reliability studies
performed on the DOM electronics boards are presented in
Sec. 7. Finally, a conclusion is given about the front-end and
readout electronics system in light of the design goals set out
by the KM3NeT Collaboration.
2 Central Logic Board
The DOM CLB11,12 (Fig. 4) is the main electronics board in the
readout chain of KM3NeT. The PMT bases generate LVDS sig-
nals from the PMT electrical pulses. The corresponding SCB
receives and distributes these signals to the CLB, where they
are digitized with a resolution of 1 ns by TDCs running in the
FPGA programmable logic. After being organized and time
stamped in the CLB, the TDC data are transferred to the onshore
station for further processing and storage. The CLB board also
houses a compass/tiltmeter, three temperature sensors, and a
humidity sensor. In addition, it provides a connection for an
LED flasher, called a nanobeacon.13 In addition, a piezo sensor
is connected to the CLB via the SCB that serves the lower
hemisphere.
The control of the CLB is achieved by means of custom soft-
ware, which runs in a LatticeMico32 (LM32)14 soft-processor
operating in the programmable logic of the CLB FPGA.
In the next sections, the hardware, firmware, and software of
the CLB are described.
2.1 Central Logic Board Hardware
The CLB printed circuit board (PCB) comprises 12 layers: six of
them are dedicated to signals, two of them to power planes,
while the remaining four layers are ground. The ground layers
surround the power planes in order to reduce the electromag-
netic interference from the power layers on the signal layers and
to improve the signal integrity.15 For the same reasons, the num-
ber of vias in these layers has also been minimized wherever
possible. Special care has been taken in routing the LVDS sig-
nals generated by the PMT base boards. The difference in length
between any of the differential pairs has been kept below 100 ps.
Moreover, in the case of the clock signals, this difference has
been reduced to below 20 ps.
The central coordinating component of the CLB is a Xilinx
Kintex-7 FPGA (XC160-T), chosen for its relatively low power
consumption. Other relevant components are the serial peripheral
interface (SPI) flash memory, which stores four images of the
FPGA and the configuration parameters of the CLB; the pro-
grammable oscillators, which provide the appropriate clock sig-
nals needed by the WR protocol; two press fit connectors that
provide a solid mechanical and electrical connection between the
CLB and the SCB. The CLB board includes a 25-MHz crystal
oscillator. The oscillator signal is first transferred from a clock
pin to a buffer in the FPGA, and then fanned out to the inner
phase locked loop (PLL) to provide two high frequency clocks
of 250 MHz but with a 90-deg phase shift needed by the TDC
core. The main component used for the communications with the
onshore station is the small form-factor pluggable (SFP) trans-
ceiver, which interfaces the electronics with the optics system.
2.2 CLB Firmware
The readout logic of the DOM runs in the programmable fabric
of the FPGA. A block diagram of the readout logic is shown in
Fig. 5. Its main blocks are:
Fig. 3 Block diagram of the DOM electronics boards and their inter-
connections. The power board receives the 12-V input and generates
all the voltages needed by the rest of electronics board. The CLB, the
main electronics board, includes an FPGA where the data acquisition
firmware runs, as well as different sensors and for communication via
an optical fiber. The SCBs transfer the PMT signals to the CLB, while
the PMT base digitizes the PMT signals. The CLB FPGA configuration
port is not used in a closed DOM.
Fig. 4 The DOM CLB. The dimensions of the board are 150 mm ×
150 mm.
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• The LM32 soft-processor running the control and moni-
toring software for the CLB.
• The White Rabbit PTP Core (WRPC) [precision time
protocol (PTP)], which implements the WR protocol.
• The TDCs, which digitize and time-stamp the PMT sig-
nals arriving at the CLB.
• The state machine and IPMux cores, which collect the
TDC data from the PMTs, Audio Engineering Society
version 3 (AES3) data from the piezo sensor, and the
monitoring data from the LM32, and dispatch them over
Ethernet to the onshore station.16
• The multiboot core, which allows safe remote reconfig-
uration of the FPGA firmware.
• The different control cores for the instrumentation.
2.2.1 Soft-microcontroller
Central to the control and monitoring of the CLB is the LM32, a
section of the FPGA fabric consisting of a central processing
unit (CPU), random access memory (RAM), and peripherals for
timing and communication [universal asynchronous receiver/
transmitter, SPI, and inter integrated circuit (I2C)]. The LM32
was chosen because it uses less FPGA resources than other
CPUs17 and has a wishbone bus18 master interface. For the wish-
bone bus, many open-source programmable logic peripherals
exist, such as SPI∕I2C controllers, coprocessors, timers, and
counters. In addition, the LM32 CPU is also used in the WRPC,
easing the integration and reducing the design complexity. The
CPU runs at 62.5 MHz and has 128 KB of combined program
and data RAM. Moreover, the wishbone bus also connects to
the KM3NeT-specific programmable logic cores, such that the
LM32 can control and monitor the peripherals, which are dis-
cussed in the next sections.
2.2.2 White Rabbit PTP core
The WRPC is an enhanced Ethernet media access controller
(MAC), embedded in the CLB FPGA programmable logic.
Apart from transferring data as a regular Ethernet MAC does,
the WR protocol synchronizes all CLB clocks in the detector.
The protocol is based on the synchronous Ethernet (SyncE) and
PTP standards.19 The WRPC synchronizes the CLB through the
same optical link that is used for data transmission. The global
time of the network is provided by the WR master switch
located onshore, which is synchronized to a global positioning
system receiver. The WRPC IP core synchronizes with the WR
master switch and provides a register with the coordinated uni-
versal time (UTC), which is used by the rest of the CLB firm-
ware. It also outputs a pulse per second (PPS) signal, whose
rising edge occurs precisely at the second transition of the global
CLB UTC. In order to qualify the stability of the synchroniza-
tion at the CLB, the skew between the PPS of the CLB and the
PPS of a WR switch has been measured at the laboratory using a
50-km optical fiber connection. The skew has a Gaussian dis-
tribution with a 22-ps standard deviation (Fig. 6). On the other
hand, the time synchronization between DOMs in a deployed
Fig. 5 Block diagram of the CLB FPGA firmware.
Fig. 6 Skew, measured at the laboratory, of the PPS of the CLB
with respect to the PPS of the master WR switch. The red line is
a Gaussian fit to the data with 22-ps standard deviation.
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DU of ARCA, which takes into account the transit-time spread
of the PMT and other types of jitters, has been measured in situ
using down-going muons and a nanobeacon showing to be of
the order of one ns.20
2.2.3 State machine
The data acquisition is organized in consecutive frames with a
period of typically 100 ms, called timeslices. The state machine
core orchestrates the data acquisition for the CLB. First, it is
responsible for generating the periodic start of the timeslice sig-
nal. This signal is synchronized to the start of a UTC second and
repeats at the start of every period. All data acquiring IP cores
synchronize their acquisition to this start timeslice signal, and
all acquired data are sectioned and time stamped relative to
it. Second, the state machine is responsible for gathering the
acquired data and merging the UTC time of the timeslice start
signal, called the super time, to the acquired data. By combining
the relative timeslice time and the super time, the UTC time for
all acquired data can be resolved by the onshore data acquisition
system. Once the acquired data are ready, the last responsibility
of the state machine is to package the data to be dispatched
toward the user datagram protocol (UDP) packet generator
(IPMux). The data are portioned into frames such that they will
fit within the payload of a UDP jumbo packet. A frame header
containing metadata, such as the stream identifier or the run
number, is also prepared.
2.2.4 Time-to-digital converter
The TDCs sample the signals from the PMT bases. They are
implemented in the CLB FPGA programmable logic with one
TDC channel per PMT, totaling 31 IP cores. The cores measure
both the pulse arrival time and the duration of the pulse (ToT)
using the 1-ns precision UTC WRPC time. The distribution of
the ToT data readout as measured by one DOM is shown in
Fig. 7. The TDC core produces 48 bits per event, where the first
eight most significant bits are used for the PMT identifier and to
store the status of the high rate veto (HRV) and first-in first-out
(FIFO) full condition, the next 32 bits code the arrival time of
the event with respect to the timeslice start time, and the last
eight bits code the duration. The events are then dispatched to
the state machine, which also organizes the TDC acquisition in
timeslices.
The system clock of the FPGA firmware is derived from the
25-MHz hardware quartz oscillator in the PCB. This clock sig-
nal is first transferred to a digital PLL to generate the system
frequency of 62.5 MHz. The WR protocol adjusts the phase and
frequency of the FPGA system clock to the reference master
clock. Finally, the adjusted system clock is fanned out to the
inner PLLs within the FPGA to provide two high frequency
clocks of 250 MHz with a phase shift of 90 deg. The TDC input
signals are oversampled at a 1-ns rate using the rising and falling
edges of the two clocks of 250 MHz as shown in Fig. 8.
The information of the sampling is organized by the TDCs,
where the arrival time and the pulse length are coded. As with all
other CLB IP cores connected to the LM32 soft CPU, the TDC
core is controlled by the LM32 itself, allowing for enabling/
disabling any of the 31 TDC channels.
The TDCs implement the HRV and multihit features. The
HRV limits the total number of acquired hits in a timeslice.
If the number of events in a TDC channel surpasses a predeter-
mined threshold, the acquisition is stopped in that channel until
the start of the next timeslice. In this way, it is possible to limit
the amount of data sent onshore, preventing blockage of the data
acquisition. The multihit option allows to expand the range of
the TDCs, limited by the ToT codification of eight bits. If this
option is active, then the hits with a ToT longer than 255 ns are
coded as two or more consecutive events.
2.2.5 Acoustic readout
The CLB also includes a core for the readout of the acoustic
piezo sensor,21 one of the positioning instrumentation devices
installed in the DOM. This core reads out the acoustic piezo
channel data and time stamps it with respect to the WRPC time.
In addition, it generates from the raw acoustic data an AES3
formatted stream, which is dispatched to the state machine.
2.2.6 IPMux
The packets created by the state machine are sent to one of the
input ports of the IPMux, an IP/UDP packet buffer stream selec-
tor. The IPMux has different input ports for each data source.
For each packet received from the state machine, a UDP header
is added. By using the Ethernet jumbo frames, a maximum
transfer unit of 9014 bytes per frame is possible, consequently
Fig. 7 ToT distribution from one DOM of a deployed KM3NeT DU.
All the channels have been calibrated in order to harmonize the
ToT data arriving from different PMTs. The represented data corre-
spond to both background and muons. The calibration process con-
sists of tuning the HV until an spe provides a ToT between 26 and
27 ns. This ToT corresponds, on average, to a gain of 3 × 106.
Fig. 8 Oversampling technique using two phase-shifted clocks. Tech-
nique implemented in the CLB TDCs.
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reducing protocol overhead significantly when the channel is
fully occupied.
The IPMux receives also data from TDCs, the acoustic read-
out, the monitoring, and the slow control LM32 channels. All of
them are aggregated on the IPMux and transferred to the WRPC
endpoint, where they are routed through the WR core and sent
onshore. Once they arrive on shore, it is possible to discriminate
any of the sources of the IPMux (optical, acoustic, and monitor-
ing channel) by the port number.
2.2.7 Monitoring channel
The monitoring channel enables transmission of metadata syn-
chronous with the TDC and AES3 channels. However, unlike
the TDC and AES3, the monitoring channel is not data driven
and produces only one packet of content at the timeslice start
signal. The header of the packet provides information regarding
the TDC FIFO buffer. The monitoring packet consists of two
parts. The first part is delivered by programmable logic, contain-
ing additional summary information concerning the TDC chan-
nel, such as the actual number of hits per channel. The content
of the second part is software defined. At initialization, the
programmable logic is provided with a pointer to a software-
defined structure. For each timeslice, the content of this structure
is combined before dispatching to the state machine.
The software provides additional information such as the lat-
est reading from the compass and tilt sensor. Information about
the state of the buffers and other system information is also
inserted into this packet.
2.2.8 Multiboot core
On startup, the FPGA configures itself by loading the first valid
image it finds while scanning the SPI flash memory. Up to four
images can be stored in the flash memory at subsequent memory
locations, reserving the memory regions above those images for
storage of settings and logging. The multiboot gives access to
the internal Xilinx specific ICAP2 hard-IP block, which allows
software-initiated reconfiguration of the FPGA at any memory
offset. The multiboot is an essential part of the two-stage startup
sequence used for fail-safe startup of the CLB. The multiboot
mechanism is described in Sec. 2.3.3.
2.3 CLB-Embedded Software
The FPGA contains two LM32 processors, the WRPC LM32
and the second LM32. Both run a separate software stack. The
WRPC LM32 software was developed by the WR Collabora-
tion,22 but it has been adapted to the KM3NeT network topol-
ogy. The second LM32 controls the DOM. The software has
been developed by the KM3NeT collaboration and designed
as control software for the KM3NeT detector. The latter soft-
ware is discussed in the following sections.
2.3.1 Main tasks
The KM3NeT-embedded software handles the following tasks:
• Initializing, controlling, and monitoring hardware.
• Executing commands issued from the onshore station.
• Sending diagnostic information back to shore.
• Applying firmware updates.
A representation of the hardware directly coupled to the sec-
ond LM32 is shown in Fig. 9. Most of the components inside the
dashed line are programmable logic cores, including the CPUs.
The hardware devices lie outside the dashed line boundary.
Almost all cores are mapped into the memory space of the
LM32. The embedded software reads from or writes to specific
memory locations, depending on the device addressed. Outside
the dashed lines in Fig. 9, the hardware is controlled through
external integrated circuit (IC) buses such as I2C or SPI. The
interfaces require an additional layer of drivers to communicate
with these devices.
2.3.2 Software generalities
The software running in the CPU is primarily coded in C, but
some bootstrap and interrupt handling code has been written in
LM32 assembly. There is no preemptive embedded operating
system, but just a simple kernel capable of executing different
tasks in a collaborative fashion. The layered structure of the
main modules of the software stack is shown in Fig. 10.
The common layer contains functions and objects used
throughout the software. They are not specific to the LM32 plat-
form and could be compiled for any architecture. For example,
the logging facilities are placed in this layer. The platform layer
Fig. 9 Embedded software location with respect to the main components of the CLB, shown in gray.
The dashed line shows the boundaries of the FPGA.
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contains all the code required to control the LM32 and all the
connected hardware. It consists of hardware control, operating
system like services, and the network stack. It does not contain
application functionality, but it provides convenient functions
for the application layer to control and monitor the hardware.
Finally, the application layer contains the high-level functional-
ity of the software. It interprets and executes remote commands,
configures and monitors the hardware, and implements the soft-
ware state machine.
2.3.3 Firmware update and multiboot
As explained in Sec. 2.2.8, the embedded software has, through
the multiboot core, the capability of configuring the FPGA from
any image located in the serial flash. For the CLB, the flash may
contain up to four separate configuration images, starting at
address 0 with the startup image, also known as the golden
image. The subsequent image is the runtime image, then two
possible backup images or test images follow. After this, the
space is reserved for settings and persistent logging. The remain-
ing area of the flash is reserved for storing custom debug and
diagnostic information. The complete flash layout is shown in
Fig. 11.
The golden image is a special image with minimal hardware
initialization. The memory region occupied by the golden image
is protected from accidental overwrite by the write protection
feature part of the flash controller. The golden image will start
by default a preselected image, usually the runtime image, 30 s
after a network connection has been established. In exceptional
conditions, the startup procedure can be aborted from shore in
the 30-s window. The golden image also provides access to diag-
nostic and recovery features. Each image on the flash can be
updated by remote, including the golden image. However, the
latter is an exceptional case and should be avoided. To deal with
such cases, a precise and safe procedure has been prepared,
which safeguards against accidental loss of CLB due to lack
of valid images in the flash. The procedure requires that at least
one valid image is always present in the serial flash, even during
update.
3 Power Board
The power board,23 shown in Fig. 12, provides power to the
CLB and the full DOM. The schematic view of the power board
functionality is shown in Fig. 13. The input supply to the power
board is 12 V. Six regulated voltages (1, 1.8, 2.5, 3.3, 3.3 V
PMT, and 5 V) are generated from the 12-V using dc/dc con-
verters. The 1, 1.8, 2.5, and 3.3 V outputs are used by the CLB
to supply the FPGA. The 3.3-V PMT output supplies the 31
PMT base boards and the 5-V voltage is used to supply the
acoustic piezo sensor. Moreover, the power board provides
another output, settable via an I2C digital-to-analog converter
(DAC), which results in a configurable voltage ranging from
0 to 30 V. The settable channel is used by the nanobeacon.
The power board uses high-efficiency dc/dc converters in order
to minimize the power consumption in the DOM. The efficien-
cies of these dc/dc converters are listed in Table 1.
In order to protect the sensitive electronics inside the DOM
from the interferences by the high frequency noise produced by
the dc/dc converters, the power board is located in the shielded
part of the cooling mushroom. The chosen location also pro-
vides a better cooling of the power board. The location of the
power board in the DOM is shown in Fig. 2.
3.1 Power Startup
One of the functions of the power board is to provide a proper
voltage startup sequence to the FPGA. For this purpose, a
sequencer has been implemented in the power board in order
to provide the needed sequence of voltages.24 The sequence of
voltages generated by the power board is shown in Fig. 14. Two
Fig. 11 Content of the serial flash memory. The golden startup image
starts at address 0, followed by the primary runtime image, and two
backup images. The remainder of the memory contains various types
of persistent states. Fig. 12 The DOM power board, having a diameter of 130 mm.
Fig. 10 Layers and modules of the CLB embedded software.
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power-good signals are generated by the power board. The first
one indicates that the 3.3-V PMT output has been successfully
started (power-good PMT). The second one indicates the suc-
cessful completion of the power up sequence. The final function
implemented in the power board is a hysteresis loop to avoid
instabilities at the startup. The regulators of the power board are
enabled only when the input voltage exceeds 11 V, whereas they
are disabled when the input value drops below 9.5 V. In this way,
fluctuations in the power board regulators are avoided at the start
point of the input voltage.
4 Photomultiplier Base
The PMT base board25 (see Fig. 15) takes care of both the gen-
eration of the HV supplied to the PMTand the digitization of the
PMT signal. Before being digitized, the PMT signal is amplified
by a preamplifier built in the PMT base. One of the main com-
ponents of the PMT base is a comparator, which provides a log-
ical high signal when the PMT output is over the comparator
threshold—set through I2C. The duration of the primary signal
Fig. 13 Block diagram of the power board functionality. The specification of the dc/dc converters is
presented for each power rail. The linear regulator included in the power board is used to provide
a stable voltage to the PMTs.
Table 1 Power board efficiency for each output voltage.
V (V) I (A) Type of dc/dc Efficiency (%)
2.5 0.13 OKL-1 60
3.3 0.33 OKL-3 65
3.3 0.34 OKL-1 90
1.0 0.80 OKL-3 80
1.8 0.46 OKL-1 80
5.0 0.10 OKL-1 60
Fig. 14 Power up sequence. The picture corresponds to an oscillo-
scope capture. The oscilloscope trigger, set to 0.9 V, fixes the time
reference.
Fig. 15 The PMT base board mounted on a 3-in. PMT.
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(ToT) provided by the PMT bases is accurately measured by the
CLB TDCs. In addition to the logical signal, the PMT base also
outputs the amplified analog PMT signal, which is only used for
testing. The 31 PMT base boards are connected to the SCB by a
flexible PCB. The HV, which is remotely configurable through
I2C, is independently generated in each PMT base. This allows
for tuning the gain of individual PMTs in order to equalize
cross-PMT photon response to provide a ToT range of 26 to
27 ns for single detected photons. The HV value can be adjusted
remotely, from −800 to −1400 V. The PMTs are directly
coupled to an external circuit, therefore, a negative HV is
used.26 The HV is generated by a Cockroft Walton (CW) voltage
multiplier circuit driven by a flyback converter. The output of
the voltage multiplier circuit is used to drive the dynodes of the
PMT. A diagram of the PMT base board with its main compo-
nents is shown in Fig. 16.
4.1 Photomultiplier Base ASICs
In order to reduce the space occupied by the PMT base, as well
as its cost and power consumption, two application-specific
integrated circuits (ASICs) have been developed.27 As the DOM
is tightly packed with the 31 PMTs and the electronics, compac-
tification is crucial. The first ASIC is the so-called PROMiS
ASIC, which performs the readout of the PMT signals and has
two different parts, one digital and one analog. The second chip
is the CoCo ASIC, which controls the Cockroft–Walton HV
power supply providing a target gain in the 106 range. The main
characteristics of both ASICs are listed in Tables 2 and 3.
4.1.1 PROMiS analog block
The analog section of the PROMiS ASIC includes a preampli-
fier, which can increase the amplitude signal of the PMT; a two-
stage charge amplifier biased at 1 V (feedback: Rf ¼ 15 kΩ,
Cf ¼ 300 fF); and a discriminator that compares the input
signal with a predefined threshold level configured by I2C.
The PROMiS ASIC generates the LVDS signal. The signal is
transmitted via the SCB to the CLB where it is digitized by the
corresponding TDC. The LVDS driver, with common mode
feedback, feeds the 100 Ω kapton-insulated transmission line.
The 1.2-V reference voltage is produced by a band-gap voltage
reference. From this reference voltage, all the remaining volt-
ages and currents used in the ASIC are generated. Figure 17
shows the block diagram of the ASIC.
4.1.2 PROMiS digital block
The PROMiS ASIC includes, in its digital block, an I2C slave
and one-time programmable memory block where a unique
identifier of the chip is stored. In Fig. 17, the block diagram
of the PROMiS ASIC, including its digital part, is shown.
In order to save power, it is possible to shut off the clock via
an enable/disable signal. The ASIC provides both the possibility
to test the analog chain via I2C and to switch on and off the HV
circuit. In addition, it includes a clock generator that produces a
10-MHz clock signal with possible fluctuations due to temper-
ature and voltage up to 30%. The clock accuracy is not critical as
it is used by the I2C interface, whose bus operates at 250 kHz.
4.1.3 CoCo: Cockroft Walton multiplier feedback control
ASIC
The CoCo ASIC (see block diagram in Fig. 18) controls the
autotransformer of the PMT base. The autotransformer, which
has a ratio of 1:12, couples the 3.3-V power supply provided by
the SCB to the CW multiplier circuit. The CW multiplier circuit
generates the stable HV needed by the PMT. The logarithm of
Fig. 16 Block diagram of the PMT base. CoCo subsystems are
represented in green, front-end mixed signal ASIC (PROMiS) subsys-
tems are represented in blue, while discrete components are repre-
sented in orange.
Table 2 Specifications of the PROMiS chip.
Time resolution (for a single photon,
photomultiplier + electronics)
<2 ns
Two-hit time separation ≥25 ns
Power consumption 35 mW
Supply voltage, technology 3.3 V, 0.35 μm CMOS
AustriaMicro Systems (AMS)
Comparator threshold adjustment 8 bits (0.8 to 2.4 V)
HV feedback control 8 bits (0.8 to 2.4 V)
Slow-control communication,
digital and analog output
I2C, LVDS, and analog buffer,
respectively
Table 3 Specifications of the CoCo chip.
Pulse output frequency <50 kHz (max.)
Pulse width <6.5 μs (max.)
Power consumption <1 mW
Supply voltage, technology 3.3 V, 0.35 μm CMOS AMS
Current sense 100 mV over 1.5 Ω
Operational amplifier reference (internal) 1.2 V
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the PMT gain has a linear response to the HV. The ASIC
receives feedback from the CW multiplier circuit in order to
accurately control the HV. The control is performed by a series
of pulses to the switch that is managing the autotransformer.
The characteristic pulse width is 6.5 μs and its frequency, which
determines the HV, changes according to the HV feedback. The
HV feedback voltage is used for charging (or discharging)
a capacitor. The value of the capacitor, loaded by the current
of the HV feedback, sets the frequency. The triangular wave
created by the charge and discharge of the capacitor is also used
for generating internal clocks. Another function of the HV feed-
back is to avoid the autotransformer saturation in case of short
circuit.
The relation between the PMT DAC value and the actual pro-
duced HV is shown in Fig. 19. The relation between the DAC
value and the output voltage can be derived from the PMT base
HV circuit and is given as
EQ-TARGET;temp:intralink-;e001;63;101VHV ¼ −F





þ Vref ; (1)
where D is the DAC value (0 to 255), Vref is the reference
voltage generated by the Cockroft Walton multiplier feedback
control ASIC (1.21 V), Vmin and Vmax are the minimum and
maximum output voltages of the DAC (1.91 and 2.71 V, respec-
tively), and F is the feedback path voltage divider factor, which
has been set to 1000. VHV is the HV generated by the circuit.
From this, it follows a range variation of the design output
between −698.8 and −1498.8 V for DAC values 0 and 255,
respectively. The observed variation among a sample of PMT
bases in Fig. 19 is due to resistor tolerances present in the feed-
back loop, which total to a maximum of 6%. The nonlinearity
and general offset with respect to the design voltage in the plot is
due to the inherent error of the measurement method.
5 Signal Collection Board
The PMT base-generated LVDS signals are collected on a hub
board, called the SCB. The main function of the SCB is to trans-
fer the signals from the PMT base to the TDCs embedded in the
CLB. The SCB also transfers the I2C command signals from
the CLB to the PMT bases in order to monitor and control the
PMTs. Each DOM comprises two SCBs, one large and one
small [Fig. 20(a)]. Figure 20(b) shows one SCB connected to
the PMT bases in half a DOM. The architecture of the SCB
consists of the following parts:
• Backplane connector to the CLB.
• Xilinx Coolrunner complex programmable logic device
(CPLD).
• I2C multiplexer.
• Current limit switches.
• PMT channels: 19 in the large SCB and 12 in the
small SCB.
• One piezo connector (only in the large SCB).
LVDS signaling, as used between the PMT base and the
CLB, is less susceptible to cross-talk due to the fact that the two
Fig. 17 Diagram of the PROMiS chip.
Fig. 18 Block diagram of the CoCo chip.
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signal lines of the LVDS are electrically tightly coupled with
matched impedance throughout the complete route from the
PMT base to the CLB. The signal that can be coupled into the
LVDS line will be coupled into both signal lines at the same
time. Because of this, the distortion becomes common mode and
will not affect the signal integrity. For each PMT, a resettable
fuse IC, integrated on the SCB, protects individual PMTs and
the CLB from short circuit or excessive current draw. For control
and monitoring of the SCB, a CPLD, accessible through I2C,
has been added. The CPLD allows for reading and resetting the
current sensors and disabling the PMT base digital clock to
eliminate possible interferences from this clock on the PMT
signals. The acoustic piezo sensor is also connected to the
CLB via the large SCB. As in the case of the PMTs, the SCB
supplies the piezo with the needed voltage and transfers the
acquired data from the piezo sensor to the CLB. The piezo does
not feature a control interface.
The large SCB has 19 equal channels (see Fig. 21). The
LVDS signals and the 5 V needed to supply the acoustic piezo
sensor are connected from the backplane connector to the piezo
connector.
The 5-V power is not measured and cannot be switched by
the SCB. The small SCB has 12 PMT channels and three spare
channels.
Fig. 19 HV produced by a sample of PMT bases against a set PROMiS DAC value. The top plot shows
the absolute voltage for eight selected bases, while bottom plot shows the relative deviation from the
design voltage, whereΔV% ¼ ðVDAC − V designÞ∕VDAC × 100. The black line represents the design value.
Fig. 20 (a) Small and large signal collection boards. (b) Small SCB mounted next to the cooling stem,
connected to 12 PMTs inside the top half of a DOM.
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6 DOM Power Breakdown
The power consumption breakdown of the most consuming
DOM electronics boards is shown in Table 4. The component
of the DOM with the highest power consumption is the CLB.
Inside the CLB, the FPGA and the SFP are the main power con-
sumers, followed by the clock conditioner and the nanobeacon.
The nanobeacon is only operated when a calibration run is
performed, typically a few minutes once a week.
The SCB consumption is negligible and the 31 PMT bases
add up to a total of 1 W. The power board, mainly because of the
dc/dc converter losses, accounts for 10.2% of the total DOM
power consumption. In total, the power consumption of the
DOM is around 7 W when fully operational. Keeping the power
drain low is important both for keeping the overall consumption
of the detector low and minimizing the heat production.
7 Reliability
Maintenance of DU operated in deep seawater is difficult. In
order to quantify the reliability of the electronics boards used
in the detector, the FIDES28 method is used. The FIDES meth-
odology provides two main engineering tools. The first one con-
sists of a handbook for predicting the reliability of the electronic
boards analyzed. The second one is a guide to estimate the
impact of the design and manufacturing processes on the reli-
ability of the produced boards. FIDES provides a spreadsheet
tool to calculate the failure in time (FIT) and the mean time
to failure (MTTF) of an electronics board. Given a board, each
of its components is assigned an FIT, which is either provided by
the manufacturer or obtained from the FIDES handbook. The
final FIT of a board is the sum of the FITs of each single com-
ponent and estimates the failure rate per 109 hours. Once the FIT
is obtained, it is possible to calculate the probability of failure in
a given time as FðtÞ ¼ 1 − RðtÞ, with RðtÞ the probability of a
system to still be operational over a time period t. RðtÞ ¼ e−λt,
where λ is the board FIT value and t the time period duration
in hours.
The results obtained for the DOM electronics boards are pre-
sented in Table 5. To fully quantify the reliability of the boards,
it is necessary to evaluate each subsystem included in order to
exclude, from the total FIT, those subsystems that are not critical
or do not affect the overall performance of the detector in case of
failure. The evaluation is called the failure mode, effects, and
criticality analysis (FMECA). In the case of the power board,
FMECA analysis has shown that the failure of the nanobeacon
and piezo power supplies has no impact in the overall physics
performances of the KM3NeT detector, because there is enough
redundancy. Once adjusted, the power board FIT reduces to
947. The results obtained by the FIDES method show that the
Fig. 21 Block diagram of the 19 PMT channel interface of the large SCB. The small SCB is analogous
with only 12 channels.
Table 4 DOM measured power breakdown.
Power breakdown











Total power consumption 6.76
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electronics boards in the DOM comply with the quality levels
required by the KM3NeT collaboration.
8 Conclusions
In this paper, the electronics front-end and readout system of the
KM3NeT telescopes has been presented. The main electronics
boards inside the optical modules: the CLB, the power board,
the PMT bases, and the SCBs—have been described in detail,
including a description of the readout architecture of the front-
end electronics. A challenging requirement of the readout
system is the 1-ns accuracy of the synchronization of the clocks
inside the individual optical modules deployed in a water vol-
ume of about one-cubic kilometer scale. An additional challenge
is the power budget of maximal 7 W, including the HV of the
31 3-in. PMTs. The full chain of the readout electronics has been
successfully qualified in situ during a data-taking period from
May 2014 to July 2015 at a depth of about 3500 m. The quali-
fication has shown that a sustainable synchronization of 1-ns
accuracy between the clocks in the individual optical modules
has been achieved. Currently, the first deployed DUs, using the
first batch of mass-produced DOM electronics, have been taking
data successfully, thus demonstrating the functionality of the
KM3NeT front-end and readout electronics system.
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7.1 Objetivos de la tesis
La presente tesis se enmarca dentro de la tecnología de los telescopios de
neutrinos siendo sus objetivos principales, por un lado, el estudio y diseño
de la instrumentación de calibración temporal para telescopios de neutrinos,
y por otro lado, el diseño de la electrónica de adquisición del telescopio
KM3NeT. Los telescopios de neutrinos se basan en la detección de la luz
Cherenkov inducida por las partículas cargadas que se producen en las
interacciones de los neutrinos en un medio transparente. Una pequeña
fracción del flujo de neutrinos interacciona con la materia que se encuentra
alrededor de los detectores, generando trazas de luz Cherenkov, las cuales
proporcionan información sobre el neutrino original.
Por ello, los telescopios actuales se construyen en grandes volúmenes de
hielo o agua, tal es el caso de KM3NET y ANTARES, debido tanto a las
características ópticas del medio en el que se sitúa el telescopio como a
su elevada densidad, ya que permite tanto la transmisión de la luz de
Cherenkov generada como el aumento de la probabilidad de interacción
de los neutrinos. Para la correcta identificación de las trazas es necesario
poder adquirir en cada uno de los detectores que componen el telescopio el
tiempo de llegada (arrival time) de los fotones Cherenkov. Esto se realiza
por parte de la electrónica de adquisición, cuyo estudio para el caso del
telescopio de KM3NeT es objeto también de la presente tesis. Por otra parte,
para proporcionar una medida adecuada, los diferentes detectores deben de
estar sincronizados con la suficiente precisión. La sincronización se consigue
mediante la distribución de un reloj principal hacia cada uno de los nodos,
que en el caso de KM3NeT forma parte del sistema de adquisición. Sin
embargo, como la señal de reloj solo llega hasta la tarjeta de adquisición, son
necesarios otros métodos de calibración in-situ para sincronizar el tiempo
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entre la llegada de los fotones al fotocátodo y la digitalización de la señal
que producen.
Los principales métodos utilizados para la calibración temporal, además del
sistema de reloj, son:
• La utilización de muones descendentes
• La utilización de las coincidencias producidas por las emisiones ra-
dioactivas de Potasio 40 presente en el agua
• La utilización de fuentes de luz pulsada
El desarrollo de los instrumentos que implementan este último método
forman parte también de la presente tesis. Al saber el tiempo de emisión
de las fuentes de luz, la posición de cada uno de los detectores y el tiempo
de llegada de la luz emitida a cada uno de los detectores del telescopio
iluminados por la instrumentación utilizada, es posible realizar las medidas
y correcciones pertinentes para conocer el nivel de sincronización.
Por lo que respecta a la instrumentación de calibración temporal, en la
Sección 7.2 se presentan los instrumentos utilizados tanto en el telescopio
ANTARES como su evolución tecnológica hacia el telescopio KM3NeT, mien-
tras que la Sección 7.3 se trata la electrónica de adquisición de KM3NeT.
7.2 Instrumentación de calibración temporal
para telescopios de neutrinos
7.2.1 ANTARES
En ANTARES son dos los instrumentos utilizados en la calibración temporal
in-situ, los llamados optical beacons, diferenciados entre sí por la fuente
de luz utilizada. En ambos casos se trata de fuentes de luz pulsadas, si
bien en un caso se utilizan fuentes de luz láser (laser beacon) y en el otro
diodos leds (led beacon). El laser beacon emite pulsos de luz del orden del
nanosegundo muy energéticos permitiendo llegar a una distancia mayor
que los led beacons. Por este motivo, su aplicación principal en ANTARES ha
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sido la de calibrar líneas entre sí (interline calibration), ya que los fotones
emitidos por el láser instalado en la base de una línea son capaces de
alcanzar líneas adyacentes.
El laser beacon consta de un contenedor de titanio capaz de resistir las
presiones existentes hasta una profundidad de 3500 m. El contenedor está
formado por tres piezas principales: el tubo central y dos tapas. En una
de las tapas se incluye un penetrador metálico, sellado a la tapa mediante
juntas tóricas, con el cual se interconecta el laser beacon con el resto de
la infraestructura marina proporcionando comunicación, alimentació y la
salida del fotomultiplicador que lleva incorporado la cabeza de láser y que
proporciona una señal síncrona con la emisión del pulso de luz. En la otra
tapa se incluye una “ventana” por la cual puede salir el haz del láser. La
“ventana” consiste en un cilindro de cuarzo transparente. Antes de entrar
en el cilindro, la luz pasa por un difusor lambertiano, de manera que la luz
sale por las paredes del cilindro una vez refractada.
El led beacon utiliza como fuentes de luz diodos led. Esta fuente de luz tiene
menor intensidad con lo que su alcance es menor. Debido a este factor, el
led beacon se ha utilizado principalmente en ANTARES para la calibración
de OMs dentro de una misma línea (intraline calibration). En el caso del led
beacon, los pulsos de luz generados tienen una mayor anchura, normalmente
del orden de los 4-5 ns (FWHM) con un tiempo de subida del orden de los
2-3 ns. El circuito pulsador está basado en el circuito Kapuscinski, en el
que dos transistores interconectados generan el pulso eléctrico que estimula
al diodo led durante la transición de los transitores de abierto a cerrado y
viceversa. De este modo, se consigue un pulso eléctrico muy estrecho que a
su vez genera un pulso óptico de similares características.
En ANTARES, un led beacon está constituido por 36 diodos led y sus corres-
pondientes circuitos pulsadores, organizados en tarjetas con 6 diodos leds,
las llamadas faces o caras, formando un hexágono. Cada una de las caras
contiene tres grupos diferentes: Un grupo está compuesto por un solo diodo
led apuntando hacia la parte superior del led beacon; otro grupo está tam-
bién compuesto de un solo diodo led, en la parte central de la tarjeta y
apuntando hacia el lateral del led beacon; y el último grupo, que se compone
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de cuatro diodos leds, apuntando, como en el caso anterior, al lateral del
led beacon.
Las seis tarjetas electrónicas se colocan en una estructura hexagonal que
se fija mediante tornillos a una de las partes del contenedor de titanio y
cristal que forma el envoltorio exterior del led beacon. La mayor parte del
contenedor es de cristal, formado por dos partes, siendo únicamente de
titanio los anillos que sirven para fijar las partes de cristal. El led beacon
consta, al igual que el laser beacon, de un penetrador, esta vez realizado
sobre el mismo cristal, a través del cual se interconecta con el resto de la
infraestructura marina de ANTARES.
7.2.2 Mejoras del laser beacon de ANTARES
Para ANTARES se desarrolló una nueva versión del laser beacon. A diferencia
de las fuentes led, donde la intensidad se puede variar cambiando el voltaje
aplicado, la cantidad de luz emitida por las primeras versiones de laser
beacon era fija. Para poder variar la luz emitida se añadió un atenuador
controlado por tensión. Este atenuador utiliza un retardador variable de
cristal líquido colocado en el paso del haz del láser. Los retardadores
de cristal líquido consisten en una capa muy delgada colocada en una
pequeña cavidad de paredes paralelas de sílice fundido. La anisotropía de
las moléculas de cristal líquido causa su birrefringencia. Cuando se aplica
un voltaje a las moléculas, estas se alinean paralelas al campo eléctrico.
Cuanto mayor es el voltaje, mayor es la birrefringencia y el retraso de las
fases ópticas. Esto permite el ajuste eléctrico de un haz de luz polarizado.
Como la luz del láser está polarizada, la atenuación se puede conseguir
mediante la combinación de un retardador variable de cristal líquido y un
polarizador lineal. La polarización lineal se obtiene utilizando un divisor
de haz consistente en dos prismas de 90 grados donde la hipotenusa de
uno de los prismas está recubierto por una capa dieléctrica que realiza las
funciones de división del haz polarizado. El haz incidente se divide en
dos componentes ortogonales de tal manera que la componente de la luz
polarizada en uno de los ejes se transmiten mientras que la componente del
otro eje se refleja. La razón de utilizar un cubo polarizador de división de
haz es que presenta una mayor resistencia y, por tanto, una mayor duración
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cuando se le expone a un haz de luz de láser que la de un polarizador lineal
estándar.
Otra de las mejoras con respecto al primer diseño de ANTARES ha sido la
utilización de un nuevo modelo de láser. En este caso se optó por un láser
de diodo bombeado pulsado de tipo Q-switch de Nd YAG que proporciona
pulsos de una duración de 400 ps (FWHM) con una energía total de 3.5
µJ, alrededor de unas 2.7 veces más que el anterior modelo de láser con
lo cual se aumenta considerablemente su rango de alcance. La longitud de
onda emitida de este nuevo modelo es idéntica a la anterior después de
doblar la frecuencia original del Nd-YAG de 1064 nm para generar pulsos
de 532 nm. También es posible modificar la frecuencia de emisión de pulsos
entre 100 Hz y 2000 Hz.
7.2.3 KM3NeT
Este mismo modelo de laser beacon se ha propuesto para KM3NeT, estu-
diando también fuentes de luz aún más energéticas. Para su validación se
instalaron prototipos tanto en ANTARES como en las torres de NEMO.
En el caso del led beacon en KM3NeT, partiendo de la experiencia previa
de ANTARES, y con objeto de disminuir coste y consumo de potencia se ha
realizado una revisión del diseño. Se ha miniaturizado el circuito pulsador,
reduciéndose a un único diodo led que se ha integrado en el DOM de
KM3NeT, de manera que apunta verticalmente hacia otros DOMs de la
misma línea (DU). Esto evita la construcción de un contenedor propio y sus
cables de interconexión disminuyendo considerablemente el coste. Por otra
parte, cada DOM consta de un nanobeacon -término con el que se denomina
en KM3NeT a esta nueva instrumentación-. A su vez, el diodo led no se ha
modificado como en ANTARES. La modificación permitía aumentar el cono
de emisión de la luz emitida pero disminuía drásticamente su potencia. La
ubicación de un nanobeacon en cada DOM, así como la mayor focalización
del haz que en el caso de ANTARES, permiten tener suficiente redundancia
en KM3NeT para realizar una calibración temporal de la DU mediante los
nanobeacons.
Se han estudiado en el laboratorio diferentes modelos de led, realizándose
medidas comparativas de anchura temporal, tiempo de subida y amplitud
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del pulso óptico así como la distribución angular de la luz emitida. Como
resultado de este estudio, se preseleccionaron cuatro modelos de led para
KM3NeT, construyéndose un led beacon con estos modelos e instalándose en
ANTARES para su prueba en este telescopio. Estos leds son más energéticos
que los utilizados en ANTARES pero presentan una apertura angular inferior.
Como ya se ha explicado anteriormente, a los leds de ANTARES se les cortaba
la parte superior de la cobertura de plástico para aplanar su distribución
angular y poder alcanzar también líneas vecinas. Como consecuencia de
esta operación la energía emitida en el ángulo sólido original de emisión se
reducía considerablemente. En el caso de KM3NeT se pretende que cada
nanobeacon solo ilumine los DOMs de la misma DU situados por encima,
por lo que no es necesario cortar la cobertura de plástico y se obtiene un
alcance mucho mayor en la vertical. La electrónica del nanobeacon consta
de dos componentes, la circuitería del pulsador y la electrónica de control.
La electrónica de control se ha integrado en la CLB y la Power Board del
DOM. El trigger se proporciona mediante un pulso de 1.5 V de amplitud y
sobre 150 ns de duración superimpuesto sobre una señal continua variable
entre 4 y 24 V. La componente de continua carga el condensador mientras
que el flanco de subida del pulso de 1.5 V cambia el estado del par de
transistores, disparando la rápida descarga del condensador de 100 pF a
través del path de baja impedancia que incluye el led. La inductancia en
paralelo desarrolla la carga en oposición al condensador que se descarga
reduciendo su constante de tiempo. El nivel de continua determina la
cantidad de corriente a través del led y por lo tanto la intensidad de emisión
del led. La frecuencia típica de trigger está entre 1 kHz y 20 kHz. Para
controlar el pulso del nanobeacon se proporcionan dos señales de control,
una para fijar la intensidad de emisión del led y otra para fijar la frecuencia
de pulsado. En una primera versión se desarrolló una tarjeta de control que
proporcionaba estas dos señales, mientras que en un desarrollo posterior se
integró en la Central Logic Board (CLB) y la Power Board (PB) de KM3NeT.
La parte integrada en la CLB proporciona la señal del trigger, que se genera
en la FPGA de la CLB, pudiéndose cambiar la frecuencia de emisión. El
pulso se encuentra sincronizado con la señal de Pulse Per Second generado
por White Rabbit y es posible retrasar el flanco de subida del pulso con
respecto a la señal de Pulse Per Second. La Power Board incluye la parte que
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genera la señal en continua que determina la intensidad del pulso. El voltaje
se puede modificar mediante I2C hasta alcanzar el máximo de 30 V.
7.3 Electrónica de adquisición de KM3NeT
La luz Cherenkov generada por las partículas secundarias producidas por la
interacción de neutrinos se detecta mediante una matriz de DOM. Cada DOM
consiste en una esfera hueca de cristal resistente a la alta presión con en cuyo
interior se distribuyen 31 fotomultiplicadores de tres pulgadas distribuidos
alrededor de la esfera de cristal, los cuales recogen la luz Cherenkov y la
transforman en señales electrónicas. Los 18 DOMs que componen una DU
están organizados en estructuras similares a líneas ancladas en el suelo
marino que se mantienen verticales mediante un sistema de boyas en la
parte superior.
El principal concepto en el que se inspira la adquisición en KM3NeT es el all-
data-to-shore, que sigue el mismo principio que en ANTARES. Mediante este
concepto no se produce ningún tipo de trigger en los módulos sumergidos
sino que todas las señales de los PMTs se envían a la estación de control de la
costa, donde el proceso de trigger se realiza en una granja de procesadores.
Es este, por tanto, el principio fundamental con el cual se ha diseñado e
implementado la electrónica de adquisición.
Dentro del DOM, los 31 PMTs se ubican en una estructura de nylon, 19 PMTs
en el hemisferio inferior y los restantes 12 en el hemisferio superior. Una
estructura de aluminio proporciona la conducción y posterior disipación de
calor entre la electrónica de adquisición situada en el interior del DOM y el
exterior de la esfera. Las diferentes tarjetas que componen la electrónica
de adquisición del DOM de KM3NeT, objeto de esta tesis, se detallan a
continuación.
7.3.1 Power Board
La Power Board (PB) proporciona la alimentación a todo el DOM, incluyendo
los PMTs, la electrónica de adquisición y la instrumentación. La alimentación
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de la Power Board son 12 V que vienen del exterior del DOM. De esta entrada
se generan seis voltajes regulados (1, 1.8, 2.5, 3.3, 3.3 PMT y 5V) utilizando
convertidores DC/DC. Los voltajes de 1, 1.8, 2.5 y 3.3 V se usan para
alimentar la FPGA de la CLB. El voltaje de 3.3 V PMT alimenta las 31 bases
de los PMTs y el voltaje de 5 V se utiliza para alimentar el sensor piezo
acústico.
Además, la Power Board proporciona otra salida, configurable via I2C, que
se puede configurar desde 0 a 30 V y es utilizada por el nanobeacon. Los
convertidores DC/DC utilizados son de alta eficiencia para minimizar el
consumo del DOM. La Power Board se sitúa en la parte apantallada del disi-
pador térmico con lo que además de proporcionar una buena refrigeración
a esta tarjeta, aisla al resto de la electrónica del DOM de las interferencias
de alta frecuencia.
Una de las funciones de la Power Board es proporcionar la secuencia de inicio
de los voltajes de la FPGA. Para este propósito la Power Board incorpora un
secuenciador que proporciona la secuencia de voltajes deseados. También
se dispone de dos señales de power-good. La primera indica que el voltaje de
3.3 V utilizado por los PMTs se ha iniciado correctamente. La segunda señal
indica que se han inicializado correctamente todos los voltajes. Otra de las
funcionalidades incluye un bucle de histéresis que evita las inestabilidades
durante el arranque. Los reguladores de la Power Board se activan solo
cuando el voltaje de entrada supera los 11 V, mientras que se desactivan
cuando el valor de entrada cae por debajo de 9.5 V. De este modo se evitan
las fluctuaciones en los reguladores de la Power Board al inicio.
7.3.2 Signal Collection Board
La SCB (Signal Collection Board) es la tarjeta encargada de recoger las
señales LVDS provenientes de las bases de los PMTs, y conducirlas a los
TDCs implementados en la CLB. La SCB también transfiere los comandos
I2C desde la CLB a las bases de los PMTs para monitorizar y controlar los
PMTs. Cada DOM tiene dos SCBs, una para el hemisferio inferior (SCB
larga) y otra para el hemisferio superior (SCB corta).
Los principales subsistemas de la SCB son:
• El conector de backplane a la CLB
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• Una Xilinx Coolrunner CPLD (Complex Programmable Logic Device)
• Un multiplexor I2C
• Un interruptor de limitación de corriente
• 19 canales de PMT en la SCB larga y 12 en la corta
• En el caso de la SCB larga, un conector para el sensor piezo acústico
En las SCBs se utilizan líneas LVDS cuyas dos líneas de señal estan acopladas
eléctricamente en todo el camino desde los PMTs a la CLB, con lo que se
reduce la susceptibilidad al fenómeno de cross-talk.
Para cada PMT, un fusible reiniciable, integrado en la SCB, protege tanto
a cada PMT como a la CLB de un cortocircuito o de un consumo excesivo
de corriente. Una CPLD controlable por I2C lee los sensores de corrientes y
puede deshabilitar el reloj digital de la base del PMT para eliminar posibles
interferencias de este reloj en las señales del PMT. El sensor acústico está
también conectado a la CLB a través de la SCB larga. Como en el caso de los
PMTs, la SCB proporciona al sensor piezo acústico los voltajes necesarios y
transfiere los datos adquiridos del sensor a la CLB.
7.3.3 Central Logic Board
La CLB (Central Logic Board) es la principal tarjeta electrónica del sistema
de adquisición de KM3NeT. La base del PMT genera señales LVDS al tratar
los pulsos eléctricos del PMT. Las SCBs reciben y distribuyen estas señales a
la CLB, donde son digitalizadas por los TDCs implementados en la FPGA con
una resolución de un nanosegundo. Después de organizar y añadir el sello
de tiempo de llegada de las señales, los datos adquiridos por los TDCs se
envían a la estación de control de la costa para su procesamiento posterior
y almacenamiento.
La CLB también incorpora una brújula y un inclinómetro, tres sensores de
temperatura y un sensor de humedad. Además, proporciona una conexión
para un pulsador led del nanobeacon y para el sensor piezo acústico que se
conecta con la CLB a través del hemisferio inferior. El control de la CLB se
consigue mediante un software a medida que se ejecuta en un procesador
empotrado en la lógica programable de la FPGA de la CLB.
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7.3.3.1 CLB Hardware
La tarjeta impresa (PCB, Printed Circuit Board) de la CLB tiene doce capas,
seis de ellas están dedicadas a la transmisión de las señales, dos a los planos
de alimentación, mientras que las restantes cuatro capas son planos de
masa. Las capas de masa envuelven a los planos de alimentación para
reducir las interferencias electromagnéticas procedentes de la alimentación
y para mejorar la integridad de la señal. Por la misma razón, el número
de vías en estas capas se ha reducido al máximo posible. El componente
principal de la CLB es una FPGA de la familia Kintex-7 de Xilinx, elegida
por su consumo relativamente bajo. Otros componentes relevantes son: la
memoria flash, que comunica via SPI con la FPGA y guarda cuatro de las
imagenes de la FPGA junto con los parámetros de configuración de la CLB;
los osciladores programables, los cuales proporcionan las señales de reloj
necesitadas por el protocolo White Rabbit, y dos conectores “press-fit”, que
proporcionan una sólida conexión mecánica y eléctrica entre la CLB y las
SCBs. La CLB incluye un cristal oscilador de 25 MHz. La señal del oscilador
se transfiere a cada uno de los buffers de la FPGA, y luego se distribuye a la
PLL interna de la FPGA para generar los dos relojes de 250 MHz desfasados
90 grados que necesita el core de los TDCs. El principal elemento para
comunicar con la estación de control de la costa es el transceiver SFP, el cual
interacciona la electrónica con el sistema óptico.
7.3.3.2 Firmware
El firmware se ejecuta en la FPGA de la CLB y sus principales componentes
son: el procesador empotrado LM32, sobre el que se ejecuta el software de
control y monitorización de la CLB; el core PTP de White Rabbit, el cual
implementa el protocolo White Rabbit; los TDCs, los cuales digitalizan las
señales del PMT que llegan a la CLB; los cores de la máquina de estados;
el IPMUx, que recoge los datos de los TDCs y los datos de monitorización
generados por el LM32 y los envía por Ethernet a la estación de control de
la costa, y el core de multiboot, que permite la configuración remota segura
del firmware de la FPGA.
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7.3.3.3 Procesador empotrado
Como se ha explicado anteriormente, la lógica de la FPGA de la CLB im-
plementa un microprocesador empotrado que incorpora una unidad de
procesamiento central, una memoria de acceso aleatorio y periféricos para
comunicación de los tipos UART, SPI e I2C. El procesador elegido es el
LM32 de Lattice ya que utiliza menos recursos de la FPGA que otras CPUs y
consta de una interfaz del bus wishbone. El LM32 también se emplea por
parte del WRPC, con lo cual se simplifica la integración y la complejidad del
diseño. La CPU funciona a 62.5 MHz y tiene 128 KB de memoria RAM para
programa y datos.
7.3.3.4 State machine
La adquisición de datos está organizada en periodos de tiempo consecutivos,
denominados timeslices. El core de la máquina de estados orquesta la
adquisición de datos de la CLB. En primer lugar, es la responsable de generar
el inicio periódico de la señal de la timeslice. Esta señal está sincronizada
con el inicio del segundo UTC y se repite al inicio de cada periodo. Todos
los datos que adquiere sincronizan su adquisición a la señal de inicio de
la timeslice y todos los datos adquiridos se segmentan y se referencian
temporalmente con respecto a ella. Por otra parte, la máquina de estados
es la responsable de reunir los datos adquiridos y unirlos al tiempo UTC de
inicio de la timeslice, llamado supertiempo. Al unir los tiempos relativos de
inicio de la timeslice y el supertiempo de inicio de timeslice de la estación de
control de la costa, puede determinarse con precisión de un nanosegundo
el tiempo de llegada de las señales. Una vez los datos adquiridos han sido
procesados, la última de las responsabilidades de la máquina de estados es
la de distribuirlos hacia el generador de paquetes UDP, el llamado IPMux.
Los datos se trocean en tramas de tal modo que se pueden empaquetar en
jumbo frames. Se prepara también un encabezado con metadatos tales como
el identificador de envío o el número de run.
7.3.3.5 TDCs
Los TDCs muestrean las señales de las bases de los PMTs. Están implementa-
dos, uno por PMT, en la FPGA de la CLB. El core de los TDCs mide tanto el
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tiempo de llegada del pulso como su duraciónt, denominado ToT (Tiempo
sobre el umbral - Time over Threshold) en KM3NeT, utilizando para ello
el tiempo que proporciona el core de White Rabbit con un nanosegundo
de precisión. El core de los TDCs produce 48 bits por evento, donde los
ocho primeros bits más significativos se utilizan para la identificación de
los PMTs, los siguientes 32 codifican el tiempo de llegada del evento con
respecto al tiempo de inicio de la timeslice y los últimos 8 bits codifican la
duración. Los eventos se mandan a la máquina de estados, explicada en el
apartado anterior, la cual también organiza la adquisición de los TDCs en
timeslices.
El sistema de relojes de la FPGA se deriva de un oscilador de cuarzo de
25 MHz. La señal de reloj se transfiere a una PLL digital que genera la
frecuencia del sistema de 62.5 MHz. El protocolo White Rabbit ajusta la fase
y la frecuencia del sistema de reloj de la FPGA al reloj máster de referencia.
Finalmente, el reloj ajustado se inyecta a la PLL de la FPGA para generar los
dos relojes de 250 MHz, idénticos salvo que están desplazados 90 grados en
fase. La entrada de los TDCs se sobremuestrea a un nanosegundo utilizando
los flancos de subida y de bajada de los dos relojes de 250 MHz.
7.3.3.6 Adquisición de los datos del sensor piezo
acústico.
La CLB también incluye un core para la adquisición de los datos del sensor
piezo acústico. Al igual que con los datos de los PMTs, este core lee los datos
del canal del sensor y les añade el correspondiente tiempo de llegada.
7.3.3.7 IPMux
Los paquetes creados por la máquina de estados se envían a uno de los
puertos de entrada del IPMux, que realiza la función de selector del buffer
de paquetes. El IPMux tiene diferentes puertos de entrada para cada fuente
de datos. A cada paquete procedente de la máquina de estados, el IPMux le
añade una cabecera UDP. El IPMux recibe también datos de la adquisición
acústica, de la monitorización y de los canales de slow control del LM32.
Todos ellos se agregan al IPMux y se transfieren al endpoint del core de
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White Rabbit, donde son dirigidos y enviados a la estación de control de la
costa.
Una vez llegan a la estación de control de la costa es posible diferenciar el
origen de los datos (óptico, acústico, o de monitorización) por el número de
puerto.
7.3.3.8 El core de Multiboot
Al iniciar la FPGA, esta se autoconfigura cargando la primera imagen válida
que encuentra mientras escanea la memoria SPI. Hasta cuatro imágenes se
pueden guardar en la memoria flash en posiciones de memoria subsecuentes,
reservando las regiones de memoria por encima de estas imágenes para el
almacenamiento de los parámetros de configuración de la CLB. El multiboot
da acceso al bloque ICAP2 de Xilinx, el cual permite una reconfiguración de
la FPGA con cualquier offset de memoria.
7.3.3.9 Software empotrado de la CLB
La FPGA contiene dos procesadores empotrados, un LM32 que incorpora el
core de White Rabbit y un segundo LM32 añadido en la lógica de KM3NeT. El
software del LM32 de White Rabbit ha sido desarrollado por la colaboración
White Rabbit, pero ha sido adaptado a la topología de red de KM3NeT.
El segundo LM32 controla el DOM. El software ha sido desarrollado por
la colaboración KM3NeT y se ha diseñado como el software de control
del detector KM3NeT. Las principales tareas realizadas por el software
empotrado son:
• Inicializar, controlar y monitorizar el hardware
• Ejecutar los comandos enviados por la estación de costa
• Mandar la información de diagnóstico de vuelta a la costa
• Aplicar la actualizaciones del firmware
7.3.4 La base del PMT
La base del PMT se encarga tanto de la generación del alto voltaje que
necesita el PMT como de la digitalización de las señales que produce el
PMT. Antes de ser digitalizada la señal del PMT se amplifica en un pre-
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amplificador. Uno de los principales componentes de la base del PMT es un
comparador, que proporciona una señal lógica a alto nivel cuando la salida
del PMT supera el límite del comparador, el cual se fija a través de I2C. La
duración de la señal (ToT, Tiempo sobre el umbral - Time over Threshold)
proporcionada por las bases de los PMTs se mide de forma precisa por los
TDCs de la CLB.
Las 31 bases de los PMTs se conectan a la SCB mediante una PCB flexible.
El Alto Voltaje - High Voltage (HV), que se configura de forma remota a
través de I2C, se genera de forma independiente en cada una de las bases
del PMT. Esto permite ajustar la ganancia individual de los PMTs para
ecualizar la respuesta a los fotones y proporcionar un valor de ToT en torno
a 26-27 ns para la detección de un único fotoelectrón. El valor del HV se
puede ajustar remotamente en un rango que va desde -800 a -1400 V. Los
PMTs están directamente acoplados a un circuito externo, por lo cual se
utiliza un HV negativo. El HV se genera en un circuito multiplicador del tipo
Cockroft Walton, manejado por un convertidor flyback. La salida del circuito
multiplicador de voltaje se utiliza para alimentar los dínodos del PMT.
7.3.4.1 ASICs de la base del PMT
Para reducir el espacio utilizado por la base del PMT, así como su coste
y consumo se han desarrollado dos ASICs. El primero de los ASICs es el
llamado PROMiS ASIC, el cual realiza el readout de las señales del PMT
y tiene dos partes diferentes, una digital y otra analógica. El segundo
chip es el ASIC CoCo, el cual controla la fuente de tensión de alto voltaje,
proporcionando una ganancia del rango de 106.
7.3.5 Fiabilidad
El mantenimiento de las DUs instaladas en el fondo del mar es muy difícil,
si no inviable, por lo que una alta fiabilidad es necesaria para garantizar el
correcto funcionamiento de la electrónica durante la vida útil del experi-
mento. Para cuantificar la fiabilidad de las tarjetas electrónicas del sistema
de adquisición de KM3NeT se ha utilizado el método FIDES. Este método,
desarrollado por un grupo de compañías europeas líderes en el sector aeroes-
pacial y de defensa, proporciona dos herramientas. La primera consiste
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en un handbook para predecir la fiabilidad de la electrónica utilizada. El
segundo consiste en una hoja de cálculo para calcular el "fallo en tiempo"
(FIT) y el "tiempo medio a fallo" (MTTF) de una tarjeta electrónica. El
método FIDES se ha aplicado a las tarjetas del sistema de adquisición, obte-
niendose el FIT y MTTT de ellas. El método FIDES ha ayudado a alcanzar y
cuantificar la fiabilidad requerida por KM3NeT.
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8Aportaciones realizadas
Conforme se ha descrito en el bloque anterior, se han desarrollado los
sistemas de calibración óptica para el telescopio ANTARES, en concreto el led
beacon y el laser beacon. A su vez se han puesto las bases para el desarrollo
de los sistemas de calibración óptica del telescopio KM3NeT, desarrollando
la instrumentación basada en leds, el dispositivo llamado nanobeacon, así
como el desarrollo de los primeros prototipos de la instrumentación basada
en láser, llamado igual que su homólogo en ANTARES, del cual deriva.
El dispositivo nanobeacon ha surgido de una evolución del led beacon de
ANTARES, resultando tanto en una reducción del coste, importante en
la construcción de telescopios de neutrinos de grandes volúmenes, como
en un aumento de la fiabilidad. Al integrarse la instrumentación en el
mismo DOM, con el resultante ahorro de un contenedor específico para esta
instrumentación, se logra el objetivo de reducción de costes. Así mismo, al
instalarse en todos los DOMs se consigue una considerable redundancia. El
desarrollo de estas investigaciones ha resultado en la construcción de los
instrumentos de calibración óptica que equipan las 12 líneas de ANTARES así
como la producción de suficientes nanobeacons para posibilitar el montaje
de los DOMs de las primeras líneas de KM3NeT.
También se ha desarrollado la arquitectura de la electrónica de adquisición
de KM3NeT, supervisando todo el proceso y desarrollando los primeros pro-
totipos de la electrónica de adquisición, los desarrollos hardware, firmware
y software necesarios, así como su preparación para la producción masiva,
incluyendo los diferentes análisis de fiabilidad para proporcionar la mejor
calidad posible, algo necesario ya que la operación de los telescopios de
neutrinos se realiza a varios kilómetros de distancia de la costa y más de
2000 m de profundidad y por tanto, no es posible la reparación o mante-
nimiento de los diferentes equipos. La electrónica desarrollada, fruto de
la presente investigación, se ha utilizado en la primera fase de KM3NeT,
donde se han producido tarjetas suficientes para la construcción de 31 DUs,
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es decir 558 DOMs. Seis de las DUs se han instalado en ORCA y una en
ARCA, validando tanto el diseño como el proceso de fabricación masiva.
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9Líneas de investigación
futuras
Una vez presentados los resultados obtenidos, se plantean las líneas futuras
de investigación tanto en la instrumentación óptica como en la electrónica
de adquisición.
Una de las líneas de investigación posibles trataría de reducir el ancho de
banda utilizado por las unidades de detección básicas de los telescopios
de neutrinos mediante la realización de un pretratamiento de datos. Este
pretratamiento consiste en un análisis de las coincidencias en los PMTs del
DOM, descartando o filtrando aquellos eventos sin valor físico. Para este
filtrado se deberá revisar las características del hardware de adquisición
de datos actual concluyendo si la electrónica actual es capaz de realizar
este pretratamiento y en caso de serlo, qué funcionalidades se podrían
implementar. De no ser posible habría que evaluar qué modificaciones
serían necesarias para poder realizar este filtrado en los DOMs.
Otra de las posibles líneas de investigación consistiría en la mejora del
nivel de sincronización obtenido por parte de la electrónica de adquisición.
Para ello, se debería evaluar la calidad de los osciladores así como el lay-
out de distribución de los relojes utilizados por White Rabbit, el protocolo
utilizado por la electrónica de adquisición para realizar las tareas de sin-
cronización, con el objeto de minimizar su jitter y mejorar así la calidad de
la sincronización.
Y la última de las posibles líneas de investigación consistiría en la mejora
de la fiabilidad de las tarjetas electrónicas de adquisición desarrolladas.
Si bien en los trabajos presentados en esta tesis se han utilizado técnicas
de evaluación de la fiabilidad teóricas, como lo es el método FIDES, sería
recomendable la realización de Ensayos de Vida Altamente Acelerada -
Highly Accelerated Life Tests y Ensayos de Filtrado con Stress Acelerado
- Highly Accelerated Stress Screen para mejorar el diseño de las tarjetas
desarrolladas y la calidad de las producciones en serie.
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En cuanto a la instrumentación de calibración óptica se propone el análisis
de la potencia óptica de emisión, de las características temporales de los
pulsos ópticos y del espectro de emisión de leds con diferentes longitudes
de onda. A fecha de hoy se han utilizado leds con una longitud de onda de
470 nm (azul), cerca del pico de menor absorción en el agua. La atenuación
de la luz emitida en agua marina está fuertemente correlacionada con
la longitud de emisión. Además las características de atenuación varían
dependiendo de las condiciones del medio, por lo que se deberían utilizar
fuentes de luz pulsada con diferentes longitudes de onda que previamente
se deberían caracterizar.
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