Long time dynamics of Schr\"odinger and wave equations on flat tori by Berti, Massimiliano & Maspero, Alberto
ar
X
iv
:1
81
1.
06
71
4v
2 
 [m
ath
.A
P]
  9
 D
ec
 20
18
Long time dynamics of Schrödinger and wave equations
on flat tori
M. Berti∗, A. Maspero†
December 11, 2018
Abstract
We consider a class of linear time dependent Schrödinger equations and quasi-periodically
forced nonlinear Hamiltonian wave/Klein Gordon and Schrödinger equations on arbitrary
flat tori. For the linear Schrödinger equation, we prove a tǫ p@ǫ ą 0q upper bound for the
growth of the Sobolev norms as the time goes to infinity. For the nonlinear Hamiltonian
PDEs we construct families of time quasi-periodic solutions.
Both results are based on “clusterization properties" of the eigenvalues of the Laplacian
on a flat torus and on suitable “separation properties" of the singular sites of Schrödinger
and wave operators, which are integers, in space-time Fourier lattice, close to a cone or a
paraboloid. Thanks to these properties we are able to apply Delort abstract theorem [Del10]
to control the speed of growth of the Sobolev norms, and Berti-Corsi-Procesi abstract Nash-
Moser theorem [BCP15] to construct quasi-periodic solutions.
1 Introduction
In the last years many efforts have been made to understand the long time dynamics of Schrödinger
and wave equations on compact manifolds. Two important problems regard upper and lower
bounds for the possible growth of the Sobolev norms of a solution, and the existence of global in
time quasi-periodic solutions, for which the Sobolev norm remains perpetually bounded. Results
concerning these problems have been obtained when the underlying manifold is either the stan-
dard torus Td “ Rd{p2πZqd (see e.g. [Bou99a, Bou99b, Del10] for growth of Sobolev norms for
linear systems and [Bou98, Bou05, EK10, GXY11, BB12, BB13, PP15, EGK16, Wan16] for quasi-
periodic solutions), a Zoll manifold (see [Del10, MR17, BGMR17] for growth and [BBP10, GP16,
BK18] for quasi-periodic solutions), a Lie group or a homogeneous space [BP11, BCP15, CHP15].
The reason is that suitable information about the eigenvalues and eigenfunctions of the Laplace
operator are relevant for the long time dynamics.
In this paper we extend some of these results to the case the manifold is any flat torus
T
d
L :“ Rd{L (1.1)
where L is a lattice of Rd, with linearly independent generators v1, . . . ,vd P Rd, i.e.
L :“
!ÿd
i“1
mivi : mi P Z
)
. (1.2)
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A particular case of (1.1)-(1.2) is the rectangular torus
T
d
L :“ pR{L1Zq ˆ ¨ ¨ ¨ ˆ pR{LdZq (1.3)
with generators va “ Laea where La ą 0 and peaqa“1,...,d denotes the canonical basis of Zd.
The equations we consider are the linear time dependent Schrödinger equation
iBtψ “ ´∆ψ ` V pt, xqψ , x P TdL , (1.4)
where V pt, xq is a smooth real valued potential, periodic on the lattice L , namely V pt, x `ř
imiviq “ V pt, xq, @mi P Z, and the quasi-periodically forced Hamiltonian nonlinear wave
(NLW) and nonlinear Schrödinger (NLS) equations
utt ´∆u`mu “ ǫfpωt, x, uq , iut ´∆u`mu “ ǫfpωt, x, uq , x P TdL , (1.5)
where the nonlinearities f, f are sufficiently regular, and the frequency vector ω P Rn is Diophan-
tine.
For equation (1.4), we will show that, on any flat torus Td
L
, the Sobolev norms of any
solution grow at most as tǫ (@ǫ ą 0) when t goes to infinity, see Theorem 1.1. Concerning the
nonlinear wave and Schrödinger equations (1.5) on any flat torus Td
L
, we construct families of
quasi-periodic solutions for a large set of frequency vectors ω “ λω with a given Diophantine
direction ω P Rn, see Theorem 1.2. In particular, both results hold for rectangular tori.
At the heart of the proofs is the analysis of certain spectral properties of the linear operators
´∆, Btt ´∆`m and iBt ´∆`m acting on (possibly time quasi-periodic) functions defined on
the flat torus Td
L
. The eigenvalues of ´∆L are
µj :“ ‖Wj‖2 , j P Zd , (1.6)
where ‖y‖2 :“ řa“1,...,d y2a is the euclidean norm of Rd and W is the dˆ d invertible matrix
W :“ V´J , V :“ pv1| ¨ ¨ ¨ |vdq (1.7)
(with V´J the transpose matrix of V´1) associated to the dual lattice. Since W is invertible we
clearly have that µj „ ‖j‖2. In the particular case of a rectangular torus
W “ diagpν1, . . . , νdq , νa :“ L´1a , µj “
dÿ
a“1
ν2a j
2
a , ja P Z , j :“ pjaqa“1,...,d .
We show that Zd may be partitioned into dyadic clusters (i.e. max |j| ď 2min |j| for all integers in
the same cluster), such that if j, j1 P Zd are in different clusters, then the pairs pj, µjq, pj1, µj1 q are
well separated, see Theorem 2.1. This holds true for any flat torus. This result extends Bourgain
cluster decomposition [Bou98] to any flat torus (in particular rectangular ones). In order to
obtain such clusterization, we prove that a chain of distinct integer vectors of Zd for which
the corresponding pairs pj, µjq have uniformly bounded distance Γ contains at most „ ΓC1pdq
elements, see Proposition 2.5.
Concerning Btt ´ ∆ ` m and iBt ´ ∆ ` m, restricted to act on subspaces of functions on
Td
L
which are quasi-periodic in time with Diophantine frequency vector ω P Rn, we show that
their “singular" sites form time-space clusters which are “well-separated" as well, namely their
eigenvalues
´ pω ¨ ℓq2 ` µj `m, ´ω ¨ ℓ` µj `m, ℓ P Zn , j P Zd , (1.8)
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which are in modulus less than 1, form chains with a bounded controlled length. This means,
roughly speaking, that any sequence pℓq, jqqq“0,...,L Ă Zn ˆ Zd of indices such that (i) the
correspondingly eigenvalues (1.8) have all modulus smaller than 1 and (ii) the distances between
two consecutive indices are uniformly bounded, has necessarily a length L which is bounded in
an appropriate quantitative way, see Propositions 3.1 and 4.1. Notice that in the first case in
(1.8) (corresponding to NLW) the singular sites ℓ, j stay near a “cone" (deformed by the lattice),
while in the second one (corresponding to NLS) near a “paraboloid".
The key argument to prove these separation properties consists, following the lines of [Bou05,
BB12], to show that certain bilinear forms, naturally associated to the quantities (1.6), (1.8) (see
(2.8), (3.5)), are nondegenerate when restricted to the finite dimensional subspace spanned by
chains of singular sites. This allows to estimate the projections of the vectors of any chain on
the subspace generated by the vectors of the chain it-selves. If such a subspace has maximal
dimension, we deduce a bound for all the vectors of the chains. Otherwise, by an inductive
argument on the dimension of such subspace, we deduce a bound for the length of the chain. In
case of (1.6), the associated bilinear form is positive definite with a quantitative lower bound,
for any flat torus, see Lemma 2.7. In the first case (1.8) (corresponding to NLW) the bilinear
form has signature, but nevertheless the finite dimensional restrictions (3.11) we care about are
nondegenerate for any flat torus Td
L
, for almost all frequency vectors ω “ λω with a prescribed
Diophantine direction ω, see Lemma 3.3 (in [Bou05, BB12, Wan17] further quadratic or higher
order Diophantine conditions are required). This is a consequence of the careful expansion (3.12)
and the invertibility of the compound matrices formed by the minors of the invertible matrix W
of the lattice.
Once the spectral properties discussed above are proven, we apply Delort abstract theorem
[Del10] to control the growth of Sobolev norms for (1.4), and Berti-Corsi-Procesi abstract Nash-
Moser theorem [BCP15] to construct quasi-periodic solutions for (1.5).
Finally let us remark that in the last few years there has been an increase of interest in
studying the dynamics of Schrödinger equations on rectangular rational or irrational tori. These
papers can be roughly divided into two groups: the first one concerns Strichartz estimates and
well posedness results [Bou07, CW10, GOW14, BD15, DGG17]. The second group analyzes
phenomenon of growth of Sobolev norms [DG17, Den17, SW18], see also [PTV17] for 2 and
3 dimensional arbitrary compact manifolds. It would be interesting to see if the techniques
developed in this paper could allow to extend these results for flat tori, as well as those in
[MP18, GHHMP18] concerning stability and instability of finite gap solutions of NLS on the
standard torus.
We state now more precisely our results.
1.1 Growth of Sobolev norms for linear, time dependent Schrödinger
equations
Rescaling the spatial variables, (1.4) is equivalent to the following Schrödinger equation on the
standard torus
iBtψ “ ´∆Lψ ` V pt, xqψ , x P Td , (1.9)
with the anisotropic Laplacian
∆L :“
dÿ
a,b“1
BxarWJW sbaBxb “
dÿ
a,b,l“1
W al W
b
l B2xaxb ,
whereW “ pW ba qa,b“1,...,d is the matrix (1.7) associated to the dual lattice (with row index a and
column index b). In the particular case of the rectangular torus (1.3) the anisotropic Laplacian
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reduces to
∆~ν :“
dÿ
a“1
ν2a B2xa , νa “ L´1a , ~ν :“ pνaqa“1,...,ν .
The eigenvalues of ∆L are ´µj with µj defined in (1.6). In (1.9), for simplicity of notation, we
denoted again by V the potential in the new rescaled variables, so that V pt, xq is a function in
C8pRˆ Td,Rq. As phase space we consider Sobolev spaces of periodic functions
Hr “
!
ψ “
ÿ
jPZd
ψje
ij¨x P L2pTd,Cq : ‖ψ‖2r :“
ÿ
jPZd
xjy2r |ψj |2 ă 8
)
where xjy :“
a
1` |j|2.
Our first result is an upper bound on the speed of growth of Sobolev norms of (1.9).
Theorem 1.1 (Growth of Sobolev norms). Consider the Schrödinger equation (1.9) with poten-
tial V in C8pRˆ Td,Rq satisfying
sup
pt,xqPRˆTd
ˇˇBℓtBαxV pt, xqˇˇ ď Cℓ,α , @ℓ P N , @α P Nd. (1.10)
Then, for any r ą 0, for any ǫ ą 0, there exists a constant Cr,ǫ ą 0 such that each solution ψptq
of (1.9) with initial datum ψ0 P Hr fulfills
‖ψptq‖r ď Cr,ǫ xtyǫ ‖ψ0‖r . (1.11)
The proof of Theorem 1.1 is based on a result of “clustering" for the eigenvalues of ´∆L
which was proved originally by Bourgain [Bou99b] (see also [Bou98, Bou05]) for the Laplacian on
the standard torus Td, and that we extend here to arbitrary flat tori Td
L
, non just rectangular,
see Theorem 2.1. It is interesting that such a result holds for any flat torus, the ultimate reason
is that Lemma 2.7 holds for any lattice L .
Bourgain [Bou99b] used this decomposition result to prove a xtyǫ upper bound for the growth
in time of the Sobolev norms of the solutions of the linear Schrödinger equation (1.4) on Td, in
presence of a smooth potential with arbitrary time dependence. We also mention that, if the
potential is analytic and quasi-periodic in time, Bourgain [Bou99a] proved a logarithmic growth
for the solutions of (1.4) in d “ 1, and, in d “ 2, under a smallness assumption on the potential.
Using KAM techniques, Eliasson-Kuksin [EK09] proved that, for an analytic small potential and
a large set of frequencies, the linear Schrödinger equation (1.4) on Td can be conjugated to a
block-diagonal dynamical system whose solutions have bounded Sobolev norms.
The proof of the result of Bourgain [Bou99b] was greatly simplified by Delort [Del10] who
proposed an abstract framework which allows to prove a xtyǫ bound also on other manifolds, for
example Zoll ones; see also [FZ12] for logarithmic bounds in case of potentials on Td with Gevrey
regularity.
It is the abstract result of Delort [Del10], combined with the novel clustering of the eigenvalues
of ´∆L on TdL in Theorem 2.1, that we employ to deduce Theorem 1.1.
Upper bounds of the form (1.11) have a long history. The first results are due to Nenciu
[Nen97], who proved, in an abstract framework, a xtyǫ upper bound for the expected value of
the energy in case the system has increasing spectral gaps and bounded perturbation, and by
Duclos, Lev and Šťovíček [DLS08] in case of decreasing spectral gaps.
Such results have been recently improved, in an abstract setup, by Maspero-Robert [MR17]
for some unbounded perturbations, and by Bambusi-Grébert-Maspero-Robert [BGMR17] for a
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larger class of unbounded perturbations and without spectral gaps assumptions. Unfortunately
these results do not apply to the Schrödinger equation (1.4) on Td.
Finally we mention that potentials V pt, xq which provoke Sobolev norms explosion have been
constructed by Bourgain [Bou99a] for a Klein-Gordon and Schrödinger equation on T, by De-
lort [Del14] for the harmonic oscillator on R, by Bambusi-Grébert-Maspero-Robert [BGMR18]
for the Harmonic oscillators on Rd, d ě 1, and by Maspero [Mas18] for systems enjoying an
asymptotically constant spectral gap condition.
1.2 Quasi-periodic solutions for NLW and NLS equations
As before, we first rescale the spatial variables, recasting (1.5) to the nonlinear wave equation
(NLW) and nonlinear Schrödinger equation (NLS) with anisotropic Laplacian on the torus Td,
utt ´∆L u`mu “ ǫfpωt, x, uq , iut ´∆L u`mu “ ǫfpωt, x, uq , x P Td . (1.12)
Concerning regularity we assume that the nonlinearity f P CqpTn ˆ Td ˆ R;Rq, resp. f P
CqpTn ˆ Td ˆ C;Cq in the real sense (namely as a function of Repuq, Impuq), for some q large
enough. We also require that
fpωt, x, uq “ BuF pωt, x, uq P R , @u P C , (1.13)
so that the NLS equation is Hamiltonian.
Concerning the frequency ω P Rn, we constrain it to a fixed direction, namely
ω “ λω , λ P Λ :“ r1{2, 3{2s , |ω|
1
:“
nÿ
p“1
|ωp| ď 1 . (1.14)
The vector ω P Rn is assumed to be Diophantine, i.e. for some τ0 ě n,
|ω ¨ ℓ| ě 2γ0|ℓ|τ0 , @ℓ P Z
nzt0u , (1.15)
where, here and below |ℓ| :“ |ℓ|8 “ maxp|ℓ1|, . . . , |ℓn|q.
The search for quasi-periodic solutions of (1.12) reduces to finding solutions upϕ, xq, periodic
in all the variables pϕ, xq P Tn ˆ Td, of the equations
pω ¨ Bϕq2u´∆L u`mu “ ǫfpϕ, x, uq , iω ¨ Bϕu´∆L u`mu “ ǫfpϕ, x, uq , (1.16)
with u belonging to some Sobolev space HspTn ˆ Tdq of real valued functions, in the case of
NLW, respectively complex valued for NLS.
Theorem 1.2 (Quasi-periodic solutions of NLW and NLS). Consider the NLW equation (1.12)
or the NLS equation (1.12)-(1.13) and assume (1.14)-(1.15). Then there are s, q P R such that,
for any f , f P Cq and for all ǫ P r0, ǫ0q with ǫ0 ą 0 small enough, there is a map
uǫ P C1pr1{2, 3{2s, HspTn ˆ Tdqq , sup
λPr1{2,3{2s
}uǫpλq}HspTnˆTdq Ñ 0, as ǫÑ 0 ,
and a Cantor-like set Cǫ Ă r1{2, 3{2s, satisfying measpCǫq Ñ 1 as ǫ Ñ 0, such that, for any
λ P Cǫ, uǫpλq is a solution of (1.16), with ω “ λω.
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In order to prove Theorem 1.2 we verify that the assumptions of the abstract Theorems 2.16–
2.18 of [BCP15] are met. For the reader convenience, we report such results in Appendix A.
The key property to prove is that the singular sites of the quasi-periodic wave and Schrödinger
operators pω ¨ Bϕq2 ´∆L `m and iω ¨ Bϕ´∆L `m, form clusters in space-time Fourier indices
which are sufficiently separated. We prove properties of this kind for any flat torus Td
L
in sections
3.1 and 4.1.
Existence of quasi-periodic solutions for analytic nonlinear Schrödinger equations with a con-
volution potential was first proved by Bourgain [Bou98] on T2 and then extended in [Bou05] to
arbitrary dimension and for wave type pseudo-differential equations. The convolution potential
is used as a parameter to fulfill suitable non-resonance conditions. The proof is based on a
multiscale approach, originated by Anderson localization theory, to invert approximately the lin-
earized operators arising at each step of a Newton iteration. This approach requires “minimal"
non-resonance conditions, and separation properties for the clusters of singular sites. Subse-
quently existence of quasi-periodic solutions of NLS with convolution potential which are also
linearly stable has been proved by Eliasson-Kuksin [EK10], who managed to reduce the linearized
equations to a block-diagonal dynamical system, imposing the stronger second order Melnikov
non-resonance conditions. For the completely resonant NLS, which has no external parameters,
we refer to Wang [Wan16] and Procesi-Procesi [PP15, PP16] who also proved the linear stability
of the torus; see also [EGK16] for the beam equation. Unfortunately no reducibility results for
NLW on Td are available.
Theorem 1.2 extends the results in [BB12, BB13] valid for a square torus Td to the case of
an arbitrary flat torus Td
L
. The technique for proving the separation properties of the singular
sites in sections 3.1 and 4.1 could also be applied to extend the existence results of quasi-periodic
solutions formulated as in [Bou05]. We find interesting that, with this multiscale approach,
the irrationality properties of the lattice generators L do not play any role. Such properties
could be relevant for proving also reducibility results, i.e. for imposing second order Melnikov
non-resonance conditions. We also mention that Theorem 1.2 improves, in the case of NLW,
the results in [BB12, BCP15], because it requires ω to satisfy only the standard Diophantine
condition (1.15), and not additional quadratic Diophantine conditions. This is due to the more
careful analysis in section 3.2 to verify separation properties of the singular sites.
Acknowledgments. The authors thank T. Kappeler for posing the question for flat tori. During
the preparation of this work we were partially supported by Prin-2015KB9WPT and Progetto
GNAMPA - INdAM 2018 “Moti stabili ed instabili in equazioni di tipo Schrödinger”.
2 Growth of Sobolev norms
As we anticipated in the introduction, the key step for applying Delort theorem [Del10] is to
prove the following result about clusterization properties of the eigenvalues µj of ´∆ on TdL , i.e.
of ´∆L on Td.
Theorem 2.1 (Clustering of eigenvalues of ´∆L ). There exist constants δ0pdq ą 0, CpL , dq ą
0, CpL , dq ą 0, cpdq ą 1 such that, for any 0 ă δ ă δ0pdq, there exists a partition pΩαqαPA of Zd
satisfying:
(1) @α P A, @j1, j2 P Ωα, we have
|j1 ´ j2| ` |µj1 ´ µj2 | ď CpL , dq p|j1| ` |j2|qcpdqδ . (2.1)
Moreover each Ωα is finite and, either maxjPΩα |j| ď CpL , dq or maxjPΩα |j| ď 2minjPΩα |j|.
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(2) @α, β P A, α ‰ β, @j1 P Ωα, @j2 P Ωβ, we have
|j1 ´ j2| ` |µj1 ´ µj2 | ą p|j1| ` |j2|qδ . (2.2)
We postpone the proof of this result to section 2.1, and we now show that all the assumptions
of Delort theorem [Del10] are met. We begin with some preliminary notation. For j P Zd, denote
by Πj the spectral projector
Πju :“ xu, ejyL2 ej , ej :“
eij¨x
p2πqd{2 . (2.3)
Definition 2.2. For any σ P R we denote by Aσ the space of smooth in time families of con-
tinuous operators Qptq from C8pTdq to D1pTdq such that, @k,N P N, there is Ck,N ą 0 such
that
∥
∥Πj BktQptqΠj1
∥
∥
LpL2q
ď Ck,N p1` |j| ` |j
1|qσ
p1` |j ´ j1|qN
, @j, j1 P Zd, @t P R .
We denote A´8 :“ ŞσPRAσ.
We remark that each Q in Aσ extends to a smooth family in t of bounded operators from
HspTdq to Hs´σpTdq. Moreover, if Q P Aσ, then its adjoint Q˚ P Aσ (the adjoint is with respect
to the standard L2pTdq scalar product). Moreover, for any σ1, σ2 P R one has Aσ1 ˝Aσ2 Ď Aσ1`σ2
and, if σ1 ď σ2, then Aσ1 Ď Aσ2 . Finally, if the potential V P C8pRˆTd,Rq fulfills (1.10), then,
as a multiplication operator, V P A0.
We now state Delort theorem [Del10], specified to the case of the torus.
Theorem 2.3 (Delort). Assume that for any σ P R, there exist subspaces AσD, AσND of Aσ,
invariant under Q ÞÑ Q˚, such that the following holds true:
(H1) For any Q P Aσ, there exist QD P AσD and QND P AσND such that Q “ QD `QND.
(H2) There is ρ ą 0 such that for any σ P R, any W P AσND, there exist X P Aσ´ρND and R P A´8
solving the homological equation
rX,´∆L s “W `R . (2.4)
Here rA,Bs :“ AB ´BA is the commutator of the operators A,B.
(H3) There is an element D P A2, independent of time and commuting with ∆L , which defines
an equivalent norm on HrpTdq, i.e. for some constants c, C ą 0
c ‖u‖HrpTdq ď
∥
∥
∥Dr{2u
∥
∥
∥
L2pTdq
ď C ‖u‖HrpTdq , @u P HrpTdq , (2.5)
and, furthermore,
rQ,Ds P A´8, @Q P AσD . (2.6)
Then, for all r, ǫ ą 0, there exists a constant Cr,ǫ ą 0 such that each solution ψptq of the linear
Schrödinger equation (1.9) with initial datum ψ0 P HrpTdq satisfies
‖ψptq‖r ď Cr,ǫ xtyǫ ‖ψ0‖r .
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Verification of the assumptions of Delort theorem. Consider the cluster decomposition
pΩαqαPA provided by Theorem 2.1 and define the projector
rΠα :“ ÿ
jPΩα
Πj , @α P A .
Following [Del10], we denote by AσD the subspace of A
σ given by those operators Q P Aσ such
that rΠαQrΠβ “ 0 for any α, β P A with α ‰ β. Similarly, we denote by AσND the operators
satisfying rΠαQrΠα “ 0 for any α P A. Clearly such subspaces are invariant under Q ÞÑ Q˚.
We verify now that (H1)–(H3) are met.
Verification of (H1). It is enough to write Q “ řα rΠαQrΠα `řα‰β rΠαQrΠβ ” QD `QND.
Verification of (H2). For any Q P Aσ, denote by Qj1j its matrix elements on the exponential basis
ej defined in (2.3), i.e. Q
j1
j :“ xQej1 , ejyL2 . Thus, the homological equation (2.4) reads
pµj1 ´ µjqXj
1
j “W j
1
j `Rj
1
j , j P Ωα, j1 P Ωβ , α ‰ β ,
and we define its solution
X
j1
j :“
$’&’%
W
j1
j
µj1 ´ µj if |µj ´ µj
1 | ě 1
4
p|j| ` |j1|qδ
0 otherwise
,
with
R
j1
j :“
#
´W j1j if |µj ´ µj1 | ă 14 p|j| ` |j1|qδ
0 otherwise
.
Since W P AσND we deduce that X P Aσ´δND . To verify that R P A´8, recall that Theorem 2.1-(2)
implies that |j ´ j1| ` |µj ´µj1 | ě p|j| ` |j1|qδ, @j P Ωα, j1 P Ωβ, α ‰ β, and therefore pRj
1
j qj,j1PZd
is supported on sites satisfying |j ´ j1| ě 1
2
p|j| ` |j1|qδ. As a consequence, recalling Definition
2.2, the operator R is in Am for any m P R. In conclusion (H2) holds with ρ “ δ.
Verification of (H3). Define the operator
D :“
ÿ
αPA
M2α
rΠα , Mα :“ max
jPΩα
|j| ,
(the maximum Mα is attained at some jpαq since Ωα is finite). Clearly D commutes with ∆L
and also with any operator Q P AσD, so (2.6) is trivially satisfied. By Theorem 2.1-(1) each
cluster Ωα is dyadic, i.e.
@α P A , @j P Ωα , either |j| ď CpL , dq or Mα
2
ď |j| ďMα ,
and therefore the operator D is in A2 and (2.5) holds.
2.1 Proof of Theorem 2.1
Denote by ‖¨‖2
L
: Rd Ñ R the quadratic positive definite form
‖y‖
2
L
:“ ‖Wy‖2 , @y P Rd , (2.7)
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and by p¨, ¨q
L
: Rd ˆ Rd Ñ R the associated scalar product`
y, y1
˘
L
:“ @Wy,Wy1D
Rd
, @y, y1 P Rd , (2.8)
where x¨, ¨y
Rd
denotes the standard scalar product of Rd. Note that, for any j P Zd, it results
that ‖j‖2
L
“ pj, jq
L
“ µj are the eigenvalues (1.6) of ´∆L .
The proof of Theorem 2.1 is based on a bound for the length of a Γ-chain, which we now
introduce. Define the map
Φ : Zd Ñ Zd`1 , Φpjq :“ pj, ‖j‖2
L
q “ pj, µjq . (2.9)
Definition 2.4 (Γ-chain). Given Γ ě 2, a sequence of distinct integer vectors pjqqq“0,...,L Ă Zd
is a Γ-chain if
|Φpjq`1q ´ Φpjqq| ď Γ , @0 ď q ď L´ 1 .
The number L is called the length of the chain.
The next proposition provides the key bound for the length of a Γ-chain.
Proposition 2.5 (Length of Γ-chains). There exist C1pdq, C2pL , dq ą 0 such that any Γ-chain
pjqqq“0,...,L Ă Zd has length at most
L ď C2pL , dq ΓC1pdq . (2.10)
The proof of Proposition 2.1 is based on an inductive argument on the dimension of the
subspace G Ă Rd generated by the vectors jq ´ jq1 , for all q, q1 P t0, . . . , Lu, see (2.12). First of
all, by the Definition 2.4 of a Γ-chain we derive the following bounds for the scalar product of
each vector jq0 with the elements of the subspace G.
Lemma 2.6. For all q, q0 P t0, . . . , Lu we have
|Φpjqq ´ Φpjq0q| ď |q ´ q0|Γ ,
ˇˇpjq0 , jq ´ jq0qL ˇˇ ď CpL , dq|q ´ q0|2Γ2 . (2.11)
Proof. The first bound in (2.11) directly follows by the definition of Γ-chain. By bilinearity,
‖jq‖
2
L
“ ‖jq0‖2L ` 2pjq0 , jq ´ jq0qL ` ‖jq ´ jq0‖2L , and thus
Φpjqq ´ Φpjq0 q “
´
jq ´ jq0 , 2pjq0 , jq ´ jq0qL ` ‖jq ´ jq0‖2L
¯
.
The first bound in (2.11) and the estimate ‖y‖2
L
ď CpL , dq|y|2, imply that, for all q, q0 P
t0, . . . , Lu, ˇˇpjq0 , jq ´ jq0 qL ˇˇ ď |q ´ q0|Γ` CpL , dq|q ´ q0|2Γ2 ď CpL , dq|q ´ q0|2Γ2 ,
which is the second estimate in (2.11).
Now we introduce the subspace of Rd:
G :“ span
R
@
jq ´ jq1 , 0 ď q, q1 ď L
D
“ span
R
xjq ´ jq0 , q “ 0, . . . , Ly , @q0 “ 0, . . . , L .
(2.12)
Let g :“ dimG; clearly 1 ď g ď d (note that g ě 1 because the vectors jq are all distinct). We
consider the orthogonal decomposition of Rd with respect to the scalar product p¨, ¨q
L
,
R
d “ G‘GKp¨,¨qL , (2.13)
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and we denote by PG the orthogonal projector on the subspace G.
The next step is to derive by (2.11) a bound on the norm of PGjq0 for each integer vector
jq0 , q0 “ 0, . . . , L, of the Γ-chain. We consider two cases.
Case 1. For any q0 P t0, . . . , Lu it results that spanR xjq ´ jq0 , |q ´ q0| ď Lςy “ G where
ς :“ r3p2d` 1qds´1. We select a basis of G from jq ´ jq0 with |q ´ q0| ď Lς , say
fi :“ jqi ´ jq0 with |qi ´ q0| ď Lς , @1 ď i ď g . (2.14)
By the first bound in (2.11) and recalling (2.9) we obtain the estimate
|fi| ď |qi ´ q0|Γ ď LςΓ , @1 ď i ď g . (2.15)
To obtain a bound on the norm of PGjq0 , we decompose PGjq0 on the basis pfiq1ďiďg,
PGjq0 “
gÿ
i“1
xifi , (2.16)
and we look for an upper bound for the coordinates x :“ pxiq1ďiďg. The x are determined by
solving the linear system Ax “ b, where
A :“ `pfi, flqL ˘1ďi,lďg (2.17)
is the g ˆ g-matrix of the scalar products of the basis pfiqi“1,...,g of G (Gram matrix) and
b :“ pblql“1,...,g P Rg , bl :“ pPGjq0 , flqL “ pjq0 , flqL . (2.18)
By the second estimate in (2.11) and (2.15) the coefficients bl are estimated by
|bl| ď cpL , dq|ql ´ q0|2Γ2 ď cpL , dqpLςΓq2 , @l “ 1, . . . , g . (2.19)
Since the vectors pfiqi“1,...,g are independent, the Gram matrix A is invertible. We prove in
Lemma 2.7 below that that its determinant is bounded away from zero, uniformly with respect
to the basis pfiqi“1,...,g of integer vectors. We introduce some notation.
• For any g P t1, . . . , du we denote by CgpW q the g´ th compound matrix of the dˆ d matrix
W , defined as the matrix whose entries are the determinants of all possible gˆ g minors of
W , see e.g. [Gan59], Chap. 1 §4. Thus CgpW q is a
`
d
g
˘ˆ `d
g
˘
square matrix. The important
result is that, for any g, the compound matrix of an invertible matrix W is invertible as
well (see e.g. [Gan59], Chap. 1 §4) and
CgpW q´1 “ CgpW´1q . (2.20)
• If A is a m ˆ n matrix, and 1 ď g ď m, we denote by Aa1...ag the g ˆ n matrix of rows
a1, . . . , ag of A. If 1 ď g ď n then Ab1...bg is the m ˆ g matrix of columns b1, . . . , bg of A.
Finally if 1 ď g ď minpm,nq, we denote by Ab1...bga1...ag the gˆ g matrix of rows a1, . . . , ag and
columns b1, . . . , bg of A.
Lemma 2.7. Let A be the Gram matrix defined in (2.17). Then
(i) There exists p P Zpdgqzt0u such that
detA “ ‖CgpW qp‖2 (2.21)
where CgpW q is the g ´ th compound matrix of W and ‖¨‖ is the euclidean norm.
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(ii) There exists a constant cpL q ą 0 such that, for any linearly independent integer vectors
pfiqi“1,...,g,
detA ě cpL q ą 0 . (2.22)
Proof. Recalling (2.8) we write the Gram matrix A in (3.11) as
A “ pW F qJ pW F q , F :“ `f1 | ¨ ¨ ¨ | fg˘ . (2.23)
Then applying twice Cauchy-Binet formula1 we obtain
detA “
ÿ
1ďa1ă¨¨¨ăagďd
´
detprWF sa1...agq
¯2
“
ÿ
1ďa1ă¨¨¨ăagďd
¨˝ ÿ
1ďb1ă...ăbgďd
detpW b1...bga1...agqpb1...bg‚˛
2
(2.24)
where pb1...bg :“ detpFb1...bg q are integers because the matrix F has integer entries. The expression
(2.24) is (2.21) with p :“ ppb1...bg q P Zp
d
gq. Since the Gram matrix A of the linearly independent
vectors pfiqi“1,...,g is invertible, detA ‰ 0, and, by (2.21), the invertibility of CgpW q implies that
p ‰ 0. Item (ii) follows by item (i) and the invertibility of CgpW q, see (2.20).
As pfi, flqL ď cpL , dq|fi||fl| ď cpL , dqpLςΓq2, using (2.22), (2.15), (2.19), we estimate
x “ A´1b by Cramer rule, obtaining
|xi| ď cpL , dq pLς Γq2d , @1 ď i ď g , (2.25)
and, by (2.16), (2.25), (2.15), we deduce
|PGjq0 | ď CpL , dqpLςΓq2d`1 , @q0 P t0, . . . , Lu .
In particular, for all q1, q2 P t0, . . . , Lu, we obtain
|jq1 ´ jq2 | “ |PGjq1 ´ PGjq2 | ď |PGjq1 | ` |PGjq2 | ď 2CpL , dqpLςΓq2d`1.
This estimate, and the fact that jq, q “ 0, . . . , L, are distinct integers of Zd, imply that their
number does not exceed C 1pL , dqpLςΓqp2d`1qd and therefore
L ď CpL , dqpLςΓqp2d`1qd .
Choosing now ς so small that ςp2d` 1qd ď 1{2, we obtain (2.10) with C1pdq “ 2p2d` 1qd.
Case 2. Dq0 P t0, . . . , Lu for which
G1 :“ spanR xjq ´ jq0 , |q ´ q0| ď Lςy Ĺ G , g1 :“ dimG1 ď g ´ 1 ,
so all vectors jq with |q ´ q0| ď Lς belong to an affine subspace of dimension 1 ď g1 ď g ´ 1.
Consider then the subchain tjq : |q ´ q0| ď Lςu, which has a length L1 „ Lς . If for any index
q1 of this subchain it results that spanR xjq ´ jq1 , |q ´ q1| ď Lς1y “ G1, then we can repeat the
argument of Case 1 and obtain a bound on L1 (and hence on L). Applying this procedure at
most d times, we obtain a bound of the form (2.10), proving Proposition 2.5. l
1 If M is a g ˆ d matrix, N a dˆ g one, then
detpMNq “
ÿ
1ďi1ă¨¨¨ăigďd
detpAi1¨¨¨ig q detpBi1¨¨¨ig q .
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2.2 Conclusion
We finally conclude the proof of Theorem 2.1. Fix δ0pdq :“ 12C1pdq`2 with C1pdq given by
Proposition 2.5, take an arbitrary δ P p0, δ0pdqq and introduce the equivalence relation on Zd
defined by
j „ j1 ô
either j “ j1,
or DL P N and distinct integer vectors pjqqq“0,...,L Ă Zd with j0 “ j ,
jL “ j1 and |Φpjq`1q ´ Φpjqq| ď p|jq| ` |jq`1|qδ , @q “ 0, . . . , L´ 1 .
(2.26)
This equivalence relation provides a partition of Zd in classes of equivalence pΩαqαPA, with
Zd “ YαPAΩα. We claim that such clusters Ωα fulfill (2.1)–(2.2). We split the proof in several
steps.
Each cluster Ωα is bounded. By contradiction suppose that Ωα is unbounded, i.e. it contains
integer vectors of arbitrary large modulus. For any j, j1 P Ωα, with |j1| very large (specified later),
there exists a sequence pjqqq“0,...,M satisfying (2.26). Without loss of generality we assume that
|jq| ď |j1|, for all q (otherwise we just replace j1 with the jq having maximum modulus and
consider the subchain connecting j and jq). Since
|Φpjq`1q ´ Φpjqq| ď p|jq| ` |jq`1|qδ ď p2|j1|qδ , @0 ď q ďM ´ 1 ,
it follows that pjqqq“0,...,M is a p2|j1|qδ-chain according to Definition 2.4 and, therefore, Proposi-
tion 2.5 implies that its length M is bounded by C2pL , dq p2|j1|qC1pdqδ. Then
ˇˇ
j1 ´ j ˇˇ ď M´1ÿ
q“0
|Φpjq`1q ´ Φpjqq| ďM
`
2|j1|˘δ ď C2pL , dq `2|j1|˘pC1pdq`1qδ ,
which gives ˇˇ
j1
ˇˇ ď |j| ` C2pL , dq `2|j1|˘pC1pdq`1qδ . (2.27)
As δpC1pdq ` 1q ă δ0pC1pdq ` 1q ď 1{2, inequality (2.27) bounds uniformly |j1| in terms of |j|
and C2pL , dq, giving a contradiction since j1 can be chosen to have arbitrary large modulus.
Dyadicity of each cluster Ωα. Denote by
mα :“ min
jPΩα
|j| , Mα :“ max
jPΩα
|j| .
Let jα be the index which realizes the maximum Mα “ |jα| (it exists since each cluster is
bounded). For any j, j1 P Ωα, let pjqqq“0,...,L be a sequence of distinct integer vectors in Ωα with
j0 “ j, jL “ j1 satisfying (2.26). Then pjqqq“0,...,L is a p2Mαqδ-chain according to Definition 2.4
and, by Proposition 2.10,
|Φpjq ´ Φpj1q| ď Lp2Mαqδ ď C2pL , dq p2MαqpC1pdq`1qδ . (2.28)
Recalling (2.9), we deduce, in particular, that diampΩαq ď C2pL , dq p2MαqpC1pdq`1qδ. Moreover,
since δ ď δ0 with δ0pC1pdq ` 1q “ 12 , we derive that, if Mα ě 8pC2pL , dqq2 “: CpL , dq then
mα ěMα ´ C2pL , dq p2MαqpC1pdq`1qδ ě Mα
2
.
Thus, either maxjPΩα |j| ď CpL , dq or maxjPΩα |j| ď 2minjPΩα |j|.
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Separation properties. Let j1, j2 P Ωα. Consider first the case Mα ě CpL , dq. Then
Mα ď 2mα ď |j1| ` |j2| ď 2Mα, @j1, j2 P Ωα ,
which together with (2.28) imply
|j1 ´ j2| ` |µj1 ´ µj2 | ď 2|Φpj1q ´ Φpj2q| ď CpL , dq p|j1| ` |j2|qpC1pdq`1qδ .
If Mα ď CpL , dq and |j1| ` |j2| ě 1, then
|j1 ´ j2| ` |µj1 ´ µj2 | ď 2|Φpj1q ´ Φpj2q| ď C 1pL , dq ď C 1pL , dq p|j1| ` |j2|qpC1pdq`1qδ .
If |j1| ` |j2| ă 1, then the integers j1 “ j2 “ 0 and (2.1) holds as well. The proof of Theorem
2.1-(1) is complete. Concerning item p2q, note that if j1 P Ωα, j2 P Ωβ and α ‰ β, then j1, j2 are
not in the same equivalence class and therefore
|j1 ´ j2| ` |µj1 ´ µj2 | ě |Φpj1q ´ Φpj2q| ą p|j1| ` |j2|qδ .
The proof of Theorem 2.1 is complete.
3 Quasi-periodic solutions of wave equation
As we already mentioned, we construct quasi-periodic solutions of the nonlinear wave equation
in (1.12) by applying Berti-Corsi-Procesi abstract Nash-Moser theorem in [BCP15], which we
recall in Appendix A.
First define the nonlinear map
F pǫ, λ, ¨q : Hs`2pTn ˆ Td,Rq Ñ HspTn ˆ Td,Rq
u ÞÑ Dpλqu ´ ǫfpϕ, x, uq , (3.1)
where Dpλq : Hs`2pTn ˆ Td,Rq Ñ HspTn ˆ Td,Rq is the differential operator
Dpλq :“ pλω ¨ Bϕq2 ´∆L `m. (3.2)
The set K in (A.1) is then K “ Zn ˆ Zd ˆ t1u, that is A “ t1u, and the scale of Hilbert spaces
(A.2) are the Sobolev spaces HspTd ˆ Tn,Cq written in Fourier variables.
As in the previous application, the main difficulty is to verify a property of separation of chains
of singular sites of the operator Dpλq. To state it we recall some definitions from Appendix A
(see Definitions A.2–A.4).
Given Γ ě 2, a sequence of distinct integer vectors pℓq, jqqq“0,...,L Ă Zn ˆ Zd is a Γ-chain if
maxt|ℓq`1 ´ ℓq| , |jq`1 ´ jq|u ď Γ , @0 ď q ď L´ 1 ;
the number L is called the length of the chain (see Definition A.2).
The operator Dpλq in (3.2) is represented, in the basis of exponentials eipℓ¨ϕ`j¨xq, by the
infinite dimensional diagonal matrix
diagpℓ,jqPZnˆZd
`
Dℓ,jpλq
˘
, Dℓ,jpλq :“ ´pλω ¨ ℓq2 ` µj `m,
where µj are the eigenvalues of ´∆L defined in (1.6). For θ P R, we also define
Dpλ, θq :“ diagpℓ,jqPZnˆZd
`
Dℓ,jpλ, θq
˘
, Dℓ,jpλ, θq :“ ´pλω ¨ ℓ` θq2 ` µj `m. (3.3)
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A site pℓ, jq P Zn ˆ Zd is singular for Dpλ, θq if |Dℓ,jpλ, θq| ă 1 (see Definition A.3).
For any Σ Ď Zn ˆ Zd and r P Zd, we denote by Σr the section of Σ at fixed r, namely
Σr :“ tpℓ, rq P Σu .
Given K ą 1, denote by ΣK any subset of singular sites of Dpλ, θq such that the cardinality of
the section Σr satisfies 7ΣrK ď K, for any r P Σ (see Definition A.4).
The key result is a bound on the length of Γ-chains of singular sites of Dpλ, θq.
Proposition 3.1 (Separation of singular sites for NLW). There exist a constant CpL , d, n, τ0q ą
0 and, for any N0 ě 2, a set rΛ “ rΛpN0q such that for all λ P rΛ, θ P R and for all K ą 1,Γ ě 2
with ΓK ě N0, any Γ-chain of singular sites of Dpλ, θq in ΣK has length L ď pKΓqCpL ,d,n,τ0q.
We postpone the proof to section 3.1 and we first conclude the proof of Theorem 1.2 for NLW.
Verification of the assumptions of Berti-Corsi-Procesi theorem. First, (A.4) is trivially
satisfied with σ “ 2. Moreover, provided f P Cq for q large enough and s0 ą pd`nq{2, the tame
estimates (f1)–(f2) hold true.
We verify now Hypothesis 1–3 concerning the operator Dpλq ` ǫpBufqpϕ, x, upϕ, xqq obtained
linearizing (3.1) at a point upϕ, xq P HspTd ˆTn,Rq. This operator has the form (A.5) with the
multiplication operator T puq :“ ´pBufqpϕ, x, upϕ, xqq.
Verification of Hypothesis 1. The diagonal matrixDpλq “ diagtDℓ,jpλqu representing (3.2) fulfills
the covariance property (A.6) choosing Djpyq :“ ´y2 ` µj `m.
The multiplication operator T puq is represented, in the exponential basis eipℓ¨ϕ`j¨xq, by a
Töplitz matrix and (A.8)–(A.9) hold with σ0 “ 0.
Verification of Hypothesis 2. Recalling (3.3) one checks that 
θ P R : |Dℓ,jpλ, θq| ď N´τ1
( Ă I1 Y I2 , with intervals Iq such that measpIqq ď N´τ1{?m.
Therefore Hypothesis 2 holds with n “ 2pr1{?m s ` 1q.
Verification of Hypothesis 3. It is the content of Proposition 3.1.
The measure estimate (A.13) follows exactly as in [BB12, BCP15], and we omit it. Applying
Theorem A.5 we prove Theorem 1.2 for the NLW.
3.1 Proof of Proposition 3.1
Consider the quadratic form QL : Rˆ Rd Ñ R defined by
QL px, yq :“ ´x2 ` ‖y‖2L where ‖y‖2L :“ ‖Wy‖2 (3.4)
is introduced in (2.7), and the associated symmetric bilinear form φL : pRˆ Rdq2 Ñ R,
φL
`px, yq, px1, y1q˘ :“ ´xx1 ` `y, y1˘
L
, @px, yq, px1, y1q P Rˆ Rd , (3.5)
where py, y1q
L
“ xWy,Wy1y
Rd
is defined in (2.8).
First we notice that (as in the proof of [BB12, Lemma 4.2]) it is enough to bound the length
of a Γ-chain pℓq, jqqq“0,...,L of singular sites of Dpλ, 0q. Indeed, consider a Γ-chain of singular
sites pℓq, jqqq“0,...,L for Dpλ, θq, i.e.
|pω ¨ ℓq ` θq2 ´ µjq ´m| ă 1 , @q “ 0, . . . , L , ω “ λω . (3.6)
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Suppose first that θ “ ω ¨ ℓ for some ℓ P Zn. Then the translated Γ-chain pℓq ` ℓ, jqqq“0,...,L is
formed by singular sites for Dpλ, 0q, namely
|pω ¨ pℓq ` ℓqq2 ´ µjq ´m| ă 1 , @ℓ “ 0, . . . , L .
For any θ P R, we consider an approximating sequence ω ¨ ℓi Ñ θ, ℓi P Zn. A Γ-chain of singular
sites for Dpλ, θq (see (3.6)), is, for i large enough, also a Γ-chain of singular sites for Dpλ, ω ¨ ℓiq.
Then we bound its length arguing as in the above case.
Let pℓq, jqqq“0,...,L be a Γ-chain of singular sites of Dpλ, 0q. Setting
xq :“ ω ¨ ℓq “ λω ¨ ℓq , @q “ 0, . . . , L ,
by the definition of singular sites and (3.4) we have
|QL pxq, jqq `m| ă 1 , @q “ 0, . . . , L . (3.7)
Lemma 3.2. For all q0, q P t0, . . . , Lu we haveˇˇˇ
φL
´
pxq0 , jq0q, pxq ´ xq0 , jq ´ jq0q
¯ˇˇˇ
ď CpL , d, nq|q ´ q0|2Γ2 . (3.8)
Proof. By bilinearity
QL pxq , jqq “ QL pxq0 , jq0q ` 2φL
`pxq0 , jq0q, pxq ´ xq0 , jq ´ jq0 q˘`QL pxq ´ xq0 , jq ´ jq0q
and then (3.8) follows combining (3.7) and the estimate
|QL pxq ´ xq0 , jq ´ jq0q| ď |ω ¨ pℓq ´ ℓq0q|2 ` ‖jq ´ jq0‖2L ď cpL , d, nqΓ2|q ´ q0|2
which follows by the definition of Γ-chain.
Let us introduce the following subspace of Rd`1:
G :“ span
R
@pxq ´ xq1 , jq ´ jq1q , 0 ď q, q1 ď LD
“ span
R
xpxq ´ xq0 , jq ´ jq0q , q “ 0, . . . , Ly , @q0 “ 0, . . . , L .
Let g :“ dimG. We have 1 ď g ď d` 1. We consider two cases.
Case 1. For any q0 P t0, . . . , Lu it results that spanR xpxq ´ xq0 , jq ´ jq0q , |q ´ q0| ď Lςy “
G for some ς :“ ςpL , d, n, τ0q ą 0 small enough, fixed later. We select a basis of G from
pxq ´ xq0 , jq ´ jq0q with |q ´ q0| ď Lς , say
fi :“ pxqi ´ xq0 , jqi ´ jq0q “
`
ω ¨ pℓqi ´ ℓq0q, jqi ´ jq0
˘
, @1 ď i ď g . (3.9)
Then, since pℓq, jqqq“0,...,L is a Γ-chain,
|fi| ď n|ω||ℓqi ´ ℓq0 | ` |jqi ´ jq0 | ď n|ω||qi ´ q0|Γ ď Cpd, nqLςΓ , @1 ď i ď g . (3.10)
In order to derive from (3.8) a bound for pxq0 , jq0q we need a non degeneracy property for the
restriction pφL q|G of φL to the subspace G. Then we consider the g ˆ g symmetric matrix
AL ,λ :“ AL ,λω :“ pAi
1
i qgi,i1“1 , Ai
1
i :“ φL pfi, fi1q , (3.11)
which represents the restriction of the bilinear form φL defined in (3.5) to the subspace G. The
next key lemma, which is the technical part of our argument, shows that, provided λ is chosen
in a set rΛ of large measure, the matrix AL ,λ is invertible and the modulus of its determinant is
bounded away from zero.
15
Lemma 3.3. Let AL ,λ be the matrix defined in (3.11). Then
(i) detAL ,λ has the form
detAL ,λ “ ‖CgpW qp‖2 ´ λ2 ‖Cg´1pW qpω bmq‖2 (3.12)
where CgpW q is the g ´ th compound matrix of W , ‖¨‖ the euclidean norm, p P Zp
d
gq and
ω bm :“ pω ¨m~aq~a P Rp
d
g´1qn, m~a P Zn, ~a “ pa1, . . . , ag´1q with 1 ď a1 ă . . . ă ag´1 ď d.
Each vector m~a satisfies
|m~a| ď CpdqpΓLςqg . (3.13)
(ii) detAL ,λ is not identically zero as function of λ
2.
(iii) For any N0 sufficiently large, there exists a set rΛ :“ rΛpN0q Ă Λ with measpΛzrΛq ď OpN´10 q
such that for any λ P rΛ one has, for some cpdq ą 0 and τ2 :“ τ2pd, n, τ0q,
|detAL ,λ| ě cpdq
N0pΓLςqτ2 . (3.14)
We postpone the proof of Lemma 3.3 to section 3.2, first concluding the proof of Proposition 3.1.
Take λ P rΛ, so that, by the previous lemma, the matrix AL ,λ is invertible. Therefore the
symmetric bilinear form φL |G is nondegenerate and it induces the splitting
R
d`1 “ G‘GKφL where GKφL :“  z P Rd`1 : φL pz, fq “ 0 @f P G( .
We denote by PG : Rd`1 Ñ G the corresponding projector on G.
In order to obtain bounds for the projection of each PGpxq0 , jq0q, we decompose it on the
basis pfiq1ďiďg ,
PGpxq0 , jq0q “
gÿ
i“1
zifi , (3.15)
and we look for bounds of the coordinates z “ pziq1ďiďg. The z are determined by solving the
linear system AL ,λz “ b, where AL ,λ is the matrix in (3.11) and
b :“ pblq1ďlďg P Rg , bl :“ φL pPGpxq0 , jq0q, flq “ φL ppxq0 , jq0q, flq .
Then the Cramer rule, the estimates (3.8), (3.14) and |Ail | ď cpL , d, nq|fi||fl| ď CpL , d, nqpΓLςq2,
by (3.10), give
|zi| ď N0 CpL , d, nqpΓLςq2g`τ2 , @1 ď i ď g . (3.16)
From (3.15), (3.16), (3.10), we deduce
|PGpxq0 , jq0q| ď N0 CpL , d, nqpΓLςq2g`τ2`1 , @q0 P t0, . . . , Lu .
Therefore we get that, for all q1, q2 P t0, . . . , Lu,
|pxq1 , jq1q ´ pxq2 , jq2q| “ |PGpxq1 , jq1q ´ PGpxq2 , jq2q| ď N0 CpL , d, nqpΓLςq2g`τ2`1 .
In particular, for all q1, q2 P t0, . . . , Lu we have also |jq1 ´ jq2 | ď N0CpL , d, nqpLςΓq2d`τ2`1,
and so the sequence tjquq“0,...,L is contained in a ball of diameter N0CpL , d, nqpLςΓq2d`τ2`1.
Since they are integer vectors, their number (counted without multiplicity), does not exceed
Nd0CpL , d, nqpLςΓqp2d`τ2`1qd. By the assumptions of Proposition 3.1 the Γ-chain pℓq, jqqq“0,...,L
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is in ΣK , thus, for any q0 P t0, . . . , Lu, the cardinality of the set of singular sites of the chain
with fixed jq0 is bounded by
7tpℓq, jqqq“0,...,L : jq “ jq0u ď K ,
and we deduce that
L ď Nd0 CpL , d, nqpLςΓqp2d`τ2`1qdK ď pΓKqd CpL , d, nqpLςΓqp2d`τ2`1qd .
By choosing ς such that ςp2d` τ2 ` 1qd ď 1{2, we deduce that L ď CpL , d, nqpKΓqCpd,τ2q.
Case 2. Dq0 P t0, . . . , Lu for which
G1 :“ spanR xpxq ´ xq0 , jq ´ jq0q , |q ´ q0| ď Lςy Ĺ G , g1 :“ dimG1 ď g ´ 1 ,
so all vectors pxq ´ xq0 , jq ´ jq0q belong to an affine subspace of dimension 1 ď g1 ď g´ 1. Then
we repeat the argument of Case 1 on the subchain tpℓq, jqq : |q ´ q0| ď Lςu, obtaining a bound
on Lς , thus for L. Applying this procedure at most d` 1 times, we obtain a bound on L of the
claimed form L ď pKΓqCpL ,d,n,τ0q.
3.2 Proof of Lemma 3.3
Write the bilinear form φL in (3.5) as the sum of two symmetric bilinear forms:
φL “ ´φ1 ` φ2 ,
φ1
`px, yq, px1, y1q˘ :“ xx1, φ2`px, yq, px1, y1q˘ :“ `y, y1˘L , (3.17)
where py, y1q
L
“ xWy,Wy1y
Rd
and W “ V´J is defined in (1.7).
Correspondingly we decompose the symmetric matrix AL ,λ in (3.11), as AL ,λ “ ´S ` R
where the symmetric matrices S “ pSi1i q1ďi,i1ďg and R “ pRi
1
i q1ďi,i1ďg are given by
Si
1
i :“ φ1pfi1 , fiq “ pω ¨ li1q pω ¨ liq , li :“ ℓqi ´ ℓq0 P Zn , (3.18)
Ri
1
i :“ φ2pfi1 , fiq “ pki1 , kiqL , ki :“ jqi ´ jq0 P Zd . (3.19)
Since pℓq, jqq, with indices |q ´ q0| ď Lς , is a Γ-chain, we have
max t|li|, |ki|u ď |qi ´ q0|Γ ď LςΓ , @1 ď i ď g . (3.20)
We write S “ pS1| ¨ ¨ ¨ |Sgq and R “ pR1| ¨ ¨ ¨ |Rgq where Si, Ri P Rg, i “ 1, . . . , g denote the
columns of S and R. The matrix S has rank 1 since all its columns Si P Rg are colinear:
Si “ pω ¨ liq l , @i “ 1, . . . , g , where l :“
¨˚
˝ω ¨ l1...
ω ¨ lg
‹˛‚ . (3.21)
By the multilinearity of the determinant along each column, we develop detAL ,λ as
detAL ,λ “ detp´S `Rq “ detR´ detpS1|R2| ¨ ¨ ¨ |Rgq ´ . . .´ detpR1| ¨ ¨ ¨ |Rg´1|Sgq (3.22)
where we used that the determinant of a matrix with two colinear columns Si, Si1 is null.
Now remark that detR is the same that we computed in Lemma 2.7 (substituting ki ù fi
in (2.17)), so we obtain
detR “ ‖CgpW qp‖2 (3.23)
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for some vector p P Zpdgq (notice that p could be zero since the vectors k1, . . . , kg may not be
independent).
In the next lemma we compute detpS1|R2| ¨ ¨ ¨ |Rgq ` ¨ ¨ ¨ ` detpR1| ¨ ¨ ¨ |Rg´1|Sgq.
Lemma 3.4. One has
detpS1|R2| ¨ ¨ ¨ |Rgq ` ¨ ¨ ¨ ` detpR1| ¨ ¨ ¨ |Rg´1|Sgq
“ λ2
ÿ
1ďc1ă¨¨¨ăcg´1ďd
¨˝ ÿ
1ďa1ă...ăag´1ďd
detpW a1¨¨¨ag´1c1¨¨¨cg´1 qω ¨ma1...ag´1‚˛
2
(3.24)
with integer coefficients ma1...ag´1 P Zn satisfying
|ma1...ag´1 | ď CpdqpLςΓqg . (3.25)
Proof. Developing the matrix R in (3.19) (recall (2.8) and (1.7)) we get
R “
dÿ
a,b,c“1
W ac W
b
c R
pabq
s , R
pabq :“
¨˚
˚˝kpaq1...
k
paq
g
‹˛‹‚´kpbq1 , . . . , kpbqg ¯ ,
where kpaqi is the a
th-component of the vector ki. Note that the g ˆ g symmetric matrix Rpabq
has colinear columns, with the s column given by
Rpabqs “ kpbqs kpaq, kpaq :“
¨˚
˚˝kpaq1...
k
paq
g
‹˛‹‚ , a, b “ 1, . . . , d , s “ 1, . . . , g . (3.26)
Writing the columns of R as Rs “
řd
a,b,c“1W
a
c W
b
c R
pabq
s and substituting in the first line of
(3.24), we get, by the multilinearity of the determinant,
detpS1|R2| ¨ ¨ ¨ |Rgq ` ¨ ¨ ¨ ` detpR1| ¨ ¨ ¨ |Rg´1|Sgq
“
dÿ
m2,...,mg“1
n2,...,ng“1
o2,...,og“1
ź
2ďhďg
Wmhoh W
nh
oh
¨ det `S1|Rpm2n2q2 | ¨ ¨ ¨ |Rpmgngqg ˘
` . . .`
dÿ
m1,...,mg´1“1
n1,...,ng´1“1
o1,...,og´1“1
ź
1ďhďg´1
Wmhoh W
nh
oh
¨ det `Rpm1n1q
1
| ¨ ¨ ¨ |Rpmg´1ng´1qg´1 |Sg
˘
(3.21),(3.26)“
dÿ
m1,...,mg´1“1
n1,...,ng´1“1
o1,...,og´1“1
ź
1ďhďg´1
Wmhoh W
nh
oh
¨ pω ¨ l1qkpn1q2 ¨ ¨ ¨ kpng´1qg det
`
l|kpm1q| ¨ ¨ ¨ |kpmg´1q˘
` . . .`
dÿ
m1,...,mg´1“1
n1,...,ng´1“1
o1,...,og´1“1
ź
1ďhďg´1
Wmhoh W
nh
oh
p´1qg´1pω ¨ lgqkpn1q1 ¨ ¨ ¨kpng´1qg´1 det
`
l|kpm1q| ¨ ¨ ¨ |kpmg´1q˘ .
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Note that, in the last equality, we have renamed the indices in the first sum and reordered the
columns of the matrix inside the determinant to have the vector l always in the first position. Now
we notice that the only non zero determinants are those where the indices mi are all different,
otherwise at least two columns are colinear. Thus the sums above are on distinct indices, namely
in each sum mi ‰ mi1 for i ‰ i1. Therefore the mi’s in each monomial are just a permutation of
some 1 ď a1 ă ¨ ¨ ¨ ă ag´1 ď d. Denote by σ~a the permutation of these g ´ 1 indices defined by
σ~apaiq “ mi @i, and by signσ~a its signature. By the alternating property of the determinant,
we have
det
`
l|kpm1q| ¨ ¨ ¨ |kpmg´1q˘ “ det `l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ signσ~a .
Therefore detpS1|R2| ¨ ¨ ¨ |Rgq ` . . .` detpR1| ¨ ¨ ¨ |Rg´1|Sgq equals
ÿ
1ďa1ă¨¨¨ăag´1ďd
det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ dÿ
n1,...,ng´1“1
o1,...,og´1“1
¨˝ ÿ
σ~aPSg´1
signσ~a
ź
1ďhďg´1
W σ~apahqoh
‚˛
ˆ
ź
1ďhďg´1
Wnhoh
”
pω ¨ l1qkpn1q2 . . . kpng´1qg ` . . .` p´1qg´1pω ¨ lgqkpn1q1 . . . kpng´1qg´1
ı (3.27)
where Sg´1 denotes the group of all possible permutations of the indices a1 ă ¨ ¨ ¨ ă ag´1. Now
one has ÿ
σ~aPSg´1
signσ~aW
σ~apa1q
o1
¨ ¨ ¨W σ~apag´1qog´1 “ detpW a1...ag´1o1...og´1 q
and this determinant is not zero only if the oi are permutation of some indices 1 ď c1 ă . . . ă
cg´1 ď d. As above, we denote by σ~c the permutation such that σ~cpciq “ oi, for all i. We obtain
(3.27) “
ÿ
1ďa1ă¨¨¨ăag´1ďd
1ďc1ă...ăcg´1ďd
det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ detpW a1...ag´1c1...cg´1 q
ˆ
dÿ
n1,...,ng´1“1
”
pω ¨ l1qkpn1q2 . . . kpng´1qg ` . . .` p´1qg´1pω ¨ lgqkpn1q1 . . . kpng´1qg´1
ı
ˆ
ÿ
σ~cPSg´1
signσ~cW
n1
c1
. . .Wng´1cg´1 .
(3.28)
Again, the last line equalsÿ
σ~aPSg´1
signσ~cW
n1
c1
. . .Wng´1cg´1 “ detpWn1...ng´1c1...cg´1 q
and the determinant is not zero only if the ni are permutation σ~b of some indices 1 ď b1 ă . . . ă
bg´1 ď d. We obtain thus
(3.28) “
ÿ
1ďa1ă¨¨¨ăag´1ďd
1ďc1ă...ăcg´1ďd
1ďb1ă...ăbg´1ďd
det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ detpW a1...ag´1c1...cg´1 q detpW b1...bg´1c1...cg´1 q
ˆ
ÿ
σ~bPSg´1
”
pω ¨ l1qkσ~bpb1q2 . . . k
σ~bpbg´1q
g ` . . .` p´1qg´1pω ¨ lgqkσ~bpb1q1 . . . k
σ~bpbg´1q
g´1
ı
.
(3.29)
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Now, the expression in the last line of (3.29) is nothing but the determinant of the matrix¨˚
˚˝˚˚ω ¨ l1 k
pb1q
1
. . . k
pbg´1q
1
ω ¨ l2 kpb1q2 . . . kpbg´1q2
...
... . . .
...
ω ¨ lg kpb1qg . . . kpbg´1qg
‹˛‹‹‹‚(3.21),(3.26)” `l|kpb1q| ¨ ¨ ¨ |kpbg´1q˘ (3.30)
as one sees easily by a Laplace expansion of the determinant along the first column and recalling
the Leibnitz formula for the determinant. In conclusion we have proved that
(3.29) “
ÿ
1ďa1ă¨¨¨ăag´1ďd
1ďc1ă...ăcg´1ďd
1ďb1ă...ăbg´1ďd
det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ detpW a1...ag´1c1...cg´1 q
ˆ detpW b1...bg´1c1...cg´1 qdet
`
l|kpb1q| ¨ ¨ ¨ |kpbg´1q˘
“
ÿ
1ďc1ă...ăcg´1ďd
¨˝ ÿ
1ďa1ă...ăag´1ďd
detpW a1...ag´1c1...cg´1 q det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘‚˛2 .
Now, (3.24)-(3.25) follow since
det
`
l|kpa1q| ¨ ¨ ¨ |kpag´1q˘ “ ω ¨ma1...ag´1 “ λω ¨ma1...ag´1
where ma1...ag´1 is a vector in Z
n satisfyingˇˇ
ma1...ag´1
ˇˇ ď Cpdq max
1ďiďg
|li| max
1ďiďg
|ki|g´1 ď CpdqpLςΓqg
by (3.20).
Formula (3.23), Lemma 3.4 and (3.22) imply (3.12).
Lemma 3.5. Consider
Pp,mpλ2q :“ ‖CgpW qp‖2 ´ λ2 ‖Cg´1pW qpω bmq‖2
where p P Zpdgq and m :“ pm~aq P Zp
d
g´1qn, ~a “ pa1, . . . , ag´1q with 1 ď a1 ă . . . ă ad ď g,
and ω bm :“ pω ¨m~aq~a P Rp
d
g´1qn. Let |m| :“ max |m~a|. Assume that ω P Rn is Diophantine,
according to (1.15). Then there exists cpL q ą 0 such that for τ ě τ1pd, n, τ0q large enough, for
any γ P “0, 1
4
cpL q‰, the set
rΛ :“ "λ P Λ : |Pp,mpλ2q| ě γ
1` |m|τ , @pp,mq ‰ p0, 0q
*
has large measure, more precisely
measpΛzrΛq ď CpL , ω, d, γ0qγ . (3.31)
Proof. For p P Zpdgq and m P Zp dg´1qn, let
ηp :“ ‖CgpW qp‖2 , ζmpωq :“ ‖Cg´1pW qpω bmq‖2 , Pp,mpξq “ ηp ´ ξζmpωq , ξ :“ λ2 .
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We have that measpΛzrΛq ď Cřpp,mq‰p0,0qmeaspRp,mq, where
Rp,m :“
"
ξ “ λ2 P
„
1
4
,
9
4

: |Pp,mpξq| ă γ
1` |m|τ
*
.
We distinguish two cases.
Case 1: p ‰ 0. Therefore
ηp “ ‖CgpW qp‖2 ě 1
‖CgpW q´1‖2
‖p‖2 ě cpL q|p|2 ě cpL q .
If Rp,m ‰ H then, since |ξ| ď 9{4 and γ P
“
0, 1
4
cpL q‰, we deduce that
|ζmpωq| ě cpL q
3
, |p|2 ď 3 |ζmpωq|
cpL q ď CpL , ω, dq|m|
2 , measpRp,mq ď 2γ
1` |m|τ
1
|ζmpωq| .
Hence, for τ :“ τpd, nq sufficiently large,ÿ
p‰0, m
measpRp,mq “
ÿ
0ă|p|ďC|m|,m
measpRp,mq ď CpL , ω, d, nqγ . (3.32)
Case 2: p “ 0. In this case m ‰ 0 and, by the invertibility of the compound matrix Cg´1pW q
and the diophantine condition (1.15), we get
ζmpωq ě cg´1pL q ‖ω bm‖2 ě cg´1pL q |ω bm|2 ě cg´1pL q γ
2
0
|m|2τ0 .
We deduce that, for τ ě 2τ0,
R0,m Ď
ˆ
0,
γ
1` |m|τ
|m|2τ0
γ2
0
cpL q

Ď
ˆ
0,
γ
γ2
0
cpL q

.
This inclusion and (3.32) prove (3.31).
Proof of Lemma 3.3 piq–piiiq. Item piq follows combining (3.22) with (3.23) and Lemma 3.4.
To prove item piiq it is sufficient to notice that detAL ,λ is not zero when evaluated at iλ.
Indeed the matrix AL ,iλ is the Gram matrix of the vectors fi with respect to the scalar product
φ1 ` φ2. Being f1, . . . , fg linearly independent, detAL ,iλ ą 0. In particular the integer vectors
pp,mq ‰ p0, 0q. Finally item piiiq follows by Lemma 3.5 and the bound (3.13) for |m~a|, choosing
N0 “ γ´1 and τ2 :“ gτ1pd, n, τ0q.
4 Quasi-periodic solutions of Schrödinger equation
It is convenient to consider the nonlinear Schrödinger equation in (1.12) coupled with its complex
conjugate equation, so we look for zeros of the nonlinear operator
F pǫ, λ, ¨q : Hs`2pTn`d,Cq ˆHs`2pTn`d,Cq Ñ HspTn`d,Cq ˆHspTn`d,Cqˆ
u`
u´
˙
ÞÑ Dpλq
ˆ
u`
u´
˙
´ ǫfpu`, u´q , (4.1)
where u˘ are functions of the periodic variables pϕ, xq P TnˆTd, Dpλq is the differential operator
Dpλq :“
ˆ
iλω ¨ Bϕ ´∆L `m 0
0 ´iλω ¨ Bϕ ´∆L `m
˙
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and fpu`, u´q is the nonlinearity
fpu`, u´q :“
ˆ
f`pϕ, x, u`, u´q
f´pϕ, x, u`, u´q
˙
;
here f˘pu, vq are two extensions (in the real sense) of fpϕ, x, uq so that f`pu, uq “ f´pu, uq “ fpuq
and Buf`pu, uq “ Bvf´pu, uq P R, Buf`pu, uq “ Buf´pu, uq “ Bvf`pu, uq “ Bvf´pu, uq “ 0 and
Bvf`pu, uq “ Buf´pu, uq, see e.g. [BCP15].
We look for zeros of F in the subspace
U :“
!
u “ pu`, u´q P HspTn`d,Cq ˆHspTn`d,Cq : u` “ u´
)
.
The set K of (A.1) is then K “ Zn ˆ Zd ˆ t1,´1u and the scale of Hilbert spaces (A.2) is
HspTn`d,Cq ˆHspTn`d,Cq written in Fourier variables.
As in the application to NLW, the main difficulty is to verify a bound for the length of chains
of singular sites of Dpλq. We begin by specializing Definitions A.2–A.4 to the case of NLS.
First, given Γ ě 2, a sequence of distinct integer vectors pℓq, jq, aqqq“0,...,L Ă ZnˆZdˆt1,´1u
is a Γ-chain if maxt|ℓq`1 ´ ℓq| , |jq`1 ´ jq| , |aq`1 ´ aq|u ď Γ, @0 ď q ď L´ 1. The number L is
called the length of the chain (see Definition A.2).
The operator Dpλq in the basis of exponentials
eiℓ¨ϕej,apxq , ej,apxq :“
"peij¨x, 0q if a “ `1
p0, eij¨xq if a “ ´1 , (4.2)
is represented by the infinite dimensional matrix
Dpλq :“ diagℓ,j,a pDℓ,j,apλqq , Dℓ,j,apλq :“ ´aλω ¨ ℓ` µj `m, pℓ, j, aq P Zn ˆ Zd ˆ t1,´1u ,
where µj are defined in (1.6). For θ P R define also
Dpλ, θq :“ diag pDℓ,j,apλ, θqq , Dℓ,j,apλ, θq :“ ´apλω ¨ ℓ` θq ` µj `m.
Now recall that a site pℓ, j, aq P Zn ˆ Zd ˆ t´1, 1u is called singular if |Dℓ,j,apλ, θq| ă 1 (see
Definition A.3).
For any Σ Ď Zn ˆ Zd ˆ t1,´1u and r P Zd, we denote by Σr the section of Σ at fixed r, namely
Σr :“ tpℓ, r, aq P Σu. Given K ą 1, denote by ΣK any subset of singular sites of Dpλ, θq such
that the cardinality of the section Σr satisfies 7ΣrK ď K, for any r P Σ (see Definition A.4).
The key result is the following bound on the length of Γ-chains of singular sites.
Proposition 4.1 (Separation of singular sites for NLS). There exists a constant CpL , d, nq ą 0
such that for all λ P Λ, θ P R and for all K ą 1,Γ ě 2, any Γ-chain of singular sites of Dpλ, θq
in ΣK has length L ď pKΓqCpL ,d,nq.
We postpone the proof to the next section 4.1 and we first prove Theorem 1.2 for NLS.
Verification of the assumptions of Berti-Corsi-Procesi theorem. First, (A.4) is trivially
satisfied with σ “ 2. Moreover, provided f P Cq for q large enough and s0 ą pd`nq{2, the tame
estimates (f1)–(f2) hold true.
We verify now Hypothesis 1–3 concerning the operator Dpλq ` ǫT puq,
T puq “
ˆ
ppϕ, xq qpϕ, xq
qpϕ, xq ppϕ, xq
˙
,
ppϕ, xq :“ ´Bu`f`pϕ, x, u`pϕ, xq, u´pϕ, xqq
qpϕ, xq :“ ´Bu´f´pϕ, x, u`pϕ, xq, u´pϕ, xqq ,
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obtained linearizing (4.1) at a point pu`, u´q P U . By the Hamiltonian structure (1.13), the
conditions on f˘ and the request pu`, u´q P U , the function ppϕ, xq is real and qpϕ, xq is complex
valued.
Verification of Hypothesis 1. The covariance property (A.6) holds with Dj,apyq “ ´ay`µj `m.
The multiplication operator T puq, is represented, in the exponential basis (4.2), by the Töpliz
matrix
T
pℓ1,j1,aq
pℓ,j,aq “ ppj ´ j1, ℓ´ ℓ1q if a “ ˘1 , T
pℓ1,j1,´1q
pℓ,j,1q “ qpj ´ j1, ℓ´ ℓ1q , T
pℓ1,j1,1q
pℓ,j,´1q “ qpj ´ j1, ℓ´ ℓ1q ,
where ppj, ℓq, qpj, ℓq are the Fourier coefficients of the functions ppϕ, xq, qpϕ, xq. Then (A.7) holds
and (A.8)-(A.9) hold with σ0 “ 0.
Verification of Hypothesis 2. By a direct computation Hypothesis 2 is met with n “ 2.
Verification of Hypothesis 3. It is the content of Proposition 4.1.
The verification of the measure estimates (A.13) follows exactly as in [BB13], and we omit
it. Applying Theorem A.5 we prove Theorem 1.2 for NLS.
4.1 Proof of Proposition 4.1
Let pℓq, jq, aqqq“0,...,L be a Γ-chain of singular sites for Dpλ, θq; in particular
max
q“0,...,L´1
t|ℓq`1 ´ ℓq|, |jq`1 ´ jq|u ď Γ . (4.3)
As in Section 2.1, we introduce the quadratic form and the associated scalar product
‖y‖
2
L
:“ ‖Wy‖2 , `y, y1˘
L
“ @Wy,Wy1D
Rd
, y, y1 P Rd .
We have the following lemma.
Lemma 4.2. For all q0, q P t0, . . . , Lu we haveˇˇpjq0 , jq ´ jq0qL ˇˇ ď CpL , d, nq|q ´ q0|2Γ2 . (4.4)
Proof. By the definition of singular sites, for all q P t0, . . . , Lu,#ˇˇ
µjq ´ ω ¨ ℓq `m´ θ
ˇˇ ă 1 if aq “ `1 ,ˇˇ
µjq ` ω ¨ ℓq `m` θ
ˇˇ ă 1 if aq “ ´1 ,
which leads to one of the following θ-independent inequalitiesˇˇ˘ω ¨ pℓq`1 ´ ℓqq ` µjq`1 ˘ µjq ˇˇ ď 2p|m| ` 1q .
By (4.3) we deduce ˇˇ
µjq`1 ˘ µjq
ˇˇ ď 2p|m| ` 1q ` n|ω|Γ ď C1Γ
for some C1 :“ C1pm,nq. Since
ˇˇ
µjq`1 ´ µjq
ˇˇ ď ˇˇµjq`1 ` µjq ˇˇ, in any case we obtain the boundˇˇ
µjq`1 ´ µjq
ˇˇ ď C1Γ , @q P t0, . . . , Lu .
Therefore, for any q, q0 P t0, . . . , Lu we getˇˇˇ
‖jq‖
2
L
´ ‖jq0‖2L
ˇˇˇ
“ ˇˇµjq ´ µjq0 ˇˇ ď C1|q ´ q0|Γ .
Since ‖jq‖
2
L
“ ‖jq0‖2L ` 2pjq0 , jq ´ jq0qL ` ‖jq ´ jq0‖2L , we deduceˇˇpjq0 , jq ´ jq0qL ˇˇ ď ˇˇ‖jq‖2L ´ ‖jq0‖2L ˇˇ` ‖jq ´ jq0‖2L ď CpL , d, nqΓ2|q ´ q0|2
which is (4.4).
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At this point the proof closely follows that in Section 2.1 and we shall be short. Consider the
subspace
G :“ span
R
@
jq ´ jq1 , 0 ď q, q1 ď L
D “ span
R
xjq ´ jq0 , q “ 0, . . . , Ly , @q0 “ 0, . . . , L ,
with dimension g :“ dimG, 1 ď g ď d. Decompose Rd “ G ‘ GKp¨,¨qL as in (2.13), and let PG
denote the orthogonal projector on G. As in the proof of Proposition 2.5, in order to bound the
norm of each PGjq0 we consider two cases.
Case 1. For any q0 P t0, . . . , Lu, it results that spanR xjq ´ jq0 , |q ´ q0| ď Lςy “ G with ς :“
r3pd ` 2qds´1. Then we select a basis f1, . . . , fg of G extracted from jq ´ jq0 , |q ´ q0| ď Lς .
Proceeding as in the proof of Proposition 2.5 and using estimate (4.4) in place of (2.11), one
proves the bound
7 t jq : 0 ď q ď Lu ď CpL , d, nqpLςΓqpd`2qd.
By the assumptions of Proposition 4.1, the Γ-chain belongs to ΣK , thus the cardinality of the
set of singular sites in the Γ-chain with fixed jq0 is bounded by K, namely
7tpℓq, jq, aqqq“0,...,L : jq “ jq0u ď K ,
and therefore we get that
L ď CpL , d, nqpLςΓqpd`2qdK .
Since ςpd` 2qd ď 1{2 we finally deduce that L ď pKΓqc1pL ,d,nq.
Case 2. Dq0 P t0, . . . , Lu for which g1 :“ dim spanR xjq ´ jq0 , |q ´ q0| ď Lςy ď g ´ 1. Then
one argues as in Case 2 of Proposition 2.5, obtaining a bound of the form L ď pKΓqCpL ,d,nq as
claimed, completing the proof of Proposition 4.1.
A Berti-Corsi-Procesi abstract Nash-Moser theorem
We state here Berti-Corsi-Procesi abstract theorem [BCP15] specified to the case when the index
of the space-Fourier component runs all over Zd (which is the situation in case the spatial variable
x belongs to Td). Consider a scale of Hilbert sequence spaces defined in the following way. Define
first the index set
K :“ Zn ˆ Zd ˆ A Q pℓ, j, aq “ k (A.1)
where the set A “ t1u (for NLW) or A “ t1,´1u (for NLS). If A “ t1u we simply write k “ pℓ, jq.
For k “ pℓ, j, aq, k1 “ pℓ1, j1, a1q P K we set
distpk, k1q :“
#
1 if ℓ “ ℓ1, j “ j1, a ‰ a1
maxt|ℓ´ ℓ1|, |j ´ j1|u otherwise ;
here |ℓ| :“ maxt|ℓ1|, ¨ ¨ ¨ , |ℓn|u, |j| :“ maxt|j1|, ¨ ¨ ¨ , |jd|u. For any s ě 0, define the Sobolev space
Hs :“ HspKq :“
!
u “tukukPK , uk P C : }u}2s :“
ÿ
kPK
xwky2s|uk|2 ă 8
)
(A.2)
where the weights xwky :“ maxp1, |ℓ|, |j|q.
A bounded linear operator M : Hs Ñ Hs is represented by an infinite dimensional matrix
pMk1k qk,k1PK. We define now a norm on such operators.
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Definition A.1 (s-decay norm). We say that a linear operator M has finite s-decay norm if
|M |2s :“
ÿ
pℓ,jqPZnˆZd
maxp1, |ℓ|, |j|q2s sup
ℓ1´ℓ2“ℓ
j1´j2“j
∥
∥
∥M
tℓ2,j2u
tℓ1,j1u
∥
∥
∥
0
ă 8
where M
tℓ2,j2u
tℓ1,j1u
:“
!
M
pℓ2,j2,a2q
pℓ1,j1,a1q
)
a,a1PA
and ‖¨‖
0
is the operatorial norm.
Consider a nonlinear operator F pǫ, λ, ¨q : Hs`σ Ñ Hs of the form
F pǫ, λ, uq “ Dpλqu ` ǫfpuq (A.3)
where ǫ ą 0 is a small parameter, λ P Λ Ă r1{2, 3{2s and Dpλq is a linear diagonal operator
Dpλq : Hs`σ Ñ Hs fulfilling
‖Dpλqh‖s , ‖BλDpλqh‖s ď Cpsq ‖h‖s`σ . (A.4)
The nonlinearity f is assumed to be at least of class C2pBs0
1
, Hs0q for some s0 ą pd ` nq{2,
where Bs0
1
is the ball of center zero and radius 1 in Hs0 . We assume that the following tame
estimates hold: given S1 ą s0, for all s P rs0, S1q there exists a constant Cpsq ą 0 such that for
any }u}s0 ď 2,
(f1) }dfpuqrhs}s ď Cpsq
`}u}s}h}s0 ` }h}s˘,
(f2) }d2fpuqrh, vs}s ď Cpsq
´
}u}s}h}s0}v}s0 ` }h}s}v}s0 ` }h}s0}v}s
¯
.
The main assumptions are on the operator which is obtained by linearizing (A.3) at a point
u P Hs: we denote it by
L “ Lpλ, ǫ, uq :“ Dpλq ` ǫT puq (A.5)
where T puq :“ dfpuq.
Hypothesis 1. Let ω P Rd satisfy (1.15). There exist a function D : Zd ˆ Aˆ R Ñ C and σ0 ą 0
such that for all }u}s0 , }u1}s0 ď 2 and s0 ` σ0 ă s ă S1, one has
(Covariance) Dpℓ,j,aqpλq “ Dpj,aqpλω ¨ ℓq, @λ P Λ , (A.6)
(Töplitz in time) T pℓ
1,j1,a1q
pℓ,j,aq “ T
pj1,a1q
pj,aq pℓ ´ ℓ1q , (A.7)
(Off diagonal decay) |T puq|s´σ0 ď Cpsqp1 ` }u}sq , (A.8)
(Lipschitz) |T puq ´ T pu1q|s´σ0 ď Cpsq
`}u´ u1}s ` p}u}s ` }u1}sq}u´ u1}s0˘ . (A.9)
In order to state the next hypothesis, we define for any θ P R the infinite matrices
Dpλ, θq :“ DiagpDpℓ,j,aqpλ, θqq , Dpℓ,j,aqpλ, θq :“ Dpj,aqpω ¨ ℓ` θq ,
Lpǫ, λ, θ, uq :“ Dpλ, θq ` ǫT puq .
Hypothesis 2. There is n P N such that for all τ1 ą 1, N ą 1, λ P Λ, pℓ, j, aq P K the set
 
θ P R : |Dpℓ,j,aqpλ, θq| ď N´τ1
( Ď nď
q“1
Iq intervals with measpIqq ď N´τ1 . (A.10)
The last hypothesis that is needed concerns separation properties of clusters of singular sites. To
state it, we need some preliminary definitions.
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Definition A.2 (Γ-chain). Given Γ ě 2, a sequence of distinct integer vectors pkqqq“0,...,L Ă K
is a Γ-chain if
distpkq`1, kqq ď Γ , @0 ď q ď L´ 1 .
The number L is called the length of the chain.
Definition A.3 (Singular sites). We say that k P K is a singular site for the matrix D :“
DiagpDkq if |Dk| ă 1.
For any Σ Ď K and r P Zd, we denote by Σr the section of Σ at fixed r, namely
Σr :“ tk “ pℓ, r, aq P Σu .
Definition A.4. Let θ, λ be fixed and K ą 1. We denote by ΣK any subset of singular sites of
Dpλ, θq such that the cardinality of the sections Σr satisfies 7ΣrK ď K, for any r P Σ.
Hypothesis 3. There exist a constant CpL , d, nq ą 0 and for any N0 ě 2, a set rΛ “ rΛpN0q such
that for all λ P rΛ, θ P R and for all K ą 1,Γ ě 2 with ΓK ě N0, any Γ-chain of singular sites of
Dpλ, θq in ΣK (as in Definition A.4) has length L ď pKΓqCpL ,d,nq.
Given a family of matrices Lpθq parametrized by a parameter θ P R and N ą 1, for any k “
pℓ, j, aq P K we denote by LN,ℓ,jpθq the sub-matrix of Lpθq centered at pℓ, jq, i.e.
LN,ℓ,jpθq :“
 
Lk
1
k pθq : distpk, k1q ď N
(
.
For τ ą 0, N0 ě 1, set
Λ :“ ΛpN0, τq :“
 
λ P Λ: |Dkpλq| ě N´τ0 , @k “ pℓ, j, aq P K : maxt|ℓ|, |j|u ď N0
(
. (A.11)
Theorem A.5 (Berti-Corsi-Procesi). Let e ą d`n`1. Assume that F in (A.3) satisfies (A.4),
(f1)–(f2) and Hypotheses 1–3 with S1 large enough, depending on e. Then, there are τ1 ą 1,
N0 P N, s1, S P ps0 ` σ0, S1 ´ σ0q with s1 ă S (all depending on e) and cpSq ą 0 such that for
all N0 ě N0, if the smallness condition
ǫNS0 ă cpSq (A.12)
holds, then the following holds:
1. (Existence) There exist a function uǫ P C1pΛ, Hs1`σq with u0pλq “ 0, and a set Cǫ Ă Λ
(defined only in terms of uǫ), such that, for all λ P Cǫ, we have F pǫ, λ, uǫpλqq “ 0.
2. (Measure estimate) Let N0 “ rǫ´1{pS`1qs with ǫ small enough so that (A.12) holds.
Assume that for all N ě N0,
measpΛzG0N q, measpΛzGN q “ OpN´1q , measpΛzpΛX rΛqq “ OpN´10 q , (A.13)
where rΛ “ rΛpN0q is defined in Hypothesis 3, Λ in (A.11), and, for all N P N,
GN :“
!
λ P Λ : }L´1N,0,0pǫ, λ, uǫpλqq}0 ď N τ1{2
)
,
G
0
N :“
!
λ P Λ : @j0 P Zd there is a covering
B
0
N pj0, ǫ, λq Ă
Neď
q“1
Iq, with Iq “ Iqpj0q intervals with measpIqq ď N´τ1
)
where
B
0
N pj0, ǫ, λq :“
!
θ P R : }L´1N,0,j0pǫ, λ, θ, uǫpλqq}0 ą N τ1{2
)
.
Then Cǫ satisfies, for some K ą 0, the measure estimate measpΛzCǫq ď Kǫ1{pS`1q.
26
References
[BGMR17] D. Bambusi, B. Grébert, A. Maspero, and D. Robert. Growth of Sobolev norms for abstract
linear Schrödinger Equations. J. Eur. Math. Soc. (JEMS), in press, 2017.
[BGMR18] D. Bambusi, B. Grébert, A. Maspero, and D. Robert. Reducibility of the quantum har-
monic oscillator in d-dimensions with polynomial time-dependent perturbation. Anal. PDE,
11(3):775–799, 2018.
[BB12] M. Berti and P. Bolle. Sobolev quasi-periodic solutions of multidimensional wave equations
with a multiplicative potential. Nonlinearity, 25(9):2579–2613, 2012.
[BB13] M. Berti and P. Bolle. Quasi-periodic solutions with Sobolev regularity of NLS on Td with
a multiplicative potential. J. Eur. Math. Soc. (JEMS), 15(1):229–286, 2013.
[BBP10] M. Berti, P. Bolle, and M. Procesi. An abstract Nash-Moser theorem with parameters and
applications to PDEs. Ann. Inst. H. Poincaré Anal. Non Linéaire, 27(1):377–399, 2010.
[BCP15] M. Berti, L. Corsi, and M. Procesi. An abstract Nash-Moser theorem and quasi-periodic
solutions for NLW and NLS on compact Lie groups and homogeneous manifolds. Comm.
Math. Phys., 334(3):1413–1454, 2015.
[BP11] M. Berti and M. Procesi. Nonlinear wave and Schrödinger equations on compact Lie groups
and homogeneous spaces. Duke Math. J., 159(3):479–538, 2011.
[BK18] P. Bolle and C. Khayamian. Quasi periodic solutions for the forced NLW equation with
potential on Zoll manifolds. preprint 2018.
[Bou98] J. Bourgain. Quasi-periodic solutions of Hamiltonian perturbations of 2D linear Shödinger
equation. Ann. Math., 148:363–439, 1998.
[Bou99a] J. Bourgain. Growth of Sobolev norms in linear Schrödinger equations with quasi-periodic
potential. Comm. Math. Phys., 204(1):207–247, 1999.
[Bou99b] J. Bourgain. On growth of Sobolev norms in linear Schrödinger equations with smooth
time dependent potential. J. Anal. Math., 77:315–348, 1999.
[Bou05] J. Bourgain. Green’s function estimates for lattice Schrödinger operators and applications,
volume 158 of Annals of Mathematics Studies. Princeton Univ. Press, Princeton, NJ, 2005.
[Bou07] J. Bourgain. On Strichartz’s inequalities and the nonlinear Schrödinger equation on irra-
tional tori. In Mathematical aspects of nonlinear dispersive equations, volume 163 of Ann.
of Math. Stud., pages 1–20. Princeton Univ. Press, Princeton, NJ, 2007.
[BD15] J. Bourgain and C. Demeter. The proof of the l2 decoupling conjecture. Ann. Math.,
182(1):351–389, 2015.
[CW10] F. Catoire and W.-M. Wang. Bounds on Sobolev norms for the defocusing nonlinear
Schrödinger equation on general flat tori. Comm. Pure Appl. Anal., 9(2):483–491, 2010.
[CHP15] L. Corsi, E. Haus, and M. Procesi. A KAM result on compact Lie groups. Acta Appl.
Math., 137:41–59, 2015.
[Del10] J.-M. Delort. Growth of Sobolev norms of solutions of linear Schrödinger equations on
some compact manifolds. Int. Math. Res. Not. (IMRN), (12):2305–2328, 2010.
[Del14] J.-M. Delort. Growth of Sobolev norms for solutions of time dependent Schrödinger oper-
ators with harmonic oscillator potential. Comm. PDE, 39(1):1–33, 2014.
[Den17] Y. Deng. On growth of Sobolev norms for energy critical NLS on irrational tori: small
energy case. Comm. Pure App. Math., DOI:10.1002/cpa.21797, 2018.
[DG17] Y. Deng and P. Germain. Growth of solutions to NLS on irrational tori. Int. Math. Res.
Not. (IMRN), 2017.
[DGG17] Y. Deng, P. Germain, and L. Guth. Strichartz estimates for the Schrödinger equation on
irrational tori. J. Funct. Anal., 273(9):2846–2869, 2017.
27
[DLS08] P. Duclos, O. Lev, and P. Stovícek. On the energy growth of some periodically driven
quantum systems with shrinking gaps in the spectrum. J. Stat. Phys., 130(1):169–193,
2008.
[EGK16] H. Eliasson, B. Grébert, and S. Kuksin. KAM for the nonlinear beam equation. Geom.
Funct. Anal. (GAFA), 26(6):1588–1715, 2016.
[EK09] H. Eliasson and S. Kuksin, On reducibility of Schrödinger equations with quasiperiodic in
time potentials, Comm. Math. Phys., 286, 125-135, 2009.
[EK10] H. Eliasson and S. Kuksin. KAM for the nonlinear Schrödinger equation. Ann. of Math.
(2), 172(1):371–435, 2010.
[FZ12] D. Fang and Q. Zhang. On growth of Sobolev norms in linear Schrödinger equations with
time dependent Gevrey potential. J. Dynam. Diff. Eq., 24(2):151–180, 2012.
[Gan59] F. Gantmacher. The Theory of Matrices. vol. 1 and vol. 2. , Chelsea Publishing Company,
New York 68, 1959.
[GXY11] J. Geng, X. Xu, and J. You. An infinite dimensional KAM theorem and its application to
the two dimensional cubic Schrödinger equation. Adv. Math., 226(6):5361–5402, 2011.
[GP16] B. Grébert and E. Paturel. KAM for the Klein Gordon equation on Sd. Boll. Unione Mat.
Ital., 9(2):237–288, 2016.
[GHHMP18] M. Guardia, Z. Hani, E. Haus, A. Maspero, M. Procesi. Strong nonlinear instability and
growth of Sobolev norms near quasiperiodic finite-gap tori for the 2D cubic NLS equation
ArXiv e-prints, arXiv:1810.03694, 2018.
[GOW14] Z. Guo, T. Oh, and Y. Wang. Strichartz estimates for Schrödinger equations on irrational
tori. Proc. Lond. Math. Soc. (3), 109(4):975–1013, 2014.
[Mas18] A. Maspero. Lower bounds on the growth of Sobolev norms in some linear time dependent
Schrödinger equations. Math. Res. Lett. (MRL), in press, 2018.
[MP18] A. Maspero and M. Procesi. Long time stability of small finite gap solutions of the cubic
nonlinear Schrödinger equation on T2. J. Diff. Eq., 265(7):3212–3309, 2018.
[MR17] A. Maspero and D. Robert. On time dependent Schrödinger equations: Global well-
posedness and growth of Sobolev norms. J. Funct. Anal., 273(2):721 – 781, 2017.
[Nen97] G. Nenciu. Adiabatic theory: stability of systems with increasing gaps. Annales de l’I. H.
P., 67-4:411–424, 1997.
[PTV17] F. Planchon, N. Tzvetkov, and N. Visciglia. On the growth of Sobolev norms for NLS on
2- and 3-dimensional manifolds. Anal. PDE, 10(5):1123–1147, 2017.
[PP15] C. Procesi and M. Procesi. A KAM algorithm for the resonant non-linear Schrödinger
equation. Adv. Math., 272:399–470, 2015.
[PP16] M. Procesi and C. Procesi. Reducible quasi-periodic solutions for the non linear Schrödinger
equation. Boll. Unione Mat. Ital., 9(2):189–236, 2016.
[SW18] G. Staffilani and B. Wilson. Stability of the Cubic Nonlinear Schrodinger Equation on
Irrational Tori. ArXiv e-prints, arXiv:1806.01635, 2018.
[Wan16] W.-M. Wang. Energy supercritical nonlinear Schrödinger equations: quasiperiodic solu-
tions. Duke Math. J., 165(6):1129–1192, 2016.
[Wan17] W.-M. Wang. Quasi-Periodic Solutions For Nonlinear Klein-Gordon Equations. ArXiv
e-prints, arXiv:1609.00309, 2016.
28
