INTRODUCTION AND SCOPE OF THE REVIEW
One of the impressive feats of biological motor control systems is their ability to calibrate themselves and improve their performance with experience. Man-made machines are typically calibrated using external measuring devices and references, and often execute the same errors repeatedly. An important step toward understanding biological motor behavior, and also toward building more useful machines, is to understand how motor learning is achieved. The architecture of the nervous system affects what can be learned and how it might be learned. Hypotheses concerning biological motor control are primarily discussed from the point of view of how well a proposed control scheme might generate desired movements. Few have evaluated hypotheses from a motor learning perspective. This review explores the implications of several proposed motor control schemes for certain issues of learning, such as generalization, learning efficiency, rate of learning, and the ability to interpret and correct performance errors. My own interest in motor learning was sparked by discovering that some control schemes, such as the equilibrium trajectory approach (Berkinblit et al 1986 , Hogan et al 1987 , do not support efficient movement refinement during practice (C. G. Atkeson, unpublished results) .
This review focuses on the information processing issues involved in motor learning. Learning is an information processing problem: A learning algorithm modifies present and future commands by using information from previous experience so as to improve performance. Marr (1982) emphasized the need for a computational approach to information pro-ATKESON cessing problems in neuroscience. He emphasized separating the different levels of computational theory, algorithm, and implementation. Computational theories describe the information processing problems faced by the brain, whereas algorithms specify how to solve those problems, and implementations specify the mechanisms used to execute algorithms. Recent reviews in this series (Hildreth & Koch 1987; Poggio & Poggio 1984 , Robinson 1981 , Ullman 1986 ) and elsewhere (Hildreth & Hollerbach 1985 , Hollerbach 1982 , Raibert 1986 , Saltzman 1979 ) discuss computational approaches and how these approaches are shaped by and help guide other forms of neuroscience rcsearch.
Robotics is an important source of ideas for biologists. The study of robot control and learning contributes to the understanding of biological motor control and learning, and therefore this review also surveys relevant work in robotics. Many proposed methods for robot control and learning are also applicable for biological control, and vice versa. Although the actuators, sensors, structure, and computational architecture of the control systems of mechanical and biological limbs differ, at an information processing level the control problems are similar. The same laws of physics apply, and the mechanical objectives of movement and manipulation are identical. Trying to program a robot to solve a problem that humans routinely solve leads to greater comprehension and insight into what makes that problem difficult. Robots provide a testbed for developing and evaluating hypothesized control schemes and allow exploration of a wide range of possible solutions, some of which may be directly applicable to biological motor control. Specific algorithms and the observed behavior of those algorithms on a machine can guide biological research by suggesting novel experimental tests of hypothesized control schemes. In trying to build a machine that actually works, theories are forced to he specific and concrete, and difficult issues cannot be ignored.
Many control schemes have been criticized for requiring accurate internal models. A reason for renewed interest in motor learning is the recent research showing that it is possible to identify accurate models from movement data. A description of these demonstrations of motor learning in robots is included in this review.
This article emphasizes arm control. Two kinds of motor learning are examined. The first involves building and refining internal models of the motor apparatus and the external world, and using those models to generate the appropriate actuator commands and to guide interpretation and processing of sensory data. The second involves using internal models to transform performance errors into command corrections. The particular tasks used to assess motor learning include moving the hand to a visually observed target and attaining a desired pattern of movement either with www.annualreviews.org/aronline Annual Reviews or without a load. A recent review of arm motor control psychophysics and neurophysiology is provided by Georgopoulos (1986) . Recent reviews of motor learning from a variety of perspectives include Adams (1984 Adams ( , 1987 , Annett (1985) , Grossberg & Kuperstein (1986) , Salmoni et al (1984) , Schmidt (1982) , and Smyth & Wing (1984) .
The study of motor learning may help reveal the forms of representation used by the nervous system. Two alternative representations, structured and tabular, have received a great deal of attention and support different forms of learning. Structured representations can take advantage of prior knowledge of the constraints on a system, whereas tabular representations are general purpose in that they can represent almost any type of transformation. The review focuses on the transformations involved in translating a behavioral objective into muscle activation, and the implications for motor learning of how these transformations are represented. The next section discusses these transformations. In this article the discussion of the issues and the review of the literature have been separated. The third section explores important issues in learning these transformations. The final sections survey how particular proposals have addressed these issues.
MOTOR CONTROL INVOLVES TRANSFORMATIONS
Motor control may be viewed as a series of transformations from a specified behavioral objective to a plan specifying the desired mechanical output of the motor apparatus and finally to a pattern of activation of the muscles (Hollerbach 1982 , Hildreth & Hollerbach 1985 . Progress has been made in understanding the planning process (see for further references). In this section the transformations that may be involved in executing a movement are discussed. It is assumed that a movement plan already exists. Two types of transformations, kinematic and dynamic, are explored.
Kinematic Transformations
One series of transformations involved in the execution of a movement is kinematic. A limb, as a mechanical device, converts muscle lengths and joint angles to hand positions. This process is referred to as forward kinematics ( Figure 1A ). In Figure 2A an idealized model of this transformation for movements in a vertical plane is illustrated. The arm is modeled as two rigid links of length l~ and 12. The links rotate about horizontal parallel axes that are fixed with respect to the links. For this idealized model the forward kinematics from joint angles (01, 02) to hand position (x, y) are given ATKESON \l, sin (O,) + l: sin (O~ + O2) 1.
The nervous system is faced with the following problem: Given a desired hand position, choose the appropriate muscle lengths and corresponding joint angles to achieve that position. The transformation from desired hand position to the corresponding joint angles and muscle lengths is known as the inverse kinematic transformation (Figure 1.4) . That we can view a target in space, close our eyes, and move our hand to that target suggests that we have an internal representation or model of the transformation from desired hand positions to joint angles and muscle lengths. Internal models of arm kinematics are also useful in choosing torques at the joints of the arm to achieve a particular force and torque between the hand and some external object. Learning to move accurately may involve building internal models of kinematic transformations.
Dynamic Transformations
Another set of transformations become important when the pattern of movement is to be controlled. In order to drive the limb along a particular trajectory, the appropriate torques must be applied at the joints. The transformation from joint torques to movement is referred to as forward dynamics (Figure 1/3 ). The pattern of muscle activation to achieve these torques may be generated in a variety of ways, including pure feedback (closed loop) control, pure feedforward (open loop) control, or combination of feedback and feedforward control (Houk & Rymer 1981) .
Muscle mechanical properties, such as stiffness and viscosity, also contribute to the applied torques (Bizzi et al 1978) . For fast movements, such as a baseball pitch, feedback control can play only a small role in controlling the movement because of information transmission delays. Instead, the nervous system must specify the pattern of muscle activation corresponding to the desired pattern of motion. The transformation from a desired pattern of motion to the actuator commands necessary to achieve that motion is referred to as inverse dynamics ( Figure 1B ). The inverse dynamics transformation from a desired pattern of motion to muscle activation may be broken up into a series of transformations: pattern of motion to joint torques, joint torques to muscle forces, and muscle forces to the necessary muscle activations. Each segment of the arm has a mass (m~ and m2), a location of the center of mass relative to the proximal joint [the vectors 21 = (Cx,,cyl) and c2 = (c~2 , cy~)], and a moment of inertia for rotations around the joint axis (I~ and I~) ( Figure 2B ). The parameter 9 is the gravitational constant. inertial parameters of mass, mass moment (the product of the arm segment www.annualreviews.org/aronline Annual Reviews mass and its center of mass location), and moment of inertia appear linearly in the inverse dynamics.
Simpler models may be used to approximate the dynamics. Different versions of the equilibrium trajectory approach, for example, either ignore dynamics or use a configuration-independent mass-spring-damper model to approximate the dynamics (Hogan et al 1987 , Feldman 1986 .
In both engineering and biology, control problems can be posed in the following way: The mechanical apparatus to be controlled transforms its inputs (commands) into some outputs (performance). The control system generates the appropriate commands based on the desired performance of the motor apparatus. To achieve high levels of performance a control system must implement the inverse of the transformation performed by the motor apparatus ( Figure 1C ). This is true even when using feedback control, and it is especially true in biological systems where signaling delays limit possible feedback gains. One view of n~otor learning is that its goal is to build an accurate inverse model of the motor apparatus.
Inverse Transformations
Can Be Implemented In Many Ways Inverse models of the motor apparatus can be represented in many ways. The inverse kinematic transformation is used here as an example. The inverse kinematic transformation for the idealized two-joint arm model can be represented mathematically:
To control a two-joint robot arm, the inverse kinematic transformation could be implemented as a digital computer program ( Figure 3A ), a special purpose analog (or digital) computational circuit that corresponds to the mathematical Expressions 4 and 5 ( Figure 3B ), or a lookup table ( Figure  3C ). These are examples of how the same information-processing problem, i.e. computing the inverse kinematic transformation, can be solved by different algorithms and implementations.
The nervous system could also use a variety of mechanisms to implement the inverse kinematic transfo~ation. Neural circuits might exist that correspond to or approximate the circuit of Figure 3B www.annualreviews.org/aronline Annual Reviews are performed by the interaction of signals with operations analogous to addition, multiplication, and integration (Robinson 1981) . Other proposed neural representations are similar to the tabular implementation of Figure  3 C, in that a signal is represented by activity at a particular location within a neural structure, and operations on signals are performed using patterns of connections or mappings between neural structures (Knudson et al 1987) . The superior colliculus is an example of such a tabular representation, in that activity at a particular location in the superior colliculus corresponds to a particular eye movement.
ISSUES IN REPRESENTING TRANSFORMATIONS
This section discusses the issues and implications involved in using different representations of transformations for motor control and learning. Two extreme alternatives are structured and tabular representations. Models such as the mathematical Expressions 4 and 5, the computer program ( Figure 3A ), and the computational circuit ( Figure 3B ) reflect the structure of a transformation, in that only a few parameters are required to describe the transformation and the model is specific to a particular transformation. Such models are referred to as structured models. Tables, such as the example in Figure 3C , are an unstructured method of representing models, in that they can be applied to a wide variety of transformations and require many parameters to be specified. Different forms of representations support different forms of learning. The study of motor learning may help reveal the forms of representation used by the nervous system. LOCAL GENERALIZATION The process whereby experience in one activity leads to improved performance in another is referred to as generalization. Typically, transformations such as inverse kinematic and dynamic transformations are continuous, in that similar inputs lead to similar outputs. Therefore, experience of a particular posture or movement should improve the ability to attain similar postures or movements. Tabular representations support this form of local generalization because table entries can be shared between different inputs, and interpolation over several entries can be used to smooth the transformed data.
GLOBAL GENERALIZATION Representations that capture the structure of a transformation support a more powerful form of generalization, global generalization. In the example of the inverse kinematic circuit shown in Figure 3B , only the lengths of the links and the appropriate calibration of joint angle measurements must be specified for the circuit to represent accurately the entire transformation. The circuit can be calibrated by using only a few sets of inputs and outputs. It is then capable of generalization to all possible inputs and outputs. Global generalization works as long as the structure of the internal model matches the actual motor apparatus. If the joint axes move relative to the links, due to rolling or sliding of the joint surfaces, or the joint axes are not parallel, then the structure of the idealized two joint kinematic model (Eqs. 4 and 5) is incorrect, and no set of parameters (link lengths, joint angle offsets, etc) will allow the circuit of Figure 3B to predict correctly joint angles for all possible hand positions. The point at which such structural modeling errors degrade the internal model so much that it is no longer useful is difficult to characterize.
LEARNING RATE AND EFFICIENCY Because structured models incorporate knowledge of the structure of the motor apparatus, they typically are able to improve more quickly and generate better performance than tablebased models for a given amount of experience. However, this is true only if the model structure is approximately correct. Learning rate and efficiency are important issues in handling relatively rapid changes in the motor system, as is the case in handling loads and in muscle fatigue.
When a load is lifted, the dynamics of the arm may change dramatically. Structured models can be updated quickly because only a few parameters must be estimated, and knowledge about the load can be generalized to all movements. Table- based models cannot use observed data as efficiently because they do not incorporate knowledge about the structure of the system. Because tables only support local generalization, the effect of the load must be learned again for each new type of movement. Tabular methods can improve their ability to handle loads by haying different tables for different loads together with some method for recognizing loads so that the appropriate table is used when that load is present.
WHERE DO MODEL STRUCTURES COME FROM? How is an appropriate model structure found? Scientists or engineers might use idealized models from physics, such as Newtonian dynamics. Graphs of the inputs versus the outputs of the transformation may suggest appropriate structures. In general, however, an adaptive machine must simply hypothesize possible model structures, estimate the corresponding parameters, and evaluate the model to see how well the model with its assumed structure fits the data.
Identifying a model structure for its arm kinematics and dynamics may not be necessary when designing an adaptive robot. Knowledge about structure may be preprogrammed, with only the parameters adjusted during the lifctimc of the machine. Similarly, in biological systems the structure of the motor apparatus is essentially fixed during the lifetime of the organism, and only parametric changes occur. SPACE REQU~RE~r~NTS OE a~ABLES Problems arise in applying straightforward tabular representations to complex problems, because the size of a table grows exponentially with the number of indices used. In representing the arm inverse dynamics for a six-jointed arm in a WHEN ARE DATA PROCESSING DECISIONS MADE? Another problem with the straightforward tabular representation presented here is that the functions that store and retrieve data must be chosen before any data is collected. These functions play a very important role in smoothing and temporally filtering the data. In general, the amount of smoothing and temporal filtering required depends on the noise present in the data and the density of nearby data points. Better use of the data could result if these data processing decisions could be delayed until the data are actually used. Simons et al (1982) present a scheme for varying the resolution of the table as required by the pattern of input data.
DIFFICULTY OF PARAMETER ESTIMATION It is not difficult to initialize and maintain a table based on the observed input and output values of a transformation, as long as there is some method for generating the table before enough data are obtained to represent the transformation accurately. On the other hand, a structured model may present a very difficult parameter estimation problem, depending on its mathematical structure. Parameters that appear linearly in a model can be estimated by using simple regressions, but parameters appearing nonlinearly in a model must typically be estimated iteratively. Nonlinear parameter estimation methods also suffer from the problem of finding parameter values that are only locally optimal rather than globally optimal.
CHOICE OF COORDINATE SYSTEMS It is not clear what coordinate systems
are actually used by the brain. For example, instead of a Cartesian coordinate system, polar coordinates or some non-orthogonal coordinate system could be used to indicate a hand location in visual space (Soechting & Ross 1984) . Tabular representations are typically very flexible in terms of what coordinate systems can be used. The linearization of sensory measurements or muscle commands is not necessary for tabular representations to work. Structures in the brain such as the visual cortex or the superior colliculus, which use location of neural activity to represent where ATKESON a sensory stimulus is located or where a movement should go, use computational maps rather than sets of coordinates (Knudson et al 1987) . Indexing is performed by the pattern of neural connections. The choice of coordinate systems is more important for structured representations. The use of a structured representation based on a particular choice of input and output coordinate systems requires that the input and output coordinates be calibrated according to the coordinate systems used.
Other considerations are the time required for a computation and the accuracy required of the computational elements. Implementations with long series of computations or computational elements may require both high-speed and high-accuracy components. Tabular representations use many computational elements, but they are typically used in parallel so the demands on computational speed and accuracy of the elements may be reduced.
Another problem with both tabular and structured representations is that they are both specialized for a particular transformation direction. A model of the inverse kinematic transformation cannot be used to do the forward kinematic transformation, and vice versa, although the model includes the knowledge necessary to perform this transformation.
The possibility of hybrid or intermediate forms of representation should not be ignored. Computational circuits and tabular representations can be combined by replacing an element of the circuit (the arccos or arctan elements of Figure 3B , for example) with a table of the function that the element implements. Replacing functions with tables is often used in computer programs to speed up computation, as well as in modern electrical circttit design, where complex computational elements are replaced with tabulated values stored in a memory device.
USING SENSORS TO DECOUPLE IDENTIFICATION PROBLEMS System identification, the building of models, can be simplified by using sensors to decouple different parts of the system. For example, sensing of forces and torques by the hand allows estimation of load parameters independently of the arm dynamics. More generally, covering an arm or any effector system with a sensory barrier such as a tactile sensing skin allows the separate identification of internal system dynamics, external system dynamics, and disturbances. Without a sensory barrier the combined system of arm plus external world may be too complex to identify robustly. Decoupling system identification problems allows different identification procedures to be applied to the different subsystems. In the case of an arm with variable loads, one expects the arm dynamics to vary slowly, whereas load dynamics change rapidly as loads are picked up or put down. Widely different rates and types of system change call for different system identiwww.annualreviews.org/aronline Annual Reviews fication algorithms to track the changes. Another reason for decoupling arm and load identification is that the arm structure is relatively constant whereas the dynamics of different loads can have quite different structures. Arm identification can be based on a fixed model structure, while a complete load identification system must handle many different types of loads. Similarly, sensing the outputs of the actuators allows internal models of actuators to be identified separately from models of arm dynamics,
BUILDING INTERNAL MODELS OF TRANSFORMATIONS
This section reviews proposals for how internal models of the motor apparatus and the external world might be built, used, and refined,
Table-Based Methods
Lookup table-based methods provide a simple yet general approach to representing transformations. Tables also provide an easily modifiable representation appropriate for motor learning. Early work on using tabular or mapping representations to solve motor control problems was inspired by the regular structure of the cerebellum (Grossberg 1969 , Marr 1969 , Albus 1971 , Pellionisz & Llinas 1979 , Fujita 1982a . Other work attempted to use neuron-like elements or models of neural networks as the components of motor learning systems (Widrow & Smith 1964 , Albus 1981 , Ersu & Tolle 1984 , Barto et al 1983 . These schemes store knowledge as weights of the connections between model neurons, and are related to Perceptrons (Rosenblatt 196l, Mi~'~sky & Papert 1969 ) and current work on multilayer "connectionist" networks (Rumelhart et al 1986) . The pattern of connections in these proposed networks can bc mapped into patterns of table indexing (Michie & Chambers 1968 , Albus 1975a . robot control, tabular representations have been proposed as a way to avoid computational delays during real time control (Albus 1975a ,b, Raibert 1977 , Raibert & Wimberly 1984 , Raibert 1986 ), as underlying mechanisms for adaptive control, and as substrates for motor learning in artificial intelligence (Michie & Chambers 1968 , Selfridge et al 1985 .
IMPLEMENTING CONTENT-ADDRESSABLE MEMORIES tiY USING FIASFnNG Albus (1975a Albus ( ,b, 1981 proposed using a tabular representation based on Perceptrons (Rosenblatt 1961 , Minsky & Papert 1969 to represent internal models of inverse transformations and also to encode trajectories that would achieve particular task goals. Inverse kinematic transformations would be represented by using table lookup to find joint angles corresponding to a desired hand position, as shown in Figure 3C . (Kohonen 1980) . Miller (1986 , Miller et al 1987 has used Albus's scheme to model the inverse kinematic transformation for a robot controllcd by a TV camera and to model the inverse dynamics of a robot. E1-Zorkany et al (1985) have implemented Albus's scheme for improved trajectory control of a robot.
LOCAL LINEAR MODELS Pellionisz & Llinas represent a transformation
with many local linear models in their tensor-based scheme (Pellionisz Llinas 1979 , 1980 , 1985 . A table-like representation is used to store the different local linear models corresponding to different points in the generally nonlinear transformation. Learning is performed by an iterative procedure to find eigenvectors and eigenvalues of the matrix representing the local linear approximation (Pellionisz & Llinas 1985) . This approach should work well for transformations that are linear for a given arm configuration, such as the transformation from desired hand velocities to joint velocities (Pellionisz & Llinas 1980 ) and the transformation from desired joint torques to muscle forces (Gielen & van Zuylen 1986) . The approach may work less well for transformations that are nonlinear for all input variables, such as the transformation from desired hand position to joint angles, or the inverse dynamics transformation from desired joint positions, velocities, and accelerations to joint torques. In these cases the approach faces a worse problem of storage size than if the transformation is represented directly in a table. In general, the same number of indices must be used to select the appropriate local transformation matrix as would be needed to select the appropriate output, and the transformation matrices (whose size is the number of inputs multiplied by the number of outputs) must be stored rather than just the outputs. Arbib & Amari (1985) provide a stimulating analysis of the Pellionisz & Llinas approach.
MULTILAYER NEURAL NETWORK APPROACHES Initial steps are being made toward using multilayer neural network models to address the issues of www.annualreviews.org/aronline Annual Reviews representing transformations such as inverse kinematic and dynamic transformations (Hinton 1984 , Kawato et al 1987 , Kuperstein 1987 , Jordan 1986 ). Although successful network learning procedures have been demonstrated, it is not yet clear how well they will scale up to realistically sized problems, how effectively they use data to learn, and how quickly they can learn (Hinton 1986 Barto et al 1983 , Selfridge et al 1985 . A feedback control law was tabulated so that the appropriate movements of the cart are made in response to measured pendulum angle and angular velocity and cart position and velocity. The learning problem in these studies is filling and updating the control law table. Unlike tabulating arm kinematics and dynamics, the appropriate control law cannot be simply observed from measured commands and observed performance. The control law can be specified externally from a teacher (Widrow & Smith 1964) or it may be learned on the basis of control failures occurring when the inverted pendulum falls or the cart moves too far to the left or right (Michie & Chambers 1968 , Barto et al 1983 , Selfridge et al 1985 .
USING TABLES TO CONTROL LOCOMOTION Raibert (1986 , Raibert & Wimberly 1984 used a table to control forward running speed while maintaining balance of a one-legged hopping machine. The table represented the dynamics of the hopper during its stance phase and was used to choose the appropriate foot placement at the beginning of the stance phase to achieve a desired forward velocity, body angle, and body angular rate. The size of the table used was reduced (a) by not using desired performance as indices into the table and looking up the appropriate command directly, but instead by using the table as an aid to searching for the command that would lead to the desired performance, (b) by ignoring some state variables that vary cyclically during the locomotion cycle, and (c) by using polynomials to approximate the contents of the table. The data used in the table were generated by simulating a model of the hopper, but presumably they could also have been generated from actual observations of the dynamics of the hopper. Miura & Shimoyama (1980) have explored the use of tables to control a biped walking machine.
ASSOCIATIVE CONTENT-ADDRESSABLE MEMORIES Recent developments of www.annualreviews.org/aronline Annual Reviews massively parallel computers such as the Connection Machine (Hillis 1985) raise the possibility of modeling associative content addrcssable memories (Kohonen 1980) . These types of memories obviate the need for complex indexing schemes to find relevant data points in tables. Current models of the Connection Machine have 64,000 processors and the possibility of simulating many more. Each previously observed data point is assigned to a processor, and the multiple processors search through the data in parallel to find data points close to a requested set of indices. Each processor computes the contribution of its data points to a requested prediction on the basis of distance between the sets of indices. The Connection Machine has a global addition operation to sum the many contributions. It is no longer necessary to allocate storage for all possible combinations of indices, as only data points actually experienced are stored. Having more indices in a data point only adds linearly to storage space size rather than exponentially, since only the size of the data points is increased, not their number. Eventually mechanisms to coalesce and "forget" data points will be needed when the processors or memory is Fully utilized. A simple solution to this problem is to store the time the data point was collected as part of the data point and discard data points on the basis of age. A more complex scheme could take into account the density of nearby data points, and combine redundant data points. It is also no longer necessary to organize storage for a particular set of indices. Different sets of indices can be selected by the processors from the same data point, allowing both forward and inverse transformations to be done with the same table.
Hybrid Approaches
Raibert took advantage of the structure of rigid body dynamics to reduce the size of the table needed to represent the inverse dynamics of a robot arm (Raibert 1977 , Raibert & Horn 1978 . The inertial forces are proportional to joint accelerations (note that 0"1 and 0"2 appear linearly in Eqs. 2 and 3), and the Coriolis and centripetal forces are quadratic in joint velocities (joint velocities only appear as the products 0102, 012, and 0~ in Eqs. 2 and 3), and therefore both joint accelerations and joint velocities can be removed as indices of the table at the expense of some additional computation. Local generalization and smoothing in the table was performed by using large table entries and interpolating across neighboring entries, and the table entries were updated by using a regression technique. www.annualreviews.org/aronline Annual Reviews Typically, a model structure is chosen based on the assumptions of rigid links with joint rotation axes fixed relative to the links and linear joint sensors with the correct scale factor. Estimated parameters include link lengths, joint sensor offsets, relative orientations of consecutive axes, compliance in the transmission between the joint position sensor and the rigid link, backlash, and gear transmission errors. The information used to calibrate the robot includes the joint sensor readings and measurements of the positions of various parts of the arm or just the tip of the arm in some external coordinate frame, Vision-based measurement systems have been used as an external measurement source. Often, the parameter estimation procedures are quite complex due to the nonlinear nature of the problem and the number of parameters.
Biological limbs may present a more difficult calibration problem. Joints often have instantaneous axes of rotation that move relative to the adjacent links as the joint surfaces roll or slide on each other (Alexander 1981). Calibrating joint angle or arm configuration measurements based on joint and muscle proprioceptive signals may be a problem (Burgess et al 1982 , Mathews 1982 . Given the complex model structure required to capture these effects, it may be appropriate to explore table-based kinematic calibration methods (Kuperstein 1987 , Jordan 1986 ). DYNAMIC MODEL BUILDING: ESTIMATING LOAD PARAMETERS Methods to estimate the inertial parameters (mass, location of the center of mass, and the moments of inertia) of a rigid body load during general movement have been proposed (An et al 1988 , Atkeson et al 1986 , Olsen & Bekey 1985 , Mukerjee 1984 , Mukerjee & Ballard 1985 . The rigid body dynamics model structure is linear in the unknown inertial parameters, as in Eqs. 2 and 3, making the parameters straightforward to estimate with regression techniques. Information needed to estimate the inertial parameters include forces and torques exerted by the arm on the load, and arm position, velocity, and acceleration. The estimation equations can be integrated to eliminate the need to measure or calculate arm acceleration. Estimation algorithms have been implemented on robots equipped with a wrist forcetorque sensor (Atkeson et al 1986) . Good estimates were obtained for load mass and center of mass, and the forces and torques due to the movement of the load could be predicted accurately. Load moments of inertia were more difficult to estimate due to their small effect on the load forces and torques. Because their effect is so small, however, it is not important to estimate these parameters accurately in order to predict the load forces and torques. DYNAMIC MODEL BUILDING: ESTIMATING ARM PARAMETERS A method very similar to load inertial parameter estimation can be used to estimate the inertial parameters of the segments of the arm (An et al 1988 , Atkesorr et al 1986 , Mukerjee 1984 , Mukerjee & Ballard 1985 , Olsen & Bekey 1985 , Khosla 1986 ). Essentially, each ~egment of the arm is treated as a load on the more proximal segments of the arm. The unknown inertial parameters of these arm links are mass, location of the center of mass, and moments of inertia. Again, since the rigid body dynamics model structure is linear in the unknown inertial parameters, these parameters can be estimated with regression techniques. The information used to estimate the parameters includes the torques at the joints of the arm, and the position, velocity, and acceleration of the arm (the position, velocity, and acceleration of each joint). The estimation equations can be integrated to eliminate the need to estimate arm or joint accelerations. The estimation algorithms have been implemented on a robot, and a good match was obtained between predicted joint torques from the estimated model and actual joint torques (Atkeson et al 1986) . The model has also been used for feedforward and computed torque control of the robot .
CORRECTING PERFORMANCE ERRORS
Previous sections have dealt with how the motor apparatus could build models of both kinematic and dynamic transformations. Inevitably, the inverse transformations used to control the motor system will not be entirely correct. Errors in the inverse transformation will lead to incorrect commands, and performance errors. This section describes how performance errors can be used to improve future commands.
A Kinematic Example
Correcting kinematic errors is used as an initial example. Consider a vision system observing our idealized two-joint arm. A visual target is selected and represented in visual coordinates. The inverse kinematic transformation is used to compute the joint angles that will place the hand at the visual target. The arm is moved to those exact joint angles, but due to errors in the inverse kinematic transformation the hand is not exactly at the visual target. The vision system measures this performance error in visual coordinates rather than motor coordinates, and so feedback cannot be used directly to correct the error unless the transformation from visual to motor coordinates is known. The brain must transform the hand position error in visual coordinates (a performance error) into corrections the joint angles (a command correction). If a tabular representation of the inverse kinematic transformation is used, then performance errors can be corrected by simply adding the new data point of joint angles and observed hand position to the table. The www.annualreviews.org/aronline Annual Reviews new data point should slightly modify the nearby mapping so that the predicted joint angles for the desired hand position will be changed in the correct direction. The performance error can be reduced without any explicit error detection or correction (Raibert 1978) . There arc several possible problems with the above scenario. If the error is too large, compared to the generalization generated by the smoothing done by the table, the original transformation of desired hand position to joint angles may not be modified at all. The same error will be generated again. This problem is particularly acute when tables are initialized and have little or no correct data. The resolution of the table may not be adequate to represent the inverse transformation accurately. In addition, the smoothing and temporal averaging done by the table may reduce the effect of new data and slow down the reduction of the error.
If a structured model is used to represent the inverse kinematic transformation, new parameter estimates can be made to improve the model for arm configurations similar to this one. The approach of reestimating parameters to correct for errors was proposed by Mukerjee (1984) for improving a model of the inverse dynamics transformation during practice of a movement. The use of data from a small range of inputs or states, however, can cause parameter estimation procedures to distort the parameter estimates in order to compensate for structural modeling errors. This can cause predictions for other ranges of data not used in the estimation to deteriorate. Normally, a wide range of inputs and states should be used for parameter estimation of structured models to achieve both a good predictive ability over a corresponding range of outputs and the ability to generalize between quite different inputs.
In order to use feedback directly to correct the error, the measured error (in visual coordinates) must be transformed into the command coordinate system (joint angles). The visual error can be transformed to joint angles by using the same inverse kinematic transformation we used to predict the initial set of joint angles. Although the represented inverse kinematic transformation is inaccurate, it is still the best guess as to how to interpret the performance error.
This problem can be mathematically formulated: Initially the desired hand position Xd = (Xd, Yd) is transformed into joint angles 0 = (01, 02) the inverse kinematic transformation IK() given by Eqs. 4 and 5.
= IK(xa).
6.
Unfortunately, when the arm is moved to these joint angles the actual hand position x = (x, y) as measured by the vision system is different from the desired hand position due to inaccuracies in the inverse kinematic transformation IK(). One way to reduce the hand position error is to correct the commanded joint angles by mapping the perceived hand position error into joint coordinates. The hand position error is mapped by using the inverse kinematic transformation to transform the actual and desired hand positions to joint coordinates and then subtract them to estimate the error in joint coordinates:
estimated error in joint coordinates = IK(x)--IK(x~). 7.
This estimated error is then used to correct the commanded joint angles by simply subtracting the error:
Since thc inverse kinematic transformation is not entirely accuratc, the error will not be reduced completely. The same procedure can be repeated to reduce the error further. The important point is that in order to use feedback to correct errors, perceived errors must be transformed into the appropriate command coordinate system, and the same inverse transformations that were used to generate the initial command can be used to correct that command.
Learning from Practicing a Movement
The problem of transforming performance errors into command corrections is present when a particular movement is learned by practicing that movement. Performance errors in terms of incorrect positions, velocities, and accelerations of the arm must be used to correct commands that are in terms of joint torques or muscle activations. The dynamic performance errors can be mapped to command corrections by using an internal model of the inverse dynamics of the motor apparatus, much as an internal model of the inverse kinematics was used to correct positioning errors. In robotics, recent work in a number of laboratories has focused on how to refine feedforward commands for repetitive movements on the basis of previous movement errors. Work on repeated trajectory learning includes that of Arimoto et al (1984 Arimoto et al ( , 1985 , Casalino & Gambardella (1986) , Craig (1984) , Furuta & Yamakita (1986) , Hara et al (1985) , kopos (1986), Mita & Kato (1985) , Morita (1986) , Togai & (1986) , Uchiyama (1978) , Wang (1984) , and Wang & Horowitz (1985) . These papers discuss only linear learning operators and emphasize the stability of the proposed algorithms. Little work has emphasized performance, i.e. the convergence rate of the algorithm. Simulations of several of these algorithms have revealed very slow convergence and large sensitivity to disturbances and sensor and actuator noise (C. G. Atkeson, unpublished results) .
In a paper by Atkeson & Mclntyre (1986a,b) , an explicit model of the www.annualreviews.org/aronline Annual Reviews nonlinear robot inverse dynamics was used to transform performance errors into command corrections. This technique enabled a robot to improve its ability to follow a desired trajectory by practicing a movement. Figure 4 shows the performance of such a learning scheme when implemented on a three-joint direct drive robot arm. Figure 4A shows the initial feedforward torques applied to the robot for each of the three joints. 
ATKESON
These torques were calculated by applying a model of the inverse dynamics of the robot 1D() to the desired trajectory joint positions Od(t), joint velocities 0~(t), and joint accelerations 0~j(t):
In addition to the feedforward torques, the robot controller used feedback control to generate torques (~) to compensate for observed trajectory errors. The total commanded joint torques were the sum of the feedforward and feedback torques:
(t) = ~f,-(t) + ~b(t). 10. Figure 4B shows the resulting velocity errors for each joint in attempting to follow the desired trajectory. The model of the robot inverse dynamics was used to transform the trajectory performance errors into corrections to the torque commands to the robot, just as kinematic errors were corrected by using the inverse kinematic model of the arm:
f~c ...... d(t) = ,(t) --{ID[O(t), O(t), O'(t)]-ID[Od(t), }.
11. Figure 4C shows the corrected feedforward torques for each of the joints after three practice movements, and Figure 4D shows the greatly reduced velocity errors that result. The robot learned to improve its trajectory following performance on this trajectory by practicing a movement and observing and correcting its own errors. One drawback of this approach is that it only produces the appropriate command for a single trajectory. How to modify that command for similar trajectories is currently under investigation. Motor control schemes that do not include an internal model of the dynamics of the motor apparatus, such as the equilibrium trajectory approach (Berkinblit et al 1986 , Hogan et al 1987 , do not support efficient movement refinement during practice (C. G. Atkeson, unpublished results) . There is a great deal of evidence from research on adaptive human manual control that performance improvements in compensatory tracking tasks are due to improvements of an internal model of the dynamics of the controlled system (Sheridan & Ferrell 1974) . Additionally, a source great frustration to designers of motor psychophysics experiments is their subjects' ability to build internal predictive models of target movement in pursuit tracking tasks (see Rouse 1980 for further references). Recent work in oculomotor control has suggested that an internal model of the motor apparatus is used to maintain accurate performance (Optican & Miles 1985) .
SUMMARY
In this review I have discussed how the form of representation used in internal models of the motor apparatus affects how and what a system can learn. Tabular models and structured models have benefits and drawbacks. Structured models incorporate knowledge of the structure of the controlled motor apparatus. If that knowledge is correct, or close to the actual system structure, the structured models will support global generalization and rapid, efficient learning. Tabular models can play an important role in learning to control systems when either the system structure is not known or only known approximately. Tabular models are general and flexible. Techniques for combining these different representations to attain the benefits of both are currently under investigation.
In the control of multijoint systems such as the human arm, internal models of the motor apparatus are necessary to interpret performance errors. In the study of movements restricted to one joint, the problem of interpreting performance errors is greatly simplified and often overlooked, as performance errors can usually be related to command corrections by a single gain. When multijoint movements of the same motor systems are examined, however, the complex nature of the control and coordination problems faced by the nervous system become evident, as well as the sophistication of the brain's solutions to these problems. Recent progress in the understanding of adaptive control of eye movements provides a good example of this (Berthoz & Melvill-Jones 1985) .
Experimental studies of the psychophysics of motor learning can play an important role in bridging the gap between computational theories of how abstract motor systems might learn and physiological exploration of how actual nervous systems implement learning. Quantitative analyses of the patterns of motor learning of biological systems may help distinguish alternative hypotheses about the representations used for motor control and learning. What a system can and cannot learn, the amount of generalization, and the rate of learning give clues as to the underlying performance architecture. It is also important to know the actual performance level of the motor system (Loeb 1983) . Different proposed control strategies will be able to attain different performance levels, and the use of simplifying control strategies may be evident in the control and learning performance of motor systems. ACKNOWLEDGMENTS I thank the many colleagues who commented on drafts of this article. This article describes research done at the Center for Biological Information www.annualreviews.org/aronline Annual Reviews
