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Abstract
We consider the problem of traveling among random points in Euclidean space, when only a
random fraction of the pairs are joined by traversable connections. In particular, we show a
threshold for a pair of points to be connected by a geodesic of length arbitrarily close to their
Euclidean distance, and analyze the minimum length Traveling Salesperson Tour, extending the
Beardwood-Halton-Hammersley theorem to this setting.
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1 Introduction
The classical Beardwood-Halton-Hammersley theorem [1] (see also Steele [12] and Yukich
[13]) concerns the minimum cost Traveling Salesperson Tour through n random points in
Euclidean space. In particular, it guarantees the existence of an absolute (though still
unknown) constant βd such that if X1, X2 . . . , is a random sequence of points, uniformly
distributed in the d-dimensional cube [0, 1]d, the length T (Xn,1) of a minimum tour through
X1, . . . , Xn satisfies
T (Xn,1) ∼ βdn
d−1
d a.s. (1)
The present paper is concerned still with the problem of traveling among random points
in Euclidean space. In our case, however, we suppose that only a (random) subset of the
pairs of points are joined by traversable connections, independent of the geometry of the
point set.
In particular, we study random embeddings of the Erdős-Rényi-Gilbert random graph
Gn,p into the d-dimensional cube [0, 1]d. We let Xn denote a uniformly random set of points
X1, X2, . . . , Xn ∈ [0, 1]d, and we denote by Xn,p the random graph whose vertex set is Xn
and whose pairs of vertices are joined by edges each with independent probability p. Edges
are weighted by the Euclidean distance between their points, and we are interested in the
total edge-weight required to travel about the graph.
This model has received much less attention than the standard model of a random
geometric graph, defined as the intersection graph of unit balls with random centersXi, i ∈ [n],
see Penrose [9]. We are only aware of the papers by Mehrabian [7] and Mehrabian and
Wormald [8] who studied the stretch factor of Xn,p. In particular, let ||x − y|| denote the
Euclidean distance between vertices x, y, and dist(x, y) denote their distance in Xn,p. They
showed (considering the case d = 2) that unless p is close to 1, the stretch factor
sup
x,y∈Xn,p
dist(x, y)
||x− y||
tends to ∞ with n.
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Figure 1 Paths in an instance of Xn,p for d = 2, n = 230, and p = 10n , 25n , 50n , and 200n , respectively.
In each case, the path drawn is the shortest route between the vertices x and y which are closest to
the SW and NE corners of the square. (See Q. 2, Section 5.)
As a counterpoint to this, our first result shows a very different phenomenon when we
pay attention to additive rather than multiplicative errors. In particular, for p logd nn , the
distance between a typical pair of vertices is arbitrarily close to their Euclidean distance,
while for p logd n
n(log logn)2d , the distance between a typical pair of vertices in Xn is arbitrarily
large (Figure 1). (We write logk x for (log x)k.) In particular, this means that when
logd n
n  p < 1− ε, the supremum in the stretch factor theorem of Mehrabian and Wormald
is due just to pairs of vertices which are very close together.
I Theorem 1. Let ω = ω(n)→∞. We have for d ≥ 2:
(a) For p ≤ 1
ωd(log logn)2d
logd n
n and fixed u = X1, v = X2, say, we have
dist(u, v) ≥ ω8ded a.a.s.
1
(b) For p ≥ ω logd nn , we have a.a.s. that uniformly for all pairs of vertices u, v ∈ Xn,
dist(u, v) = ||u− v||+ o(1).
Theorem 1 means that, even for p quite small, it is not that much more expensive to
travel from one vertex of Xn,p to another than it is to travel directly between them in the
plane. On the other hand, there is a dramatic dependence on p if the goal is to travel among
all points. Let T (Xn,p) denote the length of a minimum length tour in Xn,p hitting every
vertex exactly once, i.e. a Traveling Salesperson tour.
I Theorem 2. There exists a sufficiently large constant K > 0 such that for all p = p(n)
such that p ≥ K lognn , d ≥ 2, we have that
T (Xn,p) = Θ
(
n
d−1
d
p1/d
)
a.a.s. (2)
(Recall that f(n) = Θ(g(n)) means that f(n) is bounded between positive constant multiples
of g(n) for sufficiently large n.) As the threshold for Gn,p to be Hamiltonian is at p =
logn+log logn+ω(n)
n (see e.g. Bollobás [2]), this theorem covers nearly the entire range of p for
which a TSP tour exists a.a.s.
Finally, we extend the asymptotically tight BHH theorem [1] to the case of Xn,p for
any constant p. To formulate an “almost surely” statement, we let XN ,p denote a random
graph on a random embedding of N = {1, 2, . . . , } into [0, 1]d, where each pair {i, j} is
independently present as an edge with probability p, and consider Xn,p as the restriction of
XN ,p to the first n vertices {1, . . . , n}.
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I Theorem 3. If d ≥ 2 and p > 0 is constant, then there exists βd,p > 0 such that
T (Xn,p) ∼ βd,pn
d−1
d a.s.
Karp’s algorithm [6] for a finding an approximate tour through Xn extends to the case Xn,p,
p constant as well:
I Theorem 4. For fixed d ≥ 2 and p constant, then there is an algorithm that a.s. finds a
tour in Xn,p of value (1 + o(1))βd,pn(d−1)/d in polynomial time, for all n ∈ N .
2 Traveling between pairs
2.1 Proof of Theorem 1(a)
Outline of proof
This is straightforward. We show by the first moment method that any path between u and
v with “many” edges must contain a significant number of “long” edges and hence must be
as long as claimed. We then show that a.a.s. there are no paths between u and v without
many edges.
Proof proper
Let νd denote the volume of a d-dimensional unit ball; recall that νd is bounded (νd ≤ ν5 < 6
for all d).
Let an edge be long if its length is at least `1 = ω(log logn)
2
4ed logn . Let ε =
1
log logn and let Ak
be the event that there exists a path with k edges, k ≥ k0 = logn2d log logn from u to v that uses
at most εk long edges. Then
Pr (∃k : Ak) ≤
∑
k≥k0
(k − 1)!
(
n
k − 1
)
pk
(
k
εk
)(
νd
(
ω(log logn)2
4ed logn
)d)(1−ε)k
(3)
≤
∑
k≥k0
nk−1pk
(e
ε
)εk(
νd
(
ω(log logn)2
4ed logn
)d)(1−ε)k
(4)
≤ 1
n
∑
k≥k0
(
νd logdε n
(4ed)d(1−ε) ·
(e
ε
)ε)k
(5)
≤ 1
n
∑
k≥k0
(
6ed+o(1)
4ed2
)k
= o(1),
after using d ≥ 2 and logε n = e.
Explanation of (3): Choose the k − 1 interior vertices of the possible path and order them
in one of (k − 1)!( nk−1) ways as (u1, u2, . . . , uk−1). Then pk is the probability that the edges
exist in Gn,p. Now choose the short edges ei = (ui−1, ui), i ∈ I in one of
(
k
(1−ε)k
)
=
(
k
εk
)
ways
and bound the probability that these edges are short by
(
νd
(
ω(log logn)2
4ed logn
)d)(1−ε)k
viz. the
probability that ui is mapped to the ball of radius `1, center ui−1 for i ∈ I.
APPROX/RANDOM’17
45:4 Traveling in Randomly Embedded Random Graphs
u b
vb
Fu,v
Fv,u
b
b bb
b b
b
b
Figure 2 Finding a short path.
Now a.a.s. the shortest path in Gn,p from u to v requires at least k0 edges: Indeed the
expected number of paths of length at most k0 from u to v can be bounded by
k0∑
k=1
(k − 1)!
(
n
k − 1
)
pk ≤ 1
n
k0∑
k=1
(
logd n
ωd(log logn)2d
)k
= o(1).
So a.a.s.
dist(u, v) ≥ εk0`1 = ε logn2d log logn ·
ω(log logn)2
4ed logn =
ω
8ded .
J
2.2 Proof of Theorem 1(b)
Outline of proof
We first consider two points u, v such that ||u− v|| ≥ γ = 1log logn . We then consider a set
of 2β small disjoint balls with centers on the line joining u, v. We argue that a.a.s. (i) all
of these balls contain (relatively) giant components, (ii) there is an edge joining the large
components inside each ball, (iii) the diameter of each of these giant components is small
and (iv) there is an edge between u and one of the g giant components X closest to u and
an edge between v and one of the g giant components Y closest to v. This gives a path
consisting of an edge from u to the giant component X plus a walk inside X plus an edge to
the giant component Y plus an edge to v. Because the balls are small the length of this path
is close to ||u− v||. We reduce the case where ||u− v|| ≤ γ to the first case.
Proof proper
We begin by considering the case of vertices u, v at distance ||u− v|| ≥ γ. Letting δ = 1logn ,
then, for sufficiently large n, we can find a set B of at least 2Cδ , C = γ8 , disjoint balls of
radius δ centered on the line from u to v, such that Cδ of the balls are closer to u than v,
and Cδ balls are closer to v than u (Figure 2). Denote these two families of
C
δ balls by Fu,v
and Fv,u. (The sets B, Fu,v and Fv,u are fixed for the rest of the argument.)
Given a ball B ∈ F{u,v} = Fu,v ∪ Fv,u, the induced subgraph GB on vertices of X lying
in B is a copy of GN,p, where N = N(B) is the (random) number of vertices lying in B. Let
SB be the event that N(B) ∈
[
N0
2d+1 , 2N0
]
where N0 = νdδdn.
(Dividing by 2d+1 accounts for points close to the boundary of [0, 1]d.)
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Now N(B) is distributed as the binomial Bin(n, q) where q ∈ νdδd[2−d, 1]. The following
Chernoff bounds will thus be useful:
Pr(Bin(M,p) ≤ (1− ε)Mp) ≤ e−ε2Mp/2 for 0 ≤ ε ≤ 1. (6)
Pr(Bin(M,p) ≥ (1 + ε)Mp) ≤ e−ε2Mp/3 for 0 ≤ ε ≤ 1. (7)
The bounds (6) and (7) imply that for B ∈ F{u,v},
Pr (¬SB) ≤ e−Ω(nδd) = e−n1−o(1) .
This gives us that a.a.s. SB occurs for all pairs u, v ∈ X with ||u− v|| ≥ γ. We now argue
that for all B ∈ B:
(A) All subgraphs GB for B ∈ F{u,v} have a giant component XB, containing at least
N0/2d+2 vertices.
Indeed, the expected average degree in GB is Np = Ω(ω)→∞ (and with probability
1− e−n1−o(1) we have N = n1−o(1)) and at this value the giant component is almost all
of B a.a.s. In particular, since SB occurs, we have that
Pr(|XB | ≤ N0/2d+2 | SB) ≤ e−Ω(N0) ≤ e−Ω(δdn) = o(1). (8)
See [2] for the first inequality in (8). This can be inflated by n2 · (2C logn) to account
for pairs u, v and the choice of B ∈ F{u,v}.
(B) There is an edge between XB and XB′ for all B,B′ ∈ F{u,v}.
Indeed, the probability that there is no edge between XB , XB′ , given (A), is at most
(1− p)N20 /22d+2 ≤ e−Ω(δ2dn2p) ≤ e−n1−o(1) .
This can be inflated by n2 · (C logn)2 to account for all pairs u, v and all pairs B,B′.
(C) For each B ∈ F{u,v}, the graph diameter diam(XB) (the maximum number of edges in
any shortest path in XB) satisfies
Pr
(
diam(XB) >
100 logN0
log(N0p)
)
≤ n−3. (9)
This can be inflated by n2 · (2C logn) to account for pairs u, v and the choice of
B ∈ F{u,v}. Fernholz and Ramachandran [4] and Riordan and Wormald [11] gave tight
estimates for the diameter of the giant component, but we need this cruder estimate
with a lower probability of being exceeded. We prove this later in Lemma 5. It will
be convenient for the proof of Lemma 5 to assume that N0p = O(logN0). There is no
loss in generality because Theorem 1(b) holds a fortiori for larger p. This follows from
a standard coupling argument, involving adding random edges to increase the edge
probability.
Part (C) implies that with high probability, for any u, v at distance ≥ γ and all B ∈ F{u,v}
and vertices x, y ∈ XB ,
dist(x, y) ≤ 200δ × logN0log(N0p) ≤
200
logn ×
logn− d log logn+ log νd
logω + log νd
= o(1). (10)
As the giant components XB (B ∈ Fu,v) contain in total at least Cδ N02d+2 = C2d+2 νdnδd−1
vertices, the probability that u has no neighbor in these giant components is at most
(1− p)Cνdnδd−1/2d+2 ≤ e−Cνdnpδd−1/2d+2 = n−ωCνd/2d+2 .
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In particular, the probability is small after multiplication by n2, and thus a.a.s., for all pairs
x, y ∈ Xn,p, x has a neighbor in XB for some B ∈ Fu,v and y has a neighbor in XB′ for
some B′ ∈ Fv,u. Now by part (B) and equation (10), we can find a path
u,w0, w1, . . . , ws, zt, zt−1, . . . , z1, z0, v
from u to v where the wi’s are all in some XB for B ∈ Fu,v and the total Euclidean length of
the path w0, . . . , ws tends to zero with n, and the zi’s are all in some XB′ for some B′ ∈ Fv,u,
and the total Euclidean length of the path z0, . . . , wt tends to zero with n. Meanwhile, the
Euclidean segments corresponding to the three edges u,w0, ws, zt, and z0, v lie within δ of
disjoint segments of the line segment from u to v, and thus have total length ≤ ||u− v||+ 6δ,
giving
dist(u, v) ≤ ||u− v||+ 6δ + o(1) = ||u− v||+ o(1). (11)
We must also handle vertices u, v ∈ Xn,p with ||u − v|| < γ. Given such a pair, we let
Bu, Bv denote any choice of balls of radius γ such dist(Bu, Bv) ≥ γ, dist(Bu, u),dist(Bv, v) ≤
γ(
√
d+ 2). (These bounds are chosen to make such a choice trivially possible, even when u, v
are close to a corner.) Observe that we have: where Cu, Cv denote the giant components of
Bu, Bv,
Pr(∀u, v ∈ Xn,p,∃w ∈ Cu, z ∈ Cv such that u ∼ w, v ∼ z)→ 1 (12)
with n since a.a.s we have that Bu and Bv contain at least νdnγd/2d+2 points for all
u, v ∈ Xn,p and we have that 1− 2n2(1− p)n·νdγd/2d+2 → 1. In particular, we can a.a.s for all
pairs u, v ∈ Xn,p find w ∼ u within distance γ(
√
d+ 4) of u, z ∼ v within Euclidean distance
γ(
√
d+ 4) of v, such that
γ ≤ ||w − z|| ≤ (2
√
d+ 8)γ.
Now, we can use the previous case (11) to see that
dist(u, v) ≤ (2
√
d+ 9)γ + 6δ + o(1) = o(1). (13)
In particular, dist(u, v)− ||u− v|| = o(1). J
We complete the proof of Theorem 1 by proving
I Lemma 5. Suppose that Np = ω →∞, ω = O(logN) and let C1 denote the unique giant
component of size N − o(N) in GN,p, that q.s.2 exists. Then for L large,
Pr
(
diam(C1) ≥ L logNlogNp
)
≤ O(N−L/10).
Proof. See appendix. J
3 Traveling among all vertices
Our first aim is to prove Theorem 3; this will be accomplished in Section 3.2, below. In
fact, we will prove the following general statement, which will also be useful in the proof of
Theorem 2:
2 A sequence of events En occurs quite surely q.s. if Pr(¬En) = O(n−K) for all positive constants K.
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I Theorem 6. Let Yd1 ⊂ [0, 1]d denote a set of points chosen from any fixed distribution,
such that the cardinality Y = |Yd1 | satisfies E(Y ) = µ > 0 and Pr(Y ≥ k) ≤ Cρk for all k,
for some C > 0, ρ < 1. For t > 0 let Ydt denote a random set of points in [0, t]d obtained
from the union of td independent copies Yd1 + x (x ∈ {0, · · · , t− 1}d).
If p > 0 is constant, d ≥ 2, and Ydt,p denotes the random graph on Ydt with independent
edge probabilities p, then ∃β > 0 (depending on p and the process generating Yd1 ) such that
(i) T (Ydt,p) ≈ βtd a.a.s., and
(ii) T (Ydt,p) ≤ βtd + o(td) q.s.3
Note that as a probabilistic statement, Part (i) above asserts that there exists a choice
for o(1) (a function of t, say, tending to 0) such that (1− o(1))βtd ≤ T (Ydt,p) ≤ (1 + o(1))βtd
holds a.a.s. Similarly for Part (ii), the statement asserts the existence of a suitable fixed
choice of o(td) (a function of t, whose ratio to td tends to 0).
The restriction Pr
(|Yd1 | ≥ k) ≤ Cρk simply ensures that we have exponential tail bounds
on the number of points in a large number of independent copies of Yd1 :
I Observation 7. For the total number Tn of points in n independent copies of Yd1 , we have
for some absolute constant AC,ρ > 0,
Pr(|Tn − µn| > δµn) < e−AC,ρδ2µ2n. (14)
Note that the conditions on the distribution of Ydt are satisfied for a Poisson cloud of intensity
1, and it is via this case that we will derive Theorem 3. Other examples for which these
conditions hold include the case where Ydt is simply a suitable grid of points, or is a random
subset of a suitable grid of points in [0, t]d, and we will make use of this latter case of
Theorem 6 in our proof of Theorem 2.
Outline of proof of Theorem 6
Our proof uses subadditivity, but some of the standard properties of the classical case (e.g.,
monotonicity) fail in our setting, requiring us to use induction on d to achieve the result.
For technical reasons (see also Question 4 of Section 5) Theorems 6 and 3 are given just for
d ≥ 2, and before beginning with the induction, we must carry out a separate argument to
bound the length of the tour in 1 dimension.
When d = 1 all we can prove is an O(n) bound on the length of the minimum tour. We
do this by examining a natural greedy algorithm for finding a tour. This is the content of
Lemma 8. After this we prove a sort of Lipschitz condition for the tour length, see Lemma 10.
This will substitute for monotonicity. After this we can push ahead using subadditivity.
3.1 Bounding the expected tour length in 1 dimension
I Lemma 8. Consider the random graph G = Gn,p on the vertex set [n] with constant p,
where each edge {i, j} ∈ E(G) is given length |i− j| ∈ N. Let Z denote the minimum length
of a Hamilton cycle in G starting at vertex 1, assuming one exists. If no such cycle exists let
Z = n2. Then there exists a constant Ap such that
E(Z) ≤ Apn and Z ≤ Apn, q.s.
3 In this context O(n−ω(1)) is replaced by O(t−ω(1)).
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We omit the proof due to space limitations.
Let us observe now that we get an upper bound E(T (Y1t,p)) ≤ Apt on the length of a tour
in 1 dimension. We have
E(T (Y1t,p)) =
∞∑
n=0
E
(
T (Y1t,p)
∣∣|Y1t,p| = n)Pr(|Y1t,p| = n).
When conditioning on |Y1t,p| = n, we let P1 < P2 < · · · < Pn ⊂ [0, t] be the points in Y1t,p. We
choose k ∈ {0, n− 1} uniformly randomly and let ξi = ||Pk+i+1 − Pk+i||, where the indices
of the Pj are evaluated modulo n. We now have E(ξi) ≤ 2tn for all i, and
E
(
T (Y1t,p)
∣∣|Y1t,p| = n) ≤ Apn · 2tn ,
and thus
E
(
T (Y1t,p)
) ≤ 2Apt. (15)
3.2 The asymptotic tour length
Our proof of Theorem 6 uses recursion, by dividing the [t]d cube into smaller parts. However,
since our divisions of the cube must not cross boundaries of the elemental regions Yd1 , we
cannot restrict ourselves to subdivisions into perfect cubes (in general, the integer t may not
have the divisors we like).
To this end, if L = T1 × T2 × · · · × Td where each Ti is either [0, t] or [0, t − 1], we say
L is a d-dimensional near-cube with sidelengths in {t− 1, t}. For 0 ≤ d′ ≤ d, we define the
canonical example Ld′d := [0, t]d
′ × [0, t− 1]d−d′ for notational convenience, and let
Φd,d
′
p (t) = E
(
T (Ydt,p ∩ Ld
′
d )
)
.
so that
Φdp(t) := Φd,dp (t) = Φd,0p (t+ 1).
In the unlikely event that Ydt,p ∩ Ld
′
d is not Hamiltonian, we take T (Ydt,p ∩ Ld
′
d ) = td+1
√
d,
for technical reasons.
Our first goal is an asymptotic formula for Φ:
I Lemma 9. There exists β > 0 such that
Φd,d
′
p (t) ∼ βtd.
The proof of this is deferred until after the proof of Corollary 12 below.
The proof is by induction on d ≥ 2. We prove the base case d = 2 along with the general
case. We begin with a technical lemma.
I Lemma 10. For every fixed p, d, there is a constant Fp,d > 0 such that
Φd,d
′
p (t) ≤ Φd,d
′−1
p (t) + Fp,dtd−1 (16)
for all t sufficiently large. In particular, this implies that there is a constant Ap,d > 0 such
that
Φdp(t+ h) ≤ Φdp(t) +Ap,dhtd−1 (17)
for sufficiently large t and 1 ≤ h ≤ t.
Proof. See appendix. J
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Our argument is an adaptation of that in Beardwood, Halton and Hammersley [1]
or Steele [12], with modifications to address difficulties introduced by the random set of
available edges. First we introduce the concept of a decomposition into near-cubes. (Allowing
near-cube decompositions is necessary for the end of the proof, beginning with Lemma 13).
Simplifications relying on Boundary Functionals as in Yukich [13] do not appear to be
available due to missing edges.
We say that a partition of Ld′d into md near-cubes Sα with sidelengths in {u, u + 1}
indexed by α ∈ [m]d is a decomposition if for each 1 ≤ b ≤ d, there is an integer Mb such
that, letting
fb(a) =
{
au if a < Mb
(a−Mb)(u+ 1) +Mbu if a ≥Mb.
.
we have that
Sα = [f1(α1 − 1), f1(α1)]× [f2(α2 − 1), f2(α2)]× · · · × [fd(αd − 1), fd(αd)].
Observe that so long as u  t, Ld′d always has a decomposition into near-cubes with
sidelengths in {u, u+ 1}. Indeed, if t = ru− s for 0 ≤ s < u then we can take Mb = s for
b ≤ d′ and Mb = s− 1 for b > d′, unless s = 0, in which case Mb = u− 1.
First we note that tours in not-too-small near-cubes of a decomposition can be pasted
together into a large tour at a reasonable cost:
I Lemma 11. Fix δ > 0, and suppose t = mu for u = tγ for δ < γ ≤ 1 (m,u ∈ Z), and
suppose Sα (α ∈ [m]d) is a decomposition of Ld′d . We let Yd,αt,p := Ydt,p ∩ Sα. We have
T (Ydt,p ∩ Ld
′
d ) ≤
∑
α∈[m]d
T (Yd,αt,p ) + 4mdu
√
d with probability at least 1− e−Ω(udp2).
Proof. See appendix. J
Linearity of expectation (and the upper bound td+1
√
d on T (Ydt,p) when there is no tour)
now gives a short-range recursive bound on Φdp(t) when t factors reasonably well:
I Corollary 12. For all large u and 1 ≤ m ≤ u10 (m,u ∈ N ),
Φdp(mu) ≤ md(Φdp(u) +Bp,du)
for some constant Bd. J
Proof of Lemma 9. Note that here we are using a decomposition of [mu]d into md subcubes
with sidelength u; near-cubes are not required.
To get an asymptotic expression for Φdp(t) we now let
β = lim inf
t
Φdp(t)
td
.
Choose u0 large and such that
Φdp(u0)
ud0
≤ β + ε
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and then define the sequence uk, k ≥ −1 by u−1 = u0 and uk+1 = u10k for k ≥ 0. Assume
inductively that for some i ≥ 0 that for Ap,d as in Lemma 10 and Bp,d as in Corollary 12,
Φdp(ui)
udi
≤ β + ε+
i−2∑
j=−1
(
Ap,d
uj
+ Bp,d
ud−1j
)
. (18)
This is true for i = 0, and then for i ≥ 0 and 0 ≤ u ≤ ui and d ≤ m ∈ [ui−1, ui+1] we have
Φdp(mui + u)
(mui + u)d
≤ Φ
d
p(mui) +Ap,du(mui)d−1
(mui)d
, from Lemma 10,
≤ m
d(Φdp(ui) +Bp,dui) +Ap,du(mui)d−1
(mui)d
, from Corollary 12, (19)
≤ β + ε+
i−2∑
j=−1
(
Ap,d
uj
+ Bp,d
ud−1j
)
+ Bp,d
ud−1i
+ Ap,d
m
, by induction,
≤ β + ε+
i−1∑
j=−1
(
Ap,d
uj
+ Bp,d
ud−1j
)
. (20)
Putting m = ui+1/ui and u = 0 into (20) completes the induction. We deduce from (18) and
(20) that for i ≥ 0 we have
Φdp(t)
td
≤ β+ε+
∞∑
j=−1
(
Ap,d
uj
+ Bp,d
ud−1j
)
≤ β+2ε for t ∈ Ji = [ui−1ui, ui(ui+1 +1)] (21)
Now
⋃∞
i=0 Ji = [u20,∞] and since ε is arbitrary, we deduce that
β = lim
t→∞
Φdp(t)
td
, (22)
We can conclude that
Φdp(t) ∼ βtd,
which, together with Lemma 10, completes the proof of Lemma 9, once we show that
β > 0 in (22). To this end, we let ρ denote Pr(|Yd1 | ≥ 1), so that E(|Ydt |) ≥ ρtd. We say
x ∈ {0, . . . , t − 1}d is occupied if there is a point in the copy Yd1 + x. Observing that a
unit cube [0, 1]d + x (x ∈ {0, . . . , t− 1}d) is at distance at least 1 from all but 3d − 1 other
cubes [0, 1]d + y, we certainly have that the minimum tour length through Ydt is at least
O
3d−1 , where where O is the number of occupied x. Linearity of expectation now gives that
β > ρ/(3d − 1), completing the proof of Lemma 9. J
Before continuing, we prove the following much cruder version of Part (ii) of Theorem 6:
I Lemma 13. For any fixed ε > 0, T (Ydt,p) ≤ td+ε q.s.
Proof. We let m = bt1−ε/2c, u = bt/mc, and let {Yd,ατ,p } be a decomposition of Ydt,p into md
near-cubes with sidelengths in {u, u+ 1}. We have that q.s. each Yd,ατ,p has (i) ≈ ud points,
and (ii) a Hamilton cycle Hα. We can therefore q.s. bound all T (Yd,ατ,p ) by du · ud, and
Lemma 11 gives that q.s. T (Ydt,p) ≤ 4dutd + 4mdu
√
d. J
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Proof of Theorem 6. We consider a decomposition {Sα} (α ∈ [m]d) of Ydt into md near-
cubes of side-lengths in {u, u+ 1}, for γ = 1− ε2 , m = btγc, and u = bt/mc.
Lemma 9 gives that
ET (Yd,αt,p ) ∼ βud ∼ βt(1−γ)d.
Let
Sγ(Ydt,p) =
∑
α∈[m]d
min
{
T (Yd,αt,p ), 2dt(1−γ)(d+ε)
}
.
Note that Sγ(Ydt,p) is the sum of tγd identically distributed bounded random variables.
Now, since q.s. T (Yd,αt,p ) ≤ 2dt(1−γ)(d+ε) for all α by Lemma 13, we have that q.s.
Sγ(Ydt,p) =
∑
α T (Yd,αt,p ). Applying Hoeffding’s theorem we see that for any ξ > 0, we have
Pr(|Sγ(Ydt,p)−mdE(T (Ydu,p))| ≥ ξ) ≤ 2 exp
(
− 2ξ
2
4mdd2t2(1−γ)(d+ε)
)
.
Putting ξ = tdε for small ε, we see that
Sγ(Ydt,p) = βtd + o(td) q.s. (23)
Note next that Lemma 11 implies that
T (Ydt,p) ≤ Sγ(Ydt,p) + δ2 where δ2 = o(td) q.s. (24)
It follows from (23) and (24) and the fact that Pr(|Ydt | = td) = Ω(t−d/2) that
T (Ydt,p) ≤ βtd + o(td) q.s. (25)
which proves part (ii) of Theorem 6.
Of course, we have from Lemma 9 that
E(T (Ydt,p)) = βtd + δ1 where δ1 = o(td), (26)
and we show next that that this together with (24) implies part (i) of Theorem 6, that:
T = T (Ydt,p) = βtd + o(td) a.a.s. (27)
We choose 0 ≤ δ3 = o(td)) such that 0 ≤ δ2, |δ1| = o(δ3). Let I = [βtd − δ3, βtd + δ2].
Then we have
βtd + δ1 = E(T (Ydt,p) | T (Ydt,p) ≥ (βtd + δ2)Pr(T (Ydt,p) ≥ βtd + δ2)
+E(T (Ydt,p) | T (Ydt,p) ∈ I)Pr(T (Ydt,p) ∈ I)+
E(T (Ydt,p) | T (Yd,αt,p ) ≤ βtd − δ3)Pr(T (Ydt,p) ≤ βtd − δ3).
Now ε1 = E(T (Ydt,p) | T (Ydt,p) ≥ βtd + δ2)Pr(T (Ydt,p) ≥ βtd + δ2) = O(t−ω(1)) since
|Ydt,p| ≤ 2d1/2td and Pr(T (Ydt,p) ≥ βtd + δ2) = O(t−ω(1)), from (25).
So, if λ = Pr(T (Ydt,p) ∈ I) then we have
βtd + δ1 ≤ ε1 + (βtd + δ2)λ+ (βtd − δ3)(1− λ)
or
λ ≥ δ1 − ε1 + δ3
δ2 + δ3
= 1− o(1),
and this proves (27) completing the proof of Theorem 6. J
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Proof of Theorem 3. We now let Wdt,p be the graph on the set of points in [0, t]d which
is the result of a Poisson process of intensity 1. Our first task is to bound the variance
V(t) of T (Wdt,p). Here we follow Steele’s argument [12] with only small modifications. We
approximate T (Wd2t,p) as the sum over 2d half-size cubes of T (Wdt,p) and use this to show
that
∑∞
k=1
V(2kt)
(2kt)2d ≤ ∞. This deals with n of the form 2kt for some value of t and we then
have to fill in the gaps.
Let Et denote the event that
T (Wd2t,p) ≤
∑
α∈[2]d
T (Wd,αt,p ) + 2d+2t
√
d. (28)
Observe that Lemma 11 implies that
Pr(¬Et) ≤ e−Ω(tdp). (29)
We define the random variable λ(t) = T (Wdt,p) + 10t
√
d, and let λi denote independent
copies of λ(t). Conditioning on Et, we have from (28) that
λ(2t) ≤
2d∑
i=1
λi(t)− 4t
√
d ≤
2d∑
i=1
λi(t). (30)
In particular, (29) implies that letting Υ(t) = E(λ(t)) = Ω(td) (see (26)) and Ψ(t) = E(λ(t)2),
we have for sufficiently large t that
Ψ(2t) ≤ E

 ∑
α∈[2]d
T (Wd,αt,p ) + 2d+2t
√
d+ 21t
√
d
2

=
2d∑
i=1
E((λi(t)− 10t
√
d)2) +
2d∑
i 6=j
E(λi(t)− 10t
√
d)E(λj(t)− 10t
√
d)+
+ (2d+2 + 21)t
√
d
2d∑
i=1
E(λi(t)− 10t
√
d) + ((2d+2 + 21)t
√
d)2
= 2dE((λ(t)− 10t
√
d)2) + 2d(2d − 1)E(λ(t)− 10t
√
d)2+
+ 2d(2d+2 + 21)t
√
dE(λ(t)− 10t
√
d) + ((2d+2 + 21)t
√
d)2
= 2dΨ(t) + 2d(2d − 1)Υ(t)2 − Ω(tE(λ(t)) +O(t2))
≤ 2dΨ(t) + 2d(2d − 1)Υ(t)2.
For
V(t) := Var(T (Wdt,p)) = Ψ(t)−Υ(t)2,
we have
V(2t)
(2t)2d −
1
2d
V(t)
t2d
≤ Υ(t)
2
t2d
− Υ(2t)
2
(2t)2d .
Now with t ≥ 1 arbitrary, summing over 2kt for k = 0, . . . ,M − 1 gives
M∑
k=1
V(2kt)
(2kt)2d −
1
2d
M−1∑
k=0
V(2kt)
(2kt)2d ≤
Υ(t)2
t2d
− Υ(2
M t)2
(2M t)2d ≤
Υ(t)2
t2d
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and so, solving for the first sum, we find
M∑
k=1
V(2kt)
(2kt)2d ≤
(
1− 12d
)−1(V(t)
t2d
+ Υ(t)
2
t2d
)
<∞. (31)
Still following Steele, we let N(t) be the Poisson counting process on [0,∞). We fix a random
embedding U of N in [0, 1]d as u1, u2, . . . and a random graph Up where each edge is included
with independent probability p. We let Un,p denote the restriction of this graph to the first n
natural numbers. In particular, note that UN(td),p is equivalent to Wt,p, scaled from [0, t]d to
[0, 1]d. Thus, applying Chebychev’s inequality to (31) gives, in conjunction with Lemma 9,
that
∞∑
k=0
Pr
(∣∣∣∣∣ t2kT (UN((t2k)d),p)(t2k)d − βp,d
∣∣∣∣∣ > ε
)
<∞ (32)
and so for t > 0 that
lim
k→∞
T (UN((t2k)d),p)
(t2k)d−1 = βp,d a.s. (33)
Now choosing some large integer `, we have that (33) holds simultaneously for all the (finitely
many) integers t ∈ SP = [2`, 2`+1); and for 2` ≤ r ∈ R, we have that
r ∈ [2kt, 2k(t+ 1)) for t ∈ S` and some k. (34)
(We simply choose k such that 2` ≤ 2−kr < 2`+1.)
J
Unlike the classical case p = 1, in our setting, we do not have monotonicity of T (Un,p).
Nevertheless, we show a kind of continuity of the tour length through T (Un,p):
I Lemma 14. For all ε > 0, ∃δ > 0 such that for all 0 ≤ k < δn, we have
T (Un+k,p) < T (Un,p) + εn
d−1
d , q.s. (35)
Proof. See appendix. J
Applying Lemma 14 with δ = (1+ 1t )d−1 = O(dt ) so that we have (2kt)d ≤ rd ≤ (2kt)d(1+δ)
by (34), and using the fact that
(1− 2δ)N(rd) < N((1− δ)rd) < N((1 + δ)rd) < (1 + 2δ)N(rd) q.s. (with respect to r),
gives that for some ε` > 0 which can be made arbitrarily small by increasing `, we have q.s.
T (UN(((t+1)2k)d),p)− ε`rd−1 < T (UN(rd),p) < T (UN((t2k)d),p) + ε`rd−1,
and so dividing by rd−1 and using (33) and taking limits we find that a.s.
βp,d − 2ε` ≤ lim inf
r→∞
T (UN(rd))
rd−1
≤ lim sup
r→∞
T (UN(rd))
rd−1
≤ βp,d + 2ε`.
Since ` may be arbitrarily large, we find that
lim
r→∞
T (UN(rd))
rd−1
= βp,d.
Now the elementary renewal theorem guarantees that
N−1(n) ∼ n, a.s.
So we have a.s.
lim
r→∞
T (Un,p)
n
d−1
d
= lim
r→∞
T (UN(N−1(n)),p)
(N−1(n)) d−1d
(N−1(n)) d−1d
n
d−1
d
= βp,d · 1 = βp,d.
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4 The case p(n)→ 0
This is omitted due to space restrictions.
5 Further questions
Theorem 1 shows that there is a definite qualitative change in the diameter of Xn,p at around
p = log
d n
n , but our methods leave a (log logn)2d size gap for the thresholds.
I Question 1. What is the precise threshold for there to be distances in Xn,p which tend to
∞? What is the precise threshold for distance in Xn,p to be arbitrarily close to Euclidean
distance? What is the behavior of the intermediate regime?
One could also analyze the geometry of the geodesics in Xn,p (Figure 1). For example:
I Question 2. Let ` be the length of a random edge on the geodesic between fixed points at
at constant distance in Xn,p. What is the distribution of `?
Improving Theorem 2 to give an asymptotic formula for T (Xn,p) is another obvious target.
It may seem unreasonable to claim such a formula for all (say, decreasing) functions p; in
particular, in this case, the constant in the asymptotic formula would necessarily be universal.
The following, however, seems reasonable:
I Conjecture 15. If p = 1nα for some constant 0 < α < 1 then there exists a constant βα,d
such that a.a.s. T (Xn,p) ∼ βα,d n
d−1
d
p1/d
.
We note that T (Xn,1) is known to be remarkably well-concentrated around its mean; see,
for example, the sharp deviation result of Rhee and Talagrand [10].
I Question 3. How concentrated is the random variable T (Xn,p)?
The case of where p = o(1) may be particularly interesting.
Even for the case p = 1 covered by the BHH theorem, the constant β1,d (d ≥ 2) from
Theorem 6 is not known. Unlike the case of p = 1, the 1-dimensional case is not trivial for
our model. In particular, we have proved Theorems 3 and 2 only for d ≥ 2. We have ignored
the case d = 1 not because we consider the technical problems insurmountable, but because
we hope that it may be possible to prove a stronger result for d = 1, at least for the case of
constant p.
I Question 4. Determine an explicit constant βp,1 as a function of (constant) p such that
for d = 1,
lim
n→∞T (Xn,p) = βp,1.
Our basic motivation has been to understand the constraint imposed on travel among
random points by the restriction set of traversable edges which is chosen randomly independ-
ently of the geometry of the underlying point-set. While the Erdős-Rényi-Gilbert model
is the prototypical example of a random graph, other models such as the Barabási-Albert
preferential attachment graph have received wide attention in recent years, due to properties
(in particular, the distribution of degrees) they share with real-world networks.
I Question 5. If the preferential attachment graph is embedded randomly in the unit square
(hypercube), what is the expected diameter? What is the expected size of a minimum-length
spanning tree?
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A Proof of Lemma 5
Let B(k) be the event that there exists a set S of k vertices in GN,p that induces a connected
subgraph and in which more than half of the vertices have less than ω/2 neighbors outside S.
Then for k = o(N) we have
Pr(B(k)) ≤
(
N
k
)
pk−1kk−22kPr(Bin(N − k, p) ≤ ω/2)k/2 (36)
≤ e
kωk
pk2
2k
(
e−((N−k)p−ω/2)
2/(2(N−k)p)
)k/2
, from (6) with ε = 1− ω2(N − k)p ,
(37)
≤ e
kωk
pk2
2k
(
e−(.99ω−ω/2)
2/2ω
)k/2
(38)
≤ p−1(2eωe−ω/20)k ≤ Ne−kω/21. (39)
(40)
Explanation of (36):
(
N
k
)
bounds the number of choices for S. We then choose a spanning
tree T for S in kk−2 ways. We multiply by pk−1, the probability that T exists. We then
choose half the vertices X of S in at most 2k ways and then multiply by the probability that
each x ∈ X has at most ω/2 neighbors in [N ] \ S.
If κ = κ(L) = L logNlogNp then (39) implies that Pr(B(κ)) ≤ N1−L.
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Next let D(k) = DN (k) be the event that there exists a set S of size k for which the
number of edges e(S) contained in S satisfies e(S) ≥ 2k. Then,
Pr(D(k)) ≤
(
N
k
)((k
2
)
2k
)
p2k ≤
(
Ne
k
·
(
keω
2N
)2)k
=
(
ke3ω2
4N
)k
.
Since ω = O(logn) we have that q.s.
6 ∃k ∈ [κ(1), N3/4] such that D(k) occurs. (41)
Now let B(k1, k2) =
⋃k2
k=k1 B(k) and D(k1, k2) =
⋃k2
k=k1 D(k), and suppose that
B(k1, k2) ∪ D(k1, k2) does not occur, (42)
where k1 = κ(L/4) and k2 = N3/4. Fix a pair of vertices v, w and define sets S0, S1, S2, . . .
where Si is the set of vertices at distance i from v. If there is no i ≤ k1 with w ∈ Si then we
must have Sk1 6= ∅ and |S≤k1 | ≥ k1 where S≤t =
⋃t
i=0 Si for t ≥ 0. This is because v, w ∈ C1
and C1 is connected and so |S≤i+1| ≥ |S≤i| + 1. We also see that k1 ≤ |S≤t| ≤ N3/4
implies that |St+1| ≥ ω|S≤t|/10. Indeed, if |St+1| < ω|S≤t|/10 then S≤t+1 has at most
(ω + 10)|S≤t|/10 vertices and more than ω|S≤t|/4 edges, contradiction.
Thus if L is large, then we find that there exists t ≤ k1 + κ(3/4) ≤ N3/4 such that
|S≤t| ≥ N3/4 and so also that |St| ≥ (1− o(1))N3/4. Now apply the same argument from
w to create sets T0, T1, . . . , Ts, where either we reach v or find that |Ts| ≥ N3/4 where
s ≤ k1 + κ(3/4). At this point the edges between St and Ts are unconditioned and the
probability there is no St : Ts edge is at most (1− p)N3/2 = O(e−Ω(N1/2)).
B Proof of Lemma 10
We let S denote the subgraph of Ydt,p ∩ Ld
′
d induced by the difference Ld
′
d \ Ld
′−1
d .
By ignoring the d′th coordinate of S, we obtain the (d − 1) dimensional set pi(S), for
which induction on d (or equation (15) if d = 2) implies an expected tour T (S) of length
Φd−1,d′−1p (t) ≤ βd−1p td−1, and so changing notation, we can write
Φd−1,d
′−1
p (t) ≤ Dp,d−1td−1.
We have that
E(T (S)) ≤ E(T (pi(S)) + d1/2E(|pi(S)|) ≤ Dp,d−1td−1 + d1/2td−1.
The first inequality stems from the fact that the points in Ld′d \Ld
′−1
d have a d′ coordinate in
[t− 1, t].
Now if Ydt,p ∩ Ld
′−1
d and S are both Hamiltonian, then we have
T (Ydt,p ∩ Ld
′
d ) ≤ T (Ydt,p ∩ Ld
′−1
d ) + T (S) +Od(t) (43)
which gives us the Lemma, by linearity of expectation. We have (43) because we can patch
together the minimum cost Hamilton cycle H in Ydt,p ∩ Ld
′−1
d and the minimum cost path
P in S as follows: Let u1, v1 be the endpoints of P . If there is an edge u, v of H such that
(u1, u), (v1, v) is an edge in Ydt,p then we can create a cycle H1 through Ydt,p ∩ Ld
′−1
d ∪ P at
an extra cost of at most 2d1/2t. The probability there is no such edge is at most (1− p2)t/2,
which is negligible given the maximum value of T (Ydt,p ∩ Ld
′
d ).
A.M. Frieze and W. Pegden 45:17
On the other hand, because p is a constant, the probability that either of Ydt,p ∩ Ld
′−1
d
or S is not Hamiltonian is exponentially small in t, (see for example [5]), which is again
negligible given the maximum value of T (Ydt,p ∩ Ld
′
d ). This completes the proof of (16).
To obtain (17) we use (16) to write
Φd,dp (t+ h) ≤ Φd,0p (t+ h) + dFp,d(t+ h)d−1 = Φdp(t+ h− 1) + dFp,d(t+ h)d−1
≤ Φdp(t) + dFp,d
h∑
i=0
(t+ i)d−1.
C Proof of Lemma 11
Let B, C denote the events
B =
{
∃α : Yd,αt,p is not Hamiltonian
}
,
C =
{
∃α :
∣∣∣|Yd,αt,p | − ud∣∣∣ ≥ δud} ,
and let E = B ∪ C.
Now Pr(B) ≤ mde−Ω(udp) and, by Observation 7, Pr(C) ≤ mde−Ω(ud) and so Pr(E) ≤
e−Ω(u
dp). Assume therefore that ¬E occurs. Each subcube Sα will contain a minimum
length tour Hα. We now order the subcubes {Sα} as T1, . . . , Tmd , such that for Sα = Ti and
Sα′ = Ti+1, we always have that the Hamming distance between α and α′ is 1. Our goal is
to inductively assemble a tour through the subcubes T1, T2, . . . , Tj from the smaller tours
Hα with a small number of additions and deletions of edges.
Assume inductively that for some 1 ≤ j < md we have added and deleted edges and
found a single cycle Cj through the points in T1, . . . , Tj in such a way that (i) the added
edges have total length at most 4
√
dju and (ii) we delete one edge from τ(T1), τ(Tj) and two
edges from each τ(Ti), 2 ≤ i ≤ j − 1. To add the points of Tj+1 to create Cj+1 we delete one
edge (u, v) of τ(Tj) ∩ Cj and one edge (x, y) of τ(Tj+1) such that both edges {u, x}, {v, y}
are in the edge set of Ydt,p. Such a pair of edges will satisfy (i) and (ii) and the probability
we cannot find such a pair is at most (1 − p2)(ud/2−1)ud/2. Thus with probability at least
1− eΩ(udp2) we build the cycle Cmd with a total length of added edges ≤ 4
√
dmdu.
D Proof of Lemma 14
We consider cases according to the size of k.
Case 1: k ≤ n 13 . Note that we have T (Un+1,p) < T (Un,p) +
√
d q.s., since we can q.s. find
an edge in the minimum tour though Un,p whose endpoints are both adjacent to (n+ 1). n 13
applications of this inequality now give (35).
Case 2: k > n 13 . In this case the restriction R of Un+k,p to {n + 1, . . . , k} is q.s. (with
respect to n) Hamiltonian [3]. In particular, by Theorem 6, we can q.s. find a tour T though
R of length ≤ 2βdpk
d−1
d . Finally, there are q.s., edges {x, y} and {w, z} on the minimum
tours through Un,p and R, respectively, such that x ∼ w and y ∼ z in Un+k,p, giving a tour
of length
T (Un+k,p) ≤ T (Un,p) + 2βp,dk
d−1
d + 4
√
d.
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