We show that the spin wavelets on the sphere S 2 , which were constructed by the first author and Marinucci in [3] , can be chosen so as to form a nearly tight frame. These spin wavelets can be applied (see [1] and [2]) to the study of the polarization of cosmic microwave background radiation. For certain of these frames, there is a positive C such that each frame element at scale a j is supported in a geodesic ball of radius Ca j .
Introduction
In [4] and [5] , we have constructed nearly tight frames on any smooth compact Riemannian manifold M. (Loosely, we call a frame "nearly tight" if by adjusting spacing and scaling on the space and frequency side, the frame bounds can be made as close to 1 as desired.) As we shall review, we showed (in the course of the proof of Lemma 4.1 of [4] ) that we could even arrange, that each frame element at scale a j be supported in a geodesic ball of radius a j . The important special case in which M is a sphere was dealt with earlier by Narcowich, Petrushev and Ward, in [7] , [8] . Our philosophy in constructing frames is quite similar to theirs. There were, however, these important differences between our work and theirs: First, their frames (in [7] , [8] ) were always finite linear combinations of spherical harmonics, hence real analytic, so they could not be supported in a small ball. However, they were able to construct frames that were actually tight, by performing exact discretizations of integrals, by using appropriate cubature points. In this article, building on results of the first author and Marinucci [3] , we shall generalize results from our articles [4] and [5] , to construct nearly tight frames of spin wavelets on the sphere. As we shall explain, spin functions on the sphere are sections of a complex line bundle, which is of great importance in physics. We will be able to arrange, for some C > 0, that each frame element at scale a j is supported in a geodesic ball of radius Ca j . The main immediate motivation for this work is application to the study of cosmic microwave background radiation (CMB). This radiation, emitted only 370,000 years after the Big Bang, has been called the "Rosetta Stone" of the physics of the early universe. It has both a temperature and a polarization; the former is a scalar quantity, while the latter is naturally viewed as a spin 2 quantity. Physical and statistical consequences of the theory of spin wavelets, as presented in [3] and in this article, are discussed in [1] and [2] . In this introduction, we will first review spin functions, then review our philosophy for constructing nearly tight frames on manifolds. Finally we will state our main results, and explain the plan of the paper. We refer the reader to [4] for a discussion of earlier work on frames on manifolds, and to [1] and [2] for references to the extensive physical and statistical literature related to CMB. We would like to thank Domenico Marinucci for introducing us to this area of research, and for many helpful discussions.
Spin functions and kernels
We first review a number of facts about spin s functions and kernels. For proofs, see [3] . Let U I denote S 2 \ {N, S}, where N = (0, 0, 1) and S = (0, 0, −1), the north and south poles of the sphere respectively. For any rotation R ∈ SO(3) let U R = RU I . On U I we use standard spherical coordinates (θ, φ) (0 < θ < π, −π ≤ φ < π), and analogously, on any U R we use coordinates (θ R , φ R ) obtained by rotation of the coordinate system on U I . At each point p of U R we let ρ R (p) be the unit tangent vector at p which is tangent to the circle θ R = constant, pointing in the direction of increasing φ R . (Thus, for any p ∈ U I , ρ R (Rp) = R * p [ρ I (p)]. (R * p is the induced map on tangent vectors at p.)) If p ∈ U R 1 ∩ U R 2 , it makes sense to define the (oriented) angle from the tangent vector ρ R 1 (p) to ρ R 2 (p), for p in the intersection of U R 1 and U R 2 . We let ψ pR 2 R 1 denote this angle. (See [3] for a careful discussion of which is the oriented angle.) Note that the intersection of the two preceding sets consists of the entire sphere, excluding the points {R 1 (N), R 1 (S), R 2 (N), R 2 (S)}.) Let s be an integer and let Ω be an open subset of S 2 . We define C ∞ s (Ω), the set of all smooth spin s functions over Ω, to be the set of f = (f R ) R∈SO(3) with f R ∈ C ∞ (Ω ∩ U R ) for all R, such that for any R 1 , R 2 ∈ SO(3) and all p ∈ U R 1 ∩ U R 2 ∩ Ω the components of f satisfy the following "spin relation":
where ψ := ψ pR 2 R 1 , the angle introduced above. Observe that for s = 0, C ∞ s (Ω) can be identified with C ∞ (Ω), the set of smooth scalar functions over Ω. If, say, R 1 = I, R 2 = R, then heuristically f R is f I "looked at after the coordinates have been rotated by R"; at p, it has been multiplied by e isψ .
For any s, we can identify C ∞ s (Ω) with the sections over Ω of the complex line bundle L s obtained by using the e isψ pR 2 R 1 as transition functions from the chart U R 1 to the chart U R 2 ; then f R is the trivialization of the section over U R ∩ Ω. However, in this article, except in Proposition 5.2, we shall look at spin functions as collections of functions f = (f R ) R∈SO(3) as above, since it is conceptually easier to do so. Analogously to C ∞ s , we define C ∞ s (S 2 × S 2 ), the set of spin s smooth kernels over S 2 , to be the set of K = (K R ′ ,R ) R ′ ,R∈SO (3) such that K R ′ ,R ∈ C ∞ (U R ′ 1 × U R ) and
where ψ ′ := ψ pR ′ 1 R ′ and ψ := ψ qR 1 R . We may then naturally define a kernel operator
In a manner similar to the definition of spin s smooth function, we can define
, and such that (1) holds a.e. on Ω. For any f, g ∈ L 2 s (Ω), we may define f, g = f R , g R , since the scalar product is independent of choice of R (see (1) ). L 2 s (Ω) is evidently a Hilbert space with this scalar product.
There is a unitary action of
Hence, by (1), for any R 0 ∈ SO(3) and p ∈ U I ∩ U R 0 we have (f R ) R 0 (p) = e isψ f R (Rp) where ψ := ψ pR 0 I . We shall think of f R as a rotate of f . Observe that for s = 0 we have the natural unitary action of SO(3) on L 2 (S 2 ) and f
We recall the definition of spin-raising and spin-lowering operators ð andð from [9] , which are as follows: For a spin s smooth function f , define
The "spin-raising" operator ð :
There is also a well-defined spin-lowering operator ð :
The operators ð and ð commute with the action of SO(3) on smooth spin functions.
Let {Y lm : l ≥ 0, −l ≤ m ≤ l} be the standard basis of spherical harmonics on S 2 . For l ≥ |s|, we define the spin s spherical harmonics of [9] as follows:
Analogously to the spherical Laplacian, for spin s functions we define the spin s spherical Laplacian ∆ s as −ðð for s ≥ 0 and −ðð for s < 0. Then ∆ 0 is the usual spherical Laplacian. For l ≥ |s|, let H ls =< s Y lm : −l ≤ m ≤ l >. Also, for l ≥ |s|, let λ ls = (l − s)(l + s + 1) if s ≥ 0, and let λ ls = (l + s)(l − s + 1) if s < 0. Then H ls is the subspace of C ∞ s (S 2 ) which consists of eigenfunctions of ∆ s for the eigenvalue λ ls .
Nearly tight frames on manifolds
We now review results from our articles [4] and [5] . Let M be a smooth oriented (connected) Riemannian manifold without boundary.
In [4] and [5] , we studied the kernels of operators, from which we could obtain frames on M with frame bounds whose ratio is close to one for "dilation parmeter" a close to one. In fact, we started from the Calderòn formula
where f ∈ S(R + ) and u > 0. This guarantees that f (0) = 0.
For a > 1 and sufficiently close to 1, by discretizing the equation (4) one gets, for u > 0, the Daubechies condition
where B a /A a converges nearly quadratically to 1 as a → 1. If we let P denote the projection in L 2 (M) onto the constant functions, which is the null space of ∆ (the Laplace-Beltrami operator), then by applying spectral theory for ∆ in (5) one obtains the following inequality:
where I is the identity operator and the sum converges in the strong topology. For t > 0, let K t be the kernel of the operator f (t 2 ∆) (which is smooth). In [5] we verified that for certain discrete sets {x j,k }, where j runs on Z and 1 ≤ k ≤ N j , and for certain positive weights µ j,k , the system {φ j,k := µ j,k K a j (x j,k , ·)} constitutes a "nearly" tight frame for L 2 (M): There exist constants (possibly dependent on a) 0 < A ≤ B < ∞ such that for any F ∈ (I − P )L 2 (M) one has:
further, if the x j,k are chosen appropriately, we can arrange for B/A to be arbitrarily close to B a /A a (which, as we said, converges nearly quadratically to 1 as a → 1). Thus, for appropriate choices, B/A is arbitrarily close to 1 (which is what we mean when we say that the frame is "nearly" tight). For a precise statement in the special csse M = S 2 , see Theorem 1.2 below, in the case s = 0. In the course of the proof of Lemma 4.1 of [4] we showed that we could arrange, that the frame element φ j,k is supported in a geodesic ball of radius a j . Indeed, it suffices to choose the function f to have the form f (ξ 2 ) = g(ξ) for some even g ∈ S(R) with suppĝ ⊆ (−1, 1). Then for some c, the Fourier inversion theorem implies
From this and the finite propagation speed property of the wave equation, we see that the support of K t , the kernel of
for some constant µ j,k , we see that the support of φ j,k is indeed contained in a ball of radius a j about x j,k . In [4] we proved that, for any f , our wavelets enjoy a property of "near-diagonal localization" which leads to the construction of our frames. We now explain this property for the sphere in the spin s situation (the scalar situation of [4] and [7] , [8] is the case s = 0).
Main results and plan of the paper
In the spin s situation on the sphere, we have:
where f ∈ S(R + ) and f (0) = 0. Then for every R, R ′ ∈ SO(3), every pair of compact sets F R ⊆ U R and F R ′ ⊆ U R ′ , and every pair of C ∞ differential operators X (in x) on U R ′ and Y (in y) on U R , and for every nonnegative integer N, there exists c such that for all t > 0, all x ∈ F R ′ and all y ∈ F R , we have
where I := deg X and J := deg Y .
Remarks:
1. When s = 0 (so that K t,R ′ ,R is independent of R ′ , R) the near-diagonal localization theorem is simpler. In fact, as we showed in [4] , for some c, (8) holds for all x, y ∈ S 2 and all t > 0. If f has compact support away from the origin, the result was shown earlier for the sphere in [7] , [8] . 2. Theorem 1.1 was shown in [3] , in the special case where f has compact support away from the origin. It will be shown in general, in section 5 of this article.
In section 4 of this article we will use Theorem 1.1 in order to obtain nearly tight frames of spin wavelets for L Associated to the operator f (t 2 ∆ s ) there is a kernel K t = K t,f which can be represented as
For R ∈ SO(3), and x ∈ U R , let us define
Then, by definition, W xtR ∈ C ∞ s (S 2 ) and the series converges pointwise. Note that
The preceding generalizes the definition we gave in [5] of wavelets for the case
where we have set β t,F := f (t 2 ∆ s )F . We call β t,F,x,R a spin wavelet coefficient of F . This work aims to show that, in analogy to the case s = 0, one can obtain a nearly tight frame from spin wavelets: Let P = P |s|,s be the projection onto H |s|,s , the null space of ∆ s in C (9) . Say 0 < b < 1. Suppose that, for each j ∈ Z, we can write S 2 as a finite disjoint union of measurable sets {E j,k : 1 ≤ k ≤ N j }, where: the diameter of each E j,k is less than or equal to ba j ,
and where: for each j with ba
(Such E j,k exist provided c 0 and δ 0 are sufficiently small, independent of the values of a and b.) Select x j,k ∈ E j,k for each j, k, and select R j,k with
for all
, with frame bounds A a − C 0 b and B a + C 0 b.
Note that the choice of R j,k is irrelevant for (14), since a change in R j,k only multiplies φ j,k by a factor of absolute value 1.
As in the scalar case, we shall also show: 
Indeed, this will occur, as in the scalar case, if f has the form f (ξ 2 ) = g(ξ) for some even g ∈ S(R) with suppĝ ⊆ (−1, 1) . The plan of the paper is as follows. In section 2, we present a general version of the T (1) theorem for manifolds, which will be an important tool in the later sections. In section 3, we use the T (1) theorem to prove a summation theorem, which explains when certain kinds of operators on spin functions are bounded on L 2 s . In section 4, we then use the results of section 3 to obtain our main result on frames. Specifically, Theorem 1.2 is proved in a more general form in Theorem 4.2. (In fact, Theorem 4.2 was asserted in [3] , as Theorem 6.3 of that article; that article referred to this one for the proof. See also remark 3 following Theorem 6.3 in [3] .) Theorem 1.1 was proved for f with compact support away from 0 in [3] ; it will be proved for general f in section 5. Corollary 1.3 will also be proved in section 5, as Corollary 5.3. To fully understand this article, it would be helpful if the reader were familiar with sections 1 through 4 of our article [4] , and up through Theorem 2.4 of [5] . The facts that we shall need about spin, have almost all already been explained in this introduction.
A T (1) Theorem for Manifolds
As in [5] , we will need an appropriate version of the T (1) theorem for manifolds. We stated a version in Theorem 2.2 of [5] . In this section, we state and prove a version with fewer hypotheses. We shall work on general smooth compact oriented Riemannian manifolds M. The notation and concepts from the introduction will not be needed in this section. Let us first review the version of the T (1) theorem for R n in Stein's book [10] . (Actually the version below is slightly different from Stein's; see the appendix of our article [6] , with G = R n there, for an explanation of the differences and how they are resolved.) In R n , if r > 0, we call a C 1 function ω an r-bump function if it is supported in a ball of radius r, if ω ∞ ≤ 1, and if ∂ j ω ∞ ≤ 1/r for each partial derivative ∂ j .
is linear, and has a formal adjoint
Suppose:
for all x, y ∈ R n with x = y;
then T extends to a bounded operator on L 2 (R n ), and T ≤ C 0 A.
We shall need a localized version of this result:
, and 
for all x ∈ B 1 , y ∈ B 2 with x = y;
we can replace the condition (i) by
and the result still follows.
). For (a), we need only verify that φT ψ satisfies the hypotheses of Theorem 2.1. Evidently φT ψ :
is welldefined, and has formal adjoint ψT * φ. Note that for some C > 0, if ω is an r-bump function, then ψω/C is an r-bump function (if r ≤ r 1 ), while ψω/C is an r 1 -bump function (if r > r 1 ). It is evident, then, that φT ψ satisfies hypothesis (i) of Theorem 2.1. Hypotheses (ii) and (iii) of that Theorem are also satisfied for φT ψ, whose kernel is φ(x)K(x, y)ψ(y). This proves (a). For (b), we show that (i) holds (possibly with a different A). Suppose then that ω is a bump function for the ball {y :
This shows (i) for T ; similarly for T * . This completes the proof.
Now let M be a smooth compact oriented Riemannian manifold of dimension n; we will use Corollary 2.2 to establish a useful version of the T (1) theorem for M.
We shall need the following basic facts, from Section 3 of [4] , about M and its geodesic distance d. For x ∈ M, we let B(x, r) denote the ball {y : d(x, y) < r}.
Proposition 2.3. Cover M with a finite collection of open sets
, such that the following properties hold for each i:
Choose δ > 0 so that 3δ is a Lebesgue number for the covering {U i }. Then, there exist c 1 , c 2 > 0 as follows:
for all y, z ∈ U i ; and
for all y, z ∈ B(x, δ).
We fix collections {U i }, {V i }, {φ i } and also δ as in Proposition 2.3. Let µ be the measure on M arising integration with respect to the volume form on M. Then: notation as in Proposition 2.3, there exist c 3 , c 4 > 0, such that, whenever x ∈ M and 0 < r ≤ δ,
We fix a finite set P of real C ∞ vector fields on M, whose elements span the tangent space at each point. We let P 0 = P ∪ { the identity map}.
Say now x ∈ M, and r > 0. We say that a function ω ∈ C 1 (M) is a bump function for the ball B(x, r), provided supp ω ⊆ B(x, r), ω ∞ ≤ 1 and max X∈P Xω ∞ ≤ 1/r. If ω is a bump function for some ball B(x, r), we say that ω is an r-bump function.
We can now establish the following T (1) theorem for M: 
is linear, and has a formal adjoint T * : 
for all x, y ∈ M with x = y and d(x, y) ≤ 4r 0 ;
we can replace the condition (i) by
Proof Without loss of generality, we may assume 4r 0 < δ. Cover M by finitely many open balls of radius r 0 , and select a partition of unity {ζ i } subordinate to this covering.
We prove that each term in the summation in (18) is bounded on L 2 (M).
Note first that if suppζ i ∩ suppζ j is empty, then those supports are separated by a positive distance. In that case, ζ i T ζ j is the operator with the C 1 kernel ζ i (x)K(x, y)ζ j (y). Thus, in either (a) or (b), ζ i T ζ j is bounded on L 2 , with bound less than or equal to CA for some C.
Thus we need only need to consider those i, j for which suppζ i and suppζ j intersect. For some
; then ζ i T ζ j may be pulled over through the diffeomorphism φ k , to an operator, say T :
k . It is enough to show that T satisfies the hypotheses of Corollary 2.2 (with B = B 1 = B 2 ); for then we will know that T has a bounded extension to L 2 (B), and hence that ζ i T ζ j has a bounded extension to L 2 (M). Note that hypothesis (a) of Corollary 2.2 surely holds for T .
Say B has radius s. For hypothesis (i) (or in the situation of (b), hypothesis (i) ′ ) of Corollary 2.2, say ω is a Euclidean r-bump function supported in B, for some r ≤ s. We may pull ω back from B to a function,ω = ω • φ k on U k . There, by (15), for some fixed c > 0,ω is a fixed constant times a cr-bump function on M, so ζ jω is a fixed constant times a cr-bump function on M. We use this if cr < r 0 . If instead cr ≥ r 0 , we note that ζ j is a fixed constant times an r 0 -bump function on M, while if X ∈ P then Xω ∞ ≤ C independent of r, so ζ jω is a fixed constant times an r 0 -bump function. From these observations, we see that, in (a), for some
Similarly we may pull ζ j T * ζ i back over to an operator R :
, and obtain similar conclusions for R. To be sure, because of the different metrics, R might not equal T * . However, there is a smooth, nowhere vanishing function
Then a brief computation shows that T has formal adjoint T * = hRh −1 . From this it is now evident that, in (a), T * satisfies hypothesis (i) of Corollary 2.2, while in (b), it satisfies hypothesis (i) ′ of Corollary 2.2. As for hypotheses (ii) and (iii) of Corollary 2.2, pull over the kernel of ζ i T ζ j to B, obtaining the kernel
The kernel of T is evidently J(x, y)h(y). If J(x, y) = 0, then because of the conditions on the supports of ζ i and ζ j , we must have that φ
0 ), whose closure is contained in B(x 0 , δ). We see then, by (16), that hypotheses (ii) and (iii) of Corollary 2.2 are satisfied for T , so the proof is complete.
We will have a few other facts that applies to general M. At the start of the proof of Theorem 2.3 (b) of [5] , we established (a) of the following proposition.
Say a > 1.
(a)Then there exists C > 0 as follows: For each j ∈ Z, write M as a finite disjoint union of measurable subsets {E j,k : 1 ≤ k ≤ N j }, each of diameter less than a j . For each j, k, select any x j,k ∈ E j,k , Suppose {Φ j,k } and {Ψ j,k } are two systems of functions such that Φ j,k , Ψ j,k ∈ N x j,k ,a j for all j, k, and suppose 0 ≤ J ≤ 1. Then
for any x, y ∈ M, x = y.
(b) For any η > 0, the series in (19) converges uniformly for d(x, y) ≥ η.
Proof As we said, (a) was established at the start of the proof of Theorem 2.3 (b) of [5] . That proof showed that the convergence was uniform for a j 0 ≤ d(x, y) < a j 0 +1 , for any j 0 ∈ Z. But under the hypotheses of (b), d(x, y) is both bounded below and above (by the diameter of M), so (b) follows.
We will also need the following basic facts from Section 3 of [4]:
• For any N > n there exists C N such that, for all x ∈ M and t > 0,
• For all M, t > 0, and for all E ⊆ M with diameter less than Mt, if x 0 ∈ E, then one has that
for all x ∈ E and all y ∈ M.
In fact, (21) is a simple consequence of the triangle inequality for d.
The Summation Operator
We return now to the notation in the introduction. As in the case s = 0 studied in [5] , in order to prove (14), we need to prove the L 2 -boundedness of operators similar to F → j,k µ j,k F, φ j,k φ j,k . (Indeed the boundedness of this operator would clearly at least imply the upper bound in (14).) This is an example of what we call a summation operator.
To begin, let E = (1, 0, 0) be the "East pole" of
s , is the span of 2 | s | +1 elements s Y lm with l = |s|. We shall need the following fact about P L 
2 is arbitrary, then we may select R ∈ SO(3) with Rp = E, and then for all 
We claim that (i), (ii) and (iii) are satisfied if we set
, where ψ = ψ pRpI .
Indeed, (ii) is clear, since Y is smooth, and hence bounded. We have (i) since
As for (iii), we note that for any x ∈ B,
where now γ = ψ xIRp . Note that
, whose closure is contained in U I . Also, it is evident that γ depends smoothly on both x and p. (iii) now follows at once. This completes the proof. , and choose a partition of unity ζ m subordinate to that covering. For each m, select R m ∈ SO(3) with y m = R m E. Since B(E, π/2) ⊆ U I , surely B(y m , π/2) ⊆ U Rm . As in the previous section, we fix a finite set P of real C ∞ vector fields on S 2 , whose elements span the tangent space at each point. We let P 0 = P ∪ { the identity map}. We note the following simple fact about P: Proposition 3.2. Suppose 0 < δ < η < π/2, p ∈ S 2 , and let Z be any smooth vector field on B(p, η). Then there exists C > 0 as follows: for any C 1 function ω on B(p, η), and for every R ∈ SO(3),
Proof We may assume that there are 2 vector fields X 1 , X 2 ∈ P, which are a basis for the tangent space at each point of B(p, δ). (Otherwise, we cover B(p, δ) by finitely many closed balls, all contained in B(p, η), on which this is true, and work on these balls instead of on B(p, δ).)
The left side of (22) equals max y∈B(p,δ) |Z R ω(y)|, where Z R is the smooth vector field given by
By working in local coordinates, we see that we may uniquely write Z R (q) = 2 k=1 h k (R, q)X k (q), for certain continuous functions h k of R ∈ SO(3) and q ∈ B(p, δ). From this expression, the proposition is evident.
As in the previous section, we can use P 0 to define r-bump functions on S 2 . It is evident from Proposition 3.2 that for any η < π/2, there is a C > 0 such that whenever 0 < r < η, whenever R ∈ SO(3), and whenever ω is an r-bump function supported on Ball B(p, r), then ω • R/C is also an r-bump function supported on ball B(R −1 p, δ) for some δ < r.
For any x ∈ S 2 , we define
For example, if φ j,k := W x j,k ,a j ,R j,k is as in (14), then by Theorem 1.1, there is a C > 0, such that φ j,k /C ∈ M s,x j,k ,a j for all j, k. Note also that if ϕ ∈ M s,x,t , then |ϕ| ∈ N x,t . (as defined in Proposition 2.5). This is evident, once one takes Y = id in the definition of M s,x,t and recalls that the B(y m , π/5) cover S 2 . Note also the following fact:
• For every C 1 > 0 there exists C 2 > 0 such that whenever t > 0 and
We can now prove the main facts about the summation operators. 
, we claim that we may define
(Here, and in similar equations below, the sum in k runs from k = 1 to k = N j .) Indeed:
, the series defining SF converges absolutely, uniformly on M,
Consequently, S extends to be a bounded operator on
, with norm less than or equal to C 2 .
where the series converges unconditionally.
where the series converges absolutely.
Proof We first show (a) and (b). As we shall explain, (c) and (d) are immediate consequences. For (a) and (b), it suffices to show that for each m, q with 1 ≤ m, q ≤ M, we may define
initially for F ∈ C 1 s (S 2 ), with (a) and (b) satisfied for each S mq in place of S. For instance, (a) for S will follow, since the termwise sum of a finite number of absolutely convergent series is surely absolutely convergent. Of course, once these results are proved, we will know that each S mq = ζ m Sζ q . Recall that suppζ q ⊆ B(y q , π/10). For (a) for S mq , then, it is enough to show that for any F ∈ C 1 s , with suppF ⊆ B(y q , π/10), j k µ(E j,k ) F, ϕ j,k ψ j,k converges absolutely, uniformly on S 2 . (As usual, suppF is the closure of {x : F (x) = 0}. Also, we won't need to localize with ζ m in this part of the proof.) In fact, since for any such F , F Rq is a multiple of an r-bump function for r = π/10, it is enough to show the following: (*) Say F ∈ C 1 s , with suppF ⊆ B(y q , π/10), and that F Rq is an r-bump function for some r ≤ π/10. Then for all x ∈ S 2 and R ∈ SO(3),
(Here and in the sequel, for a spin function ψ, |ψ(x)| := |(ψ R (x)| for any R with x ∈ U R .) Here the convergence is uniform on S 2 , and the constant C 1 may be chosen independently of the choice of {ϕ j,k }, {ψ j,k }, E j,k , x j,k , r or F .
To prove (*), first, for each j, let
(Here, and in the rest of the proof of (*), C denotes a constant, which may change from one appearance to the next, but which may be chosen independently of the choice of {ϕ j,k }, {ψ j,k }, r or F .)
On the other hand, we claim that if a j ≤ r, then
To see this, we first show that there exists C 0 > 0 as follows. Let R ∈ SO(3) and ω be an r-bump function, r < π/10, with suppω ⊆ B(RE, π/10). Then for all x, u ∈ S 2 ,
where Y p is as in Proposition 3.1, for p = R −1 u. (To be clear, Y pI (R −1 x)ω(u) is taken to be zero here if ω(u) = 0, and in particular if u / ∈ B(RE, π/10), even if Y pI (R −1 x) is not defined.) To prove (29), note that the left side is surely bounded (independent of choice of R, r, ω, x or u), by Proposition 3.1 (ii) -since, in checking this, we may assume that u ∈ B(RE, π/10), in which case p ∈ B(E, π/10). Since the left side is bounded, we may also assume that d(x, u) ≤ r < π/10. The left side of (29) is zero unless at least one of x, u ∈ B(RE, π/10), and hence we may assume that both x, u ∈ B(RE, π/5). Since ω • R 1 is a fixed constant times an r-bump function for all R 1 ∈ SO(3), by writing (29), we see that in (29), we may take R = I, in which case u = p. But, if we note that ω(p) −Y pI (p)ω(p) = 0, we now see that (29) (for R = I, x, p ∈ B(E, π/5)) follows at once from Proposition 3.1 (iii) and the mean value theorem. (One can use stereographic projection onto the tangent plane to S 2 at E before applying the mean value theorem.) This proves (29) in full generality. We also note that in (29), we have
(Here we are abbreviating Y
Thus, by (29) and (30),
by (20). Now, for any j and any y ∈ S 2 , we have
again by (20). (In passing from (34) to (35), we used (21).) Taking the sum over j we have:
by (27) and (28). This proves (*). Thus (a) is established for S mq , and hence for S. Next, we will prove (b) for S mq , by applying Theorem 2.4 to a scalar operator which is a "trivialization" of S mq . If ζ, ζ ′ ∈ C ∞ (S 2 ), let us write ζ ≺ ζ ′ if 0 ≤ ζ, ζ ′ ≤ 1 and if ζ ′ = 1 in a neighborhood of suppζ. Choose, then, ζ, ζ ′ supported in B(y q , π/10), with ζ q ≺ ζ ≺ ζ ′ . Evidently the map F → F Rq is a unitary map from L 2 s onto L 2 ; let T denote the inverse of this map. Note that if ω ∈ C 1 (S 2 ) has support contained in U Rq , then T (ω) ∈ C 1 s (since it vanishes in neighborhoods of R q N and R q S). Consequently, by (a), we may define an operatorS mq :
Rm . For (b) for S mq , it is enough to show that, for some C > 0, independent of the choice of {ϕ j,k }, {ψ j,k }, E j,k , or x j,k , we have
for all ω ∈ C 1 . For if (**) were known, then for all F ∈ C s 1 we would have that for all F ∈ C 1 s ,
which will prove (b). (In the rest of the proof of (b), C will always denote a positive constant, which may change from one appearance to the next, but which is independent of the choice of {ϕ j,k }, {ψ j,k }, E j,k , or x j,k .) Let us then verify that the hypotheses of Theorem 2.4 hold forS mq , where we use (i) ′ of that theorem in place of (i), and where we set r 0 in that theorem to be π/10. Firstly, let ω be an r-bump function, r ≤ π/10. Then ζ q ω is a fixed constant times an r-bump function. Let F = ζ q T (ζω); then F Rq = ζ q ω is a fixed constant times an r-bump function, and suppF ⊆ B(y q , π/10). We then have, by ( * ), that S mq (ω) ∞ ≤ S(F ) ∞ ≤ C for some C, which gives us part of (i) ′ . To complete the proof of (i) ′ , we also need to consider S * mq . Note that for any ω ∈ C 1 we havẽ
where the series converges absolutely. Thus, for any ω, ν ∈ C 1 , we have
where the sum converges absolutely. Consequently, the formal adjoint ofS mq isS * mq , where
Since this is of the same form asS mq , we obtain (i) ′ forS mq , in its entirety.
As for (ii), note that if the support of ω is contained in a compact set T ⊆ S 2 , and x / ∈ T , then there is a η > 0 such that d(x, y) ≥ η for all y ∈ T . Thus, by (38),S mq has kernel K (in the sense of Theorem 2.4 (b)), where
since, by Proposition 2.5 (b), the series converges absolutely and uniformly for d(x, y) ≥ η. By definition of M s,x,t , if ϕ ∈ M s,x,t , then for some C > 0, then t deg Y Y (ζ α ϕ Rα )/C ∈ N x,t for every Y ∈ P 0 and every α (1 ≤ α ≤ M). We apply this with t = a j (j ∈ Z). It therefore follows from Proposition 2.5 that, whenever X (acting in the x variable) and Y (acting in the y variable) are in P 0 , then
provided deg X + deg Y ≤ 1. Working in local coordinates on U Rm we could take X in (40) to be any ∂/∂x l , and working in local coordinates on U Rq , we could take Y to be any ∂/∂y l . We thus see that K(x, y) is C 1 off the diagonal. Finally we see that we may bring derivatives past the summation sign in (39), and thus, for any X, Y ∈ P 0 ,
This shows thatS mq satisfies conditions (ii), (iii) and (iv) of Theorem 2.4, which completes the proof of (b). 
Proof of (c). It is evident, by (a), that (c) holds for
F ∈ C 1 s . Suppose now that F ⊆ {(j, k) : j ∈ Z, 1 ≤ k ≤ N j } is finite, and define S F : L 2 s → C 1 s by S F F = (j,k)∈F µ(E j,k ) F, ϕ j,k ψ j,k By (b), S F : L 2 s → L
Frames
As we shall now explain, it is not difficult to now adapt the arguments of [5] to obtain nearly tight frames of spin wavelets for S 2 . Besides accounting for spin, we make another change in the arguments of [5] : in [5] , we looked at certain charts on the manifold; on S 2 , it is natural to use the charts obtained through stereographic projections. Recall that in section 2 of [4] , we proved the following general fact.
Lemma 4.1. Let T be a positive self-adjoint operator on a Hilbert space H, and let P be the projection onto the null space of T . Suppose l ≥ 1 is an integer, f 0 ∈ S(R + ), f 0 ≡ 0, and let f (s) = s l f 0 (s). Suppose that a > 0 (a = 1) is such that the Daubechies condition holds: for any u > 0,
exists in the strong operator topology on H; we denote this limit by
We use this general result to obtain nearly tight frames of spin wavelets: (9) . Say 0 < b < 1. Suppose that, for each j ∈ J , we can write S 2 as a finite disjoint union of measurable sets {E j,k : 1 ≤ k ≤ N j }, where: the diameter of each E j,k is less than or equal to ba j ,
is finite). (The main interest is in the case
(By the remarks just before Theorem 2.4 of [5] , there are c ′ 0 , δ > 0 such that we can this is always possible if c 0 ≤ c ′ 0 and δ 0 ≤ 2δ. In fact, it is easily seen that one can find such E j,k bounded by latitude and longitude lines.) Select x j,k ∈ E j,k for each j, k, and select
be as in (10) . By Theorem 1.1, there is a constant C (independent of the choice of b or the E j,k ), such that Φ x j,k ,a j ∈ CM s,x j,k ,a j for all j, k. Thus, if for 1 ≤ k ≤ N j , we set
we may thus form the summation operator S J with
and Theorem 3.3 applies.
as guaranteed by Lemma 4.1). Then for all
(or, equivalently, since 
2 (log |a − 1|)|); thus, evidently, (B a + C 0 b)/(A a − C 0 b) can be made arbitrarily close to B a /A a by choosing b sufficiently small. So we have constructed "nearly tight" frames
Proof. We prove (a). To simplify the notation, in the proof of (a), j will always implicitly be restricted to lie in J , unless otherwise explicitly stated. Since δ 0 only occurs in (44), we may assume δ 0 < π/10; for otherwise, we may replace δ 0 by any positive number less than π/10, and (44) still holds. The definition of S J evidently does not depend on the choice of R j,k . For the proof of (a), let us fix, for each j, k, an m = m(j, k) with x j,k ∈ B(y m , π/10). Then R
m y m , π/10) = B(E, π/10) ⊆ U I , so surely x j,k ∈ U Rm . Let us take R j,k = R m(j,k) , so that we do have x j,k ∈ U R j,k . Since Q J and S J are bounded operators, we need only show (46) for the dense subspace
independent of choice of R. Let us denote this quantity by | W x,t , F |, Observe now that
For II, we need only note that, by Theorem 4.2(a) of [3] , there exist C, M > 0 such that
Then, by (10), for any x, t, R, if x ∈ U R and t > 1, then
since f ∈ S(R + ), and since, in the first summation, we always have t 2 λ ls ≥ |s| + 2. In particular, there exists C > 0 such that, for any x, R with x ∈ U R , and any t > 1,
Thus we may focus our attention on I. We have
Next, let P denote the usual stereographic projection onto the tangent plane to S 2 at S. For each j, k, select T j,k ∈ SO(3) with T j,k x j,k = S, and let P j,k = PT j,k ; then P j,k could be interpreted as a stereographic projection onto the tangent plane to S 2 at x j,k . For r 1 > 0, let B(0, r 1 ) denote the open ball of radius r 1 centered at 0 in R 2 . For 0 < r < π, P j,k : B(0, r) → B(0, v(r)) diffeomorphically, where v(r) = 2 tan(r/2). Moreover, for some smooth positive function h on R 2 , for any z 0 ∈ L 1 (B(0, r)),
Since rotations preserve the measure on S 2 , we also have that for any z ∈ L 1 (B(x j,k , r)),
where B = B(0, 1), and where
where
Note that, by (44), there is a constant C such that 0 ≤ G j,k (w) ≤ C for all (j, k) with j < Ω b , and all w ∈ B. (Recall that v(r) = 2 tan(r/2), so that for any fixed r 0 > 0, there is a C > 0 such that v(r) ≤ Cr for 0 < r ≤ r 0 .) Applying the fundamental theorem of calculus, we now see that
For j < Ω b , w ∈ B and 0 ≤ u ≤ 1, y ∈ S 2 , let us set
(For this to make sense, we must check that x j,k
Note that for each m
We will use the product rule to perform the u differentiation in (53), and so we must examine ψ w,s
Write points in C as q 1 + iq 2 . We may define smooth vector fields
We recall that P −1
Fixing y, we apply Proposition 3.2 with R = R −1 j,k , Z = Z 1 or Z 2 , p = S, δ = π/10, and ω(x) = K a j ,R j,k ,R m ′ (x, y). We apply the chain rule in performing the u-derivative in (55), and recall again that for any r 0 > 0, there is a C > 0 for which v(r) ≤ Cr whenever 0 < r ≤ r 0 . We again abbreviate x j,k
We then see from Theorem 1.1 and the definition of M x,t , that for some C > 0,
w,u ,a j , whenever j < Ω b , w ∈ B and 0 ≤ u ≤ 1. However,
so by (24), for some C > 0, ϕ
We now find from (52) that 
If, on the other hand, F ∈ L 2 s is general, we have SF = S(I − P )F , since all ϕ j,k ∈ (I − P )L 2 s . Since S is self-adjoint, SF, F = S(I − P )F, (I − P )F , so in general
as desired.
Proof of the near-diagonal localization result
In this section we prove Theorem 1.1. As we noted, if f has compact support away from the origin, this theorem was proved in [3] . To handle the case of general f , we need to adapt the proof of Lemma 4.1 in [4] , (where we proved near-diagonal localization of similar scalar kernels on general smooth compact oriented Riemannian manifolds). That proof, in section 3 of [4] , used two key facts:
(a) Corollary of finite propagation speed for the wave equation: Say g ∈ S(R) is even, and satisfies suppĝ ⊆ (−1, 1), and let K g t (x, y) be the kernel of g(t √ ∆). Then for some
is an ordinary symbol of order j, depending only on ξ, then p(
As one would expect, these facts have analogues in the spin situation, as we now explain. First, in analogy to (a), we claim:
Proposition 5.1. Say g ∈ S(R) is even, and satisfies suppĝ
As we shall explain, this follows directly from the finite propagation speed property for familiar types of wave equations in R n , which we now review. In this proof all functions and differential operators will be assumed to be smooth, without further comment. Suppose that L is a second-order differential operator on an open set V in R n , that L is elliptic, and in fact that, for some c > 0, its principal symbol σ 2 (L)(x, ξ) ≥ c 2 |ξ| 2 , for all (x, ξ) ∈ V × R n . Suppose that U ⊆ R n is open, and that U ⊆ V . Then if suppF, G ⊆ K ⊆ U, where K is compact, then any solution u of
(This is a special case of Theorem 4.5 (iii) of [12] . In that reference, V = R n . But we can always extend L from U to an operator on all of R n satisfying the hypotheses, by letting
It is an easy consequence of this that a similar result holds for spin functions on S 2 . Let us look at the problem
on S 2 . The first thing to note is that the problem has a unique solution in any open t-interval about zero. Namely, if F = l≥|s| m a lm s Y lm , G = l≥|s| m b lm s Y lm , then the solution is
where we interpret (57) of [3] .) Note also:
We now claim that there is an absolute constant C > 0, such that if suppF, G ⊆ K ⊆ S 2 , (K compact), then the solution u satisfies suppu(t, ·) ⊆ {x : d(x, K) ≤ C|t|}. This is proved as follows:
1. It is enough to show that, for some δ > 0, the result is true whenever |t| < δ. For, suppose that this is known. It suffices then to show that if, for some T > 0, the result is true whenever |t| < T , then it is also true whenever |t| < T + δ. For this, say T ≤ t < T + δ, and select t 0 < T with t − t 0 < δ. By assumption, suppu(t 0 , ·) ⊆ K ′ := {x : d(x, K) ≤ Ct 0 }, and thus also suppu t (t 0 , ·) ⊆ K ′ . We clearly have that u(t, x) = v(t − t 0 , x), where v is the solution of 2. It suffices to show that, for some δ, ǫ > 0, the result is true whenever |t| < δ, and the supports of F and G are both contained in an open ball B of radius ǫ. For, we could then cover S 2 by a finite number of such open balls, and choose a partition of unity {ζ j } subordinate to this covering. If we let (F j , G j ) = (ζ j F, ζ j G), and if we let u j be the solution with data F j , G j in place of F, G, then surely u = j u j . Then surely suppu(t, ·) ⊆ {x : d(x, K) ≤ C|t|} as desired.
3. To find approprate δ, ǫ, one need only cover S 2 with balls {B k } of some radius ǫ, for which the balls B ′ k with the same centers and radius 2ǫ are charts, contained in some U R , and on which, if we use local coordinates, the geodesic distance is comparable to the Euclidean distance. The existence of a suitable δ, C now follows at once from the aforementioned result for wave equations in R 2 . Indeed, on such a ball, it is equivalent to solve ( ∂ 2 ∂t 2 + ∆ sR )u R = 0 (67)
(Here ∆ sR = −ð s+1,R ð sR if s ≥ 0, ∆ sR = −ð s−1,R ð sR if s < 0.) Working in local coordinates, we are now clearly in the Euclidean situation. This proves the "claim".
To prove the proposition, it suffices to write (for some c)
for any F ∈ C ∞ s . (This is easily verified by using the spin sphercial harmonic decomposition of F and the Fourier inversion formula.) The proposition follows at once from (63) and the "claim".
Next we need to obtain an analogue of Strichartz's theorem ((b) at the beginning of this section). For this, it is convenient to think of C ∞ s as sections of the line bundle L s , as described in the introduction. We claim:
Proof. One could check to see that Strichartz's proof in [11] goes over to the line bundle situation. In our specific situation, however, there is a shortcut: we can reduce the result to Strichartz's original theorem. To do this, say p(ξ) ∈ S j 1 (R), and let T = p( √ ∆ s ), defined as usual as an operator on C ∞ (L s ) by use of the eigenfunction expansion for ∆ s . It is enough to show that, for every R, R ′ ∈ SO(3), ϕ ′ T ϕ is an operator of order s, for every ϕ ∈ C ∞ c (U R ) and ϕ ′ ∈ C ∞ c (U R ′ ). Note also that C ∞ c (U R ) equals the set of F R , where F ∈ C ∞ (L s ) has compact support in U R . Locally trivializing the bundle L s , is enough to show that the map S which takes F R ∈ C ∞ c (U R ) to (ϕ ′ T ϕF ) R ′ is in OP S R ′ = ð s−1,R ′ . . . ð 0R ′ . We may write
there is a unique Λ y ∈ H r (L s ) with trivialization Λ yR over U R being Λ yR = δ y ; and that K √ t,R ′ ,R (x, y) = [f (t∆ s )Λ y ] R ′ (x). One then obtains the needed analogues just as in [4] . In the proof of Theorem 1.1, we may therefore assume 0 < t < 1 and that d(x, y) ≤ π/4, and consequently that F R ′ and F R are compact subsets of a single U R 0 . It is enough to prove the theorem for K t,R 0 ,R 0 in place of K t,R ′ ,R , since we are assuming that 0 < t < 1 and one always has (2) for smooth kernel operators. Now one may proceed entirely analogously to the proof of Lemma 4.1 in [4] . P Proof. We recall from Theorem 4.2 that ϕ j,k = W x j,k ,a j ,R j,k , and from (10) that (W xtR ) R ′ (y) = K t,R,R ′ (x, y), where as usual K t is the kernel of f (t 2 ∆ s ). Suppose that f (ξ 2 ) = G(ξ) for some even G ∈ S(R) with suppĜ ⊆ (−1, 1). Then K t is the kernel of G(t √ ∆ s ), so the result follows at once from Proposition 5.1.
