INTRODUCTION
Canonical flow configurations, such as planar flames or flame kernels have the advantage that they allow for well-controlled simulations and turbulence statistics, in particular in the context of Direct numerical simulation (DNS). Statistically planar flames, see exemplarily Fig. 1 , which are the focus of this work, have a zero mean flame curvature and the statistical analysis is additionally simplified by the fact that flow quantities vary only in flame normal direction. It is worth noting that the present analysis focuses on statistically planar flames, which have no stretch contribution due to mean shear in contrast to Ref. [1] . A considerable amount of fundamental research in the context of DNS has been conducted using such statistically planar flame configurations.
For statistically planar flames, typically the mean flow parameters and reaction progress variable (which can be defined in terms of normalised value of the species mass fraction or species) are initialised from 1D laminar flame calculations. Three different philosophies can be identified to introduce the turbulence in the computational domain. In one approach (e.g. [2] [3] [4] ) the whole flow field is initialised using typically a pseudo-spectral method [5] in order to generate divergence free velocity fluctuations. The turbulence decays with time and statistics are recorded after a few eddy turnover times allowing the turbulence to adjust to the flow field.
Boundary conditions are taken to be partially non-reflecting for the non-periodic boundaries in the mean direction of flame propagation. A second methodology [6] [7] [8] is to use a turbulent inflow condition in order to maintain the desired turbulence level in the computational domain.
Statistics are extracted after the flame has reached a statistically stationary state. In order to retain the flame within the computational domain the mean inflow velocity needs to be adjusted because the turbulent flame speed increases with the increasing amount of flame wrinkling. A third variant is to use volume forcing within the whole computational domain in order to ensure a constant turbulence level. One implementation of this method [9, 10] uses a long-wavelength forcing. In a recent work [11] a linear volume forcing term, as suggested by Lundgren [12] and further analysed in [13, 14] , is used to maintain the desired turbulence intensity. It is argued [11, 15] that this kind of forcing is more physical and has good stability properties. Within this third category the Lundgren forcing will be investigated in more detail due to its simplicity of implementation and because its application to turbulent flames is relatively recent. All studies discussed so far used periodic boundary conditions in direction perpendicular to mean flame propagation.
All the aforementioned methodologies have specific advantages and disadvantages which are important to understand and will be discussed in detail in section 3 after introducing the mathematical formulation in section 2. A particular emphasis in this work is given on the characterisation of Lundgren's Forcing and a modification to Lundgren's approach, which will be suggested in section 4, in order to overcome one of its main limitations. Conclusions will be drawn in section 5. Henceforth the following abbreviations will be used for the different flow configurations in the remainder of the paper: DT=Decaying turbulence, IO=inflow/outflow configuration, LF=Lundgren's Forcing.
MATHEMATICAL FORMULATION
A well-known three-dimensional compressible DNS code SENGA [2, 8, 16, 17] has been used to simulate the statistically planar turbulent premixed flames. A single step chemistry is used for the purpose of computational economy and because the fundamental turbulence-chemistry interaction behaviour investigated in this work is unaffected by detailed chemistry effects. In SENGA high order finite-difference (10 th order central difference scheme for internal grid points and the order of differentiation drops gradually to a single-sided 2 nd order scheme at non-periodic boundaries) and Runge-Kutta (3 rd order low-storage) schemes are used for spatial differentiation and explicit time advancement respectively.
The boundary conditions in the mean flame propagation direction are taken to be partially nonreflecting for configurations DT and LF, whereas a subsonic inflow is prescribed for case IO.
Boundaries in transverse directions are taken to be periodic in all cases. Initial or inflow data has been generated using a modified version of the method suggested in [18] where the Gaussian filter in axial direction has been replaced by an autoregressive AR1 process in order to avoid excessive filter length in this direction caused by the small time step in the compressible flow solver.
The initial values of the ratio of the root-mean-square turbulent velocity fluctuation and unstrained laminar burning velocity ′ / and the integral length scale to thermal flame thickness ratio / ℎ are mentioned separately for each case. The simulation domain is taken to be a rectangular box of 40 ℎ ×20 ℎ ×20 ℎ which is discretised using a uniform Cartesian grid of 400×200×200 points, ensuring 10 grid points are kept within the thermal flame thickness ℎ . For long time runs in the IO configuration the domain length has been extended to 80 ℎ .
The heat release parameter τ = ( − 0 )/ 0 has been set to 4.5 where 0 and are the unburned gas temperature and adiabatic flame temperature respectively. Standard values of Prandtl number = 0.7, Zel'dovich number = ( − 0 ) 2 ⁄ = 6.0 (where is the activation temperature) and ratio of specific heats γ g = 1.4 were considered for the present analysis.
DISCUSSION
It is obvious that in the decaying turbulence approach the energy spectrum can be prescribed at start of simulation but cannot be predicted in advance at the time when statistics are extracted.
The same holds true for the turbulent length scales. The run time is relatively short, typically at the order of 2-4 eddy turnover times = / ′. Typically the value of ′ / in the unburned gas ahead of the flame decays by about 50% of its initial value, whereas the value of / ℎ in the fresh gas increases by about 1.7 times by the time statistics were extracted in the DT configuration, indicating that Re t decreased by roughly 15% [19] . The data is typically taken from a single frame where turbulent kinetic energy and the global burning rate were not changing rapidly with time as shown in [19] . Moreover, it was demonstrated there that the results remain qualitatively similar halfway through the simulation and that a satisfactory level of convergence has been achieved [19] . It is worth mentioning that it is possible to perform ensemble averaging running the simulation with different initial conditions, if more samples would be required (see e.g. Ref. [20] ), for example in the case of higher order statistical moments. The flame evolves in a natural way but there is a history effect in the sense that at the time instant, when the statistics are taken, the flame wrinkling can be exaggerated in comparison to the turbulence intensity prevailing at that point of time. Therefore, results from DT are mostly of qualitative nature and need to be interpreted with due care.
The DT methodology has been criticised because of its unsteady turbulence properties. One way to inject turbulence into the computational domain in order to achieve a statistically steady state is to use a turbulent inflow condition. However, the temporal decay of energy in the DT method has now been replaced by a spatial decay of turbulence, which can be seen from Fig. 2 , where an isothermal flow simulation is presented. It should be noted that in Fig. 2 and in the rest of the paper the same reference values are used for quantification of turbulence parameters in reacting and isothermal flow scenarios, even though and ℎ are not relevant to the latter case. The following scaling holds: if, in a decaying frame of reference, turbulence has decayed by about 50% after 3 one can estimate the spatial distance where the flow has lost 50% of its energy as 50% ∼ 3 because in a steady flame the inflow velocity is balanced by the turbulent flame speed which is often of the order of during early stages of flame evolution.
A typical value for the integral scale is = /5 where L is the domain length in transverse direction and let us consider ′ / ≈ 5 . Under this assumptions 50% can be estimated as 50% ≈ 3 /25. In other words, instead of a temporal decay of turbulence one has now to deal with an undesirable, relatively fast spatial decay of turbulence. This gives rise to new complications:
1.) The spatial decay of turbulence comes along with an increase of the length scale. It is, for example reported, in Nishiki et al. [7] that the turbulence length scale reaches nearly the same size as the computational domain, which is problematic because of the periodic boundary conditions. The location in space where the flame stabilizes is not known a-priori and consequently the turbulence parameters in the IO configuration cannot be controlled in a better manner than in the DT configuration.
2.) Experience shows that planar flames in the IO configuration are rather unsteady. As the flame moves back and forth the turbulence parameters change and consequently there is a history effect even in this configuration. Under the conditions of low turbulence intensity and large integral length scale, it is possible to obtain an instability due to either combined Landau-Darrieus / thermo-diffusive actions 8 [21, 22] or Rayleigh-Taylor mechanism, introduced by a variable inflow rate in order to account for the changing turbulent flame speed, as mentioned in Aspden et al. [9] . It is also worth mentioning that the IO configuration requires considerably longer simulation times until a statistically steady flame brush is obtained. Assuming a computational domain of length 2 and that the turbulence should be convected through the flow field at least once, the required simulation time can be estimated, using the same assumptions as before, as ∼ 2 / = 10 / = 10 ′ / = 50 for ′ ⁄ = 5. In reality, the turbulent flame speed will be greater than , but this has to be compensated by an even longer computational domain.
Furthermore, one flow through time is normally not sufficient and hence the above estimate can be considered as a representative minimum value. Together with the fact that a longer computational domain is required the computational resources are considerably more demanding for the IO configuration compared to the DT case. It is also worth mentioning that this run-time estimate does not include the simulation time for collecting samples.
A positive feature of the (Lundgren) forcing, in contrast to the IO approach, is that the global turbulent kinetic energy (TKE) can be maintained spatially and temporally at the desired level. On the downside it has been demonstrated in Rosales and Meneveau [13] that the length scale converges to an average scale near 19% (35%) of the domain size based on the estimate
, independent of the initial conditions. This has to do with the fact that in a bounded domain the largest possible wavelengths are limited by the domain size. The
Kármán-Howarth-Monin equation [15] shows that, if there exists a steady state forced turbulent flow field, for each individual wavenumber there has to be a balance between the viscous action, the forcing term and the energy flux term, which distributes energy up and down the energy cascade. Therefore, it can be expected that the integral scale will be to some extent smaller than the domain size. This fact can further be demonstrated by assuming a Kolmogorov spectrum of the form ( ) = 2/3 ⋅ −5/3 . Then the turbulent kinetic energy can be expressed as:
where 2 / and /Δ are the smallest and largest (note the Nyquist-Shannon Theorem)
wavenumbers that can be represented in a domain of dimension with grid spacing Δ. Hence,
or in other words ∼ . Using a standard value for the constant ≈ 1.5 results in = 0.54 which is a bit larger than the value obtained numerically i.e. = 0.35 because the Kolmogorov spectrum has no decay at the smallest wavenumbers in contrast to a real spectrum, which accounts for rapid decay of TKE for small wavenumbers. For flame-turbulence interaction this inflexibility in terms of final value of integral length scale has to be considered as a considerable drawback, because control of the turbulent length scale is often necessary to obtain desired values of Damköhler and Karlovitz numbers in premixed combustion DNS.
An evolution equation for can be derived by taking the natural logarithm of = 3 2 / which gives ln( ) = 3/2ln ( ) − ln ( ) and finally by differentiation:
It is worth noting that in this paper (… )⁄ refers to the total derivative based on global 
where is the pressure and is the component of the viscous stress tensor and the last term on the right hand side of Eq. (4) is responsible for physical space forcing where = 2 ⁄ ensures that the decay of kinetic energy evaluated over the whole domain can be arrested. It is worth noting here that and are evaluated over the whole domain and thus = 2 ⁄ should 11 be treated as constant for each grid point within the domain at a given time instant. On taking curl of Eq. (4) one obtains the following vorticity transport equation with linear forcing term:
Making use of Eq. (5) and the identity = 〈2 Ω〉 = 〈 〉, which holds true for homogeneous turbulence [24] the transport equation for dissipation can be written as:
The first term on the right hand side of Eq. (6) is the turbulent dissipation term denoted the second term is due to the linear forcing and the third term is the turbulent production term . The last two terms vanish in homogeneous turbulence and are not considered further.
The turbulent kinetic energy reaches its steady state relatively fast in the LF approach whereas it takes considerably longer until , and reach their asymptotic limits. During this intermediate state of transition Eq. (3) can be simplified because / = 0 and one obtains:
For a steady state solution one requires + + = 0. In the modelled transport equation it is usually assumed = 0, = 2 2 / . This results in 2 = which is incompatible with the standard value 2 = 1.92. Furthermore, it turns out that the turbulent production term is considerably larger that the turbulent forcing term and hence it should not be neglected. Based on the scaling arguments of Tennekes and Lumley [24] one obtains: It is also worth reporting the corresponding integral length scales (see Table 1 ). According to chapter 6 of Pope's book [26] the ratio of 11 / (where 11 is the integral scale and = 3/2 / ) is a function of the Reynolds number and takes for large Reynolds number an asymptotic value of 0.43. Despite the fact that the numbers in Table 1 are taken from one snapshot and are subject to statistical variation they agree reasonably well with the expectation discussed in [26] . (7) gives:
This is an ordinary differential equation of the form ′ = − 1/2 with real parameters , .
Knowing that a steady state solution with = 0.35 will be obtained, , can be determined and the ordinary differential equation for can be solved. Since it has been assumed / = 0 the initial value problem has to start from the point in time where is nearly constant, in this case roughly 0.5 eddy turnover times. The analytical solution for Eq. (9) can be expressed using
Lambert's W function [25] . The evolution of / against non-dimensional time / is shown in Fig. 5 . In spite of all modelling assumptions the analytical solution predicts the evolution of (a numerical solution to the Navier-Stokes equation) remarkably well.
Beside the fixed value of / there is another disadvantage of the Lundgren forcing which has so far not been reported in the literature. Flame-turbulence interaction for planar flame configurations is normally considered in computational domains with aspect ratio larger than unity, values up to 11 are reported in Savard and Blanquart [11] . However, the forcing method has so far been tested and analysed for cubic domains. In fact, it turns out that the low wavenumbers in direction of the long side of the computational domain interact with the shorter wavelength in transverse direction, which ultimately can lead to the fact that the simulation does not any more converge to the same steady state as reported before and that considerably larger values. This behaviour is illustrated in Fig. 6 for an isothermal flow situation in two boxes of dimension 3 and 2 × 2 respectively.
Before suggesting a possible solution to this problem, the flame-turbulence interaction in the LF approach will be discussed further. Turbulence decays across the flame and length scales increase due to dilatation and a rise in viscosity with heat release, whereas the forcing tries to enforce a constant level of turbulence on both sides of the flame brush. In this sense, the flameturbulence interaction is not physical if the forcing is applied to the whole computational domain, and it is likely that an unrealistically high level of turbulence is obtained on the burned gas side combined with too small turbulent scales if the forcing is applied both on unburned and burned gas sides of the flame. It is worth mentioning that such an approach requires a modification of the procedure reported in Lundgren [12] in two aspects:
1.) If a compressible variable density solver is used, the equations look slightly different and have to be modified according to the suggestion of Rosales and Meneveau [13] where = [ + 〈 ⁄ 〉]/2 . However, it has been found by the authors that for low Mach number flows the incompressible formulation gives results nearly identical to the compressible version.
2.) Instead of determining the forcing parameters globally, an averaging in homogeneous direction should be considered.
Instead of global forcing, the forcing alternatively could be applied only to the reactant side.
This would allow for a free flame development and the integral length scales could increase across the flame front. However, starting from an already relatively large fraction of the domain size, according to the LF formulation, it is possible that the turbulent scales might reach a critical limit during the course of the simulation, which makes them incompatible with the assumption of periodic boundary conditions. Table 2 summarizes the most important properties of the three different approaches to introduce turbulence in planar flame configurations. The forcing term ⃗ in the physical space forcing used in the LF method for incompressible flows is given by:
It should be noted that using a spatially varying constant of proportionality, instead of the global value /2 in Eq. (10), implies that the forcing term is not any more guaranteed to be divergence free. This would be the case in forcing variants where homogeneous averaging is used and as well for unburned gas forcing. Moreover, it is not clear how the flame turbulence interaction modifies the length scales, which are known from isothermal forcing. Finally, it needs to be noted that unburned gas forcing results in a too low turbulent kinetic energy if Eq.
(10) is used without any modification. It is assumed that the turbulence is damped at the flame front because forcing is applied on one side of the flame front (or domain) but not on the other side. Similar to the IO method, the (Lundgren) forcing method requires a rather long run time before a statistically steady state is achieved.
BAND-WIDTH FILTERED FORCING
In order to avoid the problem with uncontrolled growth of length scales in rectangular domains, it is suggested to make the forcing proportional to a high pass filtered velocity fluctuation, in this work which is given by ̅ = − ̅ ,where (… ) ̅̅̅̅̅̅ is a conventional low pass filter typically used in the context of LES with a 1D Gaussian filter kernel given by ( ) = (6/ L f 2 ) 1/2 exp(−6 2 / 2 ) and where is a filter length scale at the order of . The filtering is only applied in axial direction, because the low wave number fluctations in this direction have been identified as the root cause for the undesirable behaviour described earlier. The constant of proportionality in Eq. (10), i.e. /2 , is based on the assumption that the forcing term is proportional to ⃗⃗ whereas in the band filtered approach the forcing is proportional to ⃗⃗ ̅ . Instead of modifying Eq. (10) a simple control mechanism is used here, a method similar to the one suggested by Mallouppas et al. [35] , such that the forcing term takes the following form:
This provided very stable calculations in terms of turbulent kinetic energy. The evolution of Fig. 9 (a) shows one-dimensional energy spectra with Kolmogorov scaling for the filtered forcing method in comparison to unfiltered forcing in a cubic domain. It can be seen that filtered forcing with characteristic filter length = yields an energy spectrum, which is in close agreement with the unfiltered forcing and especially that the normalized spectra nearly collapse at high wave numbers. Furthermore, the straight line behavior in the log-linear plot of the compensated spectra in Fig. 9 (b) indicates the exponential decay of the spectra at highest wavenumbers. The extensive characterization of the spectra for the original forcing approach (black line) can be found in reference [12] . From Fig. 9 it is clear that the filtered forcing does not disturb the dissipation range in comparison to the unfiltered Lundgren forcing.
It is worth noting that each forcing method is subject to some approximations. Furthermore, according to the best knowledge of the authors, there is not a single theoretical spectrum that would describe isotropic turbulent flows (apart from the fact that the inertial range scaling seems to be an accepted fact). For many years researchers carried out long wavelength forcing (see [9, 10] ) because it was believed that it will not affect the small scale statistics. However, as pointed out by Lundgren [12] the spectral width of the forcing has a noticeable effect on inertial range statistics. In fact, this has been one of the motivations in [12] for investigating the linear forcing. For the original version of the Lundgren forcing the shape of the spectrum cannot be prescribed. Instead, the scales adjust themselves to a specific shape. For the filtered forcing as suggested in this work, the shape of the spectrum will depend on the specific filter function.
For simplicity, a Gaussian filter has been used for the current analysis, but arbitrary filter functions are possible and would help to adjust the spectrum to a specific shape. The choice of such a filter function is not a trivial problem and such an investigation will be left for future work.
The linear forcing has been extensively studied in Refs. [12] [13] [14] [15] . In order to demonstrate that the newly proposed filtered linear forcing is physical and does not produce any peculiar artefacts in turbulence dynamics we analyse the filtered forcing in some more detail where the filter width has been set to = 0.25 . The filtered linear forcing has been analysed with respect to the alignment of strain-rate tensor eigenvalues with vorticity as well as intermittency, which is closely related to the non-Gaussian behaviour of velocity and velocity derivative PDFs.
For the first purpose, strain rate has been decomposed into its most extensive, intermediate and most compressive principal strain components (i.e. , and respectively) and their alignments with the vorticity vector ⃗ ⃗⃗ has been analysed by looking at the angles , and between ⃗ ⃗⃗ and , and , respectively. It is worth noting that ⃗ ⃗⃗ aligns predominantly with in (non-reacting) turbulent flows [28] [29] [30] and this is exactly reflected in the probability density functions (PDFs) of | |, | |, | | shown in Fig. 10 .
According to She et al. [33] it has been well verified that the probability distribution of the full velocity field is basically Gaussian but the deviation from a Gaussian distribution becomes significantly more pronounced at small scales. This is clearly reflected in Fig. 11 where PDFs of the velocity fluctuations using the full velocity spectrum (a) as well as high pass filtered velocity fluctuations corresponding to high wave number modes (b) are shown. Furthermore, it is known [33] that the distribution of the velocity derivatives deviates from a Gaussian distribution. Longitudinal as well as transversal velocity derivative PDFs (see Figs. 11 (c) respectively (d)) are characterised by exponential tails. Whereas the lateral derivative skewness is close to zero (see Fig. 11 (d) ) due to the symmetry of the Navier-Stokes equations, the asymmetry in the longitudinal velocity derivative is clearly seen in Fig. 11 (c) . The behaviour in Fig. 11 is qualitatively consistent with experimental [31, 32] and numerical findings reported in literature [33, 34] .
Finally, the filtered forcing is applied to a statistically planar turbulent premixed flame case, but the forcing is only active on the unburned gas side. This is achieved by multiplying the expression in Eq. (11) by (1 − ), where is the reaction progress variable. Turbulence intensity has been set to ′ / = 3 and the filter length scale to = 0.25 . Figure 12 shows small turbulent structures interacting with the flame and considerably more small scale flame wrinkling in comparison to Fig. 1 . Nevertheless, more experience will be needed to understand possible drawbacks of forcing only on the reactant side.
Despite the fact that implementation of spectral forcing for codes based on physical space solvers is both difficult and expensive, this forcing method, which dates back to the work of Eswaran and Pope [36] , is very flexible in the sense that integral scales can be very effectively controlled (e.g. any fraction of the domain size can be achieved). Furthermore, in this framework the energy injection spectra can be of arbitrary complexity. A first application of this modified approach to a turbulent premixed planar flame yields promising results. 
CONCLUSIONS

