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Abstract
This M.Sc. thesis intends to evaluate various algorithms based on Bayesian sta-
tistical theory and validates with both synthetic data as well as experimental
data. The focus is given in comparing the performance of new kind of sequential
Monte Carlo filter, called cost reference particle filter, with other Kalman based
filters as well as the standard particle filter.
Different filtering algorithms based on Kalman filters and those based on se-
quential Monte Carlo technique are implemented in Matlab. For all linear Gaus-
sian system models, Kalman filter gives the optimal solution. Hence only the
cases which do not have linear-Gaussian probabilistic model are analyzed in this
thesis. The results of various simulations show that, for those non-linear system
models whose probability model can fairly be assumed Gaussian, either Kalman
like filters or the sequential Monte Carlo based particle filters can be used. The
choice among these filters depends upon various factors such as degree of non-
linearity, order of system state, required accuracy, etc. There is always a tradeoff
between the required accuracy and the computational cost. It is found that when-
ever the probabilistic model of the system cannot be approximated as Gaussian,
which is the case in many real world applications like Econometrics, Genetics,
etc., the above discussed statistical reference filters degrade in performance.
To tackle with this problem, the recently proposed cost reference particle filter
is implemented and tested in scenarios where the system model is not Gaussian.
The new filter shows good robustness in such scenarios as it does not make any
assumption of probabilistic model.
The thesis work also includes implementation of the above discussed predic-
tion algorithms into a real world application, where location of a moving robot
is tracked using measurements from wireless sensor networks. The flexibility of
the cost reference particle filter to adapt to specific applications is explored and
is found to perform better than the other filters in tracking of the robot.
The results obtained from various experiments show that cost reference parti-
cle filter is the best choice whenever there is high uncertainty of the probabilistic
model and when these models are not Gaussian. It can also be concluded that,
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contrary to the general perception, the estimation techniques based on ad-hoc
references can actually be more efficient than those based on the usual statistical
reference.
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Chapter 1
Introduction
1.1 Motivation and objectives
Bayesian filters have been widely used in many fields such as Robotics, Econo-
metrics, Navigation etc. If the system under consideration is linear and has a
Gaussian probabilistic model, then the optimal Bayesian filter, Kalman filter,
can be used. However, most of the real world systems are non-linear. In such
case we need to resort into sub-optimal Bayesian filters. Among the sub-optimal
filters, the Extended Kalman filter has been widely used for some decades. But
this filter behaves poorly when the degree of non-linearity becomes high. Be-
sides Extended Kalman filter, many other Kalman filter based filters have been
proposed till now, the most popular one being the Unscented Kalman filter. All
of these filters are based on the assumption that the probabilistic nature of the
system is Gaussian. The performance of these various types of Kalman like filters
will be compared with each other. Their performance will also be evaluated for
the cases when the actual distribution of the system is not Gaussian.
With the improvement of processing power of the computers, sequential Monte
Carlo based Bayesian filters, commonly known as Particle filters, are gaining pop-
ularity as they intend to address the problems of non-linear system models which
does not necessarily have a Gaussian distribution. They try to represent the whole
distribution rather than just the first two moments of the distribution. However,
particle filters are also sensitive to the proper specifications of the model distri-
butions. In fact in many situations, Gaussian distribution is assumed for the ease
of computation and to obtain tractable solution. The thesis will examine the per-
formance of these filters by applying it to dynamic systems with both Gaussian
and non-Gaussian distributions.
A new type of sequential Monte Carlo filter, known as cost reference particle
filter, has been proposed recently which does not make any assumption about
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the probabilistic model. The idea here is to propagate the particles from one
time epoch to the other based on some user defined cost function. Thus the new
method has the advantage of robustness and ease in design.
The main interest of this research work is to evaluate the performance of these
various filters by applying them in several simulated experiments and to analyze
from different perspectives. Especially the focus is given to the study of the new
cost reference particle filter, by comparing it with other filters through various
experiments.
Finally, the filtering algorithms will be tested with a real-world data taken
from the measurement campaign made within the NEWCOM++ project, an EU
FP7 Network of Excellence. In this experiment, the position of a robot was
tracked once using power measurements obtained using several ZigBee sensors
and then using rough range measurements obtained using several Ultra Wide
Band sensors.
1.2 Thesis outline
The thesis is organized into five chapters. It begins with a brief background of
the content and explanation of objectives of the work in Chapter 1. Basically the
content of the thesis can be broken down in to two major sections, the theory
of Bayesian filtering along with some analyses in the first part and comparison
of different filters and the implementation of these filters in various tracking
problems in the second.
Chapter 2 presents thoroughly the concept of Bayesian filtering theory. The
principles of various estimators are described and their algorithms are presented
in a comprehensive manner. The issues and some major practical challenges
associated with these estimators are also discussed.
Chapter 3 and 4 comprises of the second part of the thesis. In Chapter 3,
various applications have been presented. Different filters are implemented in
each application and several analyses are presented.
Chapter 4 presents some detail about a real world application wherein a robot
was tracked using measurements obtained from wireless sensor networks. The
results and analyses of the experiment are presented in the last section of the
chapter.
Finally the thesis ends with the conclusion of the work in Chapter 5. Several
works that would be done in future as a continuation of this research work has
been mentioned at the end of this chapter.
Chapter 2
Bayesian Filtering Theory
Bayesian theory [7] is a branch of probability theory that allows to model the
uncertainty of a hypothesis by incorporating prior knowledge and observational
evidence. The main idea of Bayesian statistics was first introduced by 18th
century statistician Thomas Bayes in his posthumous publication [6]. Bayesian
inference intends to improve the statistical inference by using the prior knowledge
of a system or state in addition to the observed data. The other major difference
of Bayesian approach from the classical approach (e.g. Maximum Likelihood Es-
timation) is that in the latter, the parameter of interest θ, is assumed to be a
deterministic but unknown constant, while in the former, it is considered as a
random variable whose particular realization we must estimate. The Bayesian
approach assumes the knowledge of the prior probability density function (PDF)
of the random variable θ. Bayesian approach makes use of the Bayes rule to find
the posterior PDF of θ:
p(θ|x) = p(x|θ)p(θ)
p(x)
(2.1)
A bayesian estimator is obtained by minimizing the bayesian risk function
which is defined as the average cost:
R = E[C()], (2.2)
where E[·] denotes statistical expectation and  = (θ − θˆ) is the error, θˆ being
the estimated value of parameter θ.
The cost C() may have different forms based on which we get different kinds of
Bayesian estimators [20]. The following are the most common cases:
Quadratic Cost For a quadratic cost function of the form C() = 2 = |θ− θˆ|2,
the risk function is minimized by Minimum Mean Square Error (MMSE)
Estimator, also known as Bayesian Mean Square Error Estimator which is
the mean of posterior PDF, θˆ = E(θ|x).
3
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Absolute error For a cost function defined as an absolute error, C() = || =
|θ − θˆ|, the estimator is the median of posterior PDF.
Hit-or-Miss The bayesian risk function for a hit-or-miss cost function, defined
as:
C() =
{
0 || < δ
1 || > δ
,
is the mode (location of maximum) of the posterior PDF. This is termed
as the maximum a posteriori (MAP) estimator.
Among the three estimators, the MMSE estimator is found to be more robust
and optimal for most of the probabilistic models. Hence we will focus in this
important estimator.
As described above the Bayesian Mean Square Error (Bmse) is given as:
Bmse(θˆ) = E[(θ − θˆ)2]
=
∫ ∫
(θ − θˆ)2p(x, θ) dx dθ
=
∫ [∫
(θ − θˆ)2p(θ|x) dθ
]
p(x) dx, (2.3)
To minimize Bmse, we can minimize the term inside the bracket w.r.t. θˆ.
This leads to
θˆ =
∫
θ p(θ|x) dθ
= E(θ|x) (2.4)
The posterior PDF p(θ|x) can be calculated with the knowledge of p(x|θ) and
the prior PDF p(θ) and it can be calculated using the Bayes Rule as follows:
p(θ|x) = p(x|θ) · p(θ)
p(x)
=
p(x|θ) · p(θ)∫
p(x|θ) · p(θ) dθ (2.5)
In general, the optimal Bayesian estimators are difficult to realize in closed
forms. For instance, MMSE may involve multidimensional integration and MAP
may involve multidimensional maximization. Although under the jointly Gaussian
assumption these estimators can be easily found [20].
2.1 The Filtering Problem and its conceptual solution
We discuss Bayesian filtering techniques with respect to the sequential proba-
bilistic inference (SPI) problem which involves estimating the hidden states of a
system in an optimal and consistent fashion as a set of noisy observations become
available online.
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Let us consider a discrete time dynamic state space model (DSSM) consisting
of a hidden state xk, with initial distribution p(x0), that evolves over time (k is the
discrete time index) as an indirect or partially observed first order Markov process
according to the conditional probability density p(xk|xk−1). The observations zk
are conditionally independent given the state and generated according to the
probability density p(zk|xk). This DSSM can be expressed by the following set
of equations:
xk = fk−1(xk−1,vk−1) (2.6)
zk = hk(xk,wk) (2.7)
where xk ∈ Rnx is the target state vector of order nx at time k, xk−1 is the state
vector at time k − 1 and vk−1 is the process noise sequence. Similarly, zk ∈ Rnz
is the observation vector of order nz at time k and wk is the measurement noise.
fk−1 and hk are state transition function and measurement or observation func-
tion respectively and they can be linear or nonlinear. Equation (2.6) is called
Process equation or State/Dynamical model while equation (2.7) is called Mea-
surement/Observation equation/model.
The problem here is to recursively estimate the posterior PDF p(xk|Zk) start-
ing from the initial known density p(x0) = p(x0|z0). Zk = {z1, ..., zk} is the
sequence of all available measurements upto time k. Now the prediction is done
in two steps:
Prediction(Time Update) The previous posterior PDF p(xk−1|Zk−1) is pro-
jected forward in time using the probabilistic Process Model of (2.6), i.e.
p(xk|Zk−1) =
∫
p(xk|xk−1) p(xk−1|Zk−1) dxk−1 (2.8)
Update(Measurement Update) At time k, when the measurement zk be-
comes available, the new posterior PDF is obtained by updating the PDF
obtained in previous step with the new measurement by making use of the
Bayes’ rule:
p(xk|Zk) = p(xk|zk,Zk−1)
=
p(zk|xk,Zk−1) p(xk|Zk−1)
p(zk|Zk−1)
=
p(zk|xk) p(xk|Zk−1)∫
p(zk|xk) p(xk|Zk−1) dxk (2.9)
where
p(xk|Zk−1) =
∫
p(xk,xk−1|Zk−1) dxk−1
=
∫
p(xk−1|Zk−1).p(xk|xk−1) dxk−1 (2.10)
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The knowledge of posterior density allows to compute optimal state estimate.
For instance, MMSE estimate is given as:
xˆMMSEk|k = E{xk|Zk} =
∫
xk.p(xk|Zk) dxk (2.11)
To obtain the practical optimal MMSE estimator one has to be able to ex-
press the posterior PDF of (2.9) in closed form. But in most of the practical
applications, it is not possible to obtain the closed form solution. The main
challenges lie in calculating the likelihood function p(zk|xk) and to sample from
the transition density p(xk|xk−1). So in such scenario, one has to resort into
suboptimal Bayesian algorithms. However there are some special cases where the
posterior PDF can be expressed in closed form. One such case is when the state
and measurement are linear and the signal and noise are jointly Gaussian. This
scenario is discussed in the following section.
2.2 Kalman Filter: the optimal solution for linear-
Gaussian systems
The key approximation taken to develop the Bayesian filtering theory under the
Gaussian domain is that the predictive density p(xk|Zk−1) and the filter likeli-
hood density p(zk|xk) are both Gaussian, which eventually leads to a Gaussian
posterior density p(xk|Zk). Under the Gaussian approximation, the functional
recursion of the Bayesian filter reduces to an algebraic recursion operating only
on means and covariances of various conditional densities encountered in the time
and the measurement updates.
The Kalman Filter (KF) is an optimal (in MMSE sense) recursive filter that
estimates the state of a linear dynamic system from a series of noisy measurement
[20].
It is based on the following assumptions:
• vk−1 and wk are drawn from Gaussian densities of known parameters.
• fk−1(xk−1,vk−1) is a known linear function of xk−1 and vk−1
• hk(xk,wk) is a known linear function of xk and wk
The KF achieves optimal MMSE solution only under the above mentioned highly
constrained conditions. The constraint is relatively more tighter in terms of Gaus-
sian assumption which is difficult to meet in practical problems.
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So, with the assumptions of KF, (2.6) and (2.7) can be rewritten as:
xk = Fk−1xk−1 + vk−1 (2.12)
zk = Hkxk +wk (2.13)
where Fk−1 and Hk are known matrices defining the linear functions of order
nx × nx and nz × nx respectively. Random sequences vk−1 and wk are mutually
independent zero-mean white Gaussian, with covariances Qk−1 and Rk respec-
tively.
The prediction and update steps in (2.8) and (2.9) results in:
p(xk−1|Zk−1) = N (xk−1; xˆk−1|k−1,Pk−1|k−1) (2.14)
p(xk|Zk−1) = N (xk; xˆk|k−1,Pk|k−1) (2.15)
p(xk|Zk) = N (xk; xˆk|k,Pk|k). (2.16)
The means and covariances of the Kalman Filter are computed as follows:
xˆk|k−1 = Fk−1xˆk−1|k−1 (2.17)
Pk|k−1 = Qk−1 + Fk−1Pk−1|k−1FTk−1 (2.18)
xˆk|k = xˆk|k−1 +Kk(zk −Hkxˆk|k−1) (2.19)
Pk|k = Pk|k−1 −KkSkKTk , (2.20)
where Sk is the variance of the innovation term given as:
Sk = HkPk|k−1HTk +Rk (2.21)
and Kk is the Kalman Gain at time k given as:
Kk = Pk|k−1HTk S
−1
k
(2.22)
From (2.21) and (2.22) the covariance update of (2.20) can be written as:
Pk|k = [I−KkHk]Pk|k−1 (2.23)
Although the input noise covariance matrix Qk and the measurement noise
covariance matrix Rk could vary in time, in most of the applications they are
assumed time invariant for simplicity as their time varying nature is difficult to
determine. Thus we can write: Qk = Q and Rk = R.
The values of Q and R determine the uncertainty of the process model and
the measurement, respectively. When R is small, the filter will follow the mea-
surements more closely and vice versa. It can be seen from (2.19) and (2.22) that
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for low value of noise covariance matrix P, the filter incorporates much less of the
measurement into the estimates as it is fairly certain of the previous estimate. P
is usually higher in the beginning and decreases with time as the filter converges
towards the true state. This decrease however is limited by Q as given by (2.18).
Moreover, it is also seen from (2.21) and (2.22) that if R is large compared to P
then the Kalman gain K will be small. This means that uncertainty of measure-
ment is more compared to the uncertainty of the current state model and thus
minimum adjustment to the estimate is required.
The KF computes the mean and covariance matrices of the densities involved
in (2.14)-(2.16) in a sequential way. In the case of linear-Gaussian models (i.e.
those satisfying the aforementioned assumptions), the KF is the optimal solution.
However, for most real world systems, the assumptions are too tight. They may
not hold in some applications where the dependence of measurements on states
is nonlinear or noises cannot be considered normally distributed or zero-biased.
In such situations the MMSE estimator is intractable and we have to resort into
approximate solutions. These include methods such as Gaussian approximations,
hybrid Gaussian methods, direct and adaptive numerical integration, sequential
Monte Carlo methods and many more. In the following sections, we will be
discussing about filters using some of these approaches.
2.3 Nonlinear Filtering Problem
As described above, for the case of nonlinear functions, the multidimensional
integrals involved in (2.9) and (2.10) are typically intractable. So in such case we
have to abandon the idea of optimal solution and be content with a suboptimal
solution to the Bayesian filter. Various methods have been developed to obtain
the suboptimal solution, which are classified in the following sub-section:
Classification of the possible solutions
• Local Approach In local approach, the posterior density is assumed to
have a priori form, which is usually assumed to be Gaussian so as to main-
tain the elegant recursive update form of the Kalman filter. With the local
approach there are various methods to obtain the suboptimal solution, such
as the following:
– Linearizing the non-linear function by Taylor series expansion up to
the first term, e.g., Extended Kalman Filter
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– Numerical Integration: As mentioned earlier, with the Gaussian as-
sumption, the Bayesian solution reduces to computing multidimen-
sional integrals, whose integrands are all of the form: nonlinear func-
tion multiplied by a Gaussian. i.e.
I(f) =
∫
D
f(x)N (x) dx (2.24)
where f(x) is the nonlinear function and N (x) is the Gaussian distri-
bution.
In most of the practical cases, these integrals cannot be calculated
analytically; hence we have to resort to the methods of numerical in-
tegration where the integral is evaluated as a weighted sum of the
function evaluated at carefully chosen points. Hence the main task of
numerical computation is to find these sets of m points xi and weights
wi such that
I(f) ∼=
m∑
i=1
wif(xi). (2.25)
Examples of this approach are various types of Sigma Point Kalman Filters
such as Unscented Kalman Filter, Quadrature Kalman Filter, Cubature
Kalman Filter etc. Although the method of linearization by Taylor series
have been popular for many years, the latter is preferred because it is easier
to approximate a probability density than it is to approximate an arbitrary
nonlinear function as in the former case.
• Global Approach This approach does not make any assumption about
the form of the posterior density. This method rather approximates the
density directly. The computational requirement of the global approach is,
in general, greater than the filters that assume particular density such as
the Gaussian density. However, the performance improvement offered by
global method may make additional computation worthwhile. An example
of a filter with global approach is the Particle filter. This approach mainly
implements the recursive Bayesian filter by Monte Carlo (MC) simulations.
Here, the main idea is to represent the posterior density function by a set of
random samples with associated weights and to compute estimates based
on these samples and weights. As the number of samples increases, the
filter approaches the optimal Bayesian estimate.
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2.4 Kalman filter like filters
2.4.1 The Extended Kalman Filter
When the state and/or observation equations are non-linear, one way of obtain-
ing an approximate solution is to linearize the state transition and/or observa-
tion equations through a Taylor-series expansion around the mean of the relevant
Gaussian Random Variable (GRV) and applying the linear Kalman filter to this
linearized model. The resulting filter is called the Extended Kalman Filter (EKF).
Here the state, observation and noise terms are still assumed Gaussian as in the
case of Kalman filter. It is not an optimal filter but its performance depends
upon the accuracy of linearization. EKF assumes Gaussian distribution for the
process and measurement noise covariances and is accurate upto first order Tay-
lor’s series expansion for any nonlinear functions.
The state and observation equations have to be in the form:
xk = fk−1(xk−1) + vk−1 (2.26)
zk = hk(xk) +wk (2.27)
Since the function f and/or h are non-linear they cannot be applied directly
into the covariances. Thus matrices of partial derivatives are computed which
are called the Jacobians and are given as:
F[k − 1] = ∂f
∂xk−1
∣∣∣∣
xk−1=xˆk−1|k−1
(2.28)
H[k] =
∂h
∂xk
∣∣∣∣
xk=xˆk|k−1
(2.29)
The filtering equations for EKF can be shown to be the following:[20]
xˆk|k−1 = fk−1(xˆk−1|k−1) (2.30)
Pk|k−1 = Qk−1 + F[k − 1]Pk−1|k−1F[k − 1]T (2.31)
xˆk|k = xˆk|k−1 +Kk(xk − hk(xˆk|k−1)) (2.32)
Pk|k = (I−KkH[k])Pk|k−1 (2.33)
where the Kalman gain Kk is given as:
Kk = Pk|k−1HT [k](Rk +H[k]Pk|k−1xˆk|k−1) (2.34)
2.4.2 Sigma-Point Kalman Filters
From the above description of the EKF, we can observe three vital shortcomings:
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• It is limited to first order accuracy of propagated means and covariances
resulting from a first order truncated Taylor series.
• The first order Taylor series linearization expands the nonlinear equations
around a single point only and thus does not take into account the ‘spread’(uncertainty)
of the prior random variable(RV).
• EKF involves the analytical derivation of the Jacobians which can get ex-
tremely complex for complex models.
These drawbacks can result into large errors in the true posterior mean and co-
variance of the transformed GRV, which may lead to suboptimal performance
and sometimes divergence of the filter. Hence to cope with this problem, a new
class of Kalman Filters have been introduced which are called the Sigma Point
Kalman Filters (SPKF).
SPKF [23] addresses the issues of EKF for nonlinear estimation problem by
using the approach of numerical integration. The state distribution is again rep-
resented by a GRV, but is now specified using a minimal set of deterministically
chosen weighted sample points, called the sigma points. The nonlinear function
is then approximated by performing statistical linear regression between these
points. This approach of weighted statistical linear regression, to linearize the
nonlinear function, takes into account the uncertainty (probabilistic spread) of
the prior random variable. This method, however, differs substantially from gen-
eral “sampling” methods (e.g., Monte Carlo methods such as Particle Filters)
which require orders of magnitude more sample points in an attempt to prop-
agate an accurate (possibly non-Gaussian) distribution of the state. Moreover,
the samples are not drawn at random as in the case of Monte Carlo methods,
but rather according to a specific deterministic algorithm.
The sigma points completely capture the true mean and covariance of the prior
random variable, and when propagated through the true nonlinear system, cap-
ture the posterior mean and covariance to third order (Taylor series expansion)
for any nonlinearity with Gaussian input and to second order for any nonlinear-
ity with non-Gaussian inputs. A simple example is shown in Figure 2.1 for a
2-dimensional system: the left plot shows the true mean and covariance prop-
agation using Monte-Carlo sampling; the center plot shows the result using a
linearization approach as would be done in the EKF; the right plot shows the
performance of the Unscented Kalman Filter, a type of SPKF (note only 5 sigma
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Figure 2.1: Example of mean and covariance propagation. a) actual, b) EKF and
c) UKF(SPKF) [31]
points are required). The superior performance of the UKF is clear.
The sigma point approach can be summarized in the following steps [24]:
• A set of weighted samples, called the sigma points, are deterministically
calculated using the mean and square root decomposition of the covariance
matrix of the prior random variable. These sigma point set must capture at
least first and second order moments of the prior random variable. Higher
moments can be captured using more sigma points but at the cost of more
computational requirement.
• The sigma-points are propagated through the true nonlinear function using
functional evaluations alone, i.e., no analytical derivatives are used, in order
to generate a posterior sigma-point set.
• The posterior statistics are calculated (approximated) using tractable func-
tions of the propagated sigma points and weights. Typically these take on
the form of simple weighted sample mean and covariance calculations of the
posterior sigma-points.
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Various examples of SPKF includes Unscented Kalman Filter (UKF), Central
Difference Kalman Filter (CDKF), Quadrature Kalman Filter (QKF), Cubature
Kalman Filter (CKF) and the square root versions of these filters. Some of these
SPKFs are described below:
Unscented Kalman Filter
The UKF [18] is a SPKF that derives the location of the sigma points as well as
their corresponding weights following the rationale that Sigma points should be
chosen so that they capture the most important statistical properties of the prior
random variable x. It uses the Unscented Transform for this purpose [19].The
necessary statistical information captured by the UKF is the first and second
order moments of p(x). The number of sigma-points needed to do this is r =
2nx + 1 where nx is the dimension of the state vector.
Let us again rewrite the DSSM described by equations (2.6) and (2.7):
xk = fk−1(xk−1,vk−1) (2.35)
zk = hk(xk,wk) (2.36)
The resulting set of sigma-points and weights utilized by the UKF is,
χ0 = x¯ (2.37)
χi = x¯+ (
√
(nx + λ)Px)i i = 1, . . . , nx (2.38)
χi = x¯− (
√
(nx + λ)Px)i−L i = nx + 1, ....., 2nx (2.39)
W
(m)
0 = λ/(nx + λ) (2.40)
W
(c)
0 = λ/(nx + λ) + (1− α2 + β) (2.41)
W
(m)
i = W
(c)
i = 1/{2(nx + λ)} i = 1, . . . , 2nx (2.42)
where λ = α2(l+ κ)− nx is a scaling parameter. α determines the spread of the
sigma points around x¯ and is usually set to a small positive value(1e−3 ≤ α ≤ 1);
κ is a secondary scaling parameter which is usually set to either 0 or 3-nx; and β
is a scalar parameter used to incorporate any extra prior knowledge of the distri-
bution of x (for Gaussian distributions, β = 2 is optimal [31]); (
√
(nx + λ)Px)i
is the ith column of the weighted matrix square root of the covariance Px.
The complete specification of UKF algorithm is given in Algorithm 1 [31].
Quadrature Kalman Filter
Quadrature Kalman Filter (QKF) [4], being a SPKF, is in principle similar to the
UKF but differs in the way of choosing the sample points. Here the regression
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Algorithm 1 Unscented Kalman Filter (UKF)
Initialization
xˆ0 = E[x0]
P0 = E[(x0 − xˆ0)(x0 − xˆ0)T ]
xˆa0 = E[x
a] = [xˆT0 0 0]
T
Pa0 = E[(x
a
0 − xˆa0)(xa0 − xˆa0)T ] =


P0 0 0
0 Pv 0
0 0 Pn


For k ∈ {1, . . . ,∞},
Calculate the sigma points
χak−1 =
[
xˆak−1, xˆ
a
k−1 ±
√
(nx + λ)Pak−1
]
Prediction:
χak−1 = fk−1[xˆ
a
k−1]
xˆ−k =
2L∑
i=0
W
(m)
i χ
x
i,k|k−1
P−k =
2nx∑
i=0
W
(c)
i [χ
x
i,k|k−1 − xˆ−k ][χxi,k|k−1 − xˆ−k ]T
ζk|k−1 = hk[χxk|k−1]
zˆ−k =
2nx∑
i=0
W
(m)
i ζi,k|k−1
Update:
Pzˆk zˆk =
i=2nx∑
i=0
W
(c)
i [ζi,k|k−1 − zˆ−k ][ζi,k|k−1 − zˆ−k ]T
Pxˆk zˆk =
i=2nx∑
i=0
W
(c)
i [χi,k|k−1 − xˆ−k ][ζi,k|k−1 − zˆ−k ]T
K = Pxˆk zˆkP
−1
zˆk zˆk
xˆk = xˆ
−
k +K(zk − zˆ−k )
Pk = P
−
k −KPzˆk zˆkKT
where, xa = [xTvTnT ]T , χa = [(χx)T (χv)T (χn)T ]T , Pv=process noise covari-
ance and Pn=measurement noise covariance. The augmentation of matrices as
given above in the algorithm becomes unnecessary if the process and measure-
ment noise are additive. In that case, we can use the state vector and noise
covariance directly without augmenting the noise terms.
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points are chosen using the Gauss-Hermite Quadrature rule.
An m-point numerical quadrature (integration) is an approximation of the inte-
gral of (2.24) given as:
I(f) ≈
m∑
l=1
wl f(ξl). (2.43)
Here, ξl are the quadrature points and wl are the associated weights. Given m
distinct quadrature points, we can calculate wi by first computing the moments
Mi of the integral:
Mi =
∫ b
a
xiw(x) dx, for i ∈ {1, . . . , (m− 1)} (2.44)
and then solving the following Vandermonde equations:

1 1 . . . 1
ξ1 ξ2 . . . ξm
...
...
. . .
...
ξm−11 ξ
m−1
2 . . . ξ
m−1
m




w1
w2
...
wm

 =


M0
M1
...
Mm−1

 (2.45)
In the Gauss-Hermite quadrature rule, the weight function is chosen to be the
standard Gaussian density with zero mean and unit variance N (x; 0, 1). An al-
gebraically easier way to approach this problem is to take the quadrature points
{ξi} to be some appropriately chosen values and solve the above system for the
weights {wi} only. According to the fundamental theorem of Gauss-Hermite
quadrature, the quadrature points are chosen to be the zeros of the m-th order
Hermite polynomial. Since the zeros of the Hermite polynomials are distinct, it
is noteworthy that the determinant of the coefficient matrix in (2.45) is the well
known Vandermonde’s determinant that is nonzero. Hence the solution vector
(w1, w2, . . . , wm) is unique. Because we estimate 2m unknown parameters (m
quadrature points and m associated weights), for an m-point quadrature scheme,
the resulting quadrature rule is exact for all polynomials of degree ≤ (2m− 1).
Instead of finding quadrature points using root-finding methods, which may be
mathematically unstable, a computationally better approach to find the quadra-
ture points and weights is presented below. This approach exploits the relation-
ship between orthogonal polynomials and tridiagonals.
Suppose J is a symmetric tridiagonal matrix with zero diagonal elements and
Ji,i+1 =
√
i/2, 1 ≤ i ≤ (m− 1). (2.46)
Then the quadrature point ξl is taken to be ξl =
√
2εl, where εl is the l-th
eigenvalue of J; and the corresponding weight wl = (νl)
2
1, where (νl)1 is the first
element of the l-th normalixed eigenvector of J. For a hermite polynomial of
order m, mnx Gauss Hermite quadrature points are generated. This is a major
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drawback of QKF because as we can see that, as the order of the state increases,
the number of required quadrature points increases exponentially thus increasing
the computational cost. Hence QKF are most useful when the order of the state is
low. The quadrature points are calculated as shown in Algorithm 3. Algorithm 2
presents the details of QKF algorithm, which is exactly similar for another SPKF
called Cubature Kalman Filter except the way of calculating the sigma points.
Cubature Kalman Filter
As in the case of any other SPKF, in Cubature Kalman Filter (CKF) [3], the
integral of equation (2.24) is again approximated by a weighting sum, but now
with the sample points (called the Cubature points) and their corresponding
weights evaluated using the Cubature rule. The QKF discussed above suffers
from the curse of dimensionality. For a state vector with dimension greater than
5, the Gauss Hermite quadrature is not a reasonable choice to approximate a
recursive optimal Bayesian filter. So in such cases we can resort to the CKF, where
the number of sigma points required is linearly dependent upon the dimension
of the state vector. In principle, for a non-linear function defined as P(x) =
xd11 x
d2
2 . . . x
dn
n ; di being non-negative integers, the order of the Cubature rule, d,
must be such that
∑nx
i=1 di < d. The number of cubature points required,m, must
satisfy m ≥ (nx+d)!(nx+1)!d! . But with the application of Invariant Theory, proposed
by Sobolev in 1962, the structure of cubature rule is restricted by exploiting the
symmetries of the region of integration and hence a fairly useful solution can be
obtained with just m = 2nx cubature points.
The cubature points and the corresponding weights can be evaluated as shown
in Algorithm 4.
The algorithm of CKF is exactly similar to that of QKF except the way of
calculating the sigma points as seen in Algorithm 2.
The Square-Root implementation of SPKFs
The square root implementation of SPKFs are exactly similar in principle to
the general SPKFs. But the square-root versions are less intensive in terms of
computational cost and they have better numerical stability. One of the most
computationally expensive operation in SPKF is to calculate the sigma points.
This involves finding the square root of the state covariance matrix in each time
recursion. The aim of square-root implementation is to avoid calculating the
square root of state covariance matrix at each time epoch so as to reduce the
computational cost. As with the original SPKF, the filter is initialized by calcu-
lating the matrix square root of the state covariance. However, the propagated
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Algorithm 2 Quadrature Kalman Filter (QKF)/ Cubature Kalman Filter
(CKF) [2]
Initialization
Initialize xˆ0, P0 = S0S
T
0
Compute the Gauss-Hermite quadrature points and corresponding weights ac-
cording to Algorithm 3 (for QKF)
Compute the cubature points and corresponding weights according to Algo-
rithm 4 (for CKF)
Prediction
Evaluate the Sigma points
Xl,k−1|k−1 = Sk−1|k−1ηl + xˆk−1|k−1 l = 1, 2, . . . ,mnx
Evaluate Propagated quadrature points
X∗
l,k−1|k−1 = fk−1(Xl,k−1|k−1) l = 1, 2, . . . ,m
nx
Estimate the predicted state
xˆk|k−1 =
∑mnx
l=1 wlX
∗
l,k|k−1
Estimate the predicted error covariance
Pk|k−1 =
∑mnx
l=1 wlX
∗
l,k|k−1X
∗T
l,k|k−1 − xˆk|k−1xˆTk|k−1 +Q
Update
Evaluate the Sigma points
Xl,k|k−1 = Sk|k−1ηl + xˆk|k−1 l = 1, 2, . . . ,mnx where Pk|k−1 = Sk|k−1STk|k−1
Evaluate Propagated quadrature points
Zl,k|k−1 = hk(Xl,k|k−1) l = 1, 2, . . . ,mnx
Estimate the predicted measurement
zˆk|k−1 =
∑mnx
l=1 wlZl,k|k−1
Estimate the innovation covariance matrix
Pzz,k|k−1 =
∑mnx
l=1 wlZl,k|k−1Z
T
l,k|k−1 − zˆk|k−1zˆTk|k−1 +R
Estimate the cross-covariance matrix
Pxz,k|k−1 =
∑mnx
l=1 wlXl,k|k−1Z
T
l,k|k−1 − xˆk|k−1zˆTk|k−1
Estimate the Kalman gain
K = Pxz,k|k−1P
−1
zz,k|k−1
Estimate the updated state
xˆk|k = xˆk|k−1 +K(zk − zˆk|k−1)
Estimate the corresponding error covariance
Pk|k = Pk|k−1 −KPzz,k|kKT
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Algorithm 3 Calculation of Gauss-Hermite quadrature points and weights [11]
1: Set the order of hermite polynomial m and L = mnx
2: Ji,i+1 =
√
i
2 , where i = 1, . . . , (m− 1)
3: Compute λi, the eigenvalues of J
4: Set ηi =
√
2λi
5: Set wi = (ei)
2
1, where (ei)1 is the first element of i−th normalized eigenvector
of J
6: if nx > 1 then
7: Set ζ1,: = ηi and $1,: = wi
8: for j = 2 to nx do
9: Set η1:j−1,: = ζ
⊗
11×m
10: Set ηj,: = 11×m
⊗
ζj−1
11: Set Ω1:m−1,: = $
⊗
11×m
12: Set Ωm,: = 11×m
⊗
$j−1,:
13: Set ζ = η and $ = Ω
14: end for
15: ηi = η:,i, where i = 1, . . . , L
16: wi =
∏nx
l=1Ωl,i
17: end if
Algorithm 4 Calculation of Cubature points and weights [3]
1: Set the number of cubature points required, m = 2nx
2: for i = 1 to m do
3: Set ηi =
√
m
2 [1]i
where, [1]i is the ith column of the matrix:
[1]nx×2nx =


1 0 . . . 0 −1 0 . . . 0
0 1 . . . 0 0 −1 . . . 0
...
. . .
0 0 . . . 1 0 0 . . . −1


4: Set wi =
1
m
5: end for
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and updated square root factor is then used in subsequent iterations to directly
form the sigma points. The major advantages of square-root implementation can
be summarized as:
Improved numerical accuracy Due to the small condition number of the square
root of the covariance matrix compared to that of the normal covariance
matrix, the square root implementation is less erroneous.
Doubled ordered precision The square root approach yields twice the effec-
tive precision of the conventional approach
Preservation of Symmetry and Positive Definiteness Symmetry and the
positive definiteness of the covariace matrix is very important to ensure that
the algorithm does not diverge. Square root implementation ensures these
properties far better than the conventional method by avoiding certain steps
where this divergence may occur such as by avoiding matrix square rooting
at every iteration.
Availability of square roots Since the square root is available explicitly in the
Square-Root implementation of SPKFs, we can bypass the factorization of
covariance matrix in the time and measurement updates, thus saving some
computational cost.
Algorithm 5 defines in detail about the square-root implementation algorithm
applicable to two SPKFs: QKF and CKF.
2.4.3 The Tuning Problem
In Kalman filter and all Kalman filter based methods, it is very important to have
an appropriate value of the initial noise covariance P, input noise covariance Q
and the measurement noise covariance R. If any of these covariances differ sig-
nificantly from the true covariance, then the filter either takes a longer time to
converge towards the true value or does not converge at all. Thus proper tuning
of these covariances is a fundamental. But there is no proper rule as such to do
so and hence it is still a challenge in these kind of filters.
Usually the initial covariance is made large enough to ensure that the filter
does not take much time to incorporate the measurement data. However, if the
covariance is too large, then there is possibility that the filter may never find the
true value, i.e. the filter may diverge.
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Algorithm 5 Square-Root Quadrature Kalman Filter (SQKF)/ Square-Root
Cubature Kalman Filter (SCKF) [3]
Initialization
Initialize xˆ0, S0 such that P0 = S0S
T
0
Compute the cubature points and corresponding weights as described in Algo-
rithm 4 (for SCKF)
Compute the quadrature points and corresponding weights as described in
Algorithm 3 (for SQKF)
Prediction
Evaluate the sigma points
Xl,k−1|k−1 = Sk−1|k−1ηl + xˆk−1|k−1 l = 1, 2, . . . ,m
Evaluate Propagated sigma points
X∗
l,k−1|k−1 = f(Xl,k−1|k−1) l = 1, 2, . . . ,m
Estimate the predicted state
xˆk|k−1 = 1m
∑m
l=1X
∗
l,k|k−1
Estimate the square-root factor of predicted error covariance
Sk|k−1 = Tria([χ∗k|k−1 SQ])
where Tria is a triangularization algorithm given as S =Tria(A) such that
P = AAT = RTV TV R = RTR = SST , V being the orthogonal matrix. Thus
SQ is the square-root factor of process covariance matrix Q. χ
∗
k|k−1 is given as:
χ∗
k|k−1 =
1√
m
[X∗1,k|k−1 − xˆk|k−1 X∗2,k|k−1 − xˆk|k−1 . . .X∗m,k|k−1 − xˆk|k−1].
Update
Evaluate the sigma points
Xl,k|k−1 = Sk|k−1ηl + xˆk|k−1 l = 1, 2, . . . ,m where Pk|k−1 = Sk|k−1STk|k−1
Evaluate Propagated sigma points
Zl,k|k−1 = h(Xl,k|k−1) l = 1, 2, . . . ,mnx
Estimate the predicted measurement
zˆk|k−1 = 1m
∑m
l=1 Zl,k|k−1
Estimate the square-root factor of innovation covariance matrix
Sk|k−1 = Tria([ϕk|k−1 SR])
SR is the square-root factor of measurement covariance matrix R. ϕk|k−1 is
given as:
ϕk|k−1 = 1√m [Z
∗
1,k|k−1 − zˆk|k−1 Z∗2,k|k−1 − zˆk|k−1 . . .Z∗m,k|k−1 − zˆk|k−1].
Estimate the cross-covariance matrix
Pxz,k|k−1 = χk|k−1ϕTk|k−1
where the weighted, centered matrix
χk|k−1 = 1√m [X1,k|k−1 − xˆk|k−1 X2,k|k−1 − xˆk|k−1 . . .Xm,k|k−1 − xˆk|k−1].
Estimate the Kalman gain
K = (Pxz,k|k−1/STzz,k|k−1)/Szz,k|k−1
Estimate the updated state
xˆk|k = xˆk|k−1 +K(zk − zˆk|k−1)
Estimate the square-root factor of the corresponding error covariance
Tria([χk|k−1 −Kϕk|k−1 KSR])
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R is usually calculated by taking a long measurement of known values and
observing the noise from those measurements. Similarly, for tuning Q, different
values of Q are tested and the value that provides the best results is chosen.
2.5 Particle Filters
Particle filters [27, 5] are sub-optimal estimators that perform sequential Monte
Carlo (SMC) estimation based on the particle representation of probability densi-
ties. SMC approaches are very attractive because they combine two very powerful
concepts: Monte Carlo sampling method and the Bayesian Inference. The key
idea of SMC methods is to perform Monte Carlo integration, where a multidi-
mensional integral is represented by a weighted sum of samples. As discussed in
Section 2.3 , let us consider a multidimensional integral of the form:
I =
∫
g(x)dx, (2.47)
where x ∈ <. MC methods factorize g(x) = f(x)× pi(x) such that pi(x) is inter-
preted as a probability density, posterior density in Bayesian estimation context,
satisfying pi(x) > 0 and
∫
pi(x)dx = 1.
The idea of SMC is to sample this probability density function and assign appro-
priate non-negative weights to each sample so that the integration of equation
(2.47) can be approximated by summation of the form:
IN =
1
Ns
Ns∑
i=1
f(x(i))w(x(i)), (2.48)
where f(x(i)) is the ith sample, usually termed as particle, of the function f(x)
and w(x(i)) is the weight of the ith particle. Ns is the number of particles.
Unfortunately, in general, the posterior distribution can be multivariate and non-
standard due to which it may not be possible to sample effectively from such
distribution. In such case, a solution is to sample from a simpler distribution
which in some way is similar to the original distribution. This method is called
Importance Sampling. A density q(x) is said to be similar with pi(x) if they have
same support. i.e, pi(x) > 0⇒ q(x) > 0 for all x ∈ Rnx The integral of the form
given in equation (2.47) can be rewritten as:
I =
∫
f(x)pi(x)dx =
∫
f(x)
pi(x)
q(x)
q(x) dx (2.49)
The MC estimate of I with Ns samples is given as
IN =
1
Ns
Ns∑
i=1
f(xi)w˜(xi) (2.50)
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where,
w˜(x(i)) =
pi(x)
q(x)
(2.51)
are the importance weights which are normalized to get
IN =
1
Ns
Ns∑
i=1
f(x(i))w((x(i)) (2.52)
where,
w(x(i)) =
w˜(x(i))∑Ns
j=1 w˜(x
(j))
(2.53)
From the above equations we can see that choosing an appropriate impor-
tance density is very crucial for the performance of a particle filter. Moreover,
the choice of the importance density should also suit the application and hence
it requires a careful thought. The optimal importance density function that min-
imizes the variance of importance weights, conditioned upon x
(i)
k−1 and zk has
been shown to be the true posterior density function [14].
i.e., q(xk|x(i)k−1, zk)opt = p(xk|x(i)k−1, zk). (2.54)
However, this importance density is not feasible for many practical issues because
of two problems. It requires the ability to sample from p(xk|x(i)k−1, zk) and to
evaluate the likelihood funtion p(zk|x(i)k−1). This is possible only in two cases:
when xk is a member of a finite set and the case when p(xk|x(i)k−1, zk) is Gaussian.
For other models, we have to resort to sub-optimal importance density functions.
The most popular sub-optimal choice is the transitional prior,
q(xk|x(i)k−1, zk) = p(xk|x(i)k−1) (2.55)
2.5.1 Sequential Importance Sampling (SIS)
It is a MC based approach, variously known as bootstrap filtering, the condensa-
tion algorithm and particle filtering. It is a technique for implementing a recursive
Bayesian filter by MC simulations. Here, the main idea is to represent the re-
quired posterior density function by a set of random samples with associated
weights and to compute estimates based on these samples and weights.
Let {x(i)0:k, w(i)k }Nsi=1 be a random measure that characterizes the posterior PDF
p(x0:k|z1:k), where {x(i)0:k, i = 0, ..., Ns} is a set of support points with associated
weights (normalized) {w(i)k , i = 1, ..., Ns} and x0:k = {xj , j = 0, ..., k}, is the se-
quence fo all target states upto time k. Then the posterior density at k can be
approximated as
p(x0:k|z1:k) ≈
Ns∑
i=1
w
(i)
k δ(x0:k − x(i)0:k) (2.56)
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If the samples x
(i)
0:k were drawn from an importance density q(x0:k|z1:k), then the
weights are defined as:
w
(i)
k ∝
p(x
(i)
0:k|z1:k)
q(x
(i)
0:k|z1:k)
(2.57)
With proper factorization of p(x
(i)
0:k|z1:k) and q(x(i)0:k|z1:k), the weight update equa-
tion of (2.57) can be shown to be [27]:
w
(i)
k = w
(i)
k−1
p(xk|x(i)k )p(x(i)k |x(i)k−1)
q(x
(i)
k |x(i)0:k−1, z1:k)
(2.58)
Furthermore, if q(x
(i)
k |x(i)0:k−1, z1:k) = q(x(i)k |x(i)k−1, zk), then the modified weight is
given as:
w
(i)
k ∝ w(i)k−1
p(xk|x(i)k )p(x(i)k |x(i)k−1)
q(x
(i)
k |x(i)k−1, zk)
(2.59)
and the posterior filtered density p(xk|z1:k) can be approximated as
p(xk|z1:k) ≈
Ns∑
i=1
w
(i)
k δ(xk − x(i)k ). (2.60)
Thus we see that SIS filtering consists of recursive propagation of importance
weights wik and support points x
(i)
k . For any importance function other than the
posterior density itself, it has been shown that the variance of importance weights
increase with time. This results into a situation where after few iterations; all but
one particle will have negligible weight. This is called the Degeneracy problem.
So, in this scenario, SIS becomes very inefficient as a lot of computational effort
is devoted in updating particles whose contribution to the approximation of the
posterior density is almost zero. One way of coping with the degeneracy problem
is Resampling, which is discussed in the following section.
2.5.2 Resampling
Resampling is a procedure to stochastically replicate the particles with high im-
portance weights while discarding the ones with low weights. The main purpose
of resampling is to avoid the degeneracy problem. It involves mapping of ran-
dom measure {x(i)k , w(i)k } into a random measure {x(i∗)k , 1Ns } with uniform weights
(in case of general PFs). The new set of random samples {x(i∗)k }Nsi=1 is gener-
ated by resampling Ns times from an approximated discrete representation of
the p(xk|Zk) as given by (2.60), so that P{x(i∗)k = x(j)k } = w(j)k . The pseudocode
of the resampling algorithm is given in Algorithm 6
The resampling algorithm is better explained by Figure 2.2 [12]. As we can
see from the figure, the particles having more weight are reproduced into several
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Algorithm 6 Resampling
[{x(j∗)k , w(j)k , i(j)}Nsj=1] = RESAMPLE[{x(i)k , w(i)k }Nsi=1]
Initialize the cumulative sum of weights(CSW): c1 = w
1
k
for i = 2 to Ns do
Construct CSW: ci = ci−1 + w
(i)
k
end for
Start at the bottom of the CSW: i = 1
Draw a starting point:µ1 ∼ U [0, Ns−1]
for j = 1 to Ns do
Move along the CSW: µj = µ1 +NS
−1(j − 1)
while µj > ci do
i = i+ 1
end while
Assign sample: x
(j∗)
k = x
(i)
k
Assign weight: w
(j)
k = Ns
−1
Assign parent: i(j) = i
end for
Figure 2.2: A cycle of Particle Filter with Resampling [12]
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particles of equal weight while some particles having lesser weight are discarded.
The pseudocode of Algorithm 6 is generally known as Multinomial Resam-
pling as it needs to combine all the particles for the resampling process. This
is a bottleneck for the parallelization of the computations, and it is severely re-
straining the practical implementation of PF algorithms using massively parallel
VLSI devices. To address this problem a new approach for resampling is defined,
which is called the Local Resampling. This approach significantly reduces the
interaction among the particles by constraining resampling to certain number of
independent subsets of three neighboring particles [26].
Resampling however, has some drawbacks. First, it limits the opportunity to
parallelize the implementation since all the particles must be combined. This is
addressed to some extent by the use of local resampling. Second, the particles
with higher weights are selected many times, thus leading to the loss of diversity
among the particles. This problem is called sample impoverishment and is crucial
when the process noise in state dynamics is very small. It leads to a situation
where all particles will collapse to a single point within few iterations. One way
to alleviate this problem is to perform the resampling only when certain threshold
of degenracy is reached. The measure of degeneracy of an algorithm is given by
the effective sample size, expressed as:
Nˆeff =
1∑Ns
i=1 (w
(i)
k )
2
(2.61)
where w
(i)
k is the normalized weight of the particle given by (2.58). Neff lies
between 1 and Ns. This can be verified by examining two extreme cases: (1) if
the weights are uniform (i.e., w
(i)
k =
1
Ns
fori = 1, . . . , Ns) then Neff = Ns; and
(2) if one particle has weight 1 and the rest have weight 0, then Neff = 1.
So the resampling may be carried out only if the effective sample size is less than
certain threshold Nthr at each time recursion.
A pseudocode for generic Particle filter is given in Algorithm 7.
2.5.3 Versions of Particle Filters
Various versions of Particle filters can be derived by some modifications of the SIS
algorithm. These modifications are done in the choice of importance sampling
density and/or in the resampling step. Some of the variants of particle filters are:
1. Sampling Importance Resampling (SIR) filter [27]
2. Auxiliary particle filter [27]
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Algorithm 7 Generic Particle Filter
[{x(i)k , w(i)k }Nsi=1] = PF [{x(i)k−1, w(i)k−1}Nsi=1, zk]
• Perform SIS
for i = 1 to Ns do
Draw x
(i)
k ∼ q(xk|x(i)k−1, zk)
Assign weight w
(i)
k to each particle according to (2.59).
end for
• Calculate Nˆeff using (2.61)
if Nˆeff < Nthr then
Resample using Algorithm 6
end if
3. Gaussian particle filter [21]
4. Unscented particle filer [22]
5. Rao-Blackwellized particle filter [28, 17] e.t.c.
Among the ones mentioned above, the simplest version is the SIR filter which
is discussed in the following section.
SIR filter
SIR filter, also known popularly as Bootstrap filter, is one of the simplest SMC
algorithms and is based on very weak assumptions:
1. the state and measurement functions, f and h need to be known
2. it should be able to sample from process noise distribution vk−1 and from
the prior p(xk|xk−1)
The importance density is chosen to be the prior density p(xk|xk−1). So from
(2.58) we can see that, with this importance density, the weight equation reduces
to the form
w
(i)
k ∝ w(i)k−1p(zk|x(i)k ) (2.62)
But since resampling is applied at each time iteration, w
(i)
k−1 =
1
Ns
∀i; therefore
w
(i)
k ∝ p(zk|x(i)k ) (2.63)
The SIR is described in Algorithm 8
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Algorithm 8 SIR Filter
[{x(i)k , w(i)k }Nsi=1] = SIR[{x(i)k−1, w(i)k−1}Nsi=1, zk]
for i = 1 to Ns do
Draw x
(i)
k ∼ p(xk|x(i)k−1)
Calculate w
(i)
k = p(zk|x(i)k )
end for
Calculate total weight: t =
∑Ns
i=1w
(i)
k
for i = 1 to Ns do
Normalize: w
(i)
k = t
−1w(i)k
end for
Resample using Algorithm 6
[{x(i)k , w(i)k ,−}Nsi=1] = RESAMPLE[{x(i)k , w(i)k }Nsi=1]
2.6 Cost Reference Particle Filter
From Section 2.5, we saw that standard particle filter (SPF) techniques rely on
[26]:
1. the knowledge of the probabilistic model of the dynamic system, which
includes the initial state distribution, process noise distribution and the
measurement noise distribution
2. the ability to evaluate the likelihood function p(zk|xk) at each time epoch
and to sample from the transition density p(xk|k−1).
Thus the performance of PF depends heavily on the accuracy of the underlying
probabilistic models of choice. The accuracy already decreases to some extent
in most of the cases by choosing an importance density different than the true
posterior density for obtaining a feasible solution. Moreover, since a Gaussian dis-
tribution is assumed for the prior distribution, the chosen models further depart
from the true probabilistic model, if the noise is non-Gaussian. From a more
practical point of view, in many situations the probability distributions of the
system may be unknown and the statistical filters are implemented with some
assumed probability distributions. In such case the statistical reference filters
(Kalman like filters and the SPFs) may be very inaccurate.
To deal with these uncertainties in the probabilistic modeling of dynamic sys-
tems, a new class of particle filter have been proposed in [26], which is called
the Cost Reference Particle Filter (CRPF). It aims at estimating the state of
a discrete time dynamic random system (2.6)-(2.7) via dynamic optimization of
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a user-defined cost function which does not necessarily depend upon the statis-
tics of the signals in the system. In this way, a complex, or even intractable
probabilistic model could be substituted by a simple user model. That is why,
CRPF is considered much more robust and easier to design as compared to the
SPFs. The only demerit of CRPF is that no optimality can be claimed. However,
it seems to perform very well in various kinds of applications. Before starting
with the sequential algorithm of CRPF, it is necessary to understand the concept
of cost and risk functions, which provide the measure of quality of the samples
(particles).
2.6.1 Cost and Risk Functions
In CRPF the statistical reference derived from the assumed probability distri-
butions, in case of SPF, is replaced by a user defined real cost function that
measures the quality of the state signal estimates x0:k according to the available
observations z1:k. The choice of cost function depends on the application and
it doesn’t have any strict constraint. In many practical applications, the cost
function may appear in an explicitly defined form (e.g., the objective function
in standard optimization problem) or in other applications there could be some
natural cost to be used (e.g., Euclidean distance in target tracking problems).
The cost function provides the quantitative measure of quality of the estimate
and is given by a recursive structure of the form:
C(x0:k|z1:k, λ) = λC(x0:k−1|z1:k−1, λ) +4C(xk|zk) (2.64)
where λ,which lies between 0 and 1, is a forgetting factor that controls the weights
assigned to old observations. If λ is 0, then only the present observation is
considered while if λ is 1, then equal weight is assigned to all old and present
observations. 4C ∈ < is the incremental cost function. Equation (2.64) is not the
only form of cost function. For instance the addition operator may be replaced
by some other real operator in some specific applications. However, equation
(2.64) is the simplest form of cost function. A low value of cost would mean that
the state sequence x0:k is a good estimate given the observations z1:k. It is also
interesting to observe in equation (2.64) that the cost of sequence up to time k−1
can be updated only with the knowledge of state and observation vectors at time
k.
Similarly the risk function measures the suitableness of the state vector at time
k− 1 given the new observation zk. It would be easier to see the risk function as
the prediction of the incremental cost function and hence it is expressed as:
R(xk−1|zk) = 4C(f(xk−1)|zk) (2.65)
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One very important characteristic desired in both cost and risk functions is that
they should be strictly convex in the range of values of xk where the state is
expected to lie so as to avoid any ambiguities during optimization. An intuitive
and computationally simple choice of cost and risk functions can be of the form:
C(x0) = 0 (2.66)
4C(xk|zk) = ||zk − h(xk)||q (2.67)
R(xk|zk+1) = ||zk+1 − h(f(xk))||q (2.68)
where q ≥ 1 and ||b|| =
√
bTb denotes the norm of b.
2.6.2 Sequential CRPF algorithm
Now a detailed description of sequential filtering using CRPF is presented below:
• Initialization Ns particles are drawn from a uniform distribution in the
bounded interval Ix0 . The bounded interval is assumed known to make sure
that the drawn states are not infinitely far from the true state x0. A zero
cost is assigned for each particle.
x
(i)
0 ∼ U(Ix0) (2.69)
C(i)0 = 0, i = 1, . . . , Ns (2.70)
• Particle Selection The aim of this step is to replicate the particles with
low cost and to discard the ones which high cost. The selection is done
using resampling as in the case of SPFs. It can be implemented using
either of multinomial or local selection methods. The main difference in the
selection step with CRPF is that unlike in SPFs, the cost of the replicated
particles are retained rather than providing equal cost for each particle after
resampling. Preserving the cost of particles after resampling helps to shift
particles towards local minima of the cost function. The predictive cost of
the particle, defined as
R(i)k+1 = λC(i)k +R(x(i)k |zk+1) (2.71)
is calculated for each particle. Then a probability mass function (pmf) of
the form
pˆi
(i)
k+1 ∝ µ(R(i)k+1) (2.72)
is obtained. µ : < → [0,+∞] is a monotonically decreasing function, known
as the generating function. The most intuitive choice of this function would
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be
µ1(C(i)t ) = C(i)−1t or, (2.73)
µ1(R(i)t ) = R(i)−1t (2.74)
The function µ should be able to guarantee an adequate discrimination
of low-cost from high-cost particles. However, in situations where the dif-
ference between maximum and minimum cost is much smaller than the
average cost, the simple function µ1 will give almost uniform pmf, i.e., poor
discrimination. Hence in such situation a more complex function with good
discrimination should be used. One such function can be:
µ2(C(i)k ) =
1
(C(i)k −minl{C(l)k }+ δ)β
or, (2.75)
µ2(R(i)k ) =
1
(R(i)k −minl{R(l)k }+ δ)β
(2.76)
where 0 < δ < 1 and β > 1. The parameters δ and β are used to change
the discrimination ability of µ2.
• Particle Propagation New particles are drawn from an arbitrary condi-
tional PDF pk+1(xk+1|xk) with a constraint that Epk+1(xk+1|xk)[xk+1] = f(xk)
x
(i)
k+1 ∼ pk+1(xk+1|xˆ(i)k ) (2.77)
and the associated costs is given as
C(i)k+1 = λCˆ(i)k +4C(i)k+1, (2.78)
where,
4C(i)k+1 = C(x(i)k+1|zk+1) (2.79)
Usually, a Gaussian PDF with large enough variance is assumed for the
conditional PDF to avoid losing tracks of the signal state. But it should
not be too large to avoid generation of widely dispersed particles. This
way it will be easy to sample the particles at each time recursion. But
the interesting point about this propagation step is that the constraint
on selection of propagation distribution is very mild. We can even use a
uniform distribution centered at f(xk) to propagate the particles into next
time sample.
• Estimation of state The states are estimated in the same way as in the
case of SPF, by considering the PMF as the weights of each particle. The
PMF are once again defined as in the selection stage:
pi
(i)
k+1 ∝ µ(C(i)k+1) (2.80)
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The minimum cost estimate at time k + 1 is computed as
i0 = argmax
i
{pi(i)k+1}, x˜min0:k+1 = x(i0)k+1 (2.81)
Similarly the mean estimate at time k + 1 is computed as
x˜meank+1 =
Ns∑
i=1
pi
(i)
k+1x
(i)
k+1 (2.82)
The CRPF algorithm with multinomial resampling is presented in Algorithm 9
Algorithm 9 Cost Reference Particle Filter algorithm
Initialization
Initialize the CRPF parameters λ, q, β, δ, σ2
for i =1 to Ns do
x
(i)
0 ∼ U(Ix0)
C(i)0 = 0
end for
Selection
R(i)k+1 = λC(i)k + ||zk+1 − h(f(x(i)k )||q
Multinomial resampling
pmf : pˆi
(i)
k+1 =
(R(i)
k+1−minj∈{1,...,M}R
(j)
k+1+δ)
−β
∑M
l=1(R(l)k+1−minj∈{1,...,M}R
(j)
k+1+δ)
−β
(xˆ
(i)
k , Cˆ(i)k ) = (xˆ(l)k , Cˆ(l)k ), l ∈ {1, ..., Ns}, with probability pˆi(l)k+1
Propagation
x
(i)
k+1 ∼ pk+1(xk+1|x(i)k )
where
E
pk+1(xk+1|x(i)k )
= f(xˆ
(i)
k )
Cov
pk+1(xk+1|x(i)k )
= σ2Inx
C(i)k+1 = λCˆ(i)k + ‖yk+1 − h(x(i)k+1)‖q
Estimation
pi
(i)
k ∝ µ(C(i)k )
x˜meank =
∑M
i=1 pi
(i)
k x
(i)
k
2.6.3 Relationship between CRPF and SPF
CRPF has been claimed as the generic SMC filter from which other filters can
be deduced. So, a SPF can be realized as a special case of CRPF. Some of the
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popular SPF algorithms can be realized as instances of CRPF by proper choice
of cost and risk functions, forgetting factor and the generating function [25].
In general CRPF drops the statistical assumptions common to SPF: the knowl-
edge of priori PDF of state signal, p(x0) and the knowledge of the noise densities,
p(uk) and p(vk). In this sense, although the concept of particles and particle
streams is same as in the SPF, CRPF can be considered as a non Bayesian filter
as it does not depend on the probabilistic models which were used as the prior
information in all Bayesian filters. However, the inclusion of probabilistic model
is not precluded in the CRPF. So, by including the probabilistic model in the
cost function, a SPF can be derived from the CRPF.
One set of conditions when the CRPF and SPF become equivalent is presented
below [9]:
1. λ = 1
2. the incremental cost of (2.64) is taken as
4C(x(i)k |zk) = − ln p(zk|x(i)k )
3. the CRPF and the SPF methods use the same proposal PDF, p(xk|xk−1),
and
4. the CRPF method assigns weights to the streams of particles according to
w
(i)
0:k ∝ e−C
(i)
0:k
The SPF can be derived from CRPF with other conditions as well. For instance,
a slightly different set of conditions can be used with λ = 0 [9].
2.6.4 EKF-CRPF
Several modifications to the original CRPF algorithm has been proposed in recent
years. One very effective modification is to apply EKF for estimating xt for each
particle stream in the propagation step of CRPF. The resulting algorithm is called
EKF-CRPF [13, 25]. As with any Kalman like filters, the EKF is initialized with a
mean and covariance for each particle. These means and covariances are updated
using the EKF in each time epoch, in the propagation stage of the CRPF and are
used as the moments of a Gaussian distribution for generating the particles,i.e.,
x
(i)
k ∼ N (xˆ(i)k ,C(i)k )
where xˆ
(i)
k and C
(i)
k are mean and covariance respectively evaluated using EKF
at time k. This new version of CRPF has showed to improve the performance
in many applications. The reason for this improvement is that in EKF-CRPF
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the samples are drawn from the estimated posterior density unlike from the tran-
sitional prior density in CRPF. So, EKF-CRPF is more close to the optimal
solution.
Several other variants of CRPF has been proposed recently. Some variants with
more simplified and computationally less intense algorithm has been proposed in
[8] and [10]
2.7 Posterior Crame´r-Rao Lower Bound
As discussed in the earlier sections, in many practical estimation problems, the
optimal solution becomes unfeasible and it is required to resort to sub-optimal
techniques. A typical procedure to evaluate the performance of these sub-optimal
techniques is to calculate their mean squared errors (MSE) and to compare these
errors with some theoretical performance bounds. For the estimation of determin-
istic parameters, a commonly used lower bound for the MSE is the Crame´r-Rao
Lower bound (CRLB) [30, 20]. An analogous bound has been derived for the
random dynamic systems as discussed in Section 2.3, and is called the Poste-
rior Crame´r-Rao Lower Bound (PCRLB) or Bayesian Crame´r-Rao Lower Bound
(BCRLB) [30, 27]. It should however be noted that PCRLB provides a lower
bound for a second order (mean-squared) error only. But any non-Gaussian
distribution requires higher order (higher than two) moments for full statistical
characterization. Hence, PCRLB for such distribution does not fully characterize
the accuracy of estimation problems. The PCRLB states that for any unbiased
estimate of a genric real valued vector xk, the covariance matrix of the estimates,
C(xˆk|k) = E{(xˆk|k − xk)(xˆk|k − xk)T } (2.83)
is bounded as:
C(xˆk|k) ≥ J−1F (xk) (2.84)
where [JF (xk)]nx×nx is called the Fisher Information Matrix (FIM) defined as:
J−1F (xk) = −E{5x[5x ln p(z,x)]T } (2.85)
where,
5x =
[
∂
∂x1
∂
∂x2
. . .
∂
∂xnx
]
(2.86)
2.7.1 Recursive Computation of PCRLB
Let Jk denote the FIM at time k. Jk can be computed in a recursive way as
shown in [29]:
Jk+1 = D
22
k −D21k (Jk +D11k )−1D12k (k > 0) (2.87)
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where,
D11k = −E{5xk [5xk log p(xk+1|xk)]T } (2.88)
D21k = −E{5xk [5xk+1 log p(xk+1|xk)]T } (2.89)
D12k = −E{5xk+1 [5xk log p(xk+1|xk)]T } = [D21k ]T (2.90)
D22k = −E{5xk+1 [5xk+1 log p(xk+1|xk)]T }
−E{5xk+1 [5xk+1 log p(zk+1|xk+1)]T } (2.91)
and the initialization is done considering prior density of states,
J0 = E{[5x0 log p(x0)][5x0 log p(x0)]T } (2.92)
The equations in (2.88) -(2.91) reduces into much simpler form in some special
cases. One very interesting case often conidered in many applications is the case
of having additive Gaussian noise. In this condition the state equations can be
expressed as:
xk+1 = fk+1(xk) + vk+1 (2.93)
zk+1 = hk+1(xk+1) +wk+1 (2.94)
where vk and wk are mutually independent random noise sequences having zero-
mean Gaussian distribution with covariances Qk and Rk respectively.
If the initial state distribution is also Gaussian, i.e., p(x0) = N (x0;µx0 ,P0), then
it can be shown that [27]
J0 = P
−1
0 (2.95)
Now, for additive Gaussian noise distribution, it can be shown (again from [27])
that
D11k = E{F˜TkQ−1k F˜k} (2.96)
D12k = −E{F˜Tk }Q−1k = D21k } (2.97)
D22k = Q
−1
k + E{H˜Tk+1R−1k H˜k+1} (2.98)
where
F˜k = [5xkfTk (xk)]T (2.99)
is the Jacobian of fk(xk) evaluated at true value of xk and
H˜k+1 = [5xk+1hTk+1(xk+1)]T (2.100)
is the Jacobian of hk+1(xk+1) evaluated at true value of xk+1.
The expectations of expressions above is usually approximated using Monte-Carlo
simulations. For that purpose, a significant number of state realizations are
obtained and the PCRLBs calculated for each realization are averaged over total
number of realizations.
Chapter 3
Implementation of Filters with
application to various problems
Different filters were studied by evaluating and analyzing their performances in
different scenario. The filters were implemented for various tracking applications.
The comparative study of these filters on the basis of their performances are
presented in this chapter.
3.1 Radar Target Tracking
Several filters were evaluated by implementing them for a radar target tracking
problem with the same setup used in [15]. The application intends to track an
airplane, which is assumed to move in a 2-D plane. The state vector consists of
six elements: position, velocity and acceleration along the x and y planes, i.e.,
xk = [px, py, vx, vy, ax, ay]
T . The airplane was tracked by a radar using range and
azimuth measurements. The state evolution and the measurement were modeled
as:
xk =


I T.I T 2/2.I
0 I T.I
0 0 I

xk−1 + vk (3.1)
zk =


√
p2x + p
2
y
arctan(py, px)

+wk (3.2)
where I denotes an identity matrix of dimension 2. T is the sampling time of
radar, which is set to 1 sec. The stationary radar sensor is assumed to be at posi-
tion [0, 0]T . The initial state estimate was drawn for each Monte Carlo trial from
a Gaussian distribution with mean, x0 = [2000, 2000, 20, 20, 0, 0]
T and covariance
P0 = diag[4, 4, 16, 16, 0.04, 0.04]. The process and measurement noise, vk and
35
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Figure 3.1: 2-D Trajectory of the airplane: true as well as the estimated trajectory
using the radar measurements
wk, are modeled as zero-mean white Gaussian noise sequences with covariance
matrices:
Qk−1 = diag[4, 4, 4, 4, 0.01, 0.01] and
Rk = diag[100, 10
−6]
respectively.
A 2-D trajectory of the moving object was obtained using the synthetic data
with the above described parameters. Three filters were implemented for this
application: EKF, UKF and CKF. The PCRLB was also calculated and plotted.
100 Monte Carlo simulations were run so as to obtain the PCRLB and the root
mean square error (RMSE) of the estimates for each filter. The trajectory for
one of the realization looked as shown in the figure 3.1. It can be seen from the
figure that all filters are tracking the true trajectory almost similarly.
In figure 3.2, the RMSE of the position error along x-axis is shown for dif-
ferent filters. Moreover, the PCRLB is also plotted in the same figure. It can
be observed that, for this application, all the implemented filters acquire the
lower bound. In general we would expect the SPKFs to perform better than the
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Figure 3.2: RMSE of different filter implementations
EKF. But in this example, the EKF is already attaining the PCRLB. Hence the
performance of SPKFs and EKF is similar. The reason than EKF is attaining
the PCRLB could be that the state transition function is linear and only the
measurement function is nonlinear. The EKF was able to approximate the non-
linearity more closely and thus had a superior performance.
Some square-root versions were also implemented for the application. But
the performance was almost similar for all cases.
3.2 Time Series Model
Time series models are used in variety of fields where the system is changing
gradually with time. This particular example finds its application in economet-
rics. Here, both the state and measurement models are nonlinear. The state and
measurements equations are given as:
xk = fk(xk−1, k) + vk−1 (3.3)
zk =
x2k
20
+wk (3.4)
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where,
fk(xk−1, k) =
xk−1
2
+
25xk−1
1 + x2k−1
+ 8 cos(1.2k) (3.5)
vk and wk, are modelled as zero-mean white Gaussian noise sequences with
variances Qk−1 = 10 and Rk = 1 respectively[16].
Both Kalman filter based and SMC filters were implemented for this applica-
tion. The RMSE for different filter implementations was evaluated by performing
100 Monte Carlo simulatons. The PCRLB was also evaluated during the same
Monte Carlo runs. Figure 3.3 shows both the true evolution of states and the
evolution of estimated states for different filters. The RMSE of the implemented
filters is presented in figure 3.4. Here we can easily observe that the performance
of the SPKF (QKF in this case) is better than the EKF, which is exactly as
expected, taking into account the nonlinearity of the problem.
The bootstrap particle filter, simply indicated as PF in figures 3.3 and 3.4
were implemented using 50 particles. The CRPF filter was also implemented us-
ing the same number of particles. We can see here that the SMC filters (PF and
CRPF) outperformed the Kalman like filters. This is the advantage of recursively
propagating the whole distribution instead of their first two moments, of course,
at the expense of some computational cost. It can also be observed that the PF
in this case has slightly less RMSE than the CRPF. However, this was the case
with Gaussian probabilistic model and since PF is using the true probabilistic
model, it is expected to work well.
In the second set of experiment, the unimodal Gaussian distribution of the
state was replaced by a bimodal distribution. Now, since the PF and all Kalman
based filters assume a unimodal Gaussian distribution, their performance get de-
graded. However, since CRPF makes no assumption about the distribution, its
performance does not degrade as much as that of the PF and other Kalman based
filters. This is illustrated by figure 3.5.
3.3 Tracking using two colocated sensors
Again the performance of various filters is studied with yet another example of
tracking. A 2-D tracking is considered where the dynamic model of the target is
given by [13]:
xk = Axxk−1 +Avvk (3.6)
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Figure 3.5: RMSE of different filter implementations for a bimodal state distri-
bution
Here the state vector consists of position and velocity of the target, i.e.,
xk = [xk yk x˙k y˙k]
and the matrices Ax and Av are given as:
Ax =


1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1

 and Av =


T 2s
2 0
0 T
2
s
2
Ts 0
0 Ts


Ts is the sampling period which is taken to be 1 second. vk is the usual state noise
sequence. The measurements are obtained using two types of sensors placed at
the same location. The first sensor measures the received signal strength obtained
from the target, while the second sensor provides the angle between the sensor
and the target i.e., bearings measurement. The measured data are modelled as:
zk = g(xk) +wk (3.7)
where,
g1(xk) = 10 log10
(
Ψ0
||r− lk||ρ
)
(3.8)
g2(xk) = ∠(lk, r) (3.9)
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r is the position of the sensors while lk is the position of the target at time k.
wk is the measurement noise sequence. The unit of the transmitted power was
dBm and the unit of the angle was in degree. ψ0 is the power transmitted by the
target whose value in dB was 30dBm i.e., 10 log10 ψ0 = 30 dBm. The exponent ρ
was taken 2.2.
Here, unlike in the previous applications, the state and measurement noises
are modeled as independent Gaussian mixtures given as:
vk ∼ 0.1N (0, 10−3I2) + 0.9N (0, 0.1I2) (3.10)
w1,k ∼ 0.5N (0, 10−4) + 0.5N (0, 10−5) (3.11)
w2,k ∼ 0.5N (0, 10−4) + 0.5N (0, 10−6) (3.12)
For the Kalman like filters and the SPF, the state and measurement noise covari-
ances are taken Q = 0.1I2 and R = 10
−2I2 respectively. The number of particles
for the SMC filters are taken 100.
The values of the parameters of the CRPF are:
σ2 = 1, q = 2, β = 2, δ = 0.01 and λ = 0
where the symbols have their usual meaning. The RMSE of the location of the
target was calculated using 50 Monte Carlo runs:
RMSElocation,k =
√√√√ 1
J
J∑
j=1
[(xk,j − xˆk,j)2 + (yk,j − yˆk,j)2] (3.13)
where J is the total number of Monte Carlo runs, (x, y) is the true location and
(xˆ, yˆ) is the estimated location.
Figure 3.6 shows the trajectory of the target during one realization along with
the trajectories estimated by various filters.
The RMSE of estimated location is plotted in figure 3.7 for various filters.
We can clearly see that the performance of CRPF is much better than all other
statistical reference filters. This is due to the fact that the assumption of Gaussian
probabilistic model by the statistical filters do not match the actual statistics of
the system, which in this case is a mixture Gaussian. Hence, CRPF proves to be a
very robust filter in such scenarios as it makes no assumption of the probabilistic
models.
Figure 3.8 shows that the performance of SMC filters improve on increasing
the number of particles. PF and CRPF are both plotted, once with 100 particles
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Figure 3.8: RMSE of SPF and CRPF with different number of particles
and then with 200 particles. We can clearly observe the improvement in perfor-
mance on increasing the number of particles.
The performance of filters was also compared in terms of number of tracks
lost by each filter. A track was said to be lost if the mean error for a realization
exceed certain threshold. Three filters: QKF, PF and CRPF were taken for
comparison. The number of tracks lost during 100 realizations was recorded for
4 values of thresholds: 0.5, 1, 5 and 10. The result of this comparison is shown in
figure 3.9. It can be observed that CRPF has highly superior performance than
the other two filters.
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Figure 3.9: Number of lost tracks for three different filters
Chapter 4
Newcom++ Project
NEWCOM++ is the acronym of a proposed Network of Excellence in Wireless
Communications, submitted to Call 1 of the VII Framework Programme under
the Objective ICT-2007.1.1: The Network of the Future, mainly in its target
direction“Ubiquitous network infrastructure and architectures”. This project
with WPRB Database was carried out with the cooperation between research
groups at five institutions: namely, CNIT (Consorzio Nationale Interuniversi-
tario per le Telecomunicazioni), CTTC (Centre Tecnologic de Telecomunicacions
de Catalunya), ISMB (Istituto Superiore Mario Boella), UPC (Universitat Po-
litecnica de Catalunya) and Chalmers University of Technology. The project
involves localization of a robot using various types of measurements and to com-
pare the performance of tracking algorithms.
In indoor and urban canyon environments, where the GNSS line-of-sight sig-
nals are very weak, accurate localization using GNSS alone is very challenging.
So, it becomes necessary to combine GNSS technology with other wireless sys-
tems for proper localization. Various wireless technologies such as WiFi, UWB,
ZigBee, or RFID can be used to that purpose. Hence, this project aims to study
and test the feasibility of wireless sensor networks so as to complement the GNSS
based localization systems.
4.1 Measurement Devices
Two types of measurement devices were used in the experiment: UWB Device -
PulseOn220 and ZigBee Device - CC2430. A brief description of these devices is
given below:
• UWB - PulsOn220
UltraWideBand (UWB) technologies use very short pulse waveforms that
spread their energy over a wide frequency spectrum. Due to the inherently
45
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Figure 4.1: UWB Device: PulsOn220
fine temporal resolution of UWB, arriving multi-path components can be
sharply timed at a receiver to provide accurate time of arrival estimates.
This characteristic makes UWB ideal for high precision radiolocation appli-
cations. The PulsOn220 Device provides the range measurement by work-
ing in conjunction with another PulsOn220 device. The range between two
UWB devices is measured using round trip time of flight. The specifications
of the device is as follows:
– Pulse Repetition Frequency: 9.6 MHz
– Center Frequency (radiated): appr. 4.7 GHz
– Bandwidth (10 dB radiated): 3.2 GHz
– EIRP: -12.8 dBm
– Power Consumption: 5.7 Watts
– Dimensions: 16.5cm x 10.2cm x 5.1cm (housing w/o antenna)
• ZigBee - CC2430
The CC2430 Zigbee device, based on ZigBee Standard [1], provides the
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Figure 4.2: ZigBee Device: CC2430
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received signal strength indicator (RSSI). Multiple ZigBee devices are used
as sensor nodes. The ZigBee sensors provide the RSSI measurements while
the ZigBee sensor mounted on the object to be tracked is used to transmit
the power. Following are some of the features of the ZigBee device used in
the experiment:
– Single chip solution which integrates microprocessor and chip radio
– Intel 8051 microprocessor at 32 MHz
– flash 128 KB
– 802.15.4 Chip Radio CC2420
– 2.4GHz whip antenna
– ADC 8-channel, 8-14 bit
4.2 Experimental Setup
The robot was moved in a straight path along the corridor of a building. The
robot took a 90o turn almost at the middle of its run. So the trajectory of
the robot was ‘L’ shaped. The total length of the trajectory was approximately
20 meters. One sensor (either ZigBee or UWB) was mounted on the robot.
This sensor emits some radio signal while moving along a two-dimensional space.
The speed of the robot was controlled through some commands sent from the
laptop using the bluetooth channel established between the laptop and the robot.
The robot is stationary for the initial 5 seconds and then it starts to move.
The measurement nodes (sensors) were placed around the trajectory as shown in
Figure 4.3.
The experiment was carried out with the following setups:
• Firstly, twenty-one ZigBee sensors were placed around the trajectory. One
of the ZigBee node was mounted on the robot which would act as a trans-
mitter. These measurement nodes provide noisy measurements of the signal
power received (RSSI) at their respective locations. These data are trans-
mitted to a fusion center, where they are used to recursively estimate the
position of the target (robot). The data was taken for two cases: once by
keeping the speed of the robot constant and again with robot moving with
varying speed.
• The twenty-one ZigBee sensors were replaced by twelve UWB devices. Also,
the ZigBee node mounted on the robot was replaced by a UWB node. Some
of the UWB devices were located inside neighboring rooms and hence those
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Figure 4.3: Position of the sensors along with the trajectory of the robot
measurements were in non line of sight conditions for the whole trajectory
of the robot. The rough range estimates provided by each UWB sensors
were recorded so as to combine in the filtering algorithm for localization of
the moving target. Like with the ZigBee sensors, data was recorded with
constant as well as varying speed of the robot.
4.3 WPRB Database
The measurements and the position of the sensor nodes were stored in different
files. Figure 4.4 shows how the information about the nodes has been stored in a
file. This is the case when UWB devices were used as sensors. The last column
indicates the flag value used to distinguish between the node to be tracked and
the nodes used to collect the measurements, called the anchor nodes. The flag
value for all anchor nodes are set to 1 and for the target node, it is 0.
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Figure 4.4: Database of Information about nodes
Figure 4.5 shows the data file containing the measurements of UWB nodes.
It has three fields: Time Stamp of measurement, index of the anchor node which
provided the range measurement at the given time stamp and finally the range
measurement in metres.
Similarly Figure 4.6 shows the data file for RSSI measurements of ZigBee
nodes. This is similar to the case of UWB expcept the third column, where we
have RSSI measurements in dBm instead of range measurements.
4.4 Implementation of tracking algorithms for Robot
tracking using WPRB database
In this experiment of oﬄine tracking, the measurement data recorded during the
run of robot was read in a matrix from the database. The algorithms discard
those measurements at the beginning and end of the robot’s run where it was
stationary. The first task was to have a useful set of measurements. A sampling
duration of 500ms was defined which was much larger than the sampling time
used to record the measurements from different sensors. So in some sampling
interval, more than one measurement data from the same anchor node could be
present. In such scenario, an average of such measurements were taken. Thus
at the end of each sampling interval we have a vector of measurements from all
anchor nodes.
The next task is to choose a state model for the robot trajectory. Several
model are possible for this application. One possible model would be the one
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Figure 4.5: Portion of a file containing the range measurements of the UWB
sensor nodes
Figure 4.6: Portioin of a file containing the RSSI measurements of the ZigBee
sensor nodes
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shown below with state vector consisting of position and velocity of the mobile
target: 

xk
yk
vx,k
vy,k

 =


1 0 Ts 0
0 1 0 Ts
0 0 1 0
0 0 0 1

×


xk−1
yk−1
vx,k−1
vy,k−1

+


v1,k
v2,k
v3,k
v4,k

 (4.1)
where Ts is the sampling time, vx and vy are the velocities along x and y direction
respectively and
vk =


v1,k
v2,k
v3,k
v4,k


is the state noise at time k. The state noise sequence is assumed to be a zero-
mean Gaussian process with covariance Q i.e.,v ∼ N (0,Q).
Similary, the state model can also be of the form:[
xk
yk
]
=
[
xk−1
yk−1
]
+
[
v1,k
v2,k
]
(4.2)
Here the state vector consists of only the position of the mobile target.
The observations are collected through a set ofN sensors with known locations
as discussed in the above section. For the case of ZigBee sensors, the widely used
log-normal model to calculate the received power has been used. The observation
at time k for the ith sensor is:
zi,k(dBm) = P0(dBm)− 10α log10
( ||rk − ri||
d0
)
+ wi,k i = 1, . . . , N (4.3)
where, P0 is the power transmitted by the ZigBee node mounted in the robot, α
is the path loss exponent, d0 is the reference distance related to the Log Normal
model for RSSI measurements, rk is the position of the robot at time k and ri
is the known position of the anchor node i. wk = [w1,k w2,k . . . wN,k]
T is the
measurement noise sequence which is again assumed to be zero-mean Gaussian
with covariance RN×N .
Similarly for UWB sensors, the observation is directly in the form of noisy range
measurements. The range measurement at time k for the ith sensor is:
zi,k = ||rk − ri||+ wi,k i = 1, . . . , N (4.4)
We need not worry about choosing covariances for state and measurement
models in case of CRPF. But to use any of the statistical reference filters, we must
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choose proper value of these covariances. For both of the above state models, it
was found that very small value of state covariance should be used for proper
tracking.
To find the covariance for measurement model, the error of the measurements was
calculated. For this purpose, first the true trajectory of the robot was calculated
as we know how the robot was moved and with what velocity at each sampling
instant. Knowing the true position at each sampling instant, the ideal theoretical
value of measurements was then calculated for each node.
For e.g., with Zigbee Nodes, the theoretical RSSI for node i at time k can be
calculated as:
(RSSItheoretical)k,i = P0 − 10α log10
(
Rk,i
d0
)
(4.5)
where, Rk,i is the distance between the anchor node i and the true position of
robot at time k.
The error is then calculated by evaluating the difference of the real measurement
and the theoretical one. It was found that the average error for the Zigbee was
in the order of 5dB. Hence the measurement covariance was taken to be 52 = 25.
The average error was found to be in the order of around 2 for the case of UWB.
For the experimental setup used, the order of error in the measurements are
very high. This means that the filter should rely less on the measurement and
more on the state model. This validates the reason for taking small covariance
for the state model.
4.5 Results and Analyses
Three filtering algorithms: namely, EKF, CKF and CRPF were implemented and
compared in different scenarios. The focus has been to study the behaviour of
the filters in different circumstances.
4.5.1 Robot moving with a constant speed
Figure 4.7 shows the trajectory of the three filters for the case of constant speed
with measurements taken using twenty-one ZigBee sensors.
Similarly, the estimated trajectories of the filters for the case when UWB sensors
were used instead of ZigBee sensors is shown in figure 4.8. The root mean square
errors of the estimated trajectories were calculated as in the earlier sections using
the expression as given by equation 3.13. 100 Monte Carlo runs were simulated
for this purpose. Figure 4.9 shows the RMSE plots for the three filters in the case
of constant speed and using ZigBee sensor measurements. Here the performance
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(a) Robot Trajectory using EKF
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(b) Robot Trajectory using CKF
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(c) Robot Trajectory using CRPF
Figure 4.7: Trajectory of Robot moving with constant speed as estimated by
different filters using ZigBee measurements along with the true trajectory of the
robot
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(a) Robot Trajectory using EKF
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(b) Robot Trajectory using CKF
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(c) Robot Trajectory using CRPF
Figure 4.8: Trajectory of Robot moving with constant speed as estimated by
different filters using UWB measurements along with the true trajectory of the
robot
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of EKF and CKF are very similar and that of CRPF is slightly better than the
other two filters. Infact all three filters seem to perform quite well with ZigBee
measurements. This could be due the fact that there are too many ZigBee sensors
for the given area of the experimental setup.
Similarly, figure 4.10 shows the RMSE in the case of using UWB measurements.
Here we can see that the performance of CRPF is distinctly better than the other
filters. Also, the CKF is seen to perform better than EKF, which is as expected
as discussed in Section 2.4.2.
4.5.2 Robot moving with varying speed
A set of graphs, similar to the case of constant speed of robot, is obtained for
the case when the robot was moved with varying speed. Figure (4.11) - (4.14)
shows the estimated trajectories and RMSE for the case of varying speed. We
can observe that the performance in the case of varying speed has been slightly
degraded as compared to the case of constant speed.
4.5.3 Modification of Cost/Risk function
One of the major advantage of CRPF is that it uses a user defined cost/risk func-
tion rather than relying on the probabilistic model of the system. So, it is often
possible to improve the performance of the filtering algorithm by making some
changes in the cost/risk function which is suitable to the application. Keeping
this in mind, the cost/risk function was modified by multiplying it by a weight
matrix.
In case of UWB measurements, the inverse of the rough range measurement ob-
tained from the UWB sensors itself, after normalization, was taken as the weight.
The assumption in doing so is that if the sensors are close to the target, then the
path loss is less and hence these close ranges are more reliable. In the other hand,
if the range measurement is large, it means that the sensor is far from the moving
target and consequently it will suffer more path loss. Hence the far sensors are
less reliable, and thus they are assigned lesser weight. Algorithm 10 shows the
calculation of weight matrix for the UWB sensor measurements.
Same principle is applied to calculate the weight matrix for ZigBee measure-
ments. A low value of RSSI would mean that the sensor is far and a higher value
would suggest a nearby sensor. So higher weight is given to the sensor having
higher value of RSSI and lower weight for the one with low RSSI. Since in setup
of Newcom++, the RSSI are in the range from -90dBm to -35dBm, a weight is
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Figure 4.9: RMSE of estimated trajectories using ZigBee Sensors for constant
speed of robot
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Figure 4.10: RMSE of estimated trajectories using UWB Sensors for constant
speed of robot
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(a) Robot Trajectory using EKF
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(b) Robot Trajectory using CKF
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(c) Robot Trajectory using CRPF
Figure 4.11: Trajectory of Robot moving with varying speed as estimated by
different filters using ZigBee measurements along with the true trajectory of the
robot
Algorithm 10 Weight Matrix Calculation for UWB measurement
Initialize Sum = 0
for i = 1 to N do
WeightV ector(i) = 1
abs(zk(i))
Sum = Sum+WeightV ector(i)
end for
WeightV ector =WeightV ector/Sum
WeightMatrix = diag(WeightV ector)
where, diag(a b c) =


a 0 0
0 b 0
0 0 c

; zk(i) is the range measurement at time
k from the ith sensor and N is the total number of sensors.
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(a) Robot Trajectory using EKF
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(b) Robot Trajectory using CKF
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(c) Robot Trajectory using CRPF
Figure 4.12: Trajectory of Robot moving with varying speed as estimated by
different filters using UWB measurements along with the true trajectory of the
robot
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Figure 4.13: RMSE of estimated trajectories using ZigBee Sensors for varying
speed of robot
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Figure 4.14: RMSE of estimated trajectories using UWB Sensors for varying
speed of robot
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(a) ZigBee measurements
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(b) UWB measurements
Figure 4.15: Trajectory of Robot moving with constant speed as estimated by
CRPF filter with the inclusion of Weight Matrix for ZigBee and UWB measure-
ments
chosen such that it is inversely proportional to the absolute value of the RSSI.
So the weight matrix for ZigBee can be calculated in the exactly the same way
as with the case of UWB measurements, but replacing the range measurement
by RSSI measurements in Algorithm 10.
Figure 4.15 shows the estimated trajectories obtained by CRPF algorithm
using Weight Matrix for both ZigBee and UWB measurements.
There is a good improvement in the performance with the inclusion of weight
matrix for the case of UWB measurements and some improvement for the ZigBee
measurements as well. This is better observed from the RMSE plots of figure 4.16.
CRPFWM indicates the RMSE plot of CRPF using weight matrix.
4.5.4 Removal of outliers
Outliers are those measurement data which are significantly different from the
rest of the data and are produced due to some big errors or noises. These outliers
often tend to deviate the filtering algorithms. So an attempt was made to re-
move these outliers before they are fed to the algorithm. With the knowledge of
the expected range of measurements, certain threshold was set above which the
measurements were considered as outliers and thus those measurement exceeding
the set threshold were neglected. Since the measurement data obtained in our
experiment was hugely corrupted with errors, specially close to the beginning and
end of the run of the target, removal of outliers resulted in a good improvement of
performance. This improvement in performance is demonstrated by Figure 4.17
through comparison of RMSE plots with and without the measurements. The
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(a) ZigBee measurements
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(b) UWB measurements
Figure 4.16: Comparision of RMSE of estimated trajectories using CRPF filter
with and without using Weight Matrix for ZigBee and UWB measurements
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comparison has been done for all three filters: EKF, CKF and CRPF; all using
UWB measurements. EKFOR, CKFOR and CRPFOR represent EKF, CKF and
CRPF algorithms with removal of outliers, respectively.
Figure 4.18 shows the estimated trajectory using CRPF filter for UWB measure-
ments, using both weight matrix and removal of outlier.
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Figure 4.17: Comparision of RMSE of estimated trajectories with and without
the removal of outliers (using UWB measurement)
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Figure 4.18: Estimated trajectory using CRPF filter that uses weight matrix and
outlier removal
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Chapter 5
Conclusions
5.1 Concluding remarks
In the quest of obtaining more accurate, computationally feasible and more robust
filtering algorithm, several filtering algorithms have been proposed till date. A
comparative study of some of the most popular and most promising filtering
techniques was presented in the thesis.
Bayesian filters have been very popular in estimation problems since the de-
velopment of Kalman filter in the mid nineteenth century. If the dynamic system
under consideration has linear-Gaussian probabilistic model, the basic Kalman
filter gives optimal solution, in MSE sense. However, if the system is non-linear,
the optimal Kalman filter fails. Of the many sub-optimal Kalman based filters
that have been proposed to address the non-linear system, SPKFs have been the
most successful ones. These filters perform well when the noise distributions are
Gaussian. But whenever the noise distribution is not Gaussian, for instance if
the distribution is a mixture Gaussian, Laplacian or any other non-Gaussian dis-
tribution, the SPKFs tend to degrade in performance as shown by the results in
Chapter 3. Moreover, these filters present yet another challenge: proper tuning
of the covariances of the assumed probabilistic models.
SMC based filters emerged as a promising solution to address non-Gaussian
distributions. But the price that has to be paid for using these filters came in
the form of computational cost. However, due to huge improvement of processing
power of computers in recent years, the computational cost of SMC filters is get-
ting feasible. Despite of being more robust than Kalman like filters, SMC based
filters still need proper specification of the distribution model. In many practical
problems the true noise distribution may not have a proper mathematical model
which makes it impossible to have solution in closed form. In such cases, these
SMC filters have to go with certain assumption of models and if these assumption
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differ significantly from the true model, their performance gets highly degraded.
Moreover, in many situations, the probabilistic model is highly unpredictable and
changing. So it is very important to have a filter which is more robust in such
scenario.
The recently proposed SMC based filter, CRPF, has emerged as one of the
most robust filtering algorithms to deal with the uncertainties of the model.
This filter does not make any assumption about the distribution and simply
propagates the particles based on some user defined ad-hoc cost function. From
the experiments conducted during the research work, it has been seen that CRPF
is more robust than other filters and works well with any noise distribution. The
CRPF is also very flexible in the sense that the cost function can be modified
in a way which would be more appropriate for the specific application. A minor
change in the cost function was seen to give good improvement as shown by the
results in Chapter 5.
From the analyses of all the results, it can be said that CRPF could be the
state of art technology in estimation problems as it offers various advantages such
as ease of design and robustness with regard to the system’s probabilistic model.
5.2 Future work
In the Newcom++ project, the tracking was done using either network of ZigBee
sensors or UWB sensors. However, in situations where the sensor networks are
intended to aid the GNSS localization in indoor and urban canyon environments,
a mixture of sensors may be present. In such scenario, it would be very use-
ful if sensor measurements of different types could be combined in the tracking
problem. For this purpose, the measurement data could be collected using both
ZigBee and UWB sensors at a time so as to combine them using the filtering
algorithm.
The CRPF studied in this research work, used an incremental cost function
which was the Euclidean distance raised to some factor. When the factor is
two, optimization of cost function becomes similar to the least squares problem.
When the distribution is Gaussian, the least squares solution becomes equivalent
to minimum variance unbiased estimator. Thus the least squares become opti-
mal for the Gaussian distribution. Equivalently we can say that CRPF with the
above described cost also tend to give optimal solution for Gaussian distribution.
It could be possible to obtain cost functions which could give close to optimal so-
lution for specific distributions. Hence, with the knowledge of the basic principle
of the CRPF, the possible optimal cost functions for specific noise distributions
could be investigated.
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