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The North Sea, characterised by densely populated and highly industrialised coastlines, is ranked 
among the marine regions most impacted by human pressures worldwide. Following impacts have been 
demonstrated as being problematic for the management of the North Sea ecosystem: 1) input of 
nutrients, chemicals and sewage, 2) shipping activities, 3) increase in invasive species, 3) heavy fishing 
activities and, 4) climate change effects (e.g. changes in temperature or current patterns). 
Marine management is needed to halt further degradation and to evaluate and restore impacted 
sites. For this purpose, several policy instruments have been implemented in the EU: EU Habitat 
Directive (92/43/EC), EU Birds Directive (79/409/EC), EU Water Framework Directive (2000/60/EC) and 
more recently the EU Marine Strategy Framework Directive (2008/56/EC). Marine managers are often 
faced with limited and uncertain ecological information on which to base their decisions. However, the 
efficient implementation of marine decision support systems as a tool for marine spatial planning and 
management requires understanding of the processes that determine the observed distribution patterns 
of species in marine ecosystems. It is therefore necessary to gain insight in the temporal and spatial 
distribution of each ecosystem component (e.g. plankton, fish, seabirds, benthos). In practice, this 
means that good species distribution maps of important ecosystem components are required, that cover 
the marine region to be managed.  
Currently the distribution of species is mostly known from point observations, and full cover 
species distribution maps are lacking. However, environmental variables are often available at a full 
cover scale (e.g. sediment grain size). Habitat suitability models (HSMs) relate the presence or 
abundance of a species in a location to a set of environmental variables, which then allows predicted 
distributions to be mapped across an entire region. Such full coverage species distribution maps are a 
good basis for marine management decisions; furthermore HSMs allow scenario simulations. HSMs can 
produce predictions of the species distribution, based on abiotic variables, at locations where 
information on species distribution was previously unavailable. These abiotic variables are often 
available on a full coverage basis, e.g. sediment grain size maps or satellite based temperature.  
HSMs are a relatively recent modelling approach and their use is increasing. HSMs are also 
known under the synonyms “species distribution models” and “niche models”. HSMs originated in 
terrestrial ecology, but the discipline has entered into the field of marine ecology. HSM provide a cost-
effective tool to integrate current data and knowledge, and to identify and prioritise locations for 
conservation. HSMs predict the suitability of the habitat in relation to the habitat preference of a species. 
The assumption is that, the more suitable the environment, the higher the probability that the species is 
present and will be found in high densities.  
This Ph.D. thesis focused on the prediction of the spatial distribution of macrobenthos in the 




1 mm living in/upon the sea bottom, are often the main component in environmental monitoring 
programmes to evaluate the status of benthic ecosystems for marine management. There are several 
good reasons why macrobenthos is used in monitoring: 1) the species are macroscopic and thus more 
easy to handle and identify, 2) they are relatively immobile and thus strongly dependent on local 
conditions, 3) they are linked with biogeochemical processes in the sediment and perform important 
ecosystem functions (e.g. increasing habitat complexity, bioturbation, oxygenation) and, 4) benthic 
animals are the food source for many benthic fish, including the economically important species, such 
as plaice (Pleuronectes platessa) and cod (Gadus morhua) in the North Sea, and diving birds, e.g. the 
Common Scoter (Melanitta nigra). 
Despite the increased number of applications of habitat suitability modelling in recent years, the 
methodology of these models can still be improved significantly. Therefore, the general objective of 
this thesis was the improvement of the existing methodology and more specifically the approach to 
model the distribution of macrobenthos species. In this thesis, HSMs have only been developed for a 
limited number of macrobenthos species, but with the modelling methodology proposed, models can be 
developed for other species in an efficient way.  
In the introduction (Chapter 1) the challenges in marine management in the North Sea 
ecosystem are illustrated and the importance of macrobenthos species distributions to monitor the 
environmental status is highlighted. A technical introduction to HSMs for non-experts is presented as 
well, in order to give ecosystem managers a necessary background. 
Based on the challenges identified in the current modelling methodology of HSMs, the 
objectives of this thesis were also laid out in Chapter 1. Three major challenges were identified in the 
modelling methodology; these will be treated in separate chapters: 1) choice of the modelling technique, 
2) selection of the most optimal model (model selection) and, 3) assessment of the model reliability 
(model validation).  
 
Challenge 1: Which modelling technique to use? 
 
Several modelling techniques are being used to develop HSMs. The choice between different 
techniques is not obvious, as each technique claims to be the most optimal. In Chapter 2, the modelling 
techniques Logistic Regression (LR; a type of Generalised Linear Model, GLM) and Artificial Neural 
Networks (ANNs) were compared in their ability to predict the occurrence of Lanice conchilega, a 
common tube-building polychaete along the North-western European coastline. LR and ANNs were 
chosen, because they are the most frequently used statistical and machine learning techniques, 
respectively. ANNs are claimed to have a higher predictive performance, as they can model more 





is difficult to gain insight in their inner workings. Appendix I provides an extensive technical background 
on ANNs, and Appendix II on GLMs.  
Models were developed to predict the spatial distribution of the species Lanice conchilega. This 
species is known as a habitat engineer, increasing macrobenthic species diversity and abundance in 
soft sediments, through enhancement of the habitat complexity. L. conchilega is also an important food 
source for several demersal fish and, when occurring in high densities L. conchilega aggregations act as 
a refugium against predation for many organisms.  
The models were developed with a data set collected in the Western Coastal Banks, a small 
region in the south west of the Belgian Part of the North Sea (BPNS). This data set was chosen 
because the samples were collected on a high resolution sampling grid (500m) and numerous 
environmental variables were measured. Some of those variables are not available in the data set of the 
complete BPNS region; as such the relevance of these variables for modelling could only be tested with 
the Western Coastal Banks data set.  
Although several types of environmental variables were available in the data set (grain-size, 
currents, nutrients) only grain-size variables were used in the final models (median grain-size, mud and 
coarse fraction). ANN gave a higher predictive performance, based on a number of performance 
indicators (% correctly classified instances, area under the curve, specificity and sensitivity); however, 
there was a high correlation between the model output of LR and ANN.   
ANNs can fit very complex species responses, but this can easily lead to overfitted models, that 
are not transferable to other regions or periods. In the Lanice example in this thesis, there was quite a 
high dissimilarity between ANNs produced for each of the three crossvalidation folds. The LRs, on the 
other hand, had a more similar predictive performance in each crossvalidation fold, pointing to a higher 
robustness of LRs. Presently, there is no established theory to determine the number of interneurons or 
the choice of the transfer functions for an ANN. Also, as no error distributions are assumed, no 
statistical tests are performed; hence the model output or model parameters of ANNs are not tested for 
significance. From a parsimonious point of view the LRs were superior in the modelling of the response 
of Lanice, as the model was simpler and the ANNs only performed slightly better.  
 
Challenge 2: What is the most optimal combination of predictive variables?  
 
The general aim of Chapter 3 was the improvement of the model selection methodology for HSMs. 
HSMs use a combination of environmental variables that are assumed to determine the distribution of 
species. One of the challenges in habitat suitability modelling is the selection of an appropriate subset of 




response modelled per variable (e.g. linear or unimodal) are together called model selection; this is 
considered a central step in the model development. Model selection methods aim at determining the 
most optimal model by adequately constraining the number of predictive variables used, and thus the 
model complexity. Stepwise model selection (e.g. forward or backward selection) is most often used in 
habitat suitability modelling. However, the stepwise model selection has a number of drawbacks: 1) due 
to the stepwise nature, the global optimal can be missed; 2) the stepwise selection is sensitive to 
multicollinearity of the predictive variables; and 3) stepwise selection precludes multimodel inference 
and prediction as only one model is selected. 
In this chapter, a new model selection approach was proposed: the Combined Model 
Optimisation Criterion (CMOC). The CMOC approach has been set up to deal with the shortcomings in 
the model selection approach that is currently most often used in regression based HSMs: a stepwise 
model selection based on a single data set and without paying attention to the species prevalence in 
this data set. The CMOC is based on the general model optimisation criterion (MOC) framework 
incorporating both model fit and model complexity. CMOC values are calculated based on five MOCs: 
the Akaike Information Criterion (AIC), an adapted version of the AIC (AICc), the Bayesian Information 
Criterion (BIC), the Consistent Akaike Information Criterion (CAIC) and the F-statistic. The MOCs of the 
model calibration and test set are combined in the CMOC; in this way the generalisation ability of the 
models on an independent test is incorporated in the model selection. Good generalisation is necessary 
to use the model in other regions or periods.  
The proposed CMOC methodology was first tested on artificial data of a virtual species, 
because this provides full control over the data set. Overall, the proposed model selection approach 
managed to find the true models that were used to generate the virtual species presences. Logistic 
regression was used as a modelling technique, because this technique is often used in HSMs, is 
relatively simple and is well established statistically. In a second step, the model selection methodology 
was applied to field observations of Abra alba, a marine bivalve species. This species is an indicator for 
the A. alba macrobenthic community in the Southern North Sea. The CMOCs, based on each of the five 
MOCs, selected slightly different variable combinations, but the variables median grain size, depth and 
bathymetric position index were selected with each of the five CMOCs. 
The proposed CMOC model selection approach has a number of advantages over the current 
methodology. The exhaustive testing of all variable combinations increases the chance of finding an 
optimal model, and also causes the CMOC approach to deal better with multicollinearity of predictive 
variables. The CMOC is not based on a contingency table and therefore does not require the arbitrary 
choice of a cut-off for presence. Bootstrap resampling is used in the CMOC approach to increase the 





robustness of the model performance estimate. During the resampling the prevalence of the species 
was always kept at 50% to avoid influences of the species prevalence on the parameter estimates. The 
CMOC model selection can be applied to any modelling technique for which a likelihood can be 
calculated (e.g. GLM, general additive models, ANNs).  
 
Challenge 3: Are the model predictions reliable? 
 
There is a disproportionally large effort in the development of HSMs, compared to the model validation. 
Traditionally, HSMs are only validated by comparing the observations with the model predictions. The 
general goal of Chapter 4 is to plea for an integrated validation of marine HSMs which also validates 
the ecological soundness of the models. Such an integrated validation considers: 1) the classical model 
validation of observations vs. predictions; 2) a conceptual scheme bringing together ecological 
knowledge from literature and allowing inference about the causality of predictive variables; 3) habitat 
preference experiments allowing distinguishing the fundamental and realised niche; and 4) an 
assessment of the sample distribution over the range of the predictive variables.  
To illustrate the suggested model validation improvements, HSMs were developed for the 
marine bivalve species Donax vittatus (Da Costa 1778). This species was chosen because: 1) extensive 
ecological literature is available on the species, 2) habitat preference experiment results are available 
and, 3) the species is a food source for juvenile plaice (Pleuronectes platessa). The Combined Model 
Optimisation Criterion (CMOC) was used for model selection. Logistic regression was used as a 
modelling technique. Four models were retained after the model selection, and a multimodel prediction 
was performed, with the CMOC as a weighing factor. Only depth and median grain size were retained 
as predictive variables in the selected models.  
Ecological knowledge from literature on the species was combined in a conceptual scheme. 
Such a scheme, as well as the habitat preference experiments, was useful to determine if the relation of 
a variable with the species distribution was causal or rather correlative (i.e. a proxy variable). 
Knowledge on the causality of a variable is crucial when models are transferred to other regions or 
periods. Experimental validation confirmed the modelled sediment grain size response. Habitat 
preference experiments allowed identifying the fundamental niche, while field observations can only 
provide insight in the realised niche. If habitat preference experiments are available, they should be 
used to assess the causality of variables in the prediction of the species distribution. If no experiments 
are available, the feasibility of experiments should be considered. The distribution of samples over the 
range of each variable was assessed. This allowed to determine if the sampled range is sufficiently 




variables will not be chosen in the model selection as the sampled range is insufficient. For each 
variable in the data set an integrated discussion was provided why this variable was (not) chosen in the 
final models; this was based on the conceptual scheme, the experimental results and the sample 




In Chapter 5 a general discussion was provided. The improvements to the modelling methodology as 
identified in the three challenges, were discussed in a broader sense. A future outlook on habitat 
suitability modelling was provided. This included an overview of the most important sources of error and 
bias in HSMs. Next, an overview of some of the ecological traits of species influencing the model 
development was provided. Another source of uncertainty that was discussed related to HSMs, is the 
spatiotemporal mismatch of environmental variables and species observations. As a final part of the 
discussion on the future of HSMs, some developments in modelling techniques are discussed. An 
overview of the applications and advantages of spatially explicit and mechanistic models is provided.  
A separate discussion on the macrobenthos models developed in this thesis is provided. Finally 
some applications of HSMs for macrobenthos species in the BPNS are proposed: HSM-based 
sampling, scenario simulations and further research in community HSMs for macrobenthos.  
 
The general conclusions of this research are:  
• When model parsimony is considered important, logistic regression models are superior; these 
models are simpler and the predictive performance is only slightly lower than the ANNs. 
• The CMOC model selection approach has several advantages compared to the widely used 
stepwise model selection. The main advantage is that the model validation is incorporated in 
the model selection process.  
• An integrated validation of HSMs is necessary to develop reliable and ecologically sound 
models. Such an integrated validation considers: 1) model validation with field observations, 2) 
ecological knowledge combined in a conceptual scheme, 3) habitat preference experiments; 
and, 4) influence of the sampled range of each variable. 
• Habitat suitability modelling is a very useful tool to model the spatial distribution of 
macrobenthos species in the North Sea. This was demonstrated for several species in this 
research. More specific applications of HSMs for macrobenthos species are to be expected in 



































De Noordzee wordt algemeen beschouwd als een mariene regio die onder sterke invloed van 
menselijke activiteiten staat, omwille van de dichtbevolkte en geïndustrialiseerde landen die er rond 
liggen. Verschillende negatieve impacten op het Noordzee-ecosysteem zijn veroorzaakt door activiteiten 
op het vasteland: aanvoer van nutriënten, chemicaliën en rioolwater. Enkele van ‘s werelds drukste 
havens liggen aan de Noordzee, wat deze zee één van de meest bevaren mariene gebieden wereldwijd 
maakt. Zo een intensief marien verkeer verhoogt de kans op olielekken en de introductie van invasieve 
soorten via het ballastwater. De vissersvloot bestaat hoofdzakelijk uit boomkorvaartuigen, die netten 
met zware wekkerkettingen die diep in de bodem ploegen en benthische soorten verstoren. 
Klimaatverandering is een andere bedreiging voor de mariene biodiversiteit in de Noordzee. Enkele van 
de verwachte effecten zijn veranderingen in de wind en stromingspatronen en verzuring door oplossen 
van CO2. 
Marien beheer is nodig om een verdere degradatie van de Noordzee te voorkomen en om de 
natuurlijke waarde te beschermen. Voor dit doel zijn door de Europese Gemeenschap verscheidene 
beheersinstrumenten gelanceerd: EU Habitat Richtlijn (92/43/EC), EU Vogel Richtlijn (79/409/EC), EU 
Water Framework Directive (2000/60/EC) en meer recent de EU kaderrichtlijn Mariene Strategie 
(2008/56/EC). Mariene beheerders worden vaak geconfronteerd met beperkte ecologische informatie, 
waarop ze hun beslissingen moet baseren. Nochtans vereist de efficiënte implementatie van 
beslissingsondersteunende systemen in marien beheer kennis van de processen die de geobserveerde 
ruimtelijke verspreiding van ecosysteem componenten bepalen. Daarom is het noodzakelijk om inzicht 
te verwerven in de temporele en ruimtelijke verspreiding van iedere ecosysteemcomponent: vissen, 
zeevogels, macrobenthos, meiobenthos, etc. In de praktijk betekent dit dat goede verspreidingskaarten 
van soorten nodig zijn voor het mariene gebied dat beheerd wordt.  
Op dit moment is de verspreiding van soorten vooral gekend van puntwaarnemingen en 
gebiedsdekkende soortverspreidingskaarten ontbreken vaak. Omgevingsvariabelen (bv. korrelgrootte), 
zijn echter vaak beschikbaar op een gebiedsdekkende schaal. Habitatgeschiktheidsmodellen (HGM’s) 
relateren het voorkomen of de densiteit van een soort op een bepaalde plaats aan de 
omgevingsvariabelen, wat dan toelaat om de verspreiding van de soort te voorspellen over een heel 
gebied. Zulke gebiedsdekkende verspreidingskaarten van soorten vormen een goede basis voor 
mariene beheersbeslissingen, HGM’s laten ook toe simulaties te doen. HGM’s kunnen de verspreiding 
van een soort voorspellen, op locaties waar enkel omgevingsvariabelen beschikbaar zijn. Deze 
variabelen zijn meestal beschikbaar op een gebiedsdekkende schaal. Het alsmaar toenemende aantal 





HGM’s zijn een relatief recente modelleertechniek en het aantal toepassingen neemt nog steeds toe. 
HGM’s zijn ook gekend onder de synoniemen “soortverspreidingsmodellen” (species distribution 
models) en “niche modellen” (niche models). HGM’s kunnen gebruikt worden als een kostenefficiënte 
methode om de huidige kennis en data te integreren. HGM’s voospellen de geschiktheid van het habitat 
in relatie tot de habitatpreferentie van een soort. De assumptie is dat, hoe geschikter het habitat hoe 
hoger de kans dat een soort aanwezig is of voorkomt in hoge densiteiten.  
Dit doctoraat focuste op de voorspelling van de ruimtelijke verspreiding van macrobenthos in 
het Belgisch Deel van de Noordzee (BDNZ) aan de hand van HGM’s. Macrobenthossoorten, 
gedefinieerd als dieren groter dan 1 mm die in of op de bodem leven, zijn vaak het belangrijkste 
studieobject in milieumonitoring programma’s die als doel hebben de status van benthische 
ecosystemen te evalueren. Er zijn verschillende goede redenen waarom macrobenthos gebruikt wordt 
in monitoringsprogramma’s: 1) de soorten zijn macroscopisch en dus makkelijker te identificeren, 2) ze 
zijn relatief immobiel en dus sterk afhankelijk van lokale omstandigheden, 3) ze zijn sterk gekoppeld aan 
de biogeochemische processen in het sediment en voeren belangrijke ecosysteemfuncties uit 
(verhogen habitatcomplexiteit, bioturbatie, oxygenatie, etc.) en 4) benthische soorten zijn een 
voedselbron voor bodemvissen zoals (Pleuronectes platessa) schol en kabeljauw (Gadus morhua) en 
sommige zeevogels, bv. de zwarte zeeëend (Melanitta nigra). 
Ondanks het stijgend aantal toepassingen van HGM’s de laatste jaren, kan de methodologie 
van deze modellen nog significant verbeterd worden. De algemene doelstelling van dit doctoraat was 
dan ook de verbetering van de bestaande modelleermethodologie, en meer specifiek de benadering om 
macrobenthossoorten te voorspellen. HGM’s zijn enkel ontwikkeld voor een beperkt aantal soorten, 
maar de voorgestelde methodologie kan voor andere soorten op een efficiënte wijze toegepast worden.  
 
Hoofdstuk 1 van dit doctoraat is een introductie die de lezer de nodige achtergrond verschaft in de 
huidige uitdagingen in marien beheer in de Noordzee en hoe macrobenthossoorten gebruikt kunnen 
worden om de milieustatus te monitoren. Een tweede deel van de introductie is een technische 
handleiding tot HGM’s voor niet-experts. Verschillende aspecten van HGM’s werden besproken: de 
theoretische achtergrond van HGM’s, data voor modelleren, modelleertechnieken, modelselectie en 
model validatie. Vervolgens werd een overzicht gegeven van de huidige toepassingen van HGM’s in 
marien beheer. Gebaseerd op de uitdagingen in de huidige modelleer methodologie van HGM’s, 
werden op het einde van hoofdstuk 1 de doelstellingen van dit doctoraat voorgesteld. Drie 
hoofddoelstellingen werden geïdentificeerd in het verbeteren van de modelleermethodologie: 1) keuze 





modelbetrouwbaarheid (model validatie). Ieder van deze drie topics werd als een uitdaging beschouwd 
in het verbeteren van de huidige modelleermethodologie.  
 
Uitdaging 1: welke modelleertechniek te gebruiken? 
 
Verschillende modelleertechnieken worden gebruikt om HGM’s te ontwikkelen. De keuze tussen 
verschillende technieken is vaak niet eenvoudig, omdat vele technieken claimen de beste te zijn. In 
hoofdstuk 2 werden de modelleertechnieken Logistische Regressie (LR; een type Gegeneraliseerde 
Lineaire Model, GLM) en Artificiële Neurale Netwerken (ANN’s) vergeleken. Deze technieken werden 
gekozen omdat ze respectievelijk de meest gebruikte statistische en artificiële intelligentie modelleer 
technieken zijn. Over ANN’s wordt beweerd dat ze een hogere voorspellingskracht hebben omdat ze 
meer complexe relaties kunnen modelleren tussen een soort  en  de omgevingsvariabelen. Maar ANN’s 
worden ook vaak als “black box” modellen beschouwd, omdat het moeilijk is inzicht te krijgen in de 
interne werking van de modellen. In Appendix I werd een uitgebreide technische achtergrond over 
ANN’s gegeven, en in Appendix II over GLM’s.  
HGM’s werden ontwikkeld met beide technieken voor de soort Lanice conchilega, een veel 
voorkomende soort polycheet langs de Noordwest-Europese kustlijnen. Deze soort is gekend als een 
habitatingenieur, die lokaal de diversiteit en densiteit van geassocieerde soorten verhoogt in zachte 
substraten, door de habitatcomplexiteit te verhogen. L. conchilega is een belangrijke voedselbron voor 
verschillende demersale vissen, en wanneer hoge densiteiten van L. conchilega voorkomen kunnen de 
aggregaties als refugium tegen predatie fungeren.  
De modellen werden ontwikkeld met een dataset die verzameld was in het gebied van de 
westelijke kustbanken, een klein gebied in het zuidwesten van het BDNZ. Hoewel er verschillende types 
omgevingsvariabelen in de dataset beschikbaar waren (granulometrische, nutriënten- en 
stromingsvariabelen), werden alleen granulometrische variabelen gebruikt in de finale modellen 
(mediane korrelgrootte, slib % en grof zand %). ANN’s hadden een hogere voorspellende kracht op 
basis van een aantal performantieindicatoren (% correct voorspelde stalen, Area Under the Curve, 
sensitiviteit en specificiteit), maar er was een hoge correlatie tussen de modelvoorspellingen van LR’s 
en ANN’s.   
ANN’s kunnen complexere relaties modelleren, maar dit kan vaak leiden tot modellen die 
moeilijk transfereerbaar zijn naar andere regio’s of periodes. In het Lanice voorbeeld in dit hoofdstuk 
was er een vrij groot verschil tussen de modelperformantie van de kruisvalidatie folds bij de ANN’s. Bij 
de LR’s, was er een kleiner verschil tussen de folds, wat wijst op een grotere robuustheid van de LR’s 




interneuronen of de keuze van de transferfuncties bij ANN’s te bepalen. Omdat er bij ANN’s geen 
distributie van de modelresiduelen wordt verondersteld, worden er bij ANN’s geen significantietesten 
gedaan. Vanuit het standpunt van modelparsimonie, waren LR’s meer geschikt om het voorkomen van 
de soort Lanice conchilega te modelleren, aangezien de LR’s eenvoudiger waren en ANN’s slechts een 
licht hogere modelperformantie hadden. Het voordeel van LR’s is dat dit een wijdverspreide 
modelleertechniek is, met een goed onderbouwde statistische methodologie. De significantie van het 
complete model en van individuele modelparameters kan getest worden met LR’s en de model-
parameters zijn direct interpreteerbaar.  
 
Uitdaging 2: wat is de meest optimale variabelencombinatie?  
 
De algemene doelstelling van hoofdstuk 3 was de verbetering van de modelselectiemethodologie voor 
HGM’s. HGM’s gebruiken een combinatie van variabelen om de verspreiding van soorten te 
voorspellen. Deze variabelen worden verondersteld de verspreiding te bepalen. Eén van de uitdagingen 
van habitatgeschiktheidsmodelleren is de selectie van een optimale subset van variabelen. Deze 
variabelenselectie en de keuze van de gemodelleerde respons per variabele (bv. een lineaire of 
unimodale respons) worden samen modelselectie genoemd, en modelselectie wordt als een centrale 
stap in de modelontwikkeling beschouwd. Meestal wordt er een stapsgewijze modelselectie gebruikt in 
HGM’s (bv. voorwaartse of achterwaartse modelselectie). Deze stapsgewijze methode heeft echter wel 
een aantal nadelen: 1) door de benadering in stappen kan het globaal optimale model gemist worden, 
2) de stapsgewijze methode is gevoelig voor multicollineariteit van variabelen en 3) multimodel 
inferentie en predictie is uitgesloten omdat er slechts één optimaal model wordt gekozen.  
In dit hoofdstuk werd een nieuwe modelselectiemethode voorgesteld: het Gecombineerde 
Model Optimalisatie Criterium (GMOC). De GMOC-methode werd voorgesteld om de nadelen met de 
stapsgewijze modelselectie methode aan te pakken. De GMOC is gebaseerd op het Model 
Optimalisatie Criterium (MOC) framework, dat de modelperformantie en complexiteit tegelijk in rekening 
brengt. GMOC-waardes werden berekend aan de hand van vijf veel gebruikte MOC’s: het Akaike 
Informatie Criterium (AIC), een aangepaste versie hiervan (AICc), het Bayesiaanse Informatie Criterium 
(BIC), het Consistente Akaike Informatie Criterium (CAIC) en de F-statistiek. De MOC’s van de model 
calibratie- en testset werden gecombineerd in de GMOC, en op deze manier werd de 
modelgeneralisatie op basis van onafhankelijke data geïncorporeerd in de modelselectie. Goede 
modelgeneralisatie is belangrijk wanneer een model gebruikt wordt in een ander gebied of in een 





De voorgestelde GMOC-methodologie werd eerst getest op artificiële data voor een artificiële 
soort, omdat dit een volledige controle van de dataset toelaat. De modelselectiemethodologie liet toe 
om de datageneratie modellen, die gebruikt werden om de artificiële data te genereren, te 
reconstrueren. Logistische regressie werd gebruikt als modelleertechniek omdat deze techniek vaak 
wordt gebruikt voor HGM’s, relatief eenvoudig is en theoretisch goed onderbouwd. De voorgestelde 
modelselectiemethode werd ook toegepast op observaties van Abra alba, een mariene bivalve. Deze 
soort is een indicator van de A. alba macrobenthos gemeenschap in de zuidelijke Noordzee. De 
GMOC’s, gebaseerd op ieder van de vijf MOC’s, selecteerden licht verschillende variabelencombinaties, 
maar de variabelen mediane korrelgrootte, diepte en bathymetrische positie index werden in alle 
modellen gekozen.  
De GMOC-methode heeft een aantal voordelen tov. de huidige stapsgewijze methodologie. 
Omdat alle combinaties van variabelen worden vergeleken verhoogt de kans om het optimale model te 
vinden. Dit zorgt er ook voor dat deze methode beter om kan met multicollineariteit van variabelen. De 
GMOC-methode is niet gebaseerd op een contingentie tabel en daarom is het niet nodig om een 
arbitraire cutoff waarde te kiezen voor de aanwezigheid van een soort. Bootstrap resampelen werd 
gebruikt in de GMOC-methode om de betrouwbaarheid van de modelselectie te verhogen. Deze 
resampling produceerde modelreplica’s, die de robuustheid van de schatting van de modelperformantie 
verhogen. Tijdens het resamplen werd de prevalentie van de soort (ratio aanwezigheden/aantal stalen), 
steeds op 50% gehouden om een beïnvloeding te voorkomen van de modelparameterschatting door 
extreme prevalentiewaardes. De GMOC-modelselectie kan worden toegepast voor iedere 
modelleertechniek waarvoor een likelihood kan worden berekend (bv. GLM’s, gegeneraliseerde 
additieve modellen, ANN’s).  
 
Uitdaging 3: zijn de modellen betrouwbaar? 
 
Er is een disproportionele verhouding in de tijd en moeite die gebruikt wordt om HGM’s te ontwikkelen, 
in verhouding tot het valideren van de modellen. Traditioneel worden HGM’s gevalideerd door de 
observaties te vergelijken met de modelpredicties. De algemene doelstelling van hoofdstuk 4 is te 
pleiten voor een geïntegreerde validatie van mariene HGM’s, die ook de ecologische relevantie van de 
modellen beschouwt. Zo een geïntegreerde validatie bestaat uit: 1) klassieke modelvalidatie door 
observaties en predictie te vergelijken, 2) een conceptueel schema dat ecologische kennis uit de 
literatuur samenbrengt, 3) habitatpreferentie-experimenten en 3) een analyse van de verdeling van de 




 Om de gesuggereerde verbeteringen in de modelvalidatiemethodologie te illustreren, werden 
HGM’s ontwikkeld voor de mariene bivalve Donax vittatus (Da Costa 1778). Deze soort werd gekozen 
omdat: 1) uitgebreide literatuur beschikbaar was over deze soort, 2) resultaten van habitatpreferentie-
experimenten beschikbaar waren en 3) deze soort een voedselbron is voor juveniele schol 
(Pleuronectes platessa). De GMOC werd gebruikt als modelselectiemethode en logistische regressie 
als modelleertechniek. Na de modelselectie werden vier modellen weerhouden en een 
multimodelpredictie werd berekend met de GMOC van ieder model als wegingsfactor. Alleen diepte en 
mediane korrelgrootte werden weerhouden als voorspellende variabelen in de vier finale modellen.  
 Ecologische kennis uit de literatuur werd gecombineerd in een conceptueel schema. Zo een 
schema was nuttig om een eerste beeld te vormen of een variabele eerder een causale variabele is of 
eerder een proxy variabele, die een correlatie heeft met het voorkomen van de soort maar geen causale 
relatie. Wanneer modellen gebruikt zullen worden in andere regio’s of periodes is het cruciaal om te 
weten of een variabele een causale relatie heeft met het voorkomen van een soort. Experimentele 
validatie bevestigde de gemodelleerde respons voor de variabele mediane korrelgrootte. 
Habitatpreferentie-experimenten lieten toe de fundamentele niche te identificeren, terwijl 
veldobservaties alleen de gerealiseerde niche konden afbakenen. Wanneer experimentele data 
beschikbaar zijn, moeten deze data gebruikt worden om de causaliteit van variabelen na te gaan. Als dit 
soort gegevens niet beschikbaar is, kan de haalbaarheid van dergelijke experimenten overwogen 
worden.  
 De verdeling van stalen over het bereik van een variabele werd onderzocht voor iedere 
variabele in de data set. Dit liet toe om na te gaan of het bemonsterde bereik voldoende was en of de 
variabele een relatie vertoonde met het voorkomen van de soort. Soms werden ecologisch relevante 
variabelen niet gekozen in de modelselectie omdat het bemonsterde bereik niet voldoende was. Voor 
iedere variabele in de dataset was er een geïntegreerde discussie waarom een variabele wel of niet 
gekozen was in de variabele selectie. Deze discussie was gebaseerd op het conceptuele schema, de 




In hoofdstuk 5 werden de bevindingen van dit doctoraat in een breder kader bediscussieerd. De 
discussie volgde de drie uitdagingen die geïdentificeerd werden in de modelleermethodologie werden in 
dit doctoraat. Een toekomstperspectief voor het gebruik van HGM’s werd gegeven, met een discussie 





gegeven van ecologische soortkenmerken die de modelontwikkeling kunnen beïnvloeden. Een andere 
bron van onzekerheid die in deze context werd besproken was het ontbreken van een spatiotemporele 
overlap tussen voorspellende variabelen en soortsobservaties. Als laatste deel van de algemene 
discussie werden sommige ontwikkelingen op gebied van modelleertechnieken besproken en werden 
de voordelen van ruimtelijk expliciete modellen en mechanistische HGM’s uitgelegd.  
De HGM’s voor macrobenthossoorten die in dit doctoraat werden ontwikkeld werden apart 
besproken. En finaal werden sommige toepassingen van HGM’s voor macrobenthossoorten 
voorgesteld: bv. HGM-gebaseerde staalnames, simulatie van beheerscenario’s.  
 
De algemene conclusies van dit onderzoek zijn:  
• Logistische regressie modellen zijn te verkiezen boven ANN’s, vooral wanneer model 
parsimonie gewenst is. HGM’s waren complexer en hadden slechts een licht hogere 
modelperformantie.  
• De GMOC-modelselectiemethode heeft verschillende voordelen in vergelijking met de vaak 
gebruikte stapsgewijze methode. Het belangrijkste voordeel is dat de modelvalidatie in de 
modelselectieprocedure wordt geïncorporeerd.  
• Een geïntegreerde validatie van HGM’s is nodig om betrouwbare en ecologische onderbouwde 
modellen te ontwikkelen. Zo een validatie integreert:: 1) modelvalidatie met veldobservaties, 2) 
ecologische kennis, samengebracht in een conceptueel schema, 3) habitatpreferrentie-
experimenten en 4) invloed van het bemonsterde bereik van iedere variabele.  
• HGM’s zijn een waardevolle techniek om de ruimtelijke verspreiding van macrobenthossoorten 
in de Noordzee te voorspellen. Dit werd aangetoond voor verschillende soorten. Meer 
specifieke toepassingen van HGM’s voor macrobenthossoorten zullen in de toekomst te 


























In a quantitative analysis of human impacts on marine ecosystems (Halpern et al., 2008), the North Sea 
was ranked among the regions most impacted by human pressures worldwide. The OSPAR Quality 
Status Report of the North Sea (OSPAR, 2000) identified no less than 33 specific human pressures in 
the North Sea. Marine management is thus needed to stop further degradation of the North Sea and to 
restore impacted sites. For this purpose, several policy instruments have been introduced: EU Habitat 
Directive (92/43/EC), EU Birds Directive (79/409/EC), EU Water Framework Directive (2000/60/EC) and 
more recently the EU Marine Strategy Framework Directive (2008/56/EC). The latter directive targets 
good environmental status of all EU marine waters by 2021. A sound marine management requires 
detailed knowledge on the spatial distribution of species and habitats (Pittman et al., 2007). Currently 
the distribution of species is known only from point observations, and full cover species distribution 
maps are mostly lacking. However, environmental variables are often available at a full cover scale (e.g. 
sediment grain size). Habitat suitability models (HSMs) relate the presence or abundance of a species 
in a location to a set of environmental predictors, which then allows predicted distributions to be mapped 
across an entire region (Barry and Elith, 2006; Elith and Leathwick, 2009). 
This thesis focuses on the prediction of the spatial distribution of macrobenthos in the Belgian 
Part of the North Sea (BPNS) with HSMs. Macrobenthic species, defined as animals larger than 1mm 
which live in/upon the sea bottom, are often the main component in environmental monitoring 
programmes to evaluate the status of the benthic ecosystems for marine management. These species 
have limited mobility and thus are good indicators of the local environmental status (Rees et al., 2007). 
Sampling and treatment of macrobenthos is however time-consuming and expensive. It involves 
expensive ship time and species identifications by trained personnel. Therefore, taking extra samples to 
obtain knowledge on the spatial distribution of species is not always feasible. The development of 
HSMs, based on the available environmental data, is thus a cost-effective way to develop species 
distribution maps for macrobenthic species.  
HSMs are a relatively recent modelling approach and their use is increasing, especially in the 
last years. HSMs are also known under the synonyms “species distribution models” and “niche models”. 
The rapid growth of HSMs in recent years is clearly evident by the rise in the number of publications 
applying HSMs. The scholarly article “Predictive habitat distribution models in ecology” by Guisan and 
Zimmerman (2000) has been cited around 1200 times (August 2010). This also means that during the 
course of this PhD research the use of habitat suitability models has increased exponentially and 
modelling techniques and theory have evolved. Chapter 2 was written at the beginning of the research, 
and uses the modelling techniques and insight available at the time of writing. But weaknesses identified 




A standard modelling methodology for HSMs is however lacking at the moment (Araujo et al. 
2006). Numerous modelling techniques are available (Segurado and Araujo, 2004; Elith and Leathwick, 
2009), but there is no agreement on which technique should be used in which situation. The selection of 
appropriate predictor variables is a central step in most modelling efforts (Guisan and Zimmermann, 
2000; Heikkinen et al., 2006), but little discussion is found on the choice of the model selection 
methodology in most HSM papers. Furthermore, there is a disproportionally large effort in developing 
HSM models, compared to the essential need for a proper validation of the models (Eastwood et al., 
2003). Because the HSM methodology is not yet optimally developed, this thesis will mainly focus on 
improving the HSMs modelling methodology with emphasis on the application towards macrobenthos 
species in marine environments. HSMs have only been developed for a limited number of 
macrobenthos species, but with the modelling methodology proposed in this research, models can be 
developed for other species in an efficient way.  
The first chapter of this thesis is an introduction that aims at providing the reader with the 
necessary background on challenges for marine management in the North Sea is facing and how 
macrobenthos species can be used to monitor the environmental status. A second part of the 
introduction provides a technical introduction to HSMs for non-experts, which will aid in the 
understanding of the technical aspects of HSMs. Following, an overview of the current applications of 
HSMs in marine management is provided. Based on the challenges identified in the introductory 
chapter, the objectives of this thesis are laid out in a final part of the first chapter.  
 
Three major challenges are identified in the HSM methodology; these will be treated in separate 
chapters in this thesis:  
 
Challenge 1: Which modelling technique to use? (Chapter 2) 
 
Numerous alternative modelling techniques are available to model the distribution of species. Two 
commonly used modelling techniques are compared: Artificial Neural Networks (ANNs) and Generalised 
Linear Models (GLMs). As this chapter was written early in the course of the PhD, later chapters 
sometimes contradict the findings of this chapter. But as this chapter is already published, the changes 
to the original published manuscript were kept to the strict minimum.  
 
Challenge 2: What is the most optimal combination of predictive variables? (Chapter 3) 
 
Most data sets available for HSM development contain a set of potential predictive variables. The 





improved model selection approach is proposed. This chapter is a response to the need for an objective 
model selection methodology, a need identified in chapter 2.  
 
Challenge 3: Are the model predictions reliable? (Chapter 4) 
 
Classical model validation of observations vs. predictions is often the only way models are validated. An 




















Chapter 1. General introduction 
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1.1. Marine management in the North Sea and the role of macrobenthos 
1.1.1. The worldwide oceans: an ecosystem under pressure 
 
Presently, there is an enormous anthropogenic pressure on the oceans, which offer a whole range of 
indispensable goods and services to mankind (Beaumont et al., 2007). It is estimated that two-thirds of 
the total economic value provided by global ecosystems is generated by marine ecosystems (Costanza 
et al., 1998). The idea of the unlimited oceans with undepletable fish stocks is shattered as scientific 
evidence of the human impacts on the oceans builds up (Worm et al., 2009). Globally more than half of 
the world population lives within 60 kilometres of the coast (UNEP, 2004). Land-based pressures on the 
marine ecosystem include runoff of pollutants and nutrients into coastal waters (Halpern et al., 2008). 
The current intensive agricultural practice causes eutrophication and algal blooms, which lead to anoxic 
conditions or even “dead zones” at the mound of large rivers in some areas (Diaz and Rosenberg, 
2008).  
 Statements such as “only 10% of big ocean fish remain” (Myers and Worm, 2003) and new 
concepts as “fishing down marine food webs” (Pauly et al., 1998) illustrate the urgency for a sustainable 
fisheries management. As the higher trophic level species, such as cod and tuna, are removed, the top-
down control on their prey is removed and the whole ecosystem is affected.   
 There is a broad consensus that the increased global output of greenhouse gasses causes 
climate change (IPCC, 2007), for which marine systems are particularly vulnerable (Cheung et al., 
2009). Local invasions and extinction (collectively called species turnover) due to climate change, will 
affect biodiversity, community structure and ecosystem functions (Cheung et al., 2009).  The worldwide 
oceanic circulation is driven by density differences: slightly cooler water sinks and wells up thousands of 
kilometres further. If global warming would interfere with this mechanism, the global circulation pattern 
could change (IPCC, 2007). In the tropics, coral reefs are threatened by global warming as they can 
only persist within a narrow temperature range. Increased water temperatures will cause coral bleaching 
and influence the calcification ratio of hermatypic corals (Howe et al., 2002). The increased CO2 levels 
can cause ocean acidification, which influences the geochemistry of the ocean, and affect the 
calcification rate of marine organisms.  
As an example to study the current and future pressures on marine systems, the North Sea is 
chosen as study area in this thesis, and in the next paragraphs some general information and particular 
characteristics of this system are provided. 




The North Sea has a surface area of 750000 km². It embraces the entire English Channel, bordered by 
the UK, Belgium and France, up to the waters of the Skagerr
Denmark, Norway, and Sweden. Since the borders are not closed, water exchange occurs through the 
influx of Atlantic water to the north, to a lesser extent via the Channel, and also from the Baltic to the 
east, along 
one year (OSPAR Commission, 2000). The influx of oceanic waters links the North Sea to the general 
oceanic circulation and allows the Gulf Stream to transport warmer 
Sea is situated on the continental shelf, with depths not exceeding 50m in the southern North Sea. Only 
in the northern North Sea and the Norwegian Trench depths up to 700m can be reached. Due to the 
shallow bathymetry, 
and northern regions become stratified (Ducrotoy 
 
Fig.1.1. Overview map of the countries bordering the North Sea. The black line indicates the limits of 
drainage basin of the rivers mounding in the North Sea. Source: www.ospar.org
 
In a quantitative analysis of the human impact on marine ecosystems, performed by
(2008), the North Sea was ranked among the regions most impacted by human pr
The drainage basin of the rivers mounding in the North Sea (Fig. 1.1) consists of densely populated, 
highly industrialised countries (OSPAR, 2000). The North Sea is therefore prone to land based inputs of 
nutrients, chemicals and sewage.
North Sea
with a northward efflux. The mean flushing time of the North Sea water is estimated to be 
most of the North Sea water is mixed in winter and only the deeper offshore central 
 
 
 The coast hosts some of the largest ports in the world, making the 
et al., 2000). 
ak and Kattegat in the east, bounded by 
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North Sea one of the most traversed marine areas of the world (Ducrotoy et al., 2000). Increased 
shipping traffic therefore increases the chance of accidental pollution. Additionally, the ballast water of 
all these ocean sailing ships can be a transport medium for invasive species, which can harm the 
ecological system and wipe out native species.  
The OSPAR quality status report of the North Sea (OSPAR, 2000) identified no less than 33 
human pressures, which were ranked in priority classes taking into account severity, spatial scale and 
recovery time. OSPAR is a commission of fifteen Governments of the western coasts and catchments of 
Europe, together with the European Community, that cooperate to protect the marine environment of the 
North-East Atlantic. In addition to land based organic contaminants and nutrient input, fisheries’ impacts 
make up the top category of human pressures. To target benthic fish, such as plaice or cod, highly 
destructive beam trawling is used in the sandy parts of the North Sea. This fishing gear uses heavy 
tickler chains that effectively plough the bottom and causes long term changes to the macrobenthic 
communities (Frid et al., 2000; Piet et al., 2000). This has changed the species composition from larger, 
more long-lived species to smaller, more opportunistic species (OSPAR, 2000).   
The high coastal human population densities lead to high intensities of activities. Each summer 
millions of tourists occupy the beaches and disturb coastal birds and mammals (Ducrotoy et al., 2000). 
Coastal defence constructions often stop the dynamics in dune or estuarine ecosystems (Ducrotoy et 
al., 2000). The maintenance of shipping lanes and ports requires frequent dredging (OSPAR, 2008) and 
this dredged material is often contaminated with traces of anti-fouling paint or sewage.  
1.1.2.1. Belgian part of the North Sea  
 
The Belgian Part of the North Sea (BPNS) has a surface area of 3600 km², which encompasses only 
0.5% of the whole North Sea (Fig. 1.2). It is situated in the southernmost part of the North Sea, with a 
maximum depth of 46m. The main bottom features found in the BPNS are sandbanks alternating with 
gullies (Van Hoey et al., 2004). The sandbank systems are dynamic, as strong tidal currents and wave 
action can rework the top layer of the sediment.  
Nearby the coast, flood-dominated currents head northeast, while more offshore ebb-dominated 
currents head towards the southwest (Luyten et al., 2003). The strong tidal currents, in combination with 
the shallow depth, cause the water column to be fully mixed throughout the whole BPNS (Luyten et al., 
2003). The coastal waters have a high turbidity due to nearby river mouths, e.g. Rhine, Meuse, Scheldt, 
Yzer, Authie, Canche (Lacroix et al., 2004). More offshore, the turbidity and nutrient levels decrease, 
together with reduced primary production. The north-eastern coastal area is influenced by the turbidity 
plume of the Scheldt and Rhine/Meuse. The sediment grain size in the BPNS becomes coarser further 
offshore and is the result of the interaction between seabed morphology and currents (Verfaillie et al., 
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2006). The BPNS has a soft-bottom substratum, ranging from mud, close to the shore, to coarse sand in 
the north (Verfaillie et al., 2006), with patches of gravel on the Hinderbanks region (Houziaux et al., 
2007). 
1.1.2.2. Marine management of the North Sea  
 
The North Sea is one of the most exploited marine areas in the world (Maes et al., 2005; Douvere et 
al., 2007). Therefore, marine spatial planning is urgently needed for the management of human 
activities in the North Sea region (Douvere et al., 2007). A number of European policy instruments 
have been implemented to protect the marine environment of the North Sea. The EU Birds Directive 
(79/409/EC), an outcome of the Ramsar Convention on Wetlands (1971), proposes protection 
measures for the sea and coastal waters where birds are living. Member States have designated 
special protection areas (SPAs) for important bird areas. In the BPNS, for example, 3 SPAs are 
designated by the federal Act on the protection of the marine environment (Act of 20 January 1999, 
amended by Act of 17 September 2005; Fig. 1.2). SPA1 is an important site for the Sandwich Tern 
(Sterna sandvicensis) and the Great-crested Grebe (Podiceps cristatus), SPA2 is a crucial site for 
the life and reproduction of the Common Scoter (Melanitta nigra), the Great-crested Grebe, the 
Common Tern (Sterna hirundo), the Sandwich Tern and the Little Gull (Hydrocoloeus minutus) and 
SPA3 is important for Common Tern, Little Gull and Little Tern (Haelters et al., 2004).  
 
Fig. 1.2. Map of the Belgian part of the North Sea (BPNS). SPA: Special Area of Protection; SAC: 
Special Area of Conservation. SACs and SPAs designated by the federal Act on the protection of the 
marine environment (Act of 20 January 1999, amended by Act of 17 September 2005).  




The EU Habitat Directive (92/43/EC) aims at the maintenance of a minimum level of biodiversity in 
Europe. Special Areas of Conservation (SACs) are an integral part of the directive and required the first 
listing of proposed Sites of Community Importance (pSCIs) by June 1998. Protection measures have to 
be taken in the SACs to ensure that the quality of the habitats does not deteriorate and that no negative 
impacts occur on the species for which the SACs are designated. According to the EU Birds Directive 
(79/409/EEC), Member States are required to designate Special Protection Areas (SPAs) for the 
conservation of a specific list of bird species. The network of both SPAs and SACs is the Natura2000 
network. The EU Water Framework Directive (2000/60/EC) is another highly relevant policy instrument. 
It came into force in 2000 and requires that all coastal waters must reach at least a good environmental 
status by 2015 and defines how this should be achieved through the establishment of environmental 
objectives and ecological targets. As the sum of all existing measures and efforts, whether taken at 
international, EU or national level, was clearly not sufficient to protect Europe’s marine environment, the 
European Marine Strategy Framework Directive (2008/56/EC) was adopted in 2008. This directive aims 
to ensure that all EU marine waters have a “good environmental status” by 2021. Human activities 
impacting the maritime environment have so far been addressed on a sectoral basis rather than 
holistically. The European Marine Strategy Framework Directive takes a new, ecosystem-based 
approach addressing all the pressures and impacts on the marine environment. 
1.1.3. The need for species distribution information 
 
The ever present conflict between several human activities and marine ecosystems requires the 
development of decision support systems for an integrated marine management and spatial planning. 
Marine spatial planning and decision support systems are only recently introduced, with examples in 
Taiwan (Chang et al., 2008), the Great Barrier Reef in Australia (Olsson et al., 2008) and the Eastern 
Scotian Shelf in Canada (Walmsley et al., 2007). In the US, the Magnuson-Stevenson Act (NOAA, 
1996) amends the protection of “essential fish habitat” to decrease anthropogenic disturbance (Le Pape 
et al., 2003). And in the EU several directives have been implemented, as mentioned earlier, which aim 
at an ecosystem based marine management and spatial planning.  
Marine managers are often faced with limited and uncertain ecological information on which to 
base their decisions (Pittman et al., 2007). However, the efficient implementation of marine decision 
support systems as a tool for marine spatial planning and management requires understanding of the 
processes that determine the observed distribution patterns of species in marine ecosystems (Heglund, 
2002). It is therefore necessary to gain insight in the temporal and spatial distribution of each ecosystem 
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component: fish, seabirds, macrobenthos, meiobenthos, etc. In practice, this means that good species 
distribution maps are required which cover the marine region to be managed. Only with good quality, full 
cover maps of the distribution of the ecosystem components under concern, it will be possible to 
manage them well and to mitigate the impact of human pressures on the system. For example, if one 
wants to set up an offshore wind farm or plan a dredging operation, good knowledge of the species that 
might potentially be impacted is necessary for a reliable impact assessment. Another example where 
good species distribution maps are necessary is the delimitation of Marine Protected Areas (MPAs). An 
efficient MPA should maximally engulf the species requiring protection. Marine biological valuation 
(Derous et al., 2007) requires knowledge of the spatial distributions of indicator species. 
 Distribution maps of marine species are usually maps with point observations based on 
biological samples (e.g. grab samples of macrobenthos species). But often the samples are not evenly 
distributed over the surface of an area. Marine areas with a high sampling density are mostly closer to 
shore and, on a global scale, closer to richer countries. Consequently, there are a lot of blank spaces in 
most species distribution maps as the presence of the species is unknown in between point 
observations. One way to obtain full cover species distribution maps, is to interpolate the density of 
species, based on the observed densities (Degraer et al., 2008). This would however require a good 
spatial distribution of the biological observations, which is rarely the case. Even for the well studied 
BPNS, the sampling density is very low in some regions (Fig. 1.3).  
Habitat Suitability Models (HSMs) allow to generate full-cover species distribution maps, based 
on the available set of biological point observations and environmental variables. These models enable 
the prediction of the suitability of the habitat for a certain (group of) species (Guisan and Zimmermann, 
2000; Elith and Leathwick, 2009). The main idea is that if the habitat conditions, e.g. sediment grain 
size, temperature and salinity, fall within the range preferred by the species, there is a high probability 
that the species will be present. As such, it becomes possible to produce a species distribution map, 
based on knowledge of physical habitat variables. A great advantage is that these physical variables are 
mostly available on a full coverage basis, e.g. sediment grain size maps or satellite based temperature.  
Full cover in this context means that there is a raster data set, and for each pixel in the raster there is a 
value. Full cover data can be obtained by satellite images, which have a full cover output straight away, 
or by interpolating point-based observations. Thus, if these full cover layers are fed into a HSM full cover 
species prediction maps can be generated.  
  The application of HSMs therefore requires a relation between the physical habitat and the 
species observed. Such a link has been observed for many ecosystem components. For macrobenthos 
a relation with several environmental variables (e.g. median grain size and mud %) has been observed 
in the North Sea (Van Hoey et al., 2004; Degraer et al., 2008; Pesch et al., 2008; Willems et al., 2008). 
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Davies et al. (2008) modelled the distribution of the cold-water coral Lophelia pertusa based on a set 
oceanographic variables. The distribution of fish species (Le Pape et al., 2003) and marine mammals 
(Redfern et al., 2006) has been linked to sea water temperature and bathymetry. Similar relations of the 
species distribution with physical habitat variables have been observed for birds (Ballance et al., 2006) 
and algae (Sandman et al., 2007). Thus, it is possible to use HSMs to predict the occurrence of marine 
species by using the information of the spatial variance of the physical variables. Such physical habitat 
variables are more practical and cheaper to measure, compared to biological observations.  
The ever increasing effort of marine habitat mapping of several countries provides full cover 
maps of environmental variables that can potentially be used for habitat suitability modelling. In the 
context of habitat mapping several initiatives have collated existing maps of environmental variables and 
several surveys have filled the gaps in the data coverage. In European waters two large habitat 
mapping initiatives have recently taken place. The European project MESH (Mapping European Sea 
Habitats, 2004-2007, www.searchmesh.net) developed integrated habitat maps of the North Sea and 
made them available in a catalogue and a webGIS application. Similarly, the European Balance-project 
(2005-2007, www.balance-eu.org) made similar habitat maps for the Baltic Sea. Additionally, several 
national habitat mapping projects (e.g. Norway: www.mareano.no; Irish Sea: www.habmap.org) are 
producing valuable maps of the environmental variables which can be used in future habitat suitability 
modelling exercises.  
1.1.4. Macrobenthos in environmental monitoring 
 
Macrobenthic species, defined as animals larger than 1mm which live in/upon the sea bottom, are often 
the main component in environmental monitoring programs to evaluate the status of the benthic 
ecosystems and to support an ecologically sustainable marine management (Rees et al., 2002; Degraer 
et al., 2008). The distribution pattern of macrobenthos is often used to support an ecologically 
sustainable marine management. For example, Borja  et al. (2003) developed a biotic index based on 
the benthic species, which goes from 0 (unpolluted) to 7 (extremely polluted). They based this index on 
the paradigm of Pearson and Rosenberg (1978) on the influence of the enrichment of organic matter on 
benthic communities. But their biotic index proved also to be useful for the assessment of anthropogenic 
impacts, such as heavy metal inputs or physical habitat alterations. If habitat suitability maps which give 
the probability of presence of species are available, they can be used to calculated biotic indices, and 
possibly even at a full cover scale.  
There are several good reasons why macrobenthos is used in monitoring: 1) the species are 
macroscopic and thus more easy to handle and identify, 2) they are relatively immobile and thus 
Chapter 1. General introduction 
36 
 
strongly dependent on local conditions, 3) they are linked with the biogeochemical processes in the 
sediment (Snelgrove and Butman, 1994) and perform important ecosystem functions (e.g. Rabaut et al., 
2007), 4) benthic animals are the food source for many benthic fish, including the economically 
important species, such as plaice (Pleuronectes platessa; Burrows and Gibson, 1995) and cod 
(Amstrong , 1982; Gadus morhua) in the North Sea, and diving birds, e.g. the Common Scoter 
(Melanitta nigra, Degraer et al., 1999b). The fact that macrobenthic organisms remain more or less 
immobile is very relevant in biological monitoring programs worldwide (Rees et al., 2002). Their local 
presence/absence or densities can provide information about local changes in the marine environment, 
as opposed to one-shot physical measurements of human impacts. The limited mobility of macrobenthic 
species is also a very useful property of the species for the development of HSMs. As a result, the 
species’ occurrence is more strongly linked to local conditions, as compared to fish and marine 
mammals that can travel thousands of kilometres, crossing different habitats. The relation between the 
physical environment and the spatial distribution of macrobenthic species, a prerequisite for HSM, has 
been frequently observed in ecological research (e.g. Gray, 1981; Snelgrove and Butman, 1994). The 
relation of species distributions with specific environmental variables is demonstrated by a number of 
researchers. For example, several authors demonstrated the relation between sediment grain size and 
the distribution of macrobenthos (Van Hoey et al., 2004; Willems et al., 2007; Degraer et al., 2008; 
Pesch et al., 2008; Willems et al., 2008). 
 Macrobenthic animals mainly feed on the organic matter coming down from the productive 
pelagic system, where most or all primary production is happening. This spatial decoupling of production 
and consumption makes marine benthic environments fundamentally different from terrestrial systems 
(Snelgrove, 1999). Macrobenthic species play a crucial role in the degradation and remineralisation of 
organic matter (Borja et al., 2000). Some macrobenthic species are known as habitat engineers, e.g. the 
polychaete Lanice conchilega (Rabaut et al., 2007; see Chapter 2), which structures the environment by 
building tubes or burrows. Such structures increase the habitat complexity and provide a habitat suitable 
for other species. As such Lanice conchilega increases the diversity locally (Rabaut et al., 2007). 
Additionally, the bio-irrigation activities of habitat engineers bring organic matter, as well as oxygen, to 
the deeper sediment layers, which would otherwise be anoxic (Jones and Jago, 1993; Foster and Graf, 
1995). According to their feeding type, the species can be classified as predators, deposit feeders, 
selective deposit feeders and filter feeders (Hartmann-Schröder, 1996, Le Pape et al., 2007). 
In the BPNS the macrobenthos consists mainly of polychaetes (43% of the species), 
crustaceans (34% of the species) and molluscs (16% of the species; Van Hoey et al., 2004). Van Hoey 
et al. (2004) identified four main macrobenthos communities on the BPNS using a multivariate analysis 
based on species composition of collected samples. The four communities diﬀer drastically, both in 
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habitat and species composition: 1) the muddy-ﬁne sand Abra alba-Mysella bidentata community has 
high densities and diversity; 2) the Nephtys cirrosa community occurs in well-sorted sandy sediments 
and is characterised by low densities and diversity; 3) very low densities and diversity typify the Ophelia 
limacina-Glycera lapidum community, which is found in coarse sandy sediments and 4) the Eurydice 
pulchrae-Scolelepis squamata community which is typical for the upper intertidal zone of sandy 
beaches. Degraer et al. (2008) developed a HSM that predicts the spatial distribution of the four 
macrobenthos communities on the BPNS based on the different habitat preference of each community.  
 
1.1.5. Data availability for macrobenthos modelling 
 
Macrobenthos samples of the Belgian part of the North Sea are compiled in the Macrodat database of 
the Marine Biology section (Ghent University). This database is continuously updated as new monitoring 
programs collect macrobenthos samples (Fig. 1.3). From the period 1977-1983, 500 samples are 
available, the more recent samples were collected from 1994 on. Since monitoring programs often 
focused on sandbanks or coastal regions, the spatial sample distribution is uneven. Based on this 
database a distribution atlas of the macrobenthos on the BPNS was produced (Degraer et al., 2006). 
Full cover maps with physical variables are available for the BPNS and make this region an 
ideal case study for the development and application of HSMs. The Renard Centre for Marine Geology 
(RCMG, Ghent University) has developed interpolated, full cover maps for several sedimentological 
parameters: median grain size, % mud, sand and gravel (Verfaillie et al., 2006; Van Lancker et al., 
2007). Based on a database with 9000 grab samples, full coverage sedimentological maps have been 
created by interpolation techniques which take also secondary variables into account (kriging with 
external drift; Verfaillie et al., 2006). Additionally, the RCMG has developed a series of full cover maps 
for topographical variables, derived from a bathymetry grid of the BPNS. Such variables are slope (first 
spatial derivative of depth), Bathymetric Position Index (BPI, Lundblad et al., 2006; Wilson et al., 2007) 
and bottom rugosity (Verfaillie et al., 2009a). The BPI is a measure of where a location is, in reference 
to the surrounding locations. It is calculated by comparing the depth of a pixel in a bathymetry grid, with 
the depth of surrounding pixels. In the BPNS the BPI was calculated based on an 80m pixel size 
bathymetry grid. A broad scale BPI used 20 surrounding pixels for the BPI calculation, and the small 
scale BPI 8 pixels. Rugosity is the ratio of the surface area to the planar area and is a measure for 
terrain complexity or "roughness". The Management Unit of the North Sea Mathematical Model (MUMM) 
provides full cover bottom current speed and bottom shear stress maps of the Southern North Sea, 
obtained from the 3D baroclinic hydrodynamic COHERENS model (Luyten et al., 2003). This model has 
a horizontal resolution of about 250x250 m and a vertical resolution of ten layers. North Sea wide data 
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on median and maximum chlorophyll-a concentration in the surface water were obtained from MERIS 
satellite images from the REVAMP-project (Peters et al., 2005).  
 
Fig. 1.3. Overview of the MACRODAT macrobenthos data set in the Southern North Sea. The bold line 
indicates the borders of the Belgian part of the North Sea, Projection WGS84 UTM31N.  
 
1.2. Habitat suitability modelling principles 
 
In this section, a brief introduction to habitat suitability modelling will be provided. Such an introduction is 
necessary as HSMs are not well known by most benthic ecologists and marine biologists in general. 
After discussing the history and fundamentals of HSMs, the theoretical background and the data 
requirements for HSM are discussed. Next, a brief overview of the model development and the model 
validation is provided. Finally an overview of the applications of HSMs in marine management is given. 
More extensive introductions to HSMs are available in the literature (e.g. Guisan and Zimmermann, 
2000; Stauffer, 2002; Guisan and Thuiller, 2005; Pearson, 2007; Elith and Leathwick, 2009; Franklin 
and Miller, 2009). This overview of HSMs will focus on models to predict the spatial distribution of 
species, rather than models to predict communities or species diversity.  
 
The most logical strategy for estimating the actual or potential spatial distribution of a species is to first 
characterise the environmental conditions that are preferred by a species, and next to identify how these 
conditions are distributed in a region (Pearson, 2007). If, for example, a polychaete species is observed 
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within the 200-300 µm sediment grain size range in a region, locations in the region with such sediment 
would have a high probability that the species is present.  
To quantify the probability that a species is present or can occur with a certain density in a more 
objective and practical way, HSMs are used. These models can predict the expected density or the 
probability of presence of a species for a combination of environmental variables. This goes further than 
identifying that a species will be present or not in the 200-300 µm sediment range. For each grain size 
observed, the HSM will provide a probability of presence of the species. HSMs are mostly multivariate, 
and allow to model the probability of presence for a combination of several predictive variables. Hence 
their name, HSMs model the suitability of the local environment for the species. The assumption is that, 
the more suitable the environment, the higher the probability that the species is present and will be 
found in high densities. The emphasis must be put on probability of presence. In fact not the presence 
of a species is predicted directly, but the suitability of the local habitat for the species. 
The majority of the HSMs are correlative models (i.e. data-driven models) that estimate the 
species response by associating species’ occurrence records with suites of environmental variables 
which are expected to affect the species’ probability of persistence (Pearson, 2007; Elith and Leathwick, 
2009). Very recently some HSMs have been developed in a mechanistic or knowledge-based way 
(Kearney and Porter, 2009). Mechanistic HSMs require knowledge on the ecophysiological processes 
that determine the spatial distribution of species (Kearney and Porter, 2009), while correlative models 
only require a set of species observations and environmental variables (Pearson et al., 2007). Examples 
of mechanistic HSMs are still rare and this thesis will only deal with correlative modelling approaches. 
Kearney and Porter (2009) argue that a strategy involving both correlative and mechanistic approaches 
may provide very robust predictions of species potential ranges in the future (see Chapter 5 General 
Discussion). 
In the last two decades the use of HSMs for the prediction of plant and animal distributions has 
grown rapidly (Guisan and Thuiller, 2005). Applications of HSMs in marine and freshwater environments 
are relatively recent but the use of HSMs is also increasing rapidly in these environments (Elith and 
Leathwick, 2009). Contemporary HSMs combine concepts from ecological and natural history traditions 
which originally observed the species-environment relations, with more recent developments in statistics 
and information technology (Elith and Leathwick, 2009). Generally, three phases can be identified in the 
history of HSMs (Guisan and Thuiller, 2005): 1) non-spatial statistical quantification of species–
environment relationship based on empirical data, 2) expert-based (non-statistical, non-empirical) 
spatial modelling of species distribution (e.g. Habitat Suitability Index; Rubec et al., 1998) and 3) 
spatially, statistical modelling of species distributions. 
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In the literature HSMs are sometimes termed resource selection functions (e.g. Norcross et al., 
1999), Species Distribution Models (SDMs; e.g. Austin, 2002) and Ecological Niche Models (e.g. Hirzel 
and Arlettaz, 2003). Modern HSMs strongly rely on the research developments in physical geography, 
spatial interpolation (e.g. Verfaillie et al., 2009b), remote sensing (e.g. Peters et al., 2005) and 
Geographical Information Systems (GIS) in general. These research fields provided the widely available 
full cover data layers which are used as predictive variables in HSMs (Elith and Leathwick, 2009).  
1.2.1. Ecological theory habitat suitability modelling 
 
Theoretical justification of HSMs has always relied on the niche theory (Guisan and Thuiller, 2005; 
Hirzel and Le Lay, 2008): the habitat preference of a species is modelled, and as such the niche of the 
species. To link HSMs with the niche theory first the concepts geographic and environmental space 
need to be introduced. Species are observed at certain locations in the geographic space, which is the 
world around us. The observations in the geographic space can be visualised on maps (Pearson, 2007). 
Locations in the geographic space are referenced with their coordinates (latitude and longitude). At each 
location in the geographic space a number of environmental variables are also observed (e.g. 
temperature or sediment grain size). Each of these variables makes up one dimension of the n-
dimensional environmental space (Elith and Leathwick, 2009). The observations collected in the 
geographic space can thus be plotted in the environmental space by using the environmental variables 
as coordinates.  
Both the niche theory and HSMs operate in the environmental space. In the ecological theory of 
HSMs, a distinction is made between the fundamental niche sensu Hutchinson (1957) and the realised 
niche (Pearson, 2007). The fundamental niche is an n-dimensional hypervolume, and each point in this 
hypervolume presents a combination of environmental variables that allows the species to survive and 
persist (Pearson, 2007). The fundamental niche of a species assumed in the context of HSMs is only 
limited by physiological constraints. The realised niche in the environmental space is a subspace of the 
fundamental niche considering both physical dispersal limitations as well as biotic interactions (e.g. 
competition, predation; Rodder and Lotters, 2009). Dispersion limitation can leave suitable habitat 
patches unoccupied and biotic interactions can cause low densities of a species in an optimal habitat.  
The realised niche is what is observed in field observations, and thus reflects all constraints 
imposed on the actual distribution of a species, both physiological, biological and geographical (Pearson 
et al., 2007). As HSMs are calibrated with field observations, it is mostly assumed that HSMs model the 
realised niche (Heglund, 2002; Guisan and Thuiller, 2005). The ecological niche theory thus relates a 
set of environmental variables to the fitness of species, while HSMs relate environmental variables to 
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the probability of presence of species (Hirzel and Le Lay, 2008). In a recent review on the link between 
both theories, Hirzel and Le Lay (2008) concluded that in spite of the relationship between both theories, 
the concepts are weakly linked in the literature and there is a strong need for better integration.  
To determine the fundamental niche, and develop HSMs that predict the probability of presence 
of species in the absence of biotic interactions and dispersion limitations, knowledge on the species’ 
physiology is needed. Such knowledge can be obtained in habitat preference experiments (e.g. 
Alexander et al., 1993; Wright et al., 2000). 
1.2.2. Data requirements for habitat suitability modelling 
1.2.2.1. Species observation data   
 
HSMs are developed by estimating the suitability of a combination of environmental variables based on 
a set of species and variable observations. Species distribution data may be densities 
(individuals/surface unit), presence-only (i.e. records of localities where the species has been observed) 
or presence/absence observations (i.e. records of presence and absence of the species at sampled 
localities). Each type of species observation demands a specific modelling approach and the HSMs 
developed will also have a specific model output (see further). 
When only presence observations are available, it is not possible to determine if a sufficient part 
of the variable range was sampled (see Chapter 4), while this is well possible with presence/absence 
observations (Phillips et al., 2009). Presence observations can only provide positive proof that a species 
is present, when an observation is done. Presence only observations have no information on the spatial 
distribution of the sampling effort.  
In this thesis the HSMs will only be developed with presence/absence observations of 
macrobenthos species. Variables can only be used to predict the distribution of species if a sufficient 
part of the variable range is sampled. There is thus a need for more research on the effect of the 
sampled variable range on the model parameters fitted.  
 The ratio of the number of presence observations on the total number of samples is termed the 
prevalence (Jimenez-Valverde and Lobo, 2006). The prevalence of a species in a data set is often 
related to the overall rareness of a species in a region. The sampling design will determine if rare 
species will have a low prevalence in a data set or not. If more samples are collected in suitable 
environments the prevalence will be higher in the data set than the overall rareness in the region. As 
most modelling techniques model the probability of presence and thus the expected proportion of 
presence samples for a given combination of predictor variables, the prevalence in a data set can 
introduce a major bias in the modelled response (Jiménez-Valverde et al., 2009). For example, species 
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with a low prevalence will more likely be predicted to be absent, as this maximises the fit of the model to 
the data set, where the species is mostly absent. There is thus a need for compensation of the effect of 
species prevalence in the HSM modelling methodology.  
 
1.2.2.2. Predictive variables 
 
The predictive variables used in HSMs can be point observations or full cover layers (e.g. satellite 
imagery). Full cover predictive variable layers are needed when the aim is to produce full cover species 
distribution maps. Because modelling a large area does not necessarily imply considering a coarse 
resolution, the scale of predictive variables is often expressed separately as resolution (or pixels size) 
and extent (e.g. the North Sea; Guisan and Thuiller, 2005).  
Predictive variables should ideally be causal variables that determine the distribution of the 
species because they directly influence the species’ physiology (Guisan and Thuiller, 2005). The 
opposite of causal variables are proxy or indirect variables, which are easy and cheap measurable 
approximations for other variables, e.g. suspended particulate matter from satellite images can be used 
as a proxy for the food available to filter feeders. Proxy variables often have a more indirect and 
correlative relation with the prediction of the species. The use of proxy variables may therefore lower the 
generalisation ability of HSM when used in other regions because local correlative relations are used in 
the model (Randin et al., 2006). In the assessment of the model reliability and to determine if a model 
can be used in other regions, it is therefore crucial to know if the predictive variables are causal or rather 
proxy variables (Luoto et al., 2002). At the moment such analyses are mostly lacking in the modelling 
methodology. 
1.2.3. Model development 
 
Several modelling techniques are used in the field of habitat suitability modelling to model the species-
environment relation. A number of comparative reviews on the techniques are available (Olden and 
Jackson, 2002a; Segurado and Araujo, 2004; Elith et al., 2006; Meynard and Quinn, 2007). The 
modelling techniques can be classified in several ways. First the possible model outputs of HSMs are 
discussed, later the modelling techniques used in this thesis are discussed in more detail.  
1.2.3.1. Calibration data determine the model output 
 
The model output is determined by the type of model calibration data available, and in turn the model 
output determines the possible modelling techniques and performance indicators that can be used. The 
calibration data can be continuous species densities or discrete presence/absence observations.  
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Models calibrated with density data predict densities in a fairly straightforward manner. 
Examples of modelling techniques predicting densities are Generalised Linear Models (GLMs, Attrill et 
al., 1999; Maes et al., 2004), Generalised Additive Models (GAMs, Maravelias and Papaconstantinou, 
2003) and Artificial Neural Networks (ANNs, Maravelias et al., 2003). Some authors have also 
developed coupled two stage models predicting presences as well as densities (Jensen et al., 2005; 
Koubbi et al., 2006). A first model predicts the presence of the species and a second model predicts the 
density, conditional on the species being present. Because species absence observations could mask 
the underlining dependence on environmental variables, the density model is calibrated using samples 
where the density does not equal zero.  
HSMs can be developed from presence-only observations, in addition to a set of observations 
of environmental variables (Brotons et al., 2004; Barry and Elith, 2006; Elith et al., 2006; Olivier and 
Wotherspoon, 2006). Only the locations where the species is present are available, but there is no 
information on locations where the species is absent. Despite their limitations, use of such data is often 
justified by the lack of systematic survey data, e.g. models based on museum collections (Elith and 
Leathwick, 2009). Examples of modelling techniques are Ecological Niche Factor Analysis (ENFA, 
Hirzel and Arlettaz, 2003) and maximum entropy modelling (MAXENT, Phillips and Dudik, 2008). These 
modelling techniques use background environmental data of the whole study region from environmental 
data grids. The idea behind these techniques is that the environmental variables at places where the 
species is occurring are compared to the overall distribution of these environmental variables (Pearson, 
2007). As such, a discrimination can be made between suitable and less suitable variable combinations.  
Most models predicting the probability of presence of species use both species 
presence/absence observations to develop the model. As such the proportion of presences 
observations expected for a certain combination of predictive variables is modelled. Modelling densities 
of species rather than presence/absence would be more sensitive (Thrush et al., 2003), but the use of 
presence/absence data to develop models is expected to avoid bias from seasonality, long term 
fluctuations and different sampling methods (Ysebaert et al., 2002). A possible disadvantage to the use 
of presence/absence observations for model calibration is the occurrence of false absence observations 
in the data set: the habitat is suitable, but the species is absent. Especially rare, clumped, large and 
mobile species are expected to generate more false absences observations (Ysebaert et al., 2002). An 
advantage of presence/absence data is that these data convey valuable information about surveyed 
locations (enabling analyses of biases and the sampled range per variable) and prevalence (Phillips et 
al. 2009). Several modelling techniques can be used with species presence/absence observations and 
in the next section some modelling techniques will be discussed in more detail. In this thesis only 
presence/absence observations will be used to develop HSMs.  
Chapter 1. General introduction 
44 
 
When no absence observations are available, some modellers have generated pseudo-
absences in the studied region, based on grids of the environmental variables (Chefaoui and Lobo, 
2008; Václavík and Meentemeyer, 2009). These pseudo-absences can then further be treated as if they 
were normal absence observations. The pseudo-absences may be selected randomly (e.g. Stockwell 
and Peters, 1999) or according to a set of weighting criteria (e.g. Engler et al., 2004). An important 
difference between the pseudo-absence approach and the background approach of presence-only 
techniques, is that pseudo-absence models do not include presence localities within the set of pseudo-
absences (Pearson, 2007).  
1.2.3.2. Modelling techniques 
 
The modelling techniques used in this thesis are correlative algorithms, which essentially use the 
correlative relation between the species observations and the environmental variables. The causal 
relation between the species distribution and variables is not necessarily known. These algorithms are 
also called empiric (Guisan and Zimmermann, 2000) or data-driven, because they estimate the model 
parameters from a field data set. Elith et al. (2006) found out differences between predictions by 16 
correlative modelling techniques. The models with the highest predictive performance were those that 
were able to model complex relations in the data, including interactions among predictor variables (Elith 
et al., 2006).  
The correlative modelling techniques can be divided in two classes: statistical and machine 
learning techniques. Statistical methods are based on error distributions, testable null hypotheses, 
generate p-values, etc. Examples of techniques used in habitat suitability modelling are Discriminant 
Function Analysis (DFA; e.g. Stevens and Boness, 2003; Degraer et al., 2008), GLMs (e.g. Le Pape et 
al., 2007; McBreen et al., 2008), GAMs (e.g. de Segura et al., 2007; Bekkby et al., 2008). DFA is used 
to discriminate between discrete categories, for example presence or absence sites, based on a set of 
discriminant functions applied to the predictive variables (Stevens and Boness, 2003) or between 
species communities (Degraer et al., 2008). DFA creates linear combinations of variables with normal 
errors that best discriminate between sites defined a priori by the presence or absence of a species or a 
community. GAMs use semi-parametric, data-defined smoothers to fit non-linear functions, therefore 
GAMs have a higher flexibility regarding the shape of the response (Elith et al., 2006; Schroder, 2008) 
In this thesis GLMs will be used and therefore an extensive introduction to this modelling 
technique is available in Appendix II. GLMs allow choosing the error distribution and the link function, 
depending on the data used for modelling. GLMs are a generalisation of general linear models because 
1) other distributions can be assumed besides the normal distribution, 2) both the response variable and 
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the predictive variables can be categorical variables and 3) GLMs allow to model also nonlinear 
functions of the mean (Kutner et al., 2005). Logistic regression (LR) is a widely used type of GLM in 
habitat suitability modelling (Schroder, 2008), where the model is calibrated with categorical 
presence/absence species observations, and therefore the error distribution is binomial and the link 
function logistic (Agresti, 2002). GLMs with a logistic link function are used to predict the probability of 
presence of species based on a data set with presence/absence observations.  
Several machine learning algorithms are used in HSMs: Artificial Neural Networks (ANNs), 
Classification And Regression Trees (CART) and recently the maximum entropy approach has been 
introduced (MAXENT; Phillips and Dudik, 2008). The CART algorithm splits all the samples based on 
the value of one predictive variable (e.g. depth is more or less then 25m). CART thus partition the range 
of each predictive variable and provide a probability of species presence for each variable combination 
(i.e. classification trees; e.g. MacLeod et al., 2007; Pesch et al., 2008) or provide a regression formula to 
be applied within a certain range of the predictive variables (i.e. regression trees; Dzeroski and Drumm, 
2003). MAXENT finds the species distribution that is closest to uniform (thus highest entropy), with the 
constraint that the expected value of each environmental variable (or its transform and/or interactions) 
under this estimated distribution matches its empirical average (Phillips et al., 2006).  
As ANNs will be used in this thesis an in-depth discussion of this technique can be found in 
Appendix I. ANNs consist of interconnected neurons divided into layers: an input layer, output layer and 
one or several hidden interlayers (Lek and Guegan, 1999). Each neuron receives a number of inputs 
from the neuron on the previous layer that are multiplied by an interconnection weight and these are 
being summed. Next this sum, plus a bias term, is fed into a transfer function, of which the output is then 
passed onto the next neuron. Similar to the β-terms in regression, interconnection weights thus 
determine the relation and relative influence of each predictive variable to the ANN model output. If 
sufficient interneurons are used, ANNs can approximate any function (Lek and Guegan, 1999). But 
ANNs are deemed to be “black-box” models, as it is difficult to gain insight in the meaning and 
mechanistic relevance of the equations that relate the inputs and outputs (Olden and Jackson, 2002b). 
The choice of the number of interneurons and which transfer functions to use remains an issue to be 
solved; at present researchers most often determine this by trial and error (Dedecker et al., 2004).  
1.2.3.3. Model selection 
 
HSMs use a combination of environmental variables, which are assumed to determine the distribution of 
species (Barry and Elith, 2006). One of the challenges in habitat suitability modelling is the selection of 
an appropriate subset of predictor variables from all the variables in a data set. This variable selection 
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and the choice of the response modelled per variable (e.g. linear or unimodal) are together called model 
selection, and model selection is considered a central step in the model development (Guisan and 
Zimmermann, 2000; Heikkinen et al., 2006; Franklin and Miller, 2009). Model selection methods aim at 
determining the most optimal model by adequately constraining the number of predictive variables used, 
and thus the model complexity (Reineking and Schroder, 2006).  
Model selection algorithms are needed to generate alternative models and then select the most 
optimal model for a given data set. Stepwise model selection is most often used in habitat suitability 
modelling (e.g. Attrill et al., 1999; McBreen et al., 2008). During a stepwise model selection approach, 
predictive variables are sequentially added to a model (i.e. forward selection) or removed from a model 
(i.e. backward selection) until an optimal model has been found (Franklin and Miller, 2009). However, 
the stepwise model selection has a number of drawbacks: 1) due to the stepwise nature the global 
optimal can be missed (Reineking and Schroder, 2006), 2) the stepwise selection is sensitive to 
collinearity of the predictive variables (Hirzel and Guisan, 2002) and 3) stepwise selection precludes 
multimodel inference and prediction; as only one model is selected. An improved model selection 
approach is thus needed to find the globally most optimal model for a species in case of 
multicollinearity. This improved model selection approach should also allow multimodel inference and 
prediction by quantifying how optimal each model is. 
1.2.4. Model Validation 
1.2.4.1. Types of model validation 
 
Model validation is necessary to determine if a model is appropriate for the intended goal and to 
compare different modelling methods (Pearce and Ferrier, 2000; Redfern et al., 2006). Model validation 
also tests for problems in model fitting: overfitting or underfitting of data sets (Guisan and Thuiller, 
2005). The model validation strategy used will mainly be determined by the available data and the 
predicted model output (Pearson, 2007).  
Models are usually validated by comparing predictions with the original observations. A 
distinction can be made between internal and external model validation (Randin et al., 2006) based on 
whether an independent data set is used for model validation. External validation uses an independent 
data set that is collected at another point in time (e.g. Iampietro et al., 2005), at another location (e.g. 
Clark et al., 2004) or both (e.g. Francis et al., 2005). Araujo and Guisan (2006) state that external model 
validation is to be preferred form internal model validation, as the use of an independent data set tests 
the model generalisation. Generalisation is defined by Cheng and Titterington (1994) as a models’ 
ability to perform well on data that were not used to train it. The generalisation ability of the model also 
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determines the model transferability to other regions or periods. By full transferability, Randin et al. 
(2006) mean that: 1) the internal validation of models fitted in region 1 and 2 must be similar; 2) a model 
fitted in region 1 must at least retain a comparable external validation when applied in region 2, and 
vice-versa; and that 3) internal and external predictions have to match in both regions. 
As independent data sets are not always available, the single data set available is often split in 
a part for model calibration (the calibration or training set) and a part for model testing (the test set). 
Ideally the calibration and test set performance should be similar. If the training set performance is 
higher, the model has overfitted (“learned by heart”) the training data and cannot perform well with new 
data. Internal validation can however lead to an overestimation of the predictive performance as the test 
set is only pseudo-independent, because the calibration and test set are part of the same original data 
set. This will cause the model performance to be lower on independent data.  
The original data set can be split in a number of ways during the internal model validation. K-
fold crossvalidation is most often used (e.g. Francis et al., 2005; Haputhantri and Jayawardane, 2006). 
In the case of k-fold crossvalidation the original data set is iteratively split up in k parts of which k-1 parts 
make up the calibration set, and the remaining part is used as test set. Model performance statistics are 
then reported as the mean over the k model replicas (Fielding and Bell, 1997). Choosing the number of 
crossvalidation folds is always a trade off between using more samples for model calibration or for 
model validation. The extreme case when k equals the number of samples in the original data set is 
called leave-one-out, as only one sample is left apart for model testing (Pearson et al., 2007). This 
approach is used when the number of samples is very low (e.g. <20, Pearson, 2007). Alternatively to k-
fold partitioning, bootstrap resampling can be used to create replicas of the original data set. In contrast 
to data splitting, bootstrapping methods resample the original set of data randomly with replacement 
(i.e. the same occurrence record could be included in the test data more than once). 
1.2.4.2. Model performance indicators 
 
To compare and assess HSMs during the model validation, a quantification of the models’ predictive 
performance is necessary. Therefore, several performance indicators have been developed. The basic 
idea behind each indicator is that the model predictions and the field observations are compared. The 
type of model performance indicator is dependent on the model output. The discussion here will be 
limited to performance indicators for models that are calibrated with a data set containing 
presence/absence observations of a species, as only this kind of HSMs will be constructed in this thesis.   
The predictive performance of models that predict the probability of presence of a species is 
mostly assessed by first converting the continuous model output, [0 – 1], to presence/absence coding 
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[0, 1]. For this conversion a cut-off for presence needs to be chosen. Liu et al. (2005) reviewed different 
methods to determine the optimal cut-off level. No single cut-off for presence was optimal for all models 
(Liu et al., 2005), making the choice of a specific cut-off subjective.  
The agreement of the predictions with the observations is tabulated in a contingency table also 
called confusion matrix (Table 1.1). The resulting contingency table shows the matches between the 
observations and predictions (true presence and true absence). The mismatches, false presence and 
false absence, are also termed commission and omission errors respectively.  
 
Table 1.1. A contingency table or confusion matrix.  a = True Presence (observed present and predicted 
present); b = False Presence (observed absent and predicted present); c = False Absence (observed 
present and predicted absent); d = True Absence (observed absent and predicted absent). A-C: 
examples of possible contingency tables. 
A
Present Absent Present Absent
Present a (TP) b (FP) Present 0 0
Absent c (FA) d (TA) Absent 5 95
B C
Present Absent Present Absent
Present 25 25 Present 40 20









From the contingency table (Table 1.1) a whole series of model performance indicators can be 
calculated (Table 1.2). For a number of possible contingency tables (Table 1.1), the values for each of 
the model performance indicators are calculated to illustrate how each indicator responds. Contingency 
table A (Table 1.1A) is an illustration of a model result that predicts a very rare species (prevalence 5%), 
to be absent everywhere, which is a nonsense prediction. Contingency table B (Table 1.1B) is an 
example of the result of model that predicts the probability of presence to be 50%, regardless of the 
actual presence of the species. Contingency table C (Table 1.1C) is from a model with a quite good 
prediction.  
The % Correctly Classified Instances (CCI, e.g. Iampietro et al., 2005) is commonly used, but 
very sensitive to the prevalence of the species (Manel et al., 2001). If a HSM predicts a species with 
very low or very high prevalence to be, respectively, absent or present in all the samples, this model will 
have a very high CCI. Contingency table A has a CCI of 95%, while the model predictions are in fact 
nonsense (Table 1.2). Similarly, contingency table B has a CCI of 50%, while the model is predicting a 
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probability of 50%, which is no better than guessing. Sensitivity is the ratio of true presences over the 
number of presence observations and the specificity is the ratio of true absences over the number of 
absence observations (Fielding and Bell, 1997). Two other indicators of the models’ predictive 
performance are the Positive Predictive Power (PPP; Table 1.2) and the Negative Predictive Power 
(NPP; Table 1.2; Fielding and Bell, 1997). The contingency tables A and B, result in high values for the 
specificity and NPP, but have very low values for the sensitivity and PPP. Only a combination of the 
sensitivity and specificity or the NPP and PPP indicators, can thus unmask the nonsense model 
predictions.  
 
Table. 1.2. Contingency table derived measures of model predictive performance. Adapted from 
Fielding and Bell (1997). a = True Presence (observed present and predicted present); b = False 
Presence (observed absent and predicted present); c = False Absence (observed present and predicted 
absent); d = True Absence (observed absent and predicted absent). N is the total number of samples in 
the data set (= a + b + c + d). The example contingency tables are provided in Table 1.1. NA: not 
possible to calculate.  
  Example 
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The Cohen’s Kappa (e.g. Dedecker 
1995) are performance indicators that are compensating for the prevalence of the species (Fielding and 
Bell, 1997). For theoretical reasons the NMI is the most optimal performance indicator, but i
(Forbes, 1995). The NMI also compensates for the prevalence of the species, and additionally takes into 
account the special status of the presence observations, which are more reliable than the absence 
observations, since the latter observati
(Forbes, 1995). In the example contingency tables (Table 1.2), the Kappa and NMI values for the two 
nonsense predictions A and B, are zero or not possible to calculate (NA). A χ²
contingency table is also used to assess whether the model predictions are significantly different from a 
null-model (Norcross 
 
Fig. 1.4. Example of a Receiver Operator Curve
the ROC of a null model, which randomly predicts presences and absences. 
 
As the choice of one cut
subjective, some authors use the Receiver Operator Curve (ROC, Swets, 1988). First the sensitivity and 
the specificity are calculated for a range of cut
results in a contingency table, which is used to calculate a specificity and sensitivity value. Next all these 
sensitivity values are plotted against the 1
connected, the ROC
the Curve (AUC, Swets, 1988), in order to summarize the ROC in one value. A perfect model would 
have a sensitivity and specificity of one for each c
AUC of one. A nonsense model which predicts the probability of presence to be 50% everywhere, 
results in sensitivity and specificity values of 0.5 for each cut
for a nonsense model, illustrated by the diagonal line in Fig. 1.4. Although the AUC does not require a 
cut-off for presence, this performance indicator has some drawbacks: 
et al.
-curve is obtained (Fig. 1.4). The ROC
 
, 1999; Ysebaert 
-off value to convert a continuous model output to presence/absence is 
et al., 2004) and the Normalised Mutual Information (NMI, Forbes, 
on has a higher chance to be false due to sampling uncertainty 
et al., 2002). 
 
-off valu
-specificity values (Fig. 1.4). When all these point
 
 
for a very reliable model
es for presence [0,1]. Each cut
-curve also allows calculating the Area Under 
ut-off for presence value, which would result in an 
-off values. This generates an AUC of 0.5 
. 
1) it ignores the goodness
-test based on 
The diagonal line indicates 
 
-off for presence 




Chapter 1. General introduction 
51 
 
the model (Lobo et al., 2008), 2) the performance of the model in regions that are not practically used is 
incorporated in the AUC (Lobo et al., 2008), and 3) the AUC is not independent of the prevalence of the 
species, contrary to common belief (Maggini et al., 2006; Lobo et al., 2008). 
 
Another group of performance indicators are based on the likelihood of the model given the 
observations. Likelihood-based Model Optimisation Criteria (MOCs) are often used in model validation. 
Commonly used examples are the Akaike Information Criterion (AIC, Akaike, 1973) and the Bayesian 
Information Criterion (BIC, Burnham and Anderson, 2004). The AIC was used by Kupschus (2003) and 
Haputhantri and Jayawardane (2006) in the context of habitat suitability modelling.  
The MOC is defined as: 
 
MOC = goodness-of-fit + λ.model complexity                                                                         (1.1)   
 
A general MOC consists of three parts: 1) a measure of the model fit to the observations, 2) a measure 
of the model complexity and 3) a regularisation parameter λ (Equation 1.1, Reineking and Schroder, 
2006). The goodness of the model fit is quantified in the MOC as likelihood of a model given the data. 
The model complexity term equals the number of model parameters p. The regularisation parameter λ 
determines the relative weight of the model complexity p in the MOC formula (Equation 1.1; Reineking 
and Schroder, 2006). The likelihood of the model given the observations can be calculated for different 
model outputs (density or presence/absence). By choosing different λ values, a different trade-off 
between model fit and model complexity can be obtained. With increasing model complexity, the model 
fit will increase monotonously, but also the risk of overfitting the model. The MOCs thus have the benefit 
that they allow to penalise for increasing model complexity. As such they allow selecting which models 
have the highest parsimony, rather than the model with the highest fit to the data.  
1.3. Applications of habitat suitability models 
 
1.3.1. Habitat suitability model-based sampling 
 
Sampling marine environments is expensive and time consuming. HSM-based sampling allows to 
increase the sampling efficiency (Guisan et al., 2006a), because fewer samples can be collected, while 
maintaining the amount of ecological information. The general idea is that an initial HSM is developed to 
direct future sampling. This initial model can be calibrated with samples that are already available 
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(previous monitoring or even museum collections) or that are collected in a first exploratory survey (e.g. 
during the planning phase of a monitoring program). Graham et al. (2004), for example, successfully 
used museum collections to calibrate an initial HSM to direct the sampling of frog species. 
If samples are collected in an exploratory survey the samples should ideally be randomly 
stratified per habitat type, to ensure that rarer habitat types receive equal sampling effort. Verfaillie et al. 
(2009a) proposed a method to identify habitat types based on solely physical and/or chemical data 
layers which is very useful in this context. In a later stage the initial HSM will be used to allocate the 
sampling effort for new samples, to each habitat type in a region. The allocation of the sampling effort 
can be based on the model residuals per habitat type, while also taking into account the local habitat 
heterogeneity. In regions with a bad fit of the initial model more samples should be collected, while 
fewer samples can be taken in a region with good model fit and low spatial heterogeneity.  
To improve the sampling of rare species, Guisan et al. (2006a) used HSM-based sampling. 
They used an initial HSM to discover new populations of the rare species in locations where the 
predicted habitat suitability is high, but no samples were yet collected. Next, they used new samples 
collected in these locations to improve the model. In a simulation, Guisan et al. (2006a) found that HSM-
based sampling reduced the sampling effort to find rare species with 70%, in comparison with random 
sampling. Graham et al. (2007) discovered tropical deep-water refugia of kelp species thanks to the use 
of HSM-based sampling. Similarly, Raxworthy et al. (2003) used HSMs to point out locations where 
species new to science are expected to be found. In regions that were spatially separated from the 
native region and had high predicted presences for a species, they found not the predicted species, but 
a related species new to science 
1.3.2. Establishment of Marine Protected Areas (MPAs)     
 
To protect species from extinction and marine habitats from further deterioration, marine managers are 
setting up Marine Protected Areas (MPAs, Kaiser, 2005). In comparison with terrestrial reserves, MPAs 
have a higher openness and connectivity with the surrounding region because the rates of dispersal of 
nutrients, planktonic organisms and larvae are higher (Stergiou and Browman, 2005). Carr et al. (2003) 
argue that this openness has an influence on the delimitation of marine reserves, and thus the suitability 
of the habitat around the MPA should also be considered.  
The current MPAs are often established based on a limited number of species observations or 
based solely on abiotic variables, but mostly not based on full cover species distributions maps (Stevens 
and Connolly, 2004; Wilson et al., 2005). If HSMs are used to develop full cover species distribution 
maps, these maps can be combined via reserve selection algorithms (Guisan and Thuiller, 2005; Wilson 
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et al., 2005) to estimate the most optimal MPA location and borders (Cabeza et al., 2004). Such 
algorithms are always a trade-off between the risk of inadequately conserving biodiversity and the 
amount of sampling precision that can be sacrificed (Wilson et al., 2005).  
A critique on MPAs is that their utility for highly mobile species is questionable (Kaiser, 2005). 
The borders of MPAs should thus be dynamic and based on the momentary suitability of a location for 
the species. A solution would be an integrated framework of HSMs that generate species distribution 
maps based on dynamic information of the environmental variables, combined with a reserve selection 
algorithm that dynamically estimates the most optimal MPA borders. As such the temporal dynamics of 
migratory species can be captured and specific phenomena (e.g. seasonal spawning depending on 
oceanographic trigger conditions) can be protected. An integration of HSMs and reserve selection 
algorithms also allows the MPA borders to be refined and updated to incorporate both new biological 
observations and environmental observations (Canadas et al., 2005). 
All the environmental variables in the HSMs should have a full spatial cover of the region. 
Ideally, these variables should have a high spatial resolution, otherwise microhabitats with specific 
species to protect can be overseen in the MPA delimitation process. Also the problem of “released 
matching” can happen, when several habitat requirements for a species are met in a single grid cell 
based on the aggregated variable grids, but inside the cell the suitable conditions do not overlap on a 
microscale (Guisan and Thuiller, 2005).  
Attention should be given to minimise false presence-errors in the HSMs because locations 
where the target species is absent should not be included in the MPA (Loiselle et al., 2003). As the 
spatial extent of an MPA will always be limited, these errors could prevent the protection of locations 
that do contain the species. When setting up an MPA, source-sink effects (Pulliam, 2000) should also 
be considered.  These effects can cause species to be in a suboptimal habitat which is suitable enough 
to survive, but not suitable enough to support reproduction. Sink habitats should not be included in the 
MPA unless the source population is also included (Guisan and Thuiller, 2005), as the species can still 
go extinct if the source habitat receives no protection. In reality however, it’s hard to determine if the 
protected habitat is a source or sink habitat (Guisan and Thuiller, 2005).  
In the Mediterranean, Canadas et al. (2005) proposed an MPA for Cetacean species based on 
the modelled presence and group size of dolphin species. Louzao et al., (2006) estimated first the 
foraging range of seabirds from presence/absence data, and then the foraging grounds where high bird 
densities were predicted. They proposed an MPA with a high protection core zone where the bird 
densities predictions were highest. A buffer zone with diffuse protective measures, delimited by the 
foraging range of the birds, was proposed around the core zone.  
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1.3.3. Environmental impact assessment and habitat loss 
 
The current practice in most marine impact studies (e.g. fishing, dredging impact or pollution) is to 
compare the species composition in a reference area where the impact is absent, with an impacted area 
(e.g. Van Dalfsen et al., 2000). Differences found in the species compositions between the reference 
and impacted region are then attributed to the impact. However, this comparison only holds under the 
assumption that the habitat suitability is exactly similar in the two regions, otherwise the effect of the 
impact cannot be separated from the effect of the different habitats on the species composition. It is not 
likely that two locations are identical in their physical habitat. If the variance in the species distribution 
due to variance in the local habitat suitability can be controlled for by HSMs, the effect of a human 
impact can be quantified more objectively (Redfern et al., 2006).  
 
Fig. 1.5. Two approaches to use Habitat Suitability Models (HSMs) to estimate the effect of human 
impacts. A. Approach when a reference and impacted region are available, B. Approach when the 
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Two possible approaches in the use of HSMs to quantify the effect of human impacts can be followed, 
based on whether the strength and distribution of the human impact is known or not (Fig. 1.5). In the 
most common situation, the intensity of the human impact is not measured directly but a reference 
region is used where the impact is absent (Fig. 1.5A). Based on a data set collected in the reference 
region, the habitat preference of the species in the absence of the impact is modelled. Next, this HSM is 
applied to a data set with only physical variables from the impacted region. The effect of the human 
impact is quantified by comparing the observed species in the impacted region, with the species 
predicted to be present based on the HSM that was developed with observations in the reference 
region. The difference in species composition is then assumed to be due to human impact.  
In case the strength and spatial distribution of the human impact is known (e.g. fishing effort 
maps or distribution sediment dredging), the impact can be used as a predictive variable along with the 
environmental variables (HSM1; Fig. 1.5B). We define in this context the effect of a human impact as an 
alteration of the habitat suitability, which can be observed as a change in the species distribution. Using 
the human impact as a predictor variable should improve the fit of the model HSM1 compared to HSM2, 
the model without the human impact as a predictor. This is because locations where the habitat is 
suitable but the impact is strong will have a different predicted probability of presence. If the inclusion of 
the human impact variable significantly improves the HSM model fit, an effect of the human impact can 
be assumed. A major advantage of this approach is that a reference region is not needed, as the local 
effect of the impact is considered in the HSM. Another advantage is that, because the human impact is 
a predictive variable in the HSM, scenario simulations can easily be performed. For example: will the 
total suitability for a species in a region decrease or not as a function of a human impact? This can be 
used as a management tool to calculate the amount of suitable habitat that needs to be compensated 
after being lost due to human impacts. The total equivalent of suitable habitat in this context can be 
calculated as the sum of the suitability in all grid cells, times the surface area of a grid cell. In the ideal 
situation, also biological interactions should be considered, to truly distinguish the effect of the human 
impact on the species distribution, apart from other effects.  
Stevens and Boness (2003) used HSMs to model the effect of human disturbance on seal 
breeding sites by using the human presence as a variable together with other physical predictive 
variables. They concluded that human disturbance decreased the chance that a breeding site was used, 
although all the other variables were in the suitable range. Avissar (2006) modelled the effect of different 
beach replenishment scenarios on horseshoe crabs. Based on a simulation using realistic forcing 
factors, she was able to conclude that the fill sediment should be very similar to the natural sediment for 
maximum habitat suitability. 
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1.3.4. Spatially explicit stock assessment and migration modelling 
 
Stock assessments are traditionally used in fisheries science to estimate the population size of exploited 
species. The current population models of commercial species mostly ignore the local and temporal 
variance in habitat suitability, as these models only consider the number of spawning fish, the natural 
mortality and the fishing mortality (Cadrin and Secor, 2009). By coupling the assessment models with 
HSMs it is possible to capture some of the spatiotemporal variance of the habitat which is often not 
included in the current models (Sundermeyer et al., 2005). At the moment the larval recruitment is often 
only related to the biomass of the adult population, but relations with environmental variables have been 
pointed out (see Rice, 2005 for an overview). For example, water temperature can influence the 
spawning and survival rate of the larvae, and thus can greatly influence the recruitment (Gibson, 1994). 
A step ahead is to make stock assessment models spatially explicit (Cadrin and Secor, 2009) 
by introducing a model grid where the properties of the grid cells are based on measured values for the 
habitat variables (e.g. depth, sediment grain size,...). In a spatially explicit modelling approach, Cheung 
et al. (2009) combined a fish stock population model, an advective-diffusive model for passive larval 
migration as well as a habitat suitability model. They assumed the carrying capacity per grid cell to be 
proportional to the habitat suitability. Adults in such models are assumed to migrate to neighbouring 
suitable grid cells if the density is higher than the carrying capacity of the grid cell. Migration caused by 
crowding is thus related to population growth or by a decrease in the habitat suitability, which lowers the 
carrying capacity (Reyes et al., 1994; Sundermeyer et al., 2005). To model active migration in time, 
dynamic information on the environmental variables should be available. For example, Dreyfus-Leon 
and Kleiber (2001) modelled the behaviour of individual fish, searching for their optimal habitat and 
fishing vessels aiming for the fish in a spatially explicit model. Another example of HSM and population 
model integration is provided by Reyes et al. (1994), who included model terms for both the population 
biology (birth rate, mortality), as well as a term for the local habitat suitability of a model grid cell. 
Sundermeyer et al. (2005) used temperature, bottom sediment type, and bottom depth, as 
environmental variables in a spatially explicit stock assessment model for cod (Gadus morhua) and 
haddock (Melanogrammus aeglefinus). Based on such distribution estimates, simulations are possible 
for different fisheries management schemes. For example, the effect of fisheries exclosure zones or 
local fishing effort reductions can be simulated. This approach will also allow combining stock 
assessment models and HSMs, with socio-economic models of the fishing industry, which should 
ultimately lead to a more sustainable fisheries management.  
In case no population model and stock assessment program are available yet, HSM can 
estimate the total stock size based solely on the suitability of the local habitat. All variables for the HSM 
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need to be full cover, and are stacked to form a variable grid. Next, a HSM is developed that predicts 
the density of individuals per grid cell. The stock estimate is then performed by summing the predicted 
density in each grid cell and multiplying this by the surface of the grid cell. The result is an estimate of 
the total number of individuals in the region, and of the spatial distribution of the density of the species 
over the region. Later on, this habitat-based stock estimate can be combined with population based 
stock assessment models if these models are developed.  Bello et al. (2005) modelled the density of 
spiny lobsters per habitat type and performed a spatially explicit stock assessment over the whole 
region. Clark et al. (2004) performed a stock estimate for shrimp based on the local habitat suitability. 
This model provided an estimate of the total stock, as well as a spatial distribution of the species in the 
region.  
1.3.5. Invasive species modelling 
 
As worldwide boating traffic increases and non-native species are grown in aquaculture, the risk for 
invasive species in marine systems increases. Invasive species threaten biodiversity, marine industries 
(including fishing and tourism) and human health (Bax et al., 2003). Invasive species are successful 
because they are often released from competitors, pathogens and predators (Rodder and Lotters, 
2009). Only if invasive species populations are still localised and small, they can be eradicated (Inglis et 
al., 2006; Capinha et al., accepted).  
HSMs can be used as an early warning system to point out which locations have the highest 
risk of invasion, which allows concentrating the monitoring. HSMs can efficiently assess the potential for 
invasion for a large number of species, even before their introduction (Peterson and Vieglais, 2001). 
Habitat suitability models have a limited accuracy in providing predictions of the actual timing of future 
invasions as they do not explicitly incorporate the demographic or human-induced processes that cause 
invasions (e.g. ballast water discharges, new aquaculture species, etc.; Gallien et al., in press). At the 
moment HSMs are often reasonable alternatives when more process based modelling tools are missing 
(Gallien et al., in press). 
As niche conservatism is assumed, the niche characteristics of species are expected not to 
evolve fast enough to adapt to quick environmental changes, thus species must either track their 
suitable environment in space or die (Wiens and Graham, 2005; Hirzel and Le Lay, 2008). Also due to 
niche conservatism, the habitat preference of an invasive species is thus assumed to be equal in its 
original and new environment, at least over short time scales. However, the habitat preference of a 
species may shift after invasion.  
The development of HSMs for invasive species needs extra care, as these species are not in 
equilibrium with their environment (Václavík and Meentemeyer, 2009; Capinha et al., accepted), i.e. the 
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species is not present in all suitable habitat patches, although equilibrium is an assumption of HSMs. 
Species presence observations can thus be trusted, but the observation of species absence cannot be 
trusted. A species can be absent due to the unsuitability of the habitat, or because the species has not 
colonised this suitable habitat patch.  
There are two approaches to model the habitat preference of invasive species of which no 
reliable absence observation are available: the use of presence-only modelling techniques (e.g. 
Ecological Niche factor Analysis, Hirzel et al., 2002; or maximum entropy MAXENT, Phillips et al., 2006) 
or alternatively the generation of artificial absence observations, termed pseudo-absences (Václavík 
and Meentemeyer, 2009). But presence-only models tend to overpredict the actual range of invasions 
because dispersion limitation is not included in simple HSMs (Václavík and Meentemeyer, 2009), so the 
predictions should be considered as potential habitat for colonisation. On the other hand HSMs models 
can be very sensitive to the choice of pseudo-absences generation method (Capinha et al., accepted). 
Because an invaded region can have variable combinations not present in the native region, Capinha et 
al. (accepted) suggest to use all species observations, thus from both native and the invaded region (if 
available), to have the highest coverage of the environmental variables. Native range observations 
remain potentially useful in the absence of invasion data even if environmental conditions in native and 
invasive ranges differ slightly (Capinha et al., accepted).  
Few examples of HSMs for marine invasive species can be found in the literature. Le Pape et 
al. (2004) modelled the effect of an invasive mollusc on the habitat suitability of a habitat for fish. 
Particle dispersion models and HSM were used by Inglis et al. (2006) in the early detection of invasive 
bivalve species.  
 
1.3.6. Climate change impact modelling 
 
Climate change can impact the patterns of marine biodiversity through changes in species distributions. 
The combined effect of species migrations and extinctions in a region (collectively called species 
turnover) will affect the biodiversity, community structure and ecosystem functioning, especially in sub-
polar region, the tropics and semi-enclosed seas (Cheung et al., 2009). To identify effects of climate 
change, HSMs are used to distinguish the variance in species distributions due to the local habitat 
suitability from the variance due to climate change. Given the assumption of niche conservatism on the 
time scale of climate change (Rodder and Lotters, 2009), species will either track their suitable 
environment in space or go extinct (Hirzel and Le Lay, 2008). When different climate change scenarios 
are used together with other environmental variables as inputs for the HSMs, the species distributions 
and extinctions can be simulated. When the climate changes, the suitable climate range of a species 
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might have shifted to a region where other environmental conditions are unsuitable, or some climate 
conditions might disappear locally. The latter effect makes marine biodiversity in the high latitude 
regions the most sensitive to climate change (Cheung et al., 2009).  
HSMs allow modelling the necessary movement of species to follow their preferred climate 
range, while taking into account the local habitat suitability in the regions the species move to. HSMs 
can thus model the location and overall quantity of suitable habitat in case of different climate change 
scenarios. Using HSMs to model the climate envelope of species can provide a useful first 
approximation of the impact of climate change if the spatial scale is well considered (Pearson and 
Dawson, 2003). On a large scale the climate is expected to determine the distribution of species, while 
biotic interactions are expected to play on smaller scales (Pearson and Dawson, 2003; Gallien et al., in 
press).  
The challenge is to develop HSMs that are reliable when used beyond the temperature range of 
the original observations used to calibrate the model. Using HSMs under future climate change is a 
case of model extrapolation which requires specific model validation approaches. Mostly, the validation 
performed is postdiction or hindcasting: the model is calibrated with current species-climate relations 
and then tested in the reconstruction of past species distributions, sometimes even based on fossils 
(Araujo and Rahbek, 2006). Another validation approach is to apply the HSMs to a data set from a 
region with temperatures in the range of the temperature predicted in the future. The drawback is that 
often species in these regions are not present in the original model training data from the first region. A 
last validation option is to use experimental data, but in this case the modelling of the realised niche 
from the field observations, is compared to the broader fundamental niche as observed in the 
experiments. HSM can also be based completely on experimental habitat and temperature preference 
observations (Guisan and Thuiller, 2005). 
HSMs based on field observations are likely to model the realised niche, which is the result of 
biological interactions limiting the fundamental niche. The extent to which biological interactions limit the 
fundamental niche of a species depends on the strength of the biological interactions, the competing 
species densities and the spatial scale of the observations. The assumption that all species will respond 
similarly to environmental change is not realistic, thus it might be possible that HSMs will provide 
erroneous predictions of the realised niche due to different biological interactions in case of climate 
change that limit the fundamental niche in a different way (Pearson and Dawson, 2003; Hirzel and Le 
Lay, 2008). Under climate change, the correlative relation between species distributions and proxy 
variables (e.g. depth) can change, because there was only an indirect relation between the variable and 
the species response. This can be avoided by using more causal variables that are directly determining 
the physiological limits of the species in HSM.  
Chapter 1. General introduction 
60 
 
Dispersion limitation needs to be considered when modelling species distributions and 
extinction risk under climate change, otherwise predicted and observed future distributions might differ 
considerably due to barriers that prevent species from migrating to their most suitable habitat (Pearson 
and Dawson, 2003). Correlating the current climate with the observed species distribution will not 
always identify the full climatic range of the species, because the species was unable to reach all 
suitable patches (Pearson and Dawson, 2003). When making predictions with HSMs, dispersion 
limitation should be incorporated to model the risk for species extinctions. If a species is unable to track 
its suitable habitat it will have a high risk of extinction.  
Shifts in species distributions can be simulated by evaluating changes in the species 
distributions under climate change scenarios (Cheung et al., 2009). As each meteorological climate 
model has its own limitations and variance, a greater understanding of climate scenarios and how these 
can be used as input for HSMs is needed (Beaumont et al., 2008). There is no single best climate model 
at this moment, so it is more reliable to consider the whole range of climate models available and 
compare the range of outcomes of the subsequent HSMs for a species (Beaumont et al., 2008).  
 
1.3.7. Assessment of the strength of biotic interactions  
 
HSMs mostly model the distribution of species based on abiotic variables only (Elith and Leathwick, 
2009). The effect of biotic interactions can be modelled by using the density or presence of interacting 
species as predictive variables. When biotic interactions are included as predictive variables, the 
variance in the species distribution explained by the HSM will increase (Guisan and Thuiller, 2005). As 
HSMs cannot model feedback interactions as in population models, this approach should be regarded 
as a coarse method of exploring and modelling species interactions. If the physical habitat is suitable, 
but the species is absent this can be due to biotic interactions. Including those interactions in the HSM, 
can thus improve the predictive performance of HSMs. In the ideal situation human impacts should also 
be considered in the HSM, if they are assumed to influence the species distribution.  
The relative contribution of biotic interactions can be determined by quantifying the extra 
variance explained when the densities of other species are used as a predictive variable. If this inclusion 
increases the model fit considerably, both species are assumed to interact in a negative or positive way, 
depending on the sign of the estimated model parameter. The different interactions that can be included 
are predation (density predator and/or prey), competition (density competitor), parasitism (density host 
or parasite) and mutualism (density mutualistic species). The main advantage of including other species 
as predictors, such as the predators or prey of the modelled species, is that these species densities are 
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often more direct and causal predictors. As such, trophic interactions can be included in a simple way. A 
drawback is that the density of one species is needed to predict another, which limits the use of the 
models for extrapolations.  
Species lower in the food chain are expected to have a more direct link with environmental 
variables. Higher up in the food chain, species are mainly determined by the densities of their prey, but 
environmental variables still limit their distribution at larger spatial scales. A predator is thus responding 
indirectly to the environmental variables that determine the density of its prey. A competitively dominant 
species will be influenced less by the presence of competing species and will therefore face weaker 
negative biotic interactions (Guisan and Thuiller, 2005; Hirzel and Le Lay, 2008). As a result, the 
fundamental and occupied niches of dominant species are expected to be more similar compared to 
subordinate species (Guisan and Thuiller, 2005).  
The interpretation of the partitioning of the explained variance between abiotic and biotic 
variables is not straightforward. Environmental variables might have a strong relation with the species 
distribution, but when an interacting species is introduced as a variable, the contribution of 
environmental variables might become marginal (Elith and Leathwick, 2009). Sometimes it thus remains 
unclear if improvement of model fit after inclusion of one species as predictor truly reflects biological 
interactions or reflects the absence of an important environmental predictor (Guisan and Thuiller, 2005).  
When including biotic interactions in the HSM, scale aspects come into play, as each ecological 
process and interaction has its proper scale (Guisan and Thuiller, 2005). A mismatch between the 
spatial distribution of predator and prey should be avoided by using fine resolution observations, 
otherwise the problem of “released matching” (Guinet et al., 2001) will happen: the prey-predator 
relation will change when observed at another spatial resolution. At fine resolution the prey avoids the 
predator, at lower resolution the predator seemed to attract the prey because they both share the same 
physiological range limits. In general, biotic interactions are mostly expected to have an effect on 
species distributions on small scales (Hirzel and Le Lay, 2008), while on macro-scale physiological 
limits are expected to determine the species distributions (Pearson and Dawson, 2003).  
The most widely used biotic variable in the marine HSM literature is prey abundance, which has 
a very direct and causal link with the presence and density of predators. Le Pape et al. (2007) used 
densities of benthic epifauna prey to model the density of flatfish. Bradshaw et al. (2002) found squid 
and prey fish densities to be important predictors for the modelling of fur seal colonies. Rooper et al. 
(2005) used the density of prey invertebrates as a predictive variable to predict the flathead sole 
distribution. Van Tomme et al. (submitted) iteratively used the density of one species as a predictive 
variable in the HSM to predict another species in a macrofauna data set. Based on the extra variance 
explained by including species densities as predictors, a scheme with hypothised positive and negative 
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interactions between all species was drawn. This scheme can be a start for future experiments or food 
chain modelling with dynamic models.  
1.3.8. HSMs in biogeography and phylogeny  
 
As evolution is usually too slow to lend itself to experimentation, analytical techniques such as HSMs 
appear to be a valuable addition to biogeography and phylogenetic research (Hirzel and Le Lay, 2008). 
New insights in biogeographical and biodiversity patterns can be gained from investigating the 
evolutionary patterns of niche diversification. Species adapt over evolutionary time to new 
environmental conditions due to natural selection, but only when the new conditions are not too different 
from the ancestral niche of the species. Thus, over short time scales niche conservatism (Wiens and 
Graham, 2005) is assumed, while over a long time scale niche evolution and the emergence of new 
species is expected.  
Conservatism of the preferred range of an environmental variable can be inferred through 
ancestral character state estimation in a phylogenetic tree (Verbruggen et al., 2009). By plotting the 
habitat preference of species living today on a phylogenetic tree, the preference of extinct ancestors can 
be inferred. Then it becomes possible to infer if the preference for an environmental variable has been 
conserved over evolutionary times (Wiens and Graham, 2005; Verbruggen et al., 2009). For example, 
Verbruggen et al. (2009) plotted the temperature preference, as modelled in a HSM, on a phylogenetic 
tree of the algal genus Halimeda and observed that the genus is characterised by a conservatism of the 
temperature preference for tropical temperatures, but one section of the genus managed multiple times 
to invade colder habitats independently. 
HSMs can also be applied to investigate speciation patterns. Allopatric speciation is generally 
caused by a geographic barrier between two subpopulations that consists of unsuitable environmental 
conditions or a migration barrier (e.g. land, deep ocean; Wiens and Graham, 2005). These barriers 
result in a dispersion limitation between the two subpopulations which can then evolve to separate 
species over time because the genetic exchange has stopped. To infer if allopatric speciation has 
happened in the formation of two related species, HSMs can be used to project the modelled habitat 
preference of a species living at one side of the barrier, on the habitat of the whole region. In case of 
dispersion limitation, and thus allopatric speciation, the region of the second species might be suitable 
for the first species, but due to the migration barrier, the species cannot disperse there and allopatric 
speciation has taken place.  Niche conservatism is important in allopatric speciation because it will limit 
adaptation to the unsuitable habitat in the geographic barrier, and two new species will evolve (Wiens 
and Graham, 2005). Verbruggen et al. (2009) applied the habitat preference of some algae species to 
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the whole ocean and were able to conclude that suitable, but distant, habitats were often not occupied 
by the species, strengthening the case for dispersal limitation. 
Parapatric speciation is when species evolve in neighbouring regions, which are often 
separated by potential contact zones that have a lower habitat suitability. The lower the suitability of this 
contact area, the lower the chance of genetic exchange between subpopulations at both sides of the 
zone (Rissler and Apodaca, 2007). An application of HSMs here, is to model the suitability of the contact 
zone (Rissler and Apodaca, 2007). The local suitability of the contact zone can be used as a weighing 
factor in the calculation of the effective distance between the two neighbouring regions. The effective 
distance is here defined as the geographic distance times a factor determined by the local suitability of 
the contact zone (Adriaensen et al., 2003), with less suitable habitat increasing the effective distance. 
 Such a least cost migration model (Adriaensen et al., 2003) based on HSMs would allow to 
compare the genetic distance with the effective distance. A high cost, thus high effective distance, to 
migrate between subpopulations will increase the chance of parapatric speciation. Not only species, but 
also metapopulation structures can be studied in this way, by comparing the connectivity based on the 
habitat suitability, with the genetic distance between metapopulations.  
HSM can also be used for species delimitation, by assessing if there are two or more distinct 
ecological niches within one species. Cryptic diversity or taxonomic errors can thus be suggested by 
comparing the habitat preferences for subspecies that are expected to be separate species. Even more 
proof can be generated when combining HSM with mitochondrial DNA and morphological data to re-
evaluate species limits (Raxworthy et al., 2007).  
1.4. General objectives of the thesis 
 
 
Despite the increased number of applications of habitat suitability modelling in recent years, the 
methodology of these models can still be improved significantly. Therefore, the general objective of this 
thesis is the improvement of the existing HSM methodology and more specifically the approach to 
model the distribution of macrobenthos species. In the introduction of this thesis several shortcomings of 
the methodology were pointed out. Three specific topics of the model development of HSMs are chosen 
for further research: 1) choice of the modelling technique, 2) model selection and 3) model validation. 
Each topic can be seen as a challenge in the current HSM methodology that this thesis aims to deal 
with. In this section each challenge will be discussed, as well as the data sets used and the species for 
which the models will be developed.  




Challenge 1: Which modelling technique to use? (Chapter 2) 
 
Numerous alternative modelling techniques are available to model the distribution of species. In this 
chapter, two commonly used correlative modelling techniques for absence/presence data will be 
compared: artificial neural networks and logistic regression, a type of GLM. Each modelling technique 
has several advantages and disadvantages (see Chapter 1 and Appendix I-II), and these will be 
compared against each other.  
Models will be developed to predict the spatial distribution of the species Lanice conchilega, a 
common tube-building polychaete along the North-western European coastline. Marine management of 
the BPNS would greatly benefit from knowledge of the spatial distribution of this species. This species is 
known as a habitat engineer, increasing macrobenthic species diversity and abundance in soft 
sediments that lack any structure, through enhancement of the habitat complexity (Zühlke et al., 1998; 
Zühlke, 2001; Rabaut et al., 2007). L. conchilega is also an important food source for several demersal 
fish (Rijnsdorp and Vingerhoed, 2001) and, when occurring in high densities L. conchilega aggregations 
act as a refugium against predation for many organisms (Woodin, 1978).  
The models will be developed with a data set collected in the Western Coastal Banks, a small 
region in the south west of the BPNS (Fig.1.3). This data set was chosen because the samples were 
collected on a high resolution sampling grid (500m) and numerous environmental variables were 
measured.  
 
Challenge 2: What is the most optimal combination of predictive variables? (Chapter 3) 
 
The general aim of Chapter 3 is the improvement of the model selection methodology for HSMs. Model 
selection is considered a central step in the model development (Guisan and Zimmermann, 2000; 
Heikkinen et al., 2006; Franklin and Miller, 2009). Stepwise model selection is most often used in habitat 
suitability modelling (e.g. Attrill et al., 1999; McBreen et al., 2008), but this approach has a number of 
disadvantages (see Chapter 1). Therefore, the Combined Model Optimisation Criterion (CMOC) is 
proposed in this chapter which combines the predictive performance of the model as well as the model 
complexity for both the model calibration data and for independent data. The proposed modelling 
approach will be able to deal better with the properties of most data sets which are opportunistically 
collated to calibrate HSMs (e.g. low/high prevalence, multicollinearity, etc). The CMOC is not based on 
a contingency table and therefore does not require the arbitrary choice of a cut-off for presence.  
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The newly developed model selection approach will be applied to determine the most optimal 
logistic regression models. Logistic regression is chosen because this technique is often used in HSMs 
(e.g. Ysebaert et al., 2002; Le Pape et al., 2003), is relatively simple and well established statistically. 
GLMs have a transparent model structure and a comparatively low number of parameters (Reineking 
and Schroder, 2006). The conclusions and the proposed methodology can be applied universally to 
other HSM modelling techniques.  
The proposed methodology will first be tested on artificial data of a virtual species (Hirzel et al., 
2001), because this provides full control over the data set. In a second step, the model selection 
methodology will be applied to field observations of Abra alba, a marine bivalve species. This species is 
an indicator for the A. alba macrobenthic community in the Southern North Sea, which is one of the 
ecologically most important soft-sediment macrobenthic communities along the coastal areas of the 
English Channel and Southern Bight of the North Sea (Van Hoey et al., 2005). 
The Macrodat data base with samples of the whole BPNS will be used to calibrate the models. 
This data set is representative for most marine data sets used in HSM development: the samples are a 
collation of different research projects over several years and only a limited number of variables is 
available for all the samples.  
 
Challenge 3: Are the model predictions reliable? (Chapter 4) 
 
There is a disproportionally large effort in developing HSM models, compared to the validation of the 
models (Eastwood et al., 2003). Traditionally, HSMs are only validated by comparing the observations 
with the model predictions. The general goal of Chapter 4 is to plea for an integrated validation of 
marine HSMs which also validates the ecological soundness of the models. Such an integrated 
validation will consider: 1) the validation of the model with species observations (internal or external 
model validation), 2) ecological insights from the literature, 3) habitat preference experiments and, 4) 
assessment of the distribution of the model calibration data over the range of the predictive variables.  
Ecological knowledge from the literature on the modelled species will be combined in a 
conceptual scheme. Such a scheme, as well as the habitat preference experiments, will be useful to 
determine if the relation of a variable with the species distribution is causal or rather correlative (i.e. a 
proxy variable). Knowledge on the causality of a variable is crucial when models will be transferred to 
other regions or periods (Luoto et al., 2002; Randin et al., 2006). The habitat experiments performed will 
also allow exploring the extent of the fundamental niche, as the preference for one variable is tested 
while other effects are excluded. For each variable in the data set it will be determined if the sampled 
variable range is sufficient to discriminate species absence and presence. Sometimes ecologically 
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useful variables will not be chosen in the model selection as the sampled range is insufficient. The 
model development is based on the CMOC approach proposed in the previous chapter. Logistic 
regression will be used as a modelling technique.  
To illustrate the suggested model validation improvements, a HSM based on GLMs will be 
developed for the bivalve species Donax vittatus (Da Costa 1778). This species was chosen because 
extensive ecological literature is available on the species, habitat preference experiment results are 
available and the species is a food source for juvenile plaice (Pleuronectes platessa; Burrows and 
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Grab samples to monitor the distribution of marine macrobenthic species (animals >1mm, living in the 
sediment) are time consuming and give only point based information. If the habitat preference of a 
species can be modelled, the spatial distribution can be predicted on a full coverage scale from the 
environmental variables. The modelling techniques Generalised Linear Models (GLM) and Artificial 
Neural Networks (ANNs) were compared in their ability to predict the occurrence of Lanice conchilega, a 
common tube-building polychaete along the North-western European coastline. Although several types 
of environmental variables were in the data set (granulometric, currents, nutrients) only three 
granulometric variables were used in the final models (median grain size, mud% and coarse sediment 
fraction). ANNs slightly outperformed GLM for a number of performance indicators (% correct 
predictions, specificity and sensitivity), but the GLM were more robust in the crossvalidation procedure.  
 
Key words:  
Lanice conchilega, polychaete, habitat preference, Generalised Linear Models (GLMs), Artificial Neural 
Networks (ANNs) 
2.1. Introduction  
 
This research will focus on Lanice conchilega, a common tube-building polychaete along the North-
western European coastline. This species was chosen because of its role as habitat engineer, 
increasing macrobenthic species diversity and abundance in soft sediments that lack any 3D structure, 
through enhancement of the habitat complexity (Zühlke et al., 1998; Zühlke, 2001; Rabaut et al., 2007). 
Lanice conchilega is also an important food source for several demersal fish (Rijnsdorp and Vingerhoed, 
2001; Rabaut et al., 2007) and, when occurring in high densities Lanice acts as a refugium against 
predation for many organisms (Woodin, 1978).  
 The aims of this chapter are: 1) to identify the environmental variables determining the 
distribution of L. conchilega, 2) to search for the most optimal model describing the habitat preferences 
of L. conchilega and, 3) to compare the modelling performance of Generalised Linear Models (GLMs, 
Hastie et al., 2001) and Artificial Neural Networks (ANNs, Lek and Guegan, 1999) when applied to a 
marine data set. 
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2.2. Material and methods  
2.2.1. Data availability  
 
All samples used were collected in the near shore part of the Belgian Part of the North Sea (BPNS; Fig. 
2.1) within the framework of the HABITAT-project (Degraer et al., 2002; Degraer et al., 2003) in October 
1999, March 2000 and November 2000. The major part of the samples (265) were collected in the area 
of the western Coastal Banks (WCB), a small complex of sandbanks and swales covering a wide range 
of soft sediment habitats (Degraer et al., 1999a). Outside of the WCB, 38 additional samples were 
collected in November 2000, along four transects perpendicular to the coastline. The samples were 
collected with a Van Veen grab (sampling surface area: 0.1 m²) and sieved alive over a 1 mm sieve. In 
each sample the presence of adult L. conchilega individuals was assessed. 
 
Fig. 2.1. Overview map of the sampling locations in the Belgian Marine Area. Numbers indicate the four 
transects. Projection UTM 31N WGS84. 
  
In total 29 environmental variables were available in the data set. The range of each variable is provided 
in Table 2.1. A sediment subsample was taken of each Van Veen grab with a 3.6 cm diameter core to 
measure nutrient concentrations in the interstitial water: nitrate and nitrite (NO3+NO2), ammonium (NH4), 
orthophosphate (PO4) and silica (Si). Sediment granulometry was determined: the sediment fraction < 
850 µm was analysed with a LS Coulter laser counter (volume %), while the sediment fraction >850 µm 




was weighted (mass %). The following variables were calculated for the <850 µm size fraction: median 
grain size, mean grain size, mean/median grain size ratio (M/M ratio), the 10% and 90% percentiles 
(d10 and d90), mode, standard deviation of the grain size distribution, skewness, kurtosis, the volume 
percentages of the 0-63 µm (hereafter: mud%), 63-125 µm, 125-250 µm, 250-500 µm and 500-800 µm 
fractions, as well as the mass percentage of the > 850µm fraction (hereafter % coarse fraction). 
 
Table 2.1. Range of the variables in the data set. d10 and d90: 10% and 90% quantile of the grain size 
distribution. U and Umax: median and maximum bottom current. BSRTM and BSRTX: median and 
maximum bottom shear stress. 
Variable Min Mean Max Variable Min Mean Max
L. Conchilega density m-1 0.00 56.32 2300.20 800-850 µm 0.00 0.43 9.56
Mean grain size 8.61 238.48 617.00 % coarse fraction 0.00 5.11 86.02
d10 0.98 148.17 431.00 NO2 (µg/l) 0.00 18.65 275.00
Median grain size 7.98 256.14 655.60 NO3 (µg/l) 6.00 725.90 4738.00
d90 63.18 407.79 849.40 NO3+NO2 (µg/l) 3.00 552.21 4753.00
Mean/Median ratio 0.50 0.91 1.08 NH4 (µg/l) 328.00 6785.73 66463.00
Mode grain size 4.97 267.30 853.00 PO4 (µg/l) 77.00 1848.14 13489.00
Stdev. grain size 1.26 2.08 6.80 Si (µg/l) 157.00 1336.64 4887.00
Skewness 1.58 5.46 46.18 U (m/s) 0.15 0.24 0.34
Kurtosis -5.76 -1.83 0.65 UMAX (m/s) 0.32 0.51 0.80
0-63µm -1.12 9.53 52.99 BSTRM (m/s) 0.26 0.47 0.92
63-125 µm 0.00 3.20 20.20 BSTRX (m/s) 0.67 1.68 4.06
125-250 µm 1.58 41.93 82.40 Chla max (mg m-3) 34.58 83.58 100.26
250-500 µm 0.00 39.87 78.40 Chla median (mg m-3) 8.16 12.58 17.03
500-800 µm 0.00 6.83 61.50 Depth (m MLSW) -16.65 -7.17 0.00
 
 Bottom current speed and bottom shear stress were obtained from the 3D baroclinic 
hydrodynamic COHERENS model (Luyten et al., 2003). This model has a horizontal resolution of about 
250x250 m and a vertical resolution of ten layers. U and Umax are the median and maximum bottom 
current, and BSRTM and BSRTX are the median and maximum bottom shear stress. Median and 
maximum chlorophyll-a concentration in the surface water were obtained from MERIS satellite images 
of 2003 from the REVAMP-project (Peters et al., 2005).  
 The distribution of the samples over the range of each predictive variable can have 
undersampled, oversampled and unsampled regions (see 4.2.4) In Fig 2.2. A visualisation of the sample 
distribution is provided for the variables in the final models. The depth range is also provided, because 
this variable is important when setting use limits for the obtained HSM.  
 




Fig. 2.2. Distribution of the observations over the range of the variables in the final models and 
additionally the depth range of the samples.  
 
2.2.2. Modelling techniques  
2.2.2.1. Variable selection  
 
Since related variables (e.g. all granulometric variables) were expected to be highly correlated and thus 
redundant, Principal Component Analysis (PCA, Smith, 2002) was used to analyse the relationships 
among the variables before inclusion into the models. A varimax rotation was performed to maximise 
the independence of the Principal Components (PCs). After an exploration of the variable relations in 




the data set, a forward stepwise selection was performed to select a final GLM. In a final step an ANN 
was developed with the same variable combination as obtained with the GLM stepwise selection.  
2.2.2.2. GLM: logistic regression  
 
To predict the absence or presence of L. conchilega, logistic regression (Trexler and Travis, 1993), a 
type of GLM, was used. Logistic regression has been widely used in ecology (Paruelo and Tomasel, 
1997; Ysebaert et al., 2002; Verween et al., 2007) and predicts the probability (between 0 and 1) that a 
species will occur, based on the environmental conditions. In appendix II in this thesis an extensive 
introduction to GLMs and logistic regression is provided. Since the sample distribution was binary 
(present or absent), the logit link function was used. The forward stepwise likelihood-ratio method was 
used to select the best set of variables. Interaction terms and non-linear terms (i.e. quadratic) of each 
variable were also included in the set of predictive variables. The Wald-test (Kutner et al., 2005) was 
used to test the significance of the model parameters β. The Wald-test tests if H0: β = 0 is true by using 
the large-sample normality approximation of maximum-likelihood estimates. The Wald-statistic z² is 
obtained by dividing a parameter estimate by its standard error and then squaring it. In case H0 holds, z² 
has an χ² distribution with one df. It was necessary to convert the continuous logistic regression output 
[0 – 1], to discrete absences and presences to create a contingency table. The cut-off value for species 
presence was based on the prevalence of the species L. conchilega in the data set (present in 26% of 
the samples, cut-off of 0.26) as proposed by Ysebaert et al. (2002). The analysis was performed with 
SPSS version 12.0 (SPSS, Inc., Chicago IL). 
 Threefold crossvalidation was used to test the robustness of the models. The complete data set 
was randomly split in three parts and two parts were iteratively used to construct a model, and the third 
part to test the model. Next, a final model was constructed with all the data.  
2.2.2.3. Artificial Neural Networks  
 
Artificial Neural Networks (ANNs) are a technique from the field of machine learning (Lek and Guegan, 
1999). They have a similar structure as the human brain: a network of connected neurons. In appendix I 
of this thesis an extensive introduction to ANNs is provided. The neurons are the building blocks of the 
ANN. Data enters a neuron from several other neurons, is summed and then fed into an activation 
function, which generates the output of the neuron. Neurons can pass on information because they are 
connected. The importance of a connection is expressed as an interconnection weight. The adjustment 
of these weights will influence the model output (Lek and Guegan, 1999). Through a learning algorithm, 
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the weights will be adjusted iteratively, increasing the agreement between the observed and predicted 
presence of the species (Lek and Guegan, 1999).  
Fig. 2.3. The Artificial Neural Network model, constructed with all data, which predicts the presence of 
Lanice conchilega.  
 
The ANNs in this research have their neurons organised in three layers: environmental variables are 
presented at the input layer, are passed on to the hidden layer which processes the information and an 
output layer which generates the prediction of the probability of presence of L. conchilega. The 
interneurons use a logistic transfer function, while the output neuron uses a linear transfer function. Prior 
to the model calibration, the environmental variable values were standardised to the interval [-1, 1]. The 
species was predicted to be present if the ANN output was larger than 0.5 (i.e. the cut-off for presence). 
As for GLMs, threefold crossvalidation - used to test the robustness of the models. The ANNs were 
constructed in MATLAB 6.1 using the neural networks toolbox.  
2.2.3. Model performance and variable contribution  
 
In order to assess and compare the predictive power of GLMs and ANNs several performance 
indicators were calculated. Most indicators were based on a two by two contingency table containing the 
number of True Positive (TP), False Negative (FN), True Negative (TN) and False Positive (FP) 
predictions (see 1.2.4.2. Model performance indicators). The overall percent of correct predictions was 
expressed as the % of Correctly Classified Instances (CCI, Fielding and Bell, 1997). The ratio of the 
number of correctly classified species absences over the total number of predicted species absences 
was calculated as the Negative Predictive Value. Similarly, the Positive Predictive Value was calculated. 
The model specificity and sensitivity were calculated. Cohen’s Kappa (Dedecker et al., 2004) was 
























species in the original data set. An alternative statistical parameter used to express the performance of 
a model is the Area Under the Curve (AUC; Fielding and Bell, 1997). This parameter expresses the area 
under the Receiver Operator Curve (ROC), which is 1 for a perfect model and 0.5 for a null model 
without parameters. The AUC is not dependent on a single cut-off for presence at which the species is 
present, but a series of cut-off values are used (each resulting in a sensitivity and specificity value). In 
this way the AUC evaluates the model output in a continuous, instead of a discrete manner. Although 
the AUC does not require the choice of single a cut-off for presence, this performance indicator has 
some drawbacks 1) it ignores the goodness-of-fit of the model (Lobo et al., 2008), 2) the performance of 
the model in regions that are not practically used is incorporated in the AUC (Lobo et al., 2008), and 3) 
the AUC is not independent of the prevalence of the species, contrary to common believe (Maggini et 
al., 2006; Lobo et al., 2008). Finally, the Pearson correlation between the output of the ANNs and GLM 
final models was calculated to assess the similarity of the predictions.  
 The relative contribution of an environmental variable in the prediction of the probability of 
presence of L. conchilega was assessed. The Wald statistic (see Appendix II) for each variable in the 
GLM was calculated (Ysebaert et al., 2002). Equivalently, the partial derivatives (PaD) method was 
used for assessing variable contribution for the ANN (Dedecker et al., 2004). This method calculates the 
partial derivatives of the ANN output with respect to the input are calculated (Dimopoulos et al., 1995). 
Per variable the sum of squared partial derivatives is calculated and averaged over all the neurons. The 
input variable that has the highest sum, influences the output most. 
 
2.3. Results  
2.3.1. Principle components analysis 
 
The first five PCs explain 78 % of the variance in the data and were clearly associated with groups of 
related environmental variables (Table 2.1). PC1 was most correlated with the sorting of the sediment 
and the fine sediment fraction, PC2 with the coarser fraction and with general sediment variables, PC3 
only with current characteristics, PC4 with the shape of the grain size distribution and PC5 with the 
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Table 2.2. Principal Component Analysis: rotated scores (Varimax rotation) of the variables for the first 
five principal components (PC). The percentage of variance explained is shown in the upper right for 
each PC. Only scores with an absolute value above 0.50 are shown. 
 
PC1 38% PC2 16% PC3 10% PC4 9% PC5 5%
St. dev grain size 0.96 500-800 µm 0.94 U 0.93 Skewness 0.96 NH4 0.73
38-63 µm 0.92 Mode 0.91 UMAX 0.93 Kurtosis -0.93 PO4 0.65
% mud 0.87 d90 0.89 BSTRM 0.92 NO3+NO2 -0.56
63-125 µm 0.78 Median grain size 0.84 BSTRX 0.76
M/M ratio -0.78 125-250 µm -0.79
d10 -0.77 Mean grain size 0.75
Mean grain size -0.62 % coarse fr. 0.71
 
2.3.2. Comparison techniques and variable contribution  
 
The GLM forward selection algorithm allowed to select the most optimal set of environmental variables 
for the GLMs (Table 2.2). The selected set contained only three granulometric variables: median grain 
size, % mud and % coarse fraction, along with the quadratic terms mud%2 and % coarse fraction2 (all 
interaction terms were rejected).  
 
Table 2.3. The model parameters of the GLM (logistic regression) model with all data for prediction of 
the presence of Lanice conchilega. The parameter estimates β, the standard error (S.E.) on the 
estimates and the Wald statistic are provided. An asterisk indicates the Wald statistic was significant. 
β S.E. Wald
Median grain size -0.02 0 14.95*
Mud % 0.26 0.09 9.05*
Mud² -0.01 0 9.02*
% coarse 0.28 0.08 11.33*
% coarse² -0.01 0 8.68*
Constant 2.19 1.1 3.97*  
 
The same variables that were selected in the stepwise model selection of the GLM model (median grain 
size, mud% and % coarse fraction) were used in the ANNs. ANNs with one hidden layer containing 
three neurons were constructed (Fig. 2.3). The ANN interconnection weights and bias values are 
provided in Table 2.3. Direct interpretation of these parameters is however not straightforward.  
 




Table 2.4. Parameters of the Artificial Neural Network model, constructed with all data, for the prediction 
of the probability of presence of Lanice conchilega. Each connection in the ANN is described by its start 
and end. For each connection the interconnection weight is provided, as well as the bias for each 




size % mud % coarse bias1
neuron1a 1.41 -4.83 -6.08 -3.36
neuron1b 5.28 0.45 1.18 -1.32
neuron1c 2.44 6.43 0.99 -4.74
neuron1_a neuron1_b neuron1_c bias2





Table 2.5. Model performance indicators for the models developed in each of the three crossvalidation 
folds, and for the models developed with all data. CCI: Correctly Classified Instances, NPV: Negative 
Predictive Value, PPV: Positive Predictive Value, spec.: specificity; sens.: sensitivity, AUC: Area Under 
the Curve. Model performance of the models developed with all data, was calculated on all data as no 
samples were kept in a separate test set.  
 
All data All data
fold 1 fold 2 fold 3 fold 1 fold 2 fold 3
CCI 78.1 74.5 73.5 78.0 82.1 85.7 82.0 80.6
NPV 0.90 0.90 0.91 0.92 0.88 0.90 0.86 0.89
PPV 0.56 0.51 0.50 0.55 0.66 0.74 0.69 0.56
specificity 0.79 0.74 0.71 0.77 0.88 0.91 0.91 0.85
sensitivity 0.77 0.77 0.81 0.81 0.67 0.71 0.58 0.66
Kappa 0.50 0.44 0.43 0.49 0.54 0.63 0.52 0.48
AUC 0.83 0.81 0.83 0.83 0.85 0.85 0.88 0.85
CCI 74.5 71.4 73.5 / 78.6 72.4 81.6 /
NPV 0.51 0.47 0.50 / 0.85 0.81 0.92 /
PPV 0.91 0.87 0.88 / 0.62 0.50 0.54 /
spec. 0.72 0.72 0.74 / 0.86 0.82 0.85 /
sens. 0.81 0.69 0.73 / 0.59 0.48 0.70 /
Kappa 0.45 0.36 0.41 / 0.46 0.30 0.49 /
AUC 0.82 0.77 0.77 / 0.81 0.77 0.80 /
Generalised Linear Models Artificial Neural Networks
Calibration set
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The modelled response of the final models was relatively similar between the GLM and ANN models 
(Fig. 2.4). After conversion of the predicted outcomes to a binary coding (using the cut-off for presence 
values), a number of performance indicators were calculated (Table 2.4). For each performance 
indicator, a t-test was performed between the results of the GLM and ANN. The values were pairwise 
compared for each fold. The CCI, specificity and sensitivity of the ANNs were significantly different from 
their GLM counterpart (paired t-test, 6 df; p< 0.05), but this is also related to the different cut-off for 
presence used for both modelling techniques. The NPV and PPV and the Cohen's Kappa were not 
significantly higher for the ANNs (NPV and PPV: 6 df, p>0.05; Cohen's Kappa: 3 df; p> 0.05). The AUC 
was significantly larger for the ANNs (paired t-test; 3 df; p<0.05). The Pearson correlation between the 
ANN and GLM final model output was high: r=0.89 (p<0.01).  
 
 
Fig. 2.4. Predicted probability of presence of L. conchilega for the final GLM (2.4a and 2.4c) and ANNs 
(2.4b and 2.4d) calibrated with all samples.  
 
Table 2.6. The relative contribution (%) of the variables in the prediction of the presence of L. 
conchilega. For the GLM the percentages are based on the Wald statistic, for the ANNs on the partial 
derivatives method. The relative contribution of the variables is provided for the models developed in the 
threefold crossvalidation. “All data” indicates the relative variable contribution in the final model created 
with all samples.  
Variable 1 2 3 All data
Median grain size 27.5 25.5 37.8 26.2
% mud 20.3 14 10.8 15.9
%  mud2 16.3 13 14.9 15.8
% coarse fraction 19.2 23.6 15.9 19.9
% coarse fraction2 11.6 17 5.6 15.2
Constant 5 6.9 15 7
Median grain size 21.2 5.1 2.6 18.7
% mud 49.8 6.3 5.9 37.2











For the GLMs, the relative contribution of the variables in predicting the presence of L. conchilega was 
similar between the three folds and the final model with all data (Table 2.5). Overall the median grain 
size was most important in the GLMs, the other two variables and their quadratic terms had a similar 
contribution to the prediction, the constant was less important (Table 2.5). The ANNs showed a high 
variability in variable contribution between the folds and the final model. The order of variable 
contribution in the final model was reversed compared to the GLM: from % coarse fraction over mud% 
to median grain size.  
2.4. Discussion  
2.4.1. Selection of environmental variables 
 
PCA allowed only to assess the mutual relations of the variables, but did not allow to distinguish if the 
variables were important in the prediction of L. conchilega. In a later stage, the forward selection 
algorithm was very important in selecting the final set of appropriate environmental variables. A good 
selection of environmental variables is crucial to obtain reliable HSMs. The data set contained 
numerous predictive variables. Using all variables would increase the number of model parameters to 
be estimated. Also, the inclusion of redundant variables (e.g. all sediment grain size variables) would 
complicate the assessment of the relative variable contribution, an assessment which is very helpful to 
derive ecological insights from a model. The relative contribution of two highly redundant variables will 
be “shared” between them, underestimating their importance.  
The stepwise selection used in this chapter has some major drawbacks (see 3.1.2.1.): 1) the 
selection can get stuck in local optima, 2) is sensitive to multicollinearity and 3) only provides one final 
model. Therefore the need for a more reliable model selection methodology was identified in this 
chapter. This need is answered in chapter 3 with the proposed Combined Model Optmisation Criterion.  
2.4.2. Modelled habitat preference  
 
Although a data set with various types of environmental variables was available (granulometric, bottom 
currents, nutrients and chlorophyll), only three granulometric variables were selected during the 
modelling exercise. The relative order of the contribution of these variables in the GLMs was median 
grain size, % coarse fraction (sum of relative importance of linear and quadratic term) and % mud (idem 
% coarse). For the ANNs the same predictive variables were used as for the GLMs, but the order of the 
variable contribution observed was not consistent between the folds and the final model with all 
samples. The range per variable where the species is expected to be present (predicted probability > 
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cut-off for presence) is provided here. The GLM predicts the species to be present between a median 
grain size between 150 and 325 µm, a mud percentage between 0 and 23, and a coarse fraction 
between 0 and 30 percent. The ANN predicts the species to be present between a median grain size 
between 150 and 290 µm, a mud percentage between 0 and 23, and a coarse fraction between 0 and 
30 percent. Based on the limited depth range sampled, a use limit is set on the application of the 
models. The models should only be used within the 0 to -17m depth range.  
Previous studies did point out the importance of granulometric variables (Gray, 1981; Snelgrove 
and Butman, 1994), but Buhr and Winter (1977) indicated that currents also have an important effect on 
a much smaller scale for L. conchilega. In the models presented here, currents were not selected as 
predictive variable. However this could be due to the spatial resolution of the oceanographic model 
(Luyten et al., 2003) which was only 250x250 m. Chlorophyll-a was expected to be important in 
predicting the occurrence of L. conchilega, as it is a proxy for local food input. However chlorophyll was 
not selected for the models, probably because it showed little variance on such a small scale and the 
fact that only data from the year 2003 were available. The reason that nutrients were not chosen in the 
models could be due to a seasonal effect. There could thus be a mismatch in the temporal scale of 
observation: on one hand nutrients that change on short time scale were measured at one point in time 
and on the other hand species distributions that are relatively constant in time.  
 The models did not perform equally well throughout the whole range of the variables. This is 
due to the fact that there were only very little samples in some parts of the variable range. The model 
should therefore only be used within the variable range of the original data set used to construct the 
models (Fig. 2.2). The majority of the samples were found in the 150-400 µm range for the median grain 
size. The mud % of most samples ranged between 0 and 20%, while the % coarse fraction was zero for 
most samples (Fig. 2.2.). Another important use limit for the model is the depth range of the samples 
used to develop the model. The depth distribution is bimodal with peaks around -12m and -5m, no 
samples above the mean low water spring level, so no samples on the beach. This sets the use limits of 
the model from -17m to 0m water depth. Inclusion of samples at shallower depths in the data set should 
be considered to broaden the application of the model to the beach.   
The maximum values of the CCI are 80-85%. There appears to be a limit on the maximum 
predictive performance that can be achieved when the species distribution is predicted from the 
available variables. This could be explained by potentially useful predictive variables which were not 
measured and the patchy distribution of L. conchilega (Heuers et al., 1998). This distribution, due to 
biological interactions and recruitment fluctuations, introduces noise in the data set: a percentage of the 
samples in suitable environments would have no L. conchilega.  




2.4.3. Generalised linear models vs. artificial neural networks 
 
Although there was a very strong correlation between the model outputs of both modelling techniques, 
ANNs significantly outperformed GLM for a number of performance indicators (i.e. CCI, specificity and 
sensitivity). Also the AUC was significantly higher for the ANNs, indicating that the difference in 
performance is not due to the difference in the cut-off for presence of the species between both 
techniques. For the GLM each quadratic term and each interaction term had to be explicitly presented to 
the selection algorithm. The superior performance of ANNs could be explained by the fact that non-
linear functions and variable interaction are inherent to the architecture of the ANN, because of the 
connections between the neurons. The higher number of model parameters of the ANN (16 parameters 
vs. 6 in the GLM) allowed to fit the species-environment relation more precisely, but at the same time 
made the ANNs less parsimonious in comparison with the GLM counterpart. The interpretation of the 
numerous ANN parameters was not straightforward and also in the literature ANNs are often called 
“black-box” models (Olden and Jackson, 2002b).  
The effect of only two variables could be visualised simultaneously (Fig. 2.4), the graphs were 
only a simplification of the model predictions, which are in a multivariate space. However, performance 
and the relative variable contribution showed a higher dissimilarity between the folds for the ANNs. This 
could be due to the higher internal complexity of the ANNs or a high dependence on the initial 
conditions during the training of the network. From a parsimonious point of view the final GLM was 
superior, as the number of model parameters was lower in comparison with the ANNs, while the 
predictive performance was similar to the ANNs.  
2.5. Conclusions 
 
Which environmental variables in the data set determine best the spatial distribution of L. 
conchilega? 
 
Several types of environmental variables were in the data set (granulometric, currents, chlorophyll a 
concentration and nutrient concentrations), but only granulometric variables were selected as predictive 
variables. In a stepwise variable selection the variables median grain size, mud% and coarse fraction % 
were selected as the variables that were best suited to predict the spatial distribution of Lanice 
conchilega.  
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What is the most optimal model to describe the habitat preferences of L. conchilega? 
 
The most optimal GLM to predict the spatial distribution of Lanice conchilega: 
 
      logit(probability of presence) = median grain size  +mud% + mud%² + coarse fraction+ coarse fraction² + error 
 
The most optimal ANN used the environmental variables median grain size, mud% and coarse fraction 
%. There were 3 interneurons on a single hidden layer and all these neurons used the sigmoid transfer 
function.  
 
Which modelling technique was most optimal to model the distribution of L. conchilega? 
 
The ANNs had a slightly higher predictive performance compared to the GLM. But the ANNs had a 
higher variability in the predictive performance in the crossvalidation. When model parsimony is 
considered important, GLMs were superior, as the models were simpler and the predictive performance 
was only slightly lower than the ANNs.  
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Habitat suitability models (HSMs) are being used increasingly in a conservation context to model the 
spatial distribution of species. Based on the relation of the species with the environment, the distribution 
of the species can be predicted where only physical habitat variables are available. 
Model selection is necessary to find the most optimal variable combination to predict species 
distributions. In this research, a new model selection approach was proposed based on the general 
Model Optimisation Criterion (MOC) framework which incorporates both model fit and model complexity. 
The MOC of the model calibration and test set were combined, and in this way the generalisation ability 
of the models on an independent data set was incorporated in the model selection. Good generalisation 
was necessary to use the model in other regions or periods.  
All variable combinations were tested in an exhaustive model selection to find the most optimal 
model. Bootstrapping was used to create replicas of the calibration and test set for each variable 
combination. This resampling produced model replicas per variable combination, which increased the 
reliability of the model performance estimate. During the resampling, the prevalence of the species was 
always kept at 50% to avoid influences on the parameter estimates. The model selection performance 
was also compared with the widely used Cohen’s Kappa, Normalised Mutual Information (NMI) and the 
Area Under the Curve (AUC). The CMOC model selection, which combines the MOCs of the calibration 
set and the test or validation set, can be applied to any modelling technique for which a likelihood can 
be calculated.  
The proposed approach was first applied to a virtual species to test its performance and later to 
field observations of Abra alba, a marine bivalve. Overall the proposed model selection approach 
managed to find the true models that were used to generate the virtual species presences. When 
applied to real species observations, the selection approach allowed choosing the most optimal model, 
by making a trade-off between model complexity and model fit, while at the same time testing the model 
generalisation ability.  
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Habitat suitability modelling, species distribution modelling, model selection, variable selection, model 
optimisation criteria, Akaike Information Criterion (AIC), Bayesian Information Criterion (BIC), Abra alba 
3.1. Introduction 
3.1.1. Habitat Suitability Models 
 





Because natural habitats are globally under threat, conservation management needs to take measures 
to halt the deterioration of pristine areas and the loss of biodiversity. Such management decisions 
demand for a good knowledge on the ecosystems and habitats, in particular of the spatial distribution of 
plants and animals. To observe this distribution, sampling schemes have been set up to collect species 
distribution data at sampling locations. When these observations are plotted onto maps, they mostly 
provide only point-based estimates of the species distributions. To attain the level of full cover species 
distribution maps, researchers have been using Habitat Suitability Models (HSMs; Guisan and 
Zimmermann, 2000; Austin, 2007; Hirzel and Le Lay, 2008). HSMs can be used to create full cover 
distribution maps based on widely available maps of physical habitat variables. HSMs can produce 
predictions of the species distribution at locations where no species observations are available (Guisan 
and Zimmermann, 2000). 
HSMs allow to analyse and predict the distribution of species based on the local suitability of 
the habitat for the species. The general assumption is that more suitable habitats have a higher 
probability of species presence and will support higher species densities (Barry and Elith, 2006). Other 
assumptions of HSMs include that the species distribution is in equilibrium with the environment (Guisan 
and Thuiller, 2005; Václavík and Meentemeyer, 2009). Besides the development of species distribution 
maps, more sophisticated HSM applications exist, e.g. simulation of the ecological effect of 
management scenarios, guidance of new sampling efforts (Raxworthy et al., 2003) or the prediction and 
risk assessment of species invasions (Le Pape et al., 2004; see Chapter 1.3.). To model the species-
environment response in HSMs, several modelling techniques have been used. Most commonly 
Generalised Linear Models (GLMs) and General Additive Models (GAMs) have been used. Segurado 
and Araujo (2004) and Elith et al. (2006) provide comprehensive overviews of modelling techniques 
used in habitat suitability modelling. In this research, a model selection methodology for GLMs is 
proposed, but the methodology is generally applicable.  
3.1.2. Finding optimal models: model selection 
 
HSMs use a combination of environmental variables to predict the spatial distribution of suitable habitats 
for a species. These variables are assumed to determine the distribution of species (Barry and Elith, 
2006). Therefore, the selection of the most optimal combination of predictive environmental variables is 
a central step in the HSM development (Guisan and Zimmermann, 2000; Heikkinen et al., 2006). Model 
selection methods aim at determining the most optimal model by adequately constraining the number of 
predictive variables used, and thus the model complexity (Reineking and Schroder, 2006). Model 
selection is necessary to select the most parsimonious models and avoid models with highly correlated 




predictive variables. Including variables which share information, on the distribution of the species, will 
lead to multicollinearity which causes inflated variances of the model parameter estimates and hence 
too large confidence intervals (Miller, 2002).  
Model complexity, the number of variables in a model, is often considered relative to the 
complexity of an unknown true model (Anderson et al., 1998). Models with fewer parameters are said to 
underfit, whilst models with more parameters than the true model are said to overfit. The problem of 
model under- and overfitting is avoided when only the necessary variables to predict the species are in 
the model. If all available variables would be included, the complexity of the model and thus the number 
of model parameters would raise quickly.  
For biological data based on field observations of species, the concept of a true model which 
completely captures the species-environment relations seems inappropriate, and the model complexity 
of the most optimal model is expected to depend on the sample size (Anderson et al., 1998) as well as 
the complexity of the modelled ecosystem. This is because smaller, more subtle effects that are 
modelled by including more environmental variables or higher order terms, can often only be revealed 
as the sample size increases (Anderson et al., 1998; Burnham and Anderson, 2004). In the context of 
biological field data, there is thus no valid concept of model underfitting (Anderson et al., 1998), as the 
true model is infinitely complex, and the chosen model will always be too simple by definition. Thus for 
biological observations, the concept of a single true model does not hold, as the complexity of such true 
model is fixed by definition, and thus cannot change as a function of the sample size n (Burnham and 
Anderson, 2004). When no true model is assumed to exist as with biological field observations, under- 
and overfitting of a specific model are relative to the complexity of the parsimonious model, which is 
named hereafter the optimal model (Anderson et al., 1998).  
3.1.2.1. Model selection methodologies   
 
To perform model selection, a methodology is needed to generate alternative variable combinations and 
compare the models with these combinations. If the number of variables is low, it is feasible to manually 
develop and compare HSMs with alternative variable combinations. For a higher number of variables, 
two alternative methodologies are used: stepwise model selection and the exhaustive model selection 
algorithm.  
 
Stepwise model selection 
 
Stepwise model selection is an automatic procedure often used in regression-type models, where 
predictive variables are sequentially added to a model (i.e. forward selection) or removed from a model 
(i.e. backward selection) until an optimal model has been found. The stepwise method can be 





understood as a steepest descent optimisation method (Reineking and Schroder, 2006). At each step, a 
neighbourhood of models around the current candidate model is investigated, where this neighbourhood 
consists of all models that differ by one variable (Reineking and Schroder, 2006). Mostly an F-test is 
used to compare models that differ by one variable. If the significance of the F-test is below a preset 
value (e.g. α = 0.05), the variable is kept in the model and the stepwise selection continues. Other 
procedures exist that have also a stepwise nature. Genetic algorithms, a technique sometimes used in 
machine learning, use a population of chromosomes to represent alternative models (D’heygere et al., 
2003). On the chromosome the combination of variables included in the model is coded binary (e.g. 
variable1: included; variable2: not included). The chromosomes evolve and in each step, called a 
generation, there is evolution due to selection and mutation. The selection is done in each step, the 
fitness of the alternative models is evaluated, less fit models are removed and mutation cause new 
alternative models to appear. As such a set of models are evaluated in each step, but all possible 
models are not compared.  
Stepwise model selection methods are usually fast and are used very often (e.g. Maes et al., 
2004), however the stepwise procedure has three major shortcomings. A first drawback is that it is 
prone to get stuck in local optima and hence might miss the overall most optimal model (Reineking and 
Schroder, 2006). This is due to the stepwise nature of the procedure that can only compare models 
which differ by one variable only. The choice of a forward or backward procedure is arbitrary (Anderson 
et al., 1998), as researchers do not know where the true model or optimal model is in the sequence of 
competing models.   
A second drawback of stepwise approaches is their sensitivity to multicollinearity. Variables are 
thus sometimes omitted from the model based on spurious correlations with other variables, rather than 
for ecological reasons (Hirzel and Guisan, 2002). If the model selection procedure is repeated with a 
different order of variables, one of the two correlated variables will be in the model alternately, which 
leads to instability in the model selection (Prost et al., 2008). 
A last drawback is the fact that stepwise approaches such as backward selection and forward 
selection, only provide one final model, while an exhaustive model selection approach provides a 
quantitative value for the model fit and model complexity for each possible model, which is useful for 
multimodel predictions. The use of one single model is not always realistic, especially not for biological 
observations, where the true model is never known.  
 
Exhaustive model selection 
 
An alternative to stepwise selection is the exhaustive or “all subsets” model selection approach where 
all possible variable combinations are considered to produce a series of models (Hosmer et al., 1989). 




Exhaustive model selection is time consuming, but will find the most optimal variable combination in a 
given set of environmental variables. In this research, exhaustive model selection will be used because 
it guarantees to find the most optimal model and it provides model fit values for each variable 
combination. These model fit values, together with the model complexity, can be used to calculate 
Model Optimisation Criteria (see 3.2.).  
Because the number of possible models rises quickly with the number of variables in an 
exhaustive approach, it is necessary to first select a limited set of variables from the data set. This first 
selection should ideally be done by ecological experts of the species or by using the habitat preference 
of related species. With this limited set, an exhaustive approach can then find the most optimal variable 
combination.  
 
3.1.2.2. Model validation and generalisation  
 
In the current model selection practice, mostly one data set is used to select one optimal model. This 
same data set is thus used to calibrate the different models and later to test the fit of these models. 
Sometimes a second, independent data set is used to validate the predictive performance of the 
selected model for data that have not been used to calibrate the model. In the current practice, the 
selected model is only applied to the independent set after the model selection has taken place, and 
thus only the performance of the single selected model with the independent data is assessed. The 
predictive performance of the model on the independent data is thus not considered in the model 
selection when forward or backward selection approaches are used. The incorporation of the model 
performance on independent data in the model selection process would greatly improve the current 
model selection methodology. It would be possible to select models that have a good trade-off between 
the model fit for the calibration set and for the test set.  
The test set can contain truly independent data or the test and calibration set can be part of the 
same data set. If independent data are used, these can be truly spatiotemporally independent, thus from 
another period and/or region. When only one data set is available, this data set is split in a model 
calibration data set to calibrate the models, and a test set used only to test the models. The splitting of 
the data set can be: 1) a one-time split, 2) a k-fold split (k-fold crossvalidation) or 3) a bootstrap 
resampling which generates calibration and test sets iteratively.  
The test set obtained by splitting one data set is only pseudo-independent from the calibration 
set. Validation with pseudo-independent data is called internal validation, while validation with truly 
independent data is called external validation. External validation can assess whether a model can 
generalise well on unseen data and can thus more reliably be transferred to other regions or periods. 





For full transferability, Randin et al. (2006) require that: 1) the internal validation of models fitted in 
region 1 and 2 must be similar; 2) a model fitted in region 1 must at least retain a comparable external 
validation when applied in region 2, and vice versa; and that 3) internal and external spatial predictions 




The general aim of this paper is the improvement of the model selection methodology for HSMs. 
Improvements to the common practice of model selection are proposed that should lead to the selection 
of globally optimal models.  
The most important shortcomings identified in the current model selection are: 1) Independent 
data are not optimally used in the current model selection procedure, only post hoc validation of a single 
chosen model; 2) the stepwise approach can miss the globally optimal model, is sensitive to 
multicollinearity and does not allow multimodel inference; 3) the data set is used once without replication 
and; 4) the prevalence of the species in the calibration set greatly influences the model selection. The 
Combined Model Optimisation Criterion (CMOC) approach proposed in this chapter aims to improve on 
these shortcomings. The proposed methodology will first be tested on artificial data of a virtual species 
(Hirzel et al., 2001), because this provides full control over the data set. In a second step, the model 
selection methodology will be applied to field observations of Abra alba, a marine bivalve species.  
3.2. Material and methods 
3.2.1. Modelling technique: logistic regression 
 
Logistic regression (LR; Agresti, 2002, Appendix II) will be used as modelling technique in this research 
to model the species-environment relations in the HSMs. LRs are a type of generalised linear models 
(GLMs) which have the flexibility to choose a link function between the random and systematic 
component, and the possibility to assume different distribution functions of the response variable. This 
link function allows to have predictions within the range of the observed responses and to use a linear 
combination of predictors (Guisan and Zimmermann, 2000). LRs are used to model the relation between 
the binomial (present or absent) species occurrence observations and a set of predictive environmental 
variables. Because the model output of the LR should be constrained to the interval [0 – 1], the logistic 
link function is applied in the LR (see Appendix II). The model parameters  in a LR are estimated by 




means of maximum likelihood estimation (Agresti, 2002), which maximises the likelihood of the 
estimated parameters  for the given data set.  
LR is chosen because this technique is often used in HSM (e.g. Ysebaert et al., 2002; Le Pape 
et al., 2003), is relatively simple and well established statistically. LR has a transparent model structure 
and a comparatively low number of parameters (Reineking and Schroder, 2006). The conclusions and 
the proposed methodology can be applied to other HSM modelling techniques.  
 
3.2.2. Model Optimisation Criteria (MOCs) 
 
For the purpose of model selection it is necessary to have an objective measure to quantify the trade-off 
between the fit of the model to the observations and the complexity of the model, in order to select the 
most optimal model. A Model Optimisation Criterion (MOC) allows ranking models from most optimal to 
worst model. The general MOC framework meets the requirements of a good model performance 
assessment index laid out by Burnham and Anderson (2004): 1) the MOC is established from the data 
for each fitted model, 2) it fits into a general statistical inference framework (maximum likelihood is 
used), 3) the MOC reduces to a number for each fitted model.  
A general MOC consists of three parts: 1) a measure of the model fit to the observations, 2) a 
measure of the model complexity p and 3) a regularisation parameter λ (Reineking et al., 2006) 
(Equation 3.1). The goodness of the model fit is quantified in the MOC as the natural logarithm of the 
likelihood of a model with the parameter vector  (Equation 3.2). The model complexity term equals the 
number of model parameters p. The regularisation parameter λ determines the relative weight of the 
model complexity p in the MOC formula (Equation 3.1; Reineking and Schroder, 2006). The 
regularisation parameter λ times the model complexity p equals the penalisation term of the MOC 
(Reineking and Schroder, 2006). The lower the MOC value, the more optimal a model is. A more 
complex model will thus probably have a better model fit, but the elevated number of model parameters 
will also results in a higher penalty term when the MOC is calculated. The smaller the relative weight of 
the penalty term, the more complicated the selected models, given that the model fit remains the same 
(Shono, 2005). As such, the model with the lowest MOC, will be a trade-off between maximal model fit 
(correct predictions) and minimal model complexity (number of model parameters). A model with 
minimal MOC has maximal parsimony and is assumed to have little or no over- or underfitting of the 
species environment relations.  
 
MOC = -goodness-of-fit + λ.model complexity (3.1) 





MOC pL ⋅+−= λθ))ˆ(ln(2  (3.2) 
 
In this research, five MOCs will be used that fit in the framework of the general MOC (Equation 3.1). 
Historically, the first MOC proposed, is the Akaike Information Criterion (AIC, Table 3.1; Akaike, 1973; 
Akaike, 1974). Akaike found a formal relationship between Kulback-Leiber information (a dominant 
paradigm in information theory) and the likelihood theory (the dominant paradigm in statistics; Burnham 
and Anderson, 2004). This ﬁnding made it possible to combine the model parameter estimation (i.e. 
maximum likelihood estimation) and model selection under a uniﬁed model optimisation framework 
(Burnham and Anderson, 2004). The goodness-of-fit is estimated by the expected, relative Kulback-
Leiber information which is measured as the maximised log-likelihood function L of the estimated set of 
model parameters θˆ  (Shono, 2005).  
The Kulback-Leiber information can be understood as a distance between a given model and 
the true model (Anderson et al., 1998; Burnham and Anderson, 2004). The model with the lowest AIC 
looses the least information in comparison with the true model. There is a penalisation term in the AIC, λ 
. p, which is the number of parameters in the model p times the regularisation parameter λ, a constant 
which equals 2 for the AIC. Hurvich and Tsai (1989) adapted the original AIC formula by adding an 
additional penalty term that is a function of the sample size n (AICc, Table 3.1). This second order 
correction is an improvement of the AIC for small samples size, where the AIC would otherwise select 
models that are too complex (Anderson et al., 1998). With increasing sample size, the AIC and AICc 
become asymptotically identical.  
 Other MOCs are based on the Bayesian theorem. The Bayesian Information Criterion (BIC) is a 
criterion derived from a Bayesian context with equal priors for each competing model and uniform priors 
for its parameters (Shono, 2005). In the BIC formula (Table 3.1), the regularisation parameter λ equals 
the logarithm of the number of samples n. The Consistent Akaike Information Criterion (CAIC; Table 3.1; 
White, 1998) has a slightly different regularisation parameter λ = ln(n + 1). So the CAIC penalty term for 
the model complexity will be slightly larger, and the CAIC will select slightly simpler models than the BIC 
(Shono, 2005).  
Although the BIC and CAIC formulae resemble the AIC formula, the model selection concept 
differs. The BIC and CAIC focus on the selection of the true subset of variables (Shono, 2005). If the 
true model is among the candidate models, the probability of selecting this model with the BIC 
approaches one as the sample size grows infinitely large(Hastie et al., 2001). The BIC and CAIC thus 
are said to be consistent MOCs that theoretically select the true model in case the number of samples n 
reaches infinity. This is because high sample numbers lead to a very high penalty for the inclusion of 




extra variables as λ is depending on the number of samples n. Only the true model has a log-likelihood 
of zero, because it fits the data perfectly and will thus have a minimal MOC value when compared to all 
other models. Consistency is desirable when MOCs are applied to a large data set (Shono, 2005). 
Consistent criteria provide an asymptotically unbiased estimate of complexity of the true model 
(Anderson et al., 1998). Neither the AIC, AICc nor the F-statistic (see further) are consistent MOCs 
(Reineking and Schroder, 2006), because more complex models are selected as the number of samples 
n grows.  
The F-statistic, the fifth MOC that will be considered, is the most commonly used test statistic in 
model selection. This statistic is calculated in the F-test, a test that compares models (mostly during 
stepwise model selection), that differ by one variable only. The F-statistic is obtained by taking the ratio 
of the log-likelihoods of the two nested models. This likelihood ratio is asymptotically χ² distributed with 
one degree of freedom, under the null hypothesis that the estimated value of the model parameter by 
which the models differ, is zero (Reineking and Schroder, 2006).  
 
Table 3.1. Equations of the five model optimisation criteria used in this chapter. For each criterion the 
regularisation term λ and the significance α of each variable in the model are provided, as well as the 
fact whether a criterion is consistent (will select the true model if the number of samples n goes to 
infinity). AIC = Akaike Information Criterion; AICc = AIC with small sample correction; CAIC = Consistent 
Akaike Criterion; BIC = Bayesian Information Criterion. f(λ): the significance α is a function of λ. L( ) = 
likelihood. n = nr. of samples, p = nr. of model variables,  = vector estimated model parameters. 
Criterion λ α Consistent Formula 


















++−= θ  
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Reineking et al. (2006) explain how the F-statistic fits in the general MOC framework as it also 
calculates a model goodness-of-fit and has a penalty term. Via the χ² distribution of the log-likelihood 
ratio, the λ value corresponding to a certain significance level α in the F-test can be calculated 
(Reineking and Schroder, 2006). As such, the most commonly used significance level α = 0.05 for the F-
test, corresponds with a regularisation term λ = 3.841. In the general MOC framework, the addition of 
one extra model parameter (because an extra variable is added) will thus increase the MOC with an 
extra penalty of 3.841 (λ . 1 extra parameter), which is compensated by a decrease in the model fit term 
2ln  of 3.841 or more, in case this variable is significant at α = 0.05 (Reineking and Schroder, 
2006). If the model fit term decrease is less than 3.841, the model with one variable extra will have a 
higher MOC value than the model with one variable less, and the simpler model will be the more optimal 
one.  
Similarly, the significance level α corresponding to the regularisation term λ can be calculated 
for all other MOCs as shown in Table 3.1. For the widely used AIC, this would mean that a variable 
added to the model would need to be significant at α of 0.157 in a likelihood ratio test in order to be 
included in the model. In case of the AICc, BIC and CAIC, the corresponding significance of the 
variables is dependent on the number of samples n, and for the AICc also on the number of predictive 
variables p. The BIC applied to a model with 100 samples, for example, would result in a regularisation 
value of λ = ln(100), which corresponds with α = 0.0319. For BIC and CAIC, a higher number of 
observations would thus require variables to be more significant to enter the model.  
3.2.3. Combined Model Optimisation Criterion (CMOC) 
 
To maximise the generalisation and transferability of the models chosen in the model selection here we 
propose the Combined Model Optimisation Criterion. The CMOC is maximal for the most optimal model, 
in contrast with the MOC which is minimal in that case. The CMOC combines the MOCs of the 
calibration set and a test or validation set. To combine both MOCs, it is necessary to make them both 
relative. Because the log-likelihood will increase for a given model when the number of samples n rises, 
independent of how good the species-environment relation is fit,  MOC values for a model can only be 
compared when they have been calculated from the data sets with the same size (Turkheimer et al., 
2003).  
As a first step to calculate the CMOC, the MOC values of the calibration set and the test or 
validation set are averaged over the 1000 model replica created for each variable combination 
(Equation 3.3). To make the   value of the model i, relative and independent of the number of 
samples n, the Akaike Weight (AW; Wagenmakers and Farrell, 2004) of the   values is calculated. 




For each alternative model i, first the ∆  is calculated by subtracting the minimum over all 
alternative models of the average MOC per  model created in the exhaustive approach (Equation 3.4). 
The AW is then further calculated as a ratio (Equation 3.5). The AW of a model is a value between zero 
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(3.5) 
CMOCi = m AWMOCi calibration+ 1-mAWMOCi test (3.6) 
 
In the CMOCi, the Akaike weights of the calibration set and the test or validation set MOCi’s for model i 
are then combined (Equation 3.6). The relative contribution of the calibration set and the test/validation 
set MOC Akaike weights is determined by the weight m, which can be chosen in the interval [0, 1]. In 
the following part of this chapter, m = 0.5, which means both data sets have equal contribution to the 
CMOC. The choice of m will shift the emphasis in the model selection from accurate predictions on the 
calibration data (m = 1), to maximal generalisation and thus transferability of the model (m = 0). The 
CMOC meets the requirements of a good model performance assessment index (Burnham and 
Anderson, 2004): 1) the log-likelihood, number of samples n and model parameters p used in the 
CMOC formula, is dependent on the data set, 2) the CMOC is based on commonly established 
principles: maximum likelihood, Kulback-Leiber information and parsimony, 3) all the terms in the 
formula add up to one number, the CMOC, which allows to classify the alternative models.  
3.2.4. Application of the CMOC methodology: virtual species 
 
The major difficulty while evaluating new model selection methods with biological field data is the fact 
that the true model or even the most optimal model is unknown (Austin, 2007). Therefore, the newly 
proposed CMOC in this research will first be applied in the model selection for a virtual species (Hirzel 
et al., 2001). Virtual species occurrences are artificially generated based on a true model specified by 
us, which generates the species-environment responses (Hirzel et al., 2001). Later, the CMOC model 
selection methodology will be applied to field observations of the marine bivalve species A. alba. This 
will allow testing the methodology on real species observations, which have multiple sources of error 
and bias. All analyses are performed in R (R core development team, 2009). 





In the virtual species approach, the species-environment relations are known exactly because 
the true model that generates the species occurrence data is specified by the modeller (Reineking and 
Schroder, 2006). As the true model is known, the assessment of the model selection methodology is 
straightforward and certain (Hirzel et al., 2001). The ability to manipulate the virtual species, allows to 
isolate, and thus better understand, problems encountered when dealing with real species (e.g. the 
relative importance of predictive variables) which will lead to better modelling methodologies (Hirzel et 
al., 2001). One objection to artificial data generation is that the current theory used to generate species 
response curves is simple and unrealistic (Austin, 2007). However, Hirzel et al. (2001) argue that a 
model selection methodology which fails to find the true model structure even for virtual species data 
constructed based on a simple theory is unlikely to find the most optimal model for real field 
observations.  
The three steps in the virtual species approach to assess the model selection abilities of the 




Fig. 3.1. Overview of the steps in the virtual species approach to assess the model selection abilities of 
the Combined Model Optimisation Criterion (CMOC).  
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3.2.4.1. Generation of virtual species data  
 
The first step in the model selection methodology for the virtual species is the generation of artificial 
occurrence data for each sample in a data set based on environmental variables (Fig. 3.1). These 
environmental variables are taken from a data set with real field observations (Hirzel et al., 2001), 
collected between 1977 and 2004 on the Belgian Part of the North Sea (BPNS). Five environmental 
variables are chosen from all available environmental variables in the data set (Table 3.2). Because 
based on previous modelling exercises (Degraer et al., 2008; Willems et al., 2008), they have been 
shown to be useful to model the habitat preference of macrobenthic species, and these variables are 
available at a full cover scale for the BPNS, so full cover distribution maps can be created if needed.  
 
Table. 3.2. Overview of the data sets. BPI = Bathymetric Position Index (Lundblad et al., 2006) 
Nr. samples
Year
min mean max min mean max
A. Alba  (dens./m²) 0.0 112.0 7582.8 0.0 10.1 1325.5
Median grain size (µm) 8.0 277.8 658.0 9.8 228.7 490.2
Mud % 0.00 3.12 99.04 0.00 8.69 92.94
Depth (m) -35.90 -10.03 5.41 -20.43 -4.88 4.35
BPI -573.0 -8.3 329.0 -229.0 -30.1 200.0
Bottom current (ms
-1
) 0.035 0.517 0.884 0.117 0.493 0.836
1977-2001 2002-2003
Training/test set Validation set
786 samples 204 samples
 
 
The sediment median grain size, the mud% and the depth are actual measurements at the time 
of sampling, while the Bathymetric Position Index (BPI; Lundblad et al., 2006) is derived from a high 
resolution bathymetry raster data set (80m pixel size). The depths are standardised to the Mean Low 
Water Spring level (MLWS), which cause some depths to be > 0 m (Table 3.2.). The BPI indicates 
whether a sample is on a ridge (BPI > 0), or in a trough (BPI < 0) (Lundblad et al., 2006). The maximum 
bottom current speed (m/s) is derived from the COHERENS 3D baroclinic model (Luyten et al., 2003). 
To explore the multicollinearity in the data set, a Kendalls Tau correlation analysis was performed. The 
environmental variables depth and bottom current have a moderate correlation (r = -0.61; Table 3.3.). 
Other variables have a low or almost no correlation (Table 3.3.).   
 
 



































Median grain size -0.29 -0.24 -0.03 0.31
Mud % -0.29 -0.16 0.31 0.10
Depth (m) -0.24 -0.16 -0.29 -0.61
BPI -0.03 0.31 -0.29 0.24
Bottom current (ms-1) 0.31 0.10 -0.61 0.24  
 
 
Fig. 3.2. Distribution over the range of the variables in the complete data set used to generate virtual 
species data and to model the distribution of Abra alba.  
 
 To obtain artificial species occurrences based on a set of predictive variables, the niche 
coefficient (Hirzel et al., 2001) is calculated for each sample in the data set. The niche coefficient 
expresses the probability that the virtual species is present.  
In a first step the shape of the species-environment response hi is stated for each environmental 
variable in the data set (Fig. 3.3). The response shapes chosen are based on visual inspection of real 




species-environment relations in the data set. Three types of species-environment responses are used 
in this research. With the Gaussian response the highest chance of finding the virtual species is at 
intermediate values of the variable (median grain size, depth and maximum bottom current; Table 3.2). 
In a negative exponential response curve the chance of finding the virtual species decreases 
exponentially as the environmental variable increases (mud content; Table 3.2). The simplest response 




Fig. 3.3. Example of the calculation of the virtual species absence/presence for the true model with 
three environmental variables (TM3). 
 
The species response H is calculated as a weighted sum of the calculated response hi per 
environmental variable, times the niche coefficient weight wi, plus a random noise term rn (Fig. 3.3;  
Hirzel et al., 2001). The niche coefficient weights give the relative importance of variables in the final 
niche coefficient H. In order to use niche coefficient weights wi that are simple to interpret, the 
environmental variables are first transformed to the interval [-1, 1] (Reineking and Schroder, 2006). The 
niche coefficient weights wi can then be chosen in the interval [0 – 1], with a sum of one for all weights. 
To account for stochastic effects and random error, a random noise term rn (mean = 0, sd = 0.05) is 
added to the niche coefficient (Fig. 3.3; Hirzel et al., 2001). 
The niche coefficient is obtained by a logistic transformation of H to the interval [0 – 1]. As a 
next step, this niche coefficient, is converted to discrete absences/presences [0, 1], with the use of a 
cut-off for presence. For each of the three true models (see further), the cut-off was chosen as to obtain 
a prevalence of presence samples of 50% in the resulting data set. As LR models the proportion of 
presence samples, this prevalence in the calibration set can greatly influence the modelled response 





















h1 = -(Median grain size)²






Calculate the species response 
h per variable
Niche coefficient weights
Convert Niche coefficient [0 – 1] to 
absence/presence
Presence|Niche coefficient < cutoff
Absence|Niche coefficient >= cutoffNiche coefficient





Table 3.4. The predictive variables in the data set used to generate virtual species data. For each 
variable the response type and equation of the niche coefficient response is stated (Hirzel et al., 2001). 
The niche coefficient weight indicates the relative importance of the variable. In case the niche 
coefficient weight is not stated, the variable is not included in the model. 
Predictive variable TM1 TM3 TM5
Median grain size (µm) -x² Gaussian 1.0 0.6 0.2
Mud % (x - 1)²/4 exponential - 0.3 0.2
Benthic Position Index x linear - 0.1 0.2
Depth (m MLWS) -x² Gaussian - - 0.2
Maximum bottom current (m/s) -x² Gaussian - - 0.2






In this research three alternative true models are created, which correspond with three possible 
situations in model selection (Table 3.2): the true model is very simple (one variable; TM1), the true 
model is very complex comprising all variables (five variables; TM5) or intermediate (three variables; 
TM3). Different niche coefficient weights per variable are chosen for each of the three true models 
(Table 3.2). TM1 has no weighing as there is only one variable, TM3 uses different weights for the three 
variables and TM5 has an equal weight for all five variables. During the model selection, the goal will be 
to retrieve which variables were in the true model for each of the three true models.  
 
3.2.4.2. Model development 
 
The exhaustive or all subsets model selection approach is used in this model selection approach. To 
find the most optimal model, models are developed with all possible combinations of the five variables in 
the data set (Table 3.2) and the second order terms of these variables (e.g. depth²). Higher order terms 
and interaction terms are not considered because the emphasis is on the model selection methodology. 
A hierarchical model selection approach (Kutner et al., 2005) is followed. Second order terms are thus 
only allowed if the first order term is already present in the model. This gives a total of 242 variable 
combinations. 
For each of the 242 variable combinations, the bootstrap algorithm samples 1000 times a 
calibration and test set from the complete data set with 990 samples. The calibration and test sets have 
an equal size of 495 samples, thus half the size of the complete data set. Each bootstrap calibration set 
is used to create one model for each variable combination, which results in 242000 models. For each of 
the three true models (TM1, TM3, TM5) this bootstrap process is repeated. The bootstrapping increases 
the reliability of the model selection because 1000 replica models are created for each variable 
combination. The bootstrap resampling is stratified by species presence, to obtain a species prevalence 




of 50%.  Such a stratified bootstrap resampling is performed by separately sampling an equal number of 
samples from the presence and the absence samples, and then rejoining the samples in one data set. 
Liu et al. (2005) advice to use a prevalence of 50%, because it is more robust.  
After development of all the LRs, the five MOCs (AIC, AICc, CAIC, BIC and the F-statistic) are 
calculated per true model for the calibration and test set for each of the 240000 models. The average of 
the MOC over the 1000 replica models per alternative variable combinations is calculated for the 
calibration and test set (Equation 3.3). The CMOC (Equation 3.6) is calculated as a weighted average of 
the averaged MOCs of the calibration and test set, after these have been calculated to Akaike weights.  
For the sake of comparison with other HSM literature, the Cohen’s Kappa and the Normalised 
Mutual Information (NMI) are provided (Fielding and Bell, 1997). Kappa and NMI are measures of the 
correct classification of observations that are compensated for the prevalence of the species in the 
calibration set, although the prevalence is kept at 50% in this research. They are based on contingency 
tables which require the continuous prediction of the LR [0 – 1], to be converted to discrete absences 
and presences [0, 1] by using a cut-off for presence. A contingency table is obtained by tabulating the 
virtual species presence against the predicted species presence. Selection of the cut-off for presence is 
critical for contingency based model performance indicators (Liu et al., 2005).  
Another criterion frequently used in HSM, the Area Under the Curve (AUC; Swets, 1988), is 
provided as well. The AUC is the surface under the receiver-operator curve, which is constructed by 
plotting the sensitivity values against 1-specificity for a series of cut-off for presence-values (Swets, 
1988). The AUC is 1 for a perfect model and 0.5 for a nonsense model. The AUC statistic appears to be 
independent of prevalence only in its middle range (Maggini et al., 2006), and thus benefits as well from 
the prevalence which is kept at 50%. 
 
3.2.4.3. Model evaluation 
 
Comparison CMOC model ranking and true model ranking 
 
To compare the model ranking based on the CMOCs with the true model ranking, a measure is needed 
to quantify the dissimilarity between the true model and a given model.  This dissimilarity is quantified by 
the number of variables a model is over- and underfitting in comparison with the true model used to 
generate the species response. Therefore the number of over- and underfitting variables is combined in 
the Euclidean distance to the true model. This can be conceptualised by plotting for each alternative 
model the number of overfitting variables versus the number of underfitting variables (Fig. 3.4). In this 
plot, the true model used to generate the virtual species response, is in the origin (0,0), as this model 
has no over- or underfitting. Now the Euclidean distance can be calculated from a given model to the 





true model in the origin. This Euclidean distance ranking can be compared with the CMOC ranking 




Fig. 3.4. Example of the calculation of the Euclidean distance from a model i to the true model TM3.  
 
Are models most similar to the true model selected? 
 
An alternative assessment of the model selection abilities of the proposed methodology is to determine 
whether the models that differ from the least from the true model have the highest CMOCs. Therefore, 
the sum of the CMOC is calculated for the models that have an Euclidean distance <2 from the true 
model (Fig. 3.5). If this sum approaches one than the models most similar to the true model, have the 
highest CMOC and thus are selected as the most optimal models.  
 
How often do optimal models contain a given variable? 
 
To assess how important a variable is in the prediction of the species presence, it is necessary to study 
the CMOC of the models that include this variable. Variables that are found in a more optimal model 
with a higher CMOC will have a higher relative contribution in a multimodel inference, and thus the 
summed CMOCs will be closer to one. The relative contribution of the variable a is thus calculated as 
the sum of the CMOC of the models that contain variable a:     
 
∑ (CMOCi242i=1 |variable a  model i) 
 
 Multimodel weighted average of the number of variables 
 
The average number of variables in the models for each CMOC is a means to determine if a CMOC is 
rather preferring complex or more simple models. To obtain a multimodel weighted average of the 
number of variables, for each model the number of variables is multiplied by the CMOC of this model, 
and these values are summed over all the models:  









The average number of variables can be plotted against the regularisation parameter λ of each of the 
five MOC used to calculate the CMOCs (Fig. 3.7.). As such, the impact of the choice of one of the five 
MOCs with its specific regularisation parameter λ on the complexity of the selected models can be 
assessed.  
3.2.5. The species Abra alba 
 
The model selection methodology is applied to Abra alba, a deep burrowing, small bivalve. Abra alba is 
a characteristic inhabitant of shallow inshore muddy fine sand or mud (Van Hoey et al., 2005). Van 
Hoey et al. (2004) describe the complete sampling methodology. This species is an indicator for the A. 
alba macrobenthic community in the Southern North Sea (Van Hoey et al., 2004).  
The data set containing the species observations is the same as used for the virtual species, 
but now also the field observations of a real species are used. To have a second data set for model 
validation that is temporally independent, the complete data set is split based on the years. The pre-
2001 data set contains 786 samples and the post-2001 data set contains 204 samples. The pre-2001 
data set will be resampled during the bootstrap resampling to generate calibration sets, while the post-
2001 data set is resampled to generate validation sets. As such an external validation of the model on 
unseen data from a different period is performed to assess the generalisation and transferability of the 
model. The number of samples is 79 in the calibration set and the prevalence of the species is kept at 
50%.  
The proposed model selection methodology based on the CMOC is applied to real species 
observations. Compared to the steps in the virtual species model selection, only the second step in the 
scheme (Fig. 3.3), model development, is relevant for real species. Field observations are used to 
model the species-environment response in an exhaustive model selection, where 1000 replica models 
are created for each variable combination. Evaluation against a true model is not possible as the true 
model is unknown for the species. Therefore only a ranking of the models based on the CMOC is 
obtained. Similarly as with the virtual species, an assessment of how often variables are included in the 
most optimal models is performed (Fig. 3.8). Also, a weighted average of the number of variables 
versus the regularisation term λ is plotted (Fig. 3.9). 






3.3.1. Virtual species 
3.3.1.1. Comparison CMOC model ranking and true model ranking 
 
The properties of the models that were two variables or less different from the true model (Euclidean 
distance ≤ 2) are shown in Appendix III of this thesis. The models are ordered in the table according to 
the similarity to the true model, i.e. the Euclidean distance.  
TM1  
 
The overall pattern in the CMOC values and the rankings based on these variables, shows a good 
model selection performance of the CMOC. Models most similar to the true model have high CMOC 
values. The very simple TM1 with only two variables, is very sensitive to the omission of one of these 
variables. The models that are underfitting because they lack the variable median grain size², have a 
very low CMOC, and have ranks between 120-160 out of 242 models based on the CMOC (see 
Appendix III). The Kappa, NMI and AUC are not low for these models though. CMOC based on the 
CAIC and BIC criteria had a different spread compared to the other three criteria. Models most similar to 
the true model had very high CAIC and BIC CMOCs, while the other CMOCs values (based on AIC, 




The spread of the CMOC is high for the AIC, AICc and the F-statistic, with lots of models receiving a low 
CMOC while the BIC and CAIC are more selective and give very high CMOCs to only a few models. 
The most optimal model according to all five CMOC is lacking the variable mud² in comparison with 
TM3. None of the CMOCs thus selects the true model, but they select a model that underfits with one 
variable. The models lacking mud or median grain size have a CMOC of zero, and also the series of 
models that lacks the BPI and/or the median grain size² also have a CMOC of zero, which indicates that 
these variables cannot be omitted. The ranking based on the Kappa, NMI and AUC did not match with 
the true model ranking or the CMOC ranking.  






TM5 is a very complex model, so relative to TM5, a model can only overfit by adding the term BPI². The 
model chosen as the most optimal model by all five CMOCs and the Kappa, NMI and AUC, is the model 
that equals TM5 without the mud² term. TM5 itself is ranked as the second most optimal model. For this 
true model, the CMOCs and the Kappa, NMI and AUC agreed in the selection of the most optimal 
model. 
 
3.3.1.2. Models most similar to true model selected? 
 
In the selection of the optimal models for the three true models, the BIC and CAIC have a good model 
selection performance (the summed CMOC approaches one), while the AIC and AICc perform badly at 
model selection of the simpler TM1 and TM3 (Fig. 3.5). The F-test has an intermediate performance in 
the model selection, and follows the pattern of the AIC. For the most complex true model, TM5, the 
model selection is near perfect for all the CMOCs and the Kappa, NMI and the AUC, as the sum of the 
CMOCs of the models most similar to TM5 (Euclidean distance ≤ 2), is almost one (Fig. 3.5).  
 
 
Fig. 3.5. Sum of the Combined Model Optimisation Criteria of the models that differ by two or less 

































The model terms Median grain size and Median grain size² have a summed CMOC of almost one for 
each of the five CMOCs. This means that all the models selected as optimal models, included these 
variables and thus from a multimodel inference point of view, these variables were strongly selected. 
Overall the AIC and AICc gave higher summed CMOCs, especially for the calibration set. The CAIC and 





The variable Mud² is in TM3, but has very low summed CMOCs (Fig. 3.6) and is thus missed by the 
model selection approach. The other four variables that are in the TM3, each have a summed CMOC of 
almost one for all five CMOCs. The variables that are not in TM3, Depth and Currents, still received a 




Median grain size² has only an intermediate summed CMOC for the CIAC (0.49) and BIC (0.62), 
although this variable is in TM5. The Mud² has even lower summed CMOC values, and is included as 
well in TM5. All the CMOCs excluded thus Mud² in most of the optimal models. The BPI² is not in the 
TM5, but has very similar variable contribution values as the Mud². For the most complex true model 
TM5, the AIC and AICc perform the best, as these criteria prefer more complex models.  
 





Fig. 3.6. Summed Akaike weights of the Combined Model Optimisation Criteria of all the models that included the specific 
variable. An asterisk indicates that the variable was included in the true data generating model. TM1, TM3 and TM5: true 
models for the virtual species. AIC: Akaike Information Criterion; AICc: AIC with small sample correction; CAIC: Consistent 
Akaike Criterion; BIC: Bayesian Information Criterion. BPI: Bathymetric Position Index.  











Fig. 3.7. Plot of the weighted average of the number of model variables for each CMOC versus the 
regularisation parameter λ of the CMOC for each of the three true models TM1, TM3 and TM5.  TM1, 
TM3 and TM5: true models for the virtual species. AIC: Akaike Information Criterion; AICc: AIC with 
small sample correction; CAIC: Consistent Akaike Criterion; BIC: Bayesian Information Criterion 
 
There is a clear relation between the average number of variables and the regularisation parameter λ of 
the MOCs. Generally the number of variables decreases with increasing λ (Fig. 3.7). TM and TM3 show 
a non-linear descent, while TM5 shows a linear descent. For TM1 the number of variables in the 
selected models converges to the number of variables in the true model TM1 when the regularisation 
parameter λ is maximal (with the CAIC CMOC). Lower values of λ (e.g. AIC and AICc) lead to models 
that overfit with two variables relative to TM1. During the model selection to find TM3, high λ values 
generated underfitting models, while low λ values generated overfitting models. The complexity of the 
true model (five variables) would have required a λ value of 4.5. For both the TM1 and TM3 model 
selection, the variance of the number of variables decreases with increasing λ, while the TM5 shows an 
opposite effect. The selection of a model with a correct number of variables for TM5 (nine variables) 
would have required a λ of around one, one unit below the λ of the AIC and AICc.  




3.3.2. The species Abra alba 
3.3.2.1. Model selection results Abra alba 
 
The model selected as the most optimal model differs for the five different CMOCs. The CMOC based 
on the F-statistic selects the most complex model with 9 parameters (A. alba ~ median grain size + mud 
+ depth + bpi + currents + median grain size² + mud² + depth² + ε). The AIC and AICc select a slightly 
simpler model with 8 parameters (A. alba ~ median grain size + mud + depth + bpi + currents + mud² + 
depth² + ε). The CIAC and BIC selected the simplest model with 5 parameters (A. alba ~ median grain 
size + depth + bpi + depth² + ε). An alternative to using one single model is multimodel prediction, with 
the CMOC per model as a weighing factor to determine the contribution of each model in the model 
prediction (see Chapter 4). The calibration set MOC AWs are more evenly spread over the possible 
models, while the test set MOCs have high values for the most optimal models, but decrease rapidly 
thereafter. 
 
Table 3.5. Results of the model selection for the species Abra alba. The fifteen most optimal models 
based on the Akaike weights of the Combined Model Optimisation Criteria (CMOC) are provided.  AIC: 
Akaike Information Criterion; AICc: AIC with small sample correction; CAIC: Consistent Akaike Criterion; 
BIC: Bayesian Information Criterion. NMI: Normalised Mutual Information. AUC: Area Under the Curve. 
The total number of model parameters includes the model intercept. The CMOC values in bold indicate 
that this model was the most optimal based on the specific CMOC. BPI: Bathymetric Position Index.  
 
AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
5 0.0 0.0 1.2 0.3 0.0 1.6 1.9 54.9 41.4 14.8 0.8 0.9 28.1 20.8 7.4 0.58 0.26 0.79 0.56 0.25 0.78 1 0 1 1 0 0 0 1 0 0
6 0.0 0.0 2.5 0.9 0.1 8.0 9.1 28.7 35.6 30.3 4.0 4.6 15.6 18.3 15.2 0.59 0.28 0.80 0.57 0.25 0.78 1 0 1 1 1 0 0 1 0 0
9 19.9 21.3 14.2 22.9 30.5 9.7 9.1 0.0 0.2 2.3 14.8 15.2 7.1 11.6 16.4 0.64 0.33 0.82 0.61 0.30 0.81 1 1 1 1 1 1 1 1 0 0
8 2.4 2.8 17.0 16.6 9.3 36.4 36.9 1.4 4.6 22.0 19.4 19.8 9.2 10.6 15.6 0.63 0.31 0.82 0.60 0.29 0.80 1 1 1 1 1 0 1 1 0 0
8 2.5 2.9 17.6 17.2 9.7 0.8 0.8 0.0 0.1 0.5 1.7 1.9 8.8 8.7 5.1 0.63 0.32 0.82 0.60 0.29 0.80 1 1 1 1 0 1 1 1 0 0
7 0.2 0.2 11.0 6.5 1.5 0.6 0.6 0.2 0.4 0.9 0.4 0.4 5.6 3.5 1.2 0.62 0.30 0.81 0.60 0.28 0.80 1 1 1 1 0 0 1 1 0 0
7 0.1 0.1 6.9 4.1 1.0 2.3 2.5 0.9 1.7 3.5 1.2 1.3 3.9 2.9 2.2 0.61 0.29 0.81 0.59 0.27 0.79 0 1 1 1 1 0 1 1 0 0
10 27.0 26.7 2.0 5.2 16.5 6.9 6.0 0.0 0.0 0.7 16.9 16.3 1.0 2.6 8.6 0.65 0.34 0.83 0.61 0.30 0.81 1 1 1 1 1 1 1 1 0 1
9 4.1 4.4 2.9 4.7 6.3 6.3 5.9 0.0 0.1 1.5 5.2 5.1 1.5 2.4 3.9 0.64 0.32 0.82 0.60 0.29 0.80 1 1 1 1 1 0 1 1 0 1
8 0.5 0.6 3.5 3.4 1.9 3.9 4.0 0.1 0.5 2.4 2.2 2.3 1.8 2.0 2.2 0.63 0.31 0.81 0.60 0.28 0.80 0 1 1 1 1 0 1 1 0 1
6 0.0 0.0 0.2 0.1 0.0 0.8 0.9 2.9 3.7 3.1 0.4 0.5 1.6 1.9 1.6 0.58 0.27 0.79 0.56 0.25 0.78 1 0 1 1 0 0 0 1 1 0
7 0.0 0.0 0.7 0.4 0.1 4.0 4.3 1.5 3.0 6.0 2.0 2.1 1.1 1.7 3.1 0.60 0.28 0.80 0.58 0.26 0.79 1 0 1 1 1 0 0 1 0 1
10 11.7 11.6 0.9 2.3 7.2 1.9 1.6 0.0 0.0 0.2 6.8 6.6 0.4 1.1 3.7 0.65 0.33 0.82 0.61 0.29 0.80 1 1 1 1 1 1 1 1 1 0
4 0.0 0.0 0.0 0.0 0.0 0.0 0.0 4.6 2.1 0.3 0.0 0.0 2.3 1.1 0.2 0.56 0.25 0.78 0.55 0.24 0.77 1 0 1 0 0 0 0 1 0 0
8 0.3 0.3 2.1 2.1 1.2 0.2 0.2 0.0 0.0 0.1 0.3 0.3 1.1 1.0 0.6 0.61 0.30 0.81 0.59 0.27 0.79 1 1 1 0 1 1 1 1 0 0
Calibration set









CMOCs (expressed as Akaike Weights*10²)



















































3.3.2.2. How often do optimal models contain a given variable? 
 
The variables depth and depth² are included in all the models with a high CMOC, followed by BPI and 
median grain size. AIC and AICc give considerably higher CMOCs for all the variables, because these 
MOCs prefer more complex models.  
 
 
Fig. 3.8. Summed Akaike weights of the Combined Model Optimisation Criteria (CMOCs) of all the 
models predicting A. alba that included the specific variable. The higher the value, the higher the CMOC 
of the models that included the variable. AIC: Akaike Information Criterion; AICc: AIC with small sample 
correction; CAIC: Consistent Akaike Criterion; BIC: Bayesian Information Criterion. NMI: Normalised 
Mutual Information. AUC: Area Under the Curve. 
3.3.2.3. Average number of variables, weighted by the CMOCs 
 
The relation between the regularisation parameter λ and the weighted average number of variables is 
not as straightforward as with the virtual species. Although the λ is maximal for the CAIC, the BIC 
selects on average the simplest model. There is no monotonously decreasing trend as with the virtual 
species (Fig. 3.7).  
 



































Fig. 3.9. Plot of the average number of variables for each CMOC versus the regularisation parameter λ 
of the CMOC for each of the models to model the response of Abra alba. AIC: Akaike Information 
Criterion; AICc: AIC with small sample correction; CAIC: Consistent Akaike Criterion; BIC: Bayesian 
Information Criterion.  
3.4. Discussion 
3.4.1. Combined Model Optimisation Criterion model selection approach 
 
The CMOC model selection approach has been set up to deal with the shortcomings in the model 
selection approach which is currently most often used in regression based HSMs: a stepwise model 
selection based on a single data set and without paying attention to the species prevalence in this data 
set is used. The shortcomings of the stepwise model selection approach are listed below, together with 
the improvements that are made by using the CMOC approach. 
 
Independent data not optimally used in the current model selection, only post hoc validation of a 
single chosen model 
 
The CMOC approach effectively combines the MOC for a calibration set and a test or validation set. 
This second data set can be completely independent or can be constructed by splitting the original data 
set. As such the predictive performance of each model for independent or pseudo-independent data is 
incorporated in the model selection process. This incorporation causes the selected model(s) to have a 
high generalisation ability and thus transferability to other regions and periods. The weighing parameter 





m in the CMOC formula determines the trade-off between choosing an optimal model for the calibration 
or test set, thus choosing a model with less or more model generalisation ability, respectively. 
 
A stepwise approach can miss the global optimal model, is sensitive to multicollinearity and 
does not allow multimodel inference 
 
All models have a CMOC value and can be compared, while in the stepwise approach only a one-by-
one comparison is done during each step in the model selection, which allows the optimal model to be 
found in the given set of models.  
Multicollinearity is not a problem for CMOC, because all variable combinations are calculated 
separately. The stepwise approach becomes instable when multicollinearity is present, because one of 
the two variables correlated is chosen alternatingly (Prost et al., 2008). The data generating model (or a 
very similar model) was found in the virtual species approach, even if correlated variables were used to 
generate the virtual species data (e.g. bottom current and depth: r = -0.61).  
As the CMOC provides a value for each model, it is possible to do a multimodel prediction with 
the CMOC as a weighing factor for the contribution of each model to the final prediction. The stepwise 
approach just provides one chosen model. Another advantage is that the CMOC approach uses for 
each variable combination the maximal number of complete observations, while a backward stepwise 
selection can only use the observations that are complete for every variable in the data set. 
 
The data set is used once without replication 
 
Real data are only a snapshot of a dynamical situation and can only give a partial and instantaneous 
observation of the species-environment relations (Hirzel et al., 2001). Bootstrap resampling increases 
the reliability of the model selection by creating replica calibration and test sets (Araujo and Guisan, 
2006; Prost et al., 2008), which are used to create replica models. The model selection is thus based on 
numerous model replicas, and not on one model calibrated with one data set.  
 
The species prevalence greatly influences the model selection 
 
Logistic regression models model the expected proportion of samples where the species is present [0-
1], i.e. the probability of presence, for a given value of the environmental variables. The estimation of 
the model parameters of a logistic regression is thus sensitive to the prevalence of the species in the 




calibration set. In the proposed CMOC approach, the species prevalence is kept at 50% during 
bootstrap resampling because this provides the best trade-off between omission (false absence) and 
commission (false presence) errors for the LR models (Liu et al., 2005). A prevalence of 50% also 
allows a more objective comparison of the contingency based model performance criteria kappa and 
NMI. 
3.4.2. Cohen’s Kappa, NMI and AUC 
 
The Cohen’s Kappa, NMI and AUC are model performance indicators that are often used to compare 
models. These three indicators showed little variance for the different models compared to the CMOC, 
which had very high values for the most optimal models and very low values for the rest. The CMOC 
thus had a much higher discriminatory power between models that were similar to the true model and 
other models. For the virtual species, the CMOCs clearly selected a few models which were most 
similar to the true model.  Also, the calculated Akaike weights of the CMOCs are easier to interpret, as 
they are relative values that add up to one. Another disadvantage of Kappa and NMI, compared to the 
CMOCs, is the requirement to choose an arbitrary cut-off for presence to construct the contingency 
table. Liu et al. (2005) compared 12 different methods to determine this cut-off, but no single best 
method was found.  
In the virtual species analyses there was only an agreement between the CMOC model ranking 
and the Kappa, NMI and AUC model ranking when the true model was very complex (TM5). The good 
model selection performance of these three indicators, can be explained by the absence of a 
penalisation term for model complexity. The Kappa, NMI and AUC only look at the model fit and thus 
select more complex models, as these models always have a better model fit to the data.  
 
3.4.3. Which MOC is the best for model selection?  
 
The five MOCs used in this research fit in the general framework of the model optimisation criterion. The 
MOCs differ only by the value of their regularisation parameter λ (Table 3.1). As such, the choice of a 
particular MOC comes down to the choice of a fixed λ value (AIC, F-statistic), an equation that relates λ 
to the number of samples (CAIC and BIC) or to the number of variables in the model (AICc). The 
parameter λ determines the trade-off between good model fit (low λ) or low model complexity (high λ).  
 






Fig. 3.10.A. Relation between the number of samples n in a data set and the regularisation parameter λ 
in the model optimisation framework, 4.9.B. Relation between the number of samples n in a data set 
and the significance α in the likelihood ratio framework. AIC = Akaike Information Criterion; AICc = AIC 
with small sample correction; CAIC = Consistent Akaike Criterion; BIC = Bayesian Information Criterion.  
 
The λ can also be interpreted in the framework of the F-test (Reineking and Schroder, 2006), which 
tests whether the model with one parameter extra has a significantly higher likelihood. As such, the λ 
indicates how much the model fit has to rise to allow the model to include one extra variable in the 
model. The obtained ratio in the F-test of two models that differ only by one variable is equal to the λ in 
the MOC framework. Via the χ² distribution of this log-likelihood ratio, a significance level α in the F- test 
can be calculated for any λ value that is used in a MOC (Table 3.1; Reineking and Schroder, 2006). 
Thus, the addition of one extra variable to the model will thus increase the MOC with an extra penalty of 




λ, which is compensated by an increase in the model fit (log-likelihood) of λ or more, in case this 
variable is significant at a value α which is linked to the specific λ value used (Reineking and Schroder, 
2006).  
 In Fig. 3.10 the regularisation parameter λ and the matching significance α are provided for 
different numbers of samples n in a data set. The AIC and the F-test have a fixed λ and thus also a fixed 
significance α. The λ of the AICc goes asymptotically to 2 if the number of variables raises, the λ value 
of the AIC. The λ values of the CAIC and BIC keep on increasing logarithmically with an increasing 
number of samples n in the data set. In the virtual species analysis the number of samples n = 494 
resulted in λ values of the CAIC (7.20) and BIC (6.20) that were more than three times larger than the 
AIC λ of 2. This higher λ turned out to be beneficial in the model selection, as the CAIC and BIC were 
able to find the true model or a very similar model independent of the complexity of this true model. The 
AIC and AICc performed bad at model selection for the simpler TM1 and TM3 (Fig. 3.5). The F-statistic 
had an intermediate model selection performance, and followed the pattern of the AIC. Similarly, in the 
model selection for the species Abra alba the summed CMOC AWs of the AIC and AICc were 
considerably higher for all the variables which again indicates that these CMOCs prefer more complex 
models. 
For the virtual species there was a very clear relation between the λ and the weighted average 
of the number of variables over all models (Fig. 3.7). For the species Abra alba the relation between the 
regularisation parameter λ and the weighted average number of variables was not as straightforward as 
with the virtual species (Fig. 3.9). It can be concluded that overall the choice of the λ directly influences 
the complexity of the models chosen in the model selection.  
The CAIC and BIC are consistent criteria which will find the true model in case the number of 
samples n goes to infinity (Anderson et al., 1998). The main characteristic of consistent criteria is that λ 
is a function of the number of samples. Consistency is desirable when MOCs are applied to large data 
sets (Shono, 2005). This is because with rising sample numbers, the model fit will increase 
monotonously, which causes the log-likelihood to decrease. If the λ value is fixed, as with non-
consistent MOCs, the complexity of the selected models will increase as the log-likelihood will keep on 
decreasing while the penalisation stays constant. Consistent criteria have an increasing λ when the 
number of samples rises to compensate for the ever decreasing log-likelihood when the number of 
samples rises. With increasing sample numbers the model complexity is thus penalised more and more, 
which causes consistent criteria to choose models with a trade-off between complexity and model fit, 
independent of the number of samples. In the virtual species analysis, both consistent MOCs (CAIC and 
BIC) did a good model selection for all complexities of the true model, while the other non-consistent 
MOCs only performed well for the most complex model TM5.  





Consistent criteria allow the model to get slightly more complex when more samples are 
available. The justification to allow more complex models is that greater sample sizes bring on more 
information on the species-environment relation. More time and area effects may thus be revealed by 
the data when the number of samples increases (Anderson et al., 1998). For example, with increasing 
sample size age-specific, sex-specific or year-specific species-environment relations might be found 
(Anderson et al., 1998). Inclusion of these factors can lower the MOC in case the drop in log-likelihood 
is larger than the λ for the given number of samples. Consistent MOCs are thus to be preferred for the 
selection of models developed based on biological observations, because the true model has an infinite 
complexity and therefore the models chosen by the MOC should also get more complex, if the number 
of samples goes to infinity. 
3.4.4. Virtual species approach to assess model selection  
 
The virtual species approach proved to be very useful to assess the model selection abilities of the 
CMOC. Contrary to an analysis with field observations, the true model was known (Austin, 2007). The 
Euclidean distance allowed to quantify the similarity between the true model and the selected models. 
The virtual species approach was realistic because: 1) real environmental observations were used with 
a realistic correlation structure (Table 3.3.) and measurement errors, 2) random noise was introduced in 
the species-environment relation to introduce stochasticity and 3) the relative contribution of the 
variables was not equal, the model selection was challenged to find variables with a small contribution 
to the species-environment response.  
 Comparing the CMOC values between the virtual species and Abra alba, the values are less 
spread out for the virtual species with a few models having high values and the rest very low values. 
While with the virtual species only a few models were very good at modelling the response, and so the 
rest received very low CMOCs. For the virtual species there appeared to be a smaller selection of 
models that were good at modelling the species presences and absences. The difference in model 
selection results can be attributed to the fact that there is only a single data generating model for the 
virtual species and only a limited amount of noise is introduced in the species-environment relation. In 
the prediction of real species field observations the true model is not known and there are several 
sources of error. Also there is no guarantee that all the necessary environmental variables are in the 
data set.  
 




3.4.5. Model selection for the species Abra alba 
 
All the models selected as the most optimal by all of the five CMOCs for the species Abra alba used the 
variables median grain size, depth and BPI. The models selected by the CMOC based on the F-statistic 
also used the variables mud and bottom current speed. The importance of the sedimentological 
variables median grain size and mud was already observed by Degraer et al. (2008), who predicted the 
spatial distribution of the A. alba community with these variables as predictors. In sediment preference 
experiments, Alexander et al. (1993) observed that Abra alba is a specialist species with a narrow 
sediment preference range and the species has a preference for silt and mud. The importance of the 
variable depth can be explained by the relation of this variable, with numerous other variables on the 
BPNS (e.g. distance to coast, amount of suspended matter). The BPI indicates whether a sampling 
location is on a crest or in a through. The importance of this variable could be due to its relation with 
small scale current patterns or the fact that organic matter accumulates in troughs. Gogina et al., 2010 
modelled the probability of presence of Abra alba based on the organic matter concentration in the 
German Bight. For the BPNS, however, this variable was not measured in most of the samples in the 
data set used. 
3.4.6. Practical application of the CMOCs approach 
 
The proposed CMOC approach is a tool to select the most optimal variable combination to model the 
species-environment relation. Because this is an exhaustive approach, the number of variable 
combinations rises exponentially with the number of variables considered for inclusion in the model. In 
this context, Araujo and Guisan (2006) argue that automatic model selection should not be seen as a 
substitution for pre-selecting relevant ecophysiological variables based on deep knowledge of the 
biogeography and ecology of species. Therefore it is advisable to perform a first manual variable 
selection based on visual exploration of the species-environment relations, previous ecological 
knowledge by experts or from models of related species. Although the exhaustive approach does not 
suffer from instability when highly correlated variables are considered, prior omission of these variables 
reduces the number of possible models and reduces the error on the estimated model parameters. 
The traditional idea that only the variables in the selected best model are important, while 
excluded variables are not important is too simplistic (Burnham et al., 2004). Multimodel approaches 
consider all possible models and thus require a weighing term that expresses the relative importance of 
each model. The CMOC model selection approach is suitable for multimodel prediction, inference and 





reliability estimates. At a higher level, these mean predictions over all the bootstrap replicas can be 
used to produce a weighted mean over all variable combinations with the CMOC as weight.   
The CMOC is based on the model optimisation criterion framework which incorporates the 
likelihood and the number of model parameters. As such, the CMOC can be calculated for each 
modelling technique that can have a likelihood calculated, for example all GLMs and GAMs. Also for 
neural networks or other techniques a likelihood can be calculated. The CMOC can also be used for 
modelling techniques that predict species densities and abundance classes, as long as a likelihood can 
be calculated. GLMs, for example, can predict both densities, probabilities of presence and densities 
classes. For all these model outputs a likelihood, and thus A CMOC, can be calculated for the GLMs.  
 
3.4.7. Future Research 
Future research on the application of the CMOC approach should focus on the interaction between the 
model regularisation parameter λ, the number of variables in the data set, the weighing parameter m in 
the CMOC and the number of variables in the chosen model. This would however require a very large 
number of models to be calibrated to investigate possible interaction effects between the variables and 
was beyond the scope of this chapter.  
A clear relation between the λ value and the number of variables in the chosen model has been 
found in the virtual species analysis and a similar relation also for the species Abra alba. However, can 
a universal relation be found between on one side the number of samples which determines the λ value 
and on the other side the number of variables in the models selected? In the consistent MOCs the 
number of samples determines λ, and thus the complexity of the chosen models. Ideally, this complexity 
should not be determined by the number of samples in the data set, but by an estimator of the true 
information content of the samples. If the samples contain more information on the species-environment 
relation, the model is allowed to get more complex.  
Using the number of samples to estimate the model complexity works only under the 
assumption that each observation is totally independent, and thus brings on one full degree of freedom. 
Most HSM data sets are opportunistic compilations of samples, which often have autocorrelation 
because the samples are all collected in a small area or replica samples are taken. Another source of 
autocorrelation is oversampling of some environmental variable combinations and undersampling of 
other combinations. A HSM-based sampling design (see 1.3.1.) can guarantee a well stratified sampling 
over all habitat types. Autocorrelated samples bring on less information per sample as they are not 
completely independent (Legendre, 1993). As a result, the effective sample number is lower than the 




actual number of samples in the data set. The λ based on the real number of samples is larger than the 
λ based on the effective number of samples. Thus the penalisation for model complexity in case of 
autocorrelated samples is higher, leading to the selection of simpler models. In reality, the number of 
samples often cannot be chosen. For consistent MOCs, the fixed sample number determines the λ 
value which in term determines the significance α at which variables are included in the model. In 
practice thus only the MOC can be chosen and the weighing parameter m in the CMOC.  
3.5. Conclusions 
 
The Combined Model Optimisation Criterion (CMOC) approach is proposed as a model selection 
method for HSMs which is superior to stepwise model selection. The CMOC approach is an exhaustive, 
robust model selection approach based on information theoretic measures, which chooses 
parsimonious models to maximise the transferability of the models to other regions or periods. Some 
advantages of the COMC are: 
• The CMOC approach incorporates model validation into the model selection to increase the 
generalisation ability of the selected models on spatially or temporally independent data.  
• The exhaustive testing of all variable combinations increases the chance of finding an optimal 
model, and also causes the CMOC approach to deal better with multicollinearity of predictive 
variables.  
• Bootstrap resampling is used in the CMOC approach to increase the reliability of the model 
selection. During the resampling the species prevalence is kept at 50%, to minimise bias in the 
model parameter estimation.  
• The CMOC approach can be used for multimodel inference and prediction, and has parameters 
to shift the emphasis in the model selection from high predictive performance on the calibration 
data or on the test data.  
• The CMOC approach is not based on contingency table-based model performance indicators, 
so an arbitrary cut-off for presence does not need to be chosen.  
• The CMOC approach was successfully tested with artificial species data, and applied to a real 
species Abra alba. 
Possible disadvantages of the CMOC model selection approach are the slower model selection in 
comparison with stepwise approaches and fact that the CMOC approach is not included in commonly 
available statistical software.  
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A sound management of species and habitats requires good knowledge on the spatial distribution of 
these entities. However, mostly a limited set of point observations is available, instead of full cover 
surveys. Habitat Suitability Models (HSMs) can predict the distribution of suitable habitats for a species 
on a full cover scale by using the species-environment relationship. As the number of HSM applications 
rises the need for improvement of the modelling methodology increases. In general the ecological 
relevance of the HSMs is rarely assessed. Therefore, the general goal of this chapter is a plea for an 
integrated validation of HSMs to test the ecological relevance of the models produced. Such an 
integrated validation considers: 1) model validation of observations vs. predictions, 2) a conceptual 
scheme bringing together ecological knowledge from the literature and allowing inference about the 
causality of predictive variables, 3) habitat preference experiments which allow distinguishing the 
fundamental and realised niche and, 4) an assessment of the sample distribution over the range of the 
predictive variables.  
HSMs were developed for the bivalve species Donax vittatus with a data set from the Belgian 
part of the North Sea. The Combined Model Optimisation Criterion (CMOC) was used for model 
selection, as this approach combines the model performance on a test set and an independent 
validation set. Logistic regression, a type of generalised linear model, was used as a modelling 
technique. Four models were retained after the model selection, and a multimodel prediction was done, 
with the CMOC as a weighing factor. Only depth and median grain size were retained as predictive 
variables. Habitat preference experiments in the ecological literature confirmed the modelled sediment 
grain size response. For each variable in the data set an integrated discussion was provided why this 
variable is (not) chosen in the final models based on the conceptual scheme, habitat preference 
experiments and the sample distribution along the range of the variable.  
 
Key words:  
Habitat suitability modelling, species distribution modelling, model validation, habitat preference 
experiments, burrowing speed, Donax vittatus, model validation  
4.1. Introduction 
4.1.1. Habitat suitability models   
 
Habitat Suitability Models (HSMs, Guisan and Zimmermann, 2000; Austin, 2007; Hirzel and Le Lay, 
2008) are used increasingly in ecosystem management to get insight in the spatial distribution of 
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species. Sound management decisions need to be supported by knowledge of the current and future 
distributions of vulnerable species and their preferred habitat. HSMs can predict the distribution of 
suitable habitats for a species on a full cover scale by using the species-environment relationships. If 
the habitat matches with the preferred habitat of the species, the habitat is suitable for the species to 
occur. Without HSMs, the knowledge of the species distribution is often limited to a sparse set of point 
observations (e.g. sediment grab samples). Environmental variables are often available at a full cover 
scale and these variables can be used as inputs for HSMs.  
The general assumption is that more suitable habitats have a higher probability of species 
presence and will support higher species densities (Barry and Elith, 2006). Another assumption for 
HSMs is that the species is in steady-state equilibrium with its environment (Guisan and Thuiller, 2005; 
Václavík and Meentemeyer, 2009). This means that the species is present where the habitat is suitable 
and absent in case the habitat is unsuitable (Barry and Elith, 2006). The equilibrium assumption is 
important because at one point in time, both the species, as well as the physical habitat are observed, 
and HSMs assume that the habitat is determining the species distribution observed at a given point in 
time (Guisan and Thuiller, 2005).  
The theoretical justification of HSMs leans heavily on the niche theory (Guisan and Thuiller, 
2005; Hirzel and Le Lay, 2008). The ecological niche is the subspace of the environmental space where 
the combination of environmental variables is most suitable for the species. Modelling the habitat 
preference of a species thus equals the delimitation of its niche. The fundamental niche of a species is 
only limited by physiological constraints. The realised niche in the environmental space is a subspace of 
the fundamental niche, and is limited by both physiological and dispersal limitations, as well as biotic 
interactions (e.g. competition, predation; Rodder and Lotters, 2009).  
The fundamental niche can be delimited by setting up habitat preference experiments (e.g. 
Alexander et al., 1993; Wright et al., 2000; de la Huz et al., 2002) where the preferred range for each 
environmental variable is tested in the absence of the influence of other variables, biotic interactions or 
dispersion limitation. The realised niche is what is observed in field observations, and thus reflects all 
constraints imposed on the actual distribution of a species, both physiological, biological, 
anthropological and geographical (Pearson et al., 2007). HSMs based on field observations thus model 
the realised niche (Guisan and Thuiller, 2005).  
4.1.2. Need for an integrated model validation 
 
As HSMs are a relatively recent ecological modelling technique, methodological research is rather 
limited (Huettmann and Diamond, 2001). A general overview of the methodological aspects is provided 




by several authors (e.g. Guisan and Zimmermann, 2000; Redfern et al., 2006; Elith and Leathwick, 
2009; Franklin and Miller, 2009). Some methodological research focused on the choice of the modelling 
technique (Segurado and Araujo, 2004; Elith et al., 2006), the impact of the resolution of environmental 
variables (Guisan et al., 2007), the transferability of models (Randin et al., 2006), or which model output 
to choose (Lutolf et al., 2006). 
There is a disproportionally large effort in developing HSM models and maximising the 
predictive performance, compared to the validation of HSMs (Rykiel, 1996; Eastwood et al., 2003; 
Araujo and Guisan, 2006). Assessment of only the predictive success by comparing predictions and 
observations is insufficient and a test of ecological realism of the models is also needed (Austin, 2007). 
When models are only validated with observations an assessment of the causality of each variable is 
not possible and a distinction between the realised and fundamental niche per variable cannot be made. 
Model validations by comparing the predictions with field observations can be done with a part of the 
original data set not used for model calibration (test set), this is called internal validation (Randin et al., 
2006). However, this test set is only pseudo-independent of the model calibration set and the model 
performance on truly independent data may be significantly lower (Beutel et al., 1999).  
In this chapter an extension to the current practice of model validation with field observations is 
proposed. The validation will be improved by incorporating knowledge on the species’ ecology into the 
validation, as well as experimental model validation. An assessment of the influence of the sample 
distribution over the range of the predictive variables, on the model selection and on the models’ 
predictive performance is provided. 
4.1.3. Integration of species ecology 
 
The ecology of the modelled species is rarely considered in HSM research (Austin, 2007). Often an 
automated variable selection algorithm is applied to a set of readily available variables, without much 
further considerations of the species ecology. However, the combination of ecological knowledge and 
methodological modelling skills is more important than the precise statistical method used (Austin, 
2007). Therefore a better integration of HSMs with ecological theory is needed (Guisan and Thuiller, 
2005). The most efficient and comprehensive method is to combine the current knowledge on the 
species ecology in a conceptual scheme. Such schemes have been used as a basis for some marine 
HSMs for fish (Gibson and Robb, 2000), crabs (Avissar, 2006) and seagrasses (van Katwijk et al., 
2000). In a conceptual scheme variables that are relevant in the determination of the species distribution 
according to ecological literature should be shown. Additionally, variables that are in the data set but are 
not considered in the literature can be included (e.g. BPI). Creating a conceptual scheme will: 1) force 
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researchers to consider the possible causal relation and the direction of the relation between variables 
and/or the species, 2) help to determine which variables need to be measured (Gibson, 1994) and 
included in an optimal model (Austin, 2007) and 3) help to determine which important variables are 
missing in the data set. A model can be validated by comparing the variables selected in the model 
selection, with variables that are determining the species distribution according to the ecological 
literature.  
   Some variables determine the species distribution in a direct and causal way, e.g. the food 
availability. The opposite of causal variables are proxy variables that are widely available and cheaply 
measurable approximations for other variables (Guisan and Zimmermann, 2000). Based on the 
ecological knowledge combined into the conceptual scheme, it is possible to assume if a variable is 
causal in the prediction of the species distribution. Causal variables have little or no intermediate 
variables, between the variable and the species distribution. Proxy variables often have a more indirect 
and correlative relation with the prediction of the species distribution, because there are several 
intermediate variables between the proxy variable and the species. Proxy variables cannot explain the 
causal nature of the relationship, but are practically useful in forecasting change over the range of the 
environmental conditions sampled (Thrush et al., 2003). The identification of causal variables is crucial 
as it is desirable to predict the distribution of species based on ecological parameters that are believed 
to be causal driving forces of the species distribution (Guisan and Zimmermann, 2000). When proxy 
variables with local correlative relations are used in the model, the transferability of the model to other 
regions and periods is limited (Guisan and Zimmermann, 2000).  
4.1.4. Experimental model validation 
 
Habitat preference experiments are a valuable extra model validation approach (Huxham and Richards, 
2003). Experiments serve to test if the relation of a variable with the distribution of the species is causal 
or merely correlative and, to assess the fundamental niche of the species for the variable in the absence 
of biotic interactions and dispersion limitation. The experimental validation is truly independent of field 
observations, while ecological literature often is based on field observations. HSMs can quantify the 
contribution each variable has in the prediction of the distribution of the species, but this does not allow 
distinguishing between correlative and causal relations.  Assessing true cause-and-effect relationships 
requires controlled experiments on the effect of one variable, while controlling for the others (Thrush et 
al., 2003). Ideally, a HSM should be tested with habitat preference experiments, however very few such 
examples can be found in the marine literature. Wright et al. (2000), for example, developed a HSM for 




sandeel and assessed the sediment preference in controlled experiments to validate the modelled 
species response.  
Especially when a model is to be applied in another region or period, model validation by means 
of habitat preference experiments is very valuable. The more causal the variables in the transferred 
model are, the more reliable the model predictions will be in other regions or periods. In some HSM 
applications it can be mandatory to identify also the fundamental niche for certain variables (e.g. to 
identify potential colonisable areas for invasive species; Wiens and Graham, 2005).  
 
4.1.5. Assessment of the sample distribution  
 
Ideally, data sets to develop HSMs should be obtained in planned sampling campaigns, but in reality 
well designed sampling campaigns for modelling are rare and mostly the data are an opportunistic post-
hoc data compilation from existing sources (Austin, 2007). Such a collation can create a good spatial 
cover and a large sample database. The drawback is that the spatial distribution of the samples is likely 
to be biased for the purpose of modelling, because the samples are heavily clustered and some habitat 
types are under- or oversampled. This will mostly result in an uneven coverage of the range of the 
environmental variables which can lead to a poor fit in an undersampled part of the variable range. The 
distribution of the samples over the variable range can also affect if a variable is useful to determine the 
distribution of a species. The model can thus also be validated by interpreting the modelled response, 




The general aim of this chapter is to plea for an integrated validation of HSMs. Such an integrated 
validation would consider the validation of the model with 1) species observations (internal or external 
model validation), 2) ecological insights from the literature, 3) habitat preference experiments and 4) an 
assessment of the distribution of the model calibration data over the range of the predictive variables.  
To illustrate the suggested model validation improvements, a HSM is developed for the bivalve 
species Donax vittatus (Da Costa 1778). This species was chosen because extensive ecological 
literature is available on the species, habitat preference experimental results are available and, the 
species is a food source for juvenile plaice (Pleuronectes platessa; Burrows and Gibson, 1995), an 
abundant fish species in the North Sea. An overview of the ecological knowledge on the species will be 
combined in a conceptual scheme. In a multimodel approach, HSMs were developed based on the 
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CMOC model selection approach (see Chapter 3). The selected models were validated with ecological 
knowledge from the literature. Habitat preference experiments from the ecological literature were used 
to validate the modelled species response for the variable median grain size.  
4.2. Material and methods 
4.2.1. Habitat suitability models 
4.2.1.1. Modelling technique  
 
To predict the presence of species, different modelling techniques exist (Elith et al., 2006). In this 
research, logistic regression (LR; Agresti, 2002; Appendix II) a type of Generalised Linear Model (GLM) 
is chosen as modelling technique because: 1) this technique is often used in HSM (e.g. Ysebaert et al., 
2002; Le Pape et al., 2003), 2) is relatively simple and, 3) statistically well established. LR has a 
transparent model structure and a comparatively low number of parameters (Reineking and Schroder, 
2006). More complex techniques (e.g. Artificial Neural Networks) would require more in-depth technical 
discussion. The proposed methodological improvements (incorporation species ecology, experimental 
model validation and improved sampling design) can later be applied to any HSM modelling technique. 
GLMs have the possibility to assume different distribution functions of the response variable 
and the flexibility to choose a link function between the random and systematic component. This link 
function allows to have predictive variables within the range of the observed responses and, to use a 
linear combination of predictors (Guisan and Zimmermann, 2000). LRs are used to model the relation 
between the binomial (present or absent) species occurrence observations and a set of predictive 
environmental variables. Because the model output of the LR should be constrained to the interval [0 – 
1], the logistic link function is applied in the LR (see Appendix II). This continuous model prediction can 
then be converted to discrete presence/absence information by using a cut-off for presence (Liu et al., 
2005). To minimise the bias in the estimation of the model parameters due to the low prevalence of the 
modelled species in the data set (prevalence = 0.10), the prevalence will be kept at 50% during the 
bootstrap resampling. A cut-off for presence of 0.5 will be used. 
4.2.1.2. Data preparation: study area and data set 
 
The BPNS has a surface of 3600 km² (±0.5% of the total area of the North Sea), and is situated in the 
Southern North Sea. The BPNS is relatively shallow with a depth of maximum -45 m.  The seabed 
surface is characterised by a highly variable topography, with a series of sandbanks and swales. A 
broad spectrum of sediments is found, ranging from clay to coarse sands (Van Hoey et al., 2004). 




A data set with 990 grab samples collected between 1977 and 2003 is used to develop HSMs 
(Fig. 4.1). Animals were sieved on a 1 mm sieve and counted. This complete data set is split based on 
the collection period to obtain a validation set that is temporally independent. The pre-2001 data set 
contains 786 samples and is resampled during the bootstrap resampling to generate a calibration set 
and a test set for each bootstrap replica (See 4.3.1.3. Model development). The post-2001 data set 
contains 204 samples and is resampled in a bootstrap procedure to generate a validation set for each 
bootstrap replica. As such, an external validation of the model with data from a different period is 
performed to assess the temporal generalisation and transferability of the model.  
 
 
Fig. 4.1. Distribution of the training/test and the validation set samples in the Belgian part of the North 
Sea. Projection UTM 31N WGS84. A. Overview of the Belgian Part of the North Sea (BPNS). B. Detail 














































































































































































































































































































































































































































































0 4 82 Kilometers
0 21 Kilometers
Validation set







Chapter 4. Integrated validation of marine habitat suitability models 
138 
 
Five environmental variables are considered as potential variables to predict the distribution of D. 
vittatus (Table 4.1). These variables are used because: 1) they are available as full cover grids, 2) they 
represent several aspects of the habitat (sedimentology, topology and currents) and, 3) they have been 
shown to be useful in the prediction of the habitat preference of macrobenthic species in previous 
research (Degraer et al., 2008; Willems et al., 2008). Other variables were available, some also at a full 
cover scale, but were not considered for the model. Salinity, for example, is a good predictor of 
macrobenthic species distributions in estuarine environments where there is a clear gradient (Ysebaert 
et al., 2002), but on the scale of the BPNS there is no variance in the salinity which would be useful to 
model species distributions. The water temperature is expected to influence the densities and growth of 
macrobenthic species (Reiss et al., 2006), but also displays little spatial variance on the BPNS.  
 




min mean max min mean max min mean max
D. vittatus  (dens./m²) 0.0 3.4 194.9 0.0 5.3 282.7 / / /
Median grain size (µm) 8.0 277.8 658.0 9.8 228.7 490.2 0.0 307.3 891.1
Mud % 0.00 3.12 99.04 0.00 8.69 92.94 0.00 5.10 75.68
Depth (m MLWS) -35.90 -10.03 5.41 -20.43 -4.88 4.35 -45.72 -22.99 1.74
BPI -573.0 -8.3 329.0 -229.0 -30.1 200.0 -659.0 -0.3 415.0
Bottom current (ms-1) 0.035 0.517 0.884 0.117 0.493 0.836 0.049 0.943 1.659
1977-2001 2002-2003 /
Training/test set Validation set Full cover layers
786 samples 204 samples 55726 grid cells
 
 
The sediment median grain size, the mud % (4-63µm) and the depth are actual measurements 
at the time of sampling, while the Bathymetric Position Index (BPI; Lundblad et al., 2006) is derived from 
the high resolution bathymetry raster (80m pixel size). The depths are standardised to the Mean Low 
Water Spring level (MLWS), which cause some depths to be > 0 m. The BPI indicates the relative 
elevation of a location in relation to the surroundings. Thus whether a sample is on a ridge (BPI > 0), or 
in a trough (BPI < 0; Verfaillie et al., 2006). The maximum bottom current (m/s) is derived from the 
COHERENS 3D baroclinic model (Luyten et al., 2003). 
 
 


































Median grain size -0.29 -0.24 -0.03 0.31
Mud % -0.29 -0.16 0.31 0.10
Depth (m) -0.24 -0.16 -0.29 -0.61
BPI -0.03 0.31 -0.29 0.24
Bottom current (ms-1) 0.31 0.10 -0.61 0.24  
 
Full cover data grids of each of the predictive variables are available for each of the five environmental 
variables and will be used to produce full cover prediction of the probability of presence for D. vittatus . 
Each grid cell has a size of 250x250m. To create full coverage median grain size maps, kriging with an 
external drift was used, taking into account bathymetry as a secondary variable to assist in the 
interpolation (see Verfaillie et al., 2006). The map of the mud % was created, using ordinary kriging with 
directional variograms for the anisotropy of the data (Van Lancker et al., 2007). The BPI was derived 
from the bathymetry grid (Flemish Authorities, Agency for Maritime and Coastal Services, Flemish 
Hydrography).  
4.2.1.3. Model development 
 
The central step in the development of HSMs is the model selection, thus the selection of the most 
optimal combination of predictive variables (Guisan et al. 2000, Heikkinen et al. 2006). If all available 
variables would be included, the complexity of the model and thus the number of model parameters 
would increase quickly. Therefore, automated stepwise variable selection (see Chapter 2) is most often 
used with LR. But the stepwise procedure has some major shortcomings (see Chapter 3): 1) it is prone 
to find local optima and miss the overall most optimal model (Reineking and Schroder, 2006), 2) the 
procedure is sensitive to multicollinearity of the predictive variables, 3) only one final model is provided 
in the stepwise approach. 
In this research an exhaustive model selection approach is applied to find the most optimal 
combination of environmental variables (Fig. 4.2). This approach was proposed in Chapter 3. 
Exhaustive model selection tests and compares combinations of predictive variables and aims to find a 
globally optimal model. As a measure of how optimal a variable combination is for species modelling, 
the Combined Model Optimisation Criterion (CMOC, Chapter 3) is calculated. The CMOC can be used 
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for multimodel inference and prediction when the CMOC per variable combination is used as a weighing 
factor to calculate a multimodel average.  
 
Fig. 4.2. Overview of the steps in the HSM methodology for the species D. vittatus. The Combined 
Model Optimisation Methodology (CMOC) is a weighted average of the Akaike weights of the test and 
validation set BICs. 
 
In an exhaustive approach, the number of variable combinations rises exponentially with the number of 
alternative variables considered. For this reason the hierarchical model building approach (Kutner et al., 
2005) is used during the generation of alternative models. In the hierarchic model building first all 
possible combinations of the linear regression terms are tested. From these set of models, the models 
with a CMOC > 0.05 are kept. To this retained models with linear terms, all combinations of quadratic 
terms are added. A quadratic term of a variable is only considered in a model if the linear term is already 
in the model. From these set of models with quadratic term the models with a CMOC > 0.05 are 
retained. For this set of models all possible interaction terms between the linear terms are considered. 
The final models are the models that were obtained in this last stage. The hierarchical approach 
Experimental validation Comparison ecological literature Assessment sample distribution
Model validation
Mean CMOC per variable combination
Per variable combination 
• Log-likelihood test set
• Log-likelihood validation set
• Number of model parameters
Bootstrap resampling data sets 
• 500x bootstrap per variable combination
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drastically limits the number of alternative models to be calibrated and compared, while keeping the 
exhaustive character of the model selection.  
 To increase the precision of the CMOC estimate, 500 replica models are calibrated per 
alternative variable combination by bootstrap resampling the pre-2001 data set to obtain a calibration 
and test set, and the post-2001 data set to obtain a validation set (Fig. 4.2). The mean CMOC per 
variable combination is calculated as an average of the 500 CMOC values. During the bootstrap 
resampling, the prevalence of the species is kept at 50%.  
For each of the 500 bootstrap replicas per alternative variable combination the log-likelihood 
and the number of variables n are used to calculate the Bayesian Information Criterion (BIC, Shono, 
2005). The BIC is a Model Optimisation Criterion (MOC) that allows models to be ranked from most 
optimal to worst model. The BIC was chosen as a MOC because it is a consistent criterion which will 
find the true model in case the number of samples n goes to infinity (Anderson et al., 1998). Based on 
artificial species data, BIC proved to find the true model used to generate the species data or a very 
similar model (see Chapter 3).  
 An MOC in the general MOC framework consists of three parts: 1) a measure of the model fit to 
the observations, 2) a measure of the model complexity and 3) a regularisation parameter λ (Reineking 
and Schroder, 2006; Equation 4.1). The goodness of the model fit is quantified in the MOC framework 
based on the likelihood model i with the parameter vector θ (Equation 4.2). The model complexity term 
equals the number of model parameters p. The regularisation parameter λ determines the relative 
weight of the model complexity p in the MOC formula (Equation 4.1; Reineking and Schroder, 2006). 
The regularisation parameter λ times the model complexity p equals the penalisation term of the MOC 
(Reineking and Schroder, 2006). A more complex model will thus probably have a higher model fit, but 
also a higher penalty term because there are more model parameters. The model with the lowest MOC 
will be a trade-off between maximal model fit (correct predictions) and minimal model complexity 
(number of model parameters). A model with minimal MOC has maximal parsimony and is assumed to 
be the most optimal model given the data set.  
 
MOC = goodness of fit+ λ·model complexity (4.1)  
MOC = -2 ln Lθ +λp (4.2) 
BIC = -2 ln Lθ + lnn p (4.3) 
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In the BIC formula (Equation 4.3), the regularisation parameter λ equals the logarithm of the number of 
samples n (Equation 4.3). The BIC is a consistent MOC, which theoretically selects the true model in 
case the number of samples n reaches infinity (Hastie et al., 2001). Consistent criteria thus provide an 
asymptotically unbiased estimate of complexity of the true model (Anderson et al., 1998). When MOCs 
are applied to large data sets consistency is desirable (Shono, 2005).  
The CMOC combines the BICs of the test and validation set. To calculate the CMOC, first the 
BIC values of the test and validation set are averaged over the 500 model replica created for each 
variable combination (Equation 4.4). To make these BICi values relative and independent of the number 
of samples n, the Akaike Weight (AW, Wagenmakers and Farrell, 2004) of these BICi values is 














         k = nr models 
(4.6) 
 
CMOC = m·AWBICtest+ 1-m·AWBICvalidation (4.7) 
 
The CMOC is then calculated as the weighted average of the Akaike weights of the test and validation 
set BIC (Equation 4.7). The relative contribution of the test set and the validation to the CMOC is 
determined by the weight m, which can be chosen in the interval [0, 1]. In the remainder of this chapter, 
m = 0.5, which means both data sets have equal contribution. The choice of m will shift the emphasis in 
the model selection from accurate predictions on the test data (m = 1), to maximal generalisation and 
thus more accurate prediction for the validation set (m = 0). This will result in a single CMOC value per 
alternative model that indicates how optimal a model is relative to the other models.  
For biological observations the true model can never be known and is of unlimited complexity 
(Anderson et al., 1998). Therefore the use of one single model is not always realistic, especially not for 
biological observations (Anderson et al., 2009). Also, the most optimal models selected in the model 
selection have a similar predictive performance, and choosing only the first one would be assuming that 
a single true model can be found for biological observations. Therefore a multimodel averaged or 
ensemble model prediction will be performed in this chapter. Per sample in the data set, the prediction is 
calculated as the weighted sum of the prediction of each alternative model for that sample. The CMOC 
is used as weighing factor, to let more optimal models have a higher contribution to the final prediction. 




To produce full cover predictions of the distribution of D. vittatus in the BPNS, full cover grids of 
predictive variables are fed into the selected optimal models. Per grid cell a multimodel weighted 
average is calculated over all the predictions from the different alternative models.  
Besides the CMOC, contingency table based model performance indicators are provided as 
they are often used to express the predictive performance of HSMs. The indicators provided are the 
Cohen’s Kappa (Fielding and Bell, 1997), Normalised Mutual Information criterion (NMI, Fielding and 
Bell, 1997) and the Area Under the Curve (AUC; Maggini et al., 2006; Table 4.2). Contingency tables 
are obtained by tabulating the observed species presence against the predicted species presence 
(Fielding and Bell, 1997). Before tabulation it is necessary to convert the continuous model prediction [0 
– 1], to discrete absences and presences [0, 1] by using a cut-off for presence of 0.5 (Liu et al., 2005). 
The AUC is the surface under the receiver-operator curve, which is constructed by plotting the 
sensitivity values against 1-specificity for a series of cut-off for presence-values (Swets, 1988). The AUC 
is 1 for a perfect model and 0.5 for a nonsense model.  
4.2.2. Ecology of Donax vittatus 
 
Donax vittatus (da Costa, 1778), the banded wedge-shell, belongs to the Mediterranean boreal element 
of the European fauna, with a distribution extending as far north as the coasts of Norway (Ansell et al. 
1980b). On the Atlantic coast of France the range of Donax vittatus overlaps with the congener D. 
trunculus (Ansell et al. 1980b). All the species within this genus Donax are rapid burrowers, with an 
elongated, slender shell that accommodates a large foot (Stanley, 1970). The valves are thick for 
stability and are smooth for streamlining (Stanley, 1970). D. vittatus is a suspension feeder (Yonge, 
1949; Pohlo, 1969). In Scottish waters the life span of the species is estimated to be 5 to 7yr (Ansell et 
al., 1980). 
4.2.3. Assessment of the sample distribution  
 
The data set used in this research is a compilation of existing data sets, not specifically collected for the 
purpose of HSM development (Fig. 4.5). Therefore, it is most relevant to assess the distribution of the 
samples over the range of each predictive variable. Undersampled, oversampled or unsampled regions 
in the variable range can be identified. For each of the variables in the data set, the sample distributions 
over the range of the variable are plotted. As such, the distribution of 1) the complete data set, 2) the 
samples where the species is present, 3) where the species is absent, and 4) the values of the grid cells 
in the full cover grids can be compared. The distribution of the observations per variable are converted 
to sample densities [0-1], to make them relative. The relative sample densities under each curve sum to 
one.  




4.3.1. Habitat suitability models 
4.3.1.1. Model selection 
 
The hierarchical, exhaustive model selection based on the CMOC, resulted in four models that were 
retained (Table 4.2). These four models are based on only two predictive variables: median grain size 
and depth. The model with the highest CMOC (0.543) is only using depth and depth². In three out of the 
four models a unimodal response of the species for depth is modelled. Median grain size is modelled 
with only a linear response, except for the model with the lowest CMOC (0.015). However, the latter 
model has a very low contribution to the prediction in a multimodel average, due to the very low CMOC. 
The contingency based model performance indicators Kappa, NMI and AUC are highly correlated 
among each other. For the calibration set, these contingency table based indicators match well with the 
AW BIC values of the calibration set. For the test and validation set, there is no clear relation.  
 
Table 4.3. Models for the prediction of the spatial distribution of D. vittatus. The models are the result of 
a hierarchical, exhaustive model selection based on the Combined Model Optimisation Criterion 
(Chapter 3). The CMOC is calculated as the weighted average of the Akaike weights of the Bayesian 
Information Criterion (BIC) of the test and validation set. NMI: Normalised Mutual Information. AUC: 
Area Under the Curve.  
Kappa NMI AUC Kappa NMI AUC Kappa NMI AUC     Systematic component logistic regression
Model 1 0.54 0.09 0.13 0.95 0.46 0.19 0.73 0.44 0.18 0.72 0.55 0.29 0.77 Depth + Depth²
Model 2 0.32 0.67 0.59 0.05 0.54 0.24 0.77 0.50 0.21 0.75 0.59 0.32 0.80 Median grain size + Depth + Depth²
Model 3 0.12 0.03 0.24 0.00 0.37 0.12 0.68 0.38 0.12 0.69 0.46 0.19 0.73 Median grain size
Model 4 0.01 0.21 0.03 0.00 0.56 0.26 0.78 0.50 0.21 0.75 0.55 0.29 0.77 Median grain size + Depth + Depth² + Median grain size *Depth
Calibration set Test set Validation set




























4.3.1.2. Multimodel prediction species distribution 
 
The multimodel prediction of the species-environment relations of D. vittatus per sample is calculated as 
the weighted sum of the prediction of the four models. The result per sample in the original data of the 
BPNS (990 samples) is a prediction of the probability of presence of D. vittatus. The multimodel 
response of the four optimal models is visualised in Fig. 4.3. The predicted probability to find D. vittatus 




is lowest in deeper waters with coarse sediments and is highest in shallow waters with fine sediments. 
As the interaction is only present in model 4 with the lowest CMOC, interactions are not visible in the 
multimodel combined prediction, because model 4 has a low contribution to the multimodel prediction. 
When the presence observations of D. vittatus are plotted on the modelled response, they can be found 
where the probability of presence is highest (Fig. 4.3B). Most of the presence observations are above 
the cut-off for presence of 0.5, indicating there are few false absences (Fig. 4.3B).  
 
Fig. 4.3. Modelled response of the multimodel prediction of the probability of presence of D. vittatus. 
4.3A. Visualisation of the modelled response, 4.3B. Contour lines with the probability of presence. Dots 
indicate the samples where the species was present.  
 
4.3.1.3. Full cover predictions of the species distribution 
 
Full cover grid layers of the variables median grain size and depth are fed into the 500 replica models of 
each of the four optimal models (Table 4.2, model 1-4). The average predicted probability of presence 
per sample over each of the 500 replica models is calculated. This results in four predicted probabilities 
per sample, one for each alternative model (model 1-4). The weighted average over these four 
predictions per sample is calculated. The result is a full cover prediction of the probability per grid cell 
(Fig. 4.4). Donax vittatus is predicted to be present only close to the coast, because offshore the 
sediment is generally coarser and the depth increases. The model predictions offshore match well with 
the observations as the species was never found offshore. In the densely sampled area (Fig. 4.4B), the 
overall pattern of the predicted distribution (Fig. 4.5), matches quite well with the pattern in the species 
observations (Fig. 4.1). The predictions could not be validated in the north of the BPNS because no 
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observations were available there. In the area between Ostend and Zeebrugge only few observations 
were available for comparison. This area is a relatively muddy area.  
 
Fig. 4.4. Prediction of the probability of presence of the species D. vittatus in the Belgian part of the 
North Sea based on a multimodel weighted average with the Combined Model Optimisation Criterion 
(CMOC) as weight. The prediction is based on grid cells of the variables median grain size and depth. 
Projection UTM 31N. A. Prediction for the Belgian part of the North Sea, B. Prediction for a densely 
sampled area close to the city of De Panne.  




4.3.2. Sampled distribution per variable 
 
 
Overall the distribution of the complete data set and the absence samples matched well, as the species 
was absent in 890 of the 990 samples in the complete data set (Fig. 4.5). Per predictive variable the 
sample distribution is discussed in this section. 
 
 
Fig. 4.5. Distribution of the observations over the range of the variables in the data set.  
 
Median grain size 
The distributions of presence and absence samples do not fully overlap, the median grain size allows 
distinguishing them. The peak of the presence sample distribution was found at lower grain sizes. Very 
few samples were available at very fine or very coarse sediments. 
 
Mud% 
The distribution of all samples in the data set, of the presence and absence samples, and of the full 
cover grid values overlap. The variable mud% does not allow to clearly distinguish between the 
presence and absence observations in the data set. The full range of the variable mud is sampled, but 
there are few samples at very high mud percentages.   
 




The full depth range of the BPNS is sampled, but more samples were collected in the shallower parts. 
On the beach little or no samples are available. Presence samples have a distinctly different distribution 
from absence samples, which indicates usefulness of the variable for presence prediction.  
BPI 
The distribution of all observations, of the presence and absence samples, and of the full cover grid 
values overlap. The variable is not able to distinguish absence and presence samples for the given data 
set as these have the same distribution for this variable.  
Currents 
Samples were collected at locations with low bottom currents, when compared to the full cover grid 
values. The species was found at all the observed bottom current speeds in the samples, thus this 
variable is not useful to distinguish presence and absence samples in the available data set.   
4.4. Discussion 
4.4.1. Habitat suitability models 
 
The four models retained in the hierarchical exhaustive model selection (Table 4.2) are using only two 
predictive variables, median grain size and depth, although the data set contained five variables. The 
variables in the final four models, median grain size and depth, will be discussed in detail with an 
emphasis on the ecological implications of the variables. Further on, the variables in the data set that 
were not included in the final models, as well as the variables that could be considered for future models 
for the species, are discussed.  
 
4.4.1.1. Model validation: ecological knowledge 
 
The ecological knowledge on D. vittatus obtained from literature was combined in a conceptual scheme 
(Fig. 4.6). The probability of presence of the species is determined mainly by the local growth and 
survival of the individuals. The relation between the larval settling and the physical habitat is not well 
known specifically for this species, but numerous macrobenthic species are known to actively select 
their habitat during settlement (Snelgrove et al., 1999). The local growth of D. vittatus is determined by a 
number of variables: metabolic rate, phytoplankton density, siphon closure time, resurfacing speed, 
biomass lost by predation, salinity and valve closing energy expenditure. The growth rate is directly 
related to the metabolic rate, and the latter is influenced by temperature and salinity (Ansell and 




Lagardere, 1980). High phytoplankton densities lead to higher growth rates as the species is a 
suspension feeder (Yonge, 1949; Pohlo, 1969).   
The preferred grain size range observed by Stanley (1970) is 150-375 µm. This preferred grain 
size range is also the range where D. vittatus burrows fastest (Ansell and Lagardere, 1980; Alexander et 
al., 1993; Ansell, 1994). The sediment in this range has a high shear stress and requires the current 
velocity 0.2 m/s to be eroded (Postma, 1967). The higher shear strength and higher cohesion of these 
fine sediments in the preferred range are important in helping infaunal bivalves hold their valves closed 
(Stanley, 1970). Thus less muscle action is needed, which leaves more energy for somatic growth. 
Coarse sediments with low shear strength and reduced cohesion could increase the energetic costs 
compared with finer sediments (de la Huz et al., 2002).  
If the siphons are closed for longer periods, this decreases the food uptake. Longer closure 
periods can be due to high mud content that could potentially block the gills. As mud particles stay 
longer in suspension, the burrowing speed will be lower in a muddy environment, because there will be 
prolonged siphons closure periods until mud particles settle back to the sediment (Ansell, 1962; 
Trueman, 1966; Eltringham, 1971). Yonge (1949) argues that D. vittatus cannot eliminate the mud 
particles on its gills fast enough, because the internal anatomy causes the formation of pseudofaeces to 
be slow in comparison with bivalves that can live in muddy environments (e.g. Tellina). The mantle folds 
and a central channel leading to the waste channel are lacking in D. vittatus (Yonge, 1949).  
Each species in the Donax genus has a specific maximum temperature it can tolerate (Ansell et 
al., 1980). These maximum temperatures can occur in summer as D. vittatus lives in shallow waters 
(Ansell et al., 1980). The median lethal temperature (LT50) ranges between 24 and 29°C, depending on 
the prior acclimatisation. Median burial temperature (BT50) is the temperature at which 50% of the 
individuals retain the ability to burrow is up to 29°C for D. vittatus (Ansell et al., 1980). Both the LT50 and 
BT50 were significantly lower for individuals acclimatised at lower temperatures (Ansell et al., 1980). 
Lower salinities decrease the tolerance for high temperatures (Ansell et al., 1980), in agreement with the 
general principle that fluctuations in the combination of environmental stresses will combine to lower 
tolerance limits (Kinne, 1970). It is assumed that the lethal temperatures are rarely reached in the field, 
but that sublethal effects will render populations non-viable (Ansell et al., 1980).  




Fig. 4.6. Conceptual scheme of the ecological processes determining the presence of Donax vittatus. 
The boxed variables are in the data set used for prediction. NAOI: North Atlantic Oscillation Index. BPI: 
Bathymetric Position Index. 
 
The burrowing speed is determined by the bottom shear strength, grain size (Alexander et al., 1993), 
shell length (de la Huz et al., 2002), temperature (Ansell et al., 1980) and salinity (Ansell et al., 1980). 
Fast burrowing speeds are important to avoid physical exclusion and burial by waves or current action 
(Brown and McLachlan, 1990; McLachlan et al., 1995). Bivalves in environments with high current 
speeds must burrow quickly to resurface after burial. Fast burrowing also implies a higher predation 
evasion speed which is needed to evade the sublethal foot and siphon predation by crustaceans (Salas 
et al., 2001) and flatfish (Burrows and Gibson, 1995). Sublethal predation requires regeneration at the 
expense of somatic growth (Salas et al., 2001). In sediment preference experiments, Gibson and Robb 
(2000) observed that juvenile plaice had a strong preference for finer sediments, which coincides which 
the sediment preference of D. vittatus. 
The North Atlantic Oscillation Index (NAOI) is known to influence temperature, current and wind 
patterns (Reiss and Kröncke, 2005). Temporal changes of benthic communities have been linked to the 
NAOI, with an effect probably mediated by rising winter water temperatures (Kröncke et al., 2001; Reiss 
and Kröncke, 2005; Kröncke et al., submitted). Depth has been found to structure benthic communities 
(Hagberg et al., 2003) and several environmental variables are correlated with depth (e.g. currents, light 
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variables. Pesch et al. (2008) used depth to predict the distribution of macrobenthic communities in the 
North Sea. The relation of the BPI (Lundblad et al., 2006) with macrofauna distribution has not been 
clearly proven yet. However, the BPI has been used to predict the spatial distribution of cold water 
corals (Guinan et al., 2008) and rockfish (Iampietro et al., 2008) 
4.4.1.2. Experimental model validation: habitat preference experiments 
 
In this research habitat preference experiments from the literature were used to validate the modelled 
species response for the variable median grain size. The variable sediment grain size was chosen 
because: it appeared as one of the important variables that determine the distribution of the species 
(Table 4.2), and experimental results are available for comparison in ecological literature (Alexander et 
al., 1993; de la Huz et al., 2002). The variable depth was even more important in the predictive models 
(Table 4.2). However, depth is considered to be a proxy variable that is correlated with several other, 
often unmeasured, variables. Therefore experiments that test for the isolated effect of the hydrostatic 
water pressure are not expected to be useful.  
The relation between the sediment type and the metabolic and growth rate of Donax trunculus was 
tested in an experimental setup by de la Huz et al. (2002). The results for this species were considered 
for comparison with the model for D. vittatus as: 1) both species are very related and have overlap in 
their distributional range (Ansell and Lagardere, 1980), 2) the sediment preferences based on burrowing 
experiments (de la Huz et al., 2002) are similar. de la Huz et al. (2002) kept individuals in different 
sediment types at 18°C and fed them with microalgae. The oxygen consumption (µmol O2 h-1ind-1) and 
the growth (µm day-1) were measured regularly during 88 days. The fluctuations were minor in this 
period and in this research only the oxygen consumption and growth at day 88 were considered (Fig. 
4.7B). The peak in the metabolic rate and growth coincided with the peak in the burrowing rates (Fig. 
4.7A, 4.7B), and with the distribution of the presence samples, as well as with the modelled response of 
the species (Fig. 4.7C). Both the metabolic rate and the growth steeply declined from the optimum of 
about 200 µm till 750µm and kept a more or less constant level at the coarser grain sizes tested (Fig. 
4.7A). 





Fig. 4.7. Results of sediment preference experiments for the species D. vittatus. A. Metabolism and 
growth of the species D. trunculus for different grain sizes (de la Huz et al., 2002), B. BRI for the species 
D. vittatus (Alexander et al., 1993). BRI = Burrowing Rate Index (Alexander et al., 1993). C. Predicted 
probability of D. vittatus from the multimodel, and the relative density of the presence and absence 
observations. The average predicted probability of presence for a specific grain size is always below the 
cut-off for presence because the probability also depends on the depth. 





In the burrowing experiments by Alexander et al. (1993), the sediment preference of the species is 
quantified by the burrowing rate, with the highest burrowing rates expected in the most optimal sediment 
types. High burrow rates are important to quickly resurface after burial (Brown and McLachlan, 1990; 
McLachlan et al., 1995) and to evade predation of the foot and siphon (Burrows and Gibson, 1995; 
Salas et al., 2001). The burrowing time is defined as the period between the onset of the burrowing and 
the moment when the shell completely disappears in the sediment. Because the shell length and mass 
influences the burrowing speed (de la Huz et al., 2002), the speed per sediment type was converted to 
the Burrowing Rate Index (BRI; Alexander et al., 1993). The BRI normalises burrowing time for 
specimen mass (Equation 4.8; Alexander et al., 1993). The burrowing speed of D. vittatus was 
measured by Alexander et al. (1993) and the BRI was calculated for several sediment types with half φ 









The optimum of the distribution of the species in field observations (Fig. 4.7C) matches almost exactly 
with the optimum of the burrowing rate in the experiments by Alexander et al. (1993; Fig. 4.7B). The 
modelled species response and the observed field distribution are zero for grain sizes greater than 400-
500 µm (Fig. 4.7C). The experimental BRI results, however, show a decreasing BRI (Fig. 4.7B). Thus 
the species is still able to burrow in coarser sediments, albeit at much lower speeds. The fundamental 
niche for the variable burrowing speed is thus wider than the realised niche and the modelled species 
response based on field observations. In the burrowing experiments a broader optimum was found 
(125-375 µm; Fig. 4.7B), but the location of the optimum matches quite well with the field observations 
and with the modelled species response. In the BRI response there appears to be a second local 
optimum in the BRI at 875 µm, but this is not observed in the growth rate or oxygen consumption, nor in 
the field observations.  
4.4.1.3. Variables in the final models 
 
Median grain size 
 
The importance of median grain size in the determination of the presence of D. vittatus is confirmed by 
the field observations (Fig. 4.5), the burrowing experiment (Fig. 4.7B), the metabolic rate experiments 
(Fig. 4.7A) and the preferred grain size range in the ecological literature (Stanley, 1970). The species 
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response to median grain size is modelled in the four final HSMs (Table 4.2) only as a linear response. 
The probability of presence thus keeps on increasing if the grain size decreases. In field observations, 
the sediment preference experiments and the preferred range described in the literature (Stanley, 
1970), the suitability of the habitat is highest for fine sediments (175-350 µm) and decreases again for 
very fine, muddy sediments. A unimodal response of the probability of presence for the median grain 
size is thus observed in the field observations and in the experiments. It can be assumed that the linear 
response, with no decrease in the probability for low grain sizes, is the result of the skewed distribution 
of the samples. Few samples were collected in muddy environments, giving less penalty for a bad 
model fit in muddy environments.  
 Alexander et al. (1993) classified D. vittatus as a substrate sensitive species which penetrates a 
wider range of grain sizes than substrate specialists, but burrowing speeds are lower in coarser 
sediments compared to generalists. The modelled species response and observed field distribution are 
zero for grain sizes greater than 400-500 µm (Fig. 4.7C), but few samples are available in these coarser 
sediments. The experimental burrowing speed, metabolic rate and growth rate results (Fig. 4.7A, 4.7B), 
however, show low values for coarser grain sizes, but are not zero. Thus the species is still able to 
burrow and to grow in coarser sediments, albeit at much lower rates. The fundamental niche for the 
variable median grain size, based on experimental results on the burrowing speed, metabolic rate and 
growth is thus wider than the observed realised niche in the field observations.   
 
The grain size determines the distribution of D. vittatus in different ways: 
1) The grain size controls the burrowing rate of the species. In general, organisms tend to occupy 
sediments where they can burrow faster (Alexander et al., 1993). The ability of an animal to obtain an 
anchorage to pull the shell downwards plays an important role in the burrowing process and various 
grain sizes are related to differences in foot anchorage (Trueman et al., 1966). Fast burrowing speeds 
are important to avoid physical exclusion and burial by waves or current action (Brown and McLachlan, 
1990; McLachlan et al., 1995). Fast burrowing also implies a higher predation evasion speed which is 
needed to evade the sublethal foot and siphon predation by crustacean (Salas et al., 2001) and flatfish 
(Burrows and Gibson, 1995). Less energy loss through less predation in sediments where the burrowing 
speed is highest, results in more energy for somatic growth (Salas et al., 2001).   
2) The grain size determines the energy needed for holding the valves together. The higher shear 
strength and higher cohesion of fine sediments in the preferred range are important for infaunal bivalves 
to reduce the energy cost to hold their valves closed (Stanley, 1970). Because less muscle action is 
needed in the grain size range 175-350 µm, more energy is left for somatic growth (de la Huz et al., 
2002).  




3) Very fine sediments clog the gills of the species. In the field observations, the species D. vittatus was 
never found in median grain sizes below 84 µm. The inability to deal with high concentrations of fine 
particles in the water can be explained by the different internal anatomy of the species compared to 
other bivalves, which causes less pseudofaeces to be formed. If the siphons remain closed due to high 
concentrations of fine particles, filtering for food particles is also stopped. Longer siphon closure periods 




Depth is the most important variable in the multimodel prediction of the distribution of D. vittatus, 
because the variable was used in each of the selected models and the model which only uses depth 
has the highest CMOC (model 1; Table 4.2). The importance of depth can clearly be seen in the 
different distribution of the samples where the species was present or absent along the depth range 
(Fig. 4.5). Depth is a predictive variable in each of the selected HSMs (Table 4.2). In three out of the 
four models a unimodal response of the probability for presence for depth is modelled. Although a 
unimodal relation is modelled, the multimodel averaged probability of presence is not low for locations 
high up on the beach (>0 m). This can be explained because very few samples were collected high up 
on the beach, giving less penalty for a bad model fit in these locations. But as little samples were 
available for model development in the range >0m, the model can only reliably be used in the range [-
40m, 0m].  
Although depth has been demonstrated earlier to have an effect on the distribution of 
macrofauna species in the North Sea (Basford et al., 1990; Ysebaert et al., 2002; Willems et al., 2007), 
experiments are difficult to set up as depth is a proxy for numerous other environmental variables. As no 
experiments were available, a distinction between the experimental fundamental depth range and the 
realised depth range from observations was not possible.  
 
Depth is a proxy for the distance to the coast in the BPNS, and several relevant predictive variables also 
show an onshore-offshore gradient: 
1) Bottom currents increase with depth (r = -0.61, Kendall’s tau correlation). In the BPNS the bottom 
currents increase with the distance from the coast (Luyten et al., 2003). The depth increases as well 
away from the coast. Depth is used as a variable in the hydrodynamic model from which the current 
speeds are obtained (Luyten et al., 2003).  In the Southern North Sea, bottom currents determine via 
the bed shear stress erosion and deposition (Stanev et al., 2009), both processes which can alter the 
grain size by erosion or deposition of certain grain sizes.  Sediment transport can be a key structuring 
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factor in infaunal communities, as sediment resuspension and deposition changes the local habitat, and 
hence the suitability of the habitat (Desroy et al., 2007). Currents also influence the dispersion of 
postlarval stages (Butman, 1987; Commito et al., 1995), and in that way determine the dispersion 
limitation of the species, as the small postlarvae cannot swim against the currents.  
2) Phytoplankton concentrations are higher in shallow waters. On the BPNS, depth is quite well 
correlated with phytoplankton densities (Peters et al., 2005), which are highest in shallow water close to 
the coast. Suspended particulate matter is also highest closest to the coast (Fettweis et al., 2007), 
where the depth is low. Due to the shallowness of the BPNS, microphytobenthos is also expected to 
contribute to the primary production close to shore.  
4.4.1.4. Variables not included in the models 
 
Mud%, BPI and bottom currents 
 
Three variables were in the data set of the BPNS, but were not used in the selected models: mud%, BPI 
and bottom current. The mud% was not chosen because this variable could not make a clear distinction 
between the presence and absence samples (Fig. 4.5), and because the mud% is correlated (r = -0.29) 
with the median grain size which was retained during the model selection. The BPI showed no clear 
relation with the distribution of D. vittatus. The bottom current is correlated with the median grain size (r 
= 0.31) and the depth (r = -0.61), and these variables were already in the final models. So redundancy 




The water temperature would be a useful variable if HSM would be developed at the scale of the North–
East Atlantic region. In the BPNS the spatial variance of the temperature was too low. On a large spatial 
scale the temperature varies significantly and it would be useful to model the temperature-based 
limitation of the geographical range of D. vittatus. The spatial distribution is limited due to the (sub)lethal 
effect of the temperature on the general metabolic rate and on the burrowing speed, as burrowing 
decreases with too high and too low temperatures (Ansell et al., 1980).  
The NAOI is known to influence temperature, currents and wind patterns (Reiss and Kröncke, 
2005). Temporal changes of benthic communities have been linked to the NAOI, with an effect probably 
mediated by rising winter water temperatures (Kröncke et al., 2001; Reiss and Kröncke, 2005; Kröncke 
et al., submitted). However, to test the NAOI as a predictive variable, repeated samplings of the 




locations would be needed. The opportunistic sample compilation in the data set used in this research is 
not suitable, as it is highly clustered in space and in time.  
The inclusion of the variable salinity in the HSMs would be useful if the HMS is to be calibrated 
and applied to estuarine as well as marine samples (Ansell et al., 1980; Ysebaert et al., 2002). The 
physiological stress posed by salinity on the growth and metabolic rate limits the distribution of the 
species in low salinity waters.  
Predator densities can be used to model the biomass and energy loss due to sublethal 
predation. The interaction with burrowing speed needs to be considered, as the burrowing speed 
determines how quick D. vittatus can avoid predators (Burrows and Gibson, 1995; Salas et al., 2001). 
The major challenge when predator densities are included is that these species are often highly mobile 
(e.g. juvenile plaice; Burrows and Gibson, 1995), and detailed spatial distribution information is lacking.  
Beside the presence and density of D. vittatus, the shell length would be very valuable 
biological information to be collected in future surveys. The shell length affects the burrowing speed 
(Alexander et al., 1993), and thus each shell length has a slightly different optimal grain size. Ansell and 
Lagardere (1980) collected shell length information and age rings on the shells of 100 individuals at 
different sampling locations during different times of the year. This information allowed modelling the 
growth and size distribution for different periods and locations, by using the Von Bertalanffy growth 
equation (Ansell and Lagardere, 1980). The combination of age rings and shell length allowed following 
the growth, recruitment and mortality of a year class. Shell length information would also allow to test 
the observations by Ansell and Lagardere (1980), who observed that the smallest individuals are found 
the highest on the beach. de la Huz et al. (2002) also made similar observations for the species D. 
trunculus. In this context, the swash exclusion hypothesis states that the individuals which can burrow 
the quickest, are the best able to withstand the more reflective morphodynamics higher up on the beach 
(de la Huz et al., 2002). Their burrowing time is the smallest relative to the wave period.  
4.4.2. Integrated model validation 
4.4.2.1. Ecological scheme 
 
A conceptual scheme allows identifying both the interrelation of variables and how each variable 
influences the suitability of the habitat in a direct or indirect way. Creating such a scheme will: 1) force 
researchers to think about the possible causal relation and the direction of the relation between 
variables and/or the species, 2) help to determine which variables need to be measured (Gibson, 1994) 
and included in an optimal model (Austin, 2007) and, 3) help to determine which important variables are 
missing in the data set. For each variable in a data set, the intermediate variables that link a variable 
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with presence of the species can be determined with the conceptual scheme. As such, the scheme can 
combine all literature and experimental knowledge on a species, and makes this knowledge available 
for model validation.  
4.4.2.2. Experiments 
 
Several arguments support the use of habitat preference experiments for HSM model validation: 
1) Experiments allow proving the causal relation of a variable with the presence of the species. 
Experiments can thus distinguish proxy variables and causal variables.  
2) Experiments can test if each variable in the HSM determines the probability of presence of the 
species, when tested in isolation of other variables and in the absence of biological interactions. Field 
observations of the species response are always multivariate observations. 
3) Only experiments allow to delimit the fundamental niche of a species for a variable. Some variables 
are known to have a causal relation with the probability of presence of the species, but in experiments 
the variable range suitable for the species will often be broader compared to the realised range in field 
observations. Knowledge of the fundamental niche can be useful in some model applications. For 
example, it is useful to know the fundamental niche of invasive species to predict areas suitable for 
colonisation. In these colonised regions abiotic interactions are often less limiting on the fundamental 
niche, as their predators have not moved along with them (Rodder and Lotters, 2009).  
Model selection based on field observations in a data set could be replaced by experimental testing for 
a set of predictive variables, if they determine the probability of presence of the species. However there 
are several reasons why a variable selection purely based on experiments would not be beneficial: 
1) Each predictive variable needs to be testable experimentally. Some variable that can be tested in 
experiments are not available in field measurements and vice versa.  
2) Experiments are expensive and time consuming while field observations of species and 
environmental variables are often already available.  
3) Experiments provide knowledge on the fundamental niche, while knowledge on the realised niche is 
more relevant for most model applications.   
4.4.2.3. Predictive variables in the selected models 
 
Predictive variables that are used in a model that is calibrated with presence and absence observations 
are chosen in the variable selection process primarily if they enable the model to distinguish between 
samples where the species was present or absent. Variables that have a known causal relation with the 




distribution of the species can sometimes not be chosen during the variable selection due to several 
reasons: 
1) The variable cannot discriminate presence and absence samples in the range measured. Ideally, 
sampling for HSMs would be thoroughly planned stratified sampling, with the aim of sampling the whole 
range of each variable (Araujo and Guisan, 2006). If only a part of the environmental range is 
measured, it is possible that the species is present along this limited range with an equal probability 
(e.g. BPI, Fig. 4.5). Under these circumstances, the variable is not useful to distinguish presence and 
absence samples. For example, the samples where the species was observed to be present and absent 
had a different distribution for the variables median grain size and depth (Fig. 4.5). These variables were 
able to discriminate the presence and absence samples well and were also selected in the model 
selection to be included in the predictive HSMs.  
2) The variable is correlated with other predictive variables. If two or more predictive variables in a data 
set are correlated, the model selection (stepwise or CMOC) will mostly select only one variable for 
inclusion in the final HSM. For example, the variable mud% has a causal relation with the probability of 
presence of D. vittatus based on the literature, experiments (Fig. 5.6), and field observations (Fig. 4.5), 
but this variable was correlated with the median grain size. An assessment of the interrelations of the 
variables in the data set should be performed prior to the model selection. Such an assessment can be 
based on an analysis of the interrelation of the predictive variables (e.g. principle components analysis 
and correlation analysis) and on the conceptual scheme, where the interdependency of the variables is 
assessed based on ecological literature.  
3) The variance of the variable is too low. Each predictive variable has a spatial and temporal scale on 
which it has the most variance. In the BPNS, for example, water temperature will not differ significantly 
on a meter scale. Salinity can be an important predictor of the presence of macrofauna (Ysebaert et al., 
2002), but in the sampled non-estuarine locations salinity is expected to have only minor fluctuations.  
4.5. Conclusions 
 
• Integrated validation of HSMs should consider 1) the model validation of observations vs. 
predictions, 2) ecological knowledge from the literature, 3) habitat preference experiments and, 
4) the distribution of the samples over the range of the predictive variables.  
• The current knowledge on the species from ecological literature should be combined in a 
conceptual scheme to allow visualisation of the variable interrelations. Such a scheme can help 
distinguishing proxy and causal variables.  
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• Habitat preference experiments allow identifying the fundamental niche for each variable, while 
field observations can only provide insight in the realised niche. If habitat preference 
experiments are available, they should be used to assess the causality of variables in the 
prediction of the species distribution. If no experiments are available, the feasibility of 
experiments should be considered.  
• The distribution of samples over the range of each variable should be compared. In this way it is 
possible to determine if the sampled range is sufficiently sampled and if a variable is correlated 
to the presence of the species.  
• In a multimodel approach, HSMs were developed for the species D. vittatus. In the model 
selection based on the CMOC four models were retained that use the depth and median grain 
size as predictive variables. In an integrated discussion the ecological relevance of these 
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As the application of HSMs in marine sciences is increasing (Elith and Leathwick, 2009), the need 
for a sound modelling methodology arises. In the introductory chapter of this thesis (Chapter 1), a 
state of the art of HSMs was provided. Based on this state of the art, specific objectives were 
identified for further research in this thesis (Chapter 1). In summary, the methodological research 
focused on three specific challenges: 1) the choice of modelling techniques, 2) model selection 
algorithms and 3) integrated model validation. The discussion is also organised around these 
three challenges. After this, comes a future outlook of habitat modelling. This discussion includes 
an analysis of the factors determining errors in the predictions of HSM’s for marine benthic 
species. And finally, a discussion on the application of HSMs for macrobenthos species is 
provided.  
5.1. Challenge 1: Which modelling technique to use? 
 
The modelling techniques used in HSMs quantify the relation between the predictive variables and the 
density of a species or the probability that a species is present. The majority of the HSMs rely on 
statistical techniques that use the correlation between the predictive variables and the response of the 
species (Kearney and Porter, 2009). Statistical techniques estimate a number of model parameters 
based on a calibration data set. In a broad sense neural networks can also be regarded as a statistical 
technique, as parameters are estimated from a data set. However, a sample distribution is not assumed 
and no significance testing is done with neural networks. Because of the flexibility of ANNs, they can 
emulate a logistic regression. When an ANN with one interneuron (identity transfer function) and one 
output neuron (logistic transfer function) is developed, it produces similar predictions as a LR (see 
Appendix II. GLM) 
In this thesis a comparison was made between Logistic Regression (LR) and Artificial Neural 
Networks (ANNs) in their ability to predict the spatial distribution of Lanice conchilega (Chapter 2). LR 
and ANNs are in this context used to predict the probability of presence [0-1] and are calibrated with a 
data set containing presence and absence information (0, 1). Both techniques thus model proportions: 
the proportion of samples where the species is expected to be present for a given combination of 
variables. This proportion can also be interpreted as the chance or probability to find a species for a 
given combination of variables.  
ANNs gave a higher predictive performance, based on a number of performance indicators 
(CCI, AUC, specificity and sensitivity). However, there was a high correlation between the model output 
of the LR and the ANN. ANNs can be powerful predictors, and the high predictive performance of ANNs 
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can be explained by the fact that complex functions and variable interaction are inherent to the 
architecture of the ANN, because of the connections between the neurons. Another advantage of ANNs 
is that there is a dimension reduction during the modelling process if the number of interneurons is lower 
than the number of input neurons (Tibshirani, 1994). This is useful if several predictive variables are 
available. When the number of variables increases, however, the number of model parameters to be 
estimated increases exponentially. A high number of samples is necessary, otherwise the parameter 
estimates become unreliable.   
ANNs can fit very complex species responses, but this can easily lead to overfitted models, that 
are not transferable to other regions or periods. In the Lanice example in this thesis, there was quite a 
high dissimilarity between the ANNs produced for each of the three crossvalidation folds. The LRs for 
the folds were more similar among each other, which points out the higher robustness of LRs. Presently, 
there is no established theory to determine the number of interneurons or the choice of the transfer 
functions for ANNs. Also, as no error distributions are assumed, no statistical test are performed, and 
hence the model output or model parameters are not tested for significance.  
From a parsimonious point of view, LRs were superior in the modelling of the response of 
Lanice, as the model was simpler and the ANN only performed slightly better. The advantage is that 
LRs are a popular technique (Schroder, 2008), with a sound statistical methodology. The significance of 
the overall model and of the model parameters can be tested easily with LRs. Also the model 
parameters are directly interpretable, especially if the predictive variables are standardised.  
 
5.2. Challenge 2: What is the most optimal combination of predictive variables? 
The Combined Model Optimisation Criterion 
 
Model selection is considered a central step in the development of HSMs (Guisan and Zimmermann, 
2000; Heikkinen et al., 2006; Franklin and Miller, 2009). Stepwise model selection is most often used in 
habitat suitability modelling (e.g. Attrill et al., 1999; McBreen et al., 2008), but this approach has a 
number of disadvantages (see Chapter 1). Therefore, the Combined Model Optimisation Criterion 
(CMOC) was proposed in this thesis. The CMOC is based on the commonly used framework of the 
Model Optimisation Criteria. Via the χ² distribution the significance level α used in the F-statistic, can be 
transformed into a λ value. As such, the commonly used F-statistic could also be fitted into the MOC 
framework. In the CMOC approach, a MOC is calculated for the calibration set and for the test or 
validation set, depending on the availability of independent data. The properties and advantages of the 




CMOC model selection approach, compared to the stepwise model selection approach are discussed 
below.  
5.2.1. The selected models are parsimonious 
 
Because MOCs have a term for the model fit, based on the likelihood, and a penalisation term, based 
on the number of model parameters, the CMOC approach selects parsimonious models. The selected 
models are a trade-off between good model fit and low model complexity. The term λ determines in 
which direction the trade-off will go. A high λ will select simpler models, as the penalisation for model 
complexity is higher. The concept of model parsimony is linked to the concept of model generalisation. 
A properly parsimonious model will have higher generalisation ability compared to an over- or 
underfitted model.  
5.2.2. An exhaustive comparison of all alternative models 
 
In the stepwise model selection approach there is only a one-by-one comparison during each step in the 
model selection. Of all the possible models, the globally most optimal can be chosen in the exhaustive 
approach, while stepwise approaches can get stuck in local optima (Reineking and Schroder, 2006). 
The stepwise approach becomes instable when multicollinearity is present, because one of the two 
correlated variables is chosen for inclusion or removal into the model (Prost et al., 2008). 
Multicollinearity is not a problem for CMOC, because all variable combinations are calculated 
separately, and not in sequence as in a stepwise approach. The data generating model (or a very 
similar model) was found in the virtual species approach (Chapter 3), even if correlated variables were 
used to generate the virtual species data (e.g. bottom current and depth: r = -0.61). 
In the full exhaustive model selection as described in Chapter 3, all possible alternative models 
are compared by means of their CMOC values. As the number of possible alternative models rises 
quickly, the hierarchical model building approach (Kutner et al., 2005) was used in Chapter 4. In the 
hierarchic model the model is built with sequentially more complex terms. A clear advantage is that the 
number of possible alternative models to be compared remains lower.  
5.2.3. The CMOC approach is robust  
 
A single observation is only a snapshot of a dynamical situation and can only give a partial and 
instantaneous observation of the species-environment relations (Hirzel et al., 2001). Therefore, 
bootstrap resampling has been used to increase the robustness of the model selection (Araujo and 
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Guisan, 2006; Prost et al., 2008). In the CMOC approach, bootstrapping increased the robustness 
because the mean MOC of the numerous replica models was taken, instead of the MOC for one single 
model.  
5.2.4. The CMOC approach uses information theory-based measures 
 
The CMOC uses information theory-based measures (e.g. AIC, BIC) that can be described within the 
model optimisation framework (Reineking and Schroder, 2006). However, the predictive performance of 
most HSMs, is assessed with contingency table-based measures (e.g. CCI, Kappa, NMI; Fielding and 
Bell, 1997; Guisan and Thuiller, 2005).  
A first disadvantage of using a contingency table based indicator, in comparison with the MOCs, 
is the requirement to choose an arbitrary cut-off for presence to convert probabilistic predictions to 
presence/absence for the contingency table (Barry and Elith, 2006). Barry and Elith (2006) therefore 
argue that it’s better to consider directly the discrepancy between the model and the actual 
observations. In the MOCs this is accomplished by the calculation of the likelihood of the model given 
the observations.  
A second disadvantage of contingency table-based indicators is the lack of compensation for 
model complexity. More complex models will always have a better fit, and MOCs use a penalisation 
term to compensate for this (Reineking and Schroder, 2006). In the virtual species analysis of the 
CMOC (Chapter 3), the contingency based indicators were only able to find the true model in case this 
true model was very complex (TM5). In case the model was simpler (TM1 and TM3) there was little 
match between the rankings based on the CMOCs and the contingency based indicators. AUC suffers 
from the same disadvantage as there is no compensation for model complexity, but this indicator does 
not require a cut-off for presence to be chosen (Lobo et al., 2008).  
6.2.5. The CMOC model selection is consistent 
 
The model selection is consistent when the true model is found among a set of all possible alternative 
models, in case the number of samples n goes to infinity (Anderson et al., 1998). Consistency is 
desirable when MOCs are applied to large data sets (Shono, 2005). The CMOC approach is consistent 
when it is based on consistent MOCs, such as the BIC and the CAIC. For both these consistent MOCs 
the regularisation parameter λ is not fixed, but a function of the number of samples n (Table 3.1). The 
justification to allow more complex models is that greater sample sizes bring on more information on the 
species-environment relation. More time and area effects may thus be revealed by the data when the 
number of samples increases (Anderson et al., 1998). Consistent MOCs are thus to be preferred for the 




selection of models developed with biological observation. Because the true model has an infinite 
complexity and therefore the models chosen by the MOC should also get more complex if the number of 
samples goes to infinity. In the virtual species analysis, the CMOCs based on the consistent MOCs 
(CAIC and BIC) did a better model selection for all complexities of the true model. A clear relation 
between the λ and the weighted average of the number of variables over all models was observed for 
the virtual species (Chapter 3; Fig. 3.7).  
5.2.6. Independency of the species prevalence  
 
The prevalence of the species in the calibration set will have a major influence on the fitted model 
response and the reliability for models calibrated with presence/absence observations. Therefore, the 
prevalence of the species is compensated in the CMOC approach. 
 When p/a observations are available the prevalence can be calculated. When a grid-based, 
exhaustive survey of the areas is available, the Relative Occurrence Area (ROA, Lobo et al., 2008) can 
also be calculated. The ROA is the ratio between the surface of the grid cells where the species is 
present to the surface of the whole region (Lobo et al., 2008). The ROA is a measure of the true 
rareness of the species, while the prevalence is a measure of the rareness of the species in a given 
data set (Jimenez-Valverde and Lobo, 2006). The prevalence is sometimes mentioned in HSM studies, 
but the true rareness of the species is seldomly known; still, mentioning of the rareness would greatly 
increase the comparability between HSMs (Jiménez-Valverde et al., 2009).  
 
Fig. 5.1. Relation between the rareness and Relative Occurrence Area (ROA, Lobo et al., 2008), the 
sampling and the model performance for habitat suitability models.  
 
The interaction between the true rareness (i.e. the ROA), the sampling design, the prevalence and the 
model performance is visualised in a scheme (Fig. 5.1). Several causes can determine the rarity of a 
species in a region. Some species are difficult to sample and observe, e.g. mobile and cryptic species 
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Another reason of species rarity may be, that the species has a high marginality. This means 
that species have a narrow preferred range for one or more environmental variables. The marginality is 
thus the degree of departure of the environmental conditions where the species is present, from the 
mean environmental conditions in the study region (Hirzel et al., 2002). Thus when the species prefers a 
very specific habitat and this habitat is rare, this might result in rarity of the species in the area. 
Marginality can be observed by looking at the distribution of samples where the species is present and 
absent over the range of each environmental variable. In chapter 4 of this thesis the species Donax 
vittatus showed a moderate marginality for the variables median grain size and depth, while for the other 
variables there was little marginality. High marginality for a variable is a good thing because it allows 
variables to distinguish between suitable and unsuitable locations. On the other hand, a species with a 
high marginality and thus narrow preference range, is more likely to be rare in a region, and thus difficult 
to observe representatively. Depending on the sampling design, a high rarity/low ROA of a species will 
result in a low prevalence. In a spatially random design, the species rareness in a region will result in a 
low prevalence. A stratified survey, where each subhabitat is sampled evenly can lead to a more 
balanced prevalence, closer to 50%. Ultimately, a sampling design directed to find a certain rare 
species, based on known habitat preferences (Guisan et al., 2006a), can make rareness and 
prevalence independent.  
After model calibration, a model is validated, this is mostly done by comparing observations and 
predictions. Modelling techniques used to model p/a data, e.g. logistic regression, model the proportion 
or probability of occurrence of a species for a given combination of environmental variables. As such the 
species prevalence will greatly influence the estimated model parameters. The fitted model parameters, 
rather than reflecting the true rareness of the species, will reflect the overall ratio between the 
presences and absences in the data set (Barry and Elith, 2006). For example, Barry and Elith (2006) 
observed that increasing the number of absences reduced the average of the fitted probabilities (Barry 
and Elith, 2006).  
In the CMOC approach, the species prevalence is kept at 50% during bootstrap resampling, 
because this provides the best trade-off between omission (false absence) and commission (false 
presence) errors for the LR models (Liu et al., 2005). This is achieved by stratified bootstrap resampling. 
A prevalence of 50% also allows a more objective comparison of the contingency based model 
performance criteria kappa and NMI. The advantage of resampling to a prevalence of 50%, is that the 
modelled response and reliability are less dependent on the factors that determine the prevalence: the 
sampling design and the rareness of the species.  





5.2.7. Maximisation of the model transferability by integration of the model validation 
 
In the proposed CMOC approach the model validation is integrated in the model selection. This is 
achieved by incorporating the MOC calculated on a test set or on a truly independent validation set. This 
is a major improvement over the current model selection approach, where only the “best” model is 
validated with the calibration set (see 5.3.). The incorporation of the model performance on independent 
data in the model selection process greatly improves the model selection methodology. 
By choosing a value for the parameter m in the CMOC formula, a higher weight can be given to 
the calibration set MOC or to the test/validation set MOC.  In this way the model selection can be guided 
to choose a model more suitable for interpolation (higher fit for calibration data), or rather for 
extrapolation (higher fit for validation data). A high potential for extrapolation, will allow the model to be 
more reliably transferred to other regions.  
5.2.8. The level of automation and expert input can be chosen 
 
Automated model selection should not be seen as a substitution for pre-selecting relevant predictors, 
based on knowledge of the ecology of species (Araujo and Guisan, 2006). Therefore, it is advisable to 
perform a first selection of predictive variables based on: 1) the sampled range and spatial coverage, 2) 
habitat preference experiments if available and, 3) literature and expert knowledge. This limited set of 
potential predictive variables can be fed into the CMOC approach to determine the most optimal 
variable combination and modelled response (e.g. linear or unimodal response). A limited set of variable 
will also limit the number of alternative models to be compared in the exhaustive CMOC approach.  
A modeller can thus choose between a fully automated approach where all variables are left in 
the data set and the CMOC approach selects the most optimal combination, or a semiautomated 
approach where some decisions can to be taken to include certain variables or not, before the CMOC 
model selection.  
 
5.2.9. The CMOC approach is generally applicable  
 
The MOCs used in the CMOC approach require the likelihood of a model to be calculated, as well as a 
measure for the complexity of the model (i.e. the number of parameters). As such the CMOC approach 
can be applied to each modelling technique for which a likelihood can be calculated. For GLMs, 
likelihood calculations are possible, both if the model output is a probability of presence [0-1], or a 
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density (continuous output). Also GAMs and even ANNs can have the likelihood of the model given the 
data calculated. The CMOC can thus be used for a much wider array of modelling techniques.   
The CMOC can be used for modelling techniques that predict the probability of presence, 
species densities or abundance classes, as long as a likelihood can be calculated with the modelling 
technique used. GLMs, for example, can predict both densities, probabilities of presence and densities 
classes. For all these model outputs a likelihood, and thus a CMOC, can be calculated for the GLMs.  
 
5.2.10. Multimodel prediction is possible 
 
The traditional model selection concept of selecting one “best” model is not really realistic for biological 
observations as it assumes that the variables not included in this model are irrelevant (Burnham and 
Anderson, 2004). Also, the alternative models compared in a model selection can be so variable as to 
compromise their usefulness for guiding policy decisions (Araújo and New, 2007). Therefore, a shift in 
the concept of model selection took place which reduced the reliance on one ”best” and true model 
(Whittingham et al., 2006). As several alternative models can often describe the species-environment 
relation equally well, the inference and prediction of the species distribution will be based on several 
models (Olden and Jackson, 2002a; Segurado and Araujo, 2004; Whittingham et al., 2006).  
Multimodel approaches consider all possible models and thus require a weighing term that 
expresses the relative importance of each model. In the CMOC approach this value, is the CMOC value 
of each model. As such, the CMOC is ideal to calculate the weighted mean prediction for a sampling 
point over all alternative models.  
5.2.11. The CMOC approach has been tested with a virtual species 
 
The use of the simulated data was very useful to test the CMOC approach, as simulated data allowed to 
control the complexity of the species-environment relation and the relative contribution of each 
predictive variable. This proved an objective benchmark to test if the CMOC would effectively find the 
true data generating model among all alternative models. In such a context simulated species 
observations have been used previously with success (Hirzel et al., 2001; Austin et al., 2006; Meynard 
and Quinn, 2007).  
 




5.3. Challenge 3: Are the model predictions reliable? Integrated model validation 
 
There is a disproportionally large effort in developing HSM models, compared to the validation of the 
models (Eastwood et al., 2003). Therefore, the validation methodology of HSMs has been assessed and 
improved in this thesis. Three types of model validation were applied in this thesis. The HSM predicting 
the distribution of Lanice conchilega (Chapter 2) is validated with a traditional validation by comparing 
the observations and predictions in a threefold crossvalidation. The CMOC approach (Chapter 3) goes 
one step further and integrates the validation into the model selection process. Finally, the Donax 
vittatus HSM (Chapter 4) also integrates ecological insights from literature, and habitat preference 
experiments into the model validation.  
 
5.3.1. Traditional validation of HSMs 
 
The traditional way HSMs are validated is by comparing the predictions of a single “best” model with the 
observations. Ideally, the type of model validation and the stringency for rejecting a model should be 
determined by the type of prediction of the HSM (Redfern et al., 2006). In case of interpolation, the 
predictions are made to new sites within the spatial range of the samples in the calibration set and also 
within the same time frame (Elith and Leathwick, 2009). This approach can be regarded as model-
based interpolation to unsampled sites (Elith and Leathwick, 2009). Interpolation is thus performed in 
HSM applications where one data set is available, and the HSM is used to obtain information on the 
species distribution in between the samples or even at a full cover scale. The predictive variables in an 
interpolation are not necessarily causal, but mostly have a high resolution and full coverage of the 
region (Hirzel and Le Lay, 2008). It is important that species-environment correlations are stable across 
the region, in case such non-causal predictive variables are used (Elith and Leathwick, 2009).  
Another type of model prediction is model extrapolation, where a HSM is transferred to another 
region and/or period (Elith and Leathwick, 2009). As the environment where the HSM is used differs, 
different combinations of environmental predictors may be present compared to the model calibration 
set. Extrapolation requires more causal environmental variables to be used, as they rely less on local 
correlations. Hindcasting (e.g. biogeographic research) or forecasting (e.g. climate change and invasive 
species models) are forms of extrapolation in time and also require special care (Elith and Leathwick, 
2009). 
For both interpolation and extrapolation there is a matching internal or external model validation 
procedure (Hirzel and Le Lay, 2008). In case of interpolation there is only one data set and an internal 
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model validation is performed. Mostly this data set is split and one part is used as calibration set to test 
the model, while the other part is the test set. But the test set used in the internal validation is only 
pseudo-independent from the calibration set, as they are both part of the same data set. This pseudo-
independence will cause an overestimation of the predictive performance (Beutel et al., 1999), but as 
the goal is interpolation between the samples in the calibration set, this is less of a problem.  
Model extrapolation is mostly validated with an external validation. External validation uses an 
independent data set for validation that is collected at another point in time (Iampietro et al., 2005), at 
another location (e.g. Clark et al., 2004), or both (Francis et al., 2005). External validation is linked to the 
concepts model generalisation and model transferability. A model can reliably be transferred to another 
period and/or region, if it is validated with data from this period and/or region in an external validation.  
In this thesis, the HSM for the species Lanice conchilega (Chapter 2) was validated with an 
internal validation. In a threefold crossvalidation, three replica models were constructed and tested with 
the test sets. The Lanice model is thus validated for use within the same region. As the observations in 
the calibration set were already from several years, it can be assumed that enough temporal variance 
was incorporated to apply the model to other periods, but validation with future observations is advised.  
 
5.3.2. CMOC: validation during model selection 
 
The CMOC model selection approach presented in this thesis is an improvement to the traditional model 
validation of HSMs. Instead of testing only one “best” model after the model selection has taken place, 
the model validation is incorporated into the model selection. The ranking of the models, based on the 
CMOC is thus already taking into account the trade-off between good model fit for the calibration data 
and for the test or validation data, as well as taking into account the model complexity. If independent 
data in a validation set are used in the model selection process, the models receiving the highest 
CMOC, will have maximal model generalisation ability and thus can be transferred to other periods or 
regions.  
 The HSM for the species Abra alba (Chapter 3) was developed with the CMOC model selection. 
The data set was split based on the sampling year and one part was kept apart to validate the model 
during the model selection. As the parameter m (see Chapter 3) was 0.5, the CMOC per alternative 
model was calculated as the mean of the calibration and validation set MOC. 
 
5.3.3. Integrated model validation: model selection, samples, ecological literature 
and experiments 
 




The incorporation of the validation into the model selection as done with the CMOC approach is a major 
improvement. Further improvement was made in this thesis by striving towards an integrated validation 
of HSMs. Such an integrated validation considers: 1) model validation with field observations (internal or 
external validation), 2) ecological knowledge from literature combined in a conceptual scheme, 3) 
habitat preference experiments and 4) influence of the sampled range of each variable. The traditional 
model validation was already discussed above (see 5.3.1.).  
 
5.3.3.1. Conceptual scheme to combine ecological knowledge 
 
A conceptual scheme (Fig. 4.6) bringing together the current ecological knowledge of the modelled 
species will bring more ecological realism to the model validation. The current linkages between habitat 
suitability modelling practice and ecological theory are often quite weak, hindering progress (Elith and 
Leathwick, 2009). A conceptual scheme allows determining the directness of the link between variables 
in the model and the distribution of the species, and as such the causality of the variables. The scheme 
will also provide guidance on which important variables are missing and which variables should be 
included in future model building exercises (Gibson, 1994).  
In this thesis, it is clearly advocated that the relations between the predictive variables among 
each other, and with the species, should be explored before the model development. The best approach 
is to combine the ecological literature on the environmental variables and on the species in a conceptual 
scheme. Modellers and field ecologists should set up such a scheme in cooperation. Creating such a 
scheme will: 1) force researchers to think about the possible causal relation and the direction of the 
relation between variables and/or the species (Austin, 2002), 2) help to determine which variables need 
to be measured (Gibson, 1994) and included in an optimal model (Austin, 2007) and, 3) help to 
determine which important variables are missing in the data set.  
The conceptual scheme can be used to make a first selection of variables from the available 
variables. As such the selection is not fully dependent on automatic variable selection and ecological 
insight can guide the choice of the selection. The limited set of potential predictive variables can then be 




Habitat preference experiments are rarely performed within the context of HSM validation (e.g. Wright et 
al., 2000). Experiments allow testing the causal effect of a single variable in isolation of other effects. 
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This is a major improvement over model validation with field observations. Field observations always 
have a multivariate nature, mystifying the predictive power of a single variable.  
An additional advantage of experiments, is that they allow delimiting the fundamental niche of a 
species for a variable. Some variables are known to have a causal relation with the probability of 
presence of the species, but in experiments the variable range suitable for the species will often be 
broader, compared to the realised range in field observations. Knowledge of the fundamental niche can 
be useful in some model applications. For example, it is useful to know the fundamental niche of 
invasive species to predict areas suitable for colonisation. In these colonised regions the biotic 
interactions are often less limiting on the fundamental niche, as their predators have not moved along 
with them (Rodder and Lotters, 2009).  
In this thesis, habitat preference experiments from the literature allowed determining the 
fundamental niche of the species Donax vittatus for the variable grain size (Chapter 4).This fundamental 
niche was wider than the niche based on the samples where the species was present. Knowledge of the 
fundamental niche is useful, but in practice the realised niche, modelled with the field observations, is 
more useful to predict the spatial distribution of the species. 
5.3.3.3. Sampled variable range 
 
The sampled variable range can greatly influence both the estimation of model parameters and 
determine if a parameter is relevant to predict the species distribution. For the variables in the model, 
and the variables not chosen by the model selection, the distribution of the samples over the variable 
range should be assessed. Variables known to be relevant for the species based on literature or 
experiments can be irrelevant in the given data set, because in the range sampled, they cannot 
discriminate between samples where the species is present and absent.  
Ideally, samples should cover the full range of each environmental variable in the model 
(Vaughan and Ormerod, 2003). Failing to sample the full range of a variable might lead to bias in the 
estimation of the importance and modelled response of a variable (Vaughan and Ormerod, 2003), as 
the observed species response is truncated. If the species is present along the complete measured 
range of the variable, this variable has no discriminatory value for the species. One solution might be to 
measure a wider range for this variable, otherwise the variable should not be included in the HSM. The 
possible bias introduced by sampling only a limited part of the variable range is so large, that any 
response curve can be obtained depending on the part of the range sampled (Yee and Mitchell, 1991). 
For example, if the true response of the species for a variable is a Gaussian response, sampling 
different parts of the complete range may lead to completely different modelled responses (Fig. 5.2).  
 






Fig. 5.2. A hypothetical species-environment relation for one variable, and three fitted models based on 
a different part of the sampled range of the variable.  
 
The chance of missing part of the variable range increases when models are built from a limited 
geographic region, because the environmental range will probably be smaller in a smaller region 
(Vaughan and Ormerod, 2003). Environmental stratification is the best approach to attain an optimal 
sampling of the variable range of each variable (Margules et al., 1994). Stratification has been proven to 
improve the model performance compared to random sampling (Hirzel and Guisan, 2002). 
 
5.3.3.4. Integrated model validation 
 
 
Integrated model validation combines a discussion about the different ways the model performance (e.g. 
based experiments, field observations, etc.) is analysed. This can assess the reliability of the model and 
can guide future field sampling. For example, it can advice to sample some previously unmeasured 
variables, or extend the measured range of ecologically relevant variables not chosen in the model 
selection. For example, on the BPNS more samples could be collected in locations with high bottom 
currents (Fig. 4.5).  
In this thesis an integrated model validation was done for the species Donax vittatus. It was 
possible to couple the physical variables available in the field observations (e.g. median grain size, 
mud%, currents, etc.) with known ecophysiological processes of the species such as burrowing, somatic 
growth, holding the valves together. Habitat preference experiments confirmed the causal influence of 
























5.4. Future model improvement 
 
In case a model performs badly in the model validation, an analysis is needed to find the cause of the 
low model performance due to model error. An understanding of the sources, magnitude and pattern of 
the errors of HSMs is essential if the models are to be used transparently in decision making (Barry 
2006). Despite the wide use of predictive models, many applications give insufficient consideration to 
model error and uncertainty (Barry and Elith, 2006). Mostly only the compound error is assed during the 
model validation by comparing species observations and predictions. The compound error is the 
resulting error caused by the propagation and intermingling of errors during the model development 
(Guisan et al., 2006b). To improve the future model development and sampling, an assessment was 
made of the most frequently occurring sources of error and bias in the HSM development process 
(Table 5.1). This can be used as a start to improve specific steps in the HSM methodology. It can 
suggest to which steps research time would need to be allocated to get more reliable and ecologically 
sensible HSMs.  
Ultimately a complete analysis of all sources of error and bias can lead to reliable confidence 
maps for the predictions (Hirzel and Le Lay, 2008). At the moment such maps can be made based on 
the validation error (observed vs. predicted), but this is only a projection of the compound error, caused 
by sampling errors, bias in model parameters, etc. Another useful application of an assessment of the 
sources of error, is the establishment of a theoretical framework to estimate the statistical power of a 
HSM. The other way round, the number of observations needed to attain a specified power level can 
also be estimated in such a framework. At the moment, the statistical power of some techniques can be 
calculated (e.g. logistic regression: Væth and Skovlund, 2004), but much more factors play in the 
calculation of the power of a HSM. Ecological traits of the modelled species play a major role, but their 
influence on the model error is often difficult to quantify. One possible way to test the robustness of 
models to slight changes in the calibration set is the use of bootstrapping, as done in the CMOC model 
selection approach. Another advantage of bootstrapping is the ability to infer the distribution of a statistic 
(e.g. predicted probability for a location) and place confidence intervals around it, based on the 
bootstrap analysis (Carpenter and Bithell, 2000).  
Based on the assessment of the sources of error and bias in HSMs, a future outlook on how to 
further improve HSMs is provided. The emphasis in the future outlook will be on the species ecology, 
sampling for HSMs and the model development. 
 




Table 5.1. Overview of some of the potential sources of error and bias in the development of HSMs for 
marine species. 
Source of error/bias Potential problem Reference 
Sampling general     
  No time series Snapshot, miss species presences Le Pape et al. 2007 
  Data age Dynamism, environment changed 
        
Species Observations: 
influences species ecology 
    
  Dispersion limitation Suitable habitat unoccupied: false absences De Marco et al. 2008 
  Patchiness False absences and spatial autocorrelation 
  Broad habitat preference 
(generalist) 
Predictive variables difficult to find Seoane et al. 2005 
  No biotic interactions modelled Unaccounted absences   
  Source/sink dynamics Not in equilibrium with environment 
  High mobility Difficult to observe, true absences difficult Boyce et al., 2002 
  Migration Need to model migration triggers Reyes et al. 1994 
  Rareness Low prevalence Jimenez-Valverde et al. 2006 
  Density dependent habitat 
preference 
Not in constant equilibrium with environment 
  Ontogenetic shift habitat preference Separate model larvae/ adults needed 
  High trophic level Shifts between preys 
  Change in habitat preference Niche conservation assumption violated Wiens et al. 2005 
Predictive variables     
  Narrow variable range sampled Species response truncated, bias in modelled response Guisan et al. 2005 
  Spatial resolution insufficient Spatial mismatch species-variable relation Austin 2007 
  Temporal resolution insufficient Temporal mismatch species-variable relation 
  Only proxy variables Local relation, bad model transferability 
  Human disturbance Disturbance causes false absences, include as a 
variable 
Guisan et al. 2005 
Model     
  Missing variables Spatial pattern in residuals  
  Wrong response modelled Response too complex or too simple Austin 2007 
  Choice modelling technique Inappropriate technique, difficult interpretation Guisan et al. 2005 
  Stepwise model selection Getting stuck in local optimum 
  Only correlative relations More mechanistic model Kearney et al. 2009 
  Very low/high prevalence Bias in model parameter estimations Jimenez-Valverde et al. 2006 
  Model selection sensitive to 
collinearity 
Selection stuck in local optimum, use exhaustive model 
selection 
Reineking et al. 2006 
  Model selection not robust for data 
variability 
Data set once used, use bootstrap resampling 
  Contingency table performance 
indicator 
Need to choose cut-off for presence Liu et al.2005 
  Non-consistent model selection Too complex models selected when n => ∞ Reineking et al. 2006 
  Only best model validated Model validation not incorporated in model selection 
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Model validation     
  No spatiotemporal independent 
observations 
Overestimation predictive performance on independent data 
  No habitat preference experiments Not able to distinguish realised/fundamental niche 
  Little ecological literature Validation against known ecology incomplete 
  Only post hoc testing one best 
model 
Best model not necessary has high generalisation ability 
 
5.4.1. The influence of species ecology 
 
The species-habitat relations can be mystified or biased due to a number of live history properties of 
species. Some authors have already pointed out the influence of the migratory status and trophic rank 
(McPherson et al., 2004). Such ecological properties can influence the model performance and/or 
generalisation, mostly due to false absence observations that violate the equilibrium or niche 
conservatism assumption. In general it can be stated that ecological properties of the species should be 
incorporated in the model and in the sampling methodology. 
Interacting species that are known prey, competitors, or predators may be valuable predictors 
and can increase the variance accounted for by a model in a species distribution pattern (Leathwick and 
Austin, 2001; Vaughan and Ormerod, 2003). Species interactions may be direct, such as through 
interference and predation, or indirect, by depleting a common resource or being preyed upon by a 
common predator. When the biotic interactions are not in a model, the variance explained for by the 
abiotic variables is overestimated due to the correlation between some variables in the model and the 
density of some interacting species. Incorporating both dispersion limitation and biotic interactions will 
also bring the modelled niche closer to the fundamental niche (Guisan and Thuiller, 2005), which will 
increase the model generalisation on new data and the model transferability to other regions (Randin et 
al., 2006).  
Competitively dominant species might be expected to suffer few biotic constraints – and their 
modelled realised niche is expected to be closer to the fundamental (Hirzel and Le Lay, 2008). 
Subordinate species might be expected to undergo strong limitations due to competition, which can 
cause a high dissimilarity between their fundamental and realised niche (Hirzel and Le Lay, 2008). For 
example, presence of a superior competitor may prevent a species from occupying some part of its 
niche, leading to a truncated or even bimodal niche (Austin, 1999).  
Very little attention has been given so far to the place of a species in the food chain in relation to the 
modelling of the species’ response to environmental variables. The location of a species in the food 
chain determines if the species is rather influenced by environmental variables, or rather by the 




distribution of its prey in case of a predator. Environmental variables that determine the distribution of a 
prey species can be causal for the prey species, but are proxy variables for the predator species 
because they determine the distribution of its prey. Thus, when modelling predator species, often the 
niche of the prey species is modelled to some extent. But predators can sometimes switch to other prey 
species, and the predator niche might then become more similar to the niche of the replacing species. 
One solution is to include the presence of one or more prey species as a predictive variable. Le Pape et 
al. (2007), for example, used macrobenthos densities to predict the distribution of flatfish.  
The broad niche of a generalist species poses a challenge in the HSM variable selection. In 
general the HSMs for generalist species have a lower predictive performance (McPherson et al., 2004), 
as it is difficult to discriminate between suitable and unsuitable locations.  
 In contrast to sessile species, it is difficult to obtain valid absences for mobile species (Boyce et 
al., 2002), e.g. birds or whales (Guisan et al., 2005). So, ideally the sampling resolution should depend 
on the species’ home range (Guisan et al., 2005). The mobility of species can lead to lower performance 
of HSMs, as the species is not always in its most suitable habitat when it is observed, which is stated in 
the equilibrium assumption. Boyce et al. (2002) further emphasise that mobile animals may not be using 
the entire suitable habitat at any one time and modelling their habitat requires an appropriate data 
model and special resource selection functions. Time series of observations would also increase the 
chance of observing the species in a suitable location. 
 Through scaling laws the speed and thus mobility of larger animals is larger. As smaller species 
cannot flee very far if the local environment becomes unsuitable, smaller species, e.g. macrobenthos, 
are more dependent on the local environmental variables and therefore better to model, also because 
they are often on a lower level in the food chain. A drawback is that for small species, finer scale 
predictive variables are needed to match the fine scale distribution of the species (see further: scale 
mismatch). The species’ size thus influences the spatial scale we have to observe species and 
predictive variables.  
Dynamism can be introduced into HSMs by incorporating migration into the modelling 
framework. In this context, migration can be defined as a movement of individuals towards the region 
with the highest suitability that is closest by (Reyes et al., 1994; Sundermeyer et al., 2005). Migrating 
species thus track the environment most suitable for them at a given time. A requirement is that 
dynamic data of the environmental variables are available. At the moment, marine HSMs that include 
migration are rare (e.g. Reyes et al., 1994; Rubec et al., 2001). Time series of species and 
environmental variable would also be needed to estimate the triggers for migration.  
Source-sink dynamics can violate the equilibrium assumption as the sink habitats have a low 
suitability, but nevertheless the species is present (Fig. 5.3). But as the suitability of a habitat is 
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proportionate to the probability of presence of a species, sink habitat are modelled as suitable habitats. 
A definition of suitability based on reproductive success would allow to correctly model the suitability of 
source and sink habitats. However, reproductive success is much more difficult and expensive to 




Fig. 5.3. Illustration of source-sink dynamics and the results for habitat suitability models.  
 
Another challenge is to accurately quantify the distribution of species with a patchy distribution or 
gregariousness, which is the equivalent of patchiness for mobile species. Both phenomena will 
introduce increased variance in the estimation of the species distribution. The habitat as a whole can be 
suitable but the species is present only in patches, which leads to much false absence observations. A 
patchy distribution or gregariousness will thus lead to unexplained variance, as the species is often 
observed to be absent in a suitable habitat. The spatial scale at which species are observed is crucial to 
avoid the bias. One option is thus to increase the sampling surface (e.g. larger grab size for 
macrobenthos) to capture the local variability or to use modelling techniques that allow to make models 
with presence observations only (Hirzel et al., 2002; Phillips et al., 2006).  
Spatial autocorrelation (SA) is an important source of bias in most spatial analyses (Segurado 
et al., 2006). The definition of SA is that two observations that are close together are more similar 
(positive SA) or dissimilar (negative SA) than randomly expected (Legendre, 1993; Doniol-Valcroze et 
al., 2007). Patchiness can be one of the possible causes of SA (Thomson et al., 1996). SA is a problem 
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ecology: independence of samples (Legendre, 1993). In statistics, each independent observation counts 
for one degree of freedom, b
not bring on fully independent information and is not worth a full degree of freedom. SA thus reduces the 
effective number of samples (Thomson 
model selection, because the consistent MOCs base their penalisation term for model complexity on the 
number of samples (e.g. BIC: ln(n)).  Thus the model selection for 
observations would select mode
been selected based on the effective sample size.
5.4.2. Sampling for HSM: matching scales of species and predictors
 
Each variable has a specific resolution at which its variance can co
habitat suitability (Guinet 
predictive variables should thus cover as much 
species (Fig. 
were sampled and the spatiotemporal resolution of environmental 
Doniol-Valcroze 
fronts was not observed in all studies, due to the spatiotemporal mismatch between the momentaneous 
whale sightings and temperatures averaged over several days, which missed the d
fronts. For grid based environmental variables, “released matching” is a problem when several habitat 
requirements for a species are met in a single grid cell based on the aggregated variable grids, but 
inside the cell the suitable conditi
Fig 5.4. Illustration of the mismatch between the spatiotemporal scale of the species observations and 
the environmental variables in a habitat model. 
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Temperature, for example, could have a variance on a spatial scale of 5 km (and above), but a species 
could have a spatial variance on a scale of several meters in case of a small benthic species. This is an 
example of a mismatch of the large spatial scale of the variance in the variable temperature and the 
small scale variance in the distribution pattern of a small benthic species. An extra variable, e.g. 
sediment grain size, would be helpful to predict the finer scale variance of the species, as median grain 
size could have a finer scale variance. Nevertheless temperature could still contribute to the prediction 
of the species at a coarse spatial resolution. Together they are able to model the variance of the species 
over a range of spatial scales. Different variables determining the species’ distribution cause different 
spatial patterns to be observed at different scales, often in a hierarchical manner (Pearson et al. 2003). 
For example, climatic regulators will result in a gradual distribution observed over a large extent and at 
coarse resolution, whereas patchy distributions observed over a smaller area and at fine resolution are 
more likely to result from a patchy distribution of resources (Guisan et al., 2005) 
The differences in resolution and extent of the predictive variables limit the generalisation, and 
thus the model transferability to other periods and regions. A small, local survey may fail to capture and 
predict regional variability (Francis et al., 2005). Extrapolating a model based on such a local survey 
may be dangerous, as on a large scale different variables will determine the distribution of a species. 
Therefore, it should be avoided to use a HSM based on local observations on a small spatial scale on a 
large spatial scale, without proper external validation. 
When including biotic interactions in the HSM, scale aspects come into play, as each ecological 
process and interaction has its proper scale (Guisan and Thuiller, 2005). In general, biotic interactions 
are mostly expected to have an effect on species distributions on small scales (Hirzel and Le Lay, 
2008), while on macro-scale physiological limits are expected to determine the species distributions 
(Pearson and Dawson, 2003). Indeed, many country- or continent-wide models achieve good accuracy 
of prediction when based on climatic variables only (Pearson et al., 2002). A mismatch between the 
spatial distribution of predator and prey should be avoided by using fine resolution observations, 
otherwise the problem of “released matching” (Guinet et al., 2001) will happen: the prey-predator 
relation will change when observed at another spatial resolution. At fine resolution the prey avoids the 
predator, at coarser resolutions the predator seems to attract the prey because they both share the 
same physiological range limits (Guinet et al., 2001). 
As a conclusion, more research is necessary on mismatch of the spatiotemporal resolution of 
the predictive variables and the observed spatiotemporal variance in the species distribution. This 
mismatch may be one of the main reasons, together with insufficient sampling of the range per variable, 
why ecologically relevant variables are not selected during the model selection, as the resolution of the 
variables the data set was not usable to discriminate between suitable and unsuitable habitats for the 




species. Also, research is needed to associate scale domains to predictor variable that are known to 
determine the distribution of species (Mackey and Lindenmayer, 2001).  
5.4.3. Model development and integration  
5.4.3.1. Software for model development 
 
During this thesis most of the statistical programming was done in the R software (http://www.r-
project.org). This open source software provides a fully customisable environment, which was 
necessary to program the newly developed HSM modelling methodology. In most currently available 
statistical programs this level of automation and programming would never have been achieved. 
Programming the modelling methodology in R forces modellers to consider each step. Readymade 
modelling programs (e.g. Maxent; Phillips and Dudik, 2008) are faster and easier to implement and use, 
but come with the risk that nice maps are generated based on unknown assumptions and theories. In 
future application of HSMs the use of R will also increase the efficiency. In the ideal case, modelling 
code would access species observations and environmental data from existing data bases directly. 
Models can then be generated for each species in a more automated way, while still allowing some 
input (e.g. prior selection of variables before automated selection).   
5.4.3.2. Spatially explicit models 
  
The practical integration of habitat suitability, dispersion limitation and biotic interaction modelling can be 
done in a spatially explicit model. Such integrated models have been used by some authors to model 
the distribution of fish (e.g. Reyes et al., 1994; Sundermeyer et al., 2005). For each grid cell in the 
spatially explicit model the suitability of the habitat is modelled based on the physical environment of 
that cell. Dispersion limitation is explicitly incorporated; leaving suitable grid cells unoccupied if they are 
not reachable by the species.  
 Dispersion limitation can be modelled with a least cost migration approach (Adriaensen et al., 
2003), where species disperse in the direction of highest suitability (Reyes et al., 1994), but chose the 
path with the lowest effective distance. In this context the effective distance is the shortest geographic 
distance, but this distance is multiplied with a weighting term when grid cells are crossed that have a low 
habitat suitability (Ferrier and Guisan, 2006). When dispersion modelling is to be fully integrated 
together with habitat suitability modelling, some knowledge on the dispersion abilities of each species is 
needed. For example, benthic species will only disperse during their pelagic stage, while marine 
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mammals are very mobile and migrate to follow their most suitable habitat. Seasonal migration can be 
modelled when dynamic data on the environmental variables is available (e.g. water temperature maps).  
 Biotic interactions can be included in a spatially explicit modelling approach. The probability of 
presence of a species thus also depends on the presence of other species in same grid cell or 
neighbouring cells. The modelling of biotic interactions by including the density of interacting species 
should be regarded as an approximation when no dynamic population models are available yet. 
Feedback loops are not possible in this approach. When including biotic interactions in a spatially 
explicit model, aspects of scale come into play, as each ecological process and interaction has its 
proper scale (Guisan and Thuiller, 2005). When observed at different scales, prey and predator seem to 
attract or avoid each other (“released matching”; Guinet et al., 2001). Spatially explicit models thus 
should receive more attention as they are a method to integrate both the suitability of the environment 
as well as biotic interactions and dispersion limitations. Incorporating all these effects will allow spatially 
explicit models to capture and predict more of the observed variation in field observations.  
5.4.3.3. Mechanistic models 
 
Most modelling techniques used in HSMs are correlative as they link measured environmental variables 
to species distributions. An advantage of this approach is that models can be developed straight away 
from field observations of species and environmental variables. An alternative strategy is to explicitly 
incorporate the mechanistic links between the functional traits of organisms and their environments into 
HSMs by using mechanistic or process-based modelling techniques (Kearney and Porter, 2009). A 
disadvantage of mechanistic models in comparison to correlative models is that they often require more 
time, effort, resources and data to construct and validate (Kearney and Porter, 2009). This is mainly 
because mechanistic HSMs require specific data on traits of organisms and extensive field and 
laboratory validation (Kearney and Porter, 2009). However, the application of mechanistic HSMs has 
clear advantages over the use of correlative approaches: 1) they provide more understanding of the 
underlying causal processes and 2) the models can be developed to integrate processes that would 
otherwise violate the assumptions of correlative models (e.g. modelling of species in non-equilibrium; 
Kearney and Porter, 2009). 
As mechanistic models would make the process of habitat modelling more based on ecological 
processes rather than correlations, these kind of models should receive more attention in future HSM 
research. For some well known species it should be possible to bring together all the literature 
knowledge and experimental results in a mechanistic model that links the distribution of the species to 
measured environmental variables.  




An intermediate approach would be the use of composite variables in a correlative modelling 
approach. As such, ecological processes (e.g. burrowing, growth for the species Donax vittatus, see 
Chapter 4) can be integrated in the current correlative modelling approach, until mechanistic 
approaches are fully implemented in habitat modelling. Based on the interrelation between variables, it 
is possible to create composite variables by combining available variables, which are transformed or 
combined in a way that they are directly related to the species’ morphology, behaviour and physiology 
(Kearney and Porter, 2009). In that way, composite variables are more causal to the distribution of the 
species, than the original environmental variable they originate from (Kearney and Porter, 2009). 
Biophysical processes can thus be integrated into HSMs in a straightforward manner, and the more 
statistical HSM will begin to resemble more closely mechanistic models.  
One example of a composite variable, would be to quantify the relation between the variables 
that determine the energy needed to hold the valves together for a bivalve species (e.g. grain size and 
sediment cohesion). As such, a composite variable “energy needed to hold valves together” is created 
which can be used in a correlative HSM. This is an improvement over modelling the relation between 
the sediment grain size and the species distribution directly, which is not considering underlying 
ecological effects of the variable grain size. Ecological interpretation of the model result would benefit 
greatly from the use of such composite biophysical variables.  
5.5. Habitat suitability models for North Sea macrobenthos  
5.5.1. Habitat models in this thesis 
 
In this thesis HSMs were developed for three macrobenthos species: the polychaete Lanice conchilega 
and the bivalves Abra alba and Donax vittatus (Table 5.2). One variable was included in all the models 
after model selection: the sediment grain size. In the complete data set several other variables were 
available (e.g. nutrients, chlorophyll and currents), but these variables were not chosen notwithstanding 
their known ecological role for some macrobenthos species. The advantage of sediment grain size as 
predictive variable is that this variable is available at a full coverage scale for the BPNS and is relatively 
easy and cheap to measure.  
Although depth has been demonstrated earlier to have an effect on the distribution of 
macrobenthos species (Basford et al., 1990; Ysebaert et al., 2002) and cold-water corals (Davies et al., 
2008) in the North Sea, experiments are difficult to set up as depth is a proxy for numerous other 
environmental variables. As a consequence the distinction between the fundamental and realised depth 
range is difficult to make. The danger of using depth as a variable is the lower model transferability of 
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the models. Depth is inherently a proxy variable in marine systems for numerous other variables (Elith 
and Leathwick, 2009). In the BPNS, depth is a proxy for the distance to the coast, and several relevant 
predictive variables also show an onshore-offshore gradient (e.g. chlorophyll; Peters et al., 2005). The 
bottom currents increase with the distance from the coast (Luyten et al., 2003). These bottom currents 
determine via the bed shear stress the erosion and deposition (Stanev et al., 2009). Sediment transport 
can be a key structuring factor in infaunal communities (Desroy et al., 2007). Currents also influence the 
dispersion of postlarval stages (Butman, 1987; Commito et al., 1995), and in that way depth can be a 
proxy variable for the dispersion limitation of the species. In the BPNS, the depth is quite well correlated 
with phytoplankton densities, which are highest in shallow water close to the coast. The suspended 
particulate matter is also highest closest to the coast (Peters et al., 2005), where the depth is shallow. 
 
Table 5.2. Overview of the habitat suitability models developed in this thesis. BPI: Bathymetric Position 
Index (Lundblad et al., 2006). 
Abra alba Donax vittatus
Modelling technique GLM ANN GLM GLM
















Predictive variable types in 
data set




Numerous previous studies pointed out the importance of grain size variables in the 
determination of the spatial distribution of macrobenthos in the North Sea (e.g. Basford et al., 1990; 
Rees et al., 2002; Degraer et al., 2008; Meißner et al., 2008). In this thesis it could be concluded that 
median grain size was not only a relevant predictive variable, but also had a causal relation with the 
distribution of Donax vittatus. In experiments in the framework of this thesis and in previous research, 
the grain size determined the burrowing speed (Alexander et al., 1993), metabolic rate and the growth of 
Donax vittatus ((de la Huz et al., 2002).  
For bivalves the grain size determines the distribution of the species in different ways. The grain size 
controls the burrowing rate, because bivalves tend to occupy sediments where they can burrow faster 
(Alexander et al., 1993). Faster burrowing speeds are important to avoid predation and burial by waves 
or current action (Brown and McLachlan, 1990; McLachlan et al., 1995). Donax vittatus, for example, will 
burrow faster in fine sediments. Bivalves must actively hold their valves together. The higher shear 




strength and higher cohesion of finer sediments is important for infaunal bivalves to reduce the energy 
cost to hold their valves closed (Stanley, 1970). But very fine sediments can be negative for some 
bivalve species. High percentages of mud can clog the gills of Donax vittatus, which forces the animals 
to hold their siphons closed until the fine sediments have settled. If the siphons remain closed, filtering 
for food particles is also stopped. Longer siphon closure periods in the finest sediments, cause a lower 
overall energy uptake (Ansell, 1962; Trueman et al., 1966). As a conclusion, sediment grain size 
determines in many ways the spatial distribution of bivalve species. 
Some variables with known ecological relevance for macrobenthos species were not chosen 
during the model selection. In the model for Lanice conchilega currents were not chosen despite the 
important role currents have on a small scale for the species (Buhr and Winter, 1977). This could be an 
example of scale mismatch, where the currents play at a small scale, but they were only available at a 
250m grid cell resolution. Each variable has a specific resolution at which its variance can contribute 
most to the prediction of species’ habitat suitability (Guinet et al., 2001). Some variables directly 
influence an individual organisms’ neighbourhood (e.g. ability to maintain burrows and ventilate 
sediment), other factors play both at local and broader scale, while still others are broad-scale factors 
operating over regional scales (e.g. larval dispersal; Thrush et al., 2005).  
5.5.2. Applications of habitat suitability models for macrobenthos 
 
Habitat suitability models have been used to model macrobenthos species in the North Sea (Degraer et 
al., 2008; Meißner et al., 2008; Pesch et al., 2008; Willems et al., 2008; MeißNer and Darr, 2009), but 
several promising applications of this modelling technique for macrobenthos species are still waiting to 
be implemented as tools for marine management. Here a few potential applications of HSMs for North 
Sea macrobenthos are discussed. 
 
Habitat suitability model-based sampling 
 
At the moment a relatively high number of samples is available of the macrobenthos of the BPNS. This 
data set can be used to guide the sampling with the aim to produce better HSMs in the future. The 
range of each predictive variable should be sampled more evenly, and samples should be collected for 
as much variable combinations as possible. HSM-based sampling (see 1.3.1) allows to increase the 
sampling efficiency (Guisan et al., 2006a), because fewer samples can be collected, while maintaining 
the amount of ecological information collected. Based on the model fit, and ideally also on the 
heterogeneity of the habitat, an optimal number of samples can be collected. Locations with a high 
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predicted probability of presence but no observations should be sampled to test the model. In locations 
without samples, but where the presence of the species is predicted, sampling should be planned to 
validate the predictions. When new samples are collected based on an initial HSM, they can be used to 
improve this initial model that can then again be used to guide the sampling effort.  
 
Environmental impact assessment and habitat loss 
 
Macrobenthos species are often used in monitoring programs because they are good indicators of the 
local environment and are relatively easy to sample and to handle (Rees et al., 2002). The current 
practice to assess the effect of human impacts on macrobenthos species is to compare the species 
composition in a reference area where the impact is absent, with an impacted area. HSMs can separate 
the effect of human impacts from other natural causes. The human impact can then be used as 
predictor in the HSM. The contribution the human impact has in the variance of the species distribution 
can then be assessed. This is a major improvement over the current practice, where often the habitat 
difference between reference and impacted regions is neglected. HSM can be used as a simulation tool 
to simulate the effect of planned works on the distribution of the macrobenthos.  
 
Assessment of the strength of biotic interactions 
 
Macrobenthos species are food sources for fish and seabirds. Including macrobenthos densities in 
HSMs for these higher predators should be done on a more standardised basis as it will increase the 
model performance. Le Pape et al. (2007), for example, used macrobenthos densities to predict the 
distribution of flatfish. Some bivalve species are known as important food sources for seabirds on the 
BPNS, e.g. Abra alba and Spisula subtruncata for the common scoter Melanitta nigra (Degraer et al., 
1999b). Mapping the spatial distribution of these species, will thus be very relevant in the management 
of the common scooter and other seabirds. The HSMs for the species Donax vittatus (Chapter 4) could 
be improved by the addition of the spatial distribution of juvenile flatfish and crustaceans as predictors to 
the models. Because sublethal predation by these species lowers the somatic growth of D. vittatus 
(Burrows and Gibson, 1995; Salas et al., 2001). The challenge when these predator densities are 
included is that these species are often highly mobile (e.g. juvenile plaice; Burrows and Gibson, 1995).  
 
Modelling macrobenthos communities 
 
Communities of macrobenthos species have been identified in the BPNS (Van Hoey et al., 2004), and 
modelled by Degraer et al. (2008). Similarly, Pesch et al. (2008) modelled macrobenthos communities in 
the German Bight. The approach in both the papers was “assemble first, predict later” (Guisan and 




Thuiller, 2005; Ferrier and Guisan, 2006). The communities were first identified, than modelled. In the 
future it would be most interesting to test also alternative modelling approaches for macrobenthos 
communities: “predict first, assemble later” and “assemble and predict simultaneously” (Guisan and 
Thuiller, 2005; Ferrier and Guisan, 2006). The latter approach was applied by Dunstan et al. 
(submitted), and yielded communities of species with similar habitat preferences, named species 
archetypes. A North Sea-wide HSM for the macrobenthos communities, as identified by (Rachor et al., 
2007), would be very relevant for marine management.  
5.6. General conclusions 
 
Since the research in this thesis was mainly methodological, the conclusions apply mostly to 
improvements to the modelling techniques and approaches. The proposed methodological 
improvements can be applied to develop models for all macrobenthos species in the North Sea. 
 
• When model parsimony is considered important, logistic regression, a type of GLM, is superior, 
as these models are simpler and the predictive performance was only slightly lower than the 
ANNs for the species Lanice conchilega.  
• The Combined Model Optimisation Criterion (CMOC) approach is proposed as a model 
selection method for HSMs. The advantages of the CMOC over stepwise selection for GLMs 
was assessed in a model selection with artificial data of a virtual species.  
 
o The CMOC approach is an exhaustive, robust model selection approach based on 
information theoretic measures (e.g. BIC), that chooses parsimonious models to 
maximise the transferability of the models to other regions or periods.  
o The model validation is incorporated in the model selection and there is a resampling to 
compensate very high/low species prevalence levels in a data set.  
o The CMOC approach can be used for multimodel inference and prediction, and has 
parameters to shift the emphasis in the model selection between high predictive 
performance on the calibration data or on the test data.  
o The CMOC approach was successfully tested with artificial species data. 
 
• An integrated validation of the HSMs should compare the modelled species response with 1) 
field observations (traditional validation), 2) ecological knowledge in a conceptual scheme, 3) 
habitat preference experiments and 4) distribution of the samples over the range of the 
variables.  




o The current knowledge on the species from the literature should be combined in a 
conceptual scheme to allow visualisation of the variable interrelations. Such a scheme 
must be used to put hypotheses forward on the causality of predictive variables.  
o Habitat preference experiments allow identifying the fundamental niche for each 
variable, while field observations can only provide insight in the realised niche. 
Experiments can test the causality of predictive variables.  
o The distribution of the samples where the species is present or absent over the range 
of each variable should be compared.  
 
• Habitat suitability models were successfully developed for the macrobenthic species Lanice 
conchilega, Abra alba and Donax vittatus. The sediment grain size was selected in each HSM. 
The causal effect of this variable could be proven for the species Donax vittatus. Other 
variables that were used in HSMs for macrobenthic species were depth, mud%, coarse 
fraction% and BPI.  
• More ecological insights should be incorporated both in the model selection process and in the 
model validation. Ecological properties of species often cause assumptions of HSMs to be 
violated, and can lower the predictive performance of HSMs.  
• A theoretical framework should bring together all sources of error and bias in HSMs and this 
should guide the future improvement effort of the HSM methodology.  
• The mismatch between the scale of the spatiotemporal variance in the environmental variables, 
and the scale of the spatiotemporal of the species distribution should receive more attention 
when models are developed. This mismatch can cause ecologically relevant variables not to be 
included in the models.  
• Ideally, HSMs should include more mechanistic, process based effects in the predictions of the 
spatial distribution of species. The models should be spatially explicit and incorporate the 
habitat, biotic interactions as well as dispersion limitation.  
• In the North Sea, HSMs have only been used to produce species distribution maps for 
macrobenthos. More specific and promising applications should be considered such as maps 
indicating the chance of colonisation for invasive species, calculation of the amount of suitable 
habitat lost after human alterations, etc.  
 


























Appendix I. Introduction to 
Artificial Neural Networks 
  









What are Artificial Neural Networks?  
 
Artificial Neural Networks (ANNs), are increasingly being used in ecological modelling to predict the 
occurrence of species (Lek and Guegan, 1999). ANNs are nonlinear models based on biological neural 
networks, which are made up of a set of interconnected neurons. ANNs are a modelling technique that 
is studied within the field of machine learning, also called artificial intelligence. Neural network 
algorithms can be divided into supervised and unsupervised training methods. Supervised methods use 
a training set which has both predictive variables and field observations, while unsupervised methods 
don’t require observations. Unsupervised methods are used mainly as an alternative to commonly 
known statistical clustering and ordination methods. The supervised ANN models can be used for 
classification problems (e.g. presence/absence of a species) and regression problems (e.g. density of a 
species). In this thesis supervised ANNs will be used, as they are suitable for prediction purposes. 
 Neurons are the building blocks of ANNs that perform the calculations and generate a model 
output (Lek and Guegan, 1999). The neurons are arranged in layers: an input layer, one or several 
interlayers (also called hidden layers) and an output layer. In the ANNs used in habitat suitability 
modelling each neuron is connected to all other neurons in the next and previous layer, but no feedback 
loops exist. These ANN models are feed forward models: input neurons pass on the information to the 
interneurons arranged in the interlayer and finally the output layer will generate the model output. The 
importance or weight of the connection of two neurons in two consecutive layers is expressed in the 
interconnection weight W. A small interconnection weight means a lower relative contribution of a 
neuron to the output of the neuron in the next layer, and hence to the final model output. The adaptation 
of the interconnection weight terms will change the model output. The bias term is a constant that is fed 
into each neuron to increase or decrease the offset, and thus also influences the neurons’ output. ANN 
training thus equals the estimation of interconnection weights and bias terms, as they are the model 
parameters that determine the model output. Based on a data set with predictive variables and field 
observations the interconnection weights and bias terms are estimated during the model training 
process, which is also termed the learning process.  
 A single neuron (Fig. I.1) receives a number of inputs (p1, p2, …, pR) and has a bias term, the 
constant b. Each input pi is multiplied by the respective element Wi of the weights vector W and 
summed, together with the bias term b. The result is the weighted sum n, which is fed into the transfer 
function f. This function will generate the output a, the output of the neuron. One neuron can thus be 
expressed as a mathematical formula (Formula I.1).  




Fig. I.1. Schematic overview of one neuron of an artificial neural network. p = input, b = bias term, f = 
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The transfer function in a neuron determines the relation between the neurons’ inputs and output and 
thus the model output. Transfer functions can be any function, as long as they are differentiable (Maier 
and Dandy, 2000), as it is necessary to calculate the gradient during the training process (see further). 
The linear transfer function (Formula I.2) is the simplest function and the output is just the sum of the 
inputs, thus similar to the identity link in GLMs (see appendix II). The most frequently used transfer 
functions are sigmoid ones such as the hyperbolic tangent (Formula I.3) and logistic functions (Formula 
I.4; Maier and Dandy, 2000). These transfer functions are similar to the linear function around the centre 
of the function (zero) and approach a minimum and maximum at the extremes of the function range 
(asymptotic). Limited research on the effect of different transfer functions was carried out by Maier and 
Dandy (1998). In most ANNs used to predict species, logsig & tansig are used (Maier and Dandy, 2000; 
Goethals et al., 2007). 
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To produce an ANN, also termed perceptron, several neurons are arranged in layers and connected to 
one another. As an example an A
(Fig. I.3). The input vector 
multiplied with their respective weights in the weights vector 
b1j for each neuron on the interlayer. This sum is then fed into the transfer function of each neuron to 
generate the output of each neuron. The neuron on the output layer, in this case a single neuron, 
receives the outputs of the neuro
W2. After summing the weighted inputs from the interlayer and the bias term 
the output neuron generates the final model output. Depending on the transfer 
neuron, this output can be unconstrained (in case of a linear transfer function, 
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NN with four inputs and three interneurons one interlayer is discussed 
P is offered at the input of the ANN. The elements of the vector 
ns in the interlayer, multiplied with the elements in the weights vector 





















Appendix I. Introduction to Artificial Neural Networks
W1 
Equation 





















⋅ ip                                   
 with the bias term
b2, the transfer function of 
function of the output 
Equation




 I.2), or bound 









Fig. I.3. Visual presentation of an ANN with four inputs, three neurons on the single interlayer and one 
output neuron. P = input vector, b = bias terms, f = transfer function interlayer, g = transfer function 
output layer, Y = model output.  
 
The number of input neurons is determined by the number of predictive variables. The number of 
dependent variables to be predicted determines the number of output neurons, e.g. the presence of a 
species (one output neuron), or the presence of five species (five output neurons). The number of 
interlayers and the amount of neurons on each of these layers is to be chosen by the modeller. Although 
some automated methods exist within the field of machine learning, most species distribution models 
use a trial and error approach to determine the number of interlayers and interneurons. Goethals et al. 
(2007) provide an overview of the rules of thumb proposed by some authors to determine the number of 
interlayers and interneurons. A model with more interlayers and interneurons will be able to model more 
complex relations, but this comes at the risk of overfitting the training data and thus the loss of 
generalisation of the model. Generalisation means that the model can predict well on new, unseen data 
that were not used to train the model. Additionally, very complex ANNs have a very high number of 
parameters, interconnection weights and bias terms to be estimated, which requires a sufficiently large 
training set. The number of ANN parameters raises quickly and exponentially, as expressed in Equation 
I.6 which gives the number of parameters for an ANN model with a single interlayer. The rise in the 
number of parameters is also visualised in Fig. I.4.  
 
ANN parameters = interneurons(input neurons + output neurons + 1) + 1                              (I.6) 
 





Fig. I.4. Visual presentation of the growing number of ANN parameters, if the number of interneurons 
and input variables rises. The number ANN parameters is calculated for an ANN with one interlayer.  
Neural network training 
 
During the training phase the ANN parameters that determine the relation between the model input and 
output, the interconnection weights and the bias terms, are estimated based on a training set. This 
training set contains the predictive variables that are fed into the ANN input, and the field observations 
that need to be modelled. The observations to be predicted are often called the targets in the machine 
learning terminology. To assess the predictive performance of the ANN model, the dissimilarity between 
the targets and the model output, a cost function is used. This can be, for example, the sum of squared 
errors or the mean absolute error. During the ANN training steps the cost function is to be minimised. 
Prior to ANN training the input variables need to be transformed to the same range (Özesmi & Özesmi, 
1999). This is necessary, as the variable ranges need to match with the limits of the transfer functions 
used in the neurons (Maier and Dandy, 2000). Maier and Dandy (2000) further mentioned that, if values 
are scaled to the extreme limits of the transfer function, the size of the weight updates during training is 
extremely small and flat spots are likely to occur.  
 At the start of the ANN training, the interconnection weights and bias terms are random small 
numbers. Through the use of a training (or learning) algorithm, these model parameters will be adapted 
in the consecutives steps or epochs of the ANN training phase and the cost function will decrease 
because the prediction will approach the field observations (Lek and Guegan, 1999). The stepwise ANN 
training procedure is repeated until the cost function becomes small enough, a predefined maximum 
number of steps is reached or by comparison of the predictive performance on a validation set. 
 Because of its generality (robustness), and ease of implementation, backpropagation is the best 
choice for the majority of ANNs. This means that the interconnection weights and bias terms are 
adapted starting for the back of the ANN, thus from the output. By various techniques, the error in the 
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cost function is fed back through the network and the training algorithm adjusts the weights of each 
connection and the bias terms in order to reduce the value of the error function by some small amount. 
After repeating this process for a sufficiently large number of training steps, the network will usually 
converge to some state where the cost function is small. Backpropagation is the superior learning 
method when a sufficient number of relatively noise-free training examples are available, regardless of 
the complexity of the specific domain problem (Walczak and Cerpa, 1999). Although backpropagation 
networks can handle noise in the training data (and may actually generalise better if some noise is 
present in the training data), too many erroneous training values may prevent the ANN from properly 
training the desired model. When only a few training examples or very noisy training data are available, 
other learning methods should be selected instead of backpropagation (Walczak and Cerpa, 1999). 
 To adjust the weights and bias terms properly, one mostly applies a general method for 
nonlinear optimisation that is called gradient descent. For this, the derivative of the error function with 
respect to the network parameters is calculated, and the parameters are then changed such that the 
cost function decreases (thus declining on the surface of the error function). The transfer functions used 
should therefore be differentiable. Two settings that need to be determined for the training are the 
learning rate and the momentum as they help determine if the ANN parameter estimation will converge 
or not. The learning rate is proportional to the size of the steps taken in weight space during the ANN 
training phase. Traditionally, learning rates remain fixed during training (Maier and Dandy, 2000) and 
optimal learning rates are determined by trial and error. However, heuristics have been proposed which 
adapt the learning rate as training progresses to keep the learning step size as large as possible while 
keeping learning stable (Hagan et al., 1996). A momentum term is usually included in the training 
algorithm in order to improve learning speed (Qian, 1999) and convergence (Hagan et al., 1996). The 
momentum term basically allows a change to the ANN parameters to persist for a number of adjustment 
steps. The magnitude of the persistence is controlled by the momentum factor. Qian (1999) derived the 
bounds for convergence on learning rate and momentum parameters, and demonstrated that the 
momentum term can increase the range of learning rates over which the system converges. The ANN 
training might converge, but the model might be stuck in a local optimum, which makes the model less 
useful for prediction of new, unseen data.  
What is the optimal ANN? 
 
The main challenge in the use of ANNs for ecological modelling is to choose the most optimal ANN 
model architecture and model settings. Because ANN architecture is highly problem-dependent, the 




determination of the ANN network architecture is one of the most important and difficult tasks in the 
model building process (Maier and Dandy, 1998; 2000). During ANN development, internal parameter 
settings are often ignored and users have limited knowledge how to use and optimise ANNs (Maier and 
Dandy, 1998). The modeller has to choose: 1) the number of interneurons and interlayers, 2) the 
transfer function for each ANN layer, 3) the training algorithm and algorithm specific settings (i.e. the 
learning rate and momentum), 4) the cost function. The modelling process is generally poorly described 
(Maier and Dandy, 2000) and therefore it is difficult to judge the confidence of the model predictions. 
Maier and Dandy (2000) stated that future research efforts should be directed towards the development 
of guidelines to assist in the development of ANN-models. 
 Theoretically, an ANN with one hidden layer can approximate any function as long as sufficient 
neurons are used in the hidden layer (Lek and Guegan, 1999). ANNs with a high number of 
interneurons can model more complex functions, but have more parameters to be estimated. In a review 
of 43 articles on prediction of water resource variables, Maier and Dandy (2000) assessed how the 
number of interneurons was determined. The majority of the papers (23/43) used trial & error to 
determine the number of interneurons. The number of hidden neurons was fixed in ten papers, and thus 
no model optimisation was done at all. Six papers did not mention any method. To obtain an optimal 
ANN model architecture and transfer function combination a number of approaches are used in the 
literature. This model optimisation can be carried out a priori or a posteriori. In the literature a number of 
rules of thumb can be found that suggest a priori the number of interneurons from the number of input 
variables or samples (Goethals et al., 2007). A posteriori strategies include ANN pruning (Saunders et 
al., 1994). The ANN architecture is however mostly determined by trial and error (Brosse et al., 2001). In 
existing methodological reviews on ANNs mostly in ecological modelling one parameter was 
manipulated (e.g. number of interneurons), while the others were kept constant (Maier and Dandy, 
1998; 2000).  
 The function of the interneurons in the ANN is to reproject the data from a multivariate space of 
the environmental variables, to a new multidimensional space where each interneuron accounts for one 
dimension, similar as in ordination techniques. Information reduction is also used in ordination 
techniques where the data set is projected onto a limited number of ordination axes, which are 
combinations of the original variables in the data set.  If the number of interneurons is higher than the 
number of variables, the information is projected to a higher dimensional space. In case of a lower 
number of interneurons, the resulting space has less dimensions and information reduction takes place. 
In the simple networks (nr. neurons < nr. variables), the low number of interneurons thus reduce the 
information, which eventually goes into a single output neuron. This output neuron further reduces the 
information to one number, in this research the habitat suitability.  
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 More complex ANNs imply an increased chance of overfitting on the training data and reducing 
the model’s ability to generalise on new data (Özesmi and Özesmi, 1999). Generalisation is defined 
(Cheng and Titterington, 1994) as a model’s ability to perform well on data that were not used to train it. 
The ability of ANNs to generalise depends further on: size and representativeness of the training set, 
data quality, complexity of the problem and the ANN model architecture (Haykin and Network, 1999). As 
very complex ANNs have numerous model parameters to be estimates, there is a risk that ANN models 
become underdetermined. This means that there is not enough information in the training data set to let 
the parameter estimation algorithm converge. There are infinitely many parameter combinations that 
would generate an equal cost function output. In an overview of ANN applications, Goethals et al. 
(2007) observed several ANN models where the number of model parameters to estimate was higher 
than the number of samples in the training set.  
ANN interpretation 
 
ANN models have been called ‘black box’ because they provide little explanatory insight into the relative 
influence of the independent variables in the prediction process (Olden and Jackson, 2002b). The 
interpretation of the interconnection weights is difficult in comparison with the terms in a regression 
model that are a more straight forward expression of the variable contribution. The interconnection 
weights thus lack ecological meaning (Lek and Guegan, 1999). Therefore, several techniques have 
been developed to assess the relative variable contribution (Olden et al., 2004). Most often a sensitivity 
analysis is performed: all input variables are kept constant, except one variable that is allowed to 
change (Olden et al., 2004) to assess its influence on the model output. Gevrey et al. (2006) used the 
‘PaD’ method (Dimopoulos et al., 1995) which consists in a calculation of the partial derivatives of the 
output according to the input variables. 
ANN applications 
 
ANN originate from engineering sciences, and recently most applications can still be found in these 
technical applications of the technique: voice and image recognition, chemical research, robotics,… 
(Lek and Guegan, 1999). In the biomedical sciences most application are found within molecular biology 
and medicine. Biological applications are the prediction of algal blooms (e.g. Lee et al., 2003), remote 
sensing, prediction of biodiversity indices (e.g. Foody and Cutler, 2006) and the prediction of species 
distributions.  
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In this appendix a brief introduction to Generalised Linear Models (GLMs) is provided. A more in-depth 
introduction can be found in Kutner et al. (2005) and more specifically on logistic regression in Agresti 
(2002).       
 
At first it is necessary to make a distinction between general linear models and Generalised Linear 
Models (GLMs). General linear regression models have been commonly used for quite some time now. 
These models predict the level of a response variable based on one or more predictive variables in a 
regression formula. It is necessary that both the response and the predictive variables are on a 
continuous scale. They are called linear models, because the response is predicted by a linear sum of 
the predictive variables times the regression parameters (β). The general linear models are thus linear 
in the parameters. But the modelled relations between the response variable and predictive variable are 
not restricted to straight lines. The general linear model density = β0 + β1.depth - β2.depth², for example, 
can model a bell shaped response. Another property of general linear models is that they require the 
errors, the observations minus the predictions, to be normally distributed. This can be a serious 
drawback as the distribution of biological observations is often skewed, consists of non-negative values, 
or non-continuous values (e.g. counts: 0, 2, 5, 100, … individuals). Non-normally distributed data are 
thus often transformed (e.g. to a log-scale) when using general linear models in order to approximate 
the normality constraint. A drawback of this transformation is that this makes the interpretation difficult, 
as not the mean expected value but the geometric mean value is modelled (Olivier et al., 2008). 
To overcome the limitations of general linear models, GLMs have been introduced. GLMs are a 
generalisation of general linear models because 1) other distributions can be assumed besides the 
normal distribution, 2) both the response variable and the predictive variables can be categorical 
variables and 3) GLMs allow to model also nonlinear functions of the mean. Categorical predictive 
variables (e.g. male/female; presence/absence), can be introduced in the GLM regression equation by 
using dummy variables. Categorical response variables, e.g. species present or absent, are dealt with 
by using the concept of proportions: for a given combination of predictive variables a species is 
observed to be present in a proportion of the samples. Such information from a data set is used to 
model the predicted proportion, in this case a probability that a species will be present.  
Generalised Linear Models theory 
GLMs consist of three elements: 1) a random component, that identifies the response variable Y and 
assumes a probability distribution for it, 2) a systematic component that specifies in a linear form the 
explanatory variables used as predictors in the model and 3) a link function that describes the functional 





relationship between the systematic component and the expected value (mean) of the random 
component. 
random component  = link function(systematic component)                                                 (II.1) 
 
1. The random component 
 
The random component identifies the response variable Y and assumes a probability distribution for it. 
The distribution of Y should be part of the exponential family (Table II.1). In case of a binary outcome 
(present or absent in a sample), the binomial distribution is used. The N observations of the response 
variable Y are expected to be independent: Y1, Y2,…, YN. Examples of random components and 
assumed distributions are: the proportion of species presence-observations in ten observations in a 
given habitat (binomial distribution); counted densities of a species (Poisson distribution); size 
measurements of fish in a population (normal distribution), the observed colour of flowers: blue, red or 
yellow (multinomial distribution). 
 
2. The systematic component  
 
The systematic component specifies in a linear form the explanatory variables used as predictors in the 
model. The explanatory variables are added in a linear fashion and for each variable a βi term is 
estimated, which quantifies the slope for that predictive variable. The β0 term is the constant that 
determines the offset of the slope. Alternatively the systematic component is also called the linear 
predictor.  
 
pipii xx βββη +++= ...110                                                                                           (II.2) 
 
The systematic component η is the quantity that incorporates the information about the independent 
variables into the model. It is expressed as a linear combination of unknown parameters βi. It is related 
to the expected value of the data (thus, "predictor") through the link function (see further). Written as 
vectors, where X is the vector with the explanatory variables and β the vector with the estimated GLM 
parameters:  
 
η = Xβ                                                                                                                                (II.3) 
 




The systematic component is a linear sum of variables, but these variables can be higher order terms, 
e.g. depth² to model curvilinear effects, and can also be interaction terms, e.g. depth.temperature. 
 
3. The link function 
The link function g() describes the functional relationship between the systematic component and the 
expected value (mean) of the random component (Equation II.4). The expected value of the random 
component is expressed as E(Y) and equals the modelled mean µ (Equation II.5). By taking the inverse 
of this link function (g-1()), the value of the mean can be calculated back to the response scale. It should 
be mentioned that using a log link function is fundamentally different from the transformation of the 
dependent variable; the error structure is not affected. GLMs with an appropriate link function are to be 
preferred from general linear models that use transformation to achieve normality.   
pipi xxg βββηµ +++== ...)( 110                                                                     (II.4)  
)...()()( 11011 pipi xxggYE βββηµ +++=== −−                                                      (II.5) 
The possible choices of the link function are related to the distribution of the random component. In case 
the random component has a binomial distribution, for example species presence/absence, the 
predicted model output needs to be bound to the interval [0, 1]. An identity link function (Table II.1) 
would not be suitable, as the systematic component would have a range of [-∞, +∞] and the modelled 
response should be bound between zero and one. A logit link (Table II.1) will introduce a sigmoid 
relation between the systematic component and the mean µ that is limited to the interval [0, 1]. The 
identity link is the simplest link function and is used to perform a regression with a normal distribution for 
continuous responses. 
 The log and logit link functions allow the mean µ to be nonlinearly related to the predictor 
variables. The link function g(µ) = log(µ) models the log of the mean, while the logit link models the log 
of the odds. The logit link is used in case the mean µ is between 0 and 1, as when species 
presence/absence is predicted. For each distribution of the random component Y there is one link 
function that is called the canonical link and that is used by default. In case of the normal distribution, for 
example, the canonical link is the identity link. The canonical link functions for each potential distribution 
are provided in Table II.1. Other links are possible, but in practice the canonical link is mostly used.  
 





Table. II.1. The canonical link functions and their inverses for several exponential distributions of the 
random component. X = matrix with the predictive variables; β = vector with the GLM parameters; µ = 
the modelled mean of the distribution.  
  Canonical Link Functions 
GLM type Distribution Name Link Function Inverse Function 
General Linear Model Normal Identity   

















GLM parameter estimation and performance assessment 
  
The most popular parameter estimation method used for GLMs is the maximum-likelihood method. For 
a given data set, a set of β parameters will be estimated. Maximum-likelihood means that the likelihood 
of the estimated β parameters is maximal, given the observations in the data set. When the variance σ 
depends on the values of X, the maximum-likelihood estimation can have smaller standard errors than 
least squares estimators. The likelihood function that is maximised is mostly the sum of squared errors 
where a maximum-likelihood coincides with the minimum of Q (Equation II.6, II.7), but other likelihood 
functions can be used.  







β                                                                                              (II.7) 
The peak of the likelihood distribution is numerically approximated in statistical packages, through 
iterations to determine the β-parameters that best fit the data (Equation II.7). The method of maximum-
likelihood provides estimators that have both a reasonable intuitive basis and many desirable statistical 
properties. The general theory of maximum-likelihood estimation provides standard errors, statistical 
tests, and other results useful for statistical inference. 
Statistical tests 
  
After estimation of the β-parameters the goodness-of-fit of the modelled response needs to be tested. 
Further, it’s necessary to test if the β-parameters differ significantly from zero. The most simple test is 
µβ =X βµ X=





















                                                                                                                          (II.8) 
SE is the standard error which is not estimated from the observed data, but is based on the properties of 
the distribution of the random component. This allows the more powerful z-test to be used, as opposed 
to the t-test. The resulting z² (Equation II.8) is obtained by dividing a parameter estimate by its standard 
error and then squaring it. In case H0 holds, z² has an χ² distribution with one df. To obtain a p-value if 
the estimated parameters differ from zero, the z² value has to be looked up in a table with χ²-values and 
the p-value is then the right-tail χ² probability. The statistic is called the Wald-statistic and is similar to 
the t-test in general linear models. This test is used for assessing the significance of single predictive 
variables.    
 A second test that is commonly used to test if the β-parameters differ significantly from zero is 
the likelihood-ratio test. For this test the maximised log-likelihood of the model to be tested ( 1l ) is 
compared with the log-likelihood ( 0l ) of a model for which H0 holds (all parameters, besides the 
regression constant β0, are zero) (Equation II.9). The logarithm of the ratio of both likelihoods times -2, 
has an χ²-distribution in case H0 holds, with the number of degrees of freedom equalling the difference 
in the number of parameters between both the compared models. Based on the χ²-distribution a p-value 
is provided if the model parameters differ significantly from zero. The model for which H0 holds is called 
the null model, reduced model or restricted model. The model with the variable to be tested is called the 
unconstrained or unrestricted model. The likelihood-ratio test is equivalent to the F-test used in general 
linear models  
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The two statistical tests introduced here work in case the number of samples is sufficiently large.  
 
GLM as a special case of ANNs 
 





In this section, the relation between ANNs, GLM and other statistical techniques will be discussed. 
Because of the flexibility of their structure, ANNs can be rearranged and simplified until they become 
functionally equal to a GLM function. The ANNs similar to a GLM will have one interneuron on one 
hidden layer and one output neuron (Sarle, 1994). To prove that GLMs are a special case of ANNs, the 
ANN formula is adapted until it becomes similar to the GLM formula.   
 
For GLMs with a link function f(): 
)()( 1 ββ XfYXYf GLMGLM −=⇒=  
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The formula for neural networks with a bias vector of the interlayer B1, a bias vector of the output layer 
B2, a weights vector of the interlayer W1, a weights vector of the output layer W2 and an input vector X: 
))(( 1122 XWBfWBgYANN ++=  
 
Suppose: 
o the bias term of the output neuron is zero: B2 = 0;  
o the output neuron has the linear transfer function: f(x) = x; 
o the elements of weights vector W2 are one:  W2 = 1. 
 
)( 11 XWBgYANN +=  
Thus we can conclude that GLMs are a specific case of the more general model family that ANNs are. 










The function g() is the link function in GLM-terminology and the transfer function in ANN-terminology. If 
the same function can be used, the output will be similar. The GLM linear-link function and the ANN 
identity transfer function are identical (f(x) = x). Fig. II.1 shows the ANN architecture that is equivalent to 
a GLM.  





Fig. II.1. An artificial neural network that functionally emulates a general linearised model. X = input 
vector, b = bias terms, f = transfer function interlayer, g = transfer function output layer, Y = model 
output.   
 
Further similarities between GLMs and ANNs become clear when the terminology is compared. As both 
techniques emerged in different research fields, ANNs in machine learning and GLMs in statistics, 
similar concepts have different names. DeVeaux and Ungar (1996) summarised the ANN and GLM 
terminology (Table II.2). The parameter estimation process is called “learning” or “training” in ANNs. The 
maximum-likelihood estimation is a numerical approach that works in steps, while the steps in the 
backpropagating parameter estimation of ANNs are often called epochs.  
But the largest dissimilarity is the parameter estimation method used for ANNs and GLMs. For 
GLM mostly the Fisher Scoring algorithm is used which converges rapidly to the maximum-likelihood 
estimates. This method is deterministic: with the same data set the same model parameter values will 
be estimated. Parameter estimation for the ANNs commonly used in HSM is the backpropagation 
algorithm. This algorithm starts off when all the bias and interconnection terms are random and small, 
and will search for the best possible parameter estimates. But there is no guarantee that the algorithm 
will find the best solution as local minima might be present or the method doesn’t converge at all. This 
estimation method is nondeterministic. The algorithm might come up with different parameter estimates 
even if the same data is used. Other estimation methods could be used for ANNs, but Kutner et al. 
(2004) argues that ANNs are often overparameterised and standard estimation methods will result in 




















Table II.2. Comparison of terms used in statistical and neural network terminology. Adapted from 
Deveaux et al. (1996). 
Statistical Term Neural Network Term 
coefficient weight 
predictor, explanatory  input 
response output 
parameter estimation training or learning 
steepest descent back propagation 
intercept bias term 
step epoch 
 
Just as GLMs are a special case of ANNs, several linear models are specific cases of GLMs. As 
mentioned before, GLMs are an extension of general linear models that assume a normal error 
distribution and an identity link. When the predictive variables are all categorical, GLMs can be used to 
test if groups differ significantly. Categorical variables are introduced in the GLM formula by using 
dummy variables. In this way, ANOVA (ANalysis Of VAriance) models are special cases of GLMs. For 
this modelling purpose the normal distribution is assumed and the identity link is used. The theory of 
GLMs thus unifies a wide variety of statistical methods: ANOVA, regression and categorical data 
models. Based on the continuity of their response and predictive variables, different GLMs can be 
identified (Fig. II.2). For each GLM type the distribution of the random component Y is proved and the 
canonical link function.  
 
 
Fig. II.2. Overview of the relation between artificial neural networks, generalised linear models and 
specific generalised linear models.   
  
response predictive variables distribution link function
ANOVA continuous categorical normal identity
general linear model continuous continuous normal identity
logistic regression categorical both binomial logit
multinomial regresion categorical both multinomial logit
poisson regression continuous both poisson log
Artificial Neural Networks
General Linearised Models














Appendix III. Results Combined 
















In this section, overview tables with the results of Combined Model Optimisation Criterion model 
selection are presented (see Chapter 3). TM1, TM3 and TM5: true models for the virtual species. For 
each true model, a separate table is provided. AIC: Akaike Information Criterion; AICc: AIC with small 
sample correction; CAIC: Consistent Akaike Criterion; BIC: Bayesian Information Criterion. NMI: 
Normalised Mutual Information. AUC: Area Under the Curve. For each virtual species true model the 
values of the MOCs, CMOCs and the Kappa’s, NMIs and AUCs are provided. Additionally the model 
ranking of the models based on the MOC values and the Kappa, NMI and AUC values is provided.  
 
  








AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 3.33 3.44 82.93 73.37 24.23 38.81 39.16 95.24 92.28 69.03 21.07 21.30 89.09 82.82 46.63 78.0 51.2 89.0 77.7 50.8 88.8 1 0 0 0 0 1 0 0 0 0
1 0 1 2.43 2.50 3.17 4.63 7.05 14.42 14.43 1.85 2.96 10.22 8.42 8.46 2.51 3.80 8.63 78.1 51.3 89.1 77.5 50.4 88.7 1 0 1 0 0 1 0 0 0 0
1 0 1 2.08 2.14 2.72 3.96 6.03 9.69 9.70 1.25 1.99 6.87 5.88 5.92 1.98 2.98 6.45 78.0 51.1 89.0 77.5 50.4 88.7 1 0 0 1 0 1 0 0 0 0
1 0 1 1.87 1.92 2.44 3.56 5.42 7.79 7.80 1.00 1.60 5.52 4.83 4.86 1.72 2.58 5.47 78.1 51.3 89.0 77.6 50.6 88.8 1 0 0 0 1 1 0 0 0 0
1 0 1 5.38 5.53 7.03 10.25 15.61 4.23 4.24 0.54 0.87 3.00 4.81 4.88 3.79 5.56 9.30 78.3 51.7 89.2 77.6 50.7 88.8 1 1 0 0 0 1 0 0 0 0
1 1 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 74.1 45.5 87.1 74.1 45.4 87.1 1 0 0 0 0 0 0 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 73.2 43.8 86.6 72.9 43.6 86.4 1 1 0 0 0 0 0 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 70.1 39.8 85.1 69.8 39.5 84.9 1 0 0 0 1 0 0 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 71.6 41.9 85.7 71.2 41.5 85.6 1 0 1 0 0 0 0 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 74.1 45.4 87.1 73.7 45.0 86.9 1 0 0 1 0 0 0 0 0 0
2 0 2 4.42 4.49 0.30 0.73 5.10 1.60 1.58 0.01 0.03 0.45 3.01 3.04 0.16 0.38 2.78 78.3 51.6 89.2 77.5 50.5 88.8 1 1 0 1 0 1 0 0 0 0
2 0 2 2.68 2.72 0.18 0.44 3.10 2.37 2.34 0.02 0.04 0.67 2.52 2.53 0.10 0.24 1.88 78.6 52.0 89.3 78.0 51.2 89.0 1 1 0 0 0 1 1 0 0 0
2 0 2 2.72 2.77 0.19 0.45 3.14 2.03 2.01 0.01 0.04 0.57 2.37 2.39 0.10 0.24 1.86 78.1 51.2 89.1 77.1 49.7 88.6 1 0 1 0 0 1 0 1 0 0
2 0 2 2.63 2.68 0.18 0.43 3.04 2.11 2.09 0.01 0.04 0.60 2.37 2.39 0.10 0.24 1.82 78.4 51.7 89.2 77.8 50.9 88.9 1 1 1 0 0 1 0 0 0 0
2 0 2 2.52 2.57 0.17 0.42 2.92 0.94 0.93 0.01 0.02 0.26 1.73 1.75 0.09 0.22 1.59 78.1 51.3 89.0 77.2 49.9 88.6 1 0 0 1 1 1 0 0 0 0
2 0 2 1.21 1.23 0.08 0.20 1.40 2.15 2.13 0.01 0.04 0.61 1.68 1.68 0.05 0.12 1.00 78.1 51.3 89.1 77.5 50.4 88.8 1 0 0 0 1 1 0 0 0 1
2 0 2 2.15 2.18 0.15 0.35 2.48 0.96 0.95 0.01 0.02 0.27 1.56 1.57 0.08 0.19 1.38 78.3 51.5 89.1 77.4 50.3 88.7 1 1 0 0 1 1 0 0 0 0
2 0 2 1.62 1.64 0.11 0.27 1.87 1.39 1.38 0.01 0.02 0.39 1.50 1.51 0.06 0.15 1.13 78.1 51.3 89.0 77.3 50.2 88.6 1 0 0 1 0 1 0 0 1 0
2 0 2 1.58 1.61 0.11 0.26 1.83 1.37 1.36 0.01 0.02 0.39 1.48 1.49 0.06 0.14 1.11 78.0 51.2 89.1 77.2 50.0 88.6 1 0 1 1 0 1 0 0 0 0
2 0 2 1.81 1.84 0.12 0.30 2.09 0.86 0.86 0.01 0.02 0.24 1.34 1.35 0.06 0.16 1.17 78.1 51.3 89.1 77.1 49.9 88.6 1 0 1 0 1 1 0 0 0 0
AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 90 75 94 6 5 9 1 0 0 0 0 1 0 0 0 0
1 0 1 10 10 3 3 3 2 2 2 2 2 2 2 3 3 3 83 71 81 15 16 19 1 0 1 0 0 1 0 0 0 0
1 0 1 12 12 4 4 4 3 3 3 3 3 3 3 4 4 4 99 80 93 18 15 25 1 0 0 1 0 1 0 0 0 0
1 0 1 13 13 5 5 5 4 4 4 4 4 4 5 5 5 5 86 72 84 11 10 11 1 0 0 0 1 1 0 0 0 0
1 0 1 1 1 2 2 2 5 5 5 5 5 5 4 2 2 2 51 47 46 9 7 8 1 1 0 0 0 1 0 0 0 0
1 1 0 160 160 144 150 157 157 157 138 140 152 159 159 144 148 155 126 118 129 109 109 109 1 0 0 0 0 0 0 0 0 0
1.41 1 1 121 121 98 107 111 109 109 62 84 109 109 109 94 104 109 138 138 138 132 130 132 1 1 0 0 0 0 0 0 0 0
1.41 1 1 146 146 137 137 141 142 142 137 137 138 145 145 137 137 141 153 153 153 152 153 151 1 0 0 0 1 0 0 0 0 0
1.41 1 1 154 154 146 149 154 154 154 142 143 150 154 154 145 149 154 144 144 144 139 139 140 1 0 1 0 0 0 0 0 0 0
1.41 1 1 161 161 152 157 160 160 160 144 150 157 161 161 151 156 160 130 119 128 110 110 110 1 0 0 1 0 0 0 0 0 0
2 0 2 2 2 6 6 6 10 10 10 10 10 6 6 6 6 6 50 48 45 17 13 14 1 1 0 1 0 1 0 0 0 0
2 0 2 7 7 8 8 8 6 6 6 6 6 7 7 8 8 7 20 20 22 1 1 1 1 1 0 0 0 1 1 0 0 0
2 0 2 6 6 7 7 7 9 9 9 9 9 8 8 7 7 8 80 74 68 66 59 61 1 0 1 0 0 1 0 1 0 0
2 0 2 8 8 9 9 9 8 8 8 8 8 9 9 9 9 9 43 42 40 5 4 5 1 1 1 0 0 1 0 0 0 0
2 0 2 9 9 10 10 10 15 15 14 14 14 11 11 10 10 10 81 66 90 50 38 47 1 0 0 1 1 1 0 0 0 0
2 0 2 31 30 15 15 16 7 7 7 7 7 12 12 15 15 15 82 70 79 19 17 15 1 0 0 0 1 1 0 0 0 1
2 0 2 11 11 11 11 11 14 14 13 13 13 14 14 11 11 11 58 54 62 23 20 23 1 1 0 0 1 1 0 0 0 0
2 0 2 19 18 13 13 13 11 11 11 11 11 15 15 13 13 13 87 67 99 31 24 35 1 0 0 1 0 1 0 0 1 0
2 0 2 20 20 14 14 14 12 12 12 12 12 16 16 14 14 14 92 77 82 43 36 38 1 0 1 1 0 1 0 0 0 0

















































































































































































































































AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 3.53 3.65 8.70 11.90 12.40 5.26 5.32 1.45 2.28 6.19 4.39 4.48 5.08 7.09 9.29 67.8 38.0 83.9 67.3 37.4 83.6 1 1 0 1 0 1 1 0 0 0
1 1 0 1.57 1.64 73.68 61.08 13.80 17.63 18.05 92.93 88.37 52.12 9.60 9.85 83.30 74.73 32.96 67.3 37.4 83.7 67.0 37.1 83.5 1 1 0 1 0 1 0 0 0 0
1 0 1 3.88 3.95 0.50 1.13 5.43 3.50 3.49 0.05 0.13 1.64 3.69 3.72 0.28 0.63 3.53 67.5 37.5 83.7 66.9 36.9 83.4 1 1 0 1 1 1 1 0 0 0
1 0 1 0.64 0.66 0.08 0.19 0.90 3.10 3.09 0.04 0.12 1.46 1.87 1.88 0.06 0.15 1.18 67.8 38.0 83.9 67.4 37.6 83.7 1 1 0 1 0 1 1 0 1 0
1 0 1 2.57 2.62 0.33 0.75 3.59 1.11 1.11 0.02 0.04 0.52 1.84 1.87 0.17 0.40 2.06 67.9 38.1 83.9 67.3 37.4 83.6 1 1 1 1 0 1 1 0 0 0
1 1 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 66.9 37.1 83.4 66.6 36.8 83.3 1 1 0 0 0 1 1 0 0 0
1 1 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.2 36.2 83.6 66.8 35.8 83.4 1 1 0 1 0 0 1 0 0 0
1.41 1 1 3.45 3.57 8.51 11.63 12.12 6.76 6.84 1.87 2.93 7.96 5.11 5.21 5.19 7.28 10.04 67.2 37.1 83.6 66.6 36.5 83.3 1 1 0 1 1 1 0 0 0 0
1.41 1 1 1.04 1.07 2.55 3.49 3.64 8.25 8.34 2.28 3.57 9.71 4.64 4.71 2.42 3.53 6.67 67.4 37.5 83.7 67.2 37.2 83.6 1 1 1 1 0 1 0 0 0 0
1.41 1 1 1.48 1.53 3.65 4.99 5.20 3.49 3.53 0.96 1.51 4.11 2.48 2.53 2.31 3.25 4.65 67.4 37.4 83.7 67.0 37.0 83.6 1 1 0 1 0 1 0 0 1 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.2 37.4 83.6 66.7 36.9 83.3 1 1 0 0 1 1 1 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 66.7 36.9 83.3 66.5 36.7 83.2 1 1 1 0 0 1 1 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.2 36.1 83.6 66.7 35.6 83.3 1 1 0 1 1 0 1 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.3 36.2 83.6 66.9 35.9 83.5 1 1 1 1 0 0 1 0 0 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.2 36.2 83.6 66.9 35.8 83.5 1 1 0 1 0 0 1 0 1 0
2 0 2 5.27 5.28 0.04 0.13 2.93 2.87 2.81 0.00 0.01 0.54 4.07 4.05 0.02 0.07 1.73 68.1 38.4 84.0 67.6 37.9 83.9 1 1 1 1 0 1 1 1 0 0
2 0 2 2.33 2.34 0.02 0.06 1.30 2.69 2.64 0.00 0.01 0.50 2.51 2.49 0.01 0.03 0.90 67.6 37.7 83.8 67.1 37.1 83.6 1 1 0 1 1 1 1 0 1 0
2 0 2 3.43 3.44 0.02 0.09 1.91 1.49 1.47 0.00 0.00 0.28 2.46 2.45 0.01 0.05 1.09 67.8 37.9 83.9 67.1 37.1 83.6 1 1 1 1 1 1 1 0 0 0
2 0 2 2.83 2.84 0.02 0.07 1.58 0.57 0.56 0.00 0.00 0.11 1.70 1.70 0.01 0.04 0.84 67.7 37.8 83.9 67.0 37.0 83.5 1 1 0 1 1 1 1 0 0 1
2 0 2 0.90 0.90 0.01 0.02 0.50 0.56 0.55 0.00 0.00 0.10 0.73 0.73 0.00 0.01 0.30 67.9 38.1 83.9 67.4 37.6 83.7 1 1 1 1 0 1 1 0 1 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 66.9 37.2 83.4 66.7 36.9 83.3 1 1 0 0 0 1 0 0 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 66.7 35.6 83.4 66.4 35.3 83.2 1 1 0 1 0 0 0 0 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 66.4 35.4 83.2 66.1 35.1 83.1 1 1 0 0 0 0 1 0 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 62.9 34.4 81.5 62.7 34.2 81.3 1 0 0 1 0 1 0 0 0 0
AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 9 8 2 2 2 8 7 4 4 4 7 6 3 3 3 27 14 25 12 6 16 1 1 0 1 0 1 1 0 0 0
1 1 0 26 25 1 1 1 1 1 1 1 1 1 1 1 1 1 51 33 51 32 24 39 1 1 0 1 0 1 0 0 0 0
1 0 1 7 7 7 7 5 10 11 10 10 10 10 10 7 7 7 43 26 43 45 32 46 1 1 0 1 1 1 1 0 0 0
1 0 1 36 36 13 14 23 12 12 11 11 11 21 20 13 13 15 30 13 26 3 3 9 1 1 0 1 0 1 1 0 1 0
1 0 1 18 18 9 9 10 20 20 12 12 14 23 22 10 10 12 17 10 23 13 11 13 1 1 1 1 0 1 1 0 0 0
1 1 0 50 50 32 38 45 46 46 26 27 40 49 49 31 38 41 87 57 90 75 37 77 1 1 0 0 0 1 1 0 0 0
1 1 0 70 69 53 54 56 56 56 45 50 54 57 57 52 53 55 66 77 64 48 73 56 1 1 0 1 0 0 1 0 0 0
1.41 1 1 10 9 3 3 3 5 5 3 3 3 4 4 2 2 2 67 52 74 65 52 66 1 1 0 1 1 1 0 0 0 0
1.41 1 1 32 32 5 5 9 3 3 2 2 2 5 5 4 4 4 47 28 49 19 15 15 1 1 1 1 0 1 0 0 0 0
1.41 1 1 28 27 4 4 6 11 10 5 5 5 16 14 5 5 6 49 30 52 34 25 29 1 1 0 1 0 1 0 0 1 0
1.41 1 1 37 37 26 32 37 37 37 27 30 37 37 37 26 32 37 63 34 67 57 30 61 1 1 0 0 1 1 1 0 0 0
1.41 1 1 52 52 45 47 52 44 44 35 38 41 46 46 43 44 47 96 63 96 78 38 79 1 1 1 0 0 1 1 0 0 0
1.41 1 1 66 66 59 60 58 55 55 55 56 58 56 56 59 60 58 68 81 57 60 77 60 1 1 0 1 1 0 1 0 0 0
1.41 1 1 72 71 61 61 60 63 63 60 62 62 68 68 62 62 62 58 76 60 41 67 40 1 1 1 1 0 0 1 0 0 0
1.41 1 1 78 78 63 64 69 64 65 61 63 63 72 72 63 63 65 65 78 65 46 72 43 1 1 0 1 0 0 1 0 1 0
2 0 2 4 4 15 15 12 13 13 15 15 13 9 9 15 15 13 6 4 7 2 2 2 1 1 1 1 0 1 1 1 0 0
2 0 2 20 19 20 20 20 14 14 16 16 15 14 15 20 20 18 37 24 37 26 18 20 1 1 0 1 1 1 1 0 1 0
2 0 2 11 10 16 16 15 16 16 18 18 17 17 17 16 16 17 26 18 32 27 19 26 1 1 1 1 1 1 1 0 0 0
2 0 2 16 16 18 18 17 26 26 23 22 22 24 24 18 18 20 32 21 29 33 28 41 1 1 0 1 1 1 1 0 0 1
2 0 2 33 33 23 23 26 27 27 24 23 23 34 34 23 23 25 19 11 16 7 5 8 1 1 1 1 0 1 1 0 1 0
2 2 0 57 57 39 44 54 54 54 25 31 48 54 54 33 40 53 82 49 87 58 29 63 1 1 0 0 0 1 0 0 0 0
2 2 0 88 88 50 52 62 65 64 41 47 55 74 74 48 52 56 93 95 94 83 85 87 1 1 0 1 0 0 0 0 0 0
2 2 0 101 101 89 91 96 100 100 81 87 93 100 100 86 91 93 101 101 103 97 93 96 1 1 0 0 0 0 1 0 0 0
2 2 0 123 123 109 109 111 109 109 108 108 109 109 109 109 109 109 126 124 126 124 116 126 1 0 0 1 0 1 0 0 0 0














































































































































































































































AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 26.82 26.64 1.98 3.82 16.63 16.85 16.69 0.61 1.38 8.75 21.84 21.66 1.30 2.60 12.69 75.16 46.47 87.58 74.39 45.45 87.17 1 1 1 1 1 1 1 1 0 1
1 1 0 37.08 37.59 52.30 61.06 57.71 47.88 48.39 33.16 45.54 62.39 42.48 42.99 42.73 53.30 60.05 75.23 46.62 87.62 74.48 45.61 87.22 1 1 1 1 1 1 0 1 0 1
1 0 1 7.06 6.86 0.03 0.09 1.74 10.76 10.42 0.02 0.08 2.22 8.91 8.64 0.02 0.08 1.98 75.07 46.36 87.57 74.39 45.44 87.21 1 1 1 1 1 1 1 1 1 1
1 1 0 0.17 0.17 0.24 0.28 0.27 1.93 1.95 1.33 1.83 2.51 1.05 1.06 0.79 1.06 1.39 74.34 45.24 87.13 73.79 44.52 86.89 1 1 1 1 1 0 1 1 0 1
1 1 0 0.05 0.05 0.07 0.08 0.08 0.09 0.09 0.06 0.09 0.12 0.07 0.07 0.07 0.09 0.10 74.35 45.32 87.18 73.59 44.31 86.80 1 1 1 1 1 1 1 1 0 0
1 1 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 73.42 43.74 86.70 72.62 42.72 86.30 1 1 1 1 1 1 1 0 0 1
1 1 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 71.13 41.00 85.56 70.53 40.26 85.30 1 1 1 0 1 1 1 1 0 1
1.41 1 1 26.09 25.92 1.93 3.71 16.18 15.68 15.53 0.57 1.29 8.14 20.89 20.72 1.25 2.50 12.16 75.13 46.48 87.53 74.37 45.44 87.18 1 1 1 1 1 1 0 1 1 1
1.41 1 1 0.33 0.33 0.02 0.05 0.21 0.31 0.31 0.01 0.03 0.16 0.32 0.32 0.02 0.04 0.18 74.40 45.30 87.18 73.64 44.28 86.79 1 1 1 1 1 0 1 1 1 1
1.41 1 1 0.17 0.17 0.01 0.02 0.10 0.47 0.46 0.02 0.04 0.24 0.32 0.31 0.01 0.03 0.17 74.61 45.70 87.31 73.87 44.73 86.94 1 1 1 1 1 1 1 1 1 0
1.41 1 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 73.45 43.75 86.70 72.68 42.77 86.32 1 1 1 1 1 1 1 0 1 1
2 2 0 1.46 1.50 39.21 27.77 5.69 3.32 3.42 43.91 36.58 10.87 2.39 2.46 41.56 32.17 8.28 74.57 45.55 87.31 73.81 44.54 86.89 1 1 1 1 1 0 0 1 0 1
2 2 0 0.06 0.06 1.63 1.16 0.24 0.26 0.27 3.48 2.90 0.86 0.16 0.17 2.56 2.03 0.55 74.25 45.19 87.13 73.57 44.30 86.77 1 1 1 1 1 1 0 1 0 0
2 2 0 0.00 0.00 0.06 0.04 0.01 0.01 0.01 0.18 0.15 0.05 0.01 0.01 0.12 0.10 0.03 73.75 44.36 86.89 73.15 43.59 86.61 1 1 1 1 1 0 1 1 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 72.47 42.98 86.23 71.81 42.15 85.95 1 0 1 1 1 1 0 1 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 73.42 43.73 86.71 72.68 42.79 86.36 1 1 1 1 1 1 0 0 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 72.77 42.86 86.37 71.90 41.75 85.96 1 1 1 1 1 0 1 0 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 71.11 40.76 85.58 70.54 40.06 85.27 1 1 0 1 1 1 1 0 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 72.09 41.86 86.05 71.21 40.77 85.57 1 1 1 1 1 1 1 0 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 69.17 38.63 84.57 68.47 37.79 84.23 0 1 1 1 1 0 1 1 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 70.97 40.79 85.50 70.38 40.07 85.16 1 1 1 0 1 1 0 1 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 70.73 40.34 85.33 70.38 39.94 85.17 1 1 1 0 1 0 1 1 0 1
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 70.42 39.99 85.22 69.77 39.22 84.85 1 1 1 0 1 1 1 1 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 67.31 36.25 83.66 66.67 35.53 83.31 1 1 1 1 0 1 1 1 0 0
2 2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 71.70 41.47 85.83 71.23 40.90 85.62 1 1 1 0 1 1 1 0 0 1
AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test AIC AICc CAIC BIC F-test Kappa NMI AUC Kappa NMI AUC
0 0 0 2 2 3 3 2 2 2 9 6 3 2 2 5 4 2 2 3 2 2 2 4 1 1 1 1 1 1 1 1 0 1
1 1 0 1 1 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 0 1
1 0 1 4 4 13 11 5 4 4 13 13 6 4 4 13 13 5 4 4 3 3 3 2 1 1 1 1 1 1 1 1 1 1
1 1 0 9 9 10 10 8 6 6 5 5 5 6 6 7 7 6 11 11 11 8 8 8 1 1 1 1 1 0 1 1 0 1
1 1 0 12 12 11 12 12 12 12 12 12 14 12 12 12 12 14 10 8 9 11 10 10 1 1 1 1 1 1 1 1 0 0
1 1 0 26 26 28 28 26 26 26 27 27 27 26 26 28 27 27 19 19 20 20 20 20 1 1 1 1 1 1 1 0 0 1
1 1 0 64 64 81 77 68 73 73 88 87 77 71 71 86 84 73 50 45 52 53 48 52 1 1 1 0 1 1 1 1 0 1
1.41 1 1 3 3 4 4 3 3 3 10 7 4 3 3 6 5 3 3 2 4 4 4 3 1 1 1 1 1 1 0 1 1 1
1.41 1 1 7 7 14 13 10 10 10 16 15 13 9 9 14 14 11 8 9 10 10 12 11 1 1 1 1 1 0 1 1 1 1
1.41 1 1 10 10 16 15 11 9 9 14 14 11 10 10 15 15 12 5 6 6 6 6 5 1 1 1 1 1 1 1 1 1 0
1.41 1 1 20 20 25 22 22 22 22 25 25 23 22 22 25 25 22 18 18 19 19 19 19 1 1 1 1 1 1 1 0 1 1
2 2 0 5 5 2 2 4 5 5 1 2 2 5 5 2 2 4 7 7 5 7 7 7 1 1 1 1 1 0 0 1 0 1
2 2 0 11 11 5 5 9 11 11 4 4 9 11 11 4 6 9 12 12 12 12 11 12 1 1 1 1 1 1 0 1 0 0
2 2 0 15 15 12 14 16 16 16 11 11 15 16 16 11 11 15 15 15 15 15 15 15 1 1 1 1 1 0 1 1 0 0
2 2 0 18 18 17 17 17 17 17 17 17 17 17 17 17 17 17 28 22 28 26 22 26 1 0 1 1 1 1 0 1 0 1
2 2 0 25 25 23 24 24 24 24 24 24 24 24 24 24 24 24 20 20 18 18 18 18 1 1 1 1 1 1 0 0 0 1
2 2 0 27 27 27 27 28 28 28 28 28 28 28 28 27 28 28 22 23 23 25 26 25 1 1 1 1 1 0 1 0 0 1
2 2 0 40 40 44 44 41 40 40 43 43 41 40 40 43 43 41 52 49 50 52 52 53 1 1 0 1 1 1 1 0 0 1
2 2 0 44 44 48 47 45 45 45 51 49 47 45 45 50 49 47 30 31 30 33 36 37 1 1 1 1 1 1 1 0 0 0
2 2 0 48 48 53 53 49 50 50 58 56 52 50 50 56 56 52 88 87 88 88 87 89 0 1 1 1 1 0 1 1 0 1
2 2 0 66 66 73 71 65 67 67 75 75 70 67 67 75 74 70 56 47 57 59 51 60 1 1 1 0 1 1 0 1 0 1
2 2 0 67 67 76 76 72 70 70 79 77 72 70 70 79 77 72 64 58 66 60 56 59 1 1 1 0 1 0 1 1 0 1
2 2 0 74 74 85 84 77 84 84 90 90 87 83 83 90 89 85 70 69 70 73 71 74 1 1 1 0 1 1 1 1 0 0
2 2 0 86 86 92 91 88 90 90 94 93 91 90 90 93 93 91 100 100 99 103 103 103 1 1 1 1 0 1 1 1 0 0









²Calibration set Test set Combined Calibration set Test set














































































































































































































































Appendix IV. R-code 
 
  











In this appendix the R-code used in this thesis is provided. All code is an application of the CMOC 
algorithm proposed in Chapter 3 of this thesis. The code should be considered as an illustration of one 
approach to model the CMOC methodology. This code is not claimed to be the most efficient or compact, 
neither to be completely generalistic. Thus other formats of input data would require some code rewriting. 
The code is mostly not written in separate functions, as this would have complicated the overview during 
the coding.  
 
## ============================================================================= 
## R-code PhD "Habitat suitability Modelling for the analysis and prediction of 
## macrobenthos in the North Sea" Ghent University, 2010 




## Basic functions 
## ============================================================================= 
 
# Contingency matrix 
contmatrix <- function(obs,pred){ 
  a_TP <- (obs == 1 & pred == 1) 
  b_TP <- (obs == 0 & pred == 1) 
  c_TP <- (obs == 1 & pred == 0) 
  d_TP <- (obs == 0 & pred == 0) 
 
  TP <- sum(a_TP) + 0.0001   # true presence 
  FP <- sum(b_TP) + 0.0001 
  FN <- sum(c_TP) + 0.0001   # false absence 
  TN <- sum(d_TP) + 0.0001 
  contmatrix = matrix(data = c(TP, FP, FN, TN), nrow = 2, byrow = TRUE) 
} 
 
### Correctly Classified Instances CCI: CCI =(a + d)/n 
CCI <- function (cont)  
  (cont[1,1] + cont[2,2])/sum(cont) 
   
### Cohens Kappa 
kappa.cont <- function(cont){ 
  a <- cont[1, 1] 
  b <- cont[1, 2] 
  c <- cont[2, 1] 
  d <- cont[2, 2] 
  N <- sum(cont) 
  ((d + a) - (((a + c)*(a + b) + (b + d)*(c + d))/N))/ 
     ( N - (((a + c)*(a + b) + (b +d)*(c + d))/N)) 
} 
 
### Normalised Mutual Information 
NMI <- function(cont){ 
  a <- cont[1, 1] 
  b <- cont[1, 2] 
  c <- cont[2, 1] 
  d <- cont[2, 2] 
  N <- sum(cont) 
  NMI_temp <- 1 - ((-a*log(a) - b*log(b) - c*log(c) - d*log(d) +  
                  (a+b)*log(a+b) + (c + d) * log(c + d))/ 
                 (N*log(N) - ((a+c)* log(a + c) + (b + d)*log(b + d)))) 
  if (max(a,d) > max(b, c)) NMI1 <- NMI_temp else NMI1 <- -NMI_temp 
  NMI1                                  
} 
 
### Area Under the Curve 
AUC <- function(obs,pred){ 
  Y_sort <- sort(-pred, index.return = TRUE) 
  Y   <- Y_sort$x 
  idx <- Y_sort$ix 




  obs <- obs[idx] 
  tp  <- cumsum(obs)/sum(obs) 
  fp  <- cumsum(!obs)/sum(!obs) 
  tp  <- c(0, tp, 1) 
  fp  <- c(0, fp, 1) 
  n   <- length(tp) 




  AIC  <- function (model, nr_sample)   # model= glm 
     model$deviance + 2*model$rank 
 
  AICc <- function (model, nr_sample)   # model= glm 
     model$deviance + 2*model$rank +  
     (2*model$rank)*(model$rank+1)/(nr_sample - model$rank - 1)   
 
  CAIC <- function (model, nr_sample)   # model= glm 
     model_train$deviance + model_train$rank*(log(nr_sample)+1) 
 
  BIC <- function (model, nr_sample)    # model= glm 
     model_train$deviance + model_train$rank*(log(nr_sample)) 
   
  F05 <- function (model)               # model= glm, F-test alpha 0.05 
     model_train$deviance + 3.841* model_train$rank 
 
  MOC <- function(model)  { 
     nr_sample <- ifelse (is.null(model$nr_sample), length(model$residuals),   
     model$nr_sample), list(AIC = AIC(model, nr_sample), AICc = AICc(model, 
nr_sample), 
          CAIC = CAIC(model, nr_sample), BIC = BIC(model, nr_sample), F05 = 
F05(model)) 




## CMOC virtual species 
## First artificial presence/absence observations are generated for a 
## virtual species based on a logistic model. 





# Data treatment 
# ------------------------------------------------------------------------------ 
  
### load data (environmental variable set from field observations) 
data_virt <- read.table("Abraalba_donaxvitt_macomabalthica_cleaned final.txt",  
                         header = TRUE) 
env1 <- data_virt[,7:ncol(data_virt)] 
 
### transform (standardise) environmental variables (min = -1, max = 1) 
env <- env1 
 
for(a in 1:ncol(env1))  
  env[,a] <- -1 + 2*((env1[,a] - min(env1[,a]))/ 
                 (max(env1[,a]) - min(env1[,a]))) 
   
# ------------------------------------------------------------------------------ 
# Calculate "Niche Coefficient" 
# ------------------------------------------------------------------------------ 
 
# For each of the three alternative models, different weights are used.  
# The R-code is similar for the three TMs, only the weights differ.  
# The code in the virtual species section below should be repeated for each 
# of the three true models (TMs). 
 






# True model 1 
niche_coef_weights <- c(1, 0, 0, 0, 0) # TM1 
true_vars <- c(1, 0, 0, 0,0,1,0,0,0,0) # TM1 
 
# True model 3 
niche_coef_weights <- c(0.6, 0.3, 0.1, 0, 0) # TM3 
true_vars <- c(1, 1, 0, 1,0,1,1,0,0,0) # TM3 
 
# True model 5 
niche_coef_weights <- c(0.2, 0.2, 0.2, 0.2, 0.2) # TM5 
true_vars <- c(1, 1, 1, 1,1,1,1,1,0,1) # TM5 
 
# number of virtual species 
nr_virt_sp_vars <- 5 
 
# environmental response 
env_resp <- matrix(data = 0, nrow = nrow(env), ncol = nr_virt_sp_vars) 
colnames(env_resp) <- paste("env_resp",1:nr_virt_sp_vars,sep="") 
 
# calculate responses 
env_resp[,1] <- -(env[,1]^2 + env[,1])            # median grain size: Gaussian 
env_resp[,2] <- -0.2*env[,2] + ((env[,2]-1)^2)/4  # mud: exponential decreasing 
env_resp[,3] <- -(env[,3]^2) + env[,3]            # depth: gaussian 
env_resp[,4] <- env[,4]                           # BPI: linearly increasing 
env_resp[,5] <- -(env[,5]^2 + env[,5])            # currents gaussian relation 
 
# calculate niche coefficient of the virtual species 
niche<- colSums( t(env_resp) * niche_coef_weights )/ sum(niche_coef_weights) 
 
# add noise 
niche <- niche + rnorm(length(niche), mean = 0, sd = 0.05) 
 
# logistic transform to [0, 1] 
niche <- 1/(1 + exp(-niche)) 
 
## convert niche coefficient to absence/presence 
cutoff_choice <- matrix(data = 0, nrow = 10000, ncol = 2) 
 
for (prev in 1:10000) { 
  cutoff_virt_spec <- prev/10000 
  cutoff_choice[prev, 1] <- cutoff_virt_spec 
  cutoff_choice[prev, 2] <- sum(niche >= cutoff_virt_spec) / length(niche) 
} 
 
## cutoff => provides a prevalence closest to 50% 
cutoff_virt_def <- cutoff_choice[which.min(abs(cutoff_choice[,2] - 0.5)),1] 
Present         <- 1 * (niche >= cutoff_virt_def) 
niche_f         <- cbind(env, niche, Present) 
print(prevalence_virt_spec <- sum(niche_f[,ncol(niche_f)])/nrow(niche_f)) 
 
# ------------------------------------------------------------------------------ 
# Create all alternative models and save model performance to a file. 
# ------------------------------------------------------------------------------ 
nr_reps <- 1000     # nr replicas 
w_TT    <- 0.5      # relative weight training test set [0, 1]  
                    # 0.5 = equal weight both data sets 
 
# starttime analysis (for naming of the files) 
timenow <- format(Sys.time(), "%d%m%Y_%H%M") 
 
# variable combinations hierarchical model selection (for 5 predictive variables) 
a     <- c(0,1) 
model <- expand.grid(a, a, a, a, a, a, a, a, a, a) 
 
# hierarchic model selection,  
# remove models that lack a lower order term when higher order term is included 




modelstokeep <- model[,1] >= model[,6] &  
                model[,2] >= model[,7] &  
                model[,3] >= model[,8] &  
                model[,4] >= model[,9] &  
                model[,5] >= model[,10] 
 
# final models 
models_final <- cbind(model[modelstokeep,], 0, 0) 
 
# remove first case were all variables are ommited 
models_final <- models_final[-1,] 
 
# nr samples per bootstrap 
nr_sample    <- nrow(niche_f) 
 
### cutoff for presence (convert density to a/p) 
cutoff_model <- 0.5    # as prevalence is kept at 0.5 in the bootstrap procedure 
 
## select predictive variables to test (= variables from true model + extra 
variables) 
#### version for virtual species #### 
 
b             <- ncol(niche_f) 
envvars_sp_AP <- cbind(niche_f[,1:5], niche_f[,1:5]^2, niche_f[, (b-1):b]) 
rm(b) 
 
#### start of the bootstrap - model loop 
size_model_props   <- 60 
nr <- 1 
param_combination  <- 1 
 
for(modnr in 1:nrow(models_final)) { 
  model_props = matrix(data = NA, nr_reps, size_model_props) 
  nr <- 1    # model nr for matrix 
 
  for (reps in 1:nr_reps) { 
  ## bootstrap resampling to create training and test set 
   
  # absence data set 
    Absence <- envvars_sp_AP[envvars_sp_AP[,ncol(envvars_sp_AP)] == 0,] 
   
    sel_abs_sample <- sample(1:nrow(Absence), nr_sample,  
       replace = TRUE, prob = NULL) 
 
    test_abs  <- Absence[sel_abs_sample,]   
 
  # presence data set 
    Presence <- envvars_sp_AP[envvars_sp_AP[,ncol(envvars_sp_AP)] == 1,] 
 
    sel_pres_sample <- sample(1:nrow(Presence), nr_sample,  
       replace = TRUE, prob = NULL) 
#    assign(paste("test_pres"), Presence[sel_pres_sample,]) 
    test_pres <- Presence[sel_pres_sample,] 
 
  # combine absence and presence samples 
    comb_sampled_traintest <- rbind(test_abs, test_pres) 
 
  # construct training and test set 
    halfset <- 1:(nr_sample/2) 
    traning <- rbind(test_abs[ halfset, ], test_pres[ halfset, ]) 
    test    <- rbind(test_abs[-halfset, ], test_pres[-halfset, ]) 
 
  # step randomise the samples 
    z <- nrow(traning) 
    train_sel <- sample(1:z, z, replace = FALSE, prob = NULL) 
    test_sel  <- sample(1:z, z, replace = FALSE, prob = NULL) 
    rm(z) 
    train_sample <- traning[train_sel,] 





    test_sample  <- test[test_sel, ] 
    train_obs    <- train_sample[,ncol(train_sample)] 
    train_var    <- train_sample[,models_final[modnr,]==1] 
 
  # construct logistic regression model on training set 
    model_train <- glm(formula = train_obs~as.matrix(train_var), family = binomial) 
 
  # apply to test set 
    test_obs <- test_sample[,ncol(test_sample)] 
    test_var <- test_sample[,models_final[modnr,]==1] 
   
  # write model properties to matrix 
    model_props[nr,1] <- model_train$rank 
    model_props[nr,2] <- nr_reps 
    model_props[nr,3] <- param_combination 
    model_props[nr,4] <- model_train$iter 
    model_props[nr,5] <- model_train$df.null 
    model_props[nr,6] <- model_train$df.residual 
    model_props[nr,7] <- model_train$null.deviance 
    model_props[nr,8] <- model_train$deviance 
 
  ## model optimisation criteria (MOC) 
  # training set 
    model_props[nr,9:13]  <-unlist(MOC(model_train)) 
 
  # calculate model predictions for the test set 
    test_var1 <- cbind(1,test_var) 
    pred_test_temp1 <- as.matrix(test_var1) %*% as.matrix(model_train$coef) 
    pred_test_temp2 <- exp(pred_test_temp1)/(1 + exp(pred_test_temp1)) 
    Nan_inf         <- exp(pred_test_temp1) == Inf 
    pred_test       <- replace(pred_test_temp2, Nan_inf, 1) 
   
  # calculate the loglikelihood for the model given the test data 
    model_test <- list(nr_sample=nr_sample) 
    model_test$rank <-model_train$rank 
    LogLik <- 0 
    for (a in 1:length(test_obs)){ 
      LogLik = LogLik +   test_obs[a] *log(pred_test[a]) +  
                     (1-test_obs[a])*log(1 - pred_test[a]) 
    } 
    model_test$deviance <- -2*LogLik 
  
  # calculate the model optimisation criteria for the test set 
    model_props[nr,14:18] <- unlist(MOC(model_test)) 
 
  # calculate the combined optimisation criteria 
    model_props[nr,18:23] <- w_TT * model_props[nr,8:13] + 
                         (1.-w_TT) * model_props[nr,13:18] 
 
  ### area under the curve measures 
    model_props[nr,24] <- AUC(train_obs, (model_train$fitted.values > 0.5)) 
    model_props[nr,25] <- AUC(test_obs, 1*(pred_test > 0.5)) 
 
  ### contigency based measures 
  # calculate contingency table 
    cont_train <- contmatrix(train_obs,(model_train$fitted.values > 0.5)) 
    cont_test  <- contmatrix(test_obs,1*(pred_test > 0.5)) 
 
  # %Correctly Classified Instances, Cohens Kappa and Normalised Mutual Information 
    model_props[nr,26] <- CCI(cont_train) 
    model_props[nr,27] <- kappa.cont(cont_train) 
    model_props[nr,28] <- NMI(cont_train) 
    model_props[nr,29] <- CCI(cont_test) 
    model_props[nr,30] <- kappa.cont(cont_test) 
    model_props[nr,31] <- NMI(cont_test) 
     
    model_props[nr,32] <- cont_train[1,1] 




    model_props[nr,33] <- cont_train[1,2] 
    model_props[nr,34] <- cont_train[2,1] 
    model_props[nr,35] <- cont_train[2,2] 
    model_props[nr,36] <- cont_test[1,1] 
    model_props[nr,37] <- cont_test[1,2] 
    model_props[nr,38] <- cont_test[2,1] 
    model_props[nr,39] <- cont_test[2,2] 
 
  ### attach parameter selection to model_props 
    model_props[nr,40:49] <- as.matrix(models_final[modnr,1:10]) 
 
  ### attach parameters estimates 
  # the selected variables in the model 
    sel_varinmodel <- which(models_final[modnr,]==1) 
   
  # add a 1 to select the intercept as well 
    sel_varinmodel2 <- cbind(1, 1 + t(as.matrix(sel_varinmodel))) 
  # a matrix with zeros 
    model_param_temp <- matrix(data = 0, nrow = 1, ncol = ncol(models_final)-1) 
  for(a in 1:model_train$rank) { 
    model_param_temp[,sel_varinmodel2[a]] <- model_train$coefficients[a] 
  } 
 
  rm(a) 
  # attach the parameters estimates 
  model_props[nr,50:60] <- model_param_temp 
  nr = nr + 1 
 }   # END REPLICATES 
 param_combination <- param_combination + 1 
 write(t(model_props), paste("modelprops_",timenow, ".txt", sep=""), 
       ncol = ncol(model_props), append = TRUE) 





# The mean over all the bootstrap replicas per alternative variable combination 
# is calculated. 
# ------------------------------------------------------------------------------ 
props_all <- read.table (paste("modelprops_",timenow, ".txt", sep=""), 
                             header = FALSE) 
props_mean <- matrix(data = NA, nrow(models_final), ncol(props_all)) 
 
sel_props  <- as.matrix(rowMeans(props_all)== Inf) 
all_props  <- na.omit(props_all[!sel_props,]) 
 
for (var_comb1 in 1:nrow(models_final)) { 
  props_mean[var_comb1,] <- colMeans(all_props[all_props[,3] == var_comb1,], 
                                     na.rm = TRUE) 
  props_mean[var_comb1,4] <- max(all_props[all_props[,3] == var_comb1,4], 
                                     na.rm = TRUE) 
} 
 
### Akaike weights 
props_mean_Akweights1 <- props_mean_Akweights <- props_mean 
 
for (a in 9:33) { 
  props_mean_Akweights1[,a] = ((props_mean[,a] - min(props_mean[,a]))) 
  props_mean_Akweights[,a] = exp(-0.5*props_mean_Akweights1[,a]) / 
     sum(exp(-0.5*props_mean_Akweights1[,a])) 
} 
 
for (i in 19:23) { 
  props_mean_Akweights[,i] = w_TT    * props_mean_Akweights[,i-10] + 











# Assessment of the matching between the true model ranking and the ranking 
# based on the CMOC model selection. 
# The rest of the code can only be used for the virtual species modelling. 
 
var_match2 <- matrix(data = NA, nrow = nrow(props_mean_Akweights), ncol = 1) 
 
var_match_over <- var_match_under <- var_match <- var_match2 
vars_true_match <- props_mean_Akweights[,40:49] 
 
for (rowvar in 1:nrow(props_mean_Akweights)) { 
  Select <- props_mean_Akweights[rowvar,40:49] 
 
  # best model = 0, overfitting > 0, underfitting < 0 
  var_match[rowvar]        <- sum(Select - true_vars) 
  # % correct, not distinguishing between over- and underfitting 
  var_match2[rowvar]       <- sum(Select == true_vars) 
  # nr. variables overfitting 
  var_match_over[rowvar]   <- sum(Select == 1 & true_vars == 0) 
  # nr. variables underfitting 
  var_match_under[rowvar]  <- sum(Select == 0 & true_vars == 1) 
  vars_true_match[rowvar,] <- Select == true_vars 
} 
 
# Euclidean distance form the best model (0, 0) in the overfit/underfit scatterplot 
var_match_eucl <- sqrt(var_match_over^2 + var_match_under^2) 
sort_var_match_eucl <- sort(var_match_eucl, decreasing = FALSE, 
                            index.return = TRUE) 
sort_var_match_eucl <- sort_var_match_eucl$ix 
best_model_row_eucl <- sort_var_match_eucl[1] 
 
### ranking models according to the different model optimisation criteria 
ranking_opt_crit2 <- matrix(data = NA, nrow = nrow(props_mean_Akweights), ncol = 23) 
 
ranking_opt_crit <- ranking_opt_crit2 
 
# Loglikelihoodbased criteria (should be minimal) 
for (col_sort in 1:10) { 
  ranking_opt_crit[,col_sort] <- sort(props_mean_Akweights[,col_sort+8], 
                                decreasing = FALSE, index.return = TRUE)$ix 
} 
 
# Loglikelihoodbased criteria Combined MOC (should be minimal) 
for (col_sort in 11:15) { 
  ranking_opt_crit[,col_sort] <- sort(props_mean_Akweights[,col_sort+8], 
                                decreasing = FALSE, index.return = TRUE)$ix 
} 
 
# contingency based criteria (should be maximal) 
# CCI, Kappa, NMI training 
for (col_sort in 16:18) { 
  ranking_opt_crit[,col_sort] = sort(props_mean_Akweights[,col_sort+10], 
                                decreasing = TRUE, index.return = TRUE)$ix 
} 
 
# AUC train 
ranking_opt_crit[,19] <- sort(props_mean_Akweights[,24], 
                              decreasing = TRUE, index.return = TRUE)$ix 
 
# CCI, Kappa, NMI test 
for (col_sort in 20:22) { 
  ranking_opt_crit[,col_sort] <- sort(props_mean_Akweights[,col_sort + 9], 
                                 decreasing = TRUE, index.return = TRUE)$ix 
} 
 
# AUC test 




ranking_opt_crit[,23] <- sort(props_mean_Akweights[,25], 
                             decreasing = TRUE, index.return = TRUE)$ix 
 
 
### select the models that have an Euclidean distance <= 2 from the true model 
# ------------------------------------------------------------------------------ 
props_mean_Akweights_rank <- cbind(props_mean_Akweights[,9:23], 
                                   props_mean_Akweights[,26:33]) 
props_mean_Akweights_rank_rankings <- props_mean_Akweights_rank 
for (a in 1:15){ 
  props_mean_Akweights_rank_rankings[,a] <- rank(-props_mean_Akweights_rank[,a]) 
} 
for (a in 16:23){ 
  props_mean_Akweights_rank_rankings[,a] <- rank(props_mean_Akweights_rank[,a]) 
} 
## combine the distances to the true model, 
# the Akaike weights and the rankings per MOC in one table 
 
MOCs_weights_rankings <- cbind(var_match_eucl, var_match_under, var_match_over, 
                               props_mean_Akweights[,9:23], props_mean[,26:33], 
                               props_mean_Akweights_rank_rankings[,1:23], 
                               props_mean_Akweights[,40:49]) 
 
# select the models with an Euclidean distance <= 2 to the true model 
select_eucldistMods <- MOCs_weights_rankings[,1]<= 2 
 
# calculate the relative variable contribution a = sum(AW(CMOCi) |variable a in 
model_i) 
var_contr_AW <- matrix(data = NA, nrow = 15, ncol = 10) 
for (i in 1:15) { 
  for (j in 1:10) { 
    var_contr_AW[i, j] <- sum(MOCs_weights_rankings[, i+3] * 
                              MOCs_weights_rankings[,j+49]) 
  } 
} 
 
# weighted mean of number of variables 
aver_nr_vars <- matrix( 
  data = colSums(rowSums(MOCs_weights_rankings[, 50:59])* 
MOCs_weights_rankings[,4:18]), 
  ncol = 5, nrow = 3, byrow = T) 
   
colnames(aver_nr_vars) <- c("AIC", "AICc", "BIC", "CAIC", "F-test") 




            "MOCs_weights_rankings_TM5_Akaike_correctALL.txt") 
write.table(MOCs_weights_rankings[select_eucldistMods,], 
            "MOCs_weights_rankings_TM5_Akaike_correct.txt") 
write.table(aver_nr_vars, 
            "Av_nr_vars_TM5.txt") 
 
# compare the n best models 
nbest   <- 25 
model_rankings_all <- cbind(sort_var_match_eucl, ranking_opt_crit[,19:23]) 
 
# percentage of time a variable is chosen in the n best models 
nbest_temp <- 1:nrow(model_rankings_all) 
var_prec_chosen <- matrix(data = NA, ncol = 10, nrow = length(nbest_temp)) 
for (nbest_mod in 1:length(nbest_temp)) { 
   var_prec_chosen[nbest_mod,] <- colSums(as.matrix( 
   props_mean[model_rankings_all[1:nbest_temp[nbest_mod],2], 40:49]))/nbest_mod 
} 
var_prec_chosen[1,] = props_mean[model_rankings_all[1,2], 40:49] 
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