Abstract. We are concerned with interpolation problems in H ∞ where the values prescribed and the function to be found are both zero-free. More precisely, given a sequence {z j } in the unit disk, we ask whether there exists a nontrivial minorant {ε j } (i.e., a sequence of positive numbers bounded by 1 and tending to 0) such that every interpolation problem f (z j ) = a j has a nonvanishing solution f ∈ H ∞ whenever 1 ≥ |a j | ≥ ε j for all j. The sequences {z j } with this property are completely characterized. Namely, we identify them as "thin" sequences, a class that arose earlier in Wolff's work on free interpolation in H ∞ ∩ VMO.
Introduction and results

Let
with an arbitrary data sequence {a j } ∈ ∞ , has a solution f ∈ H ∞ . By a classical theorem of Carleson (see [4] , Chapter VII), {z j } is an interpolating sequence if and only if (1.2) inf
In this paper, we investigate the possibility -or its failure -to interpolate nonvanishing data sequences {a j } ∈ ∞ (i.e., the ones satisfying a j = 0 for all j) by nonvanishing (i.e., zero-free) functions f ∈ H ∞ . Let us begin with a few observations. First of all, if the (bounded) values {a j } are "large" in the sense that
then it is certainly possible to find a nonvanishing -and even invertible -function f ∈ H ∞ solving (1.1), whenever {z j } is an interpolating sequence. To this end, it suffices to put f = e g , where g ∈ H ∞ interpolates the bounded values log a j at z j (the logarithms being suitably defined).
Actually, (1.3) is also necessary in order that for each interpolating sequence {z j } there exists a nonvanishing solution f ∈ H ∞ to (1.1). To see why, note that if f ∈ H ∞ has no zeros in D, then 1/f is in the Nevanlinna class N := g : g analytic in D, sup 0<r<1 ∂D log + |g(rζ)| |dζ| < ∞ (cf. [4] , Chapter II, Section 5). Hence
and we arrive at the necessary condition
Now if inf j |a j | = 0, then we can find a subsequence {a j k } with |a j k | < exp(−3 k ). This done, (1.4) will fail for any interpolating sequence {z j } satisfying 1 − |z
On the other hand, if (1.1) is required to have a nonvanishing H ∞ -solution for each nonvanishing data sequence {a j } ∈ ∞ , then {z j } must be a finite set (so, again, we are left with the trivial case). Indeed, for any infinite sequence {z j } ⊂ D, there are nonzero a j 's that violate (1.4).
These observations probably answer the most naive questions that come to mind, and they give us an idea of what the right question might be. First of all, we know that only "small" data sequences (i.e., the ones with inf j |a j | = 0) are of interest. Besides, we have seen that the admissible decay rate for {a j } must depend on {z j }. Also, of course, we would like to deal with a "free interpolation" problem, which means that the a j 's to be interpolated should be described in terms of their moduli only. This said, the following notion of a "nonvanishing interpolation sequence" comes out in a fairly natural way. Definition 1.1. (a) A sequence {ε j } ⊂ R will be called a minorant if 0 < ε j < 1 for all j and if lim j→∞ ε j = 0.
(b) A sequence {z j } ⊂ D is said to be a nonvanishing interpolation sequence (an NVI-sequence, for short) if there exists a minorant {ε j } such that every interpolation problem (1.1) with
has a nonvanishing solution f ∈ H ∞ . Furthermore, we say in this case that the minorant {ε j } is associated with {z j } (or that {ε j } is a minorant for {z j }).
It is clear that the NVI-sequences are contained among the (usual) interpolating sequences. Indeed, given an arbitrary data sequence {b j } with sup j |b j | ≤ 1, the numbers a j := ; hence (1.5) holds for all but finitely many j's whenever {ε j } is a minorant for {z j }. Now if f ∈ H ∞ is a solution of (1.1), then g := 3f − 2 is in H ∞ and interpolates b j at z j . At the same time, it turns out that NVI-sequences are, in a sense, "thinner" than generic interpolating sequences. While the exact meaning of this is given by 
where ρ(z, w) := |z − w|/|1 −zw| is the pseudohyperbolic distance between the two points. Consequently,
for all j and k. Using (1.6), we shall now verify that
whenever {z j } is an NVI-sequence. Indeed, assuming the contrary, we can find an infinite set of indices J ⊂ N and a constant c < 1 so that for each j ∈ J there is a k = k(j) with ρ(z j , z k ) < c. Replacing J by a suitable subset thereof, we may further assume that k(j) / ∈ J for all j ∈ J . Given a minorant {ε j } associated with {z j }, define
and let f ∈ H ∞ be a nonvanishing function solving (1.1). Applying the right-hand inequality in (1.6) with j ∈ J and k = k(j), we now get
This contradicts the fact that ε j → 0, and (1.7) is thereby established. It turns out that the "right" thinness condition we need is stronger than (1.7). We proceed by introducing (or rather recalling) the appropriate notion of a thin sequence.
We are now in a position to state our main result. 
(2) {z j } is thin.
It is worth mentioning here that free interpolating sequences for the Nevanlinna class have been studied in [6] .
It has been noticed that "thinness" of a sequence {z j } enables one to interpolate with functions that "oscillate little". A remark to that effect can be found in [10] , p. 552, where the above observation is traced back to Jones' paper [7] . The phenomenon also manifests itself clearly in Wolff's work [11] on the algebra QA := H ∞ ∩ VMO. Among other things, it was proved in [11] that thin sequences are precisely the ones for which every interpolation problem (1.1), with {a j } ∈ ∞ , has a solution f ∈ QA; see also [10] for an extension of this to general Douglas algebras. Our current results can be viewed as another illustration of the same principle. For example, Proposition 1.4 basically tells us that on thin sequences {z j } one can interpolate large values by functions in N that never become too small (and hence do not oscillate too much). Now we go on to discuss some further restatements of the two equivalent conditions in Theorem 1.3. Having arisen in the course of the proof, these restatements are (hopefully) interesting in their own right; we have listed them in Theorem 1.5 and Proposition 1.6 below. 
It is well known that if {z j } is an interpolating sequence, then every interpolation problem (1.1) with sup j |a j | ≤ 1 admits a solution f ∈ H ∞ satisfying f ∞ ≤ C, where C = C({z j }) is a suitable constant. It is not so clear why such an estimate should exist in the context of "nonvanishing interpolation", where the principles of linear analysis no longer apply. However, for NVI-sequences {z j }, we do have some control over the norms of interpolating functions, provided that the minorant {ε j } is chosen appropriately. The resulting (formally stronger) version of the NVIproperty is dealt with in the proposition below, along with a similar refinement of property (iv) in Theorem 1.5. 
can be solved with a positive harmonic function V on D.
We now point out several consequences of the (i) =⇒ (ii) part of Theorem 1.5. First we remark that the interpolating function in (ii), as constructed in the proof below, will actually be a Blaschke product with thin zero sequence. (This fact, though not really needed for our purposes, can be verified along the lines of Earl [3] , whose method we borrow.) Therefore, our result extends an earlier theorem from [9] , where interpolating -and thin -Blaschke products solving NevanlinnaPick problems were shown to exist under more restrictive hypotheses.
Another by-product of (the same part of) Theorem 1.5 is a new, simpler, proof of the following result on asymptotic interpolation that was recently obtained by Gorkin and Mortini; cf. Theorem 2.3 in [5] .
Corollary 1.7. Given a thin sequence {z j } ⊂ D and a data sequence {a
To derive this from Theorem 1.5, put w j = r j a j /|a j |, where r j = min(|a j |, m j ) and the numbers m j are the same as in condition (ii) above. Since |w j | ≤ m j and w j − a j → 0, the (i) =⇒ (ii) part of the theorem ensures that the Nevanlinna-Pick problem
has a solution F ∈ H ∞ , and this F will satisfy the conclusion of Corollary 1.7. Using the terminology of [5] , Corollary 1.7 can be rephrased by saying that every thin sequence is an asymptotic interpolating sequence of type 1. (The converse is also established in [5] .) The proof given in [5] involves maximal ideals and depends heavily on earlier work of Wolff; our method is more elementary.
As a final application of Theorem 1.5, we briefly discuss interpolation by analytic functions that take values in a prescribed hyperbolic domain Ω ⊂ C, possibly unbounded. (A hyperbolic domain Ω in C is, by definition, one whose complement C \ Ω contains at least two points.) For such a domain, let w 0 ∈ Ω be any of its points, and let Φ : D → Ω be the analytic universal covering map with The pseudohyperbolic distance in Ω is then defined by In particular, letting Ω = D \ {0}, we arrive at an amusing mixture of the nonvanishing interpolation problem and the Nevanlinna-Pick problem. In this case, the universal covering map (corresponding to the choice w 0 = 1/e) is given by Φ(z) = exp[(z − 1)/(z + 1)], so the distance ρ Ω (·, ·) is easily computable, and Corollary 1.8 provides an explicit solvability criterion.
Going back to Theorem 1.3, one might wish to obtain a more quantitative version thereof by characterizing the minorants {ε j } associated with a fixed NVI-sequence {z j }. Equivalently, given a sequence {ε j } ⊂ (0, 1) with lim j→∞ ε j = 0, one might look for a characterization of those NVI-sequences {z j } for which {ε j } serves as a minorant. In fact, our proof of Theorem 1.3 (or rather of its extended version, Theorem 1.5) does yield some estimates of the quantities ε j and 1 − δ j , where
in terms of each other. However, there is a gap between the estimates coming from the "if" and "only if" parts of the proof (i.e., from the proofs of implications (i) =⇒ (iii) and (iii) =⇒ (i) in Theorem 1.5). We now restrict ourselves to a specific class of minorants, which enables us to state the quantitative result in an "if and only if" form. 
Unlike the qualitative results above, Theorem 1.9 will be established via the classical Nevanlinna-Pick theorem by checking that a certain matrix is positive definite. A similar technique was recently used by Koosis [8] in connection with Carleson's interpolation theorem.
The rest of the paper mainly deals with the proofs. These are preceded by some preparatory lemmas and followed by a list of open questions that puzzle us. The lemmas are collected in Section 2, the proofs of our main results are given in Sections 3 and 4, and the questions are posed in Section 5.
The authors thank Joaquim Bruna for helpful discussions.
Some lemmas
We begin by introducing some (standard) notation. Let I be an arc of the unit circle T := ∂D. We write m(I) for the normalized length of I (so that m(T) = 1) and, given a number N ≥ 1, we let NI denote the arc J ⊂ T which has the same midpoint as I and satisfies m(J) = Nm(I). (In case Nm(I) ≥ 1, it is understood that NI = T.) Further, S(I) will stand for the "Carleson box" with base I; that is,
Finally, to a point z ∈ D \ {0} we associate the arc I z with midpoint z/|z| and length m(I z ) = 1 − |z|; and if z = 0, then we set I z = T.
The following characterization of thin sequences is due to Sundberg and Wolff. It can be obtained by combining Lemma 7.1 on p. 578 of [10] with the concluding paragraph on p. 580 that follows the lemma's proof. The underlying Douglas algebra B that figures in [10] is here taken to be H ∞ + C.
Lemma 2.1. A sequence of distinct points {z j } ⊂ D is thin if and only if, for every
N ≥ 1, lim j→∞ (1 − |z j |) −1 k∈K(N,j) (1 − |z k |) = 0,
where K(N, j) is the set of those k ∈ N \ {j} for which z k ∈ S(NI z j ).
The next lemma is also borrowed from [10] (see Lemma 5.4 on p. 573 of that paper; put B = H ∞ + C to arrive at the version below).
Lemma 2.2. Suppose {z j } ⊂ D is a thin sequence.
Then there are numbers τ j ∈ (0, 1), γ j ∈ (0, 1) with τ j → 1 and γ j → 1 such that whenever {ζ j } is a sequence in
The following result is an adaptation of J. P. Earl's key lemma on which his interpolation method is based; see Lemma 4 in [3] or Lemma 5.4 in [4] , Chapter VII.
Lemma 2.3.
Given n ∈ N, suppose z 1 , . . . , z n are distinct points in D and τ 1 , . . . , τ n are numbers in (0, 1) such that the disks
are pairwise disjoint. Further, put
and assume that w 1 , . . . , w n are complex numbers with
. . , n).
Then there are points ζ 1 ∈ ∆ 1 , . . . , ζ n ∈ ∆ n such that the Blaschke product
n).
The only difference between Earl's original version and ours, as stated above, is that in [3] the noneuclidean radii τ j of the disks involved are all equal to a single constant τ . However, Earl's proof works in our situation as well, once obvious adjustments are made. 
and
where c(δ) is a positive constant depending only on δ.
Proof. Replacing V by V • τ , where τ is the conformal automorphism of the disk which interchanges z and 0, we may assume that z = 0. Also, there is no loss of generality in assuming that V is continuous on D ∪ T.
For each n = 0, 1, 2, . . . , let us partition the circle T into 2 n dyadic arcs
This done, consider the Carleson boxes Q n,k := S(I n,k ); these will be referred to as "dyadic squares". Further, let T (Q n,k ) denote the "top half" of Q n,k , that is,
Now we use a stopping time argument. Namely, among the squares Q n,k we select the maximal ones, say Q j , whose top halves hit the set Z := {z 1 , . . . , z m }. Thus we obtain finitely many dyadic squares Q 1 , . . . , Q N , each of which satisfies T (Q j )∩Z = ∅ and is contained in no larger dyadic square Q with T (Q) ∩ Z = ∅. We then have
Also, writing I j for the base (i.e., radial projection) of Q j , we observe that the arcs I j are pairwise disjoint, as are the squares Q j themselves. Furthermore, (2.4) implies the Carleson measure estimate
where C(δ) is a constant depending only on δ. Summing over j, we deduce from the preceding inequality that
By construction, T (Q j ) contains a point of Z; renumbering the points, if necessary, we may call this point z j . Now let L j be the closed "top side" of Q j , defined by
and consider the domain Ω := D \ N j=1 L j . We claim that there is an absolute constant c 1 > 0 such that
where ω(·, E, Ω) denotes the harmonic measure of the set E ⊂ ∂Ω with respect to Ω. Indeed, by the maximum principle, it suffices to verify (2.6) for
, which holds with a suitable c 1 by virtue of Harnack's inequality (note that ρ(ζ, z j ) ≤ c 2 < 1 with an absolute constant c 2 ). And if ζ ∈ T, then (2.6) is obvious, since the right-hand side equals 0.
Applying (2.6) with ζ = 0 and using the assumption (2.3), we get
Since the radial projection of 
with some numerical constant c 3 > 0. Combining this with (2.7) and (2.5), we obtain
as required. 
and note that 0 < m j < 1 for all j, while lim j→∞ m j = 1. Now if {w j } is a sequence of complex numbers with |w j | ≤ m j , then, for any fixed n ∈ N, we have (2.2), since
Here, the numbers µ (n) j are defined by (2.1), where the disks ∆ j have our current τ j 's (the ones coming from Lemma 2.2) as their noneuclidean radii. The inequality (3.2) is then immediate, because the products appearing in (2.1) are all ≥ γ j by Lemma 2.2. Now Lemma 2.3 tells us that every finite interpolation problem
can be solved with a finite Blaschke product (which is, of course, an H ∞ -function of norm 1). By normal families, the infinite interpolation problem
can also be solved with a unit-norm function
where m j are the numbers that figure in (ii). Since 0 < m j < 1 and m j → 1, we have 0 < ε j < 1 and ε j → 0. We now let {a j } be a sequence of complex numbers with
and we want to find a nonvanishing function f ∈ H ∞ that interpolates a j at z j . This will be constructed in the form
where g and h are H ∞ -functions that satisfy
Here, it is understood that arg(·) takes values in (−π, π]. In particular, (3.7) indeed has a solution h ∈ H ∞ , since {arg a j } ∈ ∞ and {z j } is an interpolating sequence. To see that (3.6) can be solved with a function g ∈ H ∞ , we rewrite it as
where
From (3.3) and (3.4) it follows that
so the solvability of the Nevanlinna-Pick problem (3.8) is guaranteed by (ii). The function f given by (3.5) is then analytic and zero-free in D, and it satisfies f (z j ) = a j by virtue of (3.6) and (3.7). Finally, since the image of D under the mapping w(ζ) = ζ/(ζ − 1) is the half-plane H := {Re w < 1 2 }, we conclude (even though it remains unclear whether ∂H contains the nontrivial zeros of the Riemann zeta-function) that
and so f is bounded with
Therefore, {ε j } is a minorant for {z j }, and {z j } is an NVI-sequence.
(iii) =⇒ (iv). Given a minorant {ε j } associated with {z j }, put M j := log(1/ε j ) and suppose {u j } is a sequence of numbers with 0 ≤ u j ≤ M j . Letting a j := exp(−u j ), we then have 1 ≥ a j ≥ ε j , and condition (iii) ensures that there is a nonvanishing function f ∈ H ∞ with f (z j ) = a j . It remains to notice that
is a harmonic function which interpolates u j at z j and which is bounded from below by − log f ∞ . 
where K(N, j) has the same meaning as in Lemma 2.1. It follows that each K(N, j) contains a finite subset F(N, j) such that (3.10) k∈F (N,j) 
Next, fix a point z j with j ∈ J , where j is large enough in order that 1−|z j | < N −1 , and let w j = w N,j denote the point of the segment [0, z j ] for which
It is easy to check that
and so Harnack's inequality tells us that
On the other hand, for k ∈ F(N, j) we have N, j) }. Consequently, invoking Lemma 2.4 and then inequality (3.10), we obtain
It is clear that M * j → ∞ as j → ∞, j ∈ J , and so (3.12) yields
This contradicts (3.11) and completes the proof.
Proof of Proposition 1.6. Now that Theorem 1.5 is proved, it suffices to show that
The first of these implications is actually hidden in the (i) =⇒ (ii) =⇒ (iii) parts of the preceding proof. Indeed, if (i) holds, and if m j and ε j are defined by (3.1) and (3.3) respectively, then our interpolation problem admits a solution of the form (3.5), which satisfies (3.9). Also, since h is only required to be an H ∞ -function solving (3.7), we are free to assume that h ∞ ≤ C(δ), where δ = δ({z j }) is the value of the infimum in (1.2) and C(δ) is an appropriate constant depending only on δ (see [4] , Chapter VII). Consequently, (3.9) yields
and this last quantity is eligible as M ({z j }) in (v). To see that (v) implies (vi), define 
The remaining implication (vi) =⇒ (iv) is immediate: once (vi) holds, we put M j := N j − 1 and arrive at (iv) with U = V − 1, where V is a positive harmonic function that interpolates u j + 1 at z j . 
Since ρ j < 1, we have ρ j < An application of (b) with β = 2α + 3 now gives
for some A = A(α) > 0. At the same time, the estimate
(which holds for all j and some absolute C > 0) tells us that
With (4.10) and (4.11) plugged in, (4.9) yields
and so (4.12)
Finally, we go back to (4.8) and use (4.12) to obtain
Hence, taking N to be appropriately large, we arrive at (4.7) and thereby complete the proof.
Open questions
Question 5.1. What is the quantitative description of the minorants {ε j } associated with a given thin sequence {z j }? (We have already mentioned this problem in Section 1.) It would be nice to have the answer stated in terms of the "thinness parameters" (1.9). To be more precise, let us begin by recalling that a sequence {z j = (x j , y j )} in the upper half-space R n+1 + = {(x, y) : x ∈ R n , y > 0} is said to be an interpolating sequence (for the class h ∞ of bounded harmonic functions on R n+1 + ) if every interpolation problem u(z j ) = a j (j = 1, 2, . . . ), with {a j } ∈ ∞ , has a solution u ∈ h ∞ . The problem of characterizing such sequences is still open (to the best of our knowledge) for n > 1; see [1] , [2] for some partial results on this matter.
We wish, however, to single out the class of those interpolating sequences {z j } ⊂ R Are thin sequences precisely the interpolating sequences with property ( * )? We know that the answer is 'yes' when n = 1, and our proof of the implication ( * ) =⇒ "thin" (i.e., implication (iv) =⇒ (i) in Theorem 1.5) seems to carry over to higher dimensions. The converse, if true, would call for a new approach.
