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La ley de Moore permitió a los arquitectos de computadores mejorar los 
diseños incrementando la velocidad de los procesadores e incrementando 
el paralelismo a nivel de instrucciones, esto ha producido un incremento 
en el consumo de energía hasta el punto en que es insostenibles, por lo 
que últimamente se opta por emplazar múltiples procesadores más 
simples en el core para permitir un paralelismo mayor e incrementar el 
output a expensas de las ejecuciones en un solo núcleo. La arquitectura 
del procesador de Epiphany de Adapteva lleva esta idea al límite, ya que 
esta implementado con simples procesadores RISC con 23k de memoria, 
eliminado caches y hardware especulativo y reemplazando un bus de 
memoria compartida con una bus en forma de maya. El resultado es un 
hardware escalable, de bajo consumo: La Epiphany de 64 cores obtiene un 









For many decades, Moore’s law allowed processor architects to 
consistently deliver higher-performing designs by increasing clock speeds 
and increasing Instruction-Level Parallelism. This approach also led to ever 
increasing power dissipation. The trend for the past decade has thus been 
to place multiple (simpler) cores on chip to enable coarser-grain 
parallelism and greater throughput, possibly at the expense of single-
application performance. Adapteva’s Epiphany architecture carries this 
approach to an extreme: it implements simple RISC cores with 32K of 
explicitly managed memory, stripping away caches and speculative 
hardware and replacing a shared bus with a simple mesh. The result is a 
scalable, low-power architecture: the 64-core Epiphany-IV delivers 70 







 Kernel: Función escrita en código C/C++ que se llama desde la CPU y 
se ejecuta en un dispositivo Epiphany, estas funciones tienen ciertas 
limitaciones derivadas del lenguaje, ya que no se pueden utilizar 
punteros a funciones, objetos... 
 Thread: Instancias de ejecución de un kernel, todos los threads de 
un mismo kernel ejecutan el mismo código, la única diferencia entre 
cada instancia es que cada una tiene su propia ID que puede ser 
utilizada para tomar decisiones de control. 
 Device: Nomenclatura que se utiliza para referirse al dispositivo que 
ejecuta el kernel Epiphany, en nuestro caso el acelerador Epiphany. 
 Host: Nomenclatura que se utiliza para referirse al dispositivo que 
lanza el kernel Epiphany, en nuestro caso el Procesador ARM que 
viene en la placa. 
 Runtime (Nanox): Runtime que es capaz de ejecutar tareas OmpSS. 
 Compilador(Mercurium): Precompilador de código a código que 
transforma sencillas directivas de compilación (#pragma) en el 
complejo código necesario para que el runtime pueda lanzar una 
tarea OmpSS. 
 Epiphany™: La arquitectura define una estructura multicore, 
escalable, de memoria compartida y paralela que consiste en un 
vector de 2D que computa nodos conectados por una red de baja 
latencia conectada en forma de malla. 
 Directiva (del preprocesador): Líneas que se incluyen en el código 
de los programas, pero que no son código sino directivas para el 
preprocesador. Siempre están precedidas de una almohadilla (#). El 
preprocesador se ejecuta antes de que comience la compilación, 
por lo que ha de procesar todas estas directivas antes de 
compilarlo. Una directiva está compuesta por la propia directiva y 
cláusulas. 
 Cláusula: Parámetros que se añaden a una directiva para provocar 
diferentes comportamientos de la misma. 
 Tarea/task (durante el resto del documento nos referiremos a las 
mismas como task): Task es un bloque de código que puede 








  tarea. En OmpSS las tareas tienen dependencias entre ellas con las 
que se controla el flujo de ejecución. 
 Target: Directiva que se introdujo para dar soporte a dispositivos 
heterogéneos, se utiliza para indicar que la declaración de una task, 
función o tipo de dato puede ser utilizada en los dispositivos 
especificados en la misma. 
 Procesadores RISC: Son los procesadores que contienen 
instrucciones de tamaño fijo presentadas en un reducido número de 
formatos y solo pueden acceder a memoria las instrucciones de 




Capítulo 1: Introducción y motivación 
1.1 Introducción 
 
A medida que la tecnología ha ido evolucionando los procesadores se han 
ido haciéndose cada vez más rápidos. Hace tiempo, que estamos llegando 
al límite tecnológico del silicio, donde el calor generado debido a la 
velocidad de los mismos y el coste que supone enfriarlos hace imposible el 
aumento de su velocidad. Por lo tanto debemos pensar en otros sistemas 
para acelerar la ejecución de los programas. 
 
Durante décadas, la miniaturización ha permitido la introducción de más y 
más transistores en los chips, lo que ha permitido a los arquitectos de 
computadores mejorar los diseños de dichos computadores permitiendo 
aumentar la velocidad del reloj y añadiendo más hardware para 
incrementar el paralelismo a nivel de instrucciones. Desgraciadamente 
usar especulación y ejecuciones fuera de orden no solo incrementan el 
rendimiento, sino que también aumentan el consumo energético, lo que a 
su vez, aumenta la necesidad de disipar el calor. 
Para Intel la industria líder en microprocesadores de ordenadores de 
sobremesa, la era de los procesadores mononúcleo llegó al culmen en el 
2005. La compañía canceló sus proyectos Tejas y Jayhawk, los cuales los 
analistas atribuyeron a un problema con la disipación del calor[1]. 
El consumo y sus consideraciones térmicas han evolucionado hasta 
transformarse en los primeros parámetros del diseño de 
microprocesadores. En vez de hacer hincapié en el rendimiento de un solo 
núcleo, los fabricantes de chips han enfocado sus esfuerzos en diseños 
mutlicore para obtener un mejor rendimiento paralelo. Muchos 
(incluyendo Intel y Adapteva) predicen un chip de 1000 cores para el año 
2020  
 
Pocos son los ordenadores que no tienen más de un núcleo, ahora mismo 
se emplean en la ejecución de diferentes procesos simultáneamente, pero 
eso no nos reporta ninguna ventaja a la hora de ejecutar un solo proceso, 
(computacionalmente hablando), lo que debemos hacer es que un 
proceso se ejecute en dos (o más) procesadores simultáneamente, 




Para aumentar rendimiento en paralelo necesitamos API's que nos 
faciliten la paralelización, y aquí es cuando entra OmpSs. 
OmpSs es un intento de integrar elementos del modelo de programación 
de StarSs desarrollado por el BSC en un modelo de programación simple, 
en particular el objetivo de StarSs es extender la interfaz de programación 
de aplicaciones OpenMP, que permite añadir concurrencia a los 
programas escritos en C, C++ y Fortran sobre la base del modelo de 
ejecución fork-join, con nuevas instrucciones para soportar paralelismo 
asíncrono y heterogeneidad, también permite extender otras API's 
basadas en aceleradores como CUDA u OpenCL. OmpSs está construido 
encima del compilador Mercurium y el runtime Nanos++.  
 
Siguiendo con la idea del primer párrafo, la ley de Moore permitió a los 
arquitectos de computadores mejorar los diseños incrementando la 
velocidad de los procesadores e incrementando el paralelismo a nivel de 
instrucciones, esto ha producido un incremento en el consumo de energía 
hasta el punto en que es insostenibles, por lo que últimamente se opta 
por emplazar múltiples procesadores más simples en el core para permitir 
un paralelismo mayor e incrementar el output a expensas de las 
ejecuciones en un solo núcleo. La arquitectura del procesador de Epiphany 
de Adapteva lleva esta idea al límite, ya que esta implementado con 
simples procesadores RISC 
con 23k de memoria, 
eliminado caches y 
hardware especulativo y 
reemplazando un bus de 
memoria compartida con un 
bus en forma de maya 
 
Este proyecto consiste en 
crear nuevas instrucciones 
para adaptar esta 







1.2 Motivación del proyecto  
 
Inicialmente yo estaba buscando algún proyecto relacionado con la 
optimización o el paralelismo, pero me comentaron este proyecto y me 
pareció interesante así que decidí aceptarlo sin entender muy bien cuál 
era la magnitud del proyecto. 
Una vez estuve metido de lleno en ello me di cuenta que la parte paralela 
estaba muy lejos en el horizonte y empecé a resentir el proyecto, pero 
finalmente y a pesar de todo lo ocurrido creo que ha sido una buena 
experiencia, me ha gustado entender cómo funcionan por dentro este tipo 
de API's, ya que si que es cierto que anteriormente había trabajado con 
OpenMP, CUDA y OmpSS y si bien me había maravillado ante la sencillez 
con la que paralelizaban código nunca me había parado a pensar en cómo 
funcionaba a un nivel más bajo, ahora aunque no entienda como 
funcionan en su totalidad, sí que he podido ver las bases y entiendo los 
rudimentos de cómo funciona una interfaz de programación de 
aplicaciones de estas características, además he podido descubrir placa 
Epiphany y la idea tras tras su tecnología, que es una idea diferente y 




Capítulo 2: Tecnologías Utilizadas 
2.1 Descripción general de las tecnologías utilizadas 
 OmpSs  
Es una interfaz de aplicaciones basada en la anotación de bloques de 
código como tareas o tasks. La anotación se 
realiza mediante directivas muy parecidas a las de 
OpenMP o CUDA (#pragma omp task device(..)). 
Estas tasks que se ejecutan de forma asíncrona 
pueden estar relacionadas entre ellas, y debe 
indicarlo el usuario al crear la directiva, pueden 
ser de tres tipos, entrada (input), salida (output) o 
entrada salida (inout). 
Debemos indicar las dependencias para que el 
procesador pueda crear un árbol de ejecución 
para poder programarse correctamente las tasks. 
Este entorno de programación se descompone en 
dos partes diferenciadas: 
 
 El runtime (Nanos++ o Nanox), está diseñado para dar soporte a 
entornos paralelos (principalmente OmpSS). Proporciona servicios para 
soportar paralelismo a nivel de tasks utilizando sincronización basada en 
dependencias de datos. Estas tareas son implementadas como threads de 
ejecución. Además Nanox proporciona soporte para mantener la 
coherencia entre diferentes espacios de memoria. El principal objetivo de 
Nanox es ser utilizado para desarrollar entornos paralelos, por ello es 
extensible mediante plugins. 
 El compilador (Mercurium), se utiliza para transformar directivas de 
compilación sencillas, que el programador incluye en su código, en 
llamadas al runtime Nanox. Mercurium es un compilador de código a 
código orientado a prototipado rápido . Soporta los lenguajes de C y C++, y 
está siendo desarrollado para Fortran. Principalmente se utiliza en 
entornos OmpSS para implementar OpenMP para el runtime Nanox, pero 
dada su escalabilidad se ha utilizado para implementar otros modelos de 
programación. Extender Mercurium se consigue utilizando una 
arquitectura de plugins, donde estos plugins representan diferentes fases 
de compilación. Estos plugin se escriben en C++ y se cargan 
dinámicamente dependiendo de la configuración elegida. Las 
transformaciones de código se implementan en forma de código fuente, 
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es decir, Mercurium abstrae al programador (hasta cierto nivel) de 
conocer la representación sintáctica del compilador. Aquí podemos ver 
como hace Mercurium para compilar código: 
 
Como entrada recibe el código fuente que ha de compilar. Este código es 
preprocesado por Mercurium. Tras preprocesarlo se realizan unas 
transformaciones intermedias al código (OpenMP Core y Nanox). Una vez 
realizadas estas transformaciones el código ha de ser tratado por cada 
Device Provider que realizará unas acciones concretas para cada device 
(CUDA, Epiphany, OpenCL, SMP...). 
Una vez Mercurium procesa todos los ficheros de entrada, ha de compilar 
el código fuente de salida que ha generado en los pasos anteriores, esto 
se realiza llamando al compilador necesario para compilar el código 
generado. 
Tras compilar dicho código, se realiza el proceso de enlazado, entre las 
librerías y código que especifica el usuario, a lo que Mercurium añade las 
librerías del runtime Nanox, tras terminar este proceso, Mercurium genera 
el ejecutable desde el cual se puede lanzar el proceso. 
Este ejecutable es totalmente portable, y únicamente ha de disponer del 





 Adapteva Parallela 
La plataforma de Adapteva Parallela es un computador del tamaño de una 
tarjeta de crédito, open source, energéticamente eficiente y de altas 
prestaciones basada en los chips multicores de Epiphany, desarrollados 
por Adapteva. Esta plataforma está diseñada para desarrollar e 
implementar aplicaciones paralelas de altas prestaciones, consta de un 
procesador dual core de ARM, un procesador Epiphany de 16 o 64 
núcleos, (dependiendo del modelo, el nuestro es un Epiphany III de 16 
cores) cada núcleo consiste en un vector de procesadores RISC 
programables en C/C++ conectados entre sí y una FPGA. 
 
  Procesador Epiphany 
La arquitectura de Epiphany se basa en un procesador de muchos cores 
consistentes en un diseño de cores RISC muy simples conectados con una 
red de malla 2D. Tanto la red como los procesadores están diseñados 
teniendo en mente la escalabilidad y la eficiencia energética, por lo que 
carece de muchas cosas básicas que uno esperaría de un procesador 
multicore. Por ejemplo no hay un bus intercore, no hay cachés (por lo que 
no hay ningún protocolo de coherencia), no hay especulación ni tampoco 
contamos con un predictor de salto, el resultado es una arquitectura de 
consumo eficiente que puede llegar hasta los 70GFLOPS/WATT [2] y 
escalable a miles de cores. 
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  Cores RISC 
Cada core es un simple RISC con dual pipelines, una de coma flotante de 
precisión simple, y dos ALU de números enteros. El set de instrucciones 
incluye cerca de 40 instrucciones. Un core puede ejecutar dos operaciones 
de punto flotante (multiplicar y sumar) y un load por ciclo de reloj. El 
archivo de registro tiene 64 registros de propósito general, y todos los 
registros están mapeados en memoria. Cada core tiene dos event timer, y 
el controlador de interrupciones soporta interrupciones anidadas. Cada 
core permite dos accesos directos a memoria paralelos. 
 
  Red del chip 
 
 
La figura muestra el layout en forma de malla 2D. Epiphany implementa 
diferentes redes para diferentes tipos de tráfico: una red lee (la red de 
lectura llamada rMesh), otra para escrituras en el chip (cMesh) y otra para 
las escrituras fuera del chip (xMesh). El conjunto e estas mallas es llamado 
eMesh. Los primeros mensajes enrutados son aquellos que van este-oeste 
y luego vienen aquellos norte-sur. Como vimos en la imagen anterior, hay 
4 routers eLink que conectan los cores con los bordes exteriores, norte, 
sur, este y oeste. Asumiendo que la frecuencia de reloj sea de 1Ghz, el 
total de banda ancha fuera del chip es de 6.4GB segundo, y el total de la 




  Memoria 
 
La arquitectura consta de una memoria compartida globalmente 
direccionable, que es un espacio de memoria de 32bits (4GB). De esta 
manera cada core puede tener hasta 1MB de direcciones globales. Los seis 
bits de mayor peso del ID del core determinan la fila del núcleo, y los seis 
bits de menor peso, determinan su columna. Una dirección cuyo coreID es 
cero, significa que estamos tratando con la memoria local del core. La 
arquitectura soporta hasta 4095 cores y las instrucciones de acceso a 
memoria son las siguientes; operaciones TESTSET(para sincronización),y 
LOAD y STORE para guardar y cargar datos. 
Finalmente los 64KB de más peso de cada core consisten en los registros 
mapeados en memoria. La configuración del mercado Epipahny III (que 
será la que utilizaremos nosotros, aunque también existe Epiphany IV con 
64 cores) también mapean una porción del espacio de direcciones de 
memorias de 32MB de RAM externa. Todos los accesos locales tienen un 
estricto orden establecido, por ejemplo, los accesos locales tienen efecto 
en el mismo orden en el que son programados. 
Los accesos a memoria enrutados a través de las tres mayas tienen un 
orden menos estricto. La arbitrariedad del router y sus envíos son 
deterministas, pero el programador no puede hacer ninguna suposición 
acerca de la sincronización, ya que no hay modo de saber el estado del 
sistema global, la sección 4.5 del manual de referencia [2], nos indica que 







Todos los accesos a memoria local tienen un orden estricto, y tendrán 
efecto en el mismo orden en el que son escritas. 
Toda las peticiones de memoria que entran en la red del chip obedecen lo 
siguiente: 
 A) Las instrucciones de load serán completadas antes de que el dato sea 
utilizado por la siguiente instrucción. 
B) Las operaciones de LOAD que usan datos anteriormente escritos, 
utilizan los valores actualizados. 





Capítulo 3: Riesgos y Obstáculos 
3.1 Descripción de los riegos 
Los problemas típicos que podemos encontrar en un producto de 
software, mala planificación, falta de tiempo, querer abarcar más de lo 
posible o resultados inadecuados o poco satisfactorios debido a errores o 
diferentes problemas como pueden ser una mala planificación de backups, 
pérdida de datos, problemas de personal... 
La verdad es que la máquina no es muy inestable, y durante los primeros 
meses, se avanzó lentamente, ya que durante las primeras semanas se 
reinició una vez borrando todo lo que tenía en la memoria y a lo largo de 
los meses subsiguientes como la máquina estaba en un despacho en la 
universidad, cada vez que había un corte de red la máquina cambiaba de 
IP y no podía volver a trabajar en ella hasta que me daba cuenta, podía 
ponerme en contacto con mi tutor y éste podía acceder a la máquina. 
De todas maneras, en este proyecto en concreto, la mala planificación de 
los backups y la marcha del informático sénior, fueron un gran 
contratiempo, después de estos problemas la máquina estuvo una 
semana dando diferentes problemas y tras diversos formateos llegamos a 
la conclusión que para evitar futuros inconvenientes lo mejor sería llevar 
la placa a casa y dejarla instalada en la red interna, y la verdad es que 
desde entonces, se redujeron los incidentes. 
 
3.2 Obstáculos del Proyecto  
 Aprendizaje 
Epiphany, Mercurium, Nanox, Ompss, hay muchos elementos de los que 
hasta ahora no sabía nada mezclándose entre sí, he tenido que 
acostumbrarme a cada una de las diferentes tecnologías, y entenderlas lo 
suficiente como para poder saber cuál es la función de cada una y como se 
relacionan entre sí, ya que sin esta base bien clara la implementación del 






 Falta de previsión 
El mayor problema con el que nos hemos encontrado ha sido la pérdida 
de los datos a mediados del proyecto, ingenuamente pensé que en vez de 
hacer un backup antes de la creación del compilador y otro después bien 
podría ahorrarme uno y esperar a que estuviera todo listo, obviamente 
después de actualizar el compilador se corrompió el sistema y todavía no 
sabemos cómo, pero también se perdieron los datos que habían en el 
almacenamiento externo, poco tiempo después el ingeniero sénior 
abandonó el proyecto por lo que para volver a recuperar el trabajo 
realizado se tuvo que invertir más tiempo del que habíamos planeado 




Capítulo 4: Metodología y Planificación. 
4.1 Metodología y rigor  
 Métodos de Trabajo  
La metodología que habíamos pensado para realizar este proyecto era 
subdividirlo en 3 etapas con diferentes fechas límite, la primera fase sería 
tener OmpSs corriendo sobre la placa de Adapteva Parallella sobre los 
cores de ARM, una vez hubiéramos hecho esto posible, la segunda etapa 
sería poder hacer offloading a un core Epiphany y finalmente distribuir la 
ejecución de la placa a todos los cores Epiphany. Viendo como esto no ha 
sido posible debido a los problemas explicados en el apartado anterior, 
decidimos que sería buena idea demostrar al menos las cualidades que 
tiene el procesador Epiphany, para eso modificamos un matmul 
optimizado para Epiphany y calculamos su rendimiento en su modo 
óptimo, es decir, con matrices de 256 y 512 y sus 16 cores y los 
contrastamos con resultados obtenidos en otra plataforma paralela, en 
nuestro caso optamos por OpenMP, por su facilidad de implementación. 
 Herramientas de Seguimiento  
Al dividir el proyecto en tres fases, la idea era tener una reunión después 
de cada fase para evaluar cómo íbamos de tiempo y como planificar la 
siguiente fase, y concretar alguna reunión extra en caso de que surgiera 
algún problema. Después de la primera fase, y aprovechando una vacante 
en la sala donde estaba el informático sénior estuve trabajando codo con 
codo con él durante unos meses, por lo que estas reuniones se dejaron 
para mantener actualizado al tutor, mientras que nosotros íbamos 
planificando día a día el trabajo a realizar. 
 Métodos de Validación  
Al tener que adaptar OmpSs a la placa de Adapteva Parallela el núcleo del 
programa ya estaba hecho, así que simplemente deberíamos asegurar que 
la integración se había realizado correctamente, para eso sencillamente 
deberíamos hacer unas pruebas con algún código paralelo al terminar la 
primera etapa, si éste funcionaba en el núcleo de la placa significaba que 
OmpSS se había integrado correctamente sobre la placa, luego al terminar 
la segunda fase, deberíamos haber hecho otro test comprobando que el 
resultado obtenido fuera el mismo que obtendríamos en una ejecución de 
OmpSs sobre una placa estándar. 
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Finalmente al terminar la tercera etapa deberíamos comprobar que 
hiciera el offloading correctamente, si esto sucede, podríamos decir sin 
lugar a dudas que el proyecto había sido un éxito.  
Debido a los contratiempos sufridos a lo largo del proyecto solo pudimos 
asegurar que OmpSs funcionaba correctamente en la placa, por lo que 
decidimos cambiar un poco el enfoque para obtener algunos datos que 
poder presentar, decidimos realizar un código de multiplicación de 
matrices típico utilizando los cores del procesador Epiphany, los de ARM y 
los multicores de la máquina de boada, para asegurar que los resultados 
son correctos y poder analizar las diferencias de los resultados en cuanto a 
tiempo y consumo. 
 
4.2 Planificación Temporal  
Este proyecto tenía originalmente una duración estimada de 18 semanas, 
empezando el día 8 de Septiembre y terminando 19 de Enero, pero como 
ya he comentado, por causas que todavía desconocemos a principios de 
Enero se perdió gran parte del trabajo, no siendo posible la recuperación 
de la información en el dispositivo de almacenamiento donde se había 
guardado. Como esto ya nos había pasado una vez anteriormente, en su 
momento decidimos que la mejor opción para evitar esto (a parte de 
hacer backups regulares) sería guardarlo en un almacenamiento externo, 
pero finalmente cuando se corrompió el sistema resultó ser una medida 
inefectiva. 
Durante la semana próxima la máquina funcionó erráticamente a pesar de 
haberla formateado en diversas ocasiones, por lo que decidimos que el 
mejor proceder, sería trasladar la máquina a la red local de mi casa, donde 
tendría una IP privada y estaría más segura que en la red externa de la 
universidad, no sabemos si fue eso u otra cosa, pero desde entonces ha 
funcionado sin dar demasiados problemas. 
En este punto decidimos ampliar el proyecto otros 6 meses más, para 
intentar recuperar los avances perdidos y llevar a buen puerto el proyecto, 
no teníamos otra opción que continuar el proyecto desde un backup muy 
desactualizado y usando la documentación generada hasta el momento. 
Además el informático sénior que daba soporte en aspectos relacionados 
con la implementación del runtime y el compilador, cambió de empresa 
haciendo muy difícil la finalización del proyecto en el tiempo estimado. 
Con la información y los conocimientos obtenidos creo que podría haber 
sido posible la realización del proyecto en unos 6 meses, pero tal y como 




Capítulo 5: Desarrollo 
5.1 Adaptación de OmpSs a Adapteva Parallella  
 
Esta es la fase donde debemos conseguir que OmpSs funcione en el core 
ARM que lleva la placa Zynq a priori parecía una fase trivial, pero la 
configuración de las diferentes partes de OmpSs, véase el runtime y su 
compilador, no es baladí. Para empezar tenemos una gran variedad de 
versiones que descargar; tanto versiones estables y como otras más 
recientes. 
Inicialmente bajé una versión estable, puesto que era más sencillo de 
instalar y supuse que sería lo mejor, después de un par de días de 





El siguiente problema con el que me encontré fue la configuración de 
nanox y mercuirum: 
 
 
Aquí cometí otro error, en vez de mirar la documentación y enterarme 
claramente cuáles eran los flags que necesitaba decidí que primero 
probaría suerte sin ningún flag, y si funcionaba pues eso que me había 
ahorrado y debo decir, que inicialmente utilicé ./configure y no tuve 
ningún problema. 
 
Como ya he comentado antes, a mediados del proyecto se corrompió el 
sistema así que tuve que volver a reinstalarlo de nuevo, aquí fue cuando 
empezaron los problemas, no recuerdo que versión instalé, imagino que 
sería alguna versión anterior a la versión que había instalado 
originalmente por lo que faltaban algunas librerías y muchas funciones 
que estaba usando en mi código ya no estaban implementadas, así que 
tuve que volver a reinstalar la versión correcta y ocurrieron otros 
problemas con librerías cruzadas, finalmente busqué ayuda y me 
recomendaron que desinstalase todo, limpiara el disco y volviera a instalar 
la versión que estaba usando pero estructurando las librerías en carpetas 
propias, hago hincapié en esto porque el procesador ARM que viene en la 
placa no es muy potente (para no consumir demasiado) y cada pack de 
configuración más instalación suponía unas 6 horas, trabajando a jornada 
partida como hacía, eso suponía perder todo un día, así que con todo esto 
malgasté otra semana... 
Finalmente la configuración pasó de: 
./configure 
 a 
./configure --prefix=/mnt/usb/LIB_MERCURIUM --enable-ompss --with-




Esto me demuestra una vez más que mi planteamiento era erróneo y 
debería haberme informado profusamente antes de decidir que paso 
tomar a continuación, en un proyecto de esta magnitud no se deben dejar 
cosas al azar y tomar decisiones arbitrarias, ahora sé que debería haber 
documentado que versiones instalaba y que cambios realizaba ya que 
luego cuando necesitaba volver a modificar los archivos de configuración 
para añadir la arquitectura Epiphany, tenía que volver a empezar de cero, 
por suerte muchas de las comunicaciones que tuve con el informático 
sénior y con otras personas que me ayudaron a lo largo del proyecto, 
fueron a nivel de email y eso resultó una fuente de información 
almacenada muy útil, de haber tenido una correcta disciplina de trabajo y 
hubiese apuntado todo lo que iba modificando me habría ahorrado 
semanas de trabajo. 
5.2 Offloading en un core de la placa  
 
Debemos conseguir que OmpSs sea capaz de enviar la ejecución de una 
tarea (hacer offloading) a cualquiera de los 16 cores Epiphany de la placa. 
Esto implicará la creación de una nueva arquitectura en el compilador 
Mercurium (la arquitectura Epiphany) que da soporte a la compilación de 
OmpSs y hacer que enlace con la toolchain de Epiphany. También 
implicará hacer modificaciones en Nanos (el runtime que da soporte a la 
ejecución de OmpSs), con tal de poder hacer el offload de las tareas e 
invocar su ejecución. Inicialmente decidimos hacer la elección de cores a 
los que enviar la placa inexistente, usaremos siempre el primer core, el de 
la posición [0,0], ya que de esta manera la gestión de memoria era más 
sencilla y una vez hubiésemos conseguido su correcto funcionamiento 





5.3 Plugin de Nanos para Epiphany 
 Análisis Previo 
Como he mencionado anteriormente, disponemos diferentes 
arquitecturas ya creadas para OmpSs por lo que no empezamos de cero 
completamente, hay diferentes modelos de arquitecturas, cada uno hecho 
de diferente manera y después de entender un poco como funcionaba 
cada uno, decidimos que para este proyecto lo mejor sería basarnos en la 
implementación de OpenCl, de esta manera no solo ahorramos tiempo, 
sino que al tener una estructura subyacente similar, permitimos a los 
usuarios que puedan programar en OpenCL poder programar para 
Epiphany sin apenas tener que modificar su código es decir, simplemente 
cambiando la cláusula epiphany por la cláusula opencl (#pragma omp task 
in(a[0;100]) out(b[0;100]) device(OpenCL) -> #pragma omp task 
in(a[0;100]) out(b[0;100]) device(epiphany), son capaces de ejecutar el 
mismo código en una u otra arquitectura, de este modo una vez entiendes 
el funcionamiento de una arquitectura tienes a tu alcance un gran abanico 
de posibilidades. 
 Diseño 
Para comenzar la implementación hemos de añadir un nuevo device 
descriptor para Epiphany, que sea capaz de lanzar un kernel Epiphany. El 
descriptor será bastante similar al ya existente para lanzar kernels pero 
añadiendo parámetros a la función. 
 
Debido a que no podemos reutilizar los parámetros que se le pasan a la 
task por defecto y necesitamos unos propios para el device Epiphany, 
hemos de incluirlos en el device descriptor, ya que es la única estructura 
de la task que es diferente para cada device. Para ello, en el momento que 
se pasan estos parámetros al declarar la tarea hemos de copiarlos (similar 
al comportamiento de first_private en OMP) ya que la única garantía que 
tenemos es la de que usaran los datos actualizados, y no los datos que le 
hemos pasado a la función, o dicho de otra manera, nadie nos garantiza 
que en el momento en que se ejecute la task realmente aún vayan a estar 
esos datos con ése mismo valor que en el momento donde se inicializa el 
device descriptor (cuando se declara la task). 
Las cuatro partes principales que componen la arquitectura Epiphany son 





1- Epiphanydd.cpp/hpp: Se describen todos los device descriptor de 
Epiphany, es una estructura que contiene la información independiente de 
la task que necesita una función de este device para ejecutarse, es decir 








2-Epiphanythread.cpp/hpp: En ella tenemos la función que Nanox llama 
cuando recibe un device correspondiente a la arquitectura. Se encarga de 
descubrir de que tipo es el Device descriptor que recibimos y realizar las 




3-Epiphanyprocessor.cpp/hpp: Contiene funciones que serán llamadas 
desde Epiphanythread y que realizan las operaciones solicitadas utilizando 




4-Epiphanyplugin.cpp: Contiene los pasos previos que necesitaremos para 
preparar los procesadores Epiphany, declarar el sistema y la plataforma 
que utilizaremos, inicializar el sistema Epiphany, borrar los datos 
anteriores (en caso que haya), guardar los datos que necesitaremos antes 
de cargar el programa (como puede ser, la pila que usaremos para pasar 
parámetros), y finalmente inicializar los vectores de procesadores y 
threads. 
 
5.4 Plugin de Mercuirum para Epiphany 
 
Esta parte la realizó el informático sénior, es la parte que se encarga de 
transformar las directivas a código, de manera transparente al usuario 
obtenemos unas llamadas a diferentes funciones, actualmente son sólo 
dos llamadas, una para pasar parámetros y otra para lanzar a ejecutar el 




#pragma omp task in(a[0;100]) out(b[0;100]) device(epiphany) 
void matmul(double* a, double* b, int size); 
 
static void epiph_ol_matmul_1_unpacked(double *a, double *b, int size) 
{ 
  { 
     nanos_err_t err; 
     int ompss_internal_epi_size = 0; 
     err = nanos_epiphany_set_arg(0, sizeof(double *), &a, &ompss_internal_epi_size); 
     err = nanos_epiphany_set_arg(1, sizeof(double *), &b, &ompss_internal_epi_size); 
     err = nanos_epiphany_set_arg(2, sizeof(int), &size, &ompss_internal_epi_size); 
     err = nanos_launch_epiphany_task("matmul.srec"); 





Como podemos ver en el ejemplo simplemente introduciendo la cláusula 
#pramga omp task (device epiphany), el compilador nos genera una 
llamada por cada parámetro que necesitemos y otro extra para la pila. 
También nos genera una llamada para ejecutar el código con el nombre de 
la función que hayamos escrito detrás del #pramga seguida de .srec, es 
decir si la función se llamara dotproduct, la llamada final sería 
"dotproduct.srec". 
El código srec debemos generarlo manualmente antes de compilar el 
código pero idealmente se compilarían los dos a la vez, debido a mis faltos 
conocimientos sobre compiladores, hemos decidido dejarlo como trabajo 
pendiente. 
 
Escripciión paso por paso de una ejecución típica de Epiphany en OmpSs: 
 
 1-Copiar los datos a procesar: Copiamos los datos que van a ser 
procesados en el kernel a la memoria del multiprocesador. Esto será 
posible gracias a las instrucciones Epiphany e_alloc y e_write en las cuales 
reservan un espacio en la memoria del multicore y se copian los datos en 
él. Este proceso lo hace el compilador, inicialmente hemos decidido una 
posición de memoria arbitraria para depositar los datos que necesitará el 
multicore, 0x0100. Esto se realiza con la ayuda del compilador que hemos 
visto justo antes, tanto la llamada a nanos_epiphany_set_arg como a la 
nanos_launch_epiphany_task se traducen usando la clase Epiphany-
api.cpp. 
De modo que el parámetro que pasamos incrementa 
ompss_internal_epi_size que inicialmente, en la parte de inicialización de 
la clase Epiphanyplugin almacenamos en la posición 0x0000 ya que como 
hemos dicho en la planificación decidimos arbitrariamente trabajar con el 
microprocesador que ocupa la posición de la matriz 0,0. Estoy seguro de 
que se podría optimizar parametrizando las filas y columnas de llamada de 
e_read, pero para una primera aproximación se decidió dejarlo así. 
Una vez leído el tamaño de la pila comenzamos guardando tantos 
parámetros como necesitemos, empezamos a guardarlos en la posición 
0x0100, ya que sigue siendo la memoria propia de nuestro core y así 





los datos debemos actualizar el tamaño de la pila y guardarlo para dejarlo 
listo para las siguientes llamadas. 
 
 2-Lanzar el kernel: La CPU llama al kernel. En un device tradicional 
habría que pasarle la dirección de los datos en la memoria del multicore 
que obtuvimos en el paso anterior y deberíamos indicar el tamaño de 
bloque y tamaño de grid, en nuestro caso si hubiera dado tiempo se 
habría realizado así, pero como íbamos justos de tiempo, decidimos usar 
unas posiciones de memorias fijas, por lo que no debemos pasárselo, 
simplemente debemos pasar el ejecutable. 
Epiphany nos permtie hacer dos tipos de llamadas, una simple e_load 
(elfFile, &dev, row_incial, col_inicial, E_TRUE), donde pasamos a ejecutar 
el código en un solo core y otra e_load_group(elfFile, &dev, row_incial, 
col_inicial, row_final, col_final, E_TRUE) que sirve para cargar el programa 
en todos los cores que van desde row y col inicial hasta row y col final, el 
último parámetro sirve para decidir si queremos empezar la ejecución 
inmediatamente o no, si enviamos un E_FASLE, deberíamos usar luego la 
función e_start (&dev), para que Epiphany empiece a ejecutar código pero 
actualmente no lo tenemos implementado. 
 
 3-Ejecutar el kernel: Este paso es transparente al usuario, Epiphany 
ejecuta el kernel solicitado en el paso 2. Una vez se ha mandado a ejecutar 
el kernel, como en cualquier programa paralelo, tenemos la opción de 
seguir utilizando la CPU para aprovechar el tiempo, o esperar a que nos 
devuelvan los resultados, ya sea con un while(1) o con un usleep(). 
 
 4-Copiar el resultado: Una vez que se ha ejecutado el kernel y 
tenemos el resultado en la memoria de los multicores, hemos de realizar 
el paso inverso al paso 1, es decir, mediante la instrucción e_read, copiar 
los datos de la memoria de los multicores a la memoria de la CPU ARM 




Capítulo 6: Costes 
6.1 Identificación de los Costes  
En cada uno de los apartados se detalla el precio sin impuestos añadidos, 
la amortización y el coste para el proyecto en relación a la amortización y 
al uso que se hará en él. Para hacer el cálculo aproximado del coste de 
estas adquisiciones en el proyecto, se tienen en cuenta los siguientes 
datos aproximados:  
En un año natural hay 252 días laborables. Se han quitado fines de semana 
y festivos. En un año disponemos de 23 días laborables de vacaciones, por 
lo que quedan 229 días laborables. Se va a trabajar en el proyecto 4 horas 
al día. El proyecto va a durar, en conjunto, aproximadamente 640 horas, 
unos 8 meses. 
 Hardware  
Debemos tener en cuenta que el hardware se amortiza a los 3 años. En la 
siguiente tabla se detalla el hardware que se va a utilizar, el precio de 
adquisición y el coste de éste en el proyecto. 
  
Producto  Precio (€)  Utilización (h)  Amortización 
Estimada  
HP 110-260es 
Energy Star APU 
AMD Quad-Core 
A6-5200  
398.00  630 51.74  
Monitor LG LED 
de 22"  
95.00  630 12.35  
Logitech 
Wireless 
Keyboard K270  
26.90  630 3.49  
Logitec Corded 
Mouse M500  




149.00  600  19.00  




 Software  
Todo el Software será software libre por lo que los gastos en ese aspecto 
serán nulos. 
 




0.00  100 0.00  
Nanos++  0.00  470  0.00  
Compilador 
Mercurium  
0.00  470  0.00  
OmpSs  0.00  470  0.00  
Total Estimado  0.00  0.00  
  Recursos Humanos  
A continuación se detallarán los costes debidos al trabajo humano, hay 
varios roles y diversas personas envueltas en el proyecto. 
 
Rol  Tiempo 
implicación (h)  
Precio/hora  Subtotal  
Director del 
proyecto  
60  35  2100  
Analista y 
diseñador  
78  25  1950  
Desarrollador 
1  
630  20  12600  
Desarrollador 
2  
30  20  600  
Total  463  17250  
 
Hay que destacar que el número de horas de implicación es mayor al 
número de horas totales que dura el proyecto, esto es debido a que varias 




 Gastos Generales  
En este apartado se desglosan los gastos generales que tiene el BSC que 
afectan directamente al desarrollo del proyecto. Para hacer el cálculo del 
importe que se debe imputar al proyecto, se divide el coste entre los 5 
trabajadores de la empresa que ocupan el mismo despacho, con el 
objetivo de obtener la amortización por persona. 
 
Producto  Tiempo 
implicación  
Precio (€)/mes  Amortización 
estimada (€)  
Alquiler local  8 meses  800  666.66  
Luz  8 meses  60  50.00  
Agua  8 meses  20  16.66  
Internet  8 meses  30  25 
Tasas  8 meses  30  25 
Total Estimado  940  782,12  
 
 Impuestos  
Los datos de las tablas anteriores están detallados sin los impuestos 
aplicados. En la siguiente tabla se detalla el porcentaje que hay que aplicar 
a cada uno de los importes. Esta parte se presupuesta ya que debemos 
pagarla inicialmente, pero después, trimestralmente, por el hecho de ser 
una empresa Hacienda los va devolviendo. Todos los gastos tienen el 




Impuesto (%)  Parte de 
Impuesto (€)  
12189.891  21  2559.87  
 
  Control de Gestión  
El único modo que tenemos para controlar la gestión es realizar al final de 
cada una de las cinco etapas que teníamos en el diagrama temporal un 
cálculo de la desviación de horas y recursos para poder reajustar el 




Capítulo 6: Sostenibilidad y Público Objetivo 
6.1 Sostenibilidad  
 Económica  
Éste es un trabajo para adaptar un software libre a una plataforma, es un 
proyecto sin ningún tipo de beneficio económico, por lo que normalmente 
solo podría realizarse en una universidad o una institución gubernamental, 
el objetivo final es liberar el código para que todos los usuarios que 
dispongan de una placa de Adapteva Parallella sean capaces de crear sus 
aplicaciones usando esta librería, como ocurre actualmente con las placas 
de desarrollo de Android. 
 Social  
Este proyecto se basa en la creación de un modelo de programación que 
permitirá a otros usuarios crear fácilmente programas paralelos, debido al 
precio económico que tiene la placa, se puede destinar tanto al uso en las 
universidades para la creación de otros proyectos de investigación, como 
al uso particular, independientemente de quién la use, las aplicaciones 
paralelas se ejecutarán más rápidas que las aplicaciones serie, obteniendo 
antes los resultados, lo que implica una mejora de calidad de vida.  
 Medioambiental  
El proyecto puede tener un impacto medioambiental destacable, ya no en 
la mejora de tiempo puesto que ya hay otros lenguajes paralelos que te 
aportan un menor tiempo de ejecución, lo que significa un menor 
consumo eléctrico de la placa, de pantalla, de teclado y de ratón que 
usaremos, sino que lo que de verdad aporta esta placa es un consumo 
muy bajo, el consumo estándar de un procesador varía entre los 65 y los 
90W, estamos hablando de un multicore así que podemos decir que para 
tener 16 threads podríamos disponer de 8 procesadores con 2 threads 
cada uno, o 4 procesadores de 4 threads, así que rondamos cerca de los 
260-520W o los 180-360W, con esta placa estamos hablando de un 




6.2 Actores Implicados  
 Público Objetivo  
La placa Adapteva Parallella tiene un precio muy económico, entre 119 y 
249 dólares, por lo que está al alcance de todo el mundo, y el código de 
OmpSs es código libre, por lo qué será ideal para estudiantes realizando 
sus trabajos de final de carrera o gente a la que le guste trastear con este 
tipo de dispositivos, y sea necesario el uso de una arquitectura paralela. 
 Usuarios  
Según mi experiencia con los cursos de paralelismo que organiza PRACE1 , 
los asistentes son principalmente estudiantes terminando alguna carrera 
que quieren usar paralelismo en sus proyectos y sus respectivos tutores, 
así que creo que los usuarios serán principalmente estudiantes de otras 
ingenierías que han decidido usar esta placa para facilitar su labor en el 
trabajo de final de carrera. 
Debido a su bajo consumo, es posible que su uso se extienda más allá de 
lo que sería un multiprocesador estándar, ya que puede ser una gran 
incorporación como un coprocesador para los dispositivos móviles, y 
cualquier plataforma donde te interese tener un consumo muy reducido y 
una gran capacidad de cálculo. 
 Beneficiarios  
Al ser todo código libre, beneficiarios desde el punto de vista económico 
no hay, ahora, si por beneficiarios entendemos quien se beneficia del 
producto (y no quien se lucra), los usuarios verán reducidos los tiempos de 
ejecución de sus programas así que deberían tener más tiempo para 
realizar otras actividades, tomando antes las decisiones necesarias gracias 
a la pronta obtención de los resultados o simplemente una reducción de 
tiempo en la obtención de resultados, como podrían ser trabajos de 
simulación, además de ver reducido su consumo energético de una 
manera destacable. 
  
                                                          
1
 Partnership for Advanced Computing in Europe 
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Capítulo 7: Evaluación y conclusiones 
7.1 Descripción del método de evaluación  
Principalmente será un punto de funciona o no, ya que no estoy 
mejorando un programa sino creando una arquitectura, obviamente las 
pruebas serán ejecutar diferentes programas paralelos y observar que 
funcionan correctamente y que su tiempo de ejecución es reducido 
comparándolo con su ejecución en serie. Habrán tres evaluaciones; 
 La primera será conseguir que el procesador ARM consiga ejecutar 
el código de OmpSs correctamente, esto significará que la arquitectura ha 
sido creada correctamente y funciona; 
 La siguiente evaluación vendrá cuándo consigamos que el 
procesador ARM envíe código a ejecutar al acelerador Epiphany y éste 
devuelva el resultado correcto. 
 La última etapa que no ha sido posible sería cuando el procesador 
ARM pueda enviar varios threads a ejecutar en Epiphany y el resultado 
devuelto sea correcto. 
 
7.2 Evaluación y pruebas 
Viendo como se acercaba la fecha de entrega y no teníamos datos 
analíticos sobre la placa, decidimos hacer un pequeño parón sobre el 
proyecto original, debido a que el tiempo que requería la debugación del 
compilador iba a llevar más tiempo del que disponíamos antes de la 
entrega, por lo que decidimos hacer un pequeño experimento con la 
placa.  
Decidimos realizar un pequeño benchmark para demostrar que la idea 
innovadora de Adapteva funciona y la placa Adapteva Parallela es una 
buen concepto, que es puede aportar algo destacable al futuro de la 
informática. 
La idea original era hacer un benchmark completo, analizando un matmul 
de un core hasta dieciséis, y modificando el tamaño de la entrada de datos 
desde matrices de 2x2 hasta finalmente matrices de 32x32, tamaño 
máximo que puede soportar nuestra placa. 
Debido a como está configurada la memoria de la máquina, y para 
optimizar su ejecución, Epiphany depende mucho de la comunicación 
intercore por lo tanto la modificación del número de cores producía un 
fallo en la comunicación entre ellos, lo que implica que no pudiera 
completarse la multiplicación, ya que se quedaba esperando infinitamente 
unos datos que no llegaban.  
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Tras muchas pruebas llegamos a la conclusión que lo mejor sería hacer 
una prueba simple con una entrada que fuera óptima, y luego comparar 
esos resultados con la misma ejecución en otro lenguaje paralelo, en 
nuestro caso nos decidimos por OpenMP debido a su facilidad de 
implementación, decidimos utilizar la máquina de boada en el DAC2 de la 
UPC para ejecutar el código de OpenMP ya que decidimos que sería la 
mejor opción para obtener unos resultados fiables, puesto que los 
ordenadores de sobremesa que disponíamos no tenían tantos cores. 
Finalmente decidimos ejecutar matmul con los 16 cores de epiphany con 
un tamaño de entrada de matrices tanto de 256 como de 512 elementos y 
lo mismo para la ejecución del código de OpenMP; 
 
 
Aquí podemos observar como la multiplicación de matrices en OpenMP es 
10 microsegundos más rápido que los multicores Epiphany, pero debemos 
recordar que si bien, Epiphany está pensado poder utilizarse en 
computación de altas prestaciones, su principal objetivo es el bajo 
consumo, cada socket de boada consume 135W y Epiphany alrededor de 
80mW y 2W como máximo[5] en el peor caso. Habría que hacer otro 
estudio para justificar si esos 10 microsegundos, merecen el gasto 
continuo de 133W. También debemos destacar que boada solo dispone de 
2 sockets de 6 cores, por lo que estamos provocando cierto desbalanceo 
que alterará el tiempo final, pero asumo que la diferencia no debería ser 
muy significativa. 
                                                          





















Aquí podemos observar como la multiplicación de matrices en OpenMP es 
sólo 5 microsegundos más rápido que los multicores Epiphany, no volveré 
a hacer hincapié en el poco gasto que supone Epiphany, sino en que esta 
vez el margen de la diferencia entre un resultado y el otro es muy 
pequeño, lo mismo con un tamaño de entrada mayor podríamos obtener 
que Epiphany tarda menos que OpenMp, pero en chip que tenemos no 
cabe una entrada datos mayor, recordad que la memoria que tenemos es 






















Hay que destacar como la distancia entre Epiphany y OpenMP se va 
cerrando a medida que aumentamos el número de elementos a tratar, me 
gustaría poder hacer más pruebas con una Epiphany IV que ya contiene 64 
cores, lo que permitiría ampliar los datos de entrada y tal vez viéramos 
como Epiphany aun consumiendo una mínima parte de lo que consume 
boada tiene un mejor rendimiento. También podría ser que estos 
resultados fueran debidos al overhead creado por la falta de los 4 cores de 
boada, igual que con las ejecuciones de 256 elementos lo mismo no 
afectaba demasiado, aquí sí que podría ampliar la diferencia de tan solo 
5µs 
 
7.3 Trabajos Pendientes 
 
Como trabajo pendiente, queda obviamente sacar adelante el proyecto, 
realmente no creo que sea mucho trabajo, pero la falta de tiempo y de 
conocimientos me impiden debugar el compilador para averiguar donde 
falla, la arquitectura a pesar de no haber podido comprobar su correcto 
funcionamiento no difiere demasiado con otras arquitecturas, por lo que 




















Comparación  de resultados con matrices 
512 con 256 elementos
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Una vez conseguida la integración de Epiphany y OmpSS, la siguiente tarea 
sería conseguir el correcto funcionamiento en todos los cores, que debería 
ser trivial, ya que la arquitectura se diseñó teniendo en mente su uso 
paralelo, al igual que en el caso anterior, la arquitectura es parecida a 
otras que ya hay implementadas por lo que las modificaciones que 
deberían hacerse a la arquitectura deberían ser mínimas. 
Una vez realizado todo esto, deberíamos realizar las pruebas de 
rendimiento, si todo es como creemos que debería ser, y ejecutamos un 
código de matmul con OmpSs tendríamos que obtener unos resultados 
parecidos a los obtenidos con la multiplicación de matrices con epiphany 
sin OmpSs, ya que esencialmente lo único que estamos haciendo es 
ignorar el el paso donde el usuario escribe código Epiphany, es decir, 







Aparte de finalizar esto, se podrían realizar diversas ampliaciones, una de 
ellas podría ser adaptar el compilador para no necesitar el archivo .srec 
precompilado, de modo que le podamos pasarle nuestra carpeta donde 
tenemos nuestro proyecto, compilar y ejecutar, ya que actualmente 
debemos compilar el código Epiphany, compilar el código con las cláusulas 




7.4 Conclusiones  
 
A pesar de no haber terminado con éxito el proyecto, he aprendido 
bastantes cosas que evitaré realizar en futuros proyectos, creo que ha 
quedado de sobras demostrado que Epiphany es un procesador innovador 
a tener en cuenta, seguro que escucharemos hablar de Adapteva Parallela 
en un futuro no muy lejano, además, uno de los puntos clave para la 
adopción de sus chips Epiphany es que son capaces de ejecutar 
nativamente código C, característica que los pondría por delante de otras 
arquitecturas como las GPUs con sus lenguajes OpenCL, CUDA y 
DirectCompute; lo cual podría ser un factor decisivo para su adopción por 
parte del mundo de la informática. 
Además como no me canso de repetir, el consumo de Epiphany es mínimo 
comparado con su rendimiento, para que nos hagamos una idea aquí hay 
una gráfica que muestra la diferencia entre algunas GPU's cuyos datos he 
recopilado, GeFOrce GTX Titan X cuesta aproximadamente 1000$ 
mientras que Epiphany nos cuesta 100$, si lo que nos interesa es el coste 
de GFLOP por Vatio la decisión está clara. 
 
 
Además su bajo consumo también permitiría su incorporación a los 
dispositivos móviles, ya sean smartphones o tablets, no como procesador 
principal, pero sí como coprocesador, su rapidez y su bajo consumo a la 
hora de calcular operaciones con precisión simple la hacen muy 
interesante, otra cuestión es si las compañías estarán dispuestas a 
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