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Abstract—Fitness landscape analysis investigates features with
a high influence on the performance of optimization algo-
rithms, aiming to take advantage of the addressed problem
characteristics. In this work, a fitness landscape analysis using
problem features is performed for a Multi-objective Bayesian
Optimization Algorithm (mBOA) on instances of MNK-landscape
problem for 2, 3, 5 and 8 objectives. We also compare the
results of mBOA with those provided by NSGA-III through
the analysis of their estimated runtime necessary to identify
an approximation of the Pareto front. Moreover, in order to
scrutinize the probabilistic graphic model obtained by mBOA,
the Pareto front is examined according to a probabilistic view.
The fitness landscape study shows that mBOA is moderately
or loosely influenced by some problem features, according to a
simple and a multiple linear regression model, which is being
proposed to predict the algorithms performance in terms of the
estimated runtime. Besides, we conclude that the analysis of the
probabilistic graphic model produced at the end of evolution
can be useful to understand the convergence and diversity
performances of the proposed approach.
I. INTRODUCTION
Population-based metaheuristics and Evolutionary Algo-
rithms (EA) have been applied to solve multi-objective op-
timization problems, mainly due to their ability to discover
multiple solutions in parallel and to handle the complex
features of such problems [1]. Besides, probabilistic modeling
can also be aggregated to capture and exploit the potential
regularities that arise in the promising solutions, which is the
basis of an Estimation of Distribution Algorithm (EDA) [2].
The main idea of EDAs is to extract and represent, using
a probabilistic model, the regularities shared by a subset
of high-valued problem solutions. New solutions are then
sampled from the probabilistic model to guide the search
toward areas where optimal solutions are more likely to be
found. Normally, Multi-objective Estimation of Distribution
Algorithm (MOEDA) [3] integrates both model building and
sampling techniques into evolutionary multi-objective optimiz-
ers using special selection schemes. Probabilistic graphical
models, which combine graph and probability theory, have
been broadly used to improve EDAs and MOEDAs perfor-
mance [4]. As reported in [5], most of MOEDAs developed to
deal with combinatorial multi-objective optimization problems
(MOPs) adopt Bayesian Networks as their PGM.
One of the main challenges in multi-objective optimization
is to find the Pareto optimal set, or an approximation of
it. The Pareto set plays a central role in the search space
structure. The definition and analysis of fitness landscape for
MOPs can help to understand the geometry of a combinatorial
MOP, for example, and to explain the ability multi-objective
metaheuristics to obtain an approaximation of the Pareto set.
The fitness landscape of a problem instance is the topologi-
cal structure over which a search is being executed [6], defined
by the solution candidates, their neighborhood structure and
the fitness of the solution candidates.
By addressing the relative importance of features in explain-
ing the metaheuristic performance variance, fitness landscape
analysis (FLA) allows one to investigate which features of a
combinatorial MOP have the highest influence on the meta-
heuristic performance. Through the study of these features,
one should be able to design metaheuristic algorithms to take
advantage of the multi-objective optimization characteristics
of a given problem [7].
Several works have addressed combinatorial MOPs from
an FLA perspective. Borges and Hansen [8] presented a study
of global convexity for a multi-objective travelling salesman
problem. The authors investigated features concerning in-
stances solved by scalarizing algorithms (which use weights
to aggregate multiple objectives), like the distribution of local
optima, the differences observed between solutions and points
generated with different weights, as well the stability of the
best local optima for small weight variations. The exact global
optima was also generated and the results confirmed the
existence of global convexity that might be useful in the multi-
objective optimization context.
Garrett and Dasgupta [7] provided a high-level overview
of multi-objective search space and FLA. They investigated
some features like the distribution of local and Pareto optima,
fitness distance correlation, ruggedness and random walk on
the multi-objective generalized assignment problem.
This paper addresses a combinatorial MOP - multi-objective
NK-landscape (MNK) model which has been recently explored
in other works in the literature [9, 10, 11]. In particular, EDAs
that use different types of probabilistic models, including
Bayesian Networks, have already been applied to the mono-
objective NK problem [12, 13, 14].
The objective here is to extend those works to multi and
many objective optimization (when the number of objectives
is higher than 3) conducting an FLA to investigate the
impact of instance features on the search performance of
a MOEDA based on Bayesian Network (BN) as the PGM
structure, called Multi-objective Bayesian Optimization Algo-
rithm (mBOA) [15]. The algorithm is compared with NSGA-
III [16], a state-of-the-art algorithm applied to solve multi and
many-objective optimization problems (MaOPs).
Our main contribution is the use of FLA to explore the rela-
tionship between performance measures and relevant problem
features for mBOA. As far as we know, this is the first work
to consider FLA for MOEDAs. In addition, our work also
includes an investigation, from a probabilistic point of view, of
the Pareto-front using the probability mass function provided
by mBOA at the end of evolution.
This paper has intersections with other previously published
works. It is linked to the work presented by Liefooghe et al.
[11] in which some features of the MNK model instances
are investigated. It is also related to the work developed by
Echegoyen et al. [17] which considers a quantitative analysis
to compare the probabilities of sampling the optimum and the
most probable solution between successful and failed trials
aiming to understand the behaviour of EDAs based on BNs for
mono-objective problems. However, differently from [11], we
are investigating an EDA approach, and extending the analysis
to 8 objectives. Also, in contrast to the research presented
in [17], which investigates mono-objective optimization, our
work considers a set of non-dominated solutions. Therefore,
the probabilities might be calculated according to the distri-
bution of these solutions over the true Pareto front.
II. BACKGROUND
A. The MNK-landscape model
The NK fitness landscapes is a family of problems proposed
by [18] in order to explore the way in which the neighborhood
structure and the strength of the interactions between neigh-
boring variables are linked to the ruggedness of search spaces.
For the given parameters, the problem consists in finding the
global maximum of the function [19].
LetX = (X1, . . . , XN ) denote a vector of discrete variables
and x = (x1, . . . , xN ) an assignment to the variables.
An NK fitness landscape is defined by the following com-
ponents [13]:
• Number of variables, N .
• Number of neighbors per variable (ruggedness), K .
• A set of neighbors, Π(Xn) ∈ X, for Xn, n ∈ {1, . . . , N}
where Π(Xn) contains K neighbors.
• A subfunction fn defining a real value for each combi-
nation of values of Xn and Π(Xn), n ∈ {1, . . . , N}.
Both the subfunction fn for each variable Xn and the
neighborhood structure Π(Xn) are randomly set [13]).
The mono-objective function zNK to be maximized is
defined as:
zNK(x) =
N∑
n=1
fn(xn,Π(xn)). (1)
MNK-landscape [9] is a multi-objective combinatorial op-
timization problem with 2 or more objectives, where each
objective function is determined by a different instance of
the NK-landscape model z(x) = (z1(x), z2(x), . . . , zM (x)) :
BN → RM , over the same binary string x, where N is
the number of variables, M is the number of objectives,
zm(x) is the m-ith objective function, and B = {0, 1}.
K = {K1, . . . ,KM} is a set of integers where Km is the
size of the neighborhood in the m-th landscape.
The MNK-landscape problem can be formulated as follows:
max
x
z(x) = (z1(x), ..., zM (x))
subject tox ∈ {0, 1}N ,
with
zm(x) =
1
N
∑N
n=1 fm,n(xn,Πm,n(xn)),
m ∈ {1, ...M},
n ∈ {1, ...N},
(2)
where the fitness contribution fm,n of variable xn is a real
number in [0, 1] drawn from a uniform distribution.
B. Fitness Landscape
Fitness landscapes illustrate the association between search
and fitness space [6]. Given a specific landscape structure,
an evolutionary algorithm can be seen as a strategy for
navigating this structure in the search for optimal solutions.
Therefore, fitness landscapes have been applied to investigate
the dynamics of evolutionary and heuristic search algorithms
for optimization and design problems [20]. In addition, the
study of fitness landscapes can help predicting the performance
of those algorithms.
Cost models have been used to make specific predictions
regarding the behavior of evolutionary algorithms identifying
the fitness lansdscape features that make a problem more or
less difficult to solve [6]. Cost models are expressed as linear
or multiple regression models of features and search cost.
There are several problem features that define the structure
of fitness landscapes and can influence the difficulty level
during the search. In this paper we are interested in the MNK-
landscape problem, which has been explored by [9, 10], for
example, in order to study algorithm’s behavior with respect
to a set of relevant problem features. The features examined
in our work are based on [11] and will be presented in Table
II of Section IV.
C. Bayesian Network
A Bayesian Network (BN) is a probabilistic model that
consists of a directed acyclic graph (DAG) whose nodes
represent variables, and whose edges express the probabilistic
dependency between them [21].
Let us assume Y = (Y1, ..., YM ) as a vector of random
variables, where ym is a value of the m-th component (Ym)
of the vector Y. The set of conditional dependencies of all
variables in Y is described by the DAG structure B. PaBm
represents the set of parents of the variable Ym given by B, and
the set of local parameters Θ contains, for each variable, the
conditional probability distribution of its values given different
value settings for its parents, according to structure B.
Therefore, a Bayesian Network encodes a factorization for
the probability mass function (pmf) as follows:
p(y) = p(y1, y2, ..., yM ) =
M∏
m=1
p(ym|pa
B
m) (3)
We can assume, in discrete domains, that Ym has sm pos-
sible values, y1m, ..., y
sm
m , therefore the particular conditional
probability, p(ykm|pa
j,B
m ) can be defined as:
p(ykm|pa
j,B
m ) = θykm|pa
j,B
m
= θmjk (4)
where paj,Bm ∈ {pa
1,B
m , ...,pa
tm,B
m } denotes a particular
combination of values for PaBm and tm is the total number
of different possible instantiations of the parent variables of
Ym given by tm =
∏
Yv∈PaBm
sv , where sv is the total of
possible values (states) that Yv can assume. The parameter
θmjk represents the conditional probability that variable Ym
takes its k−th value (ykm), knowing that its parent variables
have taken their j-th combination of values (paj,Bm ).
The parameters θmjk can be estimated based on the
current data D with N observations (instantiations) of
Y 1 using Bayesian Estimate, where the expected value
E(θmjk|Nmj , B) of θmjk is given by Equation 5:
θˆmjk = (1 +Nmjk)/(sm +Nmj) (5)
where Nmjk is the number of observations in D for which Ym
assumes the k-th value given the j-th combination of values
from its parents and Nmj = {Nmj1, ..., Nmjsm}.
To learn the BN parameters and the structure, the Bayesian
Estimate and the K2 [22] algorithm is used, respectively. K2
is a greedy local based procedure that optimizes a score that
measures the quality of the BN structure.
A BN is used as the PGM for mBOA, whose performance
is examined here using FLA concepts associated with the
exploration of the final PGM model.
III. MULTI-OBJECTIVE ESTIMATION OF DISTRIBUTION
ALGORITHM
In this paper, we consider a MOEDA called mBOA [15]
based on Bayesian Network as the probabilistic model and
Pareto dominance as the selection scheme.
A. The Multi-objective Bayesian Optimization Algorithm
The framework for the MOEDA considered here is pre-
sented in Algorithm 1.
1In Section III D is the population set Pop with P observations.
Algorithm 1 MOEDA framework
INPUT: Instance: problem instance
P : population size
PPGM: number of solutions selected to support the probabilistic
model estimation
Psmp, number of solutions sampled from the probabilistic model
Tmax: maximum number of evaluations
OUTPUT: PopND: the set of non-dominated solutions
{Initialization}
1: I ← LoadInstance(Instance)
2: Pop1 ← RandomGenerate(P, I) {initial population}
3: g ← 1
{Main loop}
4: repeat
5: for each solution x ∈ Popg do
6: fitness(x)←EvaluateFitness(x, I)
7: end for
{Non-dominated Sorting}
{Defines TotF Pareto fronts from the best (i = 1) to the worst, and assigns a
crowding distance}
8: F1...FTotF ← ParetoDominance(Pop
g );
9: Popg = (F1 ∪ ... ∪ FTotF );
{EDA: learning the probabilistic model}
10: Popg
PGM
← Selection(Popg , PPGM) {binary tournament}
11: PGM← ProbabilisticModelEstimation(Popg
PGM
)
{EDA: sampling}
12: Popsmp ← Sampling(PGM, Psmp)
13: for each solution x ∈ Popsmp do
14: fitness(x)←EvaluateFitness(x, I)
15: end for
16: Popsmp ← ParetoDominance(Popsmp);
{EDA: survival}
17: Popg+1 ←Selection({Popg ∪ Popsmp}, P ) {truncation selection}
18: g ← g + 1
19: until no success and Tmax is not exceeded
20: PopND ← Pop
g−1(x);
In the context of the adressed MNK-landscape problem, the
Initialization phase loads the problem instance for a given
M , N and K (both the subfunctions and the neighborhood
structure are obtained from a uniform distribution) and ran-
domly generates an initial population Pop1 of P solutions.
Each solution x is a binary string of size N .
The EvaluateFitness phase, Step 6 in Algorithm 1, calcu-
lates the fitness based on the MNK-landscape model objective
functions.
In the ParetoDominance phase, the individuals are sorted
using Non-dominated Sorting [23] and a binary tournament
selects NPGM individuals from Pop
g in the Selection phase.
The procedure randomly selects two solutions and the one
positioned in the best front is chosen. If they lie in the
same front, it chooses that solution with the greatest crowding
distance. Then, PopgPGM is obtained encompassing NPGM
good individuals.
Afterward, the algorithm starts, at Step 9, the PGM con-
struction phase in ProbabilisticModelEstimation, according to
PopgPGM population.
Aiming to learn the PGM, the network is modeled using
the Bayesian estimate (Equation 5) associated with the K2
algorithm.
The PGM is used to sample the set of new solutions
(Popsmp) in Step 10. New solutions (a total of Nsmp), are
generated from the joint distribution encoded by the network
using the probabilistic logic sampling.
Solutions from Popsmp are then evaluated and sorted ac-
cording to the ParetoDominance. The sampled population
(Popsmp) is joined with Pop
g to create the new population
for the next generation. However, only the P best solutions
are selected (truncation selection) in the Survival process
to proceed in the evolutionary process as a new population
Popg+1.
This process is iteratively performed until a termination
criterion is satisfied. In this paper, such as in [11], we are
interested in the runtime, in terms of a number of function
evaluations, until a (1 + ǫ)-approximation of the Pareto set is
identified (success), subject to a maximum budget of function
evaluations (Tmax) for each run.
B. Estimation of the Expected Runtime (ert)
Consider ǫ as a constant value where ǫ ≥ 0. For x,x
′
∈ X,
x is ǫ-dominated by x
′
(x 4ǫ x
′
) iff fm(x) ≤ (1+ǫ)∗fm(x
′
),
∀m ∈ {1, ...,M}. A set Xǫ ⊆ X is an (1 + ǫ)-approximation
of the Pareto set if for any solution x ∈ X, there is one
solution x
′
∈ Xǫ such that x 4ǫ x
′
. This is equivalent
to finding an approximation set whose multiplicative epsilon
quality indicator value with respect to the (exact) Pareto set is
lower than (1 + ǫ) [11, 24].
In order to measure algorithm performance (search cost) In
this work we use the expected number of function evaluations
necessary to achieve a (1 + ǫ)-approximation. We apply the
same approach presented in [11, 24]: we record the number
of function evaluations until a (1+ ǫ)-approximation is found
which characterizes success. Otherwise, the search cost is set
to Tmax,
We consider that the algorithm has a probability of success
ps ∈ (0; 1] and define Tf as the random variable measuring
the ”simulated runtime” (number of function evaluations) for
unsuccessful runs (failures). Precisely, after (t − 1) failures,
each one requiring Tf evaluations, and the final successful
run of Ts evaluations, the total runtime is T =
∑t−1
i=1 Tf +Ts,
where t is the random variable measuring the number of runs.
The random variable t follows a geometric distribution with
parameter ps.
By taking the expectation and by considering independent
runs for each instance, stopping at the first success, we have:
E[T ] = (E[t]− 1)E[Tf ] +E[Ts] (6)
In our case, the estimated success rate (pˆs) is computed by
the ratio of successful runs over the total number of executions,
considering the property that the expectation of a geometric
distribution for t with parameter ps is equal to 1/ps. The
expected runtime for unsuccessful runs E[Tf ] is set as a
constant limit (Tmax) on the number of function evaluation
calls, and the expected runtime for successful runs E[Ts]
is estimated as the average number of function evaluations
performed by successful runs. Therefore ert can be expressed
as an estimation of the expected runtime E[T ] [11, 24]:
ert =
1− pˆs
pˆs
Tmax +
1
ts
ts∑
i=1
Ti (7)
where ts is the number of successful runs, Ti is the number
of evaluations for successful run i.
IV. EXPERIMENTS AND RESULTS
In this section, we are interested in the ability of the mBOA,
presented in Section III, to find a Pareto set approximation
for multi and many-objective combinatorial optimization prob-
lems in comparison with NSGA-III [16], a state-of-the-art
algorithm applied to solve MOPs. In particular, we investigate
the (estimated) runtime of mBOA and NSGA-III necessart
to identify a (1 + ǫ)−approximation of the Pareto set over
enumerable MNK-landscapes instances.
We consider a population size of P = 100 for both
algorithms. For mBOA the number of solutions selected to
support the probabilistic model estimation is PPGM = P/2,
and the number of solutions sampled from the probabilistic
model is Psmp = 10 ∗ P .
NSGA-III was adapted from PlatEmo platform [25] con-
sidering Uniform Crossover Probability of 0.8 and Bit Flip
Mutation Probability of 1/500, as well the same method for
the number of reference points used by [16].
We consider MNK-landscapes with an epistatic degreeK ∈
{2, 4, 6, 8, 10}, an objective space dimensionM ∈ {2, 3, 5, 8}.
The problem size is set to N = 18 in order to enumerate
the solution space exhaustively - we used the largest value of
N that can still be analyzed with reasonable computational
resources. A set of 30 different landscapes are independently
generated at random for each parameter combination M and
K . The time limit is set to Tmax = 2
N ∗ 10−1 < 26215
function evaluations [11] without identifying a (1 + ǫ)-
approximation. Each algorithm is executed 100 times per
instance, with ǫ = 0.1. The number of neighbors per variable
is the same for all functions fm, i.e. Km = K for all
m ∈ {1, . . . ,M}, as proposed in [9, 19].
For each landscape, we enumerate the search space classi-
fying solutions into non-dominated fronts. The first front is
the Pareto front and corresponds to the Pareto optimal set that
contains the best non-dominated solutions.
A. Fitness Lansdcape Analysis
In this paper we consider some features extracted from
the problem instance (low-level features), or computed from
the enumerated Pareto set and solution space (high-level
features) [11], as presented in Table I. For more details and
a comprehensive explanation of these features, the reader is
referred to [20]. We addressed these features in order to
examine their impact on the algorithms performance. Note that
for the hypervolume computation, the reference point is set to
the origin.
As an attempt to understand the impact of problem features
on both mBOA and NSGA-III performances, we conduct a
linear regression analysis on the correlation between the prob-
lem features presented in Table I and the estimated runtime
(ert).
TABLE I: Low-level and high-level features used in the study
low-level features
k Number of variable interactions
m Number of objective functions
high-level features
npo Number of Pareto optimal solutions [9]
hv Hypervolume value of a the Pareto set [9]
avgd Average distance between Pareto optimal solutions [20]
maxd Maximum distance between Pareto optimal solutions [20]
nconnec Number of connected components in the Pareto set [26]
lconnec Proportion of the largest connected component of the Pareto set [26]
kconnec Minimal Hamming distance to connect the Pareto set [26]
The cost model for the linear regression adopted in this
paper is formalized in equation 8.
ert = β0 + β1.v1 + β2.v2 + ...+ βp, vp + e (8)
The response variable (ert) is explained by p = 9 variables
corresponding to the selected problem features shown in Table
I. The response is log-transformed in order to better approach
linearity.
Figure 1 represents the scatter plots of multiple problem
features and the log-transformed ert for MOEDA and NSGA-
III, in addition to the regression lines.
To measure the accuracy of the linear regression model, the
following statistics are analyzed in the experiments [11]:
• The absolute correlation coefficient r measures the linear
association between the predicted and the actually ob-
served values (the Pearson correlation coefficient is used
here). Its absolute value ranges from 0 to 1. Values closer
to 1.0 mean better fittings.
• The mean absolute error MAE corresponds to the aver-
age value of the absolute difference between the values
predicted by the regression model and the values actually
observed (i.e. the residuals), therefore, the lower the
MAE, the better the regression model.
• The root mean-square error RMSE measures the square
root of the average squared difference between the values
predicted by the regression model and the values actually
observed. The lower the RMSE, the better the regression
model.
The corresponding regression model statistics are reported
in Table II. Aiming at approaching linearity, we also use a log-
log scale for the features m, k, npo, nconnect, and lconnect.
Note that the amount of bias in the set of results is negligible
according to the equivalent statistics obtained using 10-fold
cross validation.
Figure 1 shows that mBOA has a significantly lower esti-
mated runtime compared to NSGA-III. The average ert values
for mBOA and NSGA-III are respectively 5922 and 21498
with respective standard deviations of 5682 and 11696. The
statistics presented in Table II show that the feature that has the
most significant impact is the ruggedness. This can be clearly
seen in NSGA-III for which we obtained a high correlation of
0.85 between log(k) and log(ert).
On the other hand, most features seem to have a moderate
or low impact on the mBOAperformance. The correlation of
features and ert is bounded between 0.30 and 0.53, with
TABLE II: Statistics of the simple linear regression models.
Linear Regression - mBOA 10-fold cross validation
r MAE RMSE r MAE RMSE
none 0.00 0.68 0.82 0.00 0.68 0.82
log(lconnec) 0.30 0.65 0.78 0.30 0.65 0.79
hv 0.35 0.62 0.77 0.30 0.64 0.79
log(nconnec) 0.40 0.61 0.75 0.40 0.62 0.76
kconnec 0.41 0.60 0.75 0.40 0.60 0.75
maxd 0.48 0.68 0.82 0.46 0.68 0.83
avgd 0.48 0.58 0.72 0.48 0.59 0.73
log(npo) 0.50 0.57 0.71 0.50 0.57 0.72
log(m) 0.52 0.56 0.70 0.53 0.56 0.71
log(k) 0.53 0.55 0.69 0.54 0.56 0.70
Linear Regression - NSGA-III 10-fold cross validation
r MAE RMSE r MAE RMSE
none 0.00 0.48 0.58 0.00 0.49 0.58
log(lconnec) 0.12 0.48 0.57 0.12 0.45 0.57
hv 0.21 0.48 0.57 0.22 0.48 0.58
log(nconnec) 0.25 0.48 0.56 0.24 0.48 0.56
kconnec 0.33 0.46 0.55 0.32 0.47 0.56
maxd 0.40 0.48 0.58 0.40 0.48 0.59
log(npo) 0.40 0.46 0.53 0.41 0.47 0.53
log(m) 0.43 0.45 0.52 0.44 0.45 0.53
avgd 0.57 0.38 0.48 0.56 0.39 0.48
log(k) 0.85 0.25 0.31 0.86 0.25 0.31
the low-level features k and m being those with the highest
impact.
Given the above-mentioned remarks, it is hard to use a linear
regression model to predict an algorithm performance based
on the individual problem features. However, it is possible to
obtain reasonable precision of runtime prediction using the
ruggedness or the number of objectives. In fact, the MAE
values of mBOA for k and m are respectively 0.55 and 0.56,
which are slightly better than the precisions of the other
models. The fact that the RMSE values (0.70 and 0.69
respectively) are larger than the corresponding MAE values
suggests that there is error variation. However, the gap between
RMSE and MAE is not large enough, indicating that large
errors are unlikely to happen.
TABLE III: Statistics for the multiple linear regression models
using feature elimination
Multiple Linear Regression - mBOA 10-fold cross validation
r MAE RMSE r MAE RMSE
all 0.86 0.20 0.22 0.83 0.20 0.22
r maxd 0.87 0.20 0.22 0.84 0.21 0.22
r npo 0.87 0.21 0.22 0.84 0.21 0.23
r avgd 0.87 0.21 0.22 0.84 0.22 0.23
r kconnect 0.88 0.22 0.23 0.85 0.22 0.24
r log(lconnec) 0.88 0.22 0.23 0.86 0.23 0.24
r hv 0.89 0.22 0.23 0.86 0.23 0.24
r log(nconnec) 0.89 0.23 0.24 0.87 0.23 0.25
r log(m) 0.39 0.51 0.69 0.38 0.53 0.72
r log(k) 0.00 0.55 0.70 0.00 0.57 0.72
Multiple Linear Regression - NSGA-III 10-fold cross validation
r MAE RMSE r MAE RMSE
all 0.95 0.14 0.17 0.92 0.14 0.17
r maxd 0.95 0.14 0.17 0.92 0.14 0.17
r log(nconnec) 0.95 0.14 0.18 0.92 0.14 0.18
r log(lconnec) 0.95 0.14 0.18 0.92 0.14 0.18
r kconnect 0.95 0.14 0.18 0.92 0.14 0.18
r avgd 0.95 0.14 0.18 0.92 0.14 0.18
r hv 0.95 0.14 0.18 0.92 0.14 0.18
r log(npo) 0.95 0.14 0.18 0.92 0.14 0.18
r log(m) 0.43 0.45 0.52 0.42 0.46 0.53
r log(k) 0.00 0.48 0.58 0.00 0.49 0.59
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Fig. 1: Scatter plots and regression lines for each feature vs. log(ert).
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Fig. 2: log(ert) vs. fitted values for the model with joint
features k and m for a) mBOA and b) NSGA-III.
As the linear model for mBOA does not provide a precise
runtime prediction given the individual features, we decided
to take our work a step forward by studying the impact of
combined problem features using a multiple linear model. To
do so, we start by considering the impact of all the problem
features on the algorithms ert. Since some features may have
a negligible or noisy impact, they should be removed from the
model. Therefore, we proceed by eliminating the least impact
feature at each step, until no feature is left. This process is
summarized in Table III, and the corresponding scatter plots
are illustrated in Figure 2.
The models’ statistics presented in Table III show that using
combined features provides a significantly more precise model
for both algorithms — specially in mBOA’s case. In fact, the
multiple linear model provides a correlation coefficient of 0.89
instead of the ruggedness-based model, which has a correlation
coefficient of 0.53 for mBOA. We can clearly see that the most
influencing features are k and m. Indeed, by using only these
two feature the runtime of mBOA can be estimated with a
relatively small error (MAE = 0.23 and RMSE = 0.24).
Interestingly, when removing some features using backward
elimination, the correlation coefficient increases. Indeed, the
correlation coefficient starts with 0.86 when using all the
features, and increases to 0.89 after eliminating 6 features (the
first 6 lines in Table III). Although the impact seems too small,
it tells us that these features have a negative impact on the
efficiency of the model (acting like noisy features).
B. Probabilistic Analysis of Pareto Front
In the previous section we have analyzed the influence
of selected features into the estimated runtime for (1 + ǫ)
approximations. However, the (1 + ǫ) approximation purely
might not reveal some important aspects of non-dominated
solutions of the Pareto front as convergence and distribution.
These aspects are investigated in this section by analyzing the
probabilistic information of the final PGM (BN structure and
parameters) for mBOA when the (1 + ǫ)−approximation is
found. We calculate the pmf P (y), defined in Equation 3, for
each solution in the Pareto set, based on the PGM learned at
the end of each execution of each landscape.
Afterwards, the mean of the pmf values along all executions
is obtained in order to calculate the marginal distribution
P (Z1 = z1, ..., ZM = zM ). Each non-dominated solution
is represented by a circle in its corresponding point in the
PF, which is proportional to the marginal probability P (Z1 =
z1, ..., ZM = zM ) [27]. Due to the space limitation, we
present, in Figure 3, the PF probability view of mBOA for
one specific landscape with K = 6. Since it is not practical
to visualize the Pareto front for more than two objectives, we
illustrate the ordered Euclidean distance (from the nearest to
the farthest) between each point from the Pareto front and the
ideal point 2 for 3, 5, and 8 objectives.
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Fig. 3: A probabilistic view for the Pareto front for 2 objectives
(top-left), the Euclidean distance between the ideal point
for 3 objectives (top-right), 5 objectives (bottom-left), and 8
objectives (bottom-right). k = 6 in all cases.
In the top-left plot in Figure 3, we can see that mBOA shows
higher probabilities to the solutions distributed along the entire
front. This is also observed in the top-right plot, however here,
some solutions nearby ideal and extreme points present high
probabilities.
In the bottom plots for 5 and 8 objectives, we note that
the solutions present similar probabilities, since there are few
large points plotted in the Pareto front.
The results show that, for smaller number of objectives,
solutions around Pareto front knee and extreme points are
better represented because they have higher probabilities of
occurence as depicted Figure 3. This does not happen for
5 and 8 objectives. These observations can be useful to
understand the convergence and diversity performance of a
given approach. In fact, the experiments we performed show
that examining the PGM structures according to the marginal
distribution of the corresponding objectives values from the
Pareto front can be very useful to analyze the performance of
mBOA and in the future we can use this information to guide
the search process through specific regions of the Pareto front
using the current state of the Bayesian Network.
2The ideal point is calculated as the maximum value of each objective.
V. CONCLUSION
In this paper we have analyzed a PGM-based
MOEDA named Multi-objective Bayesian Optimization
Algorithm (mBOA) in the context of multi and many
objective combinatorial optimization. The main issues
investigated in this paper concern a fitness landscape analysis
of general-purpose problem features and the analysis of the
final PGM structure obtained by mBOA.
We have extracted some features enumerating MNK-
landscape problem instances for 2, 3, 5 and 8 objectives.
We aimed to explore the correlation between the problem
features and the estimated runtime for mBOA in compar-
ison with NSGA-III, a state-of-the-art algorithm applied to
multi and many optimization. In addition, we have evaluated
mBOA through the analysis of the final achieved PGM in
order to explore one of the main advantages of using EDAs:
the possibility of scrutinizing its probabilistic model.
Based on experiments with the MNK instances addressed
in this paper, we can conclude that mBOA has a significantly
lower estimated runtime compared to NSGA-III, and as ex-
pected the feature that has the most significant impact on the
estimated runtime is the ruggedness. We observed nervetheless
that there are features with a negative impact on the efficiency
of the model (acting like noisy features).
Furthermore, examining the Pareto front according to a
probabilistic view based on the PGM structures, enables the
analysis of how the BN can guide the search through specific
regions of the Pareto front, being useful to understand the
convergence and diversity performance of a given approach.
In the future, other relevant features can be investigated,
as those associated with statistics of the probability distribu-
tion of points on the Pareto Front. The approaches will be
investigated considering more than eight objectives and other
problems. Additionally, another interesting research direction
is the application of other types of PGM that can learn and
explore dependencies between variables and objectives.
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