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I. INTRODUCTION 
In the development of the statistical theory of sample surveys, one of 
the main aims has been to improve the estimates that are obtained from 
the data. Sampling theory generally attempts to find unbiased estimators 
with minimum variance, and it is toward these two aspects that im­
provements have beetL directed. For most situations, unbiased estimators 
exist, and hence the search of the theoretical statisticians has been 
directed toward estimators which contain more information £9 J and 
which are also unbiased. 
One unfortunate aspect that the worker involved in survey methodology 
faces is the great masses of data which must be analyzed in most studies. 
This has resulted in a propensity to ignore theoretical developments in 
favor of the simple computations of the more elementary estimators. 
The advent of high-speed computing machines promises to alleviate this 
situation to a great extent. However, simplicity of computation is at this 
time still a boundary within, which the statistician concerned with the 
theoretical aspects of sample surveys must stay in order that his results 
be at all usable. This consideration, has been a bound on the development 
of this work also. 
One method which has been used quite extensively to create esti­
mators with more advantageous variances is the utilization of auxiliary 
information. This, along with optimum allocation, multistage sampling 
and choice of sampling unit seem to be the most important of the pro­
cedures for improving the precision of estimates. 
This supplementary information is information additional to the var-
iafce under consideration, some aspects of which may be derived from 
sources other than the sample itself. It may be either qualitative or 
quantitative ; it may, for example, be allocation of the units to the strata 
with strata proportions in the population known. For example, suppose 
that the variate under consideration in a sample survey is the number of 
dairy cattle (y) per farm and that at the time of the survey the number of 
acres (x) per farm that are used for grazing is also obtained. In this il­
lustration, it may then be known from census data that the total number 
of grazing acres in the geographical area (county, say) is X and that the 
mean per farm is X. Hence analytically it can be regarded that a random 
sample of n pairs (y. x.) have been selected from a population of size N 
and that the population mean (X) and total X of the concomitant variate 
are known. The problem now is to estimate the population mean Y 
relative to the assumption that Xis known exactly. 
Two general classes of estimators exist which are designed to utilize 
this supplementary information, these being the ratio estimators and 
regression estimators. Both estimators result in a comparison of the 
over-all variation in the y characteristic to a residual variation about 
the linear relationship of y and x. The ratio estimator requires that the 
relationship between y and x pass through the origin; the regression esti­
mator does not require this assumption. Perhaps the most common ratio 
estimator of the mean is *y = X where y and x are the sample means. 
x 
This estimator contains a technical bias but is consistent. In general 
so that the bias in y is cov (^ , x ) which is of the order — . For an exact-
x 
ly unbiased estimator see Hartley and Ross f  8  J .  
In the regression method also, the change in y per unit of x is esti­
mated from the sample and this is used to adjust the sample mean as an 
estimate of the population mean. The commonly used regression esti­
mator requires the hypothesis of a linear model and this is an essential 
assumption to it. Usually also, the population is taken to be infinite in 
size. This, however, is not essential but merely a convenience for the 
results could be obtained for finite populations with a resultant increase 
in the algebraic manipulations. 
The assumed linear model is 
y. = A + Bx. + e. (2) 
where the xIs are unspecified and are observable without error. Also 
e^, x^ are assumed to be independent (notice that x fixed is a special 
case of this), and X is again assumed to be known. Furthermore 
E/xe.=0 (3) 
and 
E/Xef =°"2 (4) 
where E/x denotes the expectation for a fixed x. The estimated regres­
sion line is then taken to be the least squares line of best fit which is 
in fact 
yi=y + b(xi-x) (5) 
where 
b = 
2 (y. - y)(x, - x) 
i=l 1 
S (x - x)2 
1=1 1 
(6 )  
To obtain an estimate of the mean Y, this line is then evaluated at 
the point X giving y^ as the desired regression estimate. 
yb =y + b(X - x ) 
Furthermore, it is well known that 
(7) 
V(y, ) -o2) -+ E (X- x)2 
2 (x -x)2 
i=l 1 
(8) 
where E denotes the expectation over the joint distribution of the n irt-
x * 
dependent x.. The estimator y^ is conditionally unbiased as well as 
generally unbiased. An unbiased estimate of (8) is 
v(yb) = s2 ( 
n + n 
(X-x)2 (9) 
S(x.-x)2 
i=l 1 
where 
s2 = 
n-2 j 2 (y.-y)2 [i=l 1 
 - b S(x -x)2^. 
1=1 1 
(10) 
Although the regression estimator is frequently more precise, it is 
also computationally more involved. Data sometimes can be arranged 
in a form which may reasonably be expected to pass through the origin. 
It is again pointed out that both the ratio and regression estimators 
require that X be known exactly, and although both types of estimators 
can be adapted to double sampling this type of sampling is not considered 
now. 
5 
If the paired observations (y. x^) follow the linear model (2) then y^ 
has expectation Y. Jh sample surveys, it is frequently very unrealistic 
to assume that such a model is satisfied by the data and in such an event 
y^ will generally be biased. 
Ey^ = Y + X Eb - Ebx 
= Y - Covfbx) (11) 
where Cov(xb) refers to the joint distribution of x and b in random 
samples of size n. This bias of -Cov(bx) is such that 
_ 2 _ 
Cov(b,x) < v(x) V(b) 
1 -
which is of the order — • Hence y^ is consistent, and the value of the 
unbiased estimators presented in this thesis will be for the medium size 
n range. These unbiased estimators are generalized to the case of p 
auxiliary variates, and certain efficiencies and variances are obtained. 
Recently some research on unbiased ratio estimators and variances 
C 7 J £8 J has been published and the problem of this thesis is to con­
sider the unbiased regression estimators. 
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H. REVIEW OF THE LITERATURE 
The problem of fitting lines to data when both variables are subject 
to error recently has been treated by various writers. See, for example, 
Gurland £ 6 J and Wold /* 19 J. 3h the case of a linear functional re­
lationship between two variables X and Y hidden by errors, maximum 
likelihood estimation can be utilized but a complete solution requires 
certain assumptions about the errors in the variables. A fair amount 
of discussion has appeared in the literature regarding this and various 
other problems involved in regression analysis. Most of the writing, 
however, postulates the existence of a linear model and does in fact 
lean heavily upon this assumption. The bias due to nonlinearity has 
had little said about it particularly in connection with the problem of 
estimation in analytical sample surveys. 
In this connection, however, Mickey 13 _7 has forwarded a useful 
idea for unbiased estimation in sample surveys which holds regardless 
of the form of the relationship between the variate s under consideration. 
Analytically, he considers a finite population of N elements represented 
by the tuples (y. x^} i = 1, 2 . . . . N where Y and X are the population 
means of the N y/s and x/s respectively. He notes that y - a(x - X) 
is an unbiased estimator of Y for all choices of th:; constant a where 
y and x are the sample means of a random selection of n tuples drawn 
without replacement from the complete population of N tuples. Mickey 
modifies this simple idea so that the coefficient can be taken to be a 
function of the observations while the estimator remains unbiased. To 
do this he considers the sample as an ordered set of elements and points 
out that for any choice of the first a sample elements the n - a remain­
ing sample elements constitute a random sample from the finite popu­
lation of N - a elements. This method can then be used to construct 
various unbiased estimators of Y. For now it can be seen that 
, ( ny - ay (a) , , |nx - ax(a) NX - ax(a)j( 
a j n - CL a n - a N - a Jj (1) 
_ NY - ay(a) 
N - a . 
where denotes the ordered set of observations on the first a sample 
elements, and the order is, say, the order in which the sample is 
drawn. Hence a(zj is a function of the first a sample elements and 
y(a) and x(a) are the sample means of the first a sample observations. 
denotes the conditional expectation with respect to the first sample 
elements. 
Now by a simple rearrangement of Equation (1) it is seen that 
Ea t(a) = Y (2) 
where 
t(a)= -^_^y-a(za)|P-x]| (3) 
- ~ 
a(za} E*(a) " *]} • 
It is an obvious corollary of this that t(a) is an unconditionally unbiased 
estimate of Y. One can further now consider the estimator t*(a), the 
average value of the set of t(a) values computed for each permutation of 
sample elements but this is not necessary for the results of this thesis. 
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Now it is possible by different choices of the form of the a(za) coef­
ficients to generate many different types of estimators,, and several of 
these are actually considered by Mickey. For this thesis the main interest 
is centered around two choices of the a(zQ), one of which Mickey mentioned 
and one of which he did not. The one which is suggested in his paper is 
a 
2  y . £ x . - x ( a ) J  
a(za) = =b(a) (4) 
2 /fx - x(a) J 
i=l 1 
which is the form of the least squares estimate of a regression coefficient 
computed on the conditional group of the first a elements. 
Hence 
t(o-) = C y  - b(a)(x - X)7 -^T * " bta) ^ a) - Xjj 
(5) 
and in this form t(a) has the form of a regression estimator in the sense 
that a linear translation of the x variate leaves the estimator unchanged, 
and a linear translation of the y variate by a constant changes the estimate 
by that constant. 
Also of interest is a method of variance estimation. Let t(a, n) 
denote t(a) with the n being included to specify the size of the sample on 
which the estimate is based. Then if 0 < < a.^ < • • - • < =n 
the estimators t(â^ a^), t(a^ u^),.... t(a^n) are mutually uncorrelated 
and are unbiased estimators of Y. So 
1 k 
t = E .2, a i+i> (6) 
\ 
is an unbiased estimator of Y and an unbiased estimate of the variance 
of t can be obtained by the sum of squares of deviations from the t mean. 
The next concept of interest is one which was introduced by Wald £*16 J  
and later discussed by Nair and Shrivastava £ 15 J, Nair and Banerjee 
C14 J, Bartlett C1 1 and very recently by Gibson and Jowett £4 J /75 J. 
Wald*s original suggestion concerned a simple method of curve fitting. 
For example, to fit a straight line to a set of points y. x. in the two 
dimensional plane, Wald suggested the following method: Split the sample 
into two halves on the basis of the x values by arranging the x*s in 
ascending order, and taking the observations in the lower half as one 
group and the observations in the upper half as the second group. The 
estimate of the slope of the linear relationship is then obtained by taking 
the ratio of the differences of the means of the two extreme groups. 
Later Nair and Shrivastava Z* 15 J  and then Bartlett L  11  independently 
showed that it was not optimum to split the sample into two groups but 
that a higher efficiency could be obtained by a split into three groups and 
then estimating the regression slope via the means of the two extreme 
groups. 
More specifically the method was to divide the sample into three 
groups, an upper, lower and medium group, on the basis of the x values. 
Then if y^ x^ x^ denote the means of the upper and lower groups, for 
y and x respectively, take 
. - r v i !  
X3 ~ X1 
as the estimate of the regression slope. Nair and Shrivastava suggest 
that the two extreme groups be used for location, also but Bartlett points 
10 
out that it is more advantageous to use the point (y x ). Hence Bartlett 
recommends the simply fitted line 
y3 - Y i 
yi = y + =—— (x. - x ) . (8) 
x3 ~ X1 
He also considered the efficiency of this estimator of the regression 
slope in the special case that the least squares method is applicable. 
Bartlett shows, in fact, that the efficiency of this group average estimator 
relative to the least squares estimator is always greater than eight-
n i n t h s .  T h i s  r e s u l t  w a s  a l s o  o b t a i n e d  b y  N a i r  a n d  S h r i v a s t a v a  C 1 5  J .  
Both papers assume equally spaced x variates. 
Gibson and Jowett C$ 1 have recently developed this method 
and have discussed certain properties of it. In particular, they point 
out two graphical methods of obtaining an estimate of the residual error. 
They also consider the optimum selection of numbers in each group for 
various x distributions and derive optimum proportions for several dis­
tributions. For an x normal distribution, the numbers in each group 
should be in the proportion of 1:2:1. This distribution of the points to 
each of the three groups is not, however, very critical. 
InL the second of their two papers, Gibson and Jowett extend some of 
their investigations to the case of regression on two independent variates. 
They illustrate a graphical method for measuring residual scatter and 
obtain estimates of variances. These variances are derived on the 
assumption of a linear model. 
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HI. A SIMPLIFIED UNBIASED REGRESSION ESTIMATOR 
A. A Single Auxiliary Variate 
Intuitively one might suspect that since the estimator t(a) of the 
previous section does not use the entire set of data in the coefficient 
computations that more efficient unbiased estimators might be found, j 
Also the estimators of the form t(a) can be rather tedious to compute 
which is not consistent with the general policy discussed in Section l{of 
keeping the estimator computationally simple. It was these two con­
siderations which led to the development of the following estimators j 1 
j; 
which utilize the data more fully and also reduce the computational ! 
labor. : 'I 
First consider the sample as being split into two groups of equal size 
* II 
and that n is even. This division does not give two random samples 
because the split exhausts the sample causing a correlation between the r 
first and second groups. Then recall that the estimator (1) is an unbiased 
estimator of the population mean Y . \ 
t(o-) = Z"y-b(a)(x - X) J - [ y(a)-b(a)(x(a)- X)7 (1}^ 
• ! 
where the coefficients b(a) are again, taken to be of the form of the well-
known least squares estimator of a regression slope; i. e. 
a _ _ 
2 (yt - y(a-) ) (xt - x(a) ) 
b(a) = -1"1 a (2) 
2 (x - x(a) )2 
i=l 1 
• j: 
* 
In all the discussion which follows, n is assumed to be a multiple of 
the number of groups under discussion. 
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computed from the conditionally fixed set of a observations only. 
The choice of the form of the conditional coefficients, as has been 
pointed out previously, is completely optional as far as the uribiased-
ness property of t(a) is coiicerned. In order that t(a) be a regression 
type estimator, in the sense that a translation of the x variate leaves 
t(a) unchanged and a translation of the y variate by a constant changes 
the estimate by that constant, it is sufficient that the choice of the coef­
ficient be invariant with respect to both an x and y translation. This is 
evident from the form of t(a). 
It might appear that the choice of the coefficients in the least squares 
form is largely subjective and from this approach might be considered 
to be intuitive. It will be seen later, however, that this selection has 
certain optimum properties. 
The next step is to compute the estimator by using the first half of 
the sample as the conditional group. Denote this estimator t^(^). Then 
reverse the roles of the two groups and compute Equation 1 consider­
ing the second group as the conditional group. Let this be The 
subscript number specifies which group is being used conditionally. Then 
(x-x£7 - (3) 
for i = 1, 2. 
Usually the number of conditional groups being discussed in any parti­
cular case is clear, and it is possible to drop the functional notation 
without causing ambiguity or confusion. Then 
tt(5> = G  -  - 5) 7 - b,c, - x)7 i=i,2. (4) 
13 
Next take the average of these two estimators as the estimator of Y. 
Let this average be where the subscript 2 refers to the number of 
conditional splits of the sample. This estimator is, of course, an un­
conditionally unbiased estimator of Y since both t^ and t^ are uncondi­
tionally unbiased. Then 
t +t 
T2 = -IT" 
=  ( x - % )  J  
-C y  + x j  
and letting 
bl ~ b2 Ab = ^ (6) 
_ x - x2 
Ax = —L (7) 
V^2 b = 2 (8) 
it can be easily shown that reduces to 
T2 = y + b(X - x) + Ab . Ax (9) 
which is a simple unbiased estimator of the population mean Y regard­
less of the form of the relationship between the y and x variates and also 
for all populations whether considered to be finite or infinite. A simple 
illustration of is presented in the next section. 
A generalization can be obtained by considering the sample as being 
split into three groups of equal size. * Each of these three groups is, in 
3 
It is analytically possible to consider groups of unequal size but the 
estimators do not retain their simplicity. 
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turn, taken to be the conditional group. This gives the three estimators 
*"1^t^(^) and £3(^)1 and as before these three estimators are averaged 
giving an unbiased estimator of Y which is more efficient than the esti­
mator y) i = 1, 2, 3 alone. 
Yj) = ry+b.(X-5)7 -^.^2:/"7i-b.(xi-X}J (10) 
i = l, 2, 3. 
and it is easily shown that 
tl(l} + t2(l) + t3{T} T3 = -Lf (H) 
can be reduced to 
3 
2 
i<j 
where 
T3 = y + b (X- x) + Ab.. Ax.. (12) 
b, + b? + b, 
b = 3 ± 
and 
b. - b. x. - x. 
Aby = -J-; , A£y = -V~J * 
A further generalization is obtained by considering the sample as 
being split into k mutually exclusive and exhaustive groups and then 
considering each in turn as the conditional group. This gives k estimators 
of the form t.(^ ) i = 1, 2, k where 
fci(£} /~y+ b.(X- x)J - - b.(x. - X)J (13) 
15 
And, as before, these k estimators are averaged to obtain the unbiased 
estimator 
P .  M l '  
Tk = Of T (14) 
which reduces to 
, ,T k b. - b. Sc. - x. 
Tk = y + b(x- x) +F=T xk J . \ 3 (15) 
where Ï , 
b = 
giving the general estimator for a conditional split into k groups. 
. B. A Simple Illustration of the Estimator 
To illustrate this estimator, a small population of N = 5 is taken, and 
all possible samples of size n = 4 are drawn and the possible values of 
T? and y are computed. 
^ D 
The population is the set of five pairs P. = (y^ x.) 
=(1,3) P2 =(2,5) P3 =(3,6) P4=(5,9) P§=(9, 12). 
Then Y =4 and X = 7. 
Since samples of size n = 4 are being considered, the conditional 
grouping will be into groups of size 2. The estimators are 
T2 = y + b (X - x ) + Ab Ax (l) 
16 
from the previous section and the well-known least squares estimator 
yb = y + b(x - x ) (2) 
n 
2 (x. - x)(y. - y) 
» =4;x • 
2 (x. - x }2 
i=l 1 
There are five possible samples of n = 4 that can be drawn from this 
population, and in each sample of four there are six possible ways of 
dividing the sample into a first and second conditional group. The 
samples are indicated in Table 1, and the possible splits of each sample 
are given in Tables 2 to 6 inclusive. 
Since the pattern of splits is symmetric there will be for each t^, a 
t^ such that the two are computationally equivalent. Thus in this example 
there are only three computationally different T^ estimates. 
Table 1. All possible samples of size 4 
Pair 
Sample Sample means 
number 
P1 P2 P3 P4 P5 y X 
1 X X X X o 11 T 
23 
1~ 
2 X X X o X 15 T  
26 
T™ 
3 X X o X X 17 T  
29 
~3~ 
4 X o X X X 18 T 
30 
T  
5 o X X X X 19 "27 
32 
~zr 
17 
Table 2. Possible conditional splits of Sample Number 1 
Split number First group Second group 
1 P1 P2 P3 P4 
ii Pjl P3 P2 P4 
iii Pi P4 P2 P3 
iv P^ P^ P^ P^ 
P2 P4 Pi P3 
vi P3 P4 P1 P2 
Table 3. Possible conditional splits of Sample Number 2 
Split number First group Second group 
ii 
111 
iv 
vi 
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Table 4. Possible conditional splits of Sample Number 3 
Split number First group Second group 
1 P1 P2 P4 P5 
ii Px P4 P2 P5 
iii Px P5 P2 P4 
iv P2 P^ P^ Pg 
P2 P5 P1 P4 
vi P4 P5 Px P2 
Table 5. Possible conditional splits of Sample Number 4 
Split number First group Second group 
ii 
m 
iv 
vi 
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Table 6. Possible conditional splits of Sample Number 5 
Split number First group Second group 
i P2 P3 P4 P5 
ii P2 P4 P3 P5 
iii P2 P5 P3 P4 
iv P3 P4 P2 P5 
V P3 P5 P2 P4 
vi P4 P5 P2 P3 
The computed values of T^ for the five possible samples and the six 
possible splits of each of the samples are presented in Table 7. This 
table illustrates the symmetric property already pointed out. 
The mean of the array of Table 7 is 4. 00 = Y giving an empirical 
verification of the unbiasedness of T^. This table also points up the fact 
that tj(a) and t^o.) are unbiased because both the first three and the last 
three columns of Table 7 average to 4.00 = Y. That is,the average of 
all possible conditional estimators t(a) is unbiased. 
The computed values of the least squares estimator y^ given in 
Equation (2) are given in Table 8. From this table it is seen that y^ has 
a bias in this illustration of 0. 0770. This is considerably smaller than 
the bias form being of order ^ would indicate, the reason for this is 
that the population pairs of this example are close to linearity. A more 
pronounced bias is illustrated in an example presented in Appendix A. 
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Table 7. Values of T^ 
Split 
number 
Sample 
number i ii iii iv V vi 
1 3.5083 3.6458 3. 7833 3. 7833 3.6458 3.5083 
2 4.2500 4.2333 4.2111 4.2111 4. 2333 4. 2500 
3 4.2917 4. 0833 4. 0486 4. 0486 4. 0833 4. 2917 
4 4.2000 4. 1333 4.1111 4.1111 4.1333 4.2000 
5 3.6666 .3.9000 3.9334 3.9334 3. 9000 3.6666 
Table 8. Values of for all possible sample s 
Sample number Value of 
1 3.6000 
2 4.2111 
3 A. 03:08 
4 4.0667 
5 3.7833 
Sum 19.6919 
ïn. fact, even in the present example, if Pg*£s changed from (9,12) to 
(4, 12) and all the other pairs remain the same, the bias increases to 
0.1062. In both these examples, there is a negative correlation between 
b and x , and hence the bias is positive. 
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C. The Case of p Auxiliary Variates 
The finite population, of N elements is now represented "by the set of 
ordered(p + 1) tuplets (y^, x.^, x^ . . . ,  x  . )  j  =  1 ,  2 . . .  N  a n d  a s  b e f o r e  
Y = 
N J 
N 
2 y. 
3=1 
1 N 
Xi = N * -S. xij 
J=1 
(1) 
x • 1, 2* • • • p 
A sample of n of these tuples is then drawn without replacement from 
the complete population of N tuples. The population x means, the X-, are 
again considered to be known and are utilized in the estimator. First 
consider the split into two conditional groups. The observations and the 
split can be characterized in array form as follows: 
>1 
'n 
1  
r+1 
"11 
X 
1,7+1 
"In 
xil 
x 
.n 
x2 
x 
i, 2+1 
x. 
m 
P > T  
x pn 
where Y^, Xp Y^, X^ are ^ x 1, ^xp, ^ x 1, ^ xp matrices. 
(2) 
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Now the extension of the estimator tv(a) which was used in Section JH 
is 
v(a) - Sr • y " biv(a)Xi ~ 
biv(a) ^xiv(ct) - ^ i*7) 
(3) 
N-n 
N * 
These coefficients may be of any chosen form as in the single variate 
case, and also as before if these coefficients are invariant with respect 
to linear translations of the y and x variates t^(a) falls into the generally 
defined class of regression estimators. 
At present these coefficients are taken to be of the form of the 
least squares estimators of regression coefficients in a p variate linear 
hypothesis. See for example Kempthorne /* 9 2. In matrix notation 
bv = (x; xv>-1 x; yv v = i,z (4) 
where b(, = (b^, b^, bpvJ. 
A serious disadvantage of this method is that in the case of two 
groups it requires the inversion of two pxp matrices. This becomes 
more serious as the number of concomitant variables gets larger. 
Again the average of t^(^) and is considered, 
^(7) + *-2^*2^ 
T2 = 2 (5) 
which reduces to 
P 7 "f" p 
T 2  = y  +  2 11 ^ (X - X ) (6) 
i = l  ù  1 1  
j. N-n J bil " bi2 xil ~ xi2 
N .. 2 2 i=l 
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TMs estimator is an unbiased multiple regression estimator in the sense 
that linear translations of the x variates leave the estimate of Y un­
changed, and translations of the y variates by a constant translate the 
estimate of Y by this constant. 
The next and final generalization of this method of estimation is to 
consider a split of the n(p + 1) tuples into k conditional groups. Then 
, ,n. 1 kN-n \ — 
tv(E) ~E=T IT 7 + iïl biv(XjL " ~  ^SrfYv "  ^biv(xiv " Xi}] 
and 
v = 1, 2.... k (7) 
T„ . M1 
which reduces to 
p  ,  , T  p k b . - b .  X  . - x  .  
Tk =? + S Er(Xr-xr, Ï I "Tr1 • ~~(9) 
r=l r=l i<j 
where ^ 
br = for r = 1, 2 p . 
Hence Equation 9 is the completely general estimator for p concomitant 
x variates and subdivision into k conditional groups. It is easily verified 
that the previous cases are obtainable as special cases. 
The coefficients are of the least squares form computed on each of the 
k conditional groups. 
VQ> = <Xv Xv)-1 Xv Yv v = 1, 2. ... k . (10) 
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Hence to use this method requires the inversion ofkpxp matrices which 
in all but the simplest cases will preclude use of this form of the coef­
ficients. 
D. An Independent Derivation of the Estimator T^ 
The regression type estimators under discussion in this thesis were 
originally developed in the manner presented in Subsection A of Section 
Ht. It is interesting to consider a completely independent derivation of 
these estimators. This new approach, in fact, derives the estimators 
in a completely basic manner. This development also illustrates that 
the choice of conditional coefficients in the least squares form probably 
has some optimum properties associated with it. 
Now as was discussed in Section I the common regression estimator 
uses the assumption of a linear model and a very large population. This 
model was in fact 
yt = A + Bxi + e. (1) 
where 
E/x ei = 0 (2) 
E/x e? (3) 
and E/x denotes expectation for a fixed x. The x*s are unspecified, are 
observable without error and are uncorrelated with the residual errors. 
The least squares line of best fit is 
yi = y + b(x. - x ) (4) 
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where 2 (y,. - y)<x. - x) 
b = iîL. (5) 
S (x. - x )2 
i=l 1 
This line is then evaluated at the point X to obtain y^ as a regression 
estimator of Y. 
yb = y + b(X - x ) (6} 
Now, as was stated previously, it is frequently unrealistic to assume 
that the data of a sample survey follows a linear model and if, in fact, 
the linear model assumption is not justified then y^ is generally biased. 
For 
E y^ = Y - Cov(bx) . (7) 
If an unbiased estimator of Cov(bx) could be formed, an unbiased re­
gression estimator of Y could then also be obtained. This estimator of 
Cov(bx) cannot be obtained from a single sample, and this suggests the 
following conditional approach. 
Imagine the sampling being done in two stages. The first stage is 
to select with equal probability one of the possible splits of the popula­
tion, which divide it into s mutually exclusive and exhaustive groups of 
size n/2. (The case of n/k, k = 2 is cons, dered first for simplicity). 
That is to say N - s ^ . One split or set of groups is the same as 
another if there is a one to one correspondence of the groups in the one 
set to those in the second set, the corresponding groups containing identi­
cal units. If the population is denoted Pp P2 P.... P^ then two ele­
ments are different if they differ by subscript, regardless of the 
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numerical value. Hence two elements are the same if i =j. It is obvious 
from this that if two sets are different then they have at least two differ­
ent groups. 
The second stage is to select randomly and without replacement two 
of the groups of size n/2 from the total number (s) of groups from that 
particular split of the population. 
Now consider the conditional distribution for a particular set of s 
groups. Then attached to each of these groups there are characteristics 
y., x-, b^ i = 1, 2. ... s where b. is the form of the least squares esti­
mator of a regression slope. Furthermore, for a random selection of 
two groups (from the given population split) the y. and 5c. characteristics 
give an unbiased estimate of Y and X. That is to say, they are condi­
tionally unbiased. The expectation of x. and y. is equal to X and Y for 
each one of the possible splits of the population into s groups. Also it 
is noted that 
1=1 
is an unbiased estimate of Cov(bx) where 
(8) 
(9) 
Hence if 
g = y + b (X - x) (10) 
then 
and 
E(g) = Y - Gov (b x ) 
7 i 2 
y + b (X- x) + (1 - J)J 2 (b. - b)(x. - x) (12) 
(11) 
27 
is a conditionally unbiased estimator of Y. Since this estimator is unbiased 
conditionally, it is a fortiori unbiased unconditionally. 
In addition, since s = ^ and 
i 2 b, - bp x, - x-
|S (bi - b)(x. - x) = -Lg (13) 
i=l 
the estimator of Equation 12 may be written as 
b, - b7 x, - x, 
y + b (X - x) + (1 - ^ ) ——2 • 2 . (14) 
Equation 14 is of course the previously derived unbiased estimator T2« 
Hence this unbiased estimator has been derived by a completely different 
approach. A detailed comparison of the method of generating pairs of 
samples of size ^ in this subsection and that of Subsection A is presented 
in Appendix D. 
This argument is easily extended to derive the estimator Tg. A two 
stage sampling scheme is again considered. This time the first stage is 
to split the population into s mutually exclusive and exhaustive groups 
of size n/3. Then N = s ^ . The definition of different splits is as in the 
previous case. The second stage now is to select randomly and without 
replacement three of the groups of size n/3 from that particular split of 
the population. 
Again considering the conditional distribution for a particular set of 
s groups, there is attached to each group the characteristics y%, x^ and 
b.. i = 1, 2, 3... s where b^ is the form of the least estimate of the regres­
sion coefficient. It is computed from the data on the ith group only. 
Again for each given set of groups the expectation of y. and x. for each 
of the three randomly selected groups is Y and X. That is, they are 
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conditionally unbiased. Also since 
3 
( 1 ~ s") 3" " "2  ^ i^ ~ )^(x  ^ ~ (15) 
i=l 
•is an unbiased estimator of Cov(x b) where 
b, + b7 + b, 
b = - i  1  1  (16) 
then 
3 
y + b  ( X  -  x )  +  ( 1  -  | )  1 .  1  2  ( b .  -  b ) ( x .  -  x )  ( 1 7 )  
i=l 
is a conditionally unbiased estimator of Y. It is then also unconditionally 
unbiased. 
3N Furthermore, since s = and 
, -, 3 , 3 b. - b. x. - x. 
4- y. S (b - b)(x. - X) = i 2 . Jy-J 
0 L i=l Kj 
the estimator (17) can be written in the form 
(18) 
, 3 b. - b. x. - x. 
y + b(X - x) + (1 - *) \ 2 \ J (19) 
i<j 
which is exactly the form of the estimator Tg. 
Finally this argument can be generalized to obtain the estimator T^. 
The two stage sampling is then described as follows: First randomly 
split the population into s mutually exclusive and exhaustive groups of 
size n/k. Then N = s . ^  . At the second stage randomly select k of the 
groups (from the selected split of the population) with equal probability 
and without replacement. Then these groups have the characteristics 
y^, x^ and b.. i = 1, 2.... s attached to them, and as before the expecta­
tion of x. and y. for the randomly selected k groups is X and Y. This is 
true for each one of the possible splits of the population into s groups of 
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size n/k. Furthermore 
(1 
- E ETl (bi " b)(xi ~ x) (20} i=l 
is an unbiased estimate of Gov (x b) where 
1 k b = i 2 b. (21) 
* i=l 1 
2 (y. - y.)(Xj - xt) 
b. = 2d: . (22) 
jSi " Xi^2 
Since X is known exactly, it can be pointed out that 
k k 
2 (b. - b)(x. - x) = 2 (b. - b)(x. -X) - (23) 
1=1 1 1 i=l 1 1 
So 
y + b(X - x) + (1 - —) ^ ^ O3^ - b)(x^ - x) (24) 
i=l 
is an unbiased estimator of Y. Now since s = — and by Appendix B the 
estimator (24) may be written as 
-, _T k b. - b. x. - x. 
y + (25> 
which is the estimator T^.. 
Hence the arguments of this subsection have derived the estimator T^ 
by a method which is completely independent of the preceding results and 
is of a basic nature. This approach is valid regardless of the form of 
the coefficients b^. A comparison of the technique of sampling used in 
this subsection and in Subsection A is presented in Appendix D. 
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IV. EFFICIENCY OF THE ESTIMATOR Tfc 
A. The Single Varia te Case 
To consider the question of the efficiency of the estimator T^, there 
must be a decision as to the standard of comparison. A natural standard 
to select is the estimator y^ when the assumption of a linear model is 
known to hold. It is known then that y^ possesses certain optimum 
properties. It should be pointed out, however, that this is not a "fair" 
comparison for if the assumption, of a linear model holds both y^ and T^ 
are unbiased. The main value of T^ is, of course, that it is unbiased 
in situations in which y^ is not unbiased. This property of unbiasedness 
is difficult to appraise objectively. 
The assumed linear model is 
y. = A + Bx. + e. (1) J x  11 
where the x's are unspecified and are observable without error. Also 
e- x. are assumed to be independent and ii 
E / X e t  =  0  ( 2 )  
E/xei = 
where E/ denotes the expectation for a fixed x. The estimator y^ of Y 
is then taken to be the evaluation of the least squares line of fit at the 
point X. Thus 
Yb = Y + b(X - x) . (3) 
The variance of y^ for a fixed set of xTs can be found in any textbook on 
the subject, see for example [ 3 J. It is in fact, for N large, 
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V(yb) = cr2)! + [X "X) ( • (4) 
l S (x -x)2 ) 
i=l 1 ' 
Now since is conditionally unbiased under the linear model assumption, 
the over-all variance of y^ for variable x's can be obtained by taking the 
expectation of the conditional variance over the x distribution. Thus the 
over-all variance of y^ is 
E V(Çb) = <r*f± + E ( (5) 
I X = <Xi ' 5,2 
where E denotes the expectation over the x distribution. 
x 
Now with the assumption of a linear model and a fixed x set the 
Markoff Theorem states that the parameters are estimated with minimum 
variance. This can be extended to the variable x case by the conditional 
approach of this section. 
Hence with the reservation of "fairness" it is interesting to examine 
how T-^ behaves in the situation that the linear model assumption is justi­
fied. It would be desirable that the efficiency of T^ not behave too badly 
when compared with optimum procedures. In fact it turns out that T^ 
has quite a favorable efficiency, even when the comparison is made in 
the 'domain1 of y^. 
For simplicity, the estimator T^ is considered first. Its form is 
t 2  =  i + b ( x - x ) +  . ! i i ! L  ( 6 )  
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b 1 + b 2  
b = 2 
and when N is large, "^T1 approaches unity and reduces to 
bl h2 T2 = y - -f(x2 - X) - -gf (xx - X } . (7) 
Now 
2- ( e. - ë-)(x - x ) 
b. = B + j=l J 1 J 1 i = 1,2 . (8) 
S .(x. - x.)2 
j=l" J 1 
where 2. denotes summation over the ith conditional group and hence for 
a fixed x set 
E/x b, = B 
1 
where E/". denotes the conditional expectation, for a fixed x set. 
i 
Furthermore 
y = A + Bx + ë" (9) 
= A + + ^x2 +ë 
and 
E/X.?=A+ |X1+ |X2 . (10' 
Thus Equations 7, 8 and 10 show that 
E/x T2 =A + B X = Y . (11) 
i 
Thus, with the linear model assumption T2 is conditionally unbiased. It 
is then also unconditionally unbiased. 
Hence the over-all variance of the estimator T2 can be obtained by 
taking the expectation of the variance which is obtained for a fixed set of 
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x*s. So 
V(T ) _ + g~2(x2 ~ x)2 + ~ X)2 (12) 2 n 
i=i i=r 
4 (x.-x^2 4 B2(xt -x2) 
since 
V(y) = ~ (13) 
and writing Equation 8 as 
Also 
b. = B + Be. (14) 
V(b) =V(B ) =— — i = l,2. (15) 
ei 2. (x.-x.)2 
j=l 
Gov (y , b.) = Gov (y, B ) 
2. y.1 S. e.(x.-x.) 
= Covjti_J , 0 i = l, 2. (16) 
and finally 
because 
Gov (b1, b_) = Gov (B , B ) =0 (17) 
c el e2 
E(e- e ) = 0. i j -
Next for the analytical purpose of obtaining an approximate efficiency 
it is assumed that the distribution of the x's is normal with variance cr^ . 
Then 
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r « T b , . ^ i  +  E i 2 L ^  u s ,  
= cr2 \ — + —7-—=ri Ç n > 3 
^n + n(n-3)^ 
n 
since (X - x)2 and 2 (x. - x)2 are independent and the expectation of the 
i=l 1 
reciprocal of chi square variate is equal to the reciprocal of the degrees 
of freedom minus two. Similarly 
= 
V<T2' +^Ef} n>6 • <19> 
And so 
E T(T2, - E V(Çb, = £ ^  --iyj = in^)(n.3) 
giving a proportional loss in efficiency of 
E V(T2) - E V(Çb) 
(20) 
xx n 
E V(yb) (n-6)(n-2) 
which is of the order 1/n. The relative efficiency of T^ is 
Eff (T2) = Jv(T2) = &T • 534- (22> 
x 
which is always less than one but approaches one as n gets larger. 
When the sample has been divided into three conditional groups, it will 
be recalled from Section IH that 
, AT _ 3 b. - b. x.-x. 
T3 = y + b(X - x) + ^ ^ 2 -Jy—^ . 3 3 (23) 
where b^ i = 1, 2, 3 is the form of the least squares estimator of a 
s 
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regression slope and F is the mean of the b^. 
In the case of N large, Tg reduces to 
1 3 T, = y - i S b (x - X ) . (24) 
d  b  i* j  1  J  
The variance of Tg is now obtained in a manner exactly analogous to the 
derivation of the variance of T^. Thus the conditional variance of Tg for 
a fixed set of xts is 
^ j 3 (Ï -X)2 
v(t3' - (*> 
j 
, 1 v 1 
v=1 
and since Tg is also unconditionally unbiased 
E V( t 3)  = ^[i+ I -5^-] *>9 .  (26) 
This approximate variance is again compared with the approximate var­
iance of y^. Then 
EV(T3) - E Vfrt) = ^ 2n(nUJH{_3) n > 9  ( 2 7 )  
and the proportional loss in efficiency 
E V(T ) - E V(y ) 
x  n + 9 { Z 8 )  
E V(Çb) " ^ Kn-V) ' ' 
x 
which is again of the order 1/n. 
The relative efficiency of T^ is easily shown to be 
E V(Ç.) 
eb(t3! • = ^ ^ (29> 
x 
which increases with increasing n to a limit of one. 
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Finally the general case of k conditional splits is considered. From 
Section HE 
-M- k b.-b. x. - x. 
I k = y t b | X - x ] t ^  S  V ' V  < 3 ° )  
and when n/N is small 
k 
1 k  . s . b i  
T k = y - T 3 K T 0 =.Vj+^E— x (31) 
- 1 k _ _ 
' 
Y 
' fc(k-l) yj bi<xj " x ' ' 
This agrees with Equation 7 and Equation 24 for the case of k = 2 and k = 3. 
Again,under the linear model assumptions presented earlier, it can 
be shown in a manner completely analogous to that used for T_, and Tg 
that 
Cov (y , b.) = Gov (b., b.) = 0 i4 j . (32) 
Also since y =A + Bx + e then 
k 
2 x. 
E y = A + B — 
for a fixed x set, it is seen that T^ is conditionally unbiased for a fixed 
x set. Hence in general the over -all approximate variance of T^ can be 
ob tained by taking expectation of the conditional variance of T^ over the 
x distribution. 
( i i k (x . - X)2 } 
V(Tk) =<t2{5+ 2 — ( (33) 
( k2(k-i)2 yj s.(xv - x.)2 j 
v=1 ' 
and using the assumption that the x distribution is normal with variance cr^_ 
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and this simplifies to 
E 
x 
Y
'
Tk' = + FT • n(n-3k) | 1>3 * <35> 
This Equation 35 checks with the previously derived cases of k = 2 and 
k = 3. 
Then 
x x 
E V(Tk) - E V(yb) (36) 
or2 3k2 - 6k + n 
n~ * (k-l)(n-3)(n-: 
and the proportional loss in efficiency is 
E V(Tk) - E V(Çb) 
_________ £> ? 
 3k) k 
3k2 - 6k + n 
(n-2)(k-l)(n-3k) (37) 
E V(yb) 
x 
The relative efficiency of T^ to yb under these conditions is then 
STT(?b) 
Eff(T,) = — = ^-| . 3 " M3+n)j-n n>3 _ (38) 
E V(T, ) 3k2 - k(4+n)+n 
x 
This form enables a derivation of an optimum number of conditional 
groups k for a fixed sample size n. For when regarded in this manner 
Equation 38 is of the form of a constant times a function of k. It is 
in fact of the general form 
38 
f(k) = 1 + (39) 
ak2 + bk + c 
So differentiating f(k) with, respect to k it can be shown easily that the 
condition f1 (k) = 0 implies 
a - ck 2 = 0 (40) 
which in the particular case of Equation 38 has the relevant rootV^ y . 
Hence it is seen that for fixed n the optimum number of conditional groups 
to be used in connection with the estimator T^. should be the closest 
integer to V' y • This optimum value of k = can also be obtained 
by a minimization of Equation 35. 
Table 9 shows some efficiencies computed for various size samples 
and various numbers of conditional groups. It shows that the optimum 
efficiency of T^ is obtained at k = • 
Table 9- Efficiency of T^ for various n and k 
n 
k 
15 25 50 75 100 
2 0. 886364 0. 945889 0. 976873 0. 985329 0.989261 
3 0. 866667 0.955844 0. 985232 0. 991358 0.993926 
4 0. 750000 0.948203 0. 986657 0. 992876 0.995230 
5 0.929293 0. 986060 0. 993197 0.995667 
6 0.892461 0. 984363 0. 992984 0.995738 
7 0.809384 0. 981780 0. 992447 0. 995606 
8 0.487879 0. 9782750 0. 991667 0.995342 
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The approximate efficiency of these estimators can also be obtained 
for certain situations in which the x distribution is non-normal. In 1931 
Le Roux Z"12 J studied the changes in the distribution of 
s2 = r- 2 (x.-x)2 (41) 
i=l 
as the distribution of the parent population changed. 
It is well known that when the distribution of the parent population 
is normal the distribution of s2 is a Pearson Type M curve. Le Roux set 
himself the task of finding other parent distributions for which the distri­
bution of s2 is approximately a Pearson Type HE. Now let 
2 
H-3 
Pi - — j  (42) 
v-z 
and 
H"4 P2 = -^ (43) 
^2 
where |xr denotes the moments about the mean of the parent population and 
B^ and B^ are defined similarly for the distribution of s2. Then |3^ may be 
considered as a measure of the skewness of the parent population and p2 
as a measure of kurtosis. Similar remarks hold for B^ and B^ with regard 
to the distribution of s2. If the parent population is normal (3^=0 and 
P2 =3' 
Le Roux points out that when the population is normal and s2 follows a 
Type m distribution, then the point (BpB^) representing the distribution 
of s2 for a particular size n in the Bp B^ plane tends to the "normalpoint" 
(0, 3) along the line 2B^ - 3B^ - 6 = 0 as n gets larger. Furthermore in the 
general case of non-normal parent distributions Le Roux points out that 
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the point (Bp B^) approaches the point (0, 3} but along a curved path which 
depends on the higher moments of- the parent population. Since there is in 
general an infinite number of such curves possible, Le Roux works only 
with parent populations of the Pearson type. Within this family Le Roux 
takes as an approximately Type IH distribution one which nearly satisfies 
t h e  r e l a t i o n s h i p  2 B g  -  3 B j  - 6 = 0 .  
Although the betas of the parent populations which give Type HE distribu­
tions of s2 cannot be determined exactly, they can be calculated to a very 
satisfactory degree of approximation. This was very painstakingly done 
by Le Roux, and he plotted his results in a |3p |3-, graph which illustrates 
the relationship that must (approximately) hold between |3^ and (3^ in order 
that the distribution of s2 be close to a Type HI distribution. The parent 
distributions which satisfy this requirement he denoted D(s2) HI. An 
abbreviation of one of Le Roux1 s tables is given in Table 10. 
Table 10. D(s2)m populations (based on samples of size 10) 
0.0 0. 2 0.4 0. 6 0.8 1.0 1.2 1.4 
B, 3.000 3.033 3.242 3.482 3.732 3.986 4.245 4.505 
A comparison of the plot that Le Roux made of the relationship between 
(3^ and (3^ f°r his D(s2)m distributions with a chart relating the type of 
Pearson curve to the values of ^ and (3^ shows that the D(s2)IH distribu­
tions fall in the Pearson Type I classification. More specifically, for 
certain choices of the parameters of a Pearson Type I distribution it may 
be J shaped or U shaped, but the D(s2)HJ relationship falls within the region 
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of bell-shaped type I distributions. These are of the form of the incomplete 
beta distribution. 
Hence the extension now to be undertaken for a consideration of the effi­
ciency of the estimator T^ is to generalize the x distribution from a normal 
distribution to the very empirically reasonable D(s2)IH distributions. 
So considering a random sample drawn from a parent population of 
the type D(s2)HI with the measurement of kurtosis being y2 *= P2 - 3 let 
an estimate s2 based on a degrees of freedom be denoted s2(y2). Then 
s2(0) is an estimate from a normal population. Le Roux1 s results state that 
to a very good approximation s2(y2) is distributed as s^a(0) where 
d
"
X  
= 
1 +  •  <*» 
This fact facilitates an examination of the unbiased regression estimators 
for x distributions of the type D(s2)m. 
The estimator T-> is still, of course, unbiased conditionally and hence 
the over-all variance of T2 can be obtained as before by taking the expecta­
tion of the conditional variance of T2 over the x distribution. This x dis­
tribution is now assumed to be a D(s2)HI distribution. 
Hence since s2(y2) is distributed approximately as s^a(0) where d is 
given in Equation 44, then it is true that 
E sa^r2* ^ E sdJ°^ = °x (45) 
and 
E — = E — = —52 (46) 
syo) 'da-2' 4 
da > 2 
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So when the x distribution is D(s2)m the expectation of the conditional 
variance of Equation 12, requires the evaluation of 
(x„ - X)2 
x 2 .{x. - x.)2 
i=lJ J 
j 3* j1 j» j1 = 1, 2 (47) 
where E denotes the expectation over the x distribution which is now 
x 
D(s2)in. Now 
E(x - X}2 = (48) 
x j 
regardless of the form of x distribution and since j ^ j* and E(e^ e^,) =0 
Equation 47 may be written as 
2ai i 
^  •  < « >  
i=lJ 1 J 
Furthermore, by the results of Le Roux Equation 49 is reduced to 
2c-2 d7 4d7 
x 2 2 
n 
^d2(J -1) - 2]oJ n(d2n - 2d2 - 4) 
d2(n-2) >4 
(50) 
where 
d2l * <51> 
Therefore 
2d? 
E V(T2, = j I + ^ _ 2dz _ 4) J (52) 
x Î 
and when y2 = 0, d-, = 1 and Equation 52 reduces to Equation 19 the pre­
viously derived variance under an x normal distribution. 
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Now the conditional variance of y^ is 
1 A (X - x)2 
V(7v) = cr2 ) ± + r - " V (53) 
2 (x. - x)2 
i=l 
and the over-all variance requires the evaluation of 
E ^ ' x )2 . (54) 
X 2 (x. - x)2 
i=l 1 
However, it is well known that the numerator and denominator are inde­
pendent only when the x distribution is normal and so Equation 54 cannot 
be directly written as the product of two expectations. In general 
E ( £ ) = E u E 1 + Gov (u, I ) (55) 
when u and v denote two random variables, and it can be shown (Appendix E) 
n 
that when u = (X - x)2 and v = 2 (x. - x)2 the covariance term is of lower 
1=1 1 
order in n than the product of the expectations and hence can be neglected. 
Hence Equation 54 equals 
(r^C d(n-l) - 2 7 
d(n-l)>.2 (56) 
where 
d"1 = i + 1 y2 
and the over-all. variance of y^ equals 
_d } . (57) 
nZ"d(n-l)-2_y j 
Equation 57 reduces to Equation 18 when y 2 = 0 and d = 1. So in the 
previous manner 
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a-2 f 2d2 
|d2n-2d2-' E V(T2) - E V(yb) = ^-|d^n.2dn.4 
x x 
which by Equations 44 and 51 equals 
n2 - 2y_ 
d(n-l)-2 
•i 
(58) 
(T2 (59) 
/n.z-6n-2(ri-2)y2-7 /n2-3n-(n-l) y2-7 
•s 
Furthermore, the over-all variance of y^, given by Equation 57, can by 
the substitution of y2 for d be written as 
g_2 n2-2n-(n-l) y2 
n2-3n-(n-l) y2 
and so the proportional loss in variance is given by Equation 61 
EV(T2) - EV<yb> n(n2 - 2y,) 
(60) 
x x 
/n2-6n-2(n-2) y_) J £*n2-2n-(n-l) y_ J 
(61) 
EV(yb) 
x 
Table 11 gives the efficiency of relative to y^ , 
E V(yb) 
EV(T2) 
x 
for various values of n and y2 = -2, -1 (platykurtic), y2 = 0 (mesokurtic) 
and y2 = I, 2 (leptokurtic ). 
Table II. Efficiency of T2 for x populations 
with different values of y2 
^2 
n 
-2 -1 0 I 2 
15 0. 925137 0. 908107 0. 886364 0. 855032 0. 806998 
25 0. 957641 0. 952174 0. 945889 0. 938183 0. 928577 
50 0. 979509 0. 978236 0. 976873 0. 975372 0. 973711 
75 0. 986462 0. 985908 0. 985329 0. 984711 0. 984051 
100 0. 989889 0. 989580 0. 989261 0. 988927 0. 988575 
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TMs table illustrates that for platykurtic x distributions the estimator 
T^ has a slight gain over the normally distributed situation (y^ = 0). For 
leptokurtic distributions there is a slight loss in efficiency. 
Next the estimator Tg is considered for x distributions which are of the 
type D(s2)HJ. Now from Equation 25 it can be seen that to obtain the over­
all variance of Tg it is necessary to evaluate 
(x - X)2 
E 2= i ^  j • (62) 
x (=v - xi>2 
v=1 
This may also be determined by the results of Le Roux, and is in fact 
equal to 
34 ^3 
IdgCg - 1) - 2^ or^ dg(n-3) >6 
(63) 
where 
Therefore 
a;1 = 1 + 7 y2 • <6*) 
r(T3' ? . ^ - 3 , - 6 1  1 (65) 
which reduces to Equation 25 when y^ = 0 and dg = 1 and taking the differ­
ence in previous cases 
E V(T ) - EV(Ç ) = T—^ -, ' — ) (66> 
x j x ( 2 C  d3(n-3) - 6 7 d(n-l) - Z y  
which in terms of y^ is given by 
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_2 n.2 + 9n + (3x1-15) y 
E  V ( T 3 )  -  E V ( y b )  =  Ç. 
^n2-9n-3(n-3) y^l [n2-3n-(n-l)y2_7 
Then the proportional loss in efficiency is given by 
EV(T3 - EV(yb) n /"n2 + 9n + (3n-15) y- ] 
E V(yb) 2.[n2-2n-(n-l)y2 J n2-9n-3(n-3) y^7 
- (67) 
(68) 
Table 12 illustrates the efficiency of Tg relative to yb for various 
values of n and y^. 
Table 12. Efficiency of T3 for x populations with 
different values of y2 
r2 
n -2 -1 0 1 2 
15 0.941370 0.914089 0.866667 0. 769667 0.488304 
25 0. 973206 0.965832 0.955844 0. 941789 0.920938 
50 0.988629 0.987054 0.985232 0. 983105 0.980604 
75 0.992761 0.992093 0.991358 0. 990546 0.989646 
100 0.994693 0.994323 0. 993926 0. 993498 0.993037 
Finally the case of k conditional splits is considered in conjunction 
with x distributions of the type D(s2)IEC. Now examination of the condition­
al variance of T-^, Equation 33, shows that evaluation of the over-all 
variance forces a reckoning with the term 
(x- - X)2 
J 
v=l 
i 4  j (69) 
by the methods of Le Roux. This gives in fact 
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where 
\ (70) 
fdk(£ -1) - 27 oj dk(u-k) > 2k 
i + i ^ ^2 -
Hence 
E V(Tv) = cr* ^ + A - —f • (72) 
k «k 
x Vifc' I11 531 n fd, (n-k) - 2kJ 
Furthermore 
î » " * > - ; < > - f s r r r u l  
(73) 
and this can be written in the alternate form of 
 ^ _2 n2+n(3k2-6k) + y - Z~k( 1 - 2n) + k2(n+l)-k^7 
EY(Tk) - EV(yb) = £ . — ; (74) 
x x /n2-3nk-k(n-k)y ^ 7 /n -3n-(n-l) y^ J 
which checks with Equations 58 and 66 for the values of k = 2 and k = 3. 
So the proportional reduction in variance is 
EV( Tk)-EV(y^) n/"n2+n(3k2-6k) + y ? Ck( 1 -2n)+k2(n+l ) -k^ ) J 
— = i . (75) 
EV(yb) (k-1) /fn2-3nk-k(n-k) y^7 Z?i2-2n-(n-l) y^ 7 
x 
Tables 13 and 14 illustrate the efficiency of the estimators Tg and Ty 
for x populations with different kurtosis. 
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Table 13. Efficiency of Tg for x populations with 
d i f fe ren t  va lues  of  y  ^  
^2 
-2 -1 0 1 2 
25 0.974156 0. 958017 0. 929293 0. 866920 0.646031 
50 0.992236 0. 989490 0. 986060 0. 981504 0.975312 
75 0.995569 0. 994478 0. 993197 0. 991679 0.989859 
100 0.996916 0. 996329 0. 995667 0. 994918 0.994066 
Table 14. Efficiency of T^ for x populations with 
different values of y^ 
r2 
- 2  - 1  
25 0. 962514 0. 924271 0.809384 
- -- - - -- -
50 0. 992218 0. 987930 0.981780 0. 972364 0. 956412 
75 0. 996094 0. 994475 0.992447 0. 989848 0. 986420 
100 0. 997457 0. 996608 0.995606 0. 994411 0. 992966 
49 
B. The Multivariate Case 
Now in Section III, Subsection C, the general form of the estimator 
T^ for p auxiliary variates and a split into k conditional groups was 
developed. The population in this multivariate case is characterized as 
a set of N p+1 tuples (y., x, ., x_., . .. .x .} j = 1, 2,.... N with 
J PJ 
N 
. j3 ^  
and 
% 
N 
N 
S x.. 
_ j=1 1J 
(1)* 
N i — 1 j 23 ... . p . 
The |j.^ are considered to be known exactly. 
Then a sample of n of the complete set of n p+1 tuples is drawn without 
replacement, and as before the conditional split of the population into two 
groups is represented by 
X11 xil xpl 
x 
Xi,|H 
.n 
i £ u  
n 
PJ  
pS+1 
(2) 
x In xin pn 
In the previous section the population x and y means were denoted by 
capital letters; in this section, however, it is convenient to use the capital 
letters in another manner. Hence, the change of notation indicated in 
Equation 1 will be made. 
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where Yp X^, Y^» X^ represent matrices of dimensions ^xl, ^xp, ^xl, 
^xp respectively. 
The multivariate estimator T^ is of the form 
(3) 
iZ xil " xi2 
T™ * 2 
where the first of the double subscripts indicates the auxiliary variate 
(or its associated coefficient) and the second subscript denotes the con­
ditional group. For example, b^, i = l,2, ....p, v =1,2 denotes the 
coefficient of the ith auxiliary variate computed from the elements of 
the vth conditional group. 
As in Section HE, these coefficients are taken to be of the form of the 
least squares estimators of the coefficient parameters in a p variate linear 
hypothesis. A detailed discussion of this may be found, for example, in 
Kempthorne C 9 J. Then the coefficients are 
where X1 denotes the transpose of the matrix X and (X* X ) denotes 
v v v v 
the inverse of the pxp matrix X^, Xy. Also bv denotes the pxl matrix 
such that 
-1 
v =1, 2 (4) 
-1 
bv =(blv> b2v- b3V V' (5) 
and 
(6) 
See, Kempthorne [ 9 J .  
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Now as in the single variate case there must be a decision as to the 
standard of comparison if a measure of efficiency is to be obtained. Also 
as in the single variate case, an estimator of the population mean can 
be obtained by evaluating the least squares plane of the best fit at the 
point (ijL-y- , ii-y. jjl„ ). More specifically, it is assumed that the 
X1 2 p 
observations follow the model given in Equation 7. 
y. = Bn + B1x1. -f B0x_. + .... + B x . + e. . (7) 3\ 0 1 li 2 Zi p pi i v 1 
The xIs are unspecified, are observable without error and are uncorrelated 
with the e's. Also 
and 
E/x e. = 0 (8) 
E/ e? = cr2 
x 1 
where E/ denotes the expectation for a fixed x observation x = (x ,x_... .x ). X L £ p 
Now the least squares plane of best fit to this model is 
7i = J + b1(xu - xx) + b2(x2. - x2) + .... + b (x - x } (9) 
where b^, b^.. ..b are obtained by the relation 
-1 
b = (X1 X) X1 Y (10) 
where b1 = (b^, ,b^) and 
4.1 x12 —'*• xlp ^ 
X = 
X21 x22 x2p 
\xk xn2 ••••-* xnp/ 
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where x!. = x.. - x. . 
ij ij i 
Thus 
X1 X = 
2xî 1 xî -J1 j2 
Sxj2 
^jp 
XjP 
S 
The parameter bQ is estimated by 
X =y - bi xi - b? x? r 2 2 (11) 
Hence to obtain an estimate of the population mean this plane is 
evaluated at the population point = (p.^. , , )"*" . This esti-
x 12 p 
ma tor is denoted y^ as was the estimator in the single variate case; how­
ever, no ambiguity will result. Thus 
yb = y + br(p-x - x) (12) 
where (p-X ~ X)1 = (F Xn - x 1' "X2' the -x-' 
"1 * """2 p 
and the variance of y^ for a fixed set of xIs is 
V(Çb) = ~ + (tix - x)1 (XI X)"1 (^lx - x) cr2 (13) 
since y and b- i = 1, 2,.... p are independent. 
Now under the assumption of a linear model y^ is conditionally unbiased, 
hence the over-all variance can be obtained by taking the expectation of 
the conditional variance. Thus the over-all variance of y^ is equal to 
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E V(Çb) = a2 + E(Fix - x)1 (X* X)"1 (ixx - x) ( (14) 
x ^ x ' 
where E denotes the expectation over the joint distribution of x = 
x 
( x j j  ^ 2 »  . . .  -  x p ) .  
Also, as in the case of a single variate, it is known that if the assump­
tion of the linear model is valid then y^ estimate with minimum 
variance in the class of linear estimators of 
Again it is pointed out that this comparison is not 'fair" to the new 
generally unbiased estimator. For when the linear model is applicable, 
both T-j^. and y are unbiased, and the main point of the estimator is 
lost. However, with this reservation it is interesting to study the be­
havior of this new unbiased regression estimator in the "realm of y^". 
A very nice property of these estimators would be that they have a 
favorable efficiency when compared with y^. 
So that an approximation to these efficiencies may be made, it is 
next assumed that x = (x^,.... >xp) follows a multivariate normal dis­
tribution with a pxp variance covariance matrix denoted by W = (wy)-
Now it is a result of multivariate analysis that, see Kendall fil J, if 
v = (vp v2> Vg) has a multivariate normal distribution with mean 
V =(V1, V2, Vq) then 
T z  - T  - 1 , -  ^  
M^l = M(v - V) S (v - V ) (15) 
follows a Ho telling1 s T2 distribution where 
(v - V)1 = (vx - vj,, v - V2, vq - Vq) 
Çm _  _  -J  
= I 2 (v& - v..) (vjk - Vj)> a qxq matrix, 
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v. i = 1, 2,. .. q is the sample mean and M is the sample size. Further-
T2 
more, it is also known that j has the distribution of 
z2 M-q 
where and ^ are independent chi square distributions with q and 
M-q degrees of freedom, respectively. Then of course 
X2 
E —3— = — . (16) 
ZM-q M'1-2 
So with this result and the assumption of a multivariate normal x 
distribution, it is seen that 
11  
^n-p 
and 
n(nx - x)1 (X1 X)"1 (nx-£)~~-S— (17) 
Et^-x)1 (X- X)'1 (nx-x) = (18) 
n > p + 2 
Therefore 
EV(;b) = o^i + n(n-p-2)] (»> 
n >p + 2 . 
When n/N is small, the estimator T^ os Equation 3 can be shown to 
reduce to 
T2 = y - 2_ -j- (xi2 H-x ) " p ~2~bcil " H-x ) (^0) 
i=l i i=I i 
and since T^ is unbiased for a fixed set of xrs its over-all variance may 
be obtained by taking the expectation of the conditional variance of T^. 
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Now since y is uncorrelated with each of the estimates of the regres­
sion coefficients and the b.^ for all i = 1, 2, . . . . p are uncorrelated with 
the bj2 for all j = 1, 2, .. .. p, the conditional variance of is obtained as 
V(T2) = ~ + ^(x2 - Kx)1^! Xi)_1(xi " F-x) ** (2D 
+ \ (*i - H-x)1^ X2)_1(x2 " ^ 
since 
where 
V(bv) = (35? Xv)_1 o*2 v = 1,2, (22) 
(xv ~ - (xlv " ^ X^ X2v " ^X2 * ,Xpv " ^X * 
v = 1, 2. 
Thus by again making use of the relations of Equations 15, 16 and 17, 
Equation 23 is obtained 
E(x2 - jt )* (X: X,)"1 (x2 - y. ) = -^2 (23) 
x 2 X 11 ^ X n(|- p - 2) 
Y >p + 2 . 
So 
E V ( T 2 ) = ^ [ i +  n(n\.4)| (24) 
which is easily seen to reduce to the analogous case for p = 1 of Section 
IV A. 
Then 
f-(T2, - EV(;b, = £ ^r-} (-) 
- <£_ p 
n (n-2p —4)(ti—p—2) 
and the proportional loss in efficiency is equal to 
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EV(T2) - EV(Çb) 
J5 î = EB (26) 
(n-2) (n-2p-4) EV(yb) 
x 
which is of the order 1/ru For fixed n this loss increases as p increases. 
In this formula p is restricted by n> 2p + 4. 
The relative efficiency of T^ is 
EV(Ç ) 
x _ (n-2) (n-2p-4) f271 
EV(T2) (n-4) (n-p-2) 
x 
which is always less than one but has the value one as a limiting value 
as n gets very large. 
When the sample is considered as being split into three conditional 
groups, the multivariate estimator Tg is 
_ P _ _ 
T, = y + 2 b ( nx -x ) (28) 
r=l r 
, I N-n I I bri - brj *ri " *rj 
Z IT- £ —3 3 
which in the case of N/n large reduces to 
_ 1 P 3 _ 
T3 = y ~ F 2 2 bri^ri ~ ^ d b r=l Wj ri rj r 
By the same argument as was previously used, the conditional variance 
is found first. It is, in fact, equal to 
g 
V<T3> = £ + 3F 5 - l-x'1 IXlrXv'"1 <30' 
ufv 
where 
(xv " = (xlv ~ tLX15 x2v " ' xpv " ^  ^ _ 1 2 p v = 1, 2,3. 
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since 
V(bv) = (X^ Xvf1 cr2 v = 1, 2, 3. (31) 
Thus, since each group consists of n/3 observations, relations (15), 
(16) and (17) with the assumptions of a multivariate normal x distribution 
give 
E (xu - ^  - nx) = -Ie— ? >P + 2 • (32) 
x n(y-p-2) 
Thus 
EV(T3) = £ + | n(n!^.6) |>P + z (33) 
which reduces to the previously derived analogous formula for the single 
variate estimator Tg when p = 1. Then, further 
ev(i3) - b v(^) = 4 [ (34) 
- 
0-2 p(n+3p+6) 
2n(n-3p-6)(n-p- 2) 
and the proportional loss in efficiency is 
EV(T ) - EV(y ) 
x x _ p(n+3p+6) n 
y, ~ 2(n03p-6)(n-2) 
EV(yb) 
^ >p + 2 . (35) 
The relative efficiency of the multivariate Tg is 
EV(y ) 
x _ 2(n-3p-6)(n-2) 
EV(T j (2n-3p-12)(n-p-2) 
x ^ 
(36) 
This formula, as with the multivariate T^, increases with increasing 
value of p but it is again of the order 1/n. 
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Finally, in general, it is easily shown.with, some algebraic manipula­
tions that the multivariate estimator T^ reduces to Equation 37 for small 
n 
N 
Tv - y -v-nr-TT" 2 2 b * (x-ri " M-TT ) • (37) 
-kTEnr g. bri (xrj -
Now the general multivariate estimator is conditionally unbiased 
under the linear model; hence its variance can also be found by taking 
the expectation of the variance obtained conditionally for fixed x values. 
The conditional variance is equal to 
k 
v(Tk' • 4 + 5^ 5v xv>_1<-u - <38' 
since 
where 
V(bv) =(X^Xv)™1 (r2 v = 1, 2,. . .k 
K " ^  "(xlv " ^X/ X2v ^X ' ,xpv ~ ^X ^ 1 6 P 
v = 1, 2. .. .k . 
Since in this general case of a split into k groups, each group has n/k 
observations in it Equations 15, 16 and 17 give 
E(SU - lix)1(X^r Xvf ^  - Fx) = (39) 
X n(rr -p-2) 
1 > P + 2  .  
Thus 
rr2 ( Trn (40) EV(Tk) - 4 [l + (k-l%_pk-2k) ) " 
Then also 
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EV(Tk) - EV(yb) =. 4 . _|_j (41, 
- g"2 p f PL + (p-i-2) k(k-2)) 
n(k-l)(n-pk-2k)(n-p-2) 
and the proportional loss in efficiency is 
EV(Tk) - EV(^) 
iE x = F jn + (P+2) k(k-2)j 
EV(Ç } (k-l)(n-2)(n-pk-2k) ' 
x b 
Now considering Equation 42 as a function of k it can be shown (see 
Appendix C) by differentiation of the function that it takes on its minimum 
value at k =|/ ~ . Hence for a fixed n it is seen that the optimum 
number of groups that the sample should be split into is in general 
k 
• 
Tables 15, 16, 17, and 18 show some computed values of the effi­
ciency of the multivariate estimator T^ for various values of n, k and 
P-
The cells of the above tables which contain no value are cells for which 
the combination of n p. and K fall into the range ^ < p + 2. The efficiency 
function is not defined in this range. The tables illustrate numerically 
that the optimum value of k occurs at the closest integer to\J . Notice 
also that the efficiency is not very sensitive to reasonable deviations from 
the optimum grouping. For a given n, the efficiency of course, decreases 
for increasing p. 
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Table 15. Efficiency of T^ for various p and k (n = 100) 
P 
2 3 4 5 6 
2 0. 978299 0. 967105 0. 955674 0. 943996 0. 932065 
3 0. 987179 0. 979712 0. 971470 0. 962397 0. 952430 
4 0. 989423 0. 982456 0. 974189 0. 964461 0. 953089 
5 0. 989899 0. 982456 0. 973050 0. 961328 0. 946860 
6 0. 989583 0. 981121 0. 969817 0. 954973 0. 935664 
7 0. 988789 0. 978871 0. 964916 0. 945606 0. 919011 
8 0. 987636 0. 975818 0. 958306 0. 932641 0. 894783 
Table 16. Efficiency of T^ for various p and k (n = 75) 
P 
2 3 4 5 6 
2 0. 970244 0. 954728 0. 938763 0. 922328 0. 905403 
3 0. 981434 0. 970100 0. 957212 0. 942611 0. 926119 
4 0. 983708 0. 972155 0. 957808 0. 940172 0. 917254 
-5 0. 983466 0. 970100 0. 952329 0. 928685 0. 897593 
6 0. 981959 0. 965608 0. 942029 0. 908371 0. 860173 
7 0. 979539 0. 958949 0. 926895 0. 876809 0. 796211 
8 0. 976274 0. 949814 0. 904781 0. 825315 0. 671164 
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Table 17. Efficiency of T^ for various p and k (n =50} 
P 
k 2 3 4 5 6 
2 0.952741 0. 927536 0.901186 0. 873610 0.844720 
3 0. 967126 0.945148 0. 918660 0.886907 0.848980 
4 0.967589 0.941176 0.905222 0.856679 0.791209 
5 0.963211 0.927536 0.872727 0. 787962 0.653061 
6 0.955297 0.909091 0.812379 0.637874 0. 248447 
7 0.943419 0.864865 0.684086 0.163358 
8 0.925903 0.794326 0. 332016 
Table 18. Efficiency of T^ for various p and k (n = 25) 
P 
k 2 3 4 5 6 
2 0.886621 0.821429 0.749373 0.669312 0.579832 
3 0.889881 0.793103 0.651822 0.444444 0.128852 
4 0.844898 0.638889 0.191136 
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V. A MORE SIMPLY COMPUTED UNBIASED 
REGRESSION ESTIMATOR 
It was observed previously that the estimator T^ is a regression esti­
mator in the sense that a translation of the x variate leaves the estimator 
unchanged and a translation of the y variate by a constant changes the 
estimate by the constant of translation. In this sense then, it is easily 
seen that the estimator T^ is an unbiased regression type estimator if 
the conditional group coefficients are any functional form which is in­
variant under an x and (or) a y translation. 
The choice of the coefficients in the form of a least squares esti­
mator of a regression slope has already been pointed out as being partly 
subjective. To obtain the optimum functional form of the coefficients 
would necessitate an exact variance formula for T^ with the coefficient 
retained in general terms so that the variance function could then be 
minimized over the possible selections of coefficients. 
In this section a computationally simpler form of the coefficients is 
considered and its approximate efficiency obtained. The method is that 
considered by Wald [ 16 Bartlett jfl J and by Gibson and Jowett £*4 J 
£5 ]. Wald originally suggested splitting the sample into two groups 
on the basis of the x values. The upper x values are used to form one 
group of the sample observations, and the lower x values are used to 
form a second group. The regression slope is then estimated by taking 
the ratio of the difference of the group x means and the difference of the 
group y means. Nair and Shrivastava [ 15 J and Bartlett C1 J later 
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showed independently that it would be more efficient to split the sample 
into three groups and use the means of the extreme groups ignoring the 
middle group. More specifically, if y^ x^ and y^ x^ are used to denote 
the means of the upper group and the lower group, respectively, then 
the estimator of the regression slope is taken to be equal to 
y 3 - Y i V = .  (1 )  
x3 ~ X1 
A prime is used to denote the coefficient computed in the group average 
manner. The proof that both Nair and Shrivastava £ 15 J and Bartlett 
C1 J used to show that a split into three groups is optimum depends 
upon the assumption of equally spaced x variate s. In. both papers this 
hypothesis was used to prove that the efficiency as compared to least 
squares (when it is taken to be applicable) is greater than eight-ninths. 
This leaves open the possibility that for normally (say) distributed x 
variate s a split into a number of groups other than three might be optimum. 
Gibson and Jowett £ 4  J consider the optimum distribution of the 
number of sample observations to be allocated to each of the three 
groups. They present in that paper the optimum proportions for several 
x distributions. It turns out that this optimum proportional allocation 
is not very critical to the efficiency of the estimator. For the case of 
normally distributed x variate s, Gibson and Jowett show that the opti­
mum group proportions are 1:2:1 and that the efficiency of the group 
average estimator of a regression slope relative to the least squares 
estimator is eighty-one percent. (Notice the drop from equally spaced 
variate s. ) In the normal x distribution case, if the sample is allocated 
to the group in the proportion 1:1:1 the efficiency of the group average 
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estimator drops only to slightly less than eighty percent. It is this fact 
which is used in the following efficiency consideration. That is, this 
method of obtaining an approximate efficiency will be to assume a split 
into three equally sized difference groups and also to assume normally 
distributed x variate s. 
This method will be applied to T^ as follows: First the sample is 
divided into the two conditional groups as described in previous sections. 
Then these two groups are separately divided into three difference 
groups and an estimate of the regression slope is formed from each 
conditional group. Then 
b! = ^—Î-1 1 = 1,2 (2) 
1 *13 "*U 
where the first subscript denotes the conditional group and the second 
subscript denotes the difference group within the conditional group. 
Under the assumption of a linear model, this is an unbiased estimator 
of the regression slope. 
Hence the estimator being considered now is 
,T bl - bt x, - x-, 
T f e  = y + S » ( X - 3 +  S g ?  \ 2. (3) 
where as before b1 is the arithmetic mean of b| and b^-
As well as identifying the coefficients computed in the difference 
group manner with a prime, a prime will also be used to indicate the 
estimator which utilizes this type of coefficient. 
This estimator Tî> can be computed very quickly with only the various 
group means being required, as opposed to the requirement of the sums 
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of products and squares in T2- This estimator T^ is still an unbiased 
estimator of Y for this choice of coefficient. 
As was done previously, the efficiency of T^ is compared with y^ 
under the assumption that the linear model is applicable. This compar­
ison is not really "fair" to the estimator Tj, because its main feature is 
«n 
unbia s edne s s, and under the linear model assumption both T^ and y^ are 
unbiased. The assumed linear model is y. = A + Bx. + e. where Ee. = 0, J i  11 i 
E2 = (r2 and Ee^ =0 i 4 j and the errors are independent of the x variate. 
3h the case of N large, Tj, reduces to 
b* _ x* 
T| = y - -f (x2 - X) - (X]L - X ) (4) 
and since T^ is conditionally unbiased the conditional variance of T2 is 
found first. Then the expectation of this conditional variance is considered 
over the x distribution. The conditional variance of T| is 
V(b') (x,-X}2 V(b«) 
V(Ty =V(y) + (x2 - X)2 5 (5) 
since 
For 
Gov (y, b!) = Gov (b^, by =0 i = 1, 2 (6) 
Gov (y, ) = Cov (y, _l3 *xl (7) 
xi3"xil xi3"xil 
g I '  - , - g / - , V °  i  = 1'2 
(n(xi3-xii) n(xi3 ~ xii) J 
and Cov(b^, b^} = 0 because each b! is computed on an independent set of 
observations. 
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Now V(y) = and (8) 
V(b!) = j°"2_ i = 1,2 (9) 
n(xi3-x.i}2 
and so 
- t '  
— <F\2 ' 
(x13-Su)2 ' (x23-E2I)2y 
3 (x2-X)2 (x, - X): 
v<Ty - v î1+ „+ (10) 
and 
I 2 (x.-x)2 ) 
V(yJ X r + ' " 1 C (H) 
i=l 
n 
2(y.-y)(x -x) 
_ _ _ i=i 1 1 since y^ = y + b(X - x) where b = — . (12) 
2 (x.-x)2 
1=1 1 
Now 
(x -X)2 V(b' )(x -X)2 
V(Ty - V(yb)=V(b*) + ±-5 - V(b)(X-x)2 . (13) 
Also Gibson and Jowett [ 4 ] showed that the efficiency of the group 
average regression slope estimator, if three groups are considered and 
the xIs are normally distributed, is approximately eigtiypercent. This 
comparison is made when the entire sample is used to compute both 
estimators. In this section the individual group difference coefficients 
are not computed over the entire sample, and so it is assumed that the 
efficiency decreases with the decreasing number of observations utilized. 
Thus in this case 
V(b) i. 18 _ V(bi) 5 
TÎBT) " I TD V(b) = % (14> 
therefore 
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V(Ty - V(yb) = V(b)^f(x2 - X)2 + f(x1 - X)2 ~(X~x)2j (15) 
and since the x$s are normally distributed with variance cr^_ 
E 
x 
£v(Ty - V(yb)^ 1 _£+ 1° -3 - I ^ Z3}- (16) 
Therefore, the proportional loss in precision is 
EV(T|) - EV(yb) 
3 J_ (17) 
% n-2 
EV(yb) 
x 
and 
EV(T«) 
- 
1 + ! CT - <18> 
EV(yb) 
x 
which is always greater than 1. This is to be compared with 
EV(T ) 
^  n > 6  < » > '  
EV(yb) 
x 
from Section HE, Subsection A. 
Therefore 
EV(T') 
x ^ _ (2n-l)(n-6) 
2(n-3)(n-4) 
EV(T2) 
(20) 
* which is equal to one for n = 18, less than one for n less than 18 and 
greater than one for n greater than 18. This implies that the variance 
will be slightly better for large n (for division into two conditional groups) 
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if the estimator T^ is used. 
In the case of three conditional groups and n/N small 1^ reduces to 
1 3 T* = y- £ 2 b!(x - X ) (21) 
3 b 1 J 
where as before each conditional groups is divided into three difference 
groups and the b! , i = 1, 2, 3 are of the form of the ratio of the differ­
ence of the extreme group means. Then under the linear model 
hypothesis 
_ 2  , 3  
V(T'3) = Ç. + jç 2 V(b!)(x-X)2 (22) 
Wj 
and 
V(TU - V(y ) = 4-2 V(b!)(x.-X)2 - V(b)(X-x)2 (23) 
5 b Wj 1 J 
and since 
V(b) i 1 8 
TîEp " 3 TU (24) 
V(Tp - V(Çb) = V(b) ^ 2 3-°- (x.-X)2 - (X-x)2 j . (25) 
Then taking the expectation of this conditional variance 
EV(xy - EV(Çb) = I *L (26) 
x x x ' 
and so it is seen that the proportional loss is equal to 
EV(T') - EV(y ) 
* . ' = I 
EV(yb) 
x 
which is always positive. This is a smaller loss than was estimated for 
T2 although both are of the order of 1/n. 
k 
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This efficiency can be ompared with Tg by recalling that 
EV(T3) 
EV(y ) 
x 
_ (n-3)(2n-15) 
" (n-2) 2(n-9) , oi (28) 
and obtaining 
EV(T') 
1 +  
*  ^  =  ( 2 9 )  
x 
which is always greater than one for n greater than one. 
So 
EV(Ti) 
_ (8n-9)(n-9) . , 
4(n-5)(2n-l5) (30) EV(T ) 
x 3 
which is less than one if n is less than 33. Hence as a larger number of 
conditional groups lis ; taken, a larger sample size is necessary in 
order that Tg be the more efficient estimator. 
Finally the case of k conditional groups and the estimator Tj_ is 
considered. In this case and for n/N small 
(3D 
where as in previous cases the individual bî, i = 1, 2.. .. k are computed 
by dividing each conditional group into three difference groups. So as 
in previous cases 
V(Ty J^|KVX,> ,32, 
and 
— -j k _ _ _ _ 
V(TM - V(y, ) = — 2 V(b!)(x - X)2 - V(b)(X - x )2 . (33) 
* b k^k-l)2 Wj 1 3 
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If V(b) t 8 
V(b1) 
therefore 
V(TU - V(y, ) = V(b)C_L_ s (x - X)2 - (X - 5E)2( (35) 
* b (k^k-l)2 6 J j 
and again taking the expectation of the conditional variance (xîs normally 
distributed) Equation 36 is obtained. 
e [v(ty - v^j] = (36) 
and the proportional loss in efficiency is 
EV(in - EV(y, } 
x x k+4 1 . 
n
'
2 
' 
( 
' 
Now since ^ is monotonicly decreasing as k increases, it appears 
that if the estimator is to be used, then as large a number of condi­
tional groups as possible should be taken. It is to be noted that the loss 
in efficiency is always of order 1/n -- and so is the general bias of y^, 
so one has the choice of whether the 1/n is involved in the bias or in 
the loss of efficiency. 
Now to compare and consider 
n
~
2 3k2 - k(3+n) + n 
EV(Ç ) 
x _ 
EV(T ) n"3 3k2 - k(4+n) + n 
x •k 
from the previous section and so combining this with Equation 37 
EV(T') 
x 4(k-l)(n-2) + (k+4) 3k2 - k(3+n) + n 
4(n-3)(lc-i) " ^_k(4+W+. * (39> 
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This Equation 39 is less than one when n 15k - 12 showing again 
that as the number of conditional groups is taken to be larger the sample 
size must get larger in order that Tk be the more efficient estimator. 
Another point of interest is to consider which estimator is best, 
when the sample is split into the optimum number of groups for T^, 
or T^*when it has its optimum conditional split. It has already been 
seen that k =\j y is optimum for T^. and that as many splits as possible 
should be taken for T^, ; i.e. k1 =n/3. 
Now 
V(T£,) - V(Tk) = (40) 
"'(ski? I ^ • sb.' 3 ™ e- ' 41 
s (x.-X)2 S 
^ k*2(ki-l)2 Wj 0 J ^(k-l)2 i^j 
Hence 
EVITAI - EV(Tk) S ^ } <41> 
x x ' / 
and letting k1 = ^ and k ^j y it can be shown that Equation 41 is always 
positive. This suggests always using T^ if optimum group size is possible. 
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VI. THE ESTIMATION OF THE VARIANCE OF T. k 
A method for the estimation of the variance of T^ can be obtained from 
the analytical sampling method introduced in Section HI, Subsection D for 
the independent derivation of the unbiased estimators. 
The sampling is imagined as being done in two stages. At the first 
stage, one of the possible splits of the population into s mutually exclu­
sive and exhaustive groups of size n/2 is selected with equal probability 
and without replacement. Then N = s n/2. One split or set of groups is 
the same as another if there is a one to one correspondence of the groups 
in the one set to those in the second set, the corresponding groups contain­
ing identical units. The second stage consists of a selection of two of the 
groups of size n/2 from the total number (s) of groups of that particular 
split of the population. 
Again the conditional distribution for a particular set of s groups is 
considered. The characteristics y., x., b. i = I, 2, .... s, where b. is 
'i l l i 
the form of the least squares estimator of a regression slope, are attached 
to each one of the groups of this given set of groups. A randomly se­
lected y. has expectation Y for a given split. That is, it is conditionally 
unbiased. Similar remarks hold for x . i 
From these sample characteristics, the estimator T^ is formed. 
T2 = 7+ b (x- x) + B (1) 
If the finite population correction is assumed to be negligible, T^ can 
be written as in Equation 2. 
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_ 
bl _ _ b2 _ T2 = y r(x2-X) - --j- (xx - X) . (2) 
Now since the estimator T2 is an unbiased estimator of Y ior a given 
population split, it is possible to obtain an estimation. of:the variance of 
12 by finding the variance first for a particular split art<l then "by taking 
the expectation of this conditional variance over all possible splits. 
Notice that the assumption of a negligible n/N implies a large s and a 
small 2/s. Hence the groups are considered to be independent. 
Now the conditional variance of T2 may be written, as 
Each of the terms of Equation 3 is now considered separately, and for 
convenience the terms on the right hand side of Equation 3 will be identi­
fied by a, b, c, d, e and f. 
Term a can, of course, be estimated unbiasedly by Equation 4 
where the subscripts I and 2 are used to denote the two sampled groups. 
Continuing, term b can be written as (times a factor of — 3 
(3) 
(4) 
4 
V fbx(x2 - X)j = E2bx V(x2) + E2(x2 - X) V(b j) 
+ V(bx) V(x2) 
= V(x2) E b2 
(5) 
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= E x| E b2 - X2 E b^ 
where E refers to the expectation for a given population split. This can 
be estimated, unbiasedly by Equation 6 
x|b| - X2 b2 = b| (x| - X2) (6) 
since the groups are uncorrelated. 
By a similar argument, four times term c can be unbiasedly esti­
mated by 
b2 (x| - X2) . (7) 
Next consider term d. By definition 
( b _ } E J b (x - X) EyEb (x - X) 
Coviy, 4(x2 " X>(= (8) 
E y b ^ x ^  X E y b j  
= 1 2 
E bj E y2^2 YXEbj _ y^ + y2 
= 4 4 since y = —g— 
E bl _ _ 
= — Gov (y2, x2) . 
This can be estimated unbiasedly by 
bl _ _ 
T (y2x2 - ^ ) • (9) 
Term e is then by the same argument equal to 
E b2 
Gov (yL, x1) (10) 
and can be estimated unbiasedly by 
b 2  _ _  
T- (y  x i  - y i x)  ( i i )  
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Lastly, the term f is "by definition 
Gov | (x2 - X), -^(X]L - X)j = E . -^2 (12) 
and this can be estimated unbiasedly by simply 
bjjx-, - X) b-,(x7 - X) 
(13) 1 
In total then it can be seen with some algebraic manipulation that by 
combining the unbiased estimators of each of the terms of Equation 3 the 
variance of T2 can be estimated by 
V(T2) = T| - yx y2 . (14) 
That is 
E(T| -y2 y2) = V(T-,) (15) 
and the over-all variance is 
E E (T| - Yi y2) = E V(T2) (16) 
s s 
where E refers to the expectation over all possible splits of the popula-
s 
tion into s groups. 
This argument is next generalized to the estimator Tg. The analytical 
sampling procedure is now to select with equal probability one of the 
possible splits of the population into s groups of equal size n/3. That is 
N = s n/3. In step two select with equal probability and without replace­
ment three of the groups from the s groups of that particular split. Then, 
as before, the groups have the characteristics y., x^ and b-, i = 1, 2, .... s 
attached to each of them, and for random selection from: a particular set 
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and y. have expectation X and Y. 
Again it is assumed that the finite population correction is negligible 
or equivalently that 3/s is negligible. With this postulate, Tg may be 
written as in Equation 17 
1 *3 
T = y - -g- 2 b (x - X) (17) 
d  H j  3  
and the conditional variance of is 
V(T3) = V(y) + 2 \ (Xj - X)j (18) 
3  r  b .  _  _ 7  
- 2 2  C o v <  y ,  - 7 -  ( x .  -  X ) £  
¥j (- J > 
% {-T -j " -5" 
u ^  v  
(ij) Î fav) 
+ 22 Gov} (x, - X), ^(x_ - X )j. 
Each of the terms of Equation 18 is considered separately, and for 
convenience the terms (including 2) on the right hand side of Equation 18 
are referred to as terms a, b, c and d. 
Term a can be estimated unbiasedly by 
3 
: ,vu 4 J 2 (y„ - y)2 . (19) 
u = 1  
Furthermore, the components of term b are of the type 
[ 4 *>] V/- E - (x j -X) |  i #  j  (20)  
b. b. 
= E2 (-ç-) V(x. - X) + V(-^) V(Xj - X) 
= V(x- - X) E b| / 36 
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where E again refers to the expectation for a particular split of the popu­
lation into s groups. This can be estimated unbiasedly by 
(Xj - X)2 b? / 36 i ^  j (21) 
Next the terms making up term c are of the form 
^ 
y b. x. 
Covjy, -g-(x. - X)^ i^j (22) 
and since 
" 
E 6 J 
- m wi (23) 
Equation 22 can be written as 
E b- E yj(x. - X) 
T8T 
or 
— JG. ovv  ^  
This can be estimated unbiasedly by 
\ 7j(x. - X) 
18 
(24) 
Eb .  
Go  (y., x. - X) . (25) 
i 4- j • (26) 
Finally, for part d of Equation 18 the terms which do not have expecta­
tion zero take the form 
Gov (x. - X), ^- (x. - X)^ i *  j (27) 
b (x - X) b (x - X) 
= 
E 5— e^-4— 
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and they can be estimated unbiasedly by 
b.(x. - X) bj(%j - X) 
5 * 5 
Also terms of the form 
(28) 
-X)  b u (x  -X)  
Gov < L , J f i 4 j 4 U (29) j^TT 
= EK bu (3Z. - X)2 / 36 
have nonzero expectation, and these are estimated by 
b. bu(Xj - X)2 / 36 i 4 j 4 u . (30) 
All other combinations of subscripts in term d have expectation zero. 
So combining the separate estimation of the above terms it can be seen 
that the estimation of the conditional variance of Tg reduces to 
v ( T3) = T| - £ 2 y. Tj • (31) 
3 
i4j 
That is 
V(T3) = E yiTjj (32) 
and the over-all variance of Tg is 
E V(T3) = EE |t| - £ 2 y. y.j . (33) 
Finally, this approach is generalized to the estimator T^. As has been 
described in Section HE, Subsection D, the analytical sampling procedure 
is now to select with equal probability one of the possible splits of the 
population into s groups of size n/k. Then N = s n/k. In. step two select 
with equal probability and without replacement k of the groups from the 
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s groups of that particular set. For a random, selection from a given set 
of groups, Yj_ and 3» have expectation Y and X, and as in the previous 
developments s is assumed to be large relative to k. The latter assump­
tion allows T^ to be written in the form of Equation 34 
- 1 k - -
Tk = y - EfkZÏ) bi(xj " x) (34) 
and since the groups may be regarded as being independent, the conditional 
variance of T^ is 
V(Tk) = V { j )  + 2 (x. - X)\ (35) 
i^j 
k _ 
-22 Gov ^y, 
(iSn, h - x>] 
+ 2 Cov{ir, <xj - x) T3S&I) <*r - x'i 
U^V 
(ij)^(uv) 
Proceeding in a manner exactly analogous to the development of the 
estimation of variance of T^ and Tg, Equation 36 is immediately written 
down as an unbiased estimator of the variance of T^ for a given split of 
the population into s groups. Some of the terms included have expectation 
zero. 
1 k 
v(Tk' =£iETi) ^ - y> <36> 
1 k - _ 
+ 2 bf (x. - X)2 
k^k-l)2 1 J 
^(k-l) i|,u7ubi(Xj"X) 
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1 k 
+ 2 S b.(x. - X) b (x - X) . 
k2(k-l)2 «Éj 1 J U V 
U^V 
(ij)^(uv) 
Algebraic manipulation of this expression will reduce it to the generaliza­
tion of the previous cases, namely 
1 k - -
^ k ) = ^ - ^ ) 2 _ y , y .  ( 3 7 )  
So 
V(T, ) = E ) T? -
• (T£ - E&i) | n • <38> 
and the over-all variance is given by 
E V(Tk) = E E ["Tk " kfk^I) .J. yi yj^ * (39) 
It is pointed out that this method of variance estimation behaves in a 
manner similar to an estimation based on k-1 degrees of freedom. So 
especially in the case of k = 2 this procedure may perhaps be somewhat 
crude. 
This argument is not affected by the form of the b.. and hence can be 
used also for the estimator T^. . 
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Appendix A 
To further illustrate the estimators presented in this thesis a some­
what larger population is examined numerically in this appendix. The 
population is of size N = 9 and all possible samples of size n = 6 are 
drawn from it and analyzed separately. This enables an empirical veri­
fication of the biasedness of y^ and the unbiasedness of T^- The popula­
t ion  cons i s t s  o f  t he  pa i r s  P -  =  (y - ,  x^ )  i  =  1 ,  2 ,  . . . .  9 .  
P 1 =( l l ) ,  P 2  =(2 ,  4 ) ,  P 3  =(3 ,9 ) ,  P 4  = (4 ,16) ,  P 5  =(5 ,25) ,  P 6  =(6 ,36) ,  
P7 = (7, 49), P8 = (8, 64), P9 = (9, 81). 
Then Y =5. 000 X =31. 6667. The relationship between y and x in the 
population is parabolic. 
Now there are = 84 possible samples of size n = 6 that can be 
drawn from the population and hence there will be 84 different computa­
tions of y^. Identifi ation of the different samples appears in Table 19. 
Table 19. All possible samples of size n = 6 
Pair Pair Pair 
No. 1 2 3 4 5 6 7 8 9  No. 1 2 3 4 5 6 7 8 9  No. 1 2 3 4 5 6 7 8 9  
1 x x x  29 x x x  57 x x  x  
2 x x  x  30 x x x  58 x x  x  
3 x x  x  31 x x  x  59 x  
4 x x  x  32 x x  x  60 x  
5 x  x  x  33 x x  x  61 x  
6 x x  x  34 x x  x  62 x  
7 x x  x  35 x  x x  63 x  
8 x  x x  36 x x x  64 x  
9 x x x  37 x x  x  65 x x x  
10 x x  x  38 x x  x  66 x x  x  
11 x x  x  39 x x  x  67 x x  x  
12 x x  x  40 x  x x  68 x x  x  
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Table 19 (continued) 
Pair Pair Pair 
No. 1 2 3 4 5 6 7 8 9  No. 1 2 3 4 5 6 7 8  9  No. 1 2 3 4 5 6 7 8 9  
13 X  X  X  41 X "  X  '  X  .69. X  X X  
14 X  X X  • 42 X  X  -  X  .  • 70 • X X X  
15 X  X  X  43 "" . x  •  x . : x 71 •' X  X  X  
16 X  X  X  44 - X  "  X  x  . 72  • •  •  X  X X  
17 X  X  X  45 X  X X .  73 .  •  '  -  -  X  . X  X  
18 X  X  X  46 X .. •' . .  x .  ; .  x  74 . '  •  X "  .  X  X .  
19 X  X  X  47 X - . . .  X  X  75 : ' .  . x x x  
20 X  X  X  48 X  ,  x  x  ' '7.6 . - .  :  •  X  X  - X  
21 X  X  X  49 X  •  . X X  -77. • • ' . x x  . X .  
22 X  .  X  .  X  50 X.X X •  78 •• . • - ;X. X X 
23 X  X  X  51 X  X  X  "  •  7;9 • • " • -. . X " '.X X 
24 x  X  X  52 x  x  x  '.8 0' . .  : :  x  .  .  x x  
25. x  x  53 X  x  •  •  X  81- - •• . - ! ' 'X X.X 
26 x  X  X  54 X  X  :  x  - 82: \ . ^ ^ 
27 x  X  X  55 X  x x  8'3 .  X  •  : x  X  
28 X  X  X  56 •  X  X  X  '  84- -  X X X  
« * •  . . .  -  ,  
Table 20. The estimates for all possible sample s..of'size n = 6- - " 
No. r % y% No. y = .y^ . No.. 
I • 6. 500 45. 17 5. 475 - 29 6. Ô00'42. 67 4.943*" ' 57. 4: 83*3-31/1.7'4. 88-2-
2 6. 333 44. •00 5. 331 30 5. 833 41. 17 4.'926 "5:8; • 4..667-28V33" 5.-027'' 
3 6. 167 42. 50 5. 271 31 5*. 667-39. 33 4.948 "59 : à: 8*3 3 • 31':-83 *4.818 : 
4 6. 000 40. 67 5. 262 32 5. 500*37. 17. 4.991 "60 •;4.""6"67- 29.'*33* 4-. 889*. 
5 5. 833 38. 50 5. 280" 33. 5. 333 34. 67 5.052 61: 4/500 26. 50 5.048 
6 5. 667 36. 00 5". 3-14 . . 34 5. 16.7 "31*. 83* 5 .--149 - '62" • 4. 500 27:17 4.926-
7 5. 500 33.' 17 5. 366 - 35 • 5 .  667 40. 00 4.860 63' 4.3*33 24/33 5. 119 
8 6. 167 43. 1.7 5: 154 36 5. 500 38. 17 4.882 * 64 4.167*21.83 5.364 
9 6. 000 41„ 67 5. 116 37" 5. 333 36. 00 4.927 65' 5. 000 34. 67 4. 707 
10 5. 833 39. 83 5; 121 " 38 5. 167 33.50 4.992 66 4.833 32.50 4.753 
11 5. 667 37. 67 5. 150 " 39 5. 000 30.67 5.106 67 4. 667 30. 00 4.830 ' 
12 5. 500 35. 17 5. 196 40 5. 333 36.67 4.861 68 4.500 27. 17 4.985 
13 5. 333 32. 33 5. 269. 41 5. 167 34.50 4.903 69 4. 667 30.67 4.761 
14 5. 833 40. 50 5. 033 42 5. 000 32. 00 4.969 70 4.500 28.17 4.835 
15 5. 667 38. 67 5. 042 43 4. 833 29.17 5.095 71 4.333 25.33 5.005 
16 5. 500 36. 50 5. 074 44 5. 000 32. 67 4.908 72 4.333 26.00 4.872 
Table 20 (continued) 
8 7 
No. y yb •No. ..y'.'-. ;, - x 7b' No/ •y> 
17 5. 
18 5. 
19 5. 
2 0 -5. 
21 -5 .  
22 .5 .  
23- .5  ;  
24: 5. 
25 4-. 
-26 ••4;' 
• 27:" 4.. 
28 4. 
333.34. 
167 3*1. 
500 37: 
333 35. 
I6-T32; 
000 29. 
167-33': 
000-30.. 
833 '27. 
833" 28". 
66.7 25. 
500 '23 .  
00 5 
17'5 
L7 5 
Ô0-5 
-50.5 
67 5 
1.7 5 
67% 
8.3-5 
.50"5 
67 5 
17 5-
;l-26 
.2.16" 
. 010 
. 040-
,093/' 
495 
.'0.37.'. 
..088 
. 20:2-
,107-
: 246. 
. 420-
•&: 
47-
- 48" 
II. 
'SI: 
-52.-
53 " 
54'.' 
•55 •• 
56 
4; .83-3 :30. 
'4. 66.7- 27. 
.4. 667'28: 
4.5OÔ.25-. 
.4.3.3.3--22: 
5.-500'39. 
5/333-37: 
5."! 6-7' 35.: 
5"; 0.Q0.-.32:; 
4:833-29: 
'5':Ï67:3-5... 
5,'00 0:3 3: 
17 4. 
33"5':. 
'0'0''5-; 
67 5; 
•1'7,4. 
•33 4; 
:.17..4.' 
67; 4: 
83.-5 
-83-4, 
6.7-4': 
9-72 -
ÏÎ3-: 
.004. 
1.76' 
.398" 
'•75'0 ' 
Ms: 
828:  
"902: 
-.035 ' 
762-. 
808: 
-73-
74" 
..•75 
f 76-: 
•o "7 7-: 
- .7:8 
v7-9 
-80': 
:'8I-
.-82.: 
,8-3:: 
• 84-
.4/167.23. 
.•4.:00Ô''.20, 
'-"4/5 Ô0.-29:. 
•4:?333,-26'; 
4l67:'2.3: 
"4.--167 •24; 
'4: 0Ô0.. 2-K 
;3:. 833 13., 
:-4.0"ô'b-.-2"2: 
3'.:;833'-"-L9. 
.3;"6'67"T7V 
*3:50.0,15.: 
17 5. 
6.7 5"; 
:i7 4: 
67 -4: 
8"3%4. 
50" 4: 
-67. 5-. 
.1-7 5. 
;6 7-'-4. 
83**5. 
33*5: 
17 °5. 
. 076 
327 
'..734 
807  
*984 
-835 
051 
"3l:0". 
828% 
.05,7;. 
363" 
759* 
- ' -. • Table.-21. : The- p 0 s s ib'le value s 
e 
-'X - *• * 
Sample . :- - * -.-
rtumber.: 1. - • ' -2.' , • *' . * .  "  "3 . / : : : - "-A . '' 
•  * • * . - .  •  
. 5.-3032.-. "5/1405-- '. 4,9'59'4 
•  .  ... ;. 
5:-Î.787.. ' 
"5 .3421  "- ' . 5.07.75 ."/5..0.3:68 '• -5:.-0149°' 
\  . ' 5 .2136*  " 5 :0325 .  . - .  : *5.-0845". : "5/0935- ' --
. " *- "4: 7721- * ••• .4.'.9.434 ' .- . .5.0872"'./.- ' '=  . , 5 .  0983- .  
. ' 4*.:98*3Q . . , .  •  4 . -9090"  . . .  .  5 . I Î52 '  .  " . .*5':;00-19" 
• .".- '. / -S . .2364- ,  •' •• . ;5..0643' * • "5/2557" -r-:. .  "5 :  1764  - .  
- • "5-.*. 103.0 . . : : *. -. -5/256-7.- : :. ' 5.'-O4*49. • . - 4/8663 / . 
' • - : 5-/4376 '. . . " ... 5.24*43.-' - - ' " 4.9136 * : °-4\9368~* 
• •*• * * 5V.413.6-" •'*• 4/8 791- ' . " , 4 .9643-  * - - • 4.96*69- -
% *..5:..P47i '* . - .. 4.8832 - -. ; * - 4.8971.... " •.-•.••4.9003 
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The numerical computations of y^ for each of the samples is presented 
•S 
Table 20. The sum of the 84 values of y^ is 424. 1885 giving an expecta 
tion of 5. 050 for the estimator y^ over all possible samples from this 
small population. This bias can also be computed directly as the co-
variance of b and x over the 84 possible samples. 
• Now for each of these samples of size-6 there are twenty ways of 
• ; * - . . • : 
.splitting, the sample'into two-halves for computation of T^. The pattern 
- - - " . . . - . 
.. .. • . • - • 
qf splits is symmetric however and there are only twn computationally 
different -value s -of Ta : These computations'were* carried out for. all the 
: *' •' ; ... .:••••, ;. • . 
.'po'ssible samples.and the" average.value .of T, was found to be equal to 
Y .=• 5. 0.00." giving-an empirical ..verification .of .the unbiaséd'ness of T0. 
The ten different values, of T^'for the:first.'four* samples ar.e presented * 
in Tàblè-;21. "Furthermore the conditional-unbia s edne s s of x. and y-, that 
: y " ' -= ; ^ 
wa's disc.ussed in-.Sect'ion-HE,.'.Subsection* D can be very easily verified 
numerically -for -each one of the possible-splits of "the population of 
N*"=*9 into'S-='3. group's of size. B = 3. " ' 
• ° .* c • • • • • Z. • -
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B. Appendix B 
Theorem: 
^ " b><*i -x» - 5. ^  ;X-V 
Proof: The left-hand side of the above equation is equal to 
_  1  Ï  /VlV 'z  J^k  ) /  V*1 ,  
" £(En:) .J J T + E + + TE—1\ T T +- • 
where each bracket contains k-1 terms 
1 £ (Vbi v*i , . Ybk V^k ) 
5[\-E- • ST + + -r— —F-1 k(k 
k k I _ _ 
1 J 
t  b.-b. • x.-x# 
1 ^ i i 1 < 
+ 
.£ÏEH) jl, TT- ' —F 
k-1 ^ bi"bj Xi"Xj A 1 Ï ^ bi"bj Xi_X-P 
£ÏFT[> -E IE + K(F-1} .J • nr-
= Jkll) 2 bi"bj + J— -
WT) "K^l) T 
-1^-1- 2 (b -b.)(x.-x.) Q.E. D. 
K
~
1 i<j 1 3 1 J 
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C. Appendix C 
It is shown in this Appendix that 
EV(Tk) - EV(yb) 
x x _ p Z"ti + 9p+2) k(k-2) ] .... 
~ (k-1 )(n- 2)(n-pk-2k} ^ ' EV(yb) 
takes on its minimum value at k '-^+2 ' ^ow when Equation 1 is 
considered as a function of k it is necessary only to consider the mini­
mization of 
n + (p+2) k(k-2) 
(k-l)(n-pk-2k) * W 
Furthermore 
t , n + (p+2) k(k-2) _ k(p+2-n) 
"  kZ(p+2 ,_k( .+p+2 ,+ .  < 3 >  
has its minimum value at the same point as Equations 2 and 1. Equation 3 
is of the form 
^ = dtak+b+g-}'1 (4) 
ak2 + bk + c k 
- " since k 4 0. 
Differentiation of this form with respect to k and the condition 
f'(k) =0 (5) 
imply a - ck ^ = 0 (6) 
which in the case of Equation 3 gives k = with the positive 
root being relevant. 
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That this actually gives a minimum rather than a maximum is easily 
seen by évalua ting Equation 3 for two particular values. For example, 
for n = 100, p = 2, the optimum value of k = 5 makes Equation 3 equal to 
3/2. For n = 100, p = 2 and k = 10, Equation 3 is equal to 16/9. 
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D. Appendix D 
The purpose of this Appendix is to discuss the equivalence of the two 
methods of generating sub sample s of size n/2 described in Section IV. 
The case of k = 2 is considered first. . * 
The two methods of sampling are as follows:. . 
e 
Method A - Step 1. Draw a random sample of size n from.the popula-
tion of size N. . -V * " • 
Step 2. Split the sample of-size n,-'randomly, .-into two 
• groups of equal- size.* • " . •*."•" 
- *. • . • * * ' "* * -. 
• Method B - Step 1. Select "with equal probability one.of rail.possible •. 
•• i'. • -V'.* % 
splits of the p'opulation-'into• s . mutually exclusive. 
. . .  . .  
and exhaustive groups .of .size n'/.2. •*; Then.N = s. 
. "• . * f 
Step 2. Given this particular s et. .of-s: groups-, sèle.ct-a 
random sample of."two group s'with "equal-probabil­
ity and without replacement -from the's-groups of: 
that" set. ' ' - ' 
Now Step 1 of Method A can be done in JTC. different-ways where ' N  n  : .  •  » .  v . ;  
Ni - - : - - . " "• 
. NCn =(N-n)ï ni ' ' : . " •*' ' % / (I) 
The splitting of the sample into two groups of equal .size can then be done 
in JJC ways. Hence the entire operation of Method "A can be done in 
% : 
N C n X n C n  - •  ^  
% " . • ; 
ways. This procedure allows a particular sample pair to enter only once 
Now in Method B, Step 1 can be done in 
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<fr ( 3 >  
different ways, and Step 2, of course, can be done in sC^ ways. Then • 
the over-all number of paths that might be taken is . . ' . " 
. . V  
This procedure,. however, -allows, a pair of..groups to enter in more than 
. . ' . ' • -'•• . . 
one way.. But. this nrocedurç is "symmetric, and hence all pairs of group 
• » •» • • e < .• • • • . • 
are, equally likely. How many times can a particular pair.* arise in -this 
' "  *  *  •  • *  "  '  ]  . .  .  .  :  • -  :  . . . "  . .  
process ? There are '* *•••"•." = • . "• . ' *• 
^  .  *  • . '  *  • "  . . . . .  . •  • * •  '  -  • *  -  *  .  • .  *  
•  .  .  *  -  *  .  ;  .  -  •  '  . $  -  •  .  • •  *  
spossible ways to-sélect the' pàr ticular.%pair first. . But there-are- <"**-• 
' J v ' . . V 
other positions in which "the pair may-arise; -.and hence the'^^^ ^ 
: ' - . \ 'V ' . : - , 
of ways in which a.dertâin pair may. arise is . ' .•;.*• • " 
,sC2 .. 
total number' 
"  ;  . •  J•  
Now. division'of Equation 4;by -Equation- 6 is easily shown to reduce'to 
the number of paths generated by Method A; given by Equation 2: . . 
The foregoing discussion is easily generalized to groups of sïze= n/k 
which are'involved in the estimator T, . The two methods of sampling 
' . . • • 
• . 
would be described as follows: " * . • . 
Method A - Step 1. Draw a random sample of size n from the 
population of size N. 
Step 2. Split the sample randomly into k groups of equal 
size. Then each group is of size n/k. 
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Method B - Step 1. Select with equal probability one of all possible 
splits of the population into s mutually exclusive 
and exhaustive groups of size n/k. Then N = s . ^  
Step 2. When the particular split has been chosen, select 
a random sample of k groups with equal probability 
and without replacement from the total number of 
s groups of that particular split of the population. 
As before a random sample of size n can be selected from a population, 
of size N in ways, but the sample of size n can then be divided into k 
groups of equal size in 
n! (7) 
y - . .  '  
ways: - So the complete number of paths that might be taken .is 
NCn X T^k ' (8) 
' . . ( E ' ' 
This procedure allows a particular selection of k groups to enter only once. 
Now in Method B, Step 1 can be done in 
' • ' -$?- ' (9) 
E 
different ways* and Step 2 can be done in gC^ different ways. This gives 
an over-all number of paths of 
N1 
a  .  ( io )  
(|!)S 
As before this procedure allows a particular set of k groups to be 
selected in. more than one way. Any particular set of k groups has the 
same number of chances for selection as any other particular set of k 
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groups. 
So in order to compare the two methods of generating sub sample s of 
size n/k, it is necessary to find how many ways a particular set of k 
groups can be selected. 
Again there are 
(N-n)i 
(|!)S"k (11) 
possible ways to choose the particular set of k groups first. But the 
total number of ways that a set can arise is 
(N-n)! _ c (12) 
. n ns-k s k 
because the particular set of k groups can be selected in positions. 
This includes their selection as the first k. 
Again division of the number of paths given by Equation 10 by the 
number of times that each set of k groups may appear reduces to Equation 
8 > the number of unique selections of k groups of size n/k given by 
Method A. 
96 
E. Appendix E 
u 
In Section IV A it was stated that if u = (X - x)2 and v = 2 (x. - x)2 
i=l 1 
in the expression 
then the covariance term is of lower order in n than the term involving 
the product of the expectations. This is illustrated in this Appendix. 
More exactly, since E u E ^ is of the order I/n2 it is shown that the 
covariance term is of smaller order than 1/n2. 
In general, 
E (-) = E u E - + Gov (u, - } Vv V V (1 )  
_ .u w. . 1 . U 
<m' v> = MV* Cov <u " H m' w (2)  
where u, m, w and v are random variables such that 
Eu = U 
E v = V (3) 
E m = M 
E w = W . 
See Williams C18 J. In the particular case of this Appendix, m and w 
are constants equal to one and so 
(4) 
= - — Gov (u, v). 
V2 
Since u = (X - x)2 
a2 
U = E(X - x)2 = -g- (5) 
V = E 2 (x. - x)2 
i=l 1 
(6) 
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is a form' which increases with n. This latter statement is evident from 
the fact that for random samples of size n that have been selected from 
finite populations either with or without replacement 
1 n 1 N 
E ——t  2 (x.-x)2 = -Vj—9— S (x- - X)2 « (7) 
n-1 i=1 i W x 
Next the covariance between u and v is considered. Let 
Ax. = x. - X • (8) ii • 
then 
E  Ax .  =0  
E A2 x. = cr2 1 x 
N-1 , 
assuming -jq- = 1-
So 
n . n , n 
2 (x.-x)2 = —— S A2 x. - — S Ax. Ax. 
i=l 1 n i=l 1 n i^j 1 J 
Now by definition, 
f n 
(9) 
Gov . 2 (x. - x)2, (X -x)2( = E| 
- E 2 (x. - 5E)2 E(X - 5E): 
i=l 
= i- e )  f(n-l) 2 A%c. - 2 Ax. AxJ 2 A^. + 2 Ax. Ax.K 
7  ( I :  w  1  y ,  1  i l  L i = i  1  1  y j  
cr2 c2 
- (n-1} X X 
n 
n 4 n n 
= —rr E < (n-1) 2 A x. + (n-1) 2 A fx. A fx. -22 A^. Afx. 
» I i=l / 1 J Wj 1 J 
i + terms of expectation zero ( - — 
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1 n(n-l) E A4xi + n(n-l)(n-3) r4 | o-4 
n-1 |e ( A4x.) - 3 a-4 j 
Or since V( = E(A4x.) - (EAfs.)2 = E A4x. - cr4 Equation 11 may 
be written as 
n-1 V( A ^x.) - 2<r V - 2crx f n 2  )  1  i '  s ' J -  (12)  
Equation 11 shows that for normal populations Gov (u, v) — 0 which agrees 
with the well known fact that x and s2 are independent in normal samples. 
Equation 12 also agrees with known normal population theory for in that 
case Afx. = (x. - X)2 has the distribution <r^ Z2 which has a variance of 
4 2(7^. Hence in the normal case Equation 12 is also seen to be equal to 
zero. In general it is seen that Gov (ii,v) is of the order 1/n, and since 
1/V2 was previously shown to be of order 1/n2, Gov (u, i ) is of the order 
3 1 1/n . Hence as was stated at the outset Gov (u, — ) is of lower order than 
E u E — and on this basis was neglected in Section IV A. 
