Design and Validation of a Sensor Integration and Feature Fusion Test-Bed for  Image-Based Pattern Recognition Applications by Karvir, Hrishikesh
Wright State University 
CORE Scholar 
Browse all Theses and Dissertations Theses and Dissertations 
2010 
Design and Validation of a Sensor Integration and Feature Fusion 
Test-Bed for Image-Based Pattern Recognition Applications 
Hrishikesh Karvir 
Wright State University 
Follow this and additional works at: https://corescholar.libraries.wright.edu/etd_all 
 Part of the Engineering Commons 
Repository Citation 
Karvir, Hrishikesh, "Design and Validation of a Sensor Integration and Feature Fusion Test-Bed for Image-
Based Pattern Recognition Applications" (2010). Browse all Theses and Dissertations. 403. 
https://corescholar.libraries.wright.edu/etd_all/403 
This Dissertation is brought to you for free and open access by the Theses and Dissertations at CORE Scholar. It 
has been accepted for inclusion in Browse all Theses and Dissertations by an authorized administrator of CORE 
Scholar. For more information, please contact library-corescholar@wright.edu. 
 
 
DESIGN AND VALIDATION OF A SENSOR INTEGRATION AND FEATURE 
FUSION TEST-BED FOR IMAGE-BASED PATTERN RECOGNITION 
APPLICATIONS 
 
A dissertation submitted in partial fulfillment of the  
requirements for the degree of  






HRISHIKESH VIKAS KARVIR 






WRIGHT STATE UNIVERSITY 
SCHOOL OF GRADUATE STUDIES 
October 27, 2010 
I HEREBY RECOMMEND THAT THE DISSERTATION PREPARED UNDER MY 
SUPERVISION BY Hrishikesh Vikas Karvir ENTITLED Design and Validation of a Sensor 
Integration and Feature Fusion Test-Bed for Image-Based Pattern Recognition 
Applications BE ACCEPTED IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR 
THE DEGREE OF Doctor of Philosophy. 
 
 
  Julie A. Skipper, Ph.D. 
   Dissertation Director 
 
 
Ramana V. Grandhi, Ph.D. 
Director, Ph.D. in Engineering Program 
 
Andrew T. Hsu, Ph.D. 
Dean, School of Graduate Studies 
 
Committee on Final Examination 
 
 
Julie A. Skipper, Ph.D. 
 
Lang Hong, Ph.D.   
 
Mark E. Oxley, Ph.D. 
  
S. Narayanan, Ph.D.   
 




Karvir, Hrishikesh. Ph.D., Ph.D. in Engineering Program, Wright State University, 2010. Design 
and Validation of a Sensor Integration and Feature Fusion Test-Bed for Image-Based Pattern 
Recognition Applications. 
 
The collection, integration and interpretation of information to provide unified smart solutions 
have received tremendous attention in the last decade. With increasingly sophisticated algorithms 
and improvements in hardware technology, there exists a need for a cost-effective and 
standardized multi-source information fusion system. To deliver such a system, we integrated a 
sensor hardware test-bed using scientific grade commercial off-the-shelf (COTS) technology and 
developed supporting software tools that enable rapid prototyping. The validity of this test-bed 
and associated software was demonstrated through the delivery of a ground-based multispectral 
visual surveillance prototype for improvised explosive devices (IED) detection using electro-
optical (EO) and short-wave infrared (SWIR) cameras. The prototype provided a portable and 
scalable solution for real-time synchronous acquisition from multiple imagers and its modular 
design conveniently accommodates new imaging sensors and requirements for different 
applications.  
Software developed to support the test-bed included modules for image acquisition, 
preconditioning, segmentation, feature extraction, data regularization and pattern recognition. 
Dynamic control of acquisition parameters through feedback from these modules facilitated 
optimized data collection. Whereas most current research related to automatic target detection 
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(ATD) system performance improvement focuses on enhancing fusion algorithms, our research 
examined both fundamental issues existing across different fusion architectures, i.e., improved 
data preconditioning and robust spatial image registration, along with the development of a 
unique classification approach. Since spatial registration is a critical component in image fusion, 
we optimized a mutual information-based image registration algorithm to improve its 
convergence success and benchmarked it against the established simplex method. For four 
different multi-modal test image sets, the fraction of cases that successfully converged with our 
algorithm increased by 15 to 40% over the Nelder-Mead downhill simplex method, albeit with an 
approximately four times higher computational cost. Additional strategies, such as bit-depth 
reduction, image down-sampling and gradient-based regions of interest (ROI) selection, were 
systematically evaluated and led to the registration of high resolution images at nearly 60 times 
faster than the standard approach.  
To automatically identify IED in the acquired multi-spectral imagery, four different pattern 
classifiers were tested; Bayes, k-nearest neighbor (knn-NN), support vector machines (SVM) and 
our novel piece-wise linear convex-hull classifier. The developed convex-hull classifier algorithm 
was initially benchmarked against the Bayes method using simulated normal and mixed Gaussian 
density distributions. These simulations indicated significant reduction in error rates of up to 89% 
(p=6E-8) when using the convex-hull approach in combination with k-means clustering for mixed 
density distributions. Subsequently, each of the four classifiers was tested using the IED data set 
that consisted of 154 different intensity-based and content-based features extracted from the EO 
and SWIR images. Salient features were selected using receiver operating characteristic (ROC) 
curve analysis and a wrapper-based process that used minimum error rate as the criterion 
function. To identify the classifier providing the lowest generalized error rate for the selected 
feature set, we conducted a stratified 10-fold cross-validation analysis and compared classifier 
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performances using t-tests with a 95% confidence interval. For the different operating conditions 
(OC) represented in the eight different data sets acquired with our prototype system, the 
generalized classification error rate ranged from 13.0% (±1.2) to 29.6% (±2.7). For six of the 
eight acquired data sets, the convex-hull classifier provided an equivalent or lower (as compared 
to at least one other classifier) generalized error rate, used a lower number of required features (at 
most 3), reduced training time (as compared to the knn-NN and SVM classifiers) and relied on 
lower function complexity. At the same time, class-label assignment time of the convex-hull 
approach was lower by a factor of 10 when compared to the Bayes classifier, and a factor of 100 
when compared to the knn-NN and SVM classifiers. Considering the attributes of a good 
classifier, the convex-hull approach provided the overall best balance between the different 
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1. INTRODUCTION  
The pursuit of knowledge discovery and the constant drive to improve our perception of our 
surroundings has led to unprecedented developments in sensor and information technologies. 
With continual evolution of computers and sensors, it has become increasingly important to 
understand the interactions and associations between data from different sensors and deduce 
meaningful inferences. Fusion research attempts to address these tasks through a diversified 
approach. As defined by the Joint Directors of Laboratories (JDL), information fusion is “a 
multilevel, multifaceted process dealing with the automatic detection, association, correlation, 
estimation, and combination of data and information from single and multiple sources.” 1 Even 
though the concept of information integration has been around for the past two decades, several 
research communities have recently partnered to collectively establish the fusion field as a formal 
engineering discipline.2 Inspired by the innate ability of biological systems to integrate and 
interpret information, researchers strive to develop data fusion techniques that simulate or surpass 
the capabilities of such systems. Attempts to build intelligent and sophisticated systems have led 
to a multidisciplinary approach in assimilating available technology and developing novel fusion 
techniques. As a result, data fusion is gaining wide-spread popularity in the medical, military and 
industrial domains.2 Some of the common applications include visual display enhancement, 
pattern classification, improved decision making, multi-spectral/multi-sensor information 
representation, target tracking, data mining and information retrieval. The applications 
themselves usually drive the choice of associated hardware and fusion algorithms used. Although 
advancements in data fusion have been made, research has established that no single fusion
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algorithm can work for every application, because the sensors themselves have varying responses 
under different operating conditions (OC). Thus, sensing hardware and associated algorithms are 
generally tuned toward specific tasks and tested for predefined scenarios, leading to custom-
designed solutions. With increasingly sophisticated algorithms and established hardware 
technology, the need for a cost-effective and standardized multi-source “information system” 
(defined by Steinberg et al. as a system developed using multiple sources/sensors to provide 
physical and perceptual states of nature) is essential.3  
Understanding these limitations and requirements, our research focused on designing a robust 
hardware and software test-bed for sensor integration and information fusion, facilitating 
exploration of data-level, feature-level and decision-level fusion schemes. As fusion is of interest 
in a broad range of research fields, we limited the scope of this study to integrating the hardware 
platform for imaging sensors and directing the software framework for automatic target detection 
(ATD) applications. In general, imaging sensors provide diverse information content in the form 
of texture, shape, size, distance, intensity, etc. As a rich information source, such sensors prove 
ideal for testing fusion systems and machine learning algorithms. However, the high throughput 
capacity of imagers and their finite sampling of the various field OC present several challenges in 
ATD applications.4 Thus, recent focus in machine learning and fusion has been geared toward 
compact representation and encoding schemes, along with extraction of pertinent information 
from the available resources.5 Additionally, efforts to improve system performance are aimed at 
effective pattern classification.4 We addressed these challenges through the feature-fusion 
approach and assessed the efficacy of our system on a particular ATD task using multiple 
imagers.    
This investigation was sponsored in part by The Leonard Wood Institute (LWI) (a US 
Government-funded, not-for-profit research organization that aims to support science and 
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technology requirements of the US Army’s Maneuver Support Center (MANSCEN)), with a goal 
of integrating a multi-spectral scalable imaging test-bed for the task of improvised explosive 
device (IED) detection. Furthermore, this research-oriented test-bed was intended to be a cost-
effective tool, using mostly commercial off-the-shelf (COTS) technology. For proof of concept, 
two imaging modalities were selected for the prototype system. An electro-optical (EO) camera 
provided images of high spatial resolution in optimal light conditions. In low-light, foggy, or 
cloudy OC, the EO camera output can be severely compromised; therefore, a short-wave infrared 
(SWIR) camera was selected as the second imager. Each camera exhibited different spatial 
resolutions, fields-of-view (FOV) and signal intensities, and consequently, features obtained from 
acquired images represented unique spectral contents perceived by each modality.  
Since our objective involved target detection, the software framework was modeled around ATD 
applications. In such scenarios, feature probability density distributions are driven by the current 
OC and are often unknown due to the wide variety of target types and the influences of 
illumination, pose and clutter. Classical approaches either assume underlying feature distributions 
or estimate them through training data. We adopted a supervised learning approach, in which the 
probability density functions were estimated using training data. With multiple features streaming 
from each modality, the interaction of different features and the influence of clutter on the feature 
combinations cannot be estimated by analyzing features individually. To completely characterize 
and understand the influence of feature combination, a feature-level fusion scheme was adopted, 
generating a d-dimensional feature space for the target and non-target classes. Considering the 
‘dimensionality curse’ and physical limitations on computing power, we performed an initial 
down-selection of features using receiver operating characteristic (ROC) curve analysis and 
restricted the feature space to a maximum of 4 dimensions. For classification in the d-dimensional 
feature space, Bayes’ (quadratic), support vector machine (SVM) (quadratic) and k-Nearest 
Neighbor (knn-NN) approaches were evaluated. Additionally, since targets tend to appear in 
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groups,6,7 a novel piece-wise linear convex-hull classifier was designed to capitalize on this 
condition. With each feature representing specific information provided by the imager, the feature 
selection and classification stages determined the set of features that improve detection rate while 
minimizing detection error.  
Even though the ATD framework was developed as a two-class problem, this fusion scheme and 
the associated classification algorithms can be extended to multi-class situations. Depending on 
preliminary evaluation of the incoming data, our design is capable of adopting different 
classifiers, or a combination of classifiers, that are optimal for the given task. Our system 
hardware solution and the fusion scheme also facilitate dynamic process evaluation to adjust for 
varying OC. Additionally, a full combinatorial analysis through the feature-fusion scheme defers 
the decision-making step until all information is available, thereby improving each classifier’s 
performance. Similarly, using multiple classifiers, we provide a thorough analysis of available 










Data fusion draws upon concepts from a broad range of research fields that include sensor 
integration, data mining, target tracking, pattern classification, ATD, etc.3 Fusion research aims to 
combine developments from these fields to deduce more meaningful conclusions from the 
available information. Spurred by rapid growth in technology, the US military was among the 
first to capitalize on the potential of information fusion.1 Techniques drawn from traditional 
disciplines, such as digital signal processing, control theory, statistical estimation theory, artificial 
intelligence, etc., were applied to determine effective information combination schemes.2 With 
applications in diverse fields, there was no unified effort in fusion research until the Department 
of Defense (DoD) introduced the JDL data fusion working group in 1986.2 The JDL group aimed 
to introduce consistent terminology and proposed to combine related fields to form “information 
fusion” as a formal engineering discipline. They introduced the popular JDL fusion model as a 
general guideline for various applications.2 Since then, several other models have been introduced 
by experts in the field. In the 1990’s, Dasarathy introduced and later refined the Data-Feature-
Decision (DFD) model that categorizes fusion schemes based on the involved data types and their 
processing functions.8 Bedworth and O’Brien reviewed several fusion models and combined the 
waterfall system engineering approach with Boyd’s decision loop to form the omnibus process 
model.9 In 1999, the JDL fusion model was revised to accommodate views from different 
disciplines and changes in technology.3 Since the revised JDL model adheres to an ATD 
framework and is widely accepted in the fusion community, we followed this model in our 
system design.  
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2.1. JDL Fusion Model 
A revision of the JDL-II model (Figure 1) was proposed by Steinberg et al. to provide general 
guidelines for developing fusion systems.3 The model segments the data fusion process into six 
different levels that increase in complexity and perform higher-order operations. The levels are 
interconnected to provide communication between system blocks. The functions of these levels 










Figure 1.  The revised JDL-II fusion model illustrating different levels of data processing to achieve fusion.3 
Sources are connected to each level supplying information for processing and feedback. 
Similarly, the database management module forms the central component in the fusion system 
and interacts with all levels in the fusion model. Level 0 undertakes signal preconditioning such 
as noise suppression and filtering based on requirements of the subsequent stages. At Level 1, 
data is analyzed for alignment, target tracking or identity declaration. With multisource 
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information, localizing entities in the spatial or time domain is critical. The term ‘entities’ refers 
to regions of interest (ROI), which are defined by the application; in most military projects, 
entities are enemy targets. The results drawn from Level 1 are used to obtain relationships 
between entities and their environments at Level 2. This stage attempts to incorporate some 
cognition theory, thereby simulating human reasoning abilities in the fusion system. Level 3 
predicts the impact of a detected threat level through analytical assessment of information from 
Level 2. Again, context-based analysis and reasoning play an important role at this level. Level 4 
uses results from Level 1 – 3 to refine the fusion process and improve system performance. 
Finally, the Human-computer interaction stage provides improved control over the system while 
minimizing human workload and allows the user to customize the system to his/her needs, 
thereby improving overall system performance. Though automation is the prime objective in 
technology development, involving humans in the decision-making process provides better 
control over the fusion system. Research suggests that involving humans in the decision-making 
process enhances computer-aided cognition.10 Studies indicate that individuals vary in decision-
making styles and the human-computer interaction stage provides a means to customize the 
system for the end user.11 
Each of the levels described above incorporates information fusion in different forms. The pre-
processing stage (Level 0) fuses feedback from refinement stages and information from the 
database to achieve sub-optimal signal conditioning. Level 1 involves fusing attributes for 
tracking or identity declaration. Since our model is applied toward target detection, the remainder 
of this document focuses on details of data pre-processing (Level 0), alignment, fusion for 
identity declaration (Level 1) and representation. Some aspects of database management and 
process refinement (Level 4) are incorporated to achieve dynamic processing capability. The 
following sections will describe fusion architectures and provide background on ATD/ATR 
algorithms developed for improved identity declaration. 
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2.2. Fusion for ATD and ATR Applications 
Identity declaration is likely the most researched application of fusion and the ATD literature 
dates back to the 1960’s.12 In general, fusion architectures for target detection have been broadly 
classified as data-level, feature-level or decision-level.  
2.2.1. Fusion Architectures 
Depending on the combination method adopted by a given technique, fusion schemes are 
categorized into three types. In each of these cases, it is assumed that the data collected from the 
different sensors are aligned spatially or temporally.  
a. Data-level fusion: In this technique, co-aligned data from all sensors are combined using a 
given logic or mathematical operation in the signal domain or a transform domain (Figure 
2A). Generally, the results of data-level fusion are most accurate since information is fused 
close to the source.8 Since most multi-modal systems involve sensors that detect different 
phenomena or quantities, direct data-level fusion of these measured properties is not 
reasonable and pre-processing is necessary to extract commensurate measures from each 
sensor prior to fusion. The fused information is expected to enhance entity features; identity 
declaration is achieved by extracting these enhanced features from the fused data. Fusing 
raw data is a computationally efficient, low-level fusion technique, since it is often based 
on a fixed combination rule or scheme. This justifies its use in time critical events, but the 
deduced, noise-susceptible information is limited and the concurrent workload on the 
human user in decision making may substantially increase.  
b. Feature-level fusion: Contrary to fusing raw sensor data, feature-level fusion first obtains 









































































































































































level fusion technique that deduces entity-specific information using a combination of 
logical, mathematical and heuristic methods. In most cases, it relies on a user-provided 
knowledge-base to identify entities. However, unsupervised learning techniques are also 
commonly applied in pattern classification systems.4 To improve the detection rate, 
multiple features are commonly included in the algorithms to generate a more specific 
response to the entity under consideration. These features are fused to form a single vector 
that is allotted into classes that define different entities and the features providing 
maximum separation between entities are identified to optimize system performance. The 
bulk of the feature fusion literature is focused on pattern detection, selection and 
classification techniques. Bayesian decision theory13, SVM14, principle component analysis 
(PCA)15, linear discriminant analysis (LDA)16, independent component analysis (ICA)17 
and fuzzy set theory18 are among techniques commonly used to solve two-class or multi-
class problems with either linear or nonlinear class separation boundaries. Some of these 
techniques are also used to determine the most discriminative set of features for a given 
target entity. In multi-modal systems, unique features from different sensors provide 
complimentary information, thereby improving target detection sensitivity and specificity. 
However, computational load increases exponentially as the number of features and the 
complexity of the adopted feature fusion scheme increase.8 Thus, emphasis has been placed 
on determining the best feature subset prior to fusion.  
c. Decision-level fusion: The third approach fuses response information after identity 
declaration from individual sensors or algorithms using techniques such as Bayesian 
inference, classical inference,8 the Dempster-Shafer (DS) method19 and heuristic 
approaches.8 Each sensor or algorithm independently provides outputs (Figure 2C), which 
are categorized as either hard or soft responses.8 Hard responses provide a direct 
declaration of the presence or absence of any entity, whereas soft responses provide 
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likelihood, or confidence-score, of the entities’ presence or type. Note that each sensor can 
output several responses from different algorithms that are eventually combined. Similarly, 
results from different classifiers or feature subset combinations can also be fused at 
decision-level. It is assumed that outputs from sensors, algorithms or classifiers exhibit 
conditional independence such that the targets are detected in each case while dissimilar 
responses are obtained for the non-targets, so that the final combination of these responses 
improves both system sensitivity and specificity. The pre-processing, data alignment and 
feature-extraction stages for determination of the entity are included as part of the low-level 
processes. The primary drawbacks of this technique are the need to assume conditional 
independence and the increased computational load at the node level in a distributed 
system. Consequently, decision fusion performance directly relies on the quality of output 
from the individual algorithm/sensor/node level processes.   
The choice of fusion architecture is largely dictated by the application. Some hybrid fusion 
techniques attempt to combine two or all of the above schemes. For example, the identity 
declaration stage in decision-level fusion can involve fusion of several feature-level responses for 
each sensor in the system. Decision-level fusion is then performed on these fused responses from 
different sensors. 
A good fusion system can handle different information sources effectively to provide a concise 
and meaningful interpretation of the information. To test the efficacy of a fusion system, multiple 
data sources are required and, often, hardware compatibility and sensor costs present hurdles in 
integrating multiple sensors at the experimental stage. To mitigate this problem, one viable option 
is to extract multidimensional data from a single sensor that can provide distinct entity features. 
In general, images provide high-dimensional data in the form of observable entity features and 
can be effective to test fusion systems. Hyperspectral imaging (HSI) sensors have matured in 
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recent years and are ideal for fusion research, since they produce images over mutually 
independent spectral bands, providing unique spectral information.20 However, these imagers are 
often custom-designed, which drives up their cost. A more cost-effective alternative is offered 
through multi-spectral imaging systems, which consist of multiple cameras that exhibit sensitivity 
over distinct, but broader, spectral bands. The choices of imagers and spectral bands of interest 
are driven by the application. Algorithms developed for these systems extract and fuse 
information from each imager to arrive at decisions. Within the LWI project, we have procured 
and integrated a multi-spectral imaging system, consisting of two cameras providing sensitivity 
over independent spectral bands. The remainder of this document focuses on feature-level fusion 
using data from these imagers, but it is to be noted that the developed fusion and classification 
algorithms are domain independent and can be extended to different sensor types or applications. 
The following sections provide details of various algorithms and frameworks developed for 
fusion systems. Some of these techniques are simply used for effective data representation, while 
the same principles are extended in the field of ATD/ATR to improve detection/recognition 
rate.21,22 Where applicable, the generalized models of these frameworks and algorithms are 
presented. 
2.2.2. Review of Fusion Algorithms 
Fusion algorithms developed for target detection and recognition typically fall into one of the 
three fusion architectures described in Section 2.2.1. The following sections describe 
sophisticated fusion schemes and provide details on popular approaches. An overview of data- 
and decision-level fusion and background on some alternative hybrid fusion schemes are 
provided. Since our focus is on improving upon existing pattern classifiers and developing new 
techniques for improving classification accuracy, emphasis is provided on the feature-level 
architecture that is more conducive to pattern classification. However, note that feature detection 
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and selection are prerequisites for decision-level fusion techniques. Also, pattern classification 
algorithms are generally applicable across fusion architectures. 
2.2.2.1. Data-Level Fusion Techniques 
Fusing information in a transform domain was one of the first systematic approaches for data-
level fusion.23 Knowing an entity’s unique response to a given transform, this approach allows 
automatic selection of ROI. A simple and fairly effective approach is pyramidal decomposition of 
signals.24 Also known as multi-scale decomposition, there are several variants of this theme, each 
representing the original signal with its unique transform domain coefficients.23,25,26 Fusion rules 
for combining data are based on the transform coefficients that represent activity level. Although 
most of the algorithms in this category focus on data-level fusion, wavelet-based approaches have 
been modified to incorporate feature-level information through region- or window-based 
operations.27,28 Commonly, the absolute maximum or minimum activity value is of interest, but a 
weighted combination of coefficients may also be considered.26 The general idea of these 
schemes is to preserve specific spatial and frequency information using logical or mathematical 
operations. 
A pyramidal fusion scheme, proposed by Burt and Adelson in 1985, decomposes signals into 
frequency bands by subsequent down-sampling and subtraction, resulting in a high-pass 
Laplacian pyramid and a low-pass Gaussian pyramid.23 The Laplacian pyramid forms the residual 
mask containing high frequency coefficients, whereas the Gaussian pyramid contains the 
remaining, low-frequency image information. This approach is modeled on how humans visually 
process images. Burt applied the absolute maximum rule to every pixel at different levels in the 
pyramids.25 Similar to spatial domain processing, fusion of frequency information is possible in 
the Fourier domain, but spatial and temporal information cannot be simultaneously preserved. A 
solution to this problem is offered through wavelet transformation, which provides the flexibility 
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of using different basis functions to generate responses favorable for a particular entity’s 
detection. The Haar wavelet, developed in the early 1900’s, serves as a foundation for the discrete 
wavelet transform (DWT).21 Daubechies introduced the first orthonormal basis for wavelets in 
1988 and over the years, several other wavelets have been developed with properties desirable for 
specific applications.21 A popular mathematical model by Mallet uses successive low-pass and 
high-pass filtering operations.22 Similarly, several coefficients can be used to achieve fusion 
across different modalities as demonstrated by Li et al. in 1995.26 In normal wavelets, small shifts 
in the input signal can cause larger shifts in the output subbands. A further refinement to ensure 
shift invariance and directional sensitivity is achieved through the dual-tree complex wavelet 
transform (DT-CWT).29 Recent years has seen the use of wavelet transform-based fusion is in 
several applications that involve contrast enhancement30, multi-focus fusion31, medical image 
fusion32 and target detection.33  
The use of steerable filters for image analysis by Freeman and Adelson demonstrates their 
inherent property of shift and rotational invariance.34 This property is useful for fusion of infrared 
(IR) and visible band images as illustrated by Liu et al.35 Similarly, ratio of successive levels in a 
low-pass pyramid is useful in generating a fusion scheme for IR and visual images.36 Using the 
absolute maximum value of the ratios as the fusion rule, this method preserves high luminance 
contrast in the images. Another contrast enhancement technique is based on the discrete cosine 
transform (DCT), and computes contrast at each coefficient, finally selecting the DCT 
coefficients that provide optimal contrast.37  
Since data-level fusion is considered a low-level process, quantitative evaluation is relatively 
straightforward. Some standard measures used in fusion evaluation are correlation coefficient, 
root mean square error (RMSE) and mutual information (MI).38 Other high-level evaluation 
metrics look for edge strength, edge orientation, contrast, and similarity between images39. The 
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choice of a performance evaluation technique is generally governed by the application.40 The 
feasibility of fusion evaluation allows development of adaptive fusion techniques, as in the 
approach by Petrovic and Cootes, which tests different fusion evaluation measures and metrics 
for implementing an adaptive data-level fusion scheme to obtain an optimized image display.40 
Once data are fused, entity/state detection can be performed on the fused data using different 
classifier approaches. Alternately, the fused data can be used for an advanced fusion scheme such 
as feature- or decision-level fusion.   
2.2.2.2. Feature-Level Fusion Techniques 
In multi-scale decomposition methods, the activity level is measured for a pixel or over a 
predefined region based on the entity size. However, these region-based techniques are intended 
for verifying the choice of coefficients rather than garnering the entities’ information. In contrast, 
true feature-level fusion techniques attempt to extract characteristic entity information in the form 
of features. These features aid in identification of the entities or, in general, verification of a given 
state. For example, a combination of logical feature inputs from several sensors might control 
operational states of different industrial processes. Once features are obtained, parametric, non-
parametric or non-metric methods may be used for classification or identity declaration.4 When 
underlying statistical distributions of entity features are known or predictable, Bayesian or 
parametric approaches are commonly adopted.4 Conversely, when distributions are unknown or 
complex, non-parametric methods, such as k-nearest neighbors (knn-NN), or non-metric methods, 
such as decision trees, are preferred.4  
Feature discovery for entity or state characterization forms the first step in most ATD/ATR 
applications. For example, direct comparison model-matching simulates high-level human visual 
processing that compares new objects to known templates to identify targets.41 Raw data values 
extracted from test samples, or simulated data values form a reference data set (also known as the 
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“reference chip” in image-based systems) for the entities of interest. Acquired data are then 
compared to the reference data through differencing, RMSE or cross-correlation operations,41 to 
verify entity presence. Since higher-order statistics exhibit lower noise sensitivity, techniques 
such as MI-based matching have been used more recently.42 However, template matching is 
computationally intense, especially when the data have high dimensionality, as with high-
resolution imagery. Moreover, model matching is sensitive to differences in translation, rotation, 
scale and OC. Target verification measures based on differencing, RMSE and cross-correlation 
values are affected by noise and changes in acquisition conditions. Though MI-based approaches 
are less sensitive to noise, changes in OC can severely impact performance.  
An alternative approach to direct template matching is candidate region extraction followed by 
feature fusion.1 This approach provides a two-fold advantage of reduced computation and 
flexibility of extension toward decision-level or hybrid fusion methods. For this process, semi-
automated/automated image segmentation forms a preliminary step and the binary candidates 
obtained after segmentation form the input ROI for the feature discovery process. With the 
number of binary candidates dramatically less than the original data dimension, a substantial 
reduction in processing time is directly achieved. Every resultant candidate belongs to one of the 
predefined classes; for example, in a two-class problem, the candidates belong either to the target 
or the non-target class. Successful categorization of the candidates depends on choosing 
appropriate features that provide the most unique representation of the candidates under the given 
OC. Thus, feature detection, selection and classification algorithms are designed to optimally 
identify and segregate these candidates into their respective classes. In general, the focus of 
feature-fusion research for ATD/ATR applications is oriented toward three broad areas: feature 
detection, appropriate feature subset identification and, finally, fusion to enable classification. 
The following sections provide an overview of different strategies used in these processes. 
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a. Feature detection 
Historically, a number of fundamental signal/image processing techniques have been 
developed to compute relevant features from digital data.41,43,44 These features can be 
broadly categorized as intensity-based or content-based and may be extracted from the 
signal domain or a transform domain. For robust detection, features that are shift-, rotation- 
and scale-invariant are essential, and pre-conditioning of the data is required. Since 
changing OC and clutter often lead to reduced detection sensitivity and specificity, it is 
customary to use multiple features, unique to the target entity, to ensure good detection 
capability. Geometric features form a subset of content-based information and are 
commonly used to describe the shape, size and structure of entities.44 These include area, 
perimeter, length, curvature, directionality, centroid, etc. Similarly, statistical features, such 
as mean, variance, standard deviation, coefficient of variation, moments, and entropy are 
deduced from signal intensity information and aid in quantitatively describing entities.44 
Signal intensity-based features, such as texture, phase, color, or transform domain features 
such as Fourier power spectrum or Gabor wavelet components provide a different set of 
feature-level information. Using any of the content or intensity measures, higher-level 
features, such as contrast, coarseness or energy, can also be derived.45 Additionally, multi-
modal imaging systems provide unique sensor-dependent spectral signatures. Even though 
a vast feature set is available for any given application, many features may be irrelevant. To 
find the most salient features, the detected features are passed to the selection/extraction 
phase.  
b. Feature selection and extraction 
Intuitively, it would seem that adding features provides more information to the ATD 
system that should, theoretically, improve the system’s detection rate. However, the 
complexities of feature conditioning, selection and classification functions generally 
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increase in higher dimensional spaces.4 At the same time, there are limited training data to 
characterize or estimate the function parameters. Thus, even though a vast set of features is 
accessible to the user, progressively increasing the feature space dimensions leads to 
increased bias and variance in the estimated classifier parameters or decision boundaries.46 
This directly impacts the reliability and confidence in class/state estimates and also results 
in a loss of generality. As a result, even though adding features may appear to improve 
performance on the training samples, a degraded performance on the testing set is often 
observed. Moreover, not all features may be relevant to the classifier for reducing the 
classification error. To tackle the issues of feature redundancy and ‘curse of 
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Figure 3.  A schematic showing (A) feature selection and (B) feature-extraction processes for dimensionality 
reduction. 
Feature selection (Figure 3A) techniques achieve dimensionality reduction by choosing a 
subset of input features based on some objective evaluation or criterion function J(·). The 
goal is to select a subset (m) of the total number of features (p) with a minimum impact on 
classification accuracy. The evaluation or criterion function is traditionally set up as a filter 
or wrapper method.47 Filter methods attempt to determine the optimal feature set by directly 


















application goals. Typical evaluation functions include Mahalanobis48, Fisher’s49, 
Bhattacharya50 or Chernoff51 distances. More recently, the use of MI, the Gini index and 
information gain have also shown promising results.52 Filter approaches are generally fast 
and non-iterative, proving attractive when time is of essence. Moreover, since filter-based 
evaluation functions directly estimate the relations between different features, they provide 
more generalized outputs and do not show bias toward any classifier type.53 In contrast, the 
wrapper evaluation is based on classifier performance using the feature subset. Generally, 
such evaluation functions determine error rate or area under the ROC curve (AUC) for 
ATD/ATR applications.54 Since the wrapper evaluations are tailored toward a particular 
algorithm, the optimal feature subset selected with this approach provides superior results 
as compared to the filter approaches for the selected criterion function.55 For example, if the 
objective of a given application is minimizing Type I error, the criterion function used for 
evaluating every feature subset should be Type I error. The consequent feature subset 
selected with this criterion function will always provide the best result as compared to any 
other filter method or wrapper criterion function. However, wrapper evaluation functions 
are generally computationally intense and need training on each classifier approach. So 
when the system uses multiple classifiers or different error estimating methods, each 
feature subset must be independently evaluated for each classifier and error estimation 
method.   
The goal of finding the optimal feature subset m from a total of p features requires 
evaluation of all possible feature combinations. With increasing p and m, the number of 
combinations exponentially increases, and an exhaustive search for the optimal subset can 
be prohibitively large. For example, with m = 5 and p = 20 15,504 combinations are 
possible. When m is increased to 7, the number of combinations increases to77,520. To 
avoid an exhaustive search, several optimization techniques have been developed; some of 
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these include branch and bound, sequential forward/backward selection (SFS/SBS), 
simulated annealing and genetic algorithms.46 Among these, only branch-and-bound is 
guaranteed to find the optimal solution, provided the criterion function satisfies the 
monotonicity property.46 Improvements to SFS technique are the plus l-take away r and 
sequential forward floating search (SFFS) approaches that allow a feature to be 
reconsidered if it has been discarded initially. The stopping criteria for these optimization 
routines depend on the evaluation function used. For filter evaluation functions, an upper or 
lower limit to the number of features needs to be set, contingent on the forward or 
backward selection technique. Generally, filter functions tend to generate large feature 
subsets and lower classification accuracy as compared to wrapper functions.4 Wrapper 
functions either use the feature subset size, or a preset minimum value of the criterion 
function, or both as the stopping criteria. Note that performance of any feature selection 
algorithm is only as good as the original feature set and the number of training samples 
available. For small sample sizes and a large number of features, choosing a relatively large 
feature subset will produce unreliable results.46   
Whereas feature selection techniques attempt to select a subset of features from the original 
set, feature-extraction methods (Figure 3B) use mapping techniques to reduce the feature 
space dimensions. Unlike feature selection, mapping techniques are computationally 
efficient. A popular linear mapping choice is PCA or Karhunen-Loève expansion that 
computes the largest m eigenvectors of the d-dimensional feature space.15 A nonlinear 
extension of this approach is achieved through the kernel trick and generalizes PCA to 
cases where features are nonlinearly related.56 Whereas eigenvectors obtained through PCA 
capture the variance in features, they need not provide the most discriminant 
transformation. Discriminant analysis modifies the eigenvector approach to extract features 
based on their discriminatory potential,16 and Fisher linear discriminant analysis (FDA)57 
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and SVM are among the popular discriminant analysis approaches. The nonlinear extension 
of LDA is achieved through kernel functions.58 For some applications, such as face 
recognition, combinations of PCA- and LDA-based extraction schemes are also used.59    
c. Feature fusion 
Once appropriate features have been selected or extracted, a common pre-processing step 
involves normalizing feature values to remove bias toward any particular feature and 
bounding the feature values within a predefined range. The most direct feature-fusion 
approach is serial or parallel concatenation of the normalized features to form the resultant 
fused feature vector.2 With this approach, the feature weights are implicitly determined in 
the selection phase and the subset of m features defines the resultant feature space 
dimensions.60 On similar lines, feature-extraction steps such as PCA or LDA also implicitly 
incorporate the fusion process along with dimensionality reduction.61 Every mapping 
generates a unique representation of the input features in the transformed domain. Whereas 
PCA provides the m largest eigenvectors, LDA compresses the feature space to c-1 
dimensions, where c is the number of classes. These components are concatenated to form 
the fused feature vector in the transformed domain and are more informative than each 
individual feature in terms of the mapping criterion. The classifier is designed to categorize 
samples in the m-dimensional transformed space. Feature extraction approaches are 
particularly attractive in multi-class applications with very high-dimensional feature spaces 
(for example, in face recognition).61 The direct fusion approach preserves feature 
interactions and correlations, allowing a full combinatorial analysis at the classifier design 
stage. In multisensory applications, if confidence levels on different sensor measurements 




In a number of situations, when feature selection or extraction phases are not involved a 
priori, input features are weighted based on metrics that characterize their discriminability. 
Commonly used metrics include MI63 or class separation distance metrics,64,65 such as 
Bhattacharya, Mahalanobis and Hamming distances. Another popular approach is score-
based fusion. Scores, or confidence values, are generated for each feature using the 
different metrics or ROC curve-based analyses and the score distributions form features 
that are used for fusion.66 Alternately, all feature scores can be combined to compute a 
single score value that determines the final decision. The confidence values can be obtained 
from feature class-conditional densities or metrics, such as the distance between classes and 
MI. Artificial neural networks (ANN) are another popular approach for feature fusion 
where the node pruning method simultaneously determines the optimal feature weights and 
these weights dictate the contribution of each input feature toward classification.4  
An inherent drawback of the direct fusion approach is that classifiers provide hard 
decisions on the class labels and measure of confidence on these decisions cannot be 
directly assessed. For a distributed system, large communication bandwidth may be 
necessary to collect data from all the sensor nodes. As the feature space dimensions 
increase, the classifier complexity and computational cost increases exponentially.4 
Moreover, not all classifier designs are suited for high-dimensional analysis and, in general, 
performance will degrade if classifier-specific pre-processing is not performed. As a result, 
careful consideration must be given to the pre-processing steps, training sample size and 




2.2.2.3. Decision-Level Fusion Techniques 
Decision-level fuses outputs from different sensors or algorithms to provide a final class label 
declaration or confidence value.2 Each algorithm provides either hard decisions that declare 
identity or soft decisions that provide a score or probability value. Due to the versatility and 
computational simplicity of this fusion scheme, it has gained rapid popularity in recent years. A 
number of decision fusion techniques such as voting schemes, fuzzy logic,18 Bayesian inference,13 
DS approaches19 or their variants are traditionally applied. All of these decision-level fusion 
techniques can be broadly categorized into the following five groups:8 
a. Classical inference: This approach proposes null and alternative hypotheses to compute the 
joint probability and draws inference from empirical data distributions. A critical value is 
set and, for each observed event, the technique either accepts or rejects the null hypothesis. 
Although this technique can be expanded to multivariate cases, its use is limited since only 
two hypotheses at a time may be considered, and prior probabilities are not taken into 
account.   
b. Bayesian inference: Drawbacks of classical inference are overcome using Bayesian 
inference. Probability density functions are used as a-priori information to represent 
conditionally independent hypotheses.13 Bayes’ formulation incorporates conditional and 
prior probabilities to generate an a-posteriori class probability, which is attractive when 
mutually independent entity information is available to help in identification. However, for 
multiple hypotheses and conditionally dependent events, the formulation becomes complex 
and unreliable. Moreover, Bayesian inference cannot tackle uncertainty information. 
c. DS method: Dempster and Shafer developed a generalization of Bayes’ inference to 
characterize uncertainty in data.19 In addition to the features of Bayes’ theory, DS theory 
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provides a means to assign evidence to overlapping hypotheses, removing the need for 
mutually exclusive events as in Bayesian inference.  
d. Evidence processing theory: Derived from the DS theory, evidence processing assigns 
probability masses to hypotheses and combines those using a-priori conditional 
probabilities. 
e. Heuristic methods: As an alternative to mathematical techniques, heuristic approaches treat 
the fusion problem as a combination of decisions based on predefined rules. Techniques 
such as voting, scoring and ranking are conventionally used for joint label declaration via 
heuristic means. 
While all of the decision fusion methods increase system level processing needs, the 
communication bandwidth requirements are drastically reduced. Similarly, decision-level fusion 
provides more flexibility in combining evidence from different sensors or algorithms while 
reducing the overall complexity and computational needs. Even though the primary focus of this 
approach is effective decision combinations, the performance of predecessor steps is equally 
important. If unreliable decisions or scores from the sources are input, no combination scheme 
can provide a good solution. As a result, hybrid fusion architectures such as feature/decision-level 
schemes are often explored.   
2.2.2.4. Hybrid Fusion Techniques 
Whereas some fusion techniques adhere to a traditional architecture, more recently, the 
combination of different architectures to solve a particular problem are becoming popular. It is 
important to note that individual architecture designs need to be independently optimized before 
the performance of a hybrid approach is evaluated. In principle, these hybrid techniques use 
complementary approaches to overcome drawbacks of a given fusion scheme. For example, low-
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level and high-level feature fusion schemes may be integrated,67 where feature-level and decision-
level fusion schemes work on processed information and data-level fusion is conventionally 
implemented on raw data. By using region- and window-based evaluations, data-level fusion can 
incorporate feature-level information, as is the case with the multi-scale decomposition methods. 
This technique has been demonstrated using wavelets and complex wavelets and has been applied 
to a variety of problems.27 A similar approach is adopted for fusion using ICA bases.28 However, 
these attempts use narrow, discrete regions that may not truly represent the feature under 
consideration. A general framework for multi-resolution fusion proposed by Piella provides a 
partial solution to these issues by using region-level processing.68 Unlike conventional window-
based activity measures, Piella uses a pyramid segmentation approach to extract prominent image 
features. Fusion is then performed separately for each feature using coefficients within the 
segmented regions. The same process is applied by Lewis et al. using complex wavelets.27 
Though this process resolves the rigid windowing method limitations, fusion is still based on the 
activity measure obtained from coefficients in the multi-resolution framework. 
A number of hybrid schemes have been developed that combine the feature and decision-level 
taxonomies. Multi-classifier schemes provide identity declarations or score values that can be 
used by the decision fusion stage to improve system performance.4,69 Similarly, different decision 
fusion schemes, such as rule-based methods and DS theory are often used in conjunction to 
improve system performance.70 Harris and Gan combined feature-level and decision-level fusion 
for dynamic tracking of objects in nonlinear and uncertain situations.71 The features extracted 
from multiple sensors are fused to provide an observation vector and a weighted sum of these 
observations is obtained for state-vector estimation in target tracking. Another feature and 
decision-level fusion combination adapted by Yuan et al. generates fuzzy image features using 
wavelet coefficients.67 The fused fuzzy features are combined at the decision-level using the DS 
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method. Similarly, Wilkins et al. combines SVM results for feature classification with DS 
theory.72  
2.2.3. General Limitations of Fusion Algorithms 
The previous sections provide the reader with a broad overview of different fusion architectures 
and systems. Since fusion encompasses several research disciplines, it is impossible to present an 
exhaustive literature review, so the commonly adopted approaches have been presented along 
with their advantages and pitfalls. A number of these schemes continue to be refined for 
performance improvement. Though success of these algorithms is relative to their application, all 
fusion architectures suffer from some basic limitations. A list of these issues is provided by Hall 
and McMullen and an understanding of these limitations is essential in system design.8 
Among the important highlights, the authors point out that inaccurate or bad sensor data can 
degrade overall system performance. Consequently, downstream processes cannot compensate 
for errors in upstream processes. As a result, proper characterization of sensors is important and 
poor understanding of sensor performance in the given OC is a common reason for fusion system 
failure. Since no single fusion algorithm works in all situations, relying on a single algorithm or 
technique under all conditions is not recommended. Similarly, quantifying fusion algorithm 
performance is a challenging task and selecting an appropriate performance measure must be 
based on the algorithm and the particular application. To summarize, fusion is a dynamic process 
where systems must be iteratively refined to achieve optimal results in changing conditions. 













Figure 4.  Pattern classification techniques, categorized by their approach toward the classification problem. The techniques highlighted in green were analyzed for IED 



















































2.2.4. Pattern Classification 
Given that the appropriate fusion approach is chosen, the final goal in any ATD/ATR application 
is class or state estimation of the candidates. The function of the pattern classifier is to collect the 
output from the fusion stage in the form of combined data, scores or confidence values and assign 
the candidate regions or entities to appropriate classes. For two-class problems, entities are 
classified as either targets or non-targets/clutter. In the case of multi-class problems, entities are 
classified into one of the available class types. The input to a classifier stage can be either 
numerical (continuous or discrete) or categorical, depending on the fusion scheme output. 
Conventionally, when a classifier cannot deal with categorical variables, they are converted into 
numerical format using a predefined scheme.  
Of the different classifiers that have been designed, the most appropriate classifier must be 
experimentally determined for each application. Assuming numerical input variables to the 
pattern classifier, let   	  be an input vector to the classifier such that  =  (, , … . . , 	) 
represents the -dimensional feature vector in the Euclidean space, with each  containing  
samples. The pattern classifier is a mapping that assigns a feature vector one of  different classes 
based on the feature values  = ():  = 1,2, … . . ,  ⊂ 	 
 = (),                                                                         [1] 
where  is a label symbol ! = ", , #, … , $% and & = 1, 2, … ,  are the different classes. 
Again, the simplest approach to determine class labels is pattern matching.46 Possessing prototype 
templates of the different classes, a minimum distance classifier assigns class labels based on the 
distance between the new input pattern and the stored templates.4,46 However, the direct matching 
technique does not account for variations in the incoming data from noise and changing OC, 
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leading to a need for more robust classification approaches. Depending on the level of 
automation, pattern classification techniques can be broadly categorized as either supervised or 
unsupervised (Figure 4). Unsupervised classifiers attempt to automatically learn relationships 
between patterns of different classes and deduce the optimal classification function. In supervised 
classification, the available dataset is divided into training and test sets. While training, the 
classifier learns the decision-boundary parameters under user-defined constraints and then 
validates these parameters with the test set. Depending on the classification approach, the 
supervised techniques can be further sub-divided into Bayesian, parametric, non-parametric and 
non-metric methods.4,46 With each of the supervised and unsupervised methods having a number 
of variants, we limited the scope of this research within the Bayesian, parametric and non-
parametric categories of supervised classifiers. The following sections will provide details on 
different classifiers within these categories and some overview on other popular techniques. Our 
aim was to evaluate, and potentially improvise upon, some of these methods for the IED detection 
problem, as well as develop new non-parametric classification techniques.  
2.2.4.1. Bayesian Approach 
Bayes’ theorem was among the earliest and most robust classification approaches.13 Assuming we 
know a-priori probabilities for each class '() and class-conditional densities ((|) for the 
feature vector, we can predict the a-posteriori probabilities '(|) for each class using Bayes’ 
theorem4 
'(|) =  ((|)'()(() = ((|)'()∑ ((|)'()$+ .                                         [2] 
Here, (() is the evidence and simply acts as a normalizing factor to ensure that all probabilities 
sum to 1. The simplest decision-making rule is the maximum a-posteriori (MAP) rule that 
decides class  if '(|) >  '-./0, for all 1 ≠ &.4 This is also known as the minimum error 
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rate classification and any input feature vector  is assigned to class  with the generalized 
discriminant function formulated as 3() > 3.() for all 1 ≠ &, where4 
3() = '(|) = ((|)'().                                                    [3] 
A generalized Bayes’ rule can be formulated by incorporating risk  in this decision-making 
process.4 The conditional risk associated with assigning a particular  to class 5 when the true 
state of  is . is given as 
(5|) = 6 7-5/.0'(.|)$.+ .                                                     [4] 
 Here, 7-5/.0 (also denoted as 7.) is called the loss function and can be determined from the 
level of emphasis on Type I and Type II errors. For a two-class classification problem, the 
conditional risks can be written as  
(5|) = 7'(|) +  7'(|)                                                [5] 
and 
(5|) = 7'(|) +  7'(|),                                               [6] 
and the minimum-risk decision rule decides on class  if (5|) <  (5|).  
A one-zero loss function indicates all errors are equally costly and simplifies the above equations 
to Eq. 3. Commonly, the ratio of class-conditional densities (the likelihood ratio) is also 
considered a decision criterion. In each of these cases, when the a priori probabilities are 
unknown or cannot be reasonably assumed, the Neyman-Pearson criterion can be used to estimate 
the optimal decision boundary that is independent of the prior probabilities.4 A further 
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simplification to the Bayes’ decision rule can be found by assuming class-conditional 
independence (a Naïve Bayesian classifier). As a result, the joint probability density function for 
the features can be written as a product of individual feature density functions.    
2.2.4.2. Parametric Approaches  
The Bayesian classification rules discussed above assumed that the class-conditional densities are 
known. With unknown density functions, the parametric approach may be utilized to first 
estimate the underlying densities and subsequently applying any classification rule. Two of the 
popular parametric density estimation techniques are maximum-likelihood estimation (MLE) and 
Bayesian parameter estimation. With the assumptions that class-conditional densities have a 
known parametric form, and that samples in each class are independent and identically distributed 
(i.e., the i.i.d assumption), we can determine the density function for every class using the 
estimated density parameters (=).4 For example, for a normally distributed density function 
given as ((|) ~ (? , ΣA), ?  B ΣA are the components of =. Now, if C contains  samples 
", , … . . , D% of a given class, the likelihood function of = is given as 
((C|=) = E ((F|=)DF+ .                                                             [7] 
The MLE estimate of = is the value of =H that maximizes the likelihood function ((C|=). To find 
the estimate =H, differential calculus is used. Differentiating the density function with respect to 
each component parameter and equating the resultant expression to zero provides the MLE 
estimate of each parameter. Again assuming a normal distribution, the unbiased MLE estimate for 
mean of the distribution is4 
?̂ = 1 − 1 6 F
D
F+ ,                                                                   [8] 
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and that of the standard deviation is 
LM = 1 − 1 6(F − ?̂)
D
F+ (F − ?̂)N .                                                       [9] 
The alternate, Bayesian approach to density parameter estimation assumes that the parameter 
vector = is a random variable and uses training data to obtain a distribution on this variable.4 The 
Bayes’ rule is used to estimate a-posteriori probability density for the vector components. In this 
case, the distribution for each component of the parameter vector is found using the sample 
training data, and the MAP rule may be applied to find the most suitable parameter estimate -=H0. 
Once parameter estimates are obtained using either the MLE approach or the Bayesian approach, 
class-conditional densities can be determined and, subsequently, any density-based classification 
rule can be applied.   
2.2.4.3. Non-Parametric Approaches 
In parametric approaches, the underlying form of the class-conditional densities is either known 
or assumed. In many practical situations, good estimates on the form of density function may not 
be available, so non-parametric density estimation or direct classification approaches are adopted. 
Commonly used techniques for density estimation include histogram binning, knn-NN grouping 
and Parzen windowing (also known as kernel-based approaches).4,73 Each of these methods uses 
training data to determine the class-conditional densities. The histogram approach determines the 
number of density bins and their width and sorts the data into these bins to provide a density 
estimate.73 For the knn-NN approach, the density estimate using  training samples at any point  
is based on the bin volume P, which is decided by the value of Q. The probability density 
estimate (̂D at any point  in the density space is given as4 
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(̂D() =  Q/PD .                                                                   [10] 
Since change in  Q directly impacts the density values, the appropriate value for  Q is often 
determined heuristically or through cross-validation. Both histogram and knn-NN based density 
estimates can be noisy, since smoothing of density estimates is achieved by averaging data points. 
However, in most practical situations, these techniques provide good estimates and increases in 
sample size improve the density estimates.   
Parzen window or kernel-based approaches provide density values at any point  using kernel 
functions with a smoothing parameter ℎ.74 The smoothing parameter is also known as the kernel 
bandwidth and determines the degree of fitting to the true underlying density function. For  data 
samples, the number of points  Q falling within the Parzen window function with width ℎ is 
given as4 
Q = 6 U(V) = D+ 6 U W
 − ℎ X 
D
+ ,                                                 [11] 
where U(. ) is the kernel function and  is the point of density estimation.  
Substituting the value of  Q into Eq. 10, the density estimate (̂D  using a Parzen window 
function is given as4 
(̂D() = 1 6 1PD U W − ℎ X 
D
+ .                                                  [12] 
This expression can incorporate any type of bounded or unbounded kernel function and 
commonly used kernels include Gaussian, triangular, rectangular and Epanechinikov shapes.73,75, 
Using the commonly adopted Gaussian kernel, Eq. 12 becomes 
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(̂D() = 1 6 1PD 1√2Z [( \− ( − )
2ℎ ] = 
D
+
1ℎ√2Z 6 [( \− ( − )
2ℎ ] ,
D
+           [13] 
where PD = ℎ. For -dimensional density estimation, the above equation can be generalized as73 
(̂D(^) = 1(ℎ ∙ ℎ … … ∙ ℎ	)(2Z)	 6 [( `− 6




+                  [14] 
where ℎ, ℎ, … . . , ℎ	  are the bandwidths along different dimensions assuming conditional 
independence between variables. 
Kernel-based approaches present flexibility in density estimation by permitting the choice of a 
suitable kernel and its bandwidth. An excessively large bandwidth can lead to oversmoothing, 
whereas a small bandwidth can lead to unwanted noisy spikes in the estimated density, so 
choosing the correct kernel bandwidth is of utmost importance. A number of robust bandwidth 
estimation methods have been proposed and validated in the literature;76 these include Bayesian 
estimation77, regression analysis and cross-validation techniques.78 The density estimates can also 
be used to determine likelihood ratio for classifier confidence-score generation.   
While non-parametric approaches provide a means to estimate the class-conditional densities, a 
more direct approach can instead be taken to apply these techniques for classification. For 
example, the knn-NN rule can be used to directly assign class labels instead of performing density 
estimation. Given  -dimensional training samples in , the class label for any new data point is 
decided, based on the categories of its Q-nearest neighbors. The majority voting rule is used to 
decide the class label and an odd value of Q is usually chosen to avoid voting ties. Other direct 
discriminant methods, such as LDA, assume that different classes are linearly separable and 
estimate the eigenvector b (direction) that maximizes class separation.57 For a two-class problem, 
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this separation is expressed in terms of class means (? and ?), the within-class scatter matrix 
(cd) and the between-class scatter matrix (ce), resulting in the criterion function16 
f(b) = bNcebbNcdb,                                                                [15] 
where ce = (? − ?)(? − ?)N ,  cd = ∑ ∑ ( − ?Dg+ )( − ?)+  B ? =  1 ⁄ ∑ D+ .  
The vector b that maximizes this function corresponds to the eigenvalues (7) of the equation  
ceb = 7cdb.                                                                    [16] 
The solution for b is given as 
b = cij(? − ?)                                                               [17] 
and the decision boundary is expressed as 
bN + bk = 0,                                                                 [18] 
where bk is a constant involving prior probabilities and b. The generalized discriminant function 
for  classes is expressed as4 
3() = bN + bk  (& = 1, 2, … . , ),                                             [19] 
where the feature  is assigned to class  if 3() > 3.() for all 1 ≠ &. This is simply the MAP 
decision rule after transforming the features with the vector b. A generalized classification 
mechanism using prior probabilities and loss functions can also be implemented through ROC 
curve-based evaluation using the transformed feature vector. In cases wherein the within-class 
scatter matrix is singular (for example, the number of classes is greater than the number of 
36 
 
features), the generalized singular value decomposition (GSVD) approach can be used to solve 
for the discriminant vector.79  
Another popular direct dichotomous classification scheme uses SVM.80 Also known as maximum 
margin classifiers, SVM approaches the classification problem through structural risk 
minimization (maximizing class separation) rather than empirical risk minimization (based on 
sample statistics).81 Consider the case of  data samples in the set 
 C = "(, l), (, l), … … , (D , lD)%, where   	 represents the feature values and 
l  [−1, 1] represents the class labels. Any hyperplane in the -dimensional feature space can be 
represented with the equation 
〈b, 〉 + o = 0,                                                                    [20] 
where b is the normal vector to the hyperplane and o is a constant. Given the data samples and 
their labels, we can use any of these samples to build a hyperplane in the feature space using the 
equation 
l(b ∙  + o) − 1 ≥ 0,                                                           [21] 
where & = 1, 2, … . , .  
Assuming patterns are linearly separable (Figure 5), we can use support vectors from each class 
to obtain the hyperplanes H1 and H2, where the margin between these hyperplanes is given 
as 2 ‖b‖⁄ . The goal is to maximize the margin 2 ‖b‖⁄  using the most informative support 
vectors that lie closest to the optimal hyperplane. To maximize this margin, we minimize ‖b‖ in 










Figure 5.  An illustration of a linear hyperplane separating two classes using the maximum margin principle. The 
circled points represent support vectors from each class, H1 and H2 are hyperplanes defined using the support vectors, w 
is the normal vector to the separating hyperplane and b is a constant.81  




+ ,                                         [22] 
where !r is the Lagrangian of the system of equations and 5  are the Lagrangian multipliers. This 
dual form expression provides two benefits:  
a. In the Lagrangian formulation, we can use convex quadratic optimization techniques to 
solve for the optimal hyperplane by minimizing !r under the constraint of all 5 > 0. 
b. Since the formulation appears as a dot product, we can utilize the kernel trick to obtain 
nonlinear decision boundaries.  
Solving for the Lagrangian multipliers 5, under the constraints ∑ 5l > 0 BD+ b =












- Class 1 
- Class 2 
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+ .                                               [23] 
Minimizing !r, we obtain the support vectors (samples for which 5 are non-zero) that lie on the 
hyperlanes H1 and H2, and we can solve for the maximally separating hyperplane b using the 
Lagrangian multipliers (5).  
For situations when the different classes are nonlinearly separable, the conventional PCA, LDA 
or SVM approaches are ineffective. To tackle this problem, a popular solution involves the kernel 
trick. Here, the input feature space is first mapped onto a higher dimensional Hilbert space () 
using a mapping function (U).81  
U: 	 ⟼ .                                                                      [24] 
This mapping is implemented in the form of an inner product between patterns expressed 
as U() = 〈U() ∙ U-.0〉, where  is the feature vector and &, 1 = 1, 2, … … , . For any kernel 
function defined as t-, .0 = U() ∙ U-.0, we don’t need to explicitly compute the mapping 
function U, since this is encapsulated in the inner products expressed through the kernel. The 
PCA or LDA approach is applied in the higher dimensional space and the resulting 
transformation vector generates nonlinear decision boundaries in the original feature space 	. 
The modified criterion function for FDA with a mapping function U is then expressed as82 
f(b) = bNceubbNcdu b,                                                                    [25] 
where the vector b maximizes the above function in the higher dimensional space. For the SVM 
approach, the Lagrangian equation is modified to incorporate the mapping as81 
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+ ,                                          [26] 
where t-, .0 = U() ∙ U-.0. This mapping technique allows us to utilize linear classification 
techniques to generate nonlinear decision boundaries. Again, commonly used kernels include 
radial basis functions (RBF), Gaussian kernels and polynomial kernels.  
Among the direct approaches, artificial neural networks (ANN) are also capable of discriminating 
nonlinear patterns by implicitly determining the weights of the hidden and output nodes using two 
popular implementations: back propagation and feed forward algorithms.4 Principally, ANN also 
map the features in higher dimensions to achieve nonlinear discriminability. However, unlike 
SVM or LDA, a neural network simultaneously learns the mapping and classification parameters 
through an iterative learning process.4 The advantages of using ANN are their adaptive nature to 
the pattern’s complexity and the built-in feature selection step. However, while building an ANN, 
although the number of input and output nodes is constant, the number of hidden layers and the 
number of nodes within the hidden layers vary. A network with a large number of hidden layers 
or nodes needs regularization through heuristic procedures to reduce the computational burden 
and avoid over-fitting. Thus, the advantages of ANN are often offset by their computational 
complexity, the large number of free parameters that require tweaking and their tendency of over-
fitting with poor regularization. Moreover, ANN can be cumbersome with large sample sets. 
Fuzzy classification is another direct approach that deduces classifier boundaries based on some 
informal information about the problem domain.4 The category membership functions provide 
simplified representation of the features and the fuzzy representations are used to construct 
discriminant functions for each class. The maximum discriminant function may then be chosen 
for decision-making. Like ANN, fuzzy methods can be cumbersome under high-dimensional 
problem spaces because complex functions may be generated. Generating the membership 
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functions requires considerable prior knowledge of the problem domain; otherwise heuristic 
methods must be established to determine the fuzzy member widths, position, numbers, etc.  
2.2.4.4. Classifier Performance Measures 
To compare classifiers, it is important to evaluate performance for the given application and to 
choose the best possible classification approach. The choice of classifier can be decided using 
several objective or subjective measures of performance (MOP). Among these, objective 
measures are application- or algorithm-dependent, whereas subjective measures provide an 
evaluation from the system’s perspective. Given a data set and different classifiers, the final goal 
in any classification system design is choosing an appropriate algorithm based on these MOP.4  
For ATD/ATR applications, objective measures typically involve error rate, correct classification 
rate, AUC, etc.83 The choice of measure depends on the classifier type and its application. For 
example, since direct classification approaches do not use ROC curve-based analyses to 
determine decision boundaries, we cannot use AUC as an evaluation metric. Instead, error 
probability or correct classification rate are commonly used MOP for such classifiers. In general, 
objective measures indicate the discriminate power of a classifier. For example, we may select a 
classifier that provides the lowest error probability. However, since the training data represent 
only a subset of real-world conditions, the MOP deduced from training samples are simply 
estimates, which are influenced by sample size, feature space dimensions and classifier 
complexity. So it is crucial to determine the MOP’s accuracy (bias) and precision (variance) in 
order to deduce statistically significant conclusions on the superiority of any classification 
approach.4 Obviously, a classifier with good generalized performance (low variance) and high 
classification accuracy (low bias) is desired. However, there is always a trade-off between 
classifier accuracy and precision. Using a higher-order classifier reduces bias but increases 
variance due to the phenomena of over-fitting. Similarly, a simple linear classifier may provide 
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low variance, but may exhibit a large bias in the classification results. In most cases, a good 
compromise must be achieved between accuracy and precision for the classifier to be functional, 
and MOP bias and variance estimates allow us to quantitatively compare and choose a classifier 
approach based on its expected performance while providing confidence intervals (CI) on the 
decision boundaries;84 this choice is driven by data quality and intended application. For example, 
with applications involving large measurement variations, a classifier with good generalized 
performance may be the best choice, even though its accuracy may be compromised. In other 
situations, high classification accuracy may be the top priority.  
Since we are limited to a finite training set, bias and variance on the estimated MOP must be 
computed with these data; it is customary to divide the available data into training and test sets. 
The training data are used in the classifier design phase, whereas the test set (not yet seen by the 
classifier) is used for validation or parameter optimization. The literature suggests a number of 
resampling techniques for effective use of available data for training. These techniques 
heuristically provide estimates on classifier parameter values or performance measures using 
samples in the test and training subsets. The most commonly used methods follow.4 
a. m-fold cross-validation: Whereas a simple validation method splits the data into equal-sized 
training and test sets, an m-fold cross-validation approach randomly divides the training set 
into m disjoint sets of equal sizes. From among these, m-1 folds are used for training, and 
the remaining set is used for validation. The classifier is trained m times, facilitating the 
estimation of bias and variance on the MOP. The repeated random sub-sampling simulates 
variations in acquired data using the available samples. In general, ten folds are deemed 
sufficient to estimate the associated statistics. A stratified m-fold cross-validation approach 
ensures that training samples maintain the same proportion of classes in each fold.  
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b. Jackknife: A generalization of the m-fold cross-validation is the jackknife approach. In this 
case, a single data point is sequentially removed from the training set. The remaining points 
are used in classifier design and the deleted data sample serves as the validation point. Also 
known as the leave-one-out method, the jackknife estimate of accuracy is simply the 
average of all of the leave-one-out accuracies. Even though the jackknife method provides a 
good estimate on the classifier accuracy and variance, this comes at the cost of high 
computational complexity, particularly when the number of samples is large.  
c. Bootstrap: The bootstrap resampling method randomly selects N points from the training 
set with replacement. The N samples are used for training, while the remaining points are 
used for validation. This process is repeated B times, yielding B bootstrap data sets. The 
mean of all of the bootstrap estimates provides the bootstrap classifier accuracy. The larger 
the number of bootstrap sets, the more satisfactory the estimate becomes. An inherent 
advantage to the bootstrap technique is the ability to decide on the number of bootstrap data 
sets based on the available computational resources.  
Besides the objective performance measures, system level measures, such as confidence scores, 
algorithm complexity, computation time, cost, robustness, timeliness and trainability, also impact 
classifier choice. An extremely effective learning and classification technique may prove useless 
if its computation time is impractical, so, subjective measures are often combined with objective 
measures when selecting a classifier.85  
2.3. Scope and Novelty of the Designed System 
Though a systematic approach toward information fusion has recently evolved, complexity in 
hardware integration and the lack of a common operating sensors platform limits the capabilities 
of multi-sensor systems. As observed by Hall and McMullen,8 common reasons for system failure 
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are lack of foresight during development, unrealistic expectations of the designed system and the 
absence of dynamic interaction between components of the distributed network. Defining and 
constraining the problem statement is often neglected, leading to failures in field tests. Moreover, 
limited or no control over system processes leads to their local, rather than global, refinement. 
Some of these potential shortfalls are specifically addressed in our system design. The novelty 
and scope of this research is summarized below:  
a. Scalable and portable hardware framework: As the choice of commercially available 
sensors rapidly grows, their integration on a common platform remains a continually 
evolving problem. One of our primary design objectives was the construction of a test-bed 
for quick integration of multi-spectral imaging sensors on a common operating platform 
that enables real-time synchronization of events from all connected sensors. With a goal for 
scalability and portability, the platform design is adaptable for mobile and distributed 
applications, while using COTS technology to achieve cost-effective integration.  
b. Dynamic linking of system processes: Selective refinement of individual stages often 
compromises overall system performance. Here, our test-bed and its associated software 
incorporate dynamic process control through iterative feedback loops at each stage. This 
feedback control provides the capability to adapt to changing OC. Performance limits of 
these active controls were tested in field trials and taken into account during system 
validation. 
c. Software tools and resources: Even though this research focuses on ATD applications and 
pattern classification, the software library was designed to provide support for all fusion 
architectures. Software routines and procedures for automated geometric lens distortion 
correction, image pre-processing, spatial registration and segmentation were developed for 
easy integration of any new imaging sensor on the platform. Other studies report reduced 
44 
 
numbers of false positives when using a large feature set.86 However, the optimal feature 
set is usually determined by the application. As such, our framework includes a diverse 
feature library, providing the necessary support for feature discovery when tuning the 
system for a given application. For proof of concept, the framework is set up as a two -class 
problem, however the theory is easily expandable for multi-class tasks. 
d. ATD using pattern classification: With a focus on ATD applications, this research was 
oriented toward modifying and evaluating existing statistical pattern classification 
techniques, along with investigating new algorithms for a feature-fusion architecture. The 
IED detection problem was a challenging task due to the intentional camouflage of targets 
and their multiple signatures for different features. We observed that targets tended to occur 
in clusters or groups within the feature space. As a result, feature class-conditional densities 
exhibited mixed or multi-modal distributions. The efficacy of standard classification 
techniques in such cases may be compromised and this substantiated the need for 
investigating new classification methods. We approached this problem from a clustering 
perspective to develop a novel specificity-driven classification technique. The new 
technique was validated against Bayesian, SVM and knn-NN classifiers using real and 
simulated data. The traditional classifiers were modified to work appropriately on target 
clusters and provided equal performance opportunity. Another potential problem was the 
large number of samples arising from the streaming video data. Although Bayesian 
classifiers are extremely efficient, SVM and knn-NN techniques are memory intensive, 
leading to memory management issues. Again, clustering was employed to reduce 
computational burden on these techniques. To generate confidence measures on the 
detections, the a-posteriori probabilities were determined and the likelihood ratio was used 
to generate confidence scores.  
45 
 
In most cases, problem definition itself is of a dynamic nature. Since no single fusion rule is 
appropriate for all situations, a constrained problem statement allows us to set realistic goals, 
choose and characterize appropriate sensors and develop tuned software for the given application. 
The feature fusion-based classification framework for our particular IED detection task is 
described in the following chapters. 
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3. SYSTEM DESIGN 
The information fusion system focused on the first two levels of the JDL model (Levels 0 and 1) 
with some aspects of Levels 2 and 4 incorporated to achieve dynamic control. The hardware 
system included two imagers: an EO imager providing high resolution video imagery and a SWIR 
imager operating in an independent spectral band to provide lowlight surveillance capabilities. 
This system was designed for ground-based ATD and surveillance applications and validated for 
the IED detection task. 
The US-led Iraq war witnessed a continual increase in the number of coalition force casualties 
due to IED attacks from hostile local forces that used unconventional warfare techniques.87 With 
easy access to combat technology over the World Wide Web, inexperienced rebel groups build 
crude, homemade IED from military- or commercial-grade explosives. IED are camouflaged 
using common materials such as cans, boxes, bags and even animal carcasses and placed along 
roadsides. The explosives are detonated via a simple trigger or remote control to inflict 
destructive and often lethal strikes on passing military vehicles. Currently, military personnel 
must maintain continuous vigilance to identify these roadside IED during vehicle or troop 
mobilization. Visually locating IED is a difficult task due to the camouflage used and the vast 
stretches of road traversed by the military. In these situations, fatigue from long and monotonous 
duty severely compromises the war fighter’s ability to quickly and accurately detect these threats. 
State-of-the-art chemical and biological sensors for detecting explosive elements work only on 
small laboratory samples under ideal conditions and are too bulky or expensive to
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be deployed in the field.88 An alternate approach is the use of imaging devices for visual cueing 
of suspicious objects. Since IED are generally camouflaged as man-made objects, their expected 
shape, size and intensity feature values, while quite variable, aid in their identification in imagery. 
Imaging sensors provide spatially localized responses for detected objects. Each sensor is capable 
of providing a variety of entity information in terms of shape, size, structure, texture, etc. Spatial 
co-registration of image data has been extensively addressed in the literature, providing us with 
strategies for registering multi-modal images. Building on these attractive properties, this 
research focused on fusion of image-based feature-level information and its utility in IED 
detection. Since a wide range of man-made objects can be potentially used as IED, the success of 
developed algorithms largely depends on the terrain and imaging conditions. Thus, modifying 
conventional target detection and pattern recognition techniques for the minimization of false 
positives was the focus of our software development. 
Design steps included choosing appropriate sensors, integrating them on a common platform, 
developing application-driven software and, finally, evaluating the system while iterating on the 
design aspects as needed. In most cases, system design objectives govern the choice of the 
performance evaluation measures. For target detection, achieving generalized classifier 
performance and minimizing the classification error rate are the ultimate goals. System design 
was broadly categorized into a) modeling; b) hardware component selection and interface; c) 
software development; and d) system evaluation. The following sections describe each of these 
tasks. 
3.1. System Model 
Following the JDL example, we developed a fusion model that focused on identity declaration 




















Figure 6.  System block diagram illustrating various system stages. The bold lines indicate forward paths in the system 
and the dotted lines indicate feedback loops to the previous stage(s). 
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of different subsections in our system. The block diagram (Figure 6) depicts five broad 
processing levels, each connected through feedback nodes for iterative refinement. The functions 
of each system block are summarized below, and more detailed information about each task is 
provided later in this chapter. 
a. Image acquisition: The image acquisition block initialized default conditions for each 
imager, provided essential user controls and allowed control of camera attributes from 
different stages in the system via the custom designed LabVIEW (National Instruments 
Corp., Austin, Texas, USA) graphical user interface (GUI). The images were saved to a 
user-specified location that was accessed by the custom MATLAB (R2006a, The 
MathWorks, Natick, MA) processing routines. 
b. Image pre-processing: An independent image pre-processing block was defined for each 
imager to provide basic noise suppression and signal conditioning prior to segmentation 
and feature extraction. Median filtering was performed to suppress noise while preserving 
edges. The filter kernel size was dictated by the imagers’ spatial resolution and the resulting 
noise power of the image data. 
c. Image registration and nuisance suppression: The pre-processed images were spatially co-
registered such that a given pixel in each imager represented the same physical location in 
space. The high resolution EO image was chosen as the reference image and the SWIR 
image was transformed to be co-registered with the EO image. The transformation 
coefficients were pre-computed using our normalized mutual information-based image 
registration procedure.89 Since no IED were anticipated above the horizon or in clear view 
on the road, a correlation-based horizon and road suppression algorithm was implemented. 
User-selected templates were input to actively determine and update the horizon and road 
edge boundaries in video imagery. Areas above the horizon and on the road were 
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suppressed in images from both modalities to reduce computation time and improve target 
detection specificity.  
d. Segmentation and feature extraction: A combined intensity- and edge-based segmentation 
strategy was implemented to identify binary candidate ROI from each image. These 
candidates formed the potential target primitives and their content- and intensity-based 
feature information was extracted. Post-fusion, these features formed the multidimensional 
space representing candidate shape, size, structure and intensity-based information. 
Intensity features were generated through block processing operations, where the optimal 
block size was determined empirically.  
e. Data pre-processing: Since the features’ dynamic ranges vary, data pre-processing and 
transformation routines were implemented to remove outliers from the training data. Next, 
the cleaned data were transformed using log, power, log-power and z-transforms to 
generate zero-mean unit-variance normal distributions for each feature. The Kolmogorov-
Smirnov (K-S) test was used to assess the normality of the resultant feature distributions 
and determine the optimal transforms.    
f. Information fusion and identity declaration: The extracted features were combined to form 
a resultant feature vector for each candidate ROI. With limited training data and processing 
power, the feature space was limited to a maximum of four dimensions. This also aided the 
generalization ability of each classifier and avoided the over-fitting problems commonly 
observed with increasing feature space dimensions. Since no information on class prior 
probabilities or class-conditional feature densities was available, we used Bayes’, 
parametric and non-parametric classification techniques to identify the best classifier 
approach. For cases wherein density distributions deviated from the underlying normality 
assumptions, group detection was also designed and tested using clustering techniques. 
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Additionally, a novel non-parametric convex-hull classifier approach was developed and 
validated against standard classifiers.90 Relevant features for each classifier were 
determined through a wrapper approach that used minimum error rate as the criterion 
function for evaluating each feature combination. An exhaustive search rank ordered the 
feature combinations to identify the top five feature combinations for every classifier. The 
performance of each of these top combinations with their respective classifiers was 
compared through training and testing phases using a 10-fold stratified cross-validation 
study. The average testing error rate was compared using hypothesis tests with a 
significance level of 0.05. Finally, a likelihood-based confidence-score was determined 
through either parametric or non-parametric density estimation techniques.  
Complete details for each of the five processing blocks are provided in the following sections. 
3.2. Component Selection and Hardware Design 
The basic requirements for any IED detection system are portability, effectiveness in spatially 
localizing potential targets within some proximity of the sensors, real-time processing capability 
and affordability for mass production. These requirements impose stringent hardware and 
software design constraints. Since IED detection remains an active research area, our system 
design was aimed to provide a current solution as well as a platform for integrating emerging 
imaging hardware and software algorithms. 
3.2.1. Imager Selection 
With the objective of designing a portable multi-modal imaging system, three different imagers 
were initially short-listed as potential candidates: 
a. A monochromatic EO camera to provide high resolution images of the scenes. 
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b. A SWIR camera for low light imaging and penetration through fog/cloud cover/dust. 
c. A night vision (NV) camera for low-light and night-time imaging capability. 
Prior to their purchase, the utility of each of these cameras was evaluated on the basis of test 
images provided by Air Force Research Laboratories (AFRL) researchers at Wright-Patterson Air 
Force Base. Images of test objects were acquired in the Dynamic Visual Assessment Facility of 
the Human Performance Wing at AFRL by varying indoor illumination to simulate dawn, 
daytime and dusk conditions. Qualitative assessment of these images indicated that the SWIR 
camera outperformed the NV camera in all imaging conditions, providing imagery with higher 
spatial resolution and greater contrast. The NV camera was subsequently eliminated as a potential 
imager. Several EO and SWIR cameras from various manufacturers were considered for 
purchase. The final camera selection was based on the performance requirements set for the IED 
detection system, compatibility for integration on a common platform and cost. The following 
criteria were set during the specification of imagers: 
a. Frame rate: Most military convoys move at speeds less than 35 miles per hour (mph). Since 
video cameras acquire images at discrete time instances, the minimum desired frame rate 
was dictated by the required sampling distance between consecutive frames. Assuming a 
maximum vehicle speed of 35 mph, a frame rate of 15 frames per second (fps), or one 
image every 1.04 m, was deemed sufficient.  
b. Dynamic range: Most commercial grade cameras provide between 8-bit and 12-bit dynamic 
range. Since post-processing reduction in dynamic range was possible and assuming the 
two imagers would consume limited communication bandwidth, cameras with high 
dynamic range were preferred.  
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c. Gain and shutter speed controls: Since we aimed to create a practical system that would be 
useful under varying illumination conditions, camera gain and shutter speed controls were 
required to achieve optimum image contrast. These controls needed to be programmatically 
accessible for real-time adjustments. Control over shutter speed was especially important to 
optimize exposure time settings such that motion-induced artifacts could be minimized or 
eliminated.  
d. Compatibility with the frame grabber: For most research-grade cameras, a frame grabber 
forms the interface between the cameras and the processing unit. Our goal was to select 
frame grabbers that provided additional capabilities in terms of acquiring, storing and on-
board processing of video frames, while exploiting available camera features. Further, we 
aimed to choose a frame grabber architecture suitable for future system expansion.  
e. Triggering: Trigger support with asynchronous reset was important for capturing time-
synchronized events from multiple cameras.  
f. Additional features: To obtain the best possible image quality, automatic gain 
compensation (AGC), gamma correction and nonlinearity correction were desired, but 
these features were not deemed mandatory. 
Based on these criteria and laboratory testing of several camera models, a model XCL-X700 
EO imager was purchased from Sony (Sony Electronics, Inc., Park Ridge, NJ, USA) and a 
model SU-320KT SWIR camera was procured from Sensors Unlimited Inc. (Sensors 
Unlimited, Princeton, NJ, USA, a division of the Goodrich Corporation) (Figure 7). Whereas 
the EO camera uses progressive scanning, the SWIR camera uses an interlaced scanning 
method. The SWIR camera came equipped with a special IR lens; an appropriate lens for the 
EO camera was specified and procured to maximize the common fields-of-view (FOV) of each  
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Figure 7.  (A) The Sensors Unlimited SWIR camera was provided with a 25 mm optical lens. (B) The Sony EO camera 
package included a mini Camera Link cable and power supply. A 2/3″ 16 mm lens (Pentax of America, Inc., Golden, 
CO, USA) was purchased to maximize the common FOV between these imagers.   
Table 1.  Specification of the SWIR and EO cameras used in the multi-modal imaging system. 
 SWIR Imager (SU-320KT) EO Imager (XCL-X700) 
Manufacturer Sensors Unlimited (Goodrich) Sony 
Imager Type 
Indium Gallium Arsenide (InGaAs) 
NIR focal plane array 
1/3″ progressive scan CCD imager 
Active Pixels 320 x 240 1024 x 768 
Chip Size  
HxWxD (mm) 
8 x 6.4 x 10.2 3.6 x 4.8 
Pixel Size (µm) 25 x 25 4.65 x 4.65 
Spectral Range (µm) 0.9 – 1.7 0.4 – 0.7 
Frame Rate (Max) (Hz) 60 30 
Dynamic Range (bits) 8/12 (selectable) 10 
Video Output 
Analog (BNC: RS-170), 
Digital (Camera Link) 
Digital (Camera Link format) 
Electronic Shutter (s) 1/67 – 1/8333 in 8 steps 1/4 – 1/100,000 selectable 
C-mount Lens f/1.4, 25 mm, 18.2˚ x 14.6˚ FOV f/1.4, 16 mm, 17.1º x 12.8º FOV 
Dimensions  
HxWxD (mm) 
53 x 53 x 65 29 x 29 x 30 
Data Clock (MHz) 20 29.5 
Cost $20,036 $1,322 
B A 
Sensors Unlimited (SU 320KTS) SWIR Sony (XCL-X700) EO 
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imager (Table 1). The EO and SWIR cameras were configured to provide 10-bit and 12-bit 
dynamic range, respectively. Both cameras supported asynchronous reset, with trigger capability 
through their mini Camera Link interface. Additionally, the SWIR camera also supported analog 
output (RS-170 format) and an external trigger input, providing greater flexibility in integrating 
this camera into different systems. 
Each camera supports a wide range of gain and electronic shutter speeds to allow operation under 
varying illumination. Both imagers are compact in size and provide features such as partial area 
scanning to reduce data throughput when practical. The SWIR camera has a built-in AGC 
algorithm. However, this algorithm induced motion artifacts when shutter speeds were reduced to 
compensate for lower illumination conditions. Since the cameras’ settings and parameters were 
accessible through the Camera Link interface, a custom AGC algorithm was developed for both 
cameras to achieve optimal image contrast. 
3.2.2. Hardware Components and Processing Unit Selection 
To ensure portability, we specified the need for a laptop PC-based processing unit. Satisfying the 
system portability requirement was especially challenging since compatibility issues are further 
complicated when using laptops. Though several camera interface formats are commercially 
available (parallel, Camera Link, analog, USB, IEEE 1394 (Firewire) and gigabit Ethernet 
(GigE)), most research cameras (including the purchased EO and SWIR cameras) commonly use 
a PCIe-based frame grabber for communicating with the processing unit. This interface currently 
provides the fastest communication channel (up to 8 GBytes/s for the 16x form factor), which is 
commonly required for multiple high throughput imagers. For current laptops, the same 
technology is available in the PCMCIA form factor that uses a PCI express bus (2.5Gbits/s). 
Frame grabbers with the PCMCIA form factor are commercially available, but these cards usually 
support a single camera and provide limited functionality for camera control. Some higher-end  
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Figure 8.  (A) The PXI-1033 external chassis is controlled via (B) an ExpressCard connected to the laptop host. The 
chassis provides five expansion slots and can accept PXI- and PXIe-based expansion modules. 
Table 2.  Specifications for the NI PXI-1033 external chassis. 
 
laptops offer two PCMCIA slots, which could facilitate a direct interface of both of our cameras 
on a single laptop. However, this option was not considered due to its limited system expansion 
Input Voltage Range 100 – 240 VAC (50/60 Hz) 
DC Output ±3V, 10 A; ±5V 15A; +12V, 2.5A and -12V, 0.8A 
System Clock 10 MHz 
Data Throughput 110 MB/s 
Operating Environment Temperature: 0˚ to 50˚ C Humidity: 20 to 80% non-condensing 
Expansion Slots 5 peripheral slots, accepts PXI and CompactPCI 3U modules 
Operational Shock 20 g peak, half-sine, 11 ms pulse 
Random Vibration 5 to 500 Hz, 0.3 grms 




capabilities. Instead, we decided to interface the sensors via an external chassis that 
communicates with the laptop through an ExpressCard connected to the laptop’s PCMCIA slot. 
This external chassis bridges the communication gap between the sensors and the processing unit 
at a marginally higher cost, while facilitating the development of a scalable system to achieve 
long-term research benefits. A viable solution was provided by National Instruments (NI) Corp. 
(Austin, Texas, USA) who markets an external chassis developed using their industrial standard 
(PXI) as an expansion option for laptops (Figure 8). The PXI standard chassis had several 
attractive features, such as real time system integration (RTSI) support, high throughput capacity, 
rugged and compact design to withstand extreme conditions and vibration resistance suited for 
mobile applications. Each chassis provided PXI expansion slots that allowed independent sensors 
to be integrated on a single laptop. Additionally, multiple chassis could be serially interfaced for 
further system expansion, wherein the expansion options are theoretically limited only by the 
throughput capacity of the ExpressCard and the processing unit speed. A NI PXI-1033 series 
external chassis (Table 2) was purchased to provide five expansion slots with 110 MB/s sustained 
throughput, built-in RTSI support and software integration support through LabVIEW at nearly 
50% lower cost than comparable available systems. 
3.2.3. Frame Grabber Selection and System Integration 
The camera and external chassis choices dictated the viable options for frame grabbers. 
Technically, a single frame grabber is capable of supporting multiple cameras. However, 
commercially available frame grabbers have limited on-board memory, a single analog to digital 
(ADC) converter (for analog frame grabber boards) and a specific operational bandwidth. 
Moreover, with multiple cameras, the frame grabber has to reconfigure itself for each camera 
during acquisition, leading to a drastic reduction in the achievable frame rate and complicating 
the camera synchronization process. Thus, truly time-synchronized acquisition from all cameras 
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was not feasible when using a single frame grabber to interface multiple cameras. Instead, we 
decided to interface each camera via an independent frame grabber board. Since both cameras 
provided digital outputs, a digital Camera Link compatible frame grabber (NI PXI-1428) was 
purchased for each camera (Table 3). This frame grabber featured on-board filtering, 
programmable gain and offset, partial scanning and the RTSI support that was essential for 
asynchronous reset and triggered acquisition set up. 
Table 3.  Specifications for the NI PXI-1428 Camera Link frame grabber board. 
Video Sources One standard or non-standard monochrome or color input 
Acquisition Types Interlaced/non-interlaced digital Camera Link compatible cameras 
Onboard Memory 32 MB (unlimited acquisition window size) 
Triggers 4 external triggers/ digital I/O lines 
Digitization 10 bits Sampling rate: 20 – 50 MHz 
Video Input Formats Camera Link compatible (base and medium level configurations) 
Bandwidth 20 - 50 MHz 
Data Throughput 100 MB/s 
Additional Capabilities RTSI support, programmable gain and offset, partial image scanning, LUT. 
 
Some basic acquisition parameters were configured using NI’s Measurement and Automation 
Explorer (MAX) software. The compatibility of our hardware with the processing unit was 
verified using the MAX software. Since the chassis and frame grabbers were purchased from NI, 
their drivers and associated files were readily available. However, configuration files for each 
camera needed tweaking and were subsequently associated through MAX. To achieve complete 
control over camera attributes and to add custom features for image acquisition, a LabVIEW 
based GUI was developed (Section 3.3.1). 
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3.2.4. Component Assembly 
To develop and test a field-deployable system, the cameras and their associated electronics were 
first assembled on a mobile cart to simulate mounting on a military vehicle. This assembly design 
was divided into two tasks:  
a. Design of an aluminum (Al) camera mount 






Figure 9.  This figure provides a stylized schematic of the camera mounting frame to illustrate the degrees of freedom 
provided to each camera when mounted on the frame. The Al frame allowed rotation of both cameras about their 
individual Z-axes. The smaller and lighter EO camera could also be translated vertically (along its Z-axis) using a 
precision actuator screw (not shown in the schematic above). Once the cameras’ centers were aligned for a given focal 
length, their relative positions were fixed to prevent movement during image acquisition. 
The camera mount was designed to fix the relative position of each imager and facilitate the 
attachment of our cameras onto a cart or vehicle prototype. A stylized schematic of the camera 
mount (Figure 9) indicates the three primary axes along which the cameras can be translated or 
rotated. Since the EO camera’s FOV (17.1º x 12.8º) is only slightly smaller than that of the SWIR 












camera (18.2º x 14.6º), no position offset was required along the cameras’ X-axes (principal 
axes). To ensure a compact assembly and minimum parallax error, the cameras were placed as 
closely as possible to each other along the Y-axis, but with room allowed for slight rotation (up to 
±10º), as necessary. Assuming a perfectly flat Al mounting surface, no rotation of either camera 
about its X- or Y-axis was necessary, and small offsets in the rotation about these axes were 
compensated for by the image registration procedure. Thus, Z-axis translation and rotation were 
sufficient for FOV matching. 
               
Figure 10.  (A) An Al camera mount was designed for precise alignment of the cameras, which could be locked into 
the aligned position for imaging. The SWIR camera mount allowed up to ±10º rotation about the Z-axis (defined in 
Figure 9). Guided by four mounting posts, the EO camera mounting plate facilitated vertical translation, and was 
supported by the coupling disc. This disc was attached to the precision actuator screw that provided fine vertical 
motion. (B) The Al mount was attached to the top surface of the RAM mount for orienting the cameras in any 
direction. The base of the RAM mount was attached to the mobile cart. 
In the final mount design, both the EO and SWIR cameras were allowed ±15º rotation about the 
Z-axis and the EO camera could be translated vertically along the Z-axis to compensate for offset 
due to differences in the cameras’ dimensions. Vertical translation motion was achieved by 







plate was supported on a circular (coupling) disc that formed its contact surface with a precision 
actuator screw (100 threads per inch), that resulted in vertical translation at a rate of 
approximately 0.25 mm per one complete screw head rotation. With two degrees of freedom 
about the Z-axis, we simply aligned the cameras’ image centers to maximize their common FOV. 
This alignment also minimized any translation offsets between the cameras, simplifying the 
image registration procedure. Once the cameras were calibrated, their positions were fixed using 
lock nuts and lock rings. 
Since the EO camera’s spatial resolution was three times greater than that of the SWIR camera, 
center pixel alignment within a ±5 pixel radius was acceptable and this was achieved with the 
designed mount. Once positioned, it was essential to orient the camera pair during imaging, 
without disturbing their relative positions. To orient the camera mount and attached cameras, a 
pivot-mounted ball and socket arm system (RAM mount) from National Products, Inc. (National 
Products, Inc., Seattle, WA)91 was included (Figure 10B). This component offered a cost effective 
option to orient the cameras in nearly any direction and reduce high frequency vibrations through 
its rubber ball joints. The camera mount was attached to the RAM mount plate and the RAM 
mount base was attached to the mobile cart (Figure 11). A compact equipment cart (Apollo 
model, Demco, Inc., Madison, WI) housed the cameras, chassis, battery power supply and 
laptop.92 The cart’s plastic caster wheels were replaced by 6″ pneumatic casters to reduce 
vibrations. Anti-vibration Sorbothane® sheets (Sorbothane, Inc., Kent, OH), were inserted 
between all mounting surfaces and screw/bolt couplings to further dampen vibrations. A 550 
VA/450 W portable backup battery (APC Corp., W. Kingston, RI) supplied AC power to all 






Figure 11.  The cart-based prototype was built to simulate the mounting of the camera system on a vehicle. This 
prototype was used during camera calibration and acquisition of preliminary test imagery. The PXI-1033 chassis and 
the battery power supply were the heaviest components and were mounted on the bottom shelf to reduce vibrations 
during mobile imaging. 
3.3. Software Development 
Image acquisition and processing formed two independent software development tasks. NI’s 
LabVIEW package (ver. 8.5.1) was chosen for designing the image acquisition setup, while 
MATLAB (R2008a) provided the platform for our custom image processing software suite. 
3.3.1. Image Data Acquisition and Storage 
To facilitate simultaneous acquisition from multiple cameras using low-level programming, a 
custom LabVIEW-based image acquisition GUI was built (Figure 12). On start-up, the GUI 
performed error checking to generate appropriate system start-up values and prevented 
overwriting on existing data. Command windows were set up for serial communication (1) with 
each camera. Independent serial ports were allotted and preconfigured for each camera with the 
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appropriate baud rate and port settings when the GUI was initialized. Default gain, shutter speed 
and operation modes for each camera were initialized. This GUI featured the following 
functionality: 
a. Image acquisition was initiated via the GUI using the LabVIEW execute button (2). 
Starting image acquisition simply displayed the acquired images, and did not save any data 
to the hard drive. Acquisition could be stopped at any time using the ‘Stop Acquisition’ 
button (3).   
b. Once acquisition was initialized, the corresponding real-time image histograms were 
displayed for every frame (4). Histogram monitoring allowed the user to easily inspect 
image quality and provided input to the custom designed AGC algorithm. The AGC was 
built into the acquisition GUI; it evaluated the cumulative sum of the first and last 15 
histogram bins in the histogram tails to estimate the necessary gain or shutter speed 
changes. Note that the lowest shutter speed was limited to 1/1000 in the AGC algorithm to 
prevent motion-induced artifacts. For advanced control over camera settings, drop-down 
menus allowed instantaneous change in gain and shutter speed values (5). 
c. Image toolbars (6) provided independent miscellaneous functions for each camera stream, 
such as zooming, cropping and ROI selection.  
d. Basic user controls were provided to start/stop image recording (7), specify the location for 
saving imagery, enable/disable AGC (8) and select a desired frame rate (9). Using the built- 
in RTSI bus in the PXI chassis, the GUI generated syncing pulses on one of the frame 
grabber boards and supplied these to each camera, ensuring true time-synchronized 













Figure 12.  The image acquisition GUI was developed in LabVIEW to provide user controls and functionality for dynamic image acquisition. The numbered pointers in this image 













e. The image record command was used to save images to the hard disk. When image 
recording was turned ON, images from both cameras were saved in .png format using a 
predetermined file-naming scheme. The ‘saved frame number’ tag indicated each image’s 
position in the time-synched sequence and the current frame number was displayed (10) to 




Figure 13.  The cameras were mounted on the roof of a 1994 Chrysler Concord using the same camera mount as with 
the cart prototype. An anti-vibration Sorbothane sheet was sandwiched between the car roof and the RAM mount base. 
The PXI chassis was placed on the passenger-side floorboard and the power generator was placed in the vehicle’s 
trunk. 
Although the cart-based setup allowed us to test our camera system on outdoor pedestrian 
walkways, realistic vehicle speeds or road environments could not be tested using this prototype. 
To demonstrate a deployable vehicle mounted system and to provide realistic imaging conditions 
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for testing, the cameras, their associated hardware and the processing unit were integrated on a 
vehicle (model 1994 Concord v3.3, Chrysler Group LLC., Auburn Hills, MI 48321), and powered 
using a portable gasoline inverter (model EU 2000i, Honda, Alpharetta, GA) (Figure 13). Under 
this setup, road conditions inaccessible with the cart prototype could be included in our tests. 
Additionally, jitter observed in the acquired imagery from the cart prototype was substantially 
reduced due to the vehicle’s improved shock absorption system. Data collected from the vehicle 
setup were used for all subsequent analyses.  
A total of eleven IED props were constructed and included in the imagery as targets. Online 
resources, including military forums, images94,95 and video clips96, were used to develop these 
props (Figure 14). Since combat situations occur in a variety of terrains and OC, data were 
acquired from seven different locations with natural and urban surroundings in and around the 
Wright State University Dayton campus area. The choice of these locations was based on the type 
of road, the degree of clutter and the camouflage available for the target props. In each case, the 
level of clutter indicated the presence of target-like objects in the scene and the level of 
camouflage indicated the degree of concealment possible for the true targets. Environmental 
conditions included the time of day, ambient temperature, level of natural light (bright/low), 
presence of shade/cloud-cover and vehicle speed. Data acquisitions from these seven locations 
were categorized by OC (Table 4.) and a final eighth data folder was formed by pooling subsets 
of randomly selected data from each of the seven data sets, forming a combined data folder. The 
pooled folder was evaluated to obtain the generalized performance of the fusion and classification 
schemes under unknown OC. During acquisition, the IED props were randomly placed near the 
road edge, as this is the most likely area for planting such explosive devices. The random 
positioning provided changes in object orientation and intensity as observed by the cameras. At 
the same time, approaching the targets from various directions yielded changing camera angles 
and lighting conditions. 
 
Figure 14.  Sample IED props were 
materials were chosen based on objects displayed in publicly
actual IED. These IED props feature different sizes, shapes 
and challenging. 
Table 4.  Imaging conditions for data acquired from seven different locations in and around Wright State University. 







Set 1 Medium Gravel 
Set 2 High Dirt 
Set 3 Low Asphalt 
Set 4 High Asphalt 
Set 5 High Asphalt 
Set 6 High Gravel 
Set 7 Medium Asphalt 




designed and fabricated for evaluation of our detection system. Constituent 
-available online video clips and other resources depicting 
and material properties, making the detection task realistic 









Medium 420 10 – 15 
Time 09:00 am Temperature
OC 
High 180 10 – 15 
Time 11:00 am Temperature
OC Low light/Shade
Low 360 07 – 10 
Time 10:00 am Temperature
OC 
Medium 600 30 – 35 
Time 01:00 pm Temperature
OC Bright/Partially cloudy
Low 400 30 – 35 
Time 03:00 pm Temperature
OC Bright/Partially cloudy
High 440 15 – 20 
Time 02:00 pm Temperature
OC Low light/Cloudy
Low 320 20 – 25 
Time 04:00 pm Temperature
OC Low light/Shade



















3.3.2. Image Pre-Processing 
Image pre-processing, registration, feature selection, data regularization and pattern classification 
routines were implemented using MATLAB and C. Several pre-processing steps were followed 
to ensure distortion free image data. During data acquisition, the AGC algorithm provided 
dynamic brightness and contrast correction. The lower and upper histogram end points 
corresponding to the 1% value of the cumulative histogram counts were determined. Starting 
from the histogram end points, the total counts in each of the lower and upper 15 histogram bins 
(designated as end bins) were calculated to check for under-exposure and saturation, respectively. 
If the total counts from these end bins were greater than 30% of the cumulative counts, the shutter 
speed and gain were adjusted until the counts in the end bins were below a preset value (10% of 
cumulative counts). If the histogram width between its end points occupied less than 80% of the 
available dynamic range, the shutter speed was initially reduced by one step, which corresponded 
to 1/1000 s. If additional compensation was necessary, the digital gain was increased until the 
histogram width was greater than 80% of the dynamic range or maximum gain level was reached 
without saturation. Similarly, for saturation, the shutter speed was first increased, followed by 
reduction in gain to achieve compensation. This process was repeated until all tolerance values 
were satisfied. The AGC algorithm dynamically provided compensation throughout the entire 
acquisition sequence. Note that user-invoked settings would manually override any gain or 
shutter speed values generated by the AGC algorithm. Also note that the lens’ initial focus and 
aperture settings required manual adjustment, so user input was needed to achieve optimal image 
quality. 
For imaging systems, it is customary to perform a calibration procedure to determine each 
imager’s intrinsic parameters (focal length, image center, pixel size, lens distortion) and extrinsic 
parameters (orientation and positioning relative to each other and with respect to the world 
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coordinates).97 The estimated parameters enable us to determine the 3-d world coordinates of any 
point in the scene, reconstruct a 3-d world model of the scene or deal with depth perception 
issues. There are several established approaches in determining these parameters, and these 
generally involve minimizing some criterion function. Whereas some approaches simultaneously 
determine all calibration parameters, others perform separate estimations of the intrinsic and 
extrinsic parameters under specific assumptions. Since this study did not involve 3-d modeling or 
rendering, the calibration procedure was simplified to correction of geometric lens distortion and 
determination of extrinsic parameters in the context of image registration. Following pre-
processing for noise removal, the acquired images were corrected for geometric lens distortion,98 
and then image registration coefficients were computed. 
3.3.2.1. Noise Removal 
Some basic noise reduction was performed on both images using median filtering. Median, rather 
than Gaussian, filters were chosen to minimize edge shifts in the smoothed images. The filter 
kernel size for each imager was independently determined by analyzing captured edge profiles in 
images and correlating these edge profiles with simulated edges of varying standard deviation σ 
to obtain the cameras’ blur functions. The appropriate noise-suppression median kernel sizes 
were 7 x 7 pixels for the EO images and 3 x 3 pixels for the SWIR images. 
3.3.2.2. Geometric Lens Distortion Correction 
Radial distortion is normally observed in lenses due to curvature imperfections in camera optics.99 
Assuming negligible decentering distortion, a simple barrel or pincushion symmetric distortion 
can be expressed as99 
wxy = V(Qz + Qz{ + Q#z|. . . … ),                                              [27] 
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w}y = ~(Qz + Qz{ + Q#z|. . . … ),                                              [28]                                    
where wxy and w}y  are the distortion corrections along the  and l directions for a point (V, ~), 
Q, Q, Q# …. are the distortion coefficients, and z is the radial distance from point (V, ~) to the 
image center (0, 0) given as 
z = V + ~.                                                                     [29] 
Generally, first order radial distortion coefficients are sufficient to provide sub-pixel accuracy 
with small distortions. Under this assumption, elimination of the higher-order terms simplifies 
Eqs. 27 and 28 to 
 = V ∙ (1 + Qz)                                                                 [30] 
and 
l = ~ ∙ (1 + Qz),                                                               [31]                                
respectively. To check for the presence of radial distortion and provide a means for computing the 
correction coefficients, a 36″ x 24″ black-and-white checkerboard test pattern with a known 
square spacing was printed (Figure 15). Visual inspection of the checkerboard pattern images 
indicated no distortion for either imager. Nevertheless, a correction procedure was implemented 
to verify distortion coefficients. Images of the checkerboard pattern were acquired with the image 
centers of both cameras aligned at the grid center. Temporal averaging was performed to reduce 
the influence of sensor noise in extracting the control points. A Canny edge filter extracted the 
grid lines and a Rational of Gaussian (RaG) curve-fitting technique was implemented for 
automatically extracting all grid intersection points.100 The cross ratio () invariability property 
was chosen to provide an initial estimate of the distortion coefficients.98 Four control points 
 
( –  C in Figure 15) were e
coordinates of these points, the 
 =
Figure 15.  Images of the checkerboard pattern indicated no obvious distortions in either camera. This was verified by 
computing the  value using the image center (
( –  ) to obtain distortion coefficients. An iterative linear least
checkerboard intersection points to refine the coefficients through 
Equating and solving Eqs.
coefficients, the  value was iteratively varied within a constrained range to obtain new sets of 
coefficients. For each coefficient set, a linear least
columns of the automatically extracted checkerboard intersection points after applying the 
correction coefficients. The coefficients providing the lo
residual values were applied to the final images. Since the cameras have
distortion corrections were separately computed for each imager
constant throughout the remainder of the study.
A 
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xtracted from each image along a 45º angle. Using the 
 value was computed as98 
( − ) ∙ (e − v)(e − ) ∙ ( − v) = (l − l) ∙ (le − lv)(le − l) ∙ (l − lv).    
   
) and corresponding equidistant radial points along a 45º angle 
-square fitting technique was applied on the extracted 
residual error minimization. 
 30–32 provided correction coefficients Q and Q
-squares fit was performed on the rows and 
west mean square error in 




 and l 
                         [32] 
 
. To refine these 
the linear fit 
 different lenses, 
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3.3.2.3. Image Registration 
Extrinsic parameters of the imagers provide location and orientation of the cameras with respect 
to each other and the world coordinates. However, since we constrained our approach to the 2-d 
projection of the 3-d world, we simply needed to map one image (floating image) to the 
coordinates of the other (base image). This was achieved using spatial registration algorithms. 
Image registration is important for spatially co-locating pixels from independent images prior to 
fusion using any architecture. For multi-modal imaging, registration is a non-trivial task, since 
each imager exhibits varying resolution, FOV and intensity values. MI-based registration is a 
popular and widely accepted technique for multi-modal image alignment, and is particularly 
suited for cases wherein large differences in the imagers’ spatial resolutions and intensity 
distributions exist, as with our setup. Even though MI-based approaches are computationally 
demanding, the rigidly fixed, time-synchronized cameras in our system mitigate this issue, 
because the transform coefficients do not have to be recomputed for each frame. Thus, the MI-
based registration algorithm provided us with an initial set of transformation coefficients during 
the calibration stage, and these coefficients were applied to all acquired images. Because, over 
time, there is a potential for vibration to unseat the cameras from their initial positions, the 
accuracy of the registration coefficients was rechecked between each data collection session. 
With a minimum imaging distance greater than 4 m from the sensors and a narrow FOV, affine 
imaging geometry was assumed during the image registration process. The EO image was set as 
the base image, and the SWIR image was the floating image. The affine geometry equations are 
given as101 




 = C + l + ,                                                                  [34] 
where – are the transformation parameters for affine geometry to be determined. The points 
(,l) are the original floating image coordinates and (,) are the transformed coordinate 
locations of the floating image. In the event that a small camera-to-scene distance observable 
scene depth exists, we also provide the registration algorithm for projective image geometry. In 
this case, Eqs. 33 and 34 are simply replaced with the following equations that govern projective 
transformation:101  
 =  + l +   + l + 1                                                                   [35]
 
and 
 = C + l +   + l + 1 ,                                                                  [36] 
where  –   are the projective transformation coefficients.  
Since MI-based algorithms need initial transformation coefficient estimates, we divided the 
registration process into coarse and fine registration steps. 
a. Coarse registration: A control-point-based pose consistency method was implemented for 
computing initial transformation parameter estimates by obtaining control points from a 
pair of corresponding EO and SWIR images. The checkerboard pattern image was used to 
manually or automatically provide control points in each image. As with the lens distortion 
correction procedure, the automatic algorithm used a Canny edge filter and the RaG fitting 
technique to determine grid intersection points. In the manual mode, control points could be 
selected in any order and the numbers of points from each modality were not required to be 
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equal. The coefficients providing the lowest mapping error and the highest number of 
control point matches within a user specified threshold (defined as 3 pixels in our case) 
were used as the initial estimates. These estimates not only provided a starting point for 
fine registration, but also constrained the MI peak search in the fine registration process.  
b. Once the initial coefficient estimates were computed, iterative refinement was performed 
using MI-based registration. Shannon's information theory defines mutual information 
between two images as102  
(, ) = () + () − (, ),                                          [37] 
where (, ) is the mutual information, () is the marginal probability of image , 
() is the marginal probability of image  and (, ) is the joint probability of images 
 and . The normalized form of Eq. 37 has been experimentally proven to reduce the 
impact of insufficient image overlap, thereby increasing the capture range.103 Thus, 
normalized mutual information () was used for the proposed registration algorithm. 
(, ) = () + ()(, ) ,                                                 [38] 
where (, ) is the normalized mutual information between images  and . When 
the two images are co-registered,  is maximized.  
MI-based image registration requires images with the same dynamic range. To reduce 
computational complexity, both the EO and SWIR images were converted to 8-bit gray-
scale bit-depth. For an imaging geometry with  transformation coefficients (for example, 
six for affine geometry) and requiring a predetermined accuracy, an exhaustive search for 
the global maximum in the constrained MI space requires  MI evaluations, where  is 
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the number of incremental steps for each coefficient. For example, assuming 200 
incremental steps for each of the six affine geometry coefficients, a total of 64 x 1012 MI 
evaluations are required to register a single image pair. To reduce computation time, 
optimization techniques such as the hill climbing algorithm, downhill simplex method, 
Powell’s method, Newton’s gradient descent algorithm, etc101 are commonly used. Since 
the MI space does not provide a convex function, several local maxima exist that often 
result in locally optimum solutions rather than global ones. In such situations, conventional 
derivate-based optimization methods, such as Newton’s method or the steepest descent 
algorithm, provide poor convergence and require good starting point estimates for 
successful registration. We developed our own unconstrained scale-shift optimization 
algorithm that simulates the hill climbing approach and allows back-tracking to avoid 
divergence to local maxima.89 This algorithm uses a trust region-based search in the 
objective function space with a non-reflective similarity transform assumption to provide 
robust image registration at approximately four times higher computational cost for affine 
or orthogonal imaging geometries as compared to the downhill simplex method.104 This 
algorithm was benchmarked against the constrained and unconstrained simplex 
optimization techniques. To further improve registration speed, a thorough analysis of pre-
processing steps such as image down-sampling, use of lower-order interpolation, gray-scale 
bit-depth reduction and use of selective regions for MI computation was performed.105  
Although real-time image registration capability is not achieved with any of the available 
optimization techniques, we addressed software optimization for improved convergence and 
speed through the procedures mentioned earlier. Further speed improvements are achievable via 
hardware acceleration. The application of registration coefficients that were pre-computed offline 
(made possible by our fixed camera positions and time-synched imagery) consumes insignificant 
processing time during image processing. 
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3.3.2.4. Nuisance Suppression  
The optical distortion correction and image registration steps were followed by nuisance 
suppression to remove unwanted and surplus regions from the acquired images, thereby 
improving processing speed and reducing false positives. The initial hardware windowing of the 
image areas through partial scanning removed part of the horizon and unwanted sections of the 
scene immediately in front of the imagers (i.e., top and bottom image regions). Note that the 
imagers were intentionally positioned to capture a portion of the horizon to help users gauge the 
imager’s orientation during acquisition. To remove the captured portion of the horizon and road 
areas from further processing, a semi-automatic, template matching horizon and road suppression 
algorithm was implemented. At the beginning of the imaging run, the user-provided initial control 
points on the horizon and the road edges. A linear least-squares fit to the user-selected control 
points generated the horizon and road edges, and regions above the detected horizon line and 
between the road edges were marked for suppression. Because the position of the horizon and 
road edges changes with terrain and path, automatic updating of the suppression mask is required. 
For subsequent images in the sequence, rectangular templates of predefined sizes were 
automatically extracted around the initial control points. A narrow, scan area was defined around 
each control point based on the knowledge that frames acquired at >12 fps would result in 
minimal translation offsets in the next acquired image. For the following image in the acquisition 
sequence, a correlation-based search was performed within the scan area of each control point 
using the extracted templates from the previous image as prototypes to provide updated control 
point locations. Once new control points were identified, new templates around these control 
points were defined if a user-defined correlation threshold was satisfied. Linear fits to the new 
control points provided the updated horizon and road edges. This process was repeated 
throughout the acquired image sequence. 
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Since test and training data from each set were randomly selected for our evaluations, the datasets 
contained discrete, non-continuous frames (i.e., sampled at every ten frames), and a completely 
automated nuisance suppression algorithm proved ineffectual. Large offsets existed in the 
automatically detected horizon and road edges and the linear fitting technique clipped areas 
around the road edge when the road curved. To remedy these issues, a manual correction step was 
included in the process, wherein the user could correct misaligned horizon and road edges. 
Images in the test and training sets were manually inspected using this semi-automated process to 
ensure that no vital regions were clipped. 
3.3.3. Candidate and Feature Extraction 
Table 5.  Various content- and intensity-based features extracted from the binary candidates in the acquired multi-
modal images. Abbreviations for each feature are given here. For FD and MS, the numbers enclosed in square brackets 
indicate the feature vector dimension. 
Content-Based Intensity-Based 
Size Shape Max Min Mode 
Area/Perimeter (A/P) Maximum curvature (MC) Contrast (CON) 
Solidity (S) Shape moments (MS [7]) Coarseness (COR) 









Major axis length/ Minor 
axis length (MJ/MN) 
Entropy (ENT) 
Gray-scale intensity (GSI) 
 
The nuisance suppressed and registered images provided the desired search region for IED 
detection in each modality. To reduce computational burden and efficiently perform the target 
search, a candidate extraction strategy was implemented that provided binary primitives using a 
segmentation algorithm. These candidates/primitives represented potential targets, and features 
extracted from these candidates were used to identify IED using different classification 
algorithms. One of our primary research goals was to generate a diverse feature set, thereby 
providing necessary tools to maximize class separation given different classification strategies. 
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Included features were carefully chosen to provide rotation-, translation- and scale-invariance and 
were extracted via spatial or transform domain operations. A set of feature extraction routines 
was built to generate various content- and intensity-based image features (Table 5). A total of 130 
features were extracted from EO images and 24 features were extracted from the SWIR images. 
3.3.3.1. Candidate Extraction 
Segmentation algorithms are primarily threshold-driven and attempt to extract contiguous ROI 
through edge detection or intensity thresholding operations. The goal is to identify regions in the 
image with similar intensity levels or visual characteristics. Using only edge-based segmentation 
can lead to missed detections due to weak edges. Conversely, using only intensity thresholding 
can lead to unrepresentative and, often, large patches that do not coincide with the true region 
boundaries. Thus, a combination of edge- and intensity-based segmentation operations was 
implemented to extract candidate regions. An iterative approach provided maximum benefit from 
each method. To reduce the influence of noise during segmentation, a 3 x 3 median filter was 
applied to each raw image and the number of median filtering operations was empirically 
determined to be two. A Canny filter was used for edge detection since it facilitated detection of 
weak edges by setting two thresholds; this ultimately improved edge connectivity and helped 
ensure good candidate extraction. The upper threshold value was user-provided and the lower 
threshold was set to 40% of the upper threshold. Closed contours resulting from the edge 
detection operation were filled to form the first set of binary candidates. Open contours, with end 
points in close proximity (within 5 pixels for EO or within 2 pixels for SWIR) were connected 
and the resulting closed contours were filled. All filled contours at this stage were extracted and 
excluded from further analyses.  
The edge detection stage was followed by sequential intensity thresholding to identify regions 
that were not detected with simple edge detection. Two different intensity thresholded images 
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were obtained: one with increasing threshold (to identify dark areas on a lighter background) and 
another with a decreasing threshold (to identify light areas on a dark background). This process 
allowed intensity patches to grow from a single pixel seed point until some stopping criterion was 
met. Each intensity patch was allowed to grow until at least 70% of its circumference converged 
with the Canny edges and its coefficient of variation (CV) was within a user-defined range. At 
each intensity threshold value, logical operators were used to verify these criteria. Intensity 
regions that converged with the Canny edges and met the CV criteria were added to the pool of 
previously extracted candidates. The step-wise thresholding process was stopped when the 
intensity patch sizes increased beyond a preset area value (> 1500 pixels for EO or > 600 pixels 
for SWIR). The entire candidate extraction process was effectively controlled by two user-
determined thresholds that managed Canny edge extraction and CV range for merging the 
intensity patches with the Canny edges. Binary candidates/primitives obtained from the EO and 
SWIR images were then logically combined to generate the final segmented image as follows: 
a. Candidates from the high resolution EO images were preferentially selected if overlapping 
areas were obtained between candidates of both modalities (defined as having at least 80% 
common area). 
b. Unique, non-overlapping candidates from the SWIR and EO modalities were identified and 
combined using the logical OR rule. 
Features extracted from each candidate formed the descriptors used to identify IED targets. 
Although 10-bit image data were acquired, MATLAB represents 10-bit data as 16-bit data during 
processing by zero-padding the least significant bits. The resulting (artificial) increase in dynamic 
range considerably increased processing time and, to achieve reasonable processing speed, a 




3.3.3.2. Content-Based Feature Extraction 
Content-based features represent the candidate’s shape, size, texture, color, geometry, etc. These 
features provide structural information and can be extracted directly from image data or through a 
domain transform. 
a. Spatial domain: Features such as area, perimeter, major and minor axis length, solidity, 
maximum curvature and shape moments were extracted using spatial domain image 
processing techniques. Since area, perimeter and axes lengths are translation, rotation and 
scale sensitive, ratios of these features were also computed. 
b. Transform domain: Shape features, as defined through Fourier descriptors, were extracted 
in the frequency domain. Complex coordinate, centroid distance or normalized cumulative 
angular function representation of edges were used for Fourier shape extraction. A 256-
point discrete Fourier transform was used to generate Fourier coefficients and the first 33 
coefficients were used as shape descriptors. From the three different Fourier 
representations, a total of 99 Fourier coefficients were generated.  
Shape descriptors from the low resolution SWIR images were excluded from the feature library, 
since the high resolution EO modality provided better shape estimates. 
3.3.3.3. Intensity-Based Feature Extraction 
A sliding block processing operation was performed for intensity-based feature extraction. Since 
the block size influenced performance, the final optimal block size was determined from a more 
extensive analysis on the complete image set. Fixed block sizes of 15 x 15 and 5 x 5 pixels were 
empirically determined for the EO and SWIR modalities, respectively. Intensity-based features 
were also extracted in either the spatial or transform domain. 
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a. Spatial domain: The texture of an object is an important distinguishing characteristic and 
Tamura texture features, such as contrast, coarseness and roughness, were used to identify 
targets. In addition to the texture features, the block histogram values were also used as 
features. 
b. Transform domain: Entropy and energy provide statistical information about intensity 
distributions in image regions. These features were extracted from a co-occurrence matrix 
constructed for each block. 
3.3.4. Data Pre-Processing and Fusion 
Features extracted from the binary candidates provided numeric data for target classification. 
Often, these data are susceptible to noise, and the feature extraction process may lead to missing 
or irregular values that can adversely impact classifier performance. Moreover, the dynamic range 
of individual extracted features can differ substantially. This introduces bias and numerical 
instability when combining feature values for classification. To ensure consistency during 
classifier training and evaluation, it is customary to transform data so that values within a 
specified range and form are obtained for every feature. Data transformation, also known as 
normalization or regularization, uses different transforms (log, power, z-score, min-max, etc) to 
converge numeric data values within a specified range, such as [0, 1], [-1, +1] or zero mean and 
unit standard deviation. In addition to confining the fusion space, data regularization also assures 
numerical stability in the classifier design stage. In our experiments, approximately 50% of the 
data were dedicated for feature preconditioning, determination of regularizing parameters and 
feature selection for each data set.   
For preconditioning, Parzen density estimates of individual features were obtained and samples 
beyond six standard deviations were removed prior to regularization. A verification stage was 
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implemented to replace missing or inconsistent values with NaN and these values were ignored in 
the subsequent data regularizing and classifier training phases. Dispersion in the data was 
measured through the estimated mean, standard deviation and skew in the distributions. For 
sampled data, skew was measured as 
Q[b = 1 ∑ ( − ̅)#D+W1 ∑ ( − ̅)D+ X
# ,                                                      [39] 
where  are the data samples, ̅ is the sample mean and  is the number of samples. 
For features generating a negative skew, the data were transformed around the mean value to 
provide a positive skew for the distribution. This facilitated the use of the standard transforms to 
consolidate data within a finite range and a known distribution form. We applied transforms to 
convert each feature into a normal distribution form, providing zero mean and unit standard 
deviation (Figure 16). The K-S goodness-of-fit test was used to verify normality of the 
transformed data. Since each feature can potentially have a different underlying distribution, four 
different transforms were tested: log-power (3k()), log (3k), power -( − 1) ',⁄ (' ≠
0)0 and z-score (( − ?) L⁄ ). The transform generating the lowest K-S score was noted for each 
feature. For the log-power and power transforms, the transform parameter (P) was determined 
through an optimization process by iteratively varying P until the lowest K-S score was obtained, 
the change in the K-S score was less than 1e-3 or the change in P was less than 1e-10. At each 
stage, the transformations were automatically monitored to prevent divergence from the normal 
distribution, thereby constraining the optimization process. The transforms and their parameters 
obtained from the training set were eventually applied to the corresponding test feature data, 




Figure 16.  The regularizing step transformed (A) original feature values to represent (B) zero mean and unit variance 
distributions bounding the feature space range. For the example in this figure, the feature values were transformed 
using a power transform with the parameter value of P = -0.48 resulting in the lowest K-S test score. 
3.3.5. Feature Selection and Classifier Conditioning 
The pre-processing, candidate extraction and feature extraction operations were applied 
independently to image data from the eight different data sets. This resulted in 154 features for 
every candidate in the different data sets. Three different classifiers were indentified for testing 
from the parametric and non-parametric groups; Bayes, SVM and knn-NN. Additionally, we 
developed a novel convex-hull classifier and validated it in this project. To identify the relevant 
features in each data set, a wrapper-based feature selection approach was initialized with 
minimum error rate as the selection criterion. For each data set, the feature combination and the 
classifier approach leading to the lowest classification error, bias and variance were identified. 
3.3.5.1. Feature Selection for Fusion 
Ideally, features providing the maximal separation between different classes would result in 
minimum error and, thus, would be naturally selected in the fusion step. However, since 
dependencies between different features are unknown, performance gains from feature 





































combinations cannot be accurately predicted by studying the individual feature distributions. 
Consequentially, a full combinatorial analysis of all features is necessary to determine, 
independently, the best feature combination for each classifier. With 154 features and more than 
10,000 candidates for each of the eight different data sets, the number of combinations requiring 
evaluation was prohibitively large, even after limiting the feature space dimension to 4-d. 
Considering the evaluation time and available processing power, an initial down-selection of 15 
features per data set was performed using ROC curve-based analysis of individual feature 
distributions. The features were rank ordered based on their minimum error rate on training 
samples. Since the top 15 features need not provide the best performance gain after fusion, the 
down-selected features from the different data sets included the top five, a middle set of five and 
the bottom five ranked performers for each classifier. 
3.3.5.2. Classifier Conditioning 
The classification was initiated as a two-class problem with all target candidates forming one 
class and rest of the candidates forming the non-target/clutter class. A full combinatorial analysis 
(combining 2, 3 and 4 features at a time) was performed for each of the four classifiers, using 
their respective down-selected 15 features for each data set. If any two features in a given 
combination provided a correlation value greater than 0.9, that combination was ignored to ensure 
numerical stability during boundary estimation. Since IED detection is a dynamic problem, class 
prior probabilities are difficult to estimate or determine. Thus, equal priors were assumed for both 
classes. The SVM and knn-NN classifiers had high memory requirements during boundary 
estimation, and this problem was exacerbated when the sample sizes were large. To ensure an 
equal opportunity for these classification methods, a km-means clustering algorithm was used to 
cluster the dense non-target samples when memory overload was detected, i.e., the algorithms 
were designed to apply the clustering approach only when insufficient memory error was 
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encountered. The number of non-target clusters was set such that equal target and non-target 
sample sizes were achieved. Post clustering, the cluster centroids were used as the new non-target 
fused feature values. This process was repeated for every feature combination in all imaged data 
sets when using the knn-NN and SVM classifiers. To determine the parameter value (knn) 
providing the lowest error in the knn-NN approach, each data set was tested for 20 different knn 
values ranging between 11 and 211 in increments of 10. For the SVM approach, a quadratic 
kernel was used to provide nonlinear decision boundaries.  
Conventional parametric classifier techniques provide an optimal solution when tackling 
unimodal normal class-conditional density distributions. For example, the Bayes classifier 
computes the Mahalanobis distance using the covariance matrix to solve for a decision boundary 
(Figure 17A). However, practical studies indicate that targets are more likely than non-targets to 
appear in groups.6 Such target groups result in multi-modal or mixed density distributions in the 
fused feature space. With multiple modes in the target density distributions (Figure 17B), the 
unimodal normal density assumption may not lead to an optimal solution. This effect is 
particularly pronounced when the relative difference between the mean and variance of the 
density modes is large. Similarly, the SVM algorithm relies on structural error minimization and 
may not provide an optimal solution for multi-modal density distributions. The knn-NN approach 
is an exception to this problem, since the boundaries are inherently built around the knn nearest 
neighbor class samples and are minimally influenced by the density modes. 
To effectively tackle mixed target density distributions, we can identify clusters resulting from 
the different modes (Figure 17C) by splitting the target samples into separate subclasses/groups 
using km-means clustering, with the parameter km specifying the number of cluster. This splitting 
allows classifiers to treat each subclass as a unimodal case, and hopefully, provide a more 





Figure 17.  Decision boundaries obtained using a quadratic Bayes classifier for two-dimensional (A) unimodal and (B) 
bimodal target probability density distributions (shown in red). The bimodal distribution is generated by randomly 
sampling values from two normal distributions having different means and covariance matrices. For the unimodal case, 
the Bayes’ approach provides the optimal solution with an average error rate of 24.0%. However, when targets appear 
in groups, the Bayes decision boundary is not ideal and the average error rate increases to 28.7%. (C) For the target 
distribution shown in Figure 17B, when samples were split into two clusters representing different subclasses, tighter 































































class samples were clustered to investigate if the Bayes and convex-hull classifier performances 
could be enhanced by identifying modes in the distribution. 
Using this approach, the decision-making process was transformed to a km + 1-class problem, 
where the value of km was dictated by the number of modes in the distribution. For example, 
using km = 1 for clustering assumed a unimodal target distribution, retaining the target samples in 
one class and resulting in a two-class problem formulation. Using km = 2 for clustering assumed a 
bimodal target distribution, splitting the target samples into two clusters and thereby formulating 
a three-class problem for the classifier. Note that misclassification of samples from one target 
group into the other were ignored, since each group represented the same class. A key element 
during target sample clustering was identification of the number of modes, and thus, specification 
of the km value for the clustering algorithm. In a supervised approach, km needs to be specified 
prior to clustering, thereby indicating the number of subclasses to be formed from the target 
samples. With unsupervised techniques, the number of modes in the target probability density can 
be automatically determined based on iterative minimization of the within-class mean-squared 
distance measure when splitting the samples into different subclasses. The km value resulting in 
the lowest within-class distance indicates the number of modes in the distribution. A supervised 
approach was adopted in our case, where feature combinations were evaluated as a multi-class 
problem by the Bayes and convex-hull classifiers for values of km >1. For the km + 1 different 
subclasses, priors were adjusted such that our initial assumption of equal target and non-target 
priors was maintained. 
Since SVM is primarily a dichotomous classification technique, the multi-class formulation 
resulting from the clustering step would require evaluation of two classes at a time or a one-
against-all classification of the different subclasses. As a result, a dichotomous SVM 
classification was set up with no target clustering. Target clustering was also avoided for the knn-
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NN classifier since splitting the target samples into different subclasses does not impact the 
resulting decision boundaries.  
To summarize, the feature space was limited to four dimensions for fusion, and the memory 
overload issue with SVM and knn-NN was mitigated by clustering the non-target samples, thereby 
reducing the sample size. The SVM classifier used a quadratic kernel, whereas the knn-NN 
algorithm was evaluated with 20 different knn values to identify the best parameter value. 
Secondly, the impact of clustering target densities prior to using the Bayes and convex-hull 
classifiers was examined on simulated and acquired data. Whereas the clustering step was 
expected to improve the quadratic Bayesian classifier, the novel convex-hull-based classification 
scheme was developed to investigate if additional performance gain was possible using non-
parametric methods. Details of the convex-hull classifier approach are provided in the following 
section. 
3.3.5.3. Convex-Hull Classifier Design 
While Bayesian and parametric classifiers work well under the assumption of normality (or for 
well-behaved distributions) and provide tractable solutions, when underlying distributions deviate 
from these assumptions, the decision boundaries are no longer optimal.4 In such cases, non-
parametric approaches are preferred. Non-parametric methods either estimate the underlying 
class-conditional density distributions or directly provide decision boundaries. Our research 
attempted to develop a specificity-driven non-parametric classifier technique that uses convex 
hulls to directly estimate decision boundaries through a sequential error minimization process. In 
set theory, a set S in d-dimensions is convex if points B, o є c are such that any convex 
combination of points B and o lies within c and the line segment joining B and o is a subset 
of c.106 A convex hull of set c is described as the smallest set of points that can be expressed as 




Figure 18.  (A) A set of points in two-dimensional space and (B) the convex hull enclosing these points.107 
Let   	  be a real numeric input vector belonging to set c. Then the convex hull  for points 
in c can be expressed as107 
(c) = 6 5|   c, 5 ≥ 0, 6 5 = 1,                                      [40] 
where & = 1, 2, … . ,  are the data samples and ∑ 5  are the non-zero parameterized 
vectors/hyperplanes (also known as simplexes) forming the convex hull using points  and 
weights 5. To determine if a sample point () lies within the convex hull, we used a dot product 
operation.108 For each simplex forming the convex hull, a point (B) on the simplex and its inward 
pointing unit normal vector () were obtained. If -( − B), 0 ≥ 0 for all the simplexes 
forming the convex hull, then sample point  was known to be enclosed within the convex hull. 
Extending the convex-hull approach to a two-class problem, each sample has an associated class 
label l ∈ {0,1} and we can define initial convex hulls enclosing all the samples from the target 
() and non-target () classes as 
N(c) = 6 5|: +  c,: + 5 ≥ 0, 6 5: + = 1¡                  [41] 
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DN(c) = 6 5|: +k  c,: +k 5 ≥ 0, 6 5: +k = 1¡,              [42] 
where Nc and DN(c) are the convex hulls formed using T and NT samples, respectively. 
Similarly, for multi-class problems, convex hulls can be built around each class.  
For a trivial two-class case, T and NT samples are linearly separable and, thus, the initial convex 
hull from either class can be directly used as the piece-wise linear decision boundary for 
classification (Figure 19A). New samples can be tested using the dot product operation to find 
their membership with the convex hull of either class. However, with overlapping distributions, 
two distinct cases are possible: 
a. Completely overlapping distributions (convex hull of one class enclosed within the other) 
b. Partially overlapping distributions (intersecting convex hulls from two (or multiple) 
classes). 
In each case, the initial convex hulls are used from the respective classes, resulting in piece-wise 
linear decision boundaries. When distributions are completely overlapping, the region of 
uncertainty lies within the inner hull (Figure 19B and C). For partially overlapping distributions, 
the region of uncertainty lies in the intersection area of the convex hulls (Figure 19D). The same 
concept can be extended to higher dimensions, where hyperplanes in the d-dimensional space 
represent the convex hulls decision boundaries. For classification purposes, c – 1 convex hulls are 
sufficient to provide the necessary decision boundaries. For example, in a two-class problem, the 





Figure 19.  For a two-class problem, four different situations can be considered. (A) In the trivial case, both classes are 
linearly separable and can be enclosed within their respective convex hulls. (B) and (C) illustrate the conditions when 
the convex hull for one class is completely enclosed within the other, and the area within the inner hull forms the 
uncertainty region. (D) For partial overlapping distributions, the intersection of the convex hulls forms the region of 
uncertainty. For cases B, C and D, the convex hulls enclosing all the data points do not account for variability in data 
and therefore cannot provide minimum classification error. 
 




















































































Figure 20.  For a two-class problem, a convex hull from one class is sufficient for classification; the target (T) class 
samples were used in this case to build the convex hull. (A) The Bayes quadratic decision boundary indicates the ideal 
location of the classifying function that minimizes error rate. However, the convex-hull boundary obtained using all T 
class samples led to increased Type I error. (B) To correct the convex-hull decision boundary, positive (green arrows) 
and negative (yellow arrows) tolerance values can be specified for each boundary/surface. The length of each arrow 
indicates the tolerance magnitute, which allows repositioning of the piece-wise linear boundaries (dotted decision 
boundary in white), thereby providing equivalent or lower error rate than the quadratic Bayes boundary.  
With non-separable patterns, using the initial convex hulls leads to zero Type II error, but a 
largely inflated Type I error. Moreover, convex hulls built using points furthest from the 
distribution mode (points in the tails of the distribution) can lead to large variance in the MOP, 
resulting in an over trained classifier. To better balance both error types, we need to identify the 
optimal subset of data samples from the class used to build the convex hull. Therefore, 
improvisations on convex-hull-based classification have been proposed in literature. More 
commonly, convex hulls have been used to improve and optimize SVM-type classifiers. For 
example, M. Mavroforakis et al. proposed the use of reduced convex hulls for efficient 
classification of both separable and non-separable patterns in the original feature space or the 
transformed kernel Hilbert space ℋ.109 Along similar lines, X. Zhou et al. used the smallest 











































convex set to identify closest points from two classes and used a nearest point classification 
algorithm for face recognition.107. For direct classification using convex hulls, T. Takigawa et al. 
considered convex sets of sample points to estimate decision boundaries and tuned the fuzzy 
membership functions of these boundaries using linear and exponential functions.110 Similarly, I. 
Takigawa. proposed a direct classification algorithm that considered convex sets of a class as 
prototypes to generate piecewise linear decision boundary in 	  space.111 In general, these 
methods used convex hulls as a precursory step for optimizing/improving SVM classification or 
used boosting to generalize decision boundaries obtained from multiple convex sets. More 
importantly, none of these approaches attempted to directly optimize the convex hulls to account 
for variability in data. For example, consider the case of overlapping normal ((?, Σ)) T and NT 
distributions (Figure 20A). The Bayes’ limit indicates the ideal proximity of the decision 
boundary. However, the convex-hull boundaries enclose far more NT samples, resulting in largely 
inflated error. One solution to this problem is to specify a tolerance (shown by arrows in Figure 
20B) on each boundary/surface to account for the discrepancy in the boundary location. A 
positive tolerance shifts the boundary away from the convex-hull centroid, whereas a negative 
tolerance shifts it toward the centroid. Obviously, the tolerance sign and magnitude for each 
boundary are critical in minimizing classification error. Determining the correct tolerance for 
each boundary is equivalent to performing a d-dimensional affine transformation of the convex 
hull (Figure 20B), and this process drastically increases computation time, especially in high-
dimensional feature spaces and even with optimization techniques. Moreover, peripheral points in 
the distribution are sparse, resulting in fewer simplexes that reduce the degrees of freedom to 
modify the convex-hull boundaries. 
To avoid these issues, an alternate approach was proposed to determine the optimal convex hull 
by selectively eliminating data samples to generate different test hulls. To identify the samples for 
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elimination, a step-wise specificity maximization strategy was implemented based on the 
following known conditions: 
a. Training samples are obtained through random processes and encompass the variance in the 
data acquisition and processing stages. Thus, discarding samples that negatively impact the 
convex-hull error rate was deemed critical in optimizing the convex hull.  
b. Generally, target detection problems have sparse T class samples relative to the number of 
NT samples. Since our two-class problem can be solved using one convex hull, we chose 
the sparse (T) class to build the convex-hull decision boundaries.  
c. Since very small sample sizes generally have an adverse impact on non-parametric 
classifiers, we assumed sufficient data samples were available to generate the non-
parametric piece-wise linear boundary estimates when using the convex-hull approach. 
While this was not a necessary condition, we imposed this criterion to achieve a low 
variance in the MOP and to ensure higher degrees of freedom for modifying the hulls. 
Using the sparse class to build the convex-hull decision boundary, the developed algorithm 
performed a step-wise elimination of the class T data samples to determine the optimal convex 
hull (Figure 21). Each step discarded one class T data sample and used two stages to find the best 
elimination point: 
a. Sample selection through sequential elimination: Assuming p points from a total of 
N class T data samples were available, a starting hull (£¤¥y¤) was built using all p 
points. All simplexes for this hull were provided with an equal tolerance value (Tol) that 
was estimated as the mean of the class T covariance matrix. With DN data samples in class 
T, the sensitivity achieved with each starting hull was (/N. Similarly, the specificity was 
computed by finding the proportion of NT class samples enclosed within £¤¥y¤ (for the 






Figure 21.  (A) Illustration of the sequential elimination approach showing the different convex-hull (¦§) 
boundaries built at each step. (B) The sensitivity (SS) and specificity (SP) values obtained after eliminating the 
irrelevant sample at each step can be used to generate a ROC curve. Using the ROC curve, we determined the 
convex hull that results in the minimum classification error. In this particular case, both Bayes and the optimal 
convex hull yielded an error rate of 22.0%. 
the £¤¥y¤ vertex whose removal would lead to the greatest improvement in specificity. 
Assuming £¤¥y¤ had q vertices, each of the q points was sequentially discarded, one at a 
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time, and a new convex hull (¨i) was built from the p-1 data samples. Before 
eliminating the next vertex, the candidate sample was reinserted in the data set. From the 
resulting sensitivity and specificity of each of the q convex hulls obtained, the qth vertex 
sample whose exclusion led to the most improvement in specificity was selected along with 
its corresponding ¨i©  (Figure 21A). 
b. Sample elimination and ROC curve generation: The selected qth sample point was 
eliminated from £¤¥y¤ and the resultant ¨i©  was used to generate sensitivity and 
specificity values for the ROC curve (Figure 21B). Thus, every T class sample elimination 
provided a single point on the ROC curve and the next iteration considered p-1 data points 
to build a new £¤¥y¤ in the sample selection stage. 
The two-staged step-wise elimination of the T class samples generated the points on the ROC 
curve and their associated convex hulls. The point selection, elimination and ROC curve 
generation steps were repeated until a specificity of 1.0 was achieved or the minimum number of 
points required to build a hull was reached. For a d-dimensional feature space, at least d + 1 non-
collinear/coplanar points are necessary to build a hull. The minimum error point on the ROC 
curve was identified and the corresponding hull was designated as the optimal convex hull. Note 
that the optimal convex-hull determination starts with low accuracy and precision due to the large 
variance in the peripheral samples. The step-wise elimination process gradually improves both 
accuracy and precision as non-representative points are eliminated and the hull moves toward the 
dense class mode. After reaching an optimum value, the accuracy and precision degrades again as 
fewer samples are available to build the hull. Thus, to reduce error rates with the convex-hull 
approach, the minimum error point on the ROC curve must occur within the optimum accuracy 
and precision region in the hull-building process. This criterion dictates the feature space 
dimensions and the minimum sample size suitable for the use of the convex-hull classifier. For a 
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fixed sample size, as the feature space dimensions increase, the optimum region becomes 
narrower and accuracy degrades rapidly with elimination of data samples. Consequentially, the 
minimum sample size necessary to maintain low MOP bias and variance increases exponentially 
with higher dimensions. 
 
 
Figure 22.  Error rates obtained for four different distributions simulating varying degrees of overlap between the 
target (T) and non-target (NT) classes indicated no influence of changing tolerance. Essentially, the convex-hull 
approach automatically adjusted the decision boundaries to compensate for the tolerance changes. 
The tolerance value supplied during the sample selection and elimination step accounted for the 
variance in data by using the covariance matrix of the convex-hull building class. To examine the 
impact of changing tolerance on classifier performance, simulations were carried out using 
normally distributed two-class density distributions. 2-d and 3-d feature distributions were 
considered with varying degrees of overlap between the two classes, and the tolerance value was 
linearly incremented between 0 and 2 in steps of 0.1. For all cases, changing the tolerance did not 
show any trend with the observed error rate, and fluctuations were within the expected range 























(based on standard deviation). Four such cases are shown in Figure 22, where the separation 
between classes ranged from low to high and led to error rates between 42% and 18%. These 
simulations indicated that the sequential sample elimination process automatically adapted to the 
changing tolerance and that the covariance matrix could be safely used to provide a reasonable 
tolerance value during optimal convex-hull estimation. However, as classes started to linearly 
separate, increasing the tolerance led to slightly inflated error rates. This was expected since 
tolerance was calculated using only the T class data samples, which does not account for class 
separation. 
In terms of computation, building the convex-hull classifier required the repetition of two sets of 
operations at each step of the sequential elimination process: 
a. Convex hull construction: 
Assuming a two-class problem, N input points from the T class were supplied to the 
quickhull algorithm106 to build the convex hulls. This algorithm has a worst case 
complexity of ª(N ), but usually provides a solution in ª(N3 N) steps. Additionally, 
at every step, sequential elimination of all the £¤¥y¤  vertices is required. Assuming a 
fraction («N) of the N input samples represented the £¤¥y¤ vertices, a total of «N hulls 
were built at every step to find a single sample for exclusion. Thus, the computational 
complexity to successfully discard a single point was ª((N ∗ «N)3 (N ∗ «N)). With a 
step-wise elimination of samples from the selected class, the number of input samples to 
the quickhull algorithm linearly reduced in subsequent iterations. Starting with N points 
from the T class, the total number of samples input to the quickhull algorithm from all the 
steps is given as 
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B #  &(V (& (N¤®¤) = N(N + 1)2 −
()( + 1)
2 ,              [43] 
where  is the feature space dimension. Again, assuming «N¤®¤ fraction of the N¤®¤ points 
from all the steps formed the hull vertices, the computational complexity of constructing 
the «N¤®¤ convex hulls was ª((N¤®¤ ∗ «N¤®¤)3 (N¤®¤ ∗ «N¤®¤)). For a multi-class 
problem, the complexity increased proportionately to -1 classes. With increasing feature 
space dimension, even though the number of samples remained constant, the fraction of 
hull vertices («N¤®¤) grew exponentially, thereby adversely impacting computation time.  
b. Sample membership determination:  
Sensitivity and specificity achieved with each convex hull were determined by finding the 
proportion of samples from the two classes enclosed within the T class convex hull. To 
determine the sample memberships, we used dot product operations which were repeated 
for each simplex of a given hull for all test points. The «N vertices on a given hull resulted 
in «N simplexes. Thus, for a two-class problem with a total of DN NT class samples, the 
number of dot product operations for eliminating a single T class sample was DN ∗ «N. The 
complexity of a dot product operation for DN samples is ª(DN). Thus, for the 
«N¤®¤ convex hulls generated through the sequential elimination process, the computational 
complexity of all of the dot product operations was ª(DN ∗ «N¤®¤ ).  
Note that the dot product operations were vectorized, and memory was pre-allocated to increase 
the speed of the operations. However, the sheer number of calculations was quite large and 
approximately 75% of computation time was spent on dot product operations. Thus, additional 
optimizations to reduce the computational burden for the convex-hull membership determination 
stage were implemented. 
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3.3.5.4. Convex-Hull Classifier Optimization 
The dot product operation provided binary sample membership output to indicate whether a given 
test point was inside (1) or outside (0) the convex hull. This operation was repeated for DN NT 
class data samples and over all convex hulls built in the process of identifying the optimal convex 
hull. The computational complexity of the membership determination stage reflects primary 
dominance from «¤®¤  and the NT class sample size. Thus, reducing the number of membership 
evaluations on the simplexes should provide the largest gains in speed. This was achieved in two 
steps: 
 
Figure 23.  (A) During the sequential elimination stage, the non-target (NT) samples that impacted the specificity 
achieved with elimination of individual outer hull vertices were always enclosed within the outer and inner hulls. 
Removing a single vertex of the outer hull before rebuilding a new hull changes membership values for only those 
points originally enclosed within the outer and inner hulls. (B) Eliminating a single vertex from the original convex hull 
changes only a part of the piece-wise boundary in a two-dimensional feature space. Thus, membership tests are 
performed only on the newly formed simplexes, which substantially reduces computational demands. 
a. Finding relevant test samples: The convex hull always contracted by a finite amount when 
a single sample point was eliminated during the sequential elimination process. Thus, 












































membership verification of all of the NT class data samples for the sequentially generated 
convex hulls was a highly redundant operation. To reduce the number of test points during 
the sequential elimination operation, we generated two convex hulls at the beginning of 
each step: an outer convex hull generated from the available ( T class sample points and an 
inner hull obtained after removing all the vertices of the outer hull (Figure 23A). During the 
sequential elimination stage, vertices of the outer hull were discarded one at a time to find 
the sample whose removal resulted in the highest specificity change. However, the NT class 
test samples that impact the specificity of all of the outer hull vertices always lie between 
the inner and outer hulls. Therefore, a pre-processing step was implemented to identify and 
use only these samples for testing against each new hull (¨i) constructed during the 
sequential elimination process. With only a fraction of the NT class samples enclosed 
between the inner and outer hulls, this step substantially sped up the process, while adding 
only a single convex-hull building operation to each step.  
b. Reducing tests on simplexes: During the sample selection and elimination stage in the 
classifier design, each NT class sample was tested against the simplexes that were formed 
for the different £¤¥y¤ and ¨i. Thus, along with finding the relevant test samples, 
reducing the tests on the simplexes that form the different convex hulls also reduced 
computational burden. Note that the sequential sample elimination process modified only 
those simplexes that were formed from the discarded vertex point from a given convex hull. 
Thus, for a 2-d feature space, only two simplexes changed for every discarded sample 
(Figure 23B). Similarly, for a 3-d feature space, three simplexes were modified by 
removing a single vertex. To reduce the redundant tests on unchanged simplexes, 
membership evaluations of the test samples (identified in the previous step) were only 
performed on the modified simplexes formed as a consequence of a given vertex 
elimination.    
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3.3.6. Confidence Score Assessment  
The classifiers used to identify the IED targets provided binary labels for test samples in our two-
class problem. However, hard-margin classifiers do not directly report a confidence measure in 
their decisions. As a result, parametric (MLE) and non-parametric (Parzen window) 
multidimensional density estimation technique were implemented to provide likelihood ratio-
based confidence scores for the selected classifiers. The likelihood ratio provided the probability 
of correct classification for every test sample by interpolating within the estimated d-dimensional 
density space. Again, 50% of the data were used to determine the multidimensional class-
conditional probability densities that generate the likelihood ratio for a given feature combination. 
The non-parametric Parzen window technique used a Gaussian kernel function and could either 
accept a user-provided bandwidth or automatically compute a bandwidth during density 
estimation. The classifier confidence scores allowed the expansion of our current feature-level 
fusion framework to a decision-level scheme, where probability/score values from different 
classifier/feature combinations could be combined to further improve classifier accuracy through 










Prior to data collection with our cart/vehicle prototypes, tests on the imaging hardware, camera 
mountings and the LabVIEW-based acquisition GUI were performed to ensure proper 
functioning of these modules. Similarly, software routines developed in our research were 
extensively tested using simulated data, images acquired with our prototypes and data provided 
by AFRL researchers from the Dynamic Visual Assessment Facility. Subsequently, the 
performances of the chosen classifiers were compared using simulated and actual data. 
4.1. Image Capture and Camera Synchronization 
Initial video capture using our imagers and the developed acquisition GUI provided EO (1024 x 
768 pixels, 10-bit data) and SWIR (320 x 240 pixels, 12-bit data) image sizes of approximately 
1.1 MB and 300 kB, respectively. Thus, acquiring at full frame rates (30 fps) of both cameras 
resulted in a data throughput load of approximately 45 MB/s. This was well within the throughput 
capacity of the ExpressCard (110 MB/s) and the frame grabbers (100 MB/s), so data overload 
issues were not anticipated. By performing a time-controlled acquisition and recording the 
number of frames acquired in 60 seconds for each camera, we ensured that no bottlenecks existed 
in the acquisition and communication channels. The acquisition frame rate was observed to vary 
between 28 – 30 fps; this variation was attributed to the operating system’s background 
processes. Also, when image recording was switched ON and images were being written to the 
hard disk, the frame rate reduced to approximately 12 fps. We discovered that the hard disk write 
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speed was a limiting factor for saving imagery at the full frame capture rates. The laptop’s 
Toshiba hard drive functioned at 5,400 rotations per minute (rpm) and had a long seek time that 
delayed the read/write cycles. Testing the cameras on a desktop-based processing unit with a 
dedicated hard drive partition (operating at 7,200 rpm) helped achieve nearly full frame rate write 
speed (varying between 26-28 fps) when using both cameras. Thus, a hard disk upgrade (perhaps 
using a newer solid-state drive) would likely mitigate the issue. However, for IED detection, the 
Army Research Laboratory (ARL) indicates that practical convoy speeds are 8 – 10 mph and 
aims to detect IED within a range of 10 m. These numbers translated to a required frame rate of 
less than 5 fps for sampling the scene every 1 m, so the designed system comfortably met the 
ARL requirements without requiring any upgrades.  
Once data acquisition and communication bandwidth limits were verified, real-time 
synchronization of the two imagers was tested. Both cameras were configured in trigger mode 
and the synchronization pulses generated from one frame grabber board were exported to both 
cameras using the RTSI bus of the PXI-1033 chassis. To confirm that the cameras were triggered 
correctly, we devised a mechanical moving display of numbers using a 3-speed box fan (Lasko 
Products, Inc., West Chester, PA 19380) with the numbers 1-5 printed on standard white printer 
paper and glued to the five fan blades. IR reflectance was generated by focusing a 100 W halogen 
lamp on the black and white paper numbers to provide sufficient image contrast in both imagers, 
and the cameras were positioned to image individual fan blades (for example, the top-most blade) 
during the experiment. The fan blades could be rotated at speeds of 12, 14.5 and 16.8 rotations 
per second (rps), which were equivalent to linear motion at 12.06, 14.57 and 16.88 m/s, 
respectively, considering the numbers were positioned approximately 0.16 m from the center of 
rotation. Truly synchronized cameras would capture a given numbered rotating fan blade exactly 
at the same angular position in corresponding frames. However, the experiment indicated a small 
and systematic offset in the captured fan blade’s angular positions between the EO and SWIR 
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camera images, suggesting a triggering error. This error was traced to the inability of the Sony 
EO camera to timely reset when receiving triggers, and the problem was verified with technical 
engineers from NI. The offset became increasingly evident as the rotation speed increased from 
12.06 to 16.88 m/s. This error manifested as translation offsets in images acquired with our 
prototypes. However, this issue was resolved via our subsequent image registration process. 
4.2. Distortion Correction and Imaging Setup 
The image acquisition and triggering tests were followed by geometric lens distortion correction, 
where coefficients were separately computed for the two cameras using the checkerboard pattern. 
The distortion correction coefficients obtained for each imager (Table 6) were negligibly small 
but were nevertheless applied to the acquired imagery to correct for any deformations that may 
not be visibly obvious. The negative coefficients for both imagers indicate a pin-cushion type 
distortion for both camera lenses. 
Table 6.  Geometric lens distortion coefficients for the EO and SWIR camera lenses. 
 k1 k2 
EO (Sony) -4.16E-9 -4.15E-9 
SWIR (Sensors Unlimited) -5.94E-8 -5.96E-8 
 
Next, the active window sizes for each camera were adjusted to eliminate unwanted areas in each 
FOV, thereby reducing bandwidth and computational load. Since IED were expected to be placed 
close to the road edges, extraneous image regions from each camera could be eliminated. 
Assuming a forward-looking detection range between 5 – 30 m, regions above the horizon and 
close to the cameras (Figure 24) could be eliminated. Accordingly, the EO and SWIR image 
acquisition window sizes were defined as 1024 x 480 and 320 x 150 pixels, respectively, 
maintaining their original aspect ratios. The vertical offset for these windows was dictated by the 
 
viewing angle of cameras with respect to the ground
was visible in the images. Restricting the fields of view decreased the effective data throughput 
load to ~20 MB/s when acquiring with both cameras at 30 fps.
Figure 24.  Regions to be cropped in the EO and SWIR images were determined by the minimum detection distances 
between the target and the cameras
window was positioned to capture the bottle placed at ~5 m from the cameras, and the top of the cropped window was 
positioned at the horizon. The acquisition window (shown in red) position was based on the angle of the imagers with 
the horizontal. 
Prior to image acquisition, the cameras were aligned with respect to each other, thus maximizing 
their common FOV using our adjustable mount. The results of several field trials (without 
repositioning between trials) verified that the camera positionin
vehicle mounts. 
4.3. Spatial Image Registration
After imaging set-up was complete, spatial image co
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less than 1E-8, validating our affine geometry assumption. The objectives of our registration 
algorithms were to implement speed-up strategies for the MI-based fine registration process and 
to improve the optimization algorithm’s convergence success rate. Whereas our novel 
unconstrained optimization technique89 reduced the total number of MI evaluations, four 
additional strategies were considered to achieve speed improvements and improved convergence 
at each iteration step:  
a. Multi-resolution approach and smoothing 
b. Reducing gray-scale bit-depth 
c. Using lower-order interpolation  
d. Gradient-based high entropy ROI selection 
Preliminary experiments with reduced gray-scale bit-depth (a reduction from 256 to 128 gray 
levels) yielded only marginal improvements in computation time. Similarly, lower-order 
interpolation (nearest neighbor approach) provided a small speed-up, but also introduced 
undesirable artifacts in the MI space that generated local maxima and confounded the search for 
optimal coefficients.112 To reduce the impact of these artifacts, image down-sampling,113 in 
combination with image smoothing, has been proposed in literature. For down-sampled images, 
interpolation and MI computation times proportionally reduce while minimizing sensitivity to 
local maxima in the MI function space.113 To further reduce computation time, we used a ROI 
selection method that extracted strong gradients in the base and floating images.105 Regions 
surrounding edge gradients represent high entropy areas and are the most informative for the MI-
based registration process. These regions were extracted using a Canny edge detector with 
subsequent morphological operations (dilation, erosion and cleaning). Considering only high 
gradient ROI for registration provided a two-fold advantage: 
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a. Regions surrounding gradients formed a fraction of the total image area, thereby 
proportionally reducing the MI computation time per iteration. 
b. Homogeneous patches or low-frequency intensity variations in images typically lead to 
divergent solutions. By disregarding these regions during MI computation, we increased the 
likelihood of convergence to the global maximum. 
Table 7.  Specifications of the cameras in the multi-modal imaging system used to collect test image data for validating 
registration algorithms. 
 EO Camera SWIR Camera LWIR Camera 
Manufacturer Uniq Vision, Inc. Sensors Unlimited, Inc. BAE Systems 
Sensitivity (µm) 0.4 – 0.7 0.9 – 1.6 8 – 14 
Pixel Size (µm) 4.65 40 46.25 
Image Size (pixels) 1024 x 1024 320 x 240 640 x 480b 
Dynamic Range 8 bit 8 bit 8 bit 
FOV (H x V)a 34.2º x 34.2º 30.4º x 23º 35º x 26º 
      a Calculations based on lenses and active sensor areas;     b Image was internally up-sampled by a factor of two 
Table 8.  Specifications and acquisition parameters of fMRI and sMRI images obtained from the SPM website.114  
 fMRI sMRI 
Imager Siemens Sonata 1.5T Siemens Sonata 1.5T 
Acquisition Conditions Gradient echo EPI sequence T1 weighted 
Resolution 3 x 3 x 3 mm3 1 x 1 x 1mm3 
Image Size (pixels) 64 x 64 240 x 177 
Dynamic Range (bits) 8 8 
 
To analyze our optimization algorithm and speed-up strategies, imagery acquired from the 
Dynamic Visual Assessment Facility at AFRL was initially used. The three imagers used at this 
facility included EO, SWIR and long-wave infrared (LWIR) cameras (Table 7). To demonstrate 
the versatility of our algorithm and strategies, two additional medical image datasets were 
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considered from the Statistical Parameter Mapping (SPM) online database114 (Table 8), including 
functional magnetic resonance images (fMRI) acquired at different time points and structural 
magnetic resonance images (sMRI) of the same human subject. 
Table 9.  Evaluation image sets and their corresponding down-sampled spatial resolutions in units of pixels. 
 Base Image Resolution Floating Image Resolution 
Set 1 EO 200 x 200 SWIR 113 x 150 
Set 2 EO 200 x 200 LWIR 113 x 150 
Set 3 fMRI (Seq1) 64 x 64 fMRI (Seq 2) 64 x 64 
Set 4 sMRI 240 x 177 fMRI 64 x 64 
 
Four different test sets (Table 9), comprised of images from these modalities, were used in our 
evaluations. For the AFRL data, the high resolution EO image was considered the base/fixed 
image, and the SWIR and LWIR images were designated as the floating images. Registration of 
the fMRI images from two different time points was considered in Set 3, whereas sMRI (base 
image) and fMRI (floating image) registration was considered in Set 4. The EO, SWIR and 
LWIR images were down-sampled by factors of 5.12, 2.83 and 5.66, respectively, providing 
image sizes of 200 x 200 for the EO modality and 113 x 150 for the SWIR and LWIR modalities. 
MI was computed using the non-zero gradient ROI of the base and floating images. The low 
resolution medical images in Sets 3 and 4 were processed using their original resolutions. 
Each test set was evaluated under three different settings generated by combinations of bit-depth 
reduction and interpolation strategy (Table 10). The true coefficients for each set were known and 
our analysis was bound within ±5 pixels translation, ±5º rotation and ±2% scaling, defining our 
capture range. Within this capture range, the floating images from each set were systematically 
misaligned from their true coefficients in rotational increments of 1º, translational increments of 1 
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pixel and scaling increments of 1%, simulating 605 different starting points for evaluating the 
convergence success and speed-up achieved with our strategies and the optimization algorithm. 
Table 10.  Registration test options used for each image set. 
 Case 1 Case 2 Case 3 
Interpolation Nearest neighbor Nearest neighbor Bilinear 
Gray-scale Resolution 128 256 256 
 
Table 11.  The average number of evaluations required for convergence and the corresponding computation time for 
each of the image sets (Table 9) under each of the three cases described in Table 10. The percentage of successful 
convergences from the 605 simulated misalignments is shown as a MOP of our sampling optimization technique. 




















Set 1 708 5.24 92.23 716 5.45 99.34 710 5.68 100.00 
Set 2 714 5.20 100.00 722 6.24 100.00 698 5.94 100.00 
Set 3 788 3.02 88.43 789 3.08 71.91 987 3.85 95.04 
Set 4 717 5.78 71.90 674 6.31 8.26 686 6.49 90.91 
 
The results (Table 11) indicated that most speed-up was achieved when working on down-
sampled images; bit-depth reduction and nearest neighbor interpolation provided only marginal 
speed improvements. Moreover, a reduction in the percentage of successful convergences was 
observed when using nearest neighbor interpolation and reduced bit-depth for Sets 1, 3 and 4. 
When compared to using full image resolution and no speed-up strategy for Sets 1 and 2, the 
mean computation time was found to be >300 s, indicating an average time improvement factor 
greater than 60 when using our combined optimization strategies. Since Sets 3 and 4 did not use 
down-sampling, no significant reduction in computation time was observed. However, without 
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smoothing, the fraction of correct convergences for Set 3 dropped to 51.2% when evaluating Case 
1.  
Table 12.  Comparison between the unconstrained scale-shift optimization algorithm and the simplex approach applied 



























Set 1 710 5.68 100.00 235 2.06 86.12 232 2.08 87.44 
Set 2 698 5.94 100.00 235 2.15 85.46 235 2.02 86.28 
Set 3 987 3.85 95.04 186 0.99 85.12 186 0.98 84.30 
Set 4 686 6.49 90.91 185 1.81 50.41 184 1.61 50.41 
 
Along with the proposed speed-up strategies, the robustness of our optimization algorithm was 
benchmarked against the popular simplex (Nelder-Mead) algorithm115 using convergence success 
and computation speed-up as evaluation criteria. The simplex algorithm is a particularly efficient 
approach for multi-resolution registration and for non-convex function optimization that is 
typically encountered in MI-based registration problems.116 Similar to our optimization technique, 
the simplex algorithm uses a direct search method and does not require derivatives of the 
objective function, thereby proving to be an ideal competitor. Comparison between the 
optimization methods was performed using down-sampled images (for Sets 1 and 2 only), full 
gray-scale bit-depth and bilinear interpolation. The stopping criteria for each algorithm were 
based on the desired precision of the transformation coefficients and the smallest change in MI 
value (each set to 1e-3 in our case). Though the simplex algorithm is essentially an unconstrained 
optimizer, initial tests indicated some improvements when using constraints with the simplex 
method (Table 12). Also, the degree of contraction, expansion and reflection operations on the 
initial simplex and the sequence of supplying coefficients largely dictated the chance of 
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convergence to the global optimum. As a result, the simplex algorithm was tested by imposing 
constraints on each coefficient and providing offsets for the initial simplex based on the degree of 
translation, rotation and scaling expected in the misaligned images. Additionally, the simplex 
algorithm was iterated twice to provide the method with an opportunity to escape local maxima 
and supplying the translation coefficients first in an effort to improve its convergence to the 
global optimum. 
In comparison to the simplex algorithm, the scale-shift sampling optimization provided improved 
convergence success at the expense of proportional increase in computation time and the number 
of function evaluations (more than twice that of the simplex algorithm). Note that computation 
time was primarily dictated by image resolution. Set 3 had the lowest base image resolution and 
provided the fastest mean computation time, while Set 4 had the highest base image resolution 
and consumed the most processing time. Even though the scale-shift algorithm was implemented 
as an unconstrained technique, it provided a higher fraction of successful convergences with the 
same precision as the simplex method.  
With no significant differences in processing time between the three cases shown in Table 10, 
bilinear interpolation using full gray-scale bit-depth was recommended with our scale-shift 
sampling optimization algorithm for image registration. Before each image acquisition sequence, 
the checkerboard image was used to generate coarse coefficients, which were subsequently 
refined by the MI-based approach to provide the starting fine registration coefficients. Knowing 
that the synchronization issue between the EO and SWIR cameras would lead to translation 
coefficient inaccuracies, a set of coefficients were generated that represented systematic 
translation offsets from the starting fine coefficients. The acquired EO and SWIR image pairs 
were tested with all of the coefficients from this set to identify the coefficient values that 
maximized MI for each image pair. Since the imagery was essentially static, the frequency of 
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motion was primarily influenced by the prototype’s shock absorption capability and travel speed. 
For the cart prototype, the speed was limited to less than 8 mph. However, poor shock absorption 
in the cart resulted in high frequency jitter, which lead to small translation errors from the starting 
fine coefficients in some of the images. For the vehicle prototype, even though speeds up to 35 
mph were achieved, vibration was substantially reduced by the vehicle’s suspension system. In 
each case, the multi-coefficient approach proved effective to find the correct coefficients. 
4.4. Candidate and Feature Extraction 
Once the acquired images were registered, nuisance suppression was applied to remove irrelevant 
areas. Next, the necessary feature information for fusion and classification stages was obtained 
through candidate extraction and subsequent feature extraction. The multi-stage iterative edge- 
and intensity-based candidate extraction process consumed the majority of the processing time, 
especially for the high resolution EO images (Table 13). Moreover, since every image had 
varying content, variations in processing time occurred. Though image down-sampling could be 
used to speed-up computation at this stage, it would degrade the shape and size features extracted 
from each image, so candidate extraction was performed using the original image resolutions. 
The candidate extraction stage required adjustments for changing OC, which were achieved 
through two user-controlled thresholds that influenced Canny edge extraction and the CV 
criterion for merging intensity patches with the Canny edges. The optimal values for these 
thresholds were determined heuristically (Table 13). The subsequent feature-extraction 
processing time was independent of image content, and the average extraction time for each 
feature (Table 14) was noted to weigh the processing costs for a given feature combination during 
fusion and classification. The resulting feature values from different candidates in a given data set 
generated the T and NT class distributions, which were eventually used to down-select 15 features 
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for every data set using ROC curve analysis. The down-selected features were pre-processed and 
regularized to generate normally distributed feature data prior to fusion and classification. 
Table 13.  User-defined threshold values, average candidate extraction time per image and the number of candidates 
extracted for every Set using our candidate extraction process. 













Set 1 12,836 [0.09 0.20] 129.37 2.3 5.34 1.8 
Set 2 10,424 [0.01 0.18] 156.52 2.3 5.70 1.5 
Set 3 10,204 [0.01 0.15] 135.95 2.2 6.75 1.6 
Set 4 21,394 [0.01 0.18] 124.56 1.9 6.25 1.5 
Set 5 11,358 [0.01 0.18] 117.29 1.9 6.02 1.5 
Set 6 18,540 [0.05 0.20] 96.14 1.9 4.06 1.5 
Set 7 11,398 [0.10 0.18] 197.98 2.2 4.45 1.8 
Set 8 24,529 Pooled data from the seven Sets 
 








Area/Perimeter (A/P) 0.04 Contrast (CON) 0.61 
Solidity (SOL) 0.04 Coarseness (COR) 44.14 
Convex area (CA) 0.04 Variance (VAR) 0.46 
Area (A) 0.04 Energy (ENG) 11.95 
Major axis length/Minor axis length (MJ/MN) 0.04 Entropy (ENT) 11.95 
Maximum curvature (MC) 0.04 Gray-scale intensity (GSI) <0.01 
Shape moments (MS ([1 – 7]) <0.01   
Fourier descriptors (FD [1 – 99]) 1.54  
 
4.5. Classifier Performance Assessment 
Before testing the different classifiers on the IED problem, the Bayes and convex-hull classifiers 
were evaluated using simulated data. Our novel convex-hull algorithm was benchmarked against 
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the established Bayes classifier and the validity of our proposed T class clustering step for 
unimodal and mixed distributions was verified. 
4.5.1. Simulation Setup and Results 
The simulations were set up as a two-class problem in a 2-d feature space resembling normally 
distributed data. Varying degrees of overlap between the T and NT class distributions were 
modeled by changing the mean and covariance matrices of the two classes. Additionally, the 
simulations generated up to three modes in the T-class distributions to investigate the impact of 
group detection through clustering of multi-modal T-class densities. Accordingly, clustering 
values for the km-means algorithm were input as km = 1, 2 or 3. The mean and covariance matrices 
used to generate randomized unimodal and mixed Gaussian T-and NT-class densities are specified 
in Tables 15 – 18. For all the simulations, the NT-class densities (Table 15) were centered at 
origin and modeled with zero (¯DNk), positive (¯DN°) or negative covariance (¯DNj) values. For 
generating T-class samples (Tables 16 – 18), both mean (?N.) and covariance matrices (¯N.) 
were varied, simulating unimodal and mixed Gaussian density distributions. The subscript ‘i’ for 
the T-class mean and covariance matrices indicates the mode number in the T-class model and ‘j’ 
indicates the model number. Considering the symmetry of the ¯DNk NT-class model, the T-class 
distributions were generated with five means (?N, ?N, ?N{, ?N± and ?N²) and nine covariance 
matrices (¯Nj³), resulting in 45 different models. Similarly, for the ¯DN° and ¯DNj NT-class 
models, T-class distributions were simulated with seven means (?Nj²) and nine covariance 
matrices (¯Nj³), generating 63 different models. For the multi-modal T-class density 
simulations, the mean and covariance matrices of the 2nd and 3rd mode (Tables 17 and 18) were 
computed as a fixed offset from the unimodal T-class mean and covariance values. The second 
mode (?N. and ¯N.) in the bimodal T-class models was generated by offsetting the unimodal 
means by [1.00 1.00] units and scaling the corresponding covariance matrices (¯N.) to their 30% 
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values. For the distributions with three modes, the unimodal means were offset by [-1.00 0.50] 
and [1.25 1.25] units and covariance matrices were scaled to their 30% and 60% values for the 2nd 
(?N. and ¯N.) and 3rd mode (?N#. and ¯N#.), respectively.  
Table 15.  Mean and covariance matrices used to simulate randomized NT class density distributions. 
NT class 
Mean ?DNk = [0.00 0.00] ?DN° = [0.00 0.00] ?DNj = [0.00 0.00] 
Covariance 
matrix 
¯DNk = ´1.25 0.000.00 1.25µ ¯DN° = ´1.25 0.300.30 1.25µ ¯DNj = ´ 1.25 −0.30−0.30 1.25 µ 
 
Table 16.  Mean and covariance matrices used to simulate randomized unimodal T class density distributions. 
T class: Unimodal 
Mean 
?N = [0.00 0.00] ?N = [0.00 1.50] ?N# = [1.50 0.00] ?N{ = [1.50 1.50] 
?N± = [0.00 3.00] ?N = [0.00 1.50] ?N² = [3.00 3.00]  
Covariance 
matrix 
¯N = ´0.60 0.000.00 0.60µ ¯N{ = ´0.90 0.000.00 0.90µ ¯N² = ´1.10 0.000.00 1.10µ 
¯N = ´0.60 0.250.25 0.60µ ¯N± = ´0.90 0.450.45 0.90µ ¯N¶ = ´1.10 0.500.50 1.10µ 
¯N# = ´0.60 0.000.00 0.20µ ¯N| = ´0.90 0.000.00 0.30µ ¯N³ = ´1.10 0.000.00 0.50µ 
 
Table 17.  Mean and covariance matrices used to simulate randomized T class density distributions with two modes. 
T class: Two modes 
Means 
?N = [0.00 0.00] ?N = [1.00 1.00] 
?N = [0.00 1.50] ?N = [1.00 2.50] 
?N# = [1.50 0.00] ?N# = [2.50 1.00] 
?N{ = [1.50 1.50] ?N{ = [2.50 2.50] 
?N± = [0.00 3.00] ?N± = [1.00 4.00] 
?N| = [3.00 0.00] ?N| = [4.00 1.00] 
?N² = [3.00 3.00] ?N² = [4.00 4.00]  
Covariance 
matrices 
¯N = ´0.60 0.000.00 0.60µ 
¯N = ´0.18 0.000.00 0.18µ 
¯N{ = ´0.90 0.000.00 0.90µ 
¯N{ = ´0.27 0.000.00 0.27µ 
¯N² = ´1.10 0.000.00 1.10µ 
¯N² = ´0.33 0.000.00 0.33µ 
¯N = ´0.60 0.250.25 0.60µ 
¯N = ´0.18 0.070.07 0.18µ 
¯N± = ´0.90 0.450.45 0.90µ 
¯N± = ´0.27 0.140.14 0.27µ 
¯N¶ = ´1.10 0.500.50 1.10µ 
¯N¶ = ´0.33 0.150.15 0.33µ 
¯N# = ´0.60 0.000.00 0.20µ 
¯N# = ´0.18 0.000.00 0.06µ 
¯N| = ´0.90 0.000.00 0.30µ 
¯N| = ´0.27 0.000.00 0.09µ 
¯N³ = ´1.10 0.000.00 0.50µ 




Table 18.  Mean and covariance matrices used to simulate randomized T class density distributions with three modes. 
T class: Three modes 
Means 
?N = [0.00 0.00] 
?N = [−1.00 0.50] 
?N# = [1.25 1.25] 
?N = [0.00 1.50] 
?N = [−1.00 2.00] 
?N# = [1.25 2.75] 
?N# = [1.50 0.00] 
?N# = [0.50 0.50] 
?N## = [2.75 1.25] 
?N{ = [1.50 1.50] 
?N{ = [0.50 2.00] 
?N#{ = [2.75 2.75] 
?N± = [0.00 3.00] 
?N± = [−1.00 3.50] 
?N#± = [1.25 4.25] 
?N| = [3.00 0.00] 
?N| = [2.00 0.50] 
?N#| = [4.25 1.25] 
?N² = [3.00 3.00] 
?N² = [2.00 3.50] 




¯N = ´0.60 0.000.00 0.60µ 
¯N = ´0.18 0.000.00 0.18µ 
¯N# = ´0.24 0.000.00 0.24µ 
¯N{ = ´0.90 0.000.00 0.90µ 
¯N{ = ´0.27 0.000.00 0.27µ 
¯N#{ = ´0.36 0.000.00 0.36µ 
¯N² = ´1.10 0.000.00 1.10µ 
¯N² = ´0.33 0.000.00 0.33µ 
¯N#² = ´0.44 0.000.00 0.44µ 
¯N = ´0.60 0.250.25 0.60µ 
¯N = ´0.18 0.070.07 0.18µ 
¯N# = ´0.24 0.100.10 0.24µ 
¯N± = ´0.90 0.450.45 0.90µ 
¯N± = ´0.27 0.140.14 0.27µ 
¯N#± = ´0.36 0.180.18 0.36µ 
¯N¶ = ´1.10 0.500.50 1.10µ 
¯N¶ = ´0.33 0.150.15 0.33µ 
¯N#¶ = ´0.44 0.200.20 0.44µ 
¯N# = ´0.60 0.000.00 0.20µ 
¯N# = ´0.18 0.000.00 0.06µ 
¯N## = ´0.24 0.000.00 0.08µ 
¯N| = ´0.90 0.000.00 0.30µ 
¯N| = ´0.27 0.000.00 0.09µ 
¯N#| = ´0.36 0.000.00 0.12µ 
¯N³ = ´1.10 0.000.00 0.50µ 
¯N³ = ´0.33 0.000.00 0.15µ 
¯N#³ = ´0.44 0.000.00 0.20µ 
 
Table 19.  Number of simulated T class modes and the corresponding clustering values (km) used when superimposing 
the different T class distributions on the three NT class models. 
Class NT covariance 
Matrices 
Clustering values (km) specified for the T class distributions 
simulating 1, 2 or 3 modes  
¯DNk = ´1.25  0.000.00  1.25µ km = 1, modes = 1 km = 1, modes = 2 km = 1, modes = 3 km = 2, modes = 1 km = 2, modes = 2 km = 3, modes = 1 km = 3, modes = 3 
¯DN° = ´1.25  0.300.30  1.25µ km = 1, modes = 1 km = 1, modes = 2 km = 1, modes = 3 km = 2, modes = 1 km = 2, modes = 2 km = 3, modes = 1 km = 3, modes = 3 
¯DNj = ´1.25 − 0.30−0.30  1.25 µ km = 1, modes = 1 km = 1, modes = 2 km = 1, modes = 3 km = 2, modes = 1 km = 2, modes = 2 km = 3, modes = 1 km = 3, modes = 3 
 
With three clustering values, seven different evaluation conditions (Table 19) for every 
combination of the modeled classes were considered. Using the different two-class models 
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from Tables 15 – 18 and the clustering values from Table 19, a total of [(1 x 5 x 9) + (2 x 7 x 
9)] x 7 = 1,197 different T- and NT-class density distribution overlaps were generated. A 10-
fold cross-validation for each overlay provided the mean and standard deviation in the 
minimum error rates achieved with the Bayes and convex-hull classifiers under the specified 
clustering conditions. To compare the mean minimum error rates from two different models 
or classifiers, two-sampled t-tests with a significance value of 0.05 were used. 
The simulation results are summarized through tables and are presented in the following order: 
a. Impact of T class clustering on the Bayes classifier applied to the unimodal and mixed 
Gaussian density distributions 
b. Impact of T class clustering on the convex-hull classifier applied to the unimodal and 
mixed Gaussian density distributions 
c. Comparison between Bayes and convex-hull classifiers applied to the unimodal and mixed 
Gaussian density distributions 
i. With no clustering of T class samples (km = 1) for Bayes and convex-hull methods 
ii. With clustering of T class samples (km = 2 or 3) for Bayes and convex-hull methods 
iii. With clustering of T class samples (km = 2 or 3) applied only to the convex-hull 
method 
Simulation results tables are structured to indicate increasing between-class mean separation 
along the rows (from top to bottom) and increasing T-class variance along the columns (from left 
to right) (Table 20). Models in the top right-hand corner of the tables are most difficult to classify 
since the T-class models have high variance and low mean separation from the NT-class models. 
Models represented in the bottom left-hand corner of the tables are easiest to classify since the 
patterns from the two classes start to linearly separate with increasing between-class mean 
separation and low T-class variance. Conditions providing significant reduction in error rates for 
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different models are highlighted with a specific color given in the legend. No significant 
difference in error rates using the given classification conditions is indicated by non-shaded cells. 
The following sections provide details about the results. 
Table 20.  Structure of tables constructed to compare different classifiers and models generated through our 
simulations. The highlighting color indicates the method/parameter yielding significantly better performance. The non-
highlighted cells indicate no significant difference when using a given method/parameter. 
p-values obtained for comparison between method 1 and 2 
Class T ΣT    Variance 
µT  
Mean 
 Increasing T class variance and 
low between-class mean separation 
result in patterns that are more 
difficult to classify. 
Increasing between-class mean 
separation and low T-class variance 





4.5.1.1. Bayes Classifier 
As expected, for the unimodal T class density models, no improvements were observed when 
using group detection through clustering of the T class samples for the Bayes classifier approach 
(Tables A1.1 – 1.2). Instead, a majority of the T class density models, when superimposed on the 
three NT class models, produced lower error rates without clustering. Increasing the number of 
clusters further degraded the classifier performance, especially when the unimodal patterns from 
the two classes were largely inseparable (low between-class mean separation and high T class 
variance). Error rates increased by as much as 58% and 262% when using km = 2 and 3, 
respectively, as compared to km = 1. This was expected, since splitting a unimodal normal 
Legend  -  Method 1 Method 2 Neutral 
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distribution into multiple clusters skews the covariance matrix estimation, thereby degrading the 
Bayes classifier performance. 
     
Figure 25.  Certain mixed T class density models resulted in at least one linearly separable T class cluster; two such 
cases were generated by using (A) the covariance matrices ·¸¹º and ·¸»º to generate two modes, and (B) the 
matrices ·¸¹», ·¸»» and ·¸º» to generate three T class modes. Clustering the T samples with km = 2 and 3 for cases A 
and B, respectively, reduced error rates over the no clustering case. 
However, when T class distributions were modeled as mixed Gaussian densities, the underlying 
normality assumption for the Bayes classifier was invalidated. In these models, clustering to form 
T subclasses produced lower error rates (as compared to no clustering) when at least one of the T 
subclasses was linearly separated (or started to achieve linear separation) from the others. In our 
simulations, this case was particularly represented by the T class models where different modes 
were simulated using covariance matrix values of ¯N#, ¯N# and ¯N## (Figure 25). Such multi-
modal T class models produced lower error rates with clustering (error rates reduced by up to 
60% and 66% using km = 2 and 3, respectively, as compared to km = 1) when superimposed on all 





































three NT class density models (Tables A2.1 – 2.4). Note that improvements were observed only 
when the clustering value matched the number of T class density modes. Classification using km = 
1 resulted in lower error rates with increasing overlap between the T subclasses or larger 
separation between the T and NT class distributions. 
4.5.1.2. Convex Hull Classifier 
For most unimodal T class distributions, group detection through clustering provided no 
significant improvements with the convex-hull classification method. In fact, with an increasing 
between-class mean separation and for low T class variance, the clustering step degraded the 
classifier performance (Tables A3.1 – 3.2), error rates increased by up to 181% and 360% for km 
= 2 and km = 3, respectively, as compared to using km = 1. However, for select cases, splitting the 
unimodal T class samples into multiple clusters reduced the convex-hull error rates as compared 
to no clustering. These improvements were observed when the T class variance (along its 
principle component) was greater than or equal to that of the NT class variance and the between-
class mean separation was low (Figure 26A). Particular cases in our simulations were obtained 
for unimodal T class densities modeled using covariance matrices ¯N± or ¯N¶, and 
superimposed on all the three NT class models. The lack of clustering in these cases increased the 
convex-hull error rate since the decision boundaries were unable to morph around the dense NT 
class means (Figure 26A). With clustering, the multiple hulls formed a composite boundary 
(Figure 26B), allowing the convex-hull classifier to achieve concavity, and consequently, lower 
the error rates by up to 19% and 18% with km = 2 and km = 3, respectively, as compared to using 
km = 1. However, increasing the clustering value from km = 2 to km = 3 only led to marginal 
improvements. 
For multi-modal T-class distributions, the clustering step consistently provided improvements 
when the between-class mean separation was low. Additionally, clustering provided greater 
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improvements with an increasing number of T-class density modes (Tables A4.1 – 4.4), error rate 
reduced by up to 19% and 38% using km = 2 and km =3, respectively, as compared to km = 1). 
     
Figure 26.  For cases when the T class variance was nearly equal to or larger than the NT class variance and between-
class mean separation was low, clustering for a unimodal T class density proved beneficial. (A) Treating the unimodal 
T samples as a single cluster (km = 1) provided an error rate of 35. 5%. (B) In constrast, splitting the T samples in two 
clusters reduced the error rate to 31.0%. 
Notably, the clustering step reduced errors for cases with low between-class mean separation and 
large T class variances, indicating patterns that were difficult to classify. This was anticipated 
since the composite boundaries from multiple clusters would allow the convex-hull approach to 
morph around the dense NT class mean. Note that the upper bound for clustering value was 
mainly dictated by the sample size and feature space dimensions. Consequently, a linearly 
increasing minimum sample size was necessary to achieve the same bias and variance in the 
MOP when increasing the km value. 
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4.5.1.3. Bayes vs. Convex Hull Approach  
While group detection using T class clustering helped minimize Bayes error rate for select cases, 
reduction in error for the convex-hull approach was largely governed by the degree of between-
class mean separation and the number of T class density modes. Consequently, selecting the 
correct clustering value was vital to achieve the lowest possible error rates for both classifiers. 
Comparing performances of the Bayes and convex-hull classifiers for unimodal T class densities 
without group detection, no significant differences were observed between error rates for the two 
classifiers, until  
a. The T class variance (along its principle component) was greater than or equal to the NT 
class variance and the between-class mean separation was low.  
b. Patterns from the two classes were linearly separable. 
      
Figure 27.  For the distributions shown in (A) and (B), the T class variance along the principle component was nearly 
equal to the NT class variance, and the between-class mean separation was low. (A) Splitting the T samples into two 
clusters lowered the convex-hull error rate from 35.5% (for km=1) to 30.9%, which was comparable to the (B) Bayes’ 












































error rate of 30.6%. The T class clustering allowed the convex-hull approach to achieve concave decision boundaries 
and produce results equivalent to the established Bayes’ approach. 
For the former case, splitting the single T-class mode into multiple clusters reduced the convex-
hull error rates (Figure 27A), providing comparable performance to the Bayes classifier (Figure 
27B). However, in the latter case, underperformance of the convex-hull classifier was attributed 
to its tolerance value, which did not account for the between-class mean separation. As a result, 
when patterns from the two classes linearly separated, the tolerance value was overestimated, 
degrading the Type I error. Thus, for the linearly separable T and NT-class models, Bayes 
classifier lowered the error rates by as much as 91.1% as compared to the convex-hull approach 
(Table A5.1). While the mean separation could be factored into the tolerance calculation of the 
convex-hull approach, the linearly separable models represented trivial classification cases and 
complicating the tolerance calculation was deemed unnecessary since simpler classifiers could 
much more easily provide accurate decision boundaries. 
For the multi-modal T class distributions, the convex-hull classifier used with no clustering 
predominantly outperformed the equivalent Bayes approach. Generally, improvements with the 
convex-hull approach were observed when the T class variance was low or at least one of the T 
class modes formed a linearly separable cluster (convex-hull classification error was lower by up 
to 85% and 90% for T class densities modeled with two and three modes, respectively, as 
compared to the Bayes approach). Improvements were consistently observed over all three NT 
density models as the number of T class density modes increased (Tables A6.1 – 6.4). A few 
cases where the Bayes classifier outperformed the convex-hull approach were observed to be 
models where at least one T class cluster generated variance greater than or equal to the NT class 
variance and the between-class mean separation was low. For such cases, using the clustering step 
provided equivalent results for the Bayes and convex-hull methods. 
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Since certain mixed T class density models provided improvements with the clustering step for 
both classifiers, group detection analysis of both classifiers were compared to identify the most 
suitable classification approach for such cases (Tables A7.1 – 7.4). For all the multi-modal T class 
models superimposed on the three NT models, the convex-hull classifier outperformed the Bayes 
approach when the between-class mean separation was low and T class variance was high 
(compared to the Bayes classifier, error rates for the convex-hull method were lower by up to 
41% and 52% using km = 2 and km = 3, respectively). These models indicated patterns that were 
most difficult to classify, proving the benefit of our non-parametric convex-hull approach. Only 
when the patterns started to linearly separate did the Bayes classifier performance begin to 
improve (as compared to the convex-hull approach, error rates for the Bayes classifier were lower 
by up to 94% and 94% using km = 2 and km = 3, respectively).   
Since the clustering step predominantly benefited the convex-hull approach, the multi-modal T 
class models superimposed on the three NT densities were finally analyzed with T class clustering 
applied only to the convex-hull classifier (Tables A8.1 – 8.4), providing equal performance 
opportunity for both methods. Again, the convex-hull approach consistently dominated when the 
multi-modal T class models had low mean separation from all three NT densities (convex-hull 
classifier errors were lower by up to 32% and 46% using km = 2 and km = 3, respectively, as 
compared to the Bayes classifier). The Bayes classifier performance improved only when linear 
class separation was achieved.  
Summarizing the simulation results from sections 4.5.1.1 – 3, 
a. Splitting the unimodal Gaussian T class density distributions into multiple clusters did not 
provide any improvements for the Bayes approach. For the convex-hull classifier, 
clustering was beneficial with unimodal distributions only if the T class variance was 
greater than or equal to the NT class variance, and between-class mean separation was low. 
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b. For multi-modal T class distributions, clustering reduced Bayes error rate if at least one T 
subclass was linearly separable. For the convex-hull classifier, the clustering step 
consistently provided lower error rates when between-class mean separation was low.  
c. Based on the individual classifier performances using clustering, comparison between the 
Bayes and convex-hull methods were carried out for the following three situations: 
i. No T class clustering for both classifiers: With no T class clustering applied to either 
approach, the convex-hull classifier predominantly provided lower error rates for mixed 
T class density distributions when the T class variance was low and the number of 
modes was high. For the remaining unimodal and multi-modal models, no significant 
differences were observed in the error rates achieved using the two classifiers until the 
patterns from the two classes were linearly separable. Once linear separation was 
achieved, Bayes classifier always outperformed the convex-hull method. 
ii. T class clustering applied to both approaches: With T class clustering, the convex-hull 
approach always provided lower classification error for patterns that were the most 
difficult to classify. The Bayes classifier outperformed the convex-hull approach for 
select models with linear separation between the two classes. 
iii. T class clustering applied only to the convex-hull approach: With the clustering step 
applied only for the convex-hull approach, patterns with low between-class mean 
separation favored the convex-hull classifier and the Bayes classifier provided lower 
error rate only when the patterns from the two classes were linearly separable.  
The simulations indicated that the convex-hull approach outperformed the Bayes classifier for the 
majority of the mixed distribution cases, especially when the overlap in the densities from the two 
classes was large and the distributions deviated from the normality assumption. Additionally, the 
convex-hull classifier performance was no worse than that of the Bayes classifier for unimodal 
distributions, except for select cases where linearly separable classifiers formed trivial 
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classification cases. Based on the simulation results, the analysis of our acquired IED detection 
data was performed with and without clustering of the T class samples to provide equal 
opportunity for both classifiers. 
4.5.2. IED Detection Results 
With the four classifiers conditioned for handling regularized feature data, their utility was tested 
on the IED detection problem. The feature density distributions from the seven distinct date sets 
were observed to provide up to four modes. However, the number of modes post feature fusion 
could not be predicted beforehand. Cognizant of the upper bound for the clustering value and 
undertaking a supervised clustering approach, the Bayes and convex-hull classifiers were 
evaluated with T class clustering values of km = 1, 2 and 3, while the SVM and knn-NN approaches 
were evaluated with no clustering. For the four classifiers, all possible 2-, 3- and 4-d feature 
combinations obtained from the down-selected 15 features were evaluated using the wrapper-
based selection process to identify features that combined to reduce classification error (Table 
21). Approximately 50% of data samples from every data set were allotted for the exhaustive 
feature selection step. To substantiate the merit of increasing the fused feature space dimensions, 
the resulting 105 2-d, 455 3-d and 1365 4-d fused features were separately rank ordered for each 
classifier (per clustering value) in the eight data sets. Subsequently, the top five 2-, 3- and 4-d 
fused features for every classifier were short-listed. The separate ranking provided an equal 
performance opportunity for the low-dimensional fused features to compete during the testing 
phase and enabled us to quantify the performance gain achieved by adding features in the fusion 
process. The resulting 15 feature combinations for every classification set up were compared 
using a 10-fold stratified cross-validation analysis of the eight data sets with 90% of the data 




Table 21.  The number of feature combinations and target clusters generated per classifier. 




# of combinations # of combinations # of combinations 
5,575 
105 455 1,365 
Target clusters (km) Target clusters (km) Target clusters (km) 
km = 1, 2 and 3 km = 1, 2 and 3 km = 1, 2 and 3 
SVM 
# of combinations # of combinations # of combinations 
1,925 
105 455 1,365 
Target clusters (km) Target clusters (km) Target clusters (km) 
km = 1 km = 1 km = 1 
knn-NN 
# of combinations # of combinations # of combinations 
1,925 
105 455 1,365 
Target clusters (km) Target clusters (km) Target clusters (km) 
km = 1 km = 1 km = 1 
Convex-
hull 
# of combinations # of combinations # of combinations 
4,410 
105 455 1,365 
Target clusters (km) Target clusters (km) Target clusters (km) 
km = 1, 2 and 3 km = 1, 2 and 3 km = 1 and 2 
 
The 2-, 3- and 4-d fused features providing the lowest error rates for the four classifiers (per 
clustering value) were reported through the cross-validation study of the eight data sets. The 
mean minimum error rates computed from the 10-folds were compared using hypothesis tests 
(significance value = 0.05) to identify the best classification approach and km value for the Bayes 
and convex-hull methods. Additionally, features consistently appearing in the top combinations 
for each classifier were noted for each data set. This helped us isolate the relevant features from 
the two imagers and verify if the top contending features always combined to provide the best 
performance. Features from both modalities were equally weighted since imaging was performed 
during daytime. The average computation time for each classifier approach was also recorded to 
find the most efficient classification method. Results for the four classifiers applied to the eight 
data sets are presented separately in the following sections, followed by their comparison to 
indicate the classifier choice for each OC. 
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4.5.2.1. Bayes Classifier Evaluation 
The Bayes classifier was analyzed with clustering values of km = 1, 2 and 3, and the resulting top 
2-, 3- and 4-d fused features (per clustering value) were obtained from the cross-validation study 
of the eight data sets (Table 22). For all data sets, T class clustering to perform group detection 
resulted in increased error rates and did not benefit the Bayes’ approach. For the OC captured 
through our seven data sets, Bayes classifier provided the least mean classification error rate 
(15.8%) for Set 3, which had the lowest degree of clutter and camouflage in addition to ambient 
light conditions. The worst classification error rate (28.7%) was obtained for Set 2, which had the 
highest degree of clutter and camouflage with low light imaging conditions. For Set 8 with pooled 
data, an error rate of 26.9% was achieved using a 4-d fused feature vector. 
For all data sets, increasing the feature space dimensions seemed to have a minimal impact on the 
generalized error rates. For Sets 1, 3, 4, 7 and 8, increasing the feature space dimension did not 
result in significant reduction in error rates (p > 0.05). However, for Sets 2 and 6, the 4-d fused 
feature provided a slightly reduced mean classification error as compared to the 2-d fused feature 
(15% and 8% reduction in error rates with p=0.0056 and 0.0272 for Sets 2 and 6, respectively). 
For a single case (Set 5), the 2-d fused feature resulted in a slightly reduced error rate (19% 
reduction in error with a p=0.0070) than the 4-d fused feature. With increasing fused feature 
space dimensions, the Bayes classifier training time remained largely unchanged. From the 
initially down-selected 15 features, the top five individual contenders did not necessarily combine 
to provide minimum error rates. For example, in Set 1 the combination of 1st, 7th, 10th and 14th 
ranked features provided the lowest error rate (16.3%). Thus, using mixed ranking features was 
effective in reducing the Bayes error rate. Also, some features repeatedly appeared in the top 
combinations for all of the data sets. These included GSI, CON, COR, ENT, ENG, MJ/MN and 
certain FD coefficients from both EO and SWIR modalities. 
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Table 22.  Bayes classifier performance for the top 2-, 3- and 4-feature combinations of Sets 1 – 8 using clustering 








Set 1 – Bayes: km = 1 
2 Max GSI (EO) Min COR (EO) -- -- 18.0 0.13 
3 Max GSI (EO) Min COR (EO) Max ENT (EO) -- 16.8 0.10 
4 Max GSI (EO) Min COR (EO) Max ENT (EO) MJ/MN (SWIR) 16.3 0.10 
Set 1 – Bayes: km = 2 
2 Max GSI (EO) Max GSI (SWIR) -- -- 23.6 0.09 
3 Max GSI (EO) Min COR (EO) Max ENT (EO) -- 21.4 0.11 
4 Max GSI (EO) Min COR (EO) Max GSI (SWIR) Max ENT (EO) 19.6 0.12 
Set 1 – Bayes: km = 3 
2 Max GSI (EO) Max ENT (EO) -- -- 26.6 0.12 
3 Max GSI (EO) Max ENT (EO) Mode CON (EO) -- 22.8 0.12 
4 Max GSI (EO) Min COR (EO) Max ENT (EO) Mode VAR (EO) 19.9 0.09 
Set 2 – Bayes: km = 1 
2 Max CON (EO) FD [84] (EO) -- -- 33.0 0.11 
3 Max VAR (EO) MJ/MN (SWIR) FD [83] (EO) -- 29.2 0.10 
4 Max VAR (EO) Min COR (EO) MJ/MN (SWIR) FD [89] (EO) 28.7 0.13 
Set 2 – Bayes: km = 2 
2 Mode CON (EO) MJ/MN (SWIR) -- -- 35.8 0.09 
3 Max VAR (EO) MJ/MN (SWIR) FD [83] (EO) -- 32.9 0.11 
4 Max VAR (EO) Min CON (EO) MJ/MN (SWIR) FD [83] (EO) 32.5 0.12 
Set 2 – Bayes: km = 3 
2 Max GSI (EO) MJ/MN (SWIR) -- -- 42.7 0.09 
3 Max GSI (EO) MJ/MN (SWIR) FD [83] (EO) -- 35.9 0.10 
4 Max VAR (EO) MJ/MN (SWIR) FD [83] (EO) Max VAR (SWIR) 34.1 0.12 
Set 3 – Bayes: km = 1 
2 Max GSI (EO) FD [67] (EO) -- -- 16.6 0.09 
3 Max GSI (EO) Min COR (EO) Min ENG (EO) -- 16.0 0.11 
4 Max GSI (EO) Min COR (EO) Min ENG (EO) A/P (EO) 15.8 0.13 
Set 3 – Bayes: km = 2 
2 Max GSI (EO) Mode CON (EO) -- -- 18.7 0.09 
3 Max GSI (EO) Min COR (EO) Min ENG (EO) -- 17.9 0.10 
4 Max GSI (EO) Min CON (EO) Min ENG (EO) FD [68] (EO) 18.0 0.09 
Set 3 – Bayes: km = 3 
2 Min ENG (EO) Mode CON (EO) -- -- 19.8 0.11 
3 Min ENG (EO) Mode CON (EO) FD [68] (EO) -- 18.8 0.09 












Set 4 – Bayes: km = 1 
2 Min VAR (EO) Min GSI (EO) -- -- 25.6 0.08 
3 Max CON (EO) Mode GSI (EO) Mode CON (EO) -- 25.6 0.14 
4 Max CON (EO) Mode GSI (EO) Min GSI (SWIR) FD [35] (EO) 24.7 0.12 
Set 4 – Bayes: km = 2 
2 Mode VAR (EO) Mode GSI (EO) -- -- 30.7 0.12 
3 Max CON (EO) Max GSI (EO) Min GSI (SWIR) -- 28.8 0.14 
4 Max CON (EO) Mode GSI (EO) Min GSI (SWIR) FD [18] (EO) 27.7 0.12 
Set 4 – Bayes: km = 3 
2 Max GSI (EO) Max GSI (SWIR) -- -- 32.8 0.12 
3 Max CON (EO) Mode GSI (EO) Min GSI (SWIR) -- 30.5 0.14 
4 Max CON (EO) Max GSI (EO) Min GSI (SWIR) Mode GSI (SWIR) 29.3 0.15 
Set 5 – Bayes: km = 1 
2 Mode CON (EO) Max GSI (EO) -- -- 19.1 0.10 
3 Max GSI (EO) MS [7] (EO) Max GSI (SWIR) -- 22.5 0.11 
4 Min CON (EO) Max GSI (EO) Max GSI (SWIR) FD [10] (EO) 22.7 0.10 
Set 5 – Bayes: km = 2 
2 Min CON (EO) Max GSI (SWIR) -- -- 30.9 0.12 
3 Min VAR (EO) Max GSI (SWIR) Min CON (SWIR) -- 25.6 0.14 
4 Max GSI (EO) A (EO) Max GSI (SWIR) Mode CON (SWIR) 25.1 0.12 
Set 5 – Bayes: km = 3 
2 Max GSI (EO) Max GSI (SWIR) -- -- 33.0 0.11 
3 Max GSI (EO) Max GSI (SWIR) A (EO) -- 28.6 0.11 
4 Max GSI (EO) Max GSI (SWIR) A (EO) Min CON (SWIR) 27.4 0.14 
Set 6 – Bayes: km = 1 
2 Max CON (EO) Max GSI (SWIR) -- -- 27.9 0.12 
3 Max CON (EO) Max GSI (EO) Max GSI (SWIR) -- 26.7 0.14 
4 Max CON (EO) Max GSI (EO) Max GSI (SWIR) FD [29] (EO) 25.8 0.15 
Set 6 – Bayes: km = 2 
2 Max GSI (EO) Min GSI (SWIR) -- -- 30.2 0.14 
3 Max GSI (EO) Min GSI (SWIR) FD [67] (EO) -- 29.2 0.14 
4 Max CON (EO) Max GSI (EO) Max GSI (SWIR) Min GSI (SWIR) 27.3 0.17 
Set 6 – Bayes: km = 3 
2 Max GSI (EO) Max GSI (SWIR) -- -- 31.6 0.14 
3 Max GSI (EO) Min GSI (SWIR) FD [67] (EO) -- 30.9 0.15 












Set 7 – Bayes: km = 1 
2 Mode GSI (EO) Min CON (EO) -- -- 24.7 0.12 
3 Mode CON (EO) Mode GSI (EO) MJ/MN (EO) -- 22.8 0.10 
4 Max CON (EO) A/P (EO) MJ/MN (EO) Min GSI (SWIR) 22.4 0.09 
Set 7 – Bayes: km = 2 
2 Mode GSI (EO) Min CON (EO) -- -- 25.4 0.10 
3 Mode CON (EO) Mode GSI (EO) MJ/MN (EO) -- 24.1 0.14 
4 Max VAR (EO) Mode ENT (EO) MJ/MN (EO) Mode GSI (EO) 23.1 0.12 
Set 7 – Bayes: km = 3 
2 Max VAR (EO) Min GSI (SWIR) -- -- 32.3 0.12 
3 Max CON (EO) Min GSI (SWIR) A (EO) -- 27.1 0.13 
4 Max CON (EO) Mode CON (EO) MJ/MN (EO) Mode GSI (EO) 25.4 0.12 
Set 8 – Bayes: km = 1 
2 Max GSI (EO) Min CON (EO) -- -- 27.9 0.12 
3 Max CON (EO) Max GSI (EO) Mode CON (EO) -- 27.2 0.17 
4 Max CON (EO) Max GSI (EO) MS [2] (EO) FD [67] (EO) 27.0 0.18 
Set 8 – Bayes: km = 2 
2 Max GSI (EO) Mode CON (EO) -- -- 29.6 0.14 
3 Max GSI (EO) Min CON (EO) FD [67] (EO) -- 28.5 0.14 
4 Max GSI (EO) Min CON (EO) FD [67] (EO) Max CON (EO) 27.9 0.19 
Set 8 – Bayes: km = 3 
2 Min CON (EO) Mode GSI (EO) -- -- 34.2 0.15 
3 Max GSI (EO) Max VAR (EO) FD [67] (EO) -- 30.0 0.15 
4 Max GSI (EO) Max VAR (EO) FD [67] (EO) MJ/MN (EO) 30.1 0.16 
 
From among these features, COR, ENG and ENT features required high processing time and 
except for Sets 1 and 3, all of the remaining data sets used computationally efficient features to 
provide low error rates. For Set 1, an alternate 3-d feature combination using Max GSI (EO), 
MJ/MN (EO) and FD [67] (EO) was found to provide an error rate of 18.3%, with a classifier 
training time of 0.11 s. Similarly, the 2-d feature combination of Max GSI (EO) and FD [34] 
(EO) provided an error rate of 16.6% with a training time of 0.09 s for Set 3. 
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4.5.2.2. SVM Classifier Evaluation 
The top contenders for the independently rank-ordered 2-, 3- and 4-d fused features using the 
SVM approach were recorded for every data set (Table 23). No group detection was applied and 
the NT class samples were clustered to reduce sample size when memory overload was detected. 
Using the SVM approach, Set 3 provided the lowest error rate (13.8%) and Set 2 yielded the 
worst error rate (29.6%). For Set 8, the lowest error rate of 25.4% was obtained with a 4-d fused 
feature vector. Under SVM classification, increasing the fused feature space dimensions from 2- 
to 4-d steadily reduced the error rate over all eight data sets. However, no significant differences 
between the 2-, 3- and 4-d feature combinations were observed for Sets 1 – 5. For Sets 6 – 8, the 
4-d fused features resulted in significantly lower error rates as compared to the 2-d fused features 
(12%, 17% and 11% reduction in error rates were obtained with p=0.0193, 0.0147 and 0.0061 for 
Sets 6, 7 and 8, respectively). 
With the SVM approach, the complexity of the pattern and the kernel type dictated the classifier 
training time. Generally, patterns with high between-class separation used less computation time 
than patterns with reduced separation. This was expected since additional processing time is 
required to isolate the most informative support vectors in complex patterns. In our experiments, 
NT class clustering time to reduce sample size was also added to the classifier training time. Thus, 
classifier training time was influenced by the number of NT class samples and feature space 
dimensions. Due to a combination of these factors, no specific trend was observed in the training 
time for the SVM approach, though a direct dependence on the sample size was evident. In 
general, the fused features providing the fastest training time and lowest classification error rate 
were recommended for the SVM approach. 
Similar to the Bayes classifier, the top five individual contenders from the initially down-selected 
15 features did not necessarily combine to provide minimum error rates, justifying the inclusion 
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Set 1 – SVM 
2 Max GSI (EO) Min COR (EO) -- -- 17.8 397.66 
3 Max GSI (EO) Min COR (EO) Min CON (EO) -- 16.2 1,214.50 
4 Max GSI (EO) Min COR (EO) FD [34] (EO) Max ENT (EO) 16.7 133.91 
Set 2 – SVM 
2 Min VAR (EO) MJ/MN (EO) -- -- 32.5 161.64 
3 Max CON (EO) MJ/MN (EO) FD [84] (EO) -- 30.1 187.37 
4 Max CON (EO) MJ/MN (EO) FD [89] (EO) Max VAR (SWIR) 29.6 140.11 
Set 3 – SVM 
2 Max GSI (EO) Min VAR (EO) -- -- 16.2 404.52 
3 Max GSI (EO) Min VAR (EO) FD [38] (EO) -- 15.8 481.82 
4 Max GSI (EO) Min VAR (EO) A/P (EO) Min ENG (EO) 13.4 383.24 
Set 4 – SVM 
2 Max CON (EO) Min VAR (EO) -- -- 26.8 810.50 
3 Max CON (EO) Max GSI (EO) Min GSI (SWIR) -- 25.9 1,585.70 
4 Max CON (EO) Min VAR (EO) Min GSI (EO) Min GSI (SWIR) 24.8 1,723.80 
Set 5 – SVM 
2 Max GSI (EO) Max GSI (SWIR) -- -- 18.2 296.22 
3 Max GSI (EO) Max GSI (SWIR) MS [1] (EO) -- 17.7 438.12 
4 Max GSI (EO) Max GSI (SWIR) MS [1] (EO) A (EO) 17.6 401.40 
Set 6 – SVM 
2 Max CON (EO) Max GSI (SWIR) -- -- 26.6 616.30 
3 Max CON (EO) Max GSI (EO) Min GSI (SWIR) -- 25.4 1,008.60 
4 Max VAR (EO) Max GSI (EO) Min GSI (SWIR) FD [67] (EO) 23.8 1,532.90 
Set 7 – SVM 
2 Max CON (EO) Max GSI (EO) -- -- 24.8 175.58 
3 Max VAR (EO) Max GSI (EO) Min CON (EO) -- 23.7 271.09 
4 Mode CON (EO) Mode GSI (EO) MJ/MN (EO) S (EO) 21.3 281.14 
Set 8 – SVM 
2 Max CON (EO) FD [67] (EO) -- -- 28.1 1,528.70 
3 Max CON (EO) Max GSI (EO) MS [3] (EO) -- 26.6 1,995.30 
4 Max CON (EO) Max GSI (EO) Max VAR (EO) FD [67] (EO) 25.4 2712.3 
 
of low-ranked features in the cross-validation analysis. Again, some features repeatedly appeared 
in the top combinations from all of the data sets and were consistent with those obtained for the 
Bayes classifier. Since COR and ENT features required high processing time, alternate feature 
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combinations were considered when these features were encountered. Except for Sets 1 and 3, all 
data sets used computationally efficient features to provide low error rates. For Set 1, an alternate 
2-d fused feature using Max GSI (EO) and FD [67] (EO) was found to provide an error rate of 
18.8% with a classifier training time of 482.19 s. For Set 3, a 3-d fused feature composed of Max 
GSI (EO), Min VAR (EO) and FD [38] (EO) provided a minimum error of 15.8% with a training 
time of 481.82 s. 
4.5.2.3. knn-NN Classifier Evaluation 
Similar to the SVM approach, no group detection was performed for the knn-NN classifier and NT 
class samples were clustered to reduce sample size. Top contenders for each of the independently 
rank ordered 2-, 3- and 4-d fused features for the knn-NN classifier were obtained through cross-
validation analysis of every data set (Table 24). From the 20 different knn values tested for each 
feature combination from the eight data sets, knn = 11 consistently resulted in the lowest error 
rates. With the knn-NN approach, the best error rate (11.2%) was observed for Set 3 and the worst 
error rate (27.4%) was obtained for Set 2. For Set 8, the lowest error rate was found to be 24.1% 
using a 4-d fused feature set. These observations were consistent with those for the Bayes and 
SVM methods. Similar to the SVM classifier, increasing the feature space dimensions from 2- to 
4-d consistently reduced the error rate for all eight data sets by small margins, although no 
significant differences between the 2-, 3- and 4-d fused feature combinations were observed for 
Sets 1, 2 and 4. However, for Sets 3, 5, 6, 7 and 8, the 4-d fused features resulted in significantly 
lower error rates than the 2-d fused features (25%, 22%, 33%, 20% and 11% reduction in error 
rates were obtained with p=0.0106, 0.00047, 0.0000, 0.0147 and 0.0060 for Sets 3, 5, 6, 7 and 8, 












Set 1 – knn-NN 
2 Max GSI (EO) MJ/MN (EO) -- -- 18.5 214.42 
3 Max GSI (EO) Min COR (EO) MJ/MN (EO) -- 16.7 411.12 
4 Max GSI (EO) Min COR (EO) MJ/MN (EO) Max CON (SWIR) 17.2 412.04 
Set 2 – knn-NN 
2 Max VAR (EO) Max VAR (SWIR) -- -- 30.1 114.44 
3 Max VAR (EO) MJ/MN (EO) FD [83] (EO) -- 29.0 157.35 
4 Max CON (EO) MJ/MN (EO) FD [83] (EO) Max VAR (SWIR) 27.4 179.67 
Set 3 – knn-NN 
2 Max GSI (EO) FD [67] (EO) -- -- 14.0 153.32 
3 Max GSI (EO) Min COR (EO) Min ENG (EO) -- 11.8 253.65 
4 Max GSI (EO) Min COR (EO) Min ENG (EO) FD [67] (EO) 11.2 289.83 
Set 4 – knn-NN 
2 Mode VAR (EO) Max GSI (EO) -- -- 24.2 787.88 
3 Max CON (EO) Max GSI (EO) Min GSI (SWIR) -- 24.0 984.87 
4 Max CON (EO) Max GSI (EO) Min GSI (EO) Max GSI (SWIR) 22.6 1,673.40 
Set 5 – knn-NN 
2 Max GSI (EO) Max GSI (SWIR) -- -- 15.8 126.17 
3 Max GSI (EO) Max GSI (SWIR) MC (EO) -- 14.1 198.92 




Set 6 – knn-NN 
2 Max GSI (EO) Max GSI (SWIR) -- -- 27.5 383.97 
3 Max GSI (EO) Max CON (EO) Min GSI (SWIR) -- 21.6 898.19 
4 Max GSI (EO) Max VAR (EO) Min GSI (SWIR) Max GSI (SWIR) 20.6 1,805.91 
Set 7 – knn-NN 
2 Max GSI (EO) Max VAR (EO) -- -- 23.4 160.83 
3 Max GSI (EO) Min CON (EO) MJ/MN (EO) -- 21.1 200.95 
4 Max GSI (EO) Min CON (EO) MJ/MN (EO) Max VAR (EO) 19.6 298.40 
Set 8 – knn-NN 
2 Max GSI (EO) Max CON (EO) -- -- 26.8 1,181.53 
3 Max GSI (EO) Max VAR (EO) FD [67] (EO) -- 24.8 1,782.38 
4 Max GSI (EO) Max VAR (EO) FD [67] (EO) MS [2] (EO) 24.1 2,237.11 
 
The training time for the knn-NN approach was mainly driven by sample size and feature space 
dimensions. Consistent with the Bayes and SVM classifiers, the top five individual contenders 
from the initially down-selected 15 features did not combine to provide the minimum error rate. 
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The features in the top combinations under the knn-NN approach were also consistent with those 
under the Bayes and SVM methods. Except for Sets 1 and 3, all of the data sets used 
computationally efficient features to provide low error rates. For Set 1, an alternate feature 
combination using Max GSI (EO), Min CON (EO), MJ/MN (EO) and FD [35] (EO) provided an 
error rate of 17.7% with a classifier training time of 466.31 s. Similarly, using Max GSI (EO), 
Min CON (EO) and FD [67] (EO) for Set 3 provided an error rate of 13.4% with a classifier 
training time of 294.85 s. 
4.5.2.4. Convex-Hull Classifier Evaluation 
Similar to the Bayes classifier setup, evaluation of the convex-hull approach used clustering 
values of km = 1, 2 and 3, identifying the top 2-, 3- and 4-d fused features for every clustering 
value and data set through the cross-validation analysis (Table 25). Unlike the previous three 
classifiers, the convex-hull classifier method did not provide consistent improvement with 
increasing fused feature space dimensions. A number of factors influenced the classifier 
performance, with clustering value and sample size among the major contributors. With an 
exception of Set 6, none of the data sets exhibited a reduction in error rate for the 4-d fused 
features. This was anticipated since increasing the fused feature space dimension demanded an 
exponentially larger fraction of samples to construct the convex-hull hyperplanes. Clustering of 
the T class samples added another level of complexity, with each cluster requiring a minimum 
sample size to maintain its accuracy during the hull-building process. Thus, the sample size also 
imposed a limit on the number of subclasses formed from the T class, justifying the upper bound 
we set for the clustering step. For most data sets, only a marginal reduction in error rate was 
observed for the 3-d fused features, followed by a slight increase in error rate for the 4-d fused 
features for all three clustering values. Since forming 4-d feature combinations only degraded the 
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error rates with km = 1 and 2, feature selection evaluations were limited to 2- and 3-d fused feature 
combinations for km = 3. 
Table 25.  Convex-hull classifier performance for the top 2-, 3- and 4-feature combinations of Sets 1 – 8 using 








Set 1 – Convex-hull: km = 1 
2 Max GSI (EO) Min COR (EO) -- -- 17.3 21.43 
3 Max GSI (EO) Min COR (EO) Max ENT (EO) -- 17.1 85.80 
4 Max GSI (EO) Min COR (EO) Max ENT (EO) Max GSI (SWIR) 20.0 600.94 
Set 1 – Convex-hull: km = 2 
2 Max GSI (EO) FD [67] (EO) -- -- 17.6 31.27 
3 Max GSI (EO) Min COR (EO) Max ENT (EO) -- 17.3 116.91 
4 Max GSI (EO) Min COR (EO) MJ/MN (EO) S (EO) 19.8 816.00 
Set 1 – Convex-hull: km = 3 
2 Max GSI (EO) MJ/MN (EO) -- -- 19.8 72.66 
3 Max GSI (EO) Min COR (EO) MJ/MN (EO) -- 18.8 211.93 
Set 2 – Convex-hull: km = 1 
2 Max CON (EO) FD [89] (EO) -- -- 30.0 19.25 
3 Max VAR (EO) FD [89] (EO) MJ/MN (EO) -- 27.8 72.81 
4 Max VAR (EO) FD [89] (EO) MJ/MN (EO) Mode COR (EO) 29.1 362.84 
Set 2 – Convex-hull: km = 2 
2 Max VAR (EO) FD [83] (EO) -- -- 30.5 31.14 
3 Max VAR (EO) FD [84] (EO) MJ/MN (SWIR) -- 29.7 79.44 
4 Max VAR (EO) Mode COR (EO) MJ/MN (EO) FD [89] (EO) 31.2 415.09 
Set 2 – Convex-hull: km = 3 
2 Max VAR (EO) Max VAR (SWIR) -- -- 30.9 54.47 
3 Max CON (EO) FD [89] (EO) MJ/MN (EO) -- 29.5 148.66 
Set 3 – Convex-hull: km = 1 
2 Min CON (EO) FD [67] (EO) -- -- 14.7 26.77 
3 Min CON (EO) Max GSI (EO) A (EO) -- 14.2 54.13 
4 Min CON (EO) Min COR (EO) Mode CON (EO) FD [68] (EO) 17.7 671.27 
Set 3 – Convex-hull: km = 2 
2 Max GSI (EO) FD [68] (EO) -- -- 13.2 20.35 
3 Max GSI (EO) Min COR (EO) A (EO) -- 13.4 76.13 
4 Max GSI (EO) Min COR (EO) Min CON (EO) FD [67] (EO) 15.1 485.53 
Set 3 – Convex-hull: km = 3 
2 Max GSI (EO) FD [68] (EO) -- -- 13.2 39.70 
3 Max GSI (EO) Min CON (EO) FD [67] (EO) -- 13.7 101.12 
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Set 4 – Convex-hull: km = 1 
2 Max CON (EO) Min VAR (EO) -- -- 25.4 55.68 
3 Max CON (EO) Min GSI (SWIR) FD [47] (EO) -- 25.5 196.86 
4 Max CON (EO) Min GSI (SWIR) FD [47] (EO) Max GSI (EO) 25.1 1,414.91 
Set 4 – Convex-hull: km = 2 
2 Max GSI (EO) Mode VAR (EO) -- -- 23.3 59.31 
3 Max GSI (EO) Max CON (EO) Min GSI (SWIR) -- 22.2 239.38 
4 Max GSI (EO) Max CON (EO) Min GSI (SWIR) FD [48] (EO) 23.1 1,532.52 
Set 4 – Convex-hull: km = 3 
2 Max GSI (EO) Mode VAR (EO) -- -- 23.0 127.70 
3 Max GSI (EO) Max CON (EO) Min GSI (SWIR) -- 22.5 479.01 
Set 5 – Convex-hull: km = 1 
2 Min CON (EO) MC (EO) -- -- 18.4 92.29 
3 Mode CON (EO) MC (EO) FD [10] (EO) -- 18.2 377.44 
4 Mode VAR (EO) Mode VAR (SWIR) Max GSI (SWIR) MC (EO) 24.6 1,316.45 
Set 5 – Convex-hull: km = 2 
2 Max GSI (EO) MC (EO) -- -- 19.1 66.11 
3 Max GSI (EO) Max GSI (SWIR) FD [12] (EO) -- 22.7 199.84 
4 Max GSI (EO) Max GSI (SWIR) Mode CON (SWIR) MC (EO) 24.1 1,263.18 
Set 5 – Convex-hull: km = 3 
2 Max GSI (EO) Mode CON (EO) -- -- 16.8 114.88 
3 Max GSI (EO) Max GSI (SWIR) MC (EO) -- 22.6 248.21 
Set 6 – Convex-hull: km = 1 
2 Max VAR (EO) Max GSI (SWIR) -- -- 28.2 60.37 
3 Max VAR (EO) Max GSI (SWIR) FD [67] (EO) -- 27.7 233.54 
4 Max VAR (EO) Max GSI (SWIR) FD [67] (EO) FD [29] (EO) 27.6 1985.33 
Set 6 – Convex-hull: km = 2 
2 Max CON (EO) Min GSI (SWIR) -- -- 28.0 64.41 
3 Max CON (EO) Max GSI (EO) Max GSI (SWIR) -- 26.1 190.90 
4 Max CON (EO) Max GSI (EO) Max GSI (SWIR) FD [29] (EO) 27.0 1,055.32 
Set 6 – Convex-hull: km = 3 
2 Max CON (EO) Min GSI (SWIR) -- -- 27.7 89.51 














Set 7 – Convex-hull: km = 1 
2 Max GSI (EO) Max CON (EO) -- -- 23.5 26.62 
3 Max GSI (EO) Min CON (EO) Max VAR (SWIR) -- 22.0 114.16 
4 Max GSI (EO) Max CON (EO) Min GSI (SWIR) A (EO) 23.0 798.10 
Set 7 – Convex-hull: km = 2 
2 Max GSI (EO) Max CON (EO) -- -- 22.6 47.52 
3 Max GSI (EO) Min CON (EO) A/P (EO) -- 20.9 145.01 
4 Max GSI (EO) Max CON (EO) A (EO) Min GSI (SWIR) 23.3 676.60 
Set 7 – Convex-hull: km = 3 
2 Mode GSI (EO) Max CON (EO) -- -- 22.7 51.47 
3 Max GSI (EO) Min CON (EO) A/P (EO) -- 21.4 113.68 
Set 8 – Convex-hull: km = 1 
2 Max CON (EO) FD [67] (EO) -- -- 26.5 114.51 
3 Max CON (EO) FD [67] (EO) FD [1] (EO) -- 26.6 331.27 
4 Max CON (EO) Max GSI (EO) FD [1] (EO) FD [67] (EO) 27.3 1,878.59 
Set 8 – Convex-hull: km = 2 
2 Max CON (EO) FD [67] (EO) -- -- 26.5 175.13 
3 Max CON (EO) Max GSI (EO) FD [67] (EO) -- 25.3 898.43 
4 Max CON (EO) Min GSI (EO) FD [67] (EO) FD[1] (EO) 26.8 2,177.74 
Set 8 – Convex-hull: km = 3 
2 Max VAR (EO) Max GSI (EO) -- -- 26.7 108.95 
3 Max GSI (EO) Max VAR (EO) FD [67] (EO) -- 25.1 438.39 
 
With the exception of Set 5, no significant differences were observed between the error rates 
achieved with 2- and 3-d fused features. For Set 5, the 2-d fused feature generated a significantly 
lower error rate as compared to the 3-d fused feature combination using km = 3 (error rate reduced 
by 34%, p=0.0001). On the other hand, T class clustering provided mixed results for the different 
data sets. For Sets 1 and 2, the lowest classification error was achieved with no clustering, 
whereas Sets 4, 6 and 7 provided the lowest error using km = 2, and for Sets 3, 5 and 8, km = 3 
provided the lowest error rate. Whereas these results indicated some impact of clustering, only 
Set 4 provided a significantly lower error rate using km = 2 when compared to no clustering (13% 
reduction in error, p=0.0041). Consistent with the Bayes, SVM and knn-NN methods, the convex-
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hull classifier provided the lowest error rate (13.2%) for Set 3 and the largest error rate (27.8%) 
for Set 2. For the pooled data in Set 8, the lowest error rate of 25.1% was achieved using a 3- d 
fused feature set and a T class clustering value of km = 3. 
The processing time for higher dimensions increased exponentially as the number of hyperplanes 
representing each hull increased. A direct dependence on sample size was also observed, with a 
proportional increase in training time for larger sample sizes. Additionally, splitting the T class 
into multiple clusters resulted in increased computation time due to the overhead introduced by 
the clustering process. Similar to the other classifiers, the top individual contenders from the 
initially down-selected 15 features did not necessarily combine to provide minimum error rates 
with the convex-hull approach. Also, the features repeatedly appearing in the top combinations 
were consistent with those in the top Bayes, SVM and knn-NN classifiers. Except for Set 1, all of 
the data sets used computationally efficient features to provide low error rates. For Set 1, an 
alternate 2- d fused feature set using Max GSI (EO) and FD [67] (EO) was found to provide an 
error rate of 17.4%, with a training time of 20.34 s. 
4.5.2.5. Classifier Comparison  
Once individual classifiers were tested for each of the eight data sets, their comparative 
performances were analyzed. The computationally efficient feature combinations resulting in the 
lowest error rates for each classifier identified the best classifier approach using their 95% 
confidence interval (CI) under the given OC (Table 26). For all four classifiers, the strategy of 
using a mixture of top, medium and bottom five ranking features from the original 154 features 
proved effective. In fact, the top ranked features always paired with moderate performers to 
provide improvements for all classifiers.  
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Except for Sets 1 and 2, the non-parametric classifiers (knn-NN or convex-hull) provided 
significantly lower error rates than the Bayes and SVM approaches. For the first two data sets, no 
significant differences were observed in the error rates of the four classifiers. For Sets 3 and 4, the 
convex-hull approach provided the lowest error rate. For Set 3, the convex-hull classifier reduced 
the Bayes error rate by 27% (p=0.0213), but no significant reductions were observed when 
compared to the other two classifiers. Similarly, for Set 4, the convex-hull approach reduced error 
rates by 11% and 12% (p=0.0471 and 0.0293, respectively), as compared to the Bayes and SVM 
methods, respectively, while no significant difference from the knn-NN approach was found. In 
each of these data sets, the convex-hull approach used low-dimensional fused features and T class 
clustering (km = 2 and 3 for Sets 3 and 4, respectively) to reduce classification error. Thus, even 
though no significant difference was observed between the knn-NN and convex-hull classifier 
error rates for these data sets, the convex-hull training time was 643% (Set 3) and 599% (Set 4) 
faster than those of the knn-NN classifier. 
For Sets 5 through 8, the knn-NN classifier provided the lowest error rate as compared to at least 
one other classifier. The Set 5 error rates were reduced by 48%, 36% and 29% (p=0.0000, 0.0000 
and 0.0023, respectively) using the knn-NN approach as compared to the Bayes, SVM and 
convex-hull methods, respectively. Similarly, for Set 6, error rates were reduced by 25%, 15% 
and 25% (p=0.0000, 0.0121 and 0.0008, respectively) using the knn-NN method as compared to 
the Bayes, SVM and convex-hull classifiers, respectively. For Sets 7 and 8, the knn-NN classifier 
outperformed the Bayes’ method by 14% and 12% (p=0.0389 and 0.0047, respectively), 
respectively, however, no significant differences were observed between the knn-NN, convex-hull 
and SVM classifiers for the last two data sets. Although the SVM and knn-NN classifiers used 4-d 
fused features to achieve the minimum error rates in Sets 7 and 8, the convex-hull classifier used 
3-d fused features. Consequently, the convex-hull training time for Set 7 was 
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Set 1 – Classifier comparison 
Bayes (km =1) Max GSI (EO) MJ/MN (EO) FD [67] (EO) -- 18.3 ±2.8 0.11 
SVM Max GSI (EO) FD [67] (EO) -- -- 18.8 ±2.5 482.81 
knn-NN Max GSI (EO) Min CON (EO) MJ/MN (EO) FD [35] (EO) 17.7 ±1.8 466.31 
Convex-hull  
(km =1) 
Max GSI (EO) FD [67] (EO) -- -- 17.4 ±2.2 20.34 
Set 2 – Classifier comparison 
Bayes (km =1) Max VAR (EO) MJ/MN (SWIR) Min COR (EO) FD [89] (EO) 28.7 ±1.5 0.13 
SVM Max CON (EO) Max VAR (SWIR) MJ/MN (EO) FD [89] (EO) 29.5 ±2.7 140.11 
knn -NN Max CON (EO) Max VAR (SWIR) MJ/MN (EO) FD [83] (EO) 27.4 ±2.3 179.67 
Convex-hull  
(km =1) 
Max VAR (EO) FD [89] (EO) MJ/MN (EO) -- 27.8 ±3.3 72.81 
Set 3 – Classifier comparison 
Bayes (km =1) Max GSI (EO) FD [34] (EO) -- -- 16.6 ±1.9 0.09 
SVM Max GSI (EO) Min VAR (EO) FD [38] (EO) -- 15.8 ±2.1 481.82 
knn -NN Max GSI (EO) Min CON (EO) FD [67] (EO) -- 13.4 ±2.5 294.85 
Convex-hull  
(km =3) 
Max GSI (EO) FD [68] (EO) -- -- 13.2 ±2.1 39.70 
Set 4 – Classifier comparison 
Bayes (km =1) Max CON (EO) Mode GSI (EO) Min GSI (SWIR) FD [35] (EO) 24.7 ±1.9 0.12 
SVM Max CON (EO) Min VAR (EO) Min GSI (SWIR) Min GSI (EO) 24.8 ±1.8 1,723.80 
knn -NN Max CON (EO) Max GSI (EO) Max GSI (SWIR) Min GSI (EO) 22.6 ±1.7 1,673.40 
Convex-hull  
(km =2) 
Max GSI (EO) Max CON (EO) Min GSI (SWIR) -- 22.2 ±1.8 239.38 
Set 5 – Classifier comparison 
Bayes (km =1) Max GSI (EO) Mode CON (EO) -- -- 19.2 ±0.96 0.10 
SVM Max GSI (EO) MS [1] (EO) Max GSI (SWIR) A (EO) 17.6 ±1.00 401.40 
knn -NN Max GSI (EO) Mode VAR (SWIR) Max GSI (SWIR) MC (EO) 13.0 ±1.2 309.70 
Convex-hull  
(km =3) 
Max GSI (EO) Mode CON (EO) -- -- 16.8 ±2.1 114.88 
Set 6 – Classifier comparison 
Bayes (km =1) Max CON (EO) Max GSI (EO) Max GSI (SWIR) FD [29] (EO) 25.8 ±1.3 0.15 
SVM Max VAR (EO) Max GSI (EO) Min GSI (SWIR) FD [67] (EO) 23.8 ±1.8 1,532.90 
knn -NN Max GSI (EO) Max GSI (SWIR) Min GSI (SWIR) Max VAR (EO) 20.6 ±1.9 1,805.91 
Convex-hull  
(km =1) 
Max VAR (EO) Max GSI (EO) Max GSI (SWIR) -- 25.7 ±2.2 207.42 
Set 7 – Classifier comparison 
Bayes (km =1) Max CON (EO) Min GSI (SWIR) MJ/MN (EO) A/P (EO) 22.4 ±1.9 0.09 
SVM Mode CON (EO) Mode GSI (EO) MJ/MN (EO) S (EO) 21.3 ±2.3 281.14 
knn -NN Max GSI (EO) Min CON (EO) Max VAR (EO) MJ/MN (EO) 19.6 ±2.1 298.40 
Convex-hull  
(km =2) 
Max GSI (EO) Min CON (EO) A/P (EO) -- 20.9 ±1.8 145.01 
Set 8 – Classifier comparison 
Bayes (km =1) Max CON (EO) Max GSI (EO) MS [2] (EO) FD [34] (EO) 27.0 ±1.6 0.18 
SVM Max CON (EO) Max GSI (EO) Max VAR (EO) FD [67] (EO) 25.4 ±1.3 2,712.30 
knn -NN Max GSI (EO) Max VAR (EO) FD [67] (EO) MS [2] (EO) 24.1 ±1.3 2,237.11 
Convex-hull 
(km =3) 
Max GSI (EO) Max VAR (EO) FD [67] (EO) -- 25.1 ±2.0 438.39 
 Legend  -  Recommended classifier Minimum observed error rate 
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reduced by 94% and 106% as compared to the SVM and knn-NN methods, respectively. Similarly, 
for Set 8, the convex-hull training time was reduced by 519% and 410% as compared to the SVM 
and knn-NN classifiers, respectively. 
Among the four classifiers, the knn-NN method consumed most of the training time, since the 
feature selection step was repeated for all 20 knn values. In our experiments, the convex-hull 
method provided equivalent or better results using the fewest number of features as compared to 
the remaining classification methods (except for Sets 5 and 6). Additionally, once decision 
boundaries were determined, the convex-hull classifier provided the lowest processing cost for 
class label assignment. The Bayes quadratic classifier, knn-NN method (using the Euclidean 
distance measure) and SVM classifier (using a quadratic kernel) yielded a computational 
complexity of at least ª(). In comparison, the convex-hull method provided a computational 
complexity of ª(Q), where km represents the clustering value.  
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5. DISCUSSION AND CONCLUSIONS 
System performance gains have been realized, predominantly through improved fusion 
algorithms, and this research addressed some fundamental issues within different fusion 
architectures. Limiting the scope of our study to ATD applications, we developed and validated 
our imaging module and supporting algorithms for a complex target detection task. System 
integration adhered to the JDL model, and emphasis was placed on data preconditioning and 
pattern classification for improvising existing machine learning techniques. Concurrently, a novel 
optimization method was developed to improve spatial image co-registration and a new, non-
parametric pattern classification technique was investigated for classification with mixed density 
distributions. The “No Free Lunch Theorem” states that no prejudice exists for any particular 
fusion or classification rule when the problem cannot be completely characterized or the 
probabilities of observable events are unknown.117 Consequently, we selected a feature-level 
fusion scheme for its flexibility in easily transitioning to both data- and decision-level schemes 
and its ability to provide a full combinatorial feature analysis. Similarly, given the unknown a-
priori probabilities or class-conditional densities, different classifiers were tested across the 
simulated and acquired data sets. In the process of developing our prototype imaging test-bed, 
several hardware interface and software challenges were addressed. Particularly, we provided a 
pragmatic and cost-effective solution to integrate continually evolving sensor technology on a 
portable and scalable platform. Our test-bed used existing technology to collect information from 
disparate sources, thereby facilitating fusion and pattern classification research to provide 
innovative solutions for common real-world problems. 
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5.1. System Hardware and Data Preconditioning Evaluation 
Lens distortion correction: The EO and SWIR camera lenses exhibited minimal geometric 
distortions, so lower-order coefficients provided sufficient corrections in our project. Still, the 
developed distortion correction algorithms can easily correct for complex, higher-order 
distortions by using more control points and the CR property to obtain initial estimates of the 
control points to be further refined using our iterative procedure.  
Table 27.  Specification of the Basler and Adimec EO cameras and the FLIR Systems MWIR camera used in various 
multi-modal imaging projects. 
 
EO Imager 
  (Basler A202k) 






progressive scan CCD 
Interline transfer 
progressive scan CCD 
Cooled, InSb, 
Snapshot 
Active Pixels 1004 x 1004 1004 x 1004 640 x 512 
Pixel Size (µm) 7.4 7.4 15 
Spectral Sensitivity (µm) 0.4 – 0.7 0.4 – 0.7 3.0 – 5.0 
Frame Rate (Max) (fps) 48 120 125 
Dynamic Range (bits) 8,10 8,10 (12 optional) 14 
Video Output Camera Link Camera Link 
Camera Link, GigE, 
etc. 
Electronic Shutter (s) 1/0.05 – 1/75,000 1/250 – 1/100,000 1/0.00145 – 1/128.91 
Data Clock (MHz) 40 40 50 
Dimensions 
HxWxD (mm) 
62 x 62 x 37 45 x 45 x 75  157.7 x 143.3 x 218.4 




Synchronous multi-camera acquisition: Real-time synchronous acquisition from multiple imagers 
was one of the unresolved issues when using the Sony EO camera with our imaging module. The 
inability of the Sony camera to timely reset while receiving triggers led to systematic offsets at 
high frame rate acquisitions and during high frequency motion. Although this problem was 
effectively tackled with our registration approach, we wanted to ensure accurate trigger 
functioning of our acquisition GUI. Camera synchronization tests were conducted by pairing our 
alternate EO cameras Basler A202k (Basler Inc., Exton, PA), Adimec 1000m (Adimec Electronic 
Imaging Inc., Stoneham, MA) with the SWIR imager (Table 27). In each case, we observed 
correspondence between images under different frame-rate settings, and testing for extended 
periods of time revealed no long-term drifts. With real-time synchronization, the imaging module 
facilitates ease of spatial image registration for a variety of applications. 
Image spatial co-registration: Image co-registration routines were successfully applied to both 
near- and far-range imaging applications. Since image/data co-registration forms a critical 
component in all three fusion architectures, significant effort was dedicated toward improving 
convergence properties and reducing the computation time of spatial image co-registration 
algorithms without compromising accuracy. We demonstrated the robustness of our optimization 
algorithm across different medical and military data sets. The speed-up strategies and our 
unconstrained scale-shift sampling optimization technique were also successfully applied to 
various research projects that followed the initial LWI work. Image down-sampling was found to 
be the optimal computation time reduction strategy, followed by gradient ROI selection, bit-depth 
reduction and lower-order interpolation. However, compromises in bit-depth or interpolation 
technique only marginally improved computation time. In contrast, efficiency improvement 
realized with gradient ROI selection was image dependent, but the fraction of successful 
convergences improved in at least one of the test data sets (Set 3). Similarly, image smoothing 
reduced sensitivity to local maxima, especially with noisy and low resolution images (Set 3). The 
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efficacy of our novel optimization technique was also validated against the established simplex 
method. Though factors such as thresholds and the order of morphological operations in the 
gradient ROI selection influenced convergence time and rate, under identical conditions, the 
scale-shift sampling optimization always provided improved convergence with reasonable 
increases in computation time (approximately three times greater than the downhill simplex 
method). However, the convergence property of the scale-shift algorithm was controlled by user 
input, which can be specified as a scalar value or as a function that changes with accuracy at 
progressive stages in the optimization process. We used a scalar value of 3 that provided a slow 
and linear convergence to the global optimum. Using a nonlinearly increasing function provides 
further reductions in computation time, but compromises the convergence success rate. Similarly, 
a smaller scalar value improved convergence at the cost of increased processing time. The 
optimal scalar/function for any registration problem is dictated by the degree of misalignment and 
image content and must be determined heuristically. The simplex optimization method, though 
useful in non-convex function evaluations, was sensitive to the degree of contraction, reflection 
and expansion operations on the initial simplex and the sequence in which coefficients were 
supplied. For example, supplying the rotation, scaling and translation coefficients in this order 
reduced successful convergences to 18.4%, 15.9%, 15.7% and 28.1% for Sets 1, 2, 3 and 4, 
respectively. Only when translation coefficients were supplied first did the fraction of successful 
convergences increase. To further improve the convergence success, the downhill simplex 
method was iterated twice, wherein starting coefficient values for the second iteration were 
supplied by the first iteration, providing the downhill simplex method with a chance of escaping 
local maxima. Also, constraining the optimization process was helpful in most cases. Notably, the 
pitfalls observed with the downhill simplex method did not influence our unconstrained scale-
shift sampling algorithm. As a result of our analyses, the use of gradient ROI selection, image 
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smoothing, full gray-scale bit-depth and bilinear interpolation is recommended for co-registration 
of images with the scale-shift optimization routine. 
Nuisance suppression and image segmentation: Following image registration, the nuisance 
suppression, segmentation and regularization stages further conditioned the data prior to the 
fusion and classification stages. For our image-based target detection system, a combination of 
edge- and intensity-based segmentation operations isolated potential target candidates from both 
sensor modalities. The success of segmentation, i.e., the quality and number of candidates 
extracted, largely influences classifier accuracy. Since an optimized candidate extraction strategy 
can improve classifier performance, our segmentation process provided two user-controlled 
thresholds, and the optimal values for each OC were heuristically determined. Finally, feature 
values for every candidate were obtained using our library of developed feature characterization 
algorithms.  
Having comprehensively addressed hardware interface and data preconditioning issues, we 
ensured good data quality for the subsequent classification module. Whereas no specific MOP 
was specified to quantify system performance, the ARL-stipulated guidelines required a 
minimum vehicle speed of 8 mph and a minimum IED detection range of 10 m. Most data were 
acquired with our vehicle prototype at speeds between 15 and 35 mph, comfortably meeting the 
speed requirement. The acquisition window size dictated the minimum imaging distance from the 
cameras, which was approximately 5 m along the cameras’ principle axes. With IEDs placed 
along the road sides, this translated to a detection range of 7 to 30 m. To strictly satisfy the ARL 
minimum detection distance criterion, camera lenses with longer focal lengths are required. 
Although this is easily achievable, at the time of our hardware purchase, the special IR lens used 
with the SWIR camera could not be substituted for a longer focal length lens, and we were 
limited in our ability to timely rectify this issue. 
150 
 
5.2. Classifier Evaluation and Selection 
The IED detection problem undertaken in this research is one of the most difficult ATD problems 
to address because the target definition itself continually changes. We bounded our problem by 
using specific target props and sampling over a finite number of OC. Using minimum error rate 
as our primary MOP, IED props (i.e., targets) were imaged using both our cart and vehicle 
prototypes to quantify performance under seven different OC. With no typical signatures or 
characteristics existing for IED, finding relevant IED features from images was a non-trivial task. 
We approached this issue by extracting non-specific signatures from the constructed props using 
multi-spectral sensors and allowing feature combinations and supervised classifiers to provide 
detection improvements in the fused feature space. The choice of supervised classifiers was based 
on the knowledge that feature interactions were unknown and sophisticated metrics would be 
required to ensure optimal classification accuracy with unsupervised techniques. For data 
collected during daytime, each sensor output was equally weighted, and a range of gray-scale 
intensity features, such as contrast, coarseness and gradient information, were defined. Similarly, 
normalized shape descriptors, such as ratio of area and perimeter, Fourier descriptors and shape 
moments, were used to isolate man-made object signatures. Using such non-specific features, we 
anticipate that the resultant decision-making system would have high adaptability, such that 
adding new props/targets would have minimal impact on system performance. Additionally, 
feature values extracted from the potential candidates were regularized to provide zero mean and 
unit standard deviation using different transformation functions. This step removed any bias 
toward large dynamic range features, provided numerical stability during decision-boundary 
estimation and bounded the feature space for all of the classifiers. The conversion of feature 
values to normal form also provided the Bayes classifier with an equal opportunity to compete 
with the non-parametric methods. Without knowledge of a-priori probabilities and class-
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conditional densities, four classifiers were tested for each OC. Additionally, T class clustering 
was applied when using the Bayes and convex-hull classifiers to assess performance 
improvement for group detection. No conditional independence assumption was made, leading to 
a full combinatorial analysis of different features using a wrapper-based selection process. 
However, a ROC curve-based initial down-selection of features was performed to reduce the 
number of combinations, where the down-selected features included top-, medium- and bottom-
ranked contenders.  
Post-feature selection, a stratified cross-validation analysis of all of the classifiers provided their 
generalized classification accuracy under the given OC. At the same time, separate rank ordering 
of the 2-, 3- and 4-feature combinations in each case provided low-dimensional fused features 
equal performance opportunity. Our results showed that low-, medium- and top-ranking features 
often combined to minimize error rate, thus justifying the inclusion of lower-ranked features in 
the feature pool. Importantly, certain features such as CON, COR, ENT, VAR, GSI, FD and 
MJ/MN consistently appeared in the top feature combinations of all of the classifiers. Since some 
of these features were computationally expensive, we replaced them with their more efficient 
counterparts to eliminate the dependence of classifier selection on the feature extraction stage. 
While group detection through clustering aided the non-parametric convex-hull method, no 
improvements were observed for the Bayes classifier. This was attributed to the misclassified 
cluster samples when using the km-means clustering algorithm. With multi-modal densities, the 
km-means clustering algorithm can incorrectly assign samples to different modes using the 
Euclidian distance criterion, as was observed particularly for datasets with a large overlap 
between the different density modes. The miscategorized samples skew covariance estimates for 
the different subclasses, leading to inaccurate Bayesian decision boundaries. However, iteratively 
adjusting priors or cost functions supplied to the Bayes classifier could improve its performance. 
In contrast, clustering errors are inherently accounted for by the morphing decision boundaries 
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when using the convex-hull approach. Though SVM and knn-NN classifiers were evaluated 
without clustering, the choice of kernel for SVM and the parameter value for the knn-NN classifier 
impacts their performance. Also, when the quadratic optimization used with SVM fails, the 
algorithm needs to be reinitiated with a new starting point.  
Table 28.  Comparison of classifier sample label assignment time with increasing feature space dimensions and sample 
size. 
 












Bayes 2/50 0.0026 2/500 0.0032 2/5000 0.0050 
 3/50 0.0030 3/500 0.0031 3/5000 0.0043 
 4/50 0.0132 4/500 0.0038 4/5000 0.0053 
Convex-hull 2/50 0.0002 2/500 0.0003 2/5000 0.0014 
 3/50 0.0003 3/500 0.0007 3/5000 0.0066 
 4/50 0.0007 4/500 0.0025 4/5000 0.0288 
SVM 2/50 0.0399 2/500 0.0188 2/5000 0.0834 
 3/50 0.0177 3/500 0.0192 3/5000 0.0909 
 4/50 0.0111 4/500 0.0169 4/5000 0.0853 
knn-NN 2/50 0.0359 2/500 0.0719 2/5000 0.5535 
 3/50 0.0364 3/500 0.0761 3/5000 0.6216 
 4/50 0.0365 4/500 0.0761 4/5000 0.6639 
 
Whereas the generalized error rate formed the primary MOP for selecting classifiers, other 
factors, such as pre-processing requirements, training time and classifier complexity (indicating 
the fused feature space dimension and the order of the function used to build optimal decision 
boundaries), influence classifier choice. In terms of training and boundary estimation times, the 
Bayes classifier always outperformed the other approaches. On the other hand, the convex-hull 
approach reduced classifier complexity by using fewer features and lower-order boundary 
functions to minimize the generalized error rate over all OC. As a result, even though decision-
boundary estimation for the convex-hull method was more time consuming than the Bayes 
approach, its reduced function complexity led to the fastest class label assignment of all four 
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classifiers. An analysis of classification time with an increasing number of features and sample 
sizes (Table 28) showed that the convex-hull approach was nearly an order of magnitude faster 
than the Bayes classifier and nearly two orders of magnitude faster than the SVM and knn-NN 
classifiers for simultaneously classifying up to 500 data samples in 2- and 3-d feature spaces. 
Since the number of candidates extracted from different images in our data sets ranges between 5 
and 280, the faster class label assignment achieved with the convex-hull method proves to be an 
attractive feature for real-time systems, where reduction in computational overhead for analyzing 
each image frame is essential. However, with increasing feature space dimensions, the convex-
hull classification time slowly increased due to the large number of simplexes formed in higher 
dimensions. With more efficient memory management and vectorized operations, further 
reductions in classification time are possible. Note that the degree of emphasis on each MOP is 
eventually dictated by the end-user and the core application requirements. Envisioning a real-time 
implementation of the IED detection system, classifiers providing a significant reduction in error 
rate (as compared to at least one other approach) and lower complexity were finally 
recommended for each OC in our project. Based on these priorities, the recommended classifier is 
highlighted in blue, whereas the classifier providing lowest error rates is highlighted in green for 
each OC in Table 26. When no significant differences were observed in the classifier error rates 
or their complexity, the classifier with the fastest training time was chosen.  
The pre-processing and candidate extraction stages were prerequisite tasks for all of the 
classifiers and did not influence classifier selection. Similarly, with a sufficiently high frame rate 
and shutter speed, each classifier’s detection rate remained unaffected by the vehicle’s speed. 
However, the degree of clutter, camouflage (obscuration) and ambient light were the most 
influential OC that impacted signal-to-noise ratio (SNR) and, thus, error rate. Under the OC in 
Sets 1 and 2, there were no significant differences in error rates of the four classifiers, and the 
convex-hull classifier that used fewer features to provide the lowest error rate was the 
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recommended classifier. Similarly, for OC 3 and 4, the convex-hull classifier was the preferred 
choice, since it significantly outperformed at least two other methods (Bayes and SVM) while 
simultaneously reducing complexity. In Sets 5 and 6, knn-NN outperformed all of the classifiers in 
terms of minimizing the error rate MOP, thereby justifying its selection under those OC. 
However, for OC 7 and the final pooled data folder, no significant differences were observed in 
the mean error rate of knn-NN as compared to the convex-hull or SVM classifiers. As a result, the 
faster and simpler convex-hull method was the preferred classifier choice for the last two data 
sets. In total, our convex-hull classifier was recommended for six of the eight datasets (75% of 
the cases). 
In general, from among the four classifiers tested under all OC, both non-parametric approaches 
provided lower generalized minimum classification error. Of the seven different OC evaluated, 
Set 2 with low ambient light and high clutter was the most challenging, with degraded SNR in 
both the EO and SWIR imagery leading to increased false positives and missed detections. For 
Set 2, the lowest classification error rate of 27.4% (±2.3) was observed, whereas for the optimal 
OC (Set 3), the lowest classification error rate of 13.2% (±2.1) was observed. Remarkably, the 
knn-NN classifier provided the lowest generalized error rate of 13.0% (±1.2) for Set 5, whereas all 
remaining classifiers provided significantly higher error rates. While average of the error rates 
from the seven data sets is 19.0%, error rate for the pooled data set (Set 8) was found to be 24.1% 
(±1.3). The discrepancy between these numbers highlights the need to select an OC-dependent 
classifier. The relatively high error rate observed in the combined data set was expected, since it 
included the OC leading to low class separation, which degraded the performance of all 
classifiers. Note that the SVM and knn-NN approaches were influenced by the NT class clustering 
step that was applied to avoid memory overflow issues. With smaller sample sizes and efficient 
clustering algorithms, these classifiers may demonstrate improved performances. Especially for 
the SVM algorithm, using a polynomial or radial basis function (RBF) kernel, along with 
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optimization of the regularizing parameter C, could potentially improve its generalized 
performance, at the cost of proportional increases in training and classification time. 
5.3. Generalized system evaluation and classifier selection strategies 
The sequences of operations established through this research provide an automated classifier 
selection process for ATD applications. While the “No Free Lunch Theorem” suggests providing 
equal performance opportunity to every classifier, some general conclusions and classifier testing 
protocols can be established based on the expected distributions and prior problem domain 
knowledge. In our project, the regularizing step converted individual features to normal form; 
however, we could not predict the form of the fused feature distributions beforehand. Therefore, a 
mixture of parametric and non-parametric classifiers were chosen and compared through the 
cross-validation analysis. Also, knowing that target samples tend to appear in clusters, we 
successfully applied group detection techniques with our non-parametric method. Although we 
conducted an exhaustive analysis of the different classifiers, in most practical situations, limited 
training and testing time is available to characterize the system for a particular application. In 
such situations, the approach to classifier selection may be ambiguous. Based on our research, we 
recommend certain strategies to efficiently analyze each classifier. Initially, a ROC curve-based 
down-selection limits the number of features; this final number of short-listed features is based on 
the available processing time and capability of the processing unit. Most importantly, it is not 
prudent to select only the top-ranked performers, but rather to select features of each general 
category (typically, those that are computationally efficient). The feature down-selection can be 
followed by an exhaustive search or a branch-and-bound search strategy to indentify the optimal 
feature set. Alternately, when working on all available features, a sub-optimal feature selection 
procedure such as SFS/SBS or SFFS/SFBS can be adopted. For a quick determination of features 
that combine to provide improvement, the more efficient Bayes classifier can also be used, or a 
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filter-based feature selection can be undertaken. In time-sensitive projects, the Bayes classifier 
provides a good compromise between accuracy and speed, followed by the convex-hull method 
(only if fewer features are desired for classification). Subsequently, only those features appearing 
in the Bayes top combinations could be re-analyzed with the more complex classifiers, saving 
feature selection time for each classifier. Note that this process does not guarantee an optimal 
feature set for every classifier, but it increases the likelihood of performance improvement for 
every classifier while substantially reducing the number of feature selection evaluations. The 
alternate filter-based feature selection approach also provides a fast and non-classifier-specific 
evaluation of feature combinations. In our experiments, increasing the feature space dimensions 
yielded marginal improvement with the Bayes, SVM and knn-NN methods, but degradation of the 
convex-hull performance beyond the 3-d fused feature space. Thus, upper bounds for the fused 
feature space dimensions and the clustering value for group detection can be specified for the 
convex-hull method once the sample size is known; we established these bounds based on our 
simulation results. These upper bounds further reduce the number of feature selection evaluations 
for the convex-hull classifier, facilitating a quick analysis of achievable reduction in error rate 
with this method for any classification problem. While the choice of MOP and their analysis in 
selecting a particular classifier is an open problem, our classifier selection and conclusions were 
primarily based on reducing classification error and improving classification speed with a 
minimal increase in complexity. Though simple and efficient algorithms such as the Bayes 
classifier provide an expedited evaluation of different feature combinations, performance 
improvements require some degree of sophistication, and generally involve a compromise 
between training time and classifier accuracy. Often, the issue becomes, “How much 
improvement in one MOP justifies the compromise required in others?” In our case, the convex-
hull method proved to be the ideal classifier candidate by striking a good balance between the 
different MOP, providing lower-order complexity and reducing classifier training time (as 
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compared to the SVM and knn-NN methods) and error rate. Some of the attractive features for the 
novel convex-hull approach follow: 
a. The convex-hull classifier combines a non-parametric approach with clustering and ROC 
curve analysis, thereby forming a hybrid classification scheme. The use of ROC analysis 
facilitates weighting of the decision boundaries by priors or cost functions similar to the 
Bayes approach. Clustering to form target subclasses provides the classifier an opportunity 
to adapt to non-normal distributions. Consequentially, no assumptions or estimates of the 
underlying density distributions are necessary, with decision boundaries being directly 
estimated from the training samples.  
b. With intuitive geometric properties, the convex-hull decision boundaries resemble Voronoi 
regions similar to those formed with the knn-NN approach. However, the number of regions 
is minimized (based on km) and each region is optimized to provide high specificity.  
c. Under the convex-hull approach, piece-wise linear computations speed-up class label 
assignment. Moreover, our strategic approach to boundary estimation lowers memory 
requirements. Though inherently simple, the convex-hull method provides the flexibility to 
explore different boundary functions by providing the optimal convex-hull vertices as 
support vectors.  
d. The convex-hull classifier provides competitive or reduced error rate in low-dimensional 
fused feature spaces and, consequently, the number of feature combination evaluations is 
dramatically reduced. Thus, if features are computationally expensive or fewer features are 
available to build classifier boundaries, the convex-hull approach can be efficiently 
analyzed. Moreover, continual addition of features tends to degrade generalization ability 
of classifiers (unless the sample size is proportionally increased), in which case using fewer 
features is recommended. 
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e. The convex-hull approach provides the flexibility of optimizing Type I, Type II or 
combined errors during boundary estimation. Since our classifier function construction was 
specificity driven, the convex-hull method inherently provided reduced false alarm rate 
(FAR). This is an important characteristic for military applications that often emphasize 
FAR reduction. Other classifiers, such as Bayes, SVM or knn-NN, would need tweaking of 
priors, cost functions or parameters to reduce FAR and, in general, the error rate.  
The advantages of our convex-hull classifier highlight its versatility, but some inherent 
drawbacks exist: 
a. Decision boundaries generated with the convex-hull method cannot directly handle non-
convex distribution shapes. This problem is alleviated to some extent by using the 
clustering step that provides concavity in the composite decision boundaries. However, the 
underlying properties of the classifier remain unchanged. 
b. The piece-wise linear boundaries inherently result in a large variance in the MOP, 
especially when the sample size is small. Thus, classification inaccuracies rapidly increase 
with reducing sample size. Our data sets contained sufficient samples to provide equivalent 
variance to the three other classifiers. Also, boosting by combining boundaries from the 
different folds in the cross-validation study can alleviate this issue.  
c. Degenerate simplexes arise if collinear/coplanar points are encountered while building 
convex hulls, resulting in errors during classification. Such errors need to be detected and 
mitigated during boundary estimation. The feature normalization process minimizes this 
issue to some extent, but degenerate cases cannot be completely avoided. 
d. When scaling the detection problem to higher feature space dimensions, the minimum 
number of samples required for building the convex hull increases geometrically. This is 
the biggest drawback with the convex-hull method, since the processing time increases 
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proportionately and the classification accuracy degrades quickly under higher dimensions. 
Thus, using the convex-hull approach under higher fused feature space dimensions is not 
recommended. For situations in which reduced error rates are achievable by increasing the 
number of features, the use of the convex-hull method requires determination of the 
optimal clustering value in lower dimensions to reduce the generalized error rate. Similarly, 
with small sample sizes, the variance in boundary estimates is large and the piece-wise 
linear approach is not suitable.   
e. Since Bayes, SVM and parametric classifiers are firmly grounded in mathematical theory, 
their analyses are easy and solutions are tractable. The asymmetric and discrete nature of 
the non-parametric convex-hull decision boundaries makes its analysis difficult.  
Our research findings indicated that piece-wise linear boundaries obtained using the convex-hull 
approach are equally efficient in reducing generalized error rates. The results also supported the 
idea that simpler models may better capture the underlying structure to more accurately predict 
performance when sufficient data are available. The encouraging results indicate that further 
investigation of the convex-hull classifier is warranted, and our future research directions are 
summarized in the following section. 
5.4. Future Research Directions 
Although our system was oriented toward ATD applications, we demonstrated the versatility of 
the test-bed and its associated software suite for interfacing different imagers for a variety of 
imaging applications. Using industry standards, our hardware components maintained 
compatibility over a range of existing commercial imaging products, capitalizing on their 
functionality as dictated by the application’s demands. With five commonly used camera 
interface formats, the PXI-1033 chassis provides several expansion options and an opportunity to 
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swap imagers depending on available funds and desired functionality (Table 29). Additionally, 
the PXI platform can support data acquisition (DAQ) boards to interface non-imaging sensors. 
Though the communication bandwidth of the current system is limited to 110MB/sec, the newly 
developed NI PXI express chassis (model PXIe-8103) provides bandwidths up to 750MB/sec and 
up to 8 expansion slots. Supporting software routines developed for the imaging test-bed allow 
users to quickly characterize and pre-process acquired data. Fundamentally, the test-bed can be 
used for non-imaging sensor integration with the use of appropriate interface boards. With these 
features, the test-bed is an invaluable research tool to investigate sensor functionality and 
performance and provide software solutions for different applications.  














Cost  $729  $929  $1499  $1549  $1599  
Pixel Clock  N/A  N/A  50MHz  20 – 50MHz  2 – 40MHz  
Communication 
Bandwidth  
50MB/s  100MB/s  200MB/s  215MB/s 100MB/s  
Onboard Memory  None  None 16MB  16MB  16MB  
Trigger  No  No  Yes  Yes  Yes  
# of Input 
Channels  
3  2  1  1  4  
Digitization  N/A  N/A  
8, 10, 12, 
14, 16, 24  
10  8, 10  
Onboard 
Processing  




The developed software routines provide basic functionality but are easily modifiable to 
accommodate more complex tasks. For example, our research considered a simple lens distortion 
model and lower-order correction coefficients. However, the iterative linear least-squares refining 
step is capable of handling both tangential and higher-order radial geometric distortions. Using 
more control points, the CR method can provide initial estimates for all of the distortion 
coefficients followed by an iterative linear least-squares refining of the coefficients. Further, this 
process can be optimized using algorithms such as Gauss-Newton or Levenberg-Marquardt 
optimization techniques for speedy minimization of coefficient errors. This methodology tackles 
geometric lens aberrations and we aim to address correction of chromatic aberrations in future 
work. As another example, 3-d camera calibration was not carried out in our project, but several 
methods have been established to directly compute intrinsic and extrinsic camera parameters. 
Some of the popular techniques include those developed by Zhang and Heikkilä et al., which are 
available as freeware MATLAB or C distributable toolboxes.118,119 These methods directly 
estimate the nonlinear lens distortion, thereby eliminating the need to separately compute these 
parameters. Using these tools, our system design can seamlessly transition toward 3-d 
imaging/rendering applications or enable stereo imaging using multiple cameras. Moreover, the 
3-d calibration would also facilitate object tracking, which is an important component in video 
sequence analysis. Our classifier analysis was based on individual images without tracking the 
detections from previous frames. Inclusion of information from previous frames in the video 
sequence could improve our classifier accuracy, and warrants further exploration. 
In general, applications such as IED detection demand adaptive systems that provide interaction 
between the sensors and the software to optimize acquisition parameters. Active controls in our 
imaging module helped achieve this goal to some extent through the use of an AGC algorithm. 
However, the full potential of sensor control from different system stages requires further 
investigation. For example, the candidate and feature extraction stages directly influence 
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classification accuracy and feedback from these stages can improve system performance. Though 
a thorough analysis of image/data co-registration was undertaken, the results of our study 
uncovered some possible strategic improvements. Knowing that the simplex algorithm is faster 
and that the sampling algorithm is more robust, a combination of these techniques logically 
provides the most gain, especially when misalignments between images are large or several local 
maxima exist in the function space. Initially, using the scale-shift sampling optimization, we can 
effectively avoid local maxima and follow up with the simplex algorithm to generate speed-up. 
The point of transition from one algorithm to the other would be dictated by the image 
misalignment content. Largely misaligned images with repeating patterns or large homogenous 
patches are susceptible to local maxima. In such cases, algorithm transition needs to be delayed. 
On the other hand, images with high frequency content and non-repeating patterns allow 
algorithm transition at an earlier stage to maximize the benefits of both approaches. This 
optimization strategy is applicable to any non-convex function minimization/maximization 
process. Moreover, since both optimization techniques use direct function evaluations, their 
performance is expected to be superior to derivative-based methods when used for non-convex 
function evaluations, however, further research is needed to corroborate this hypothesis. 
Generalized implementation of the optimization method for multiple variables also remains to be 
implemented. 
At the data preconditioning stage, the nuisance suppression algorithms were developed with the 
ground-based imaging task in mind. Improvised algorithms can provide nonlinear and robust 
horizon and road edge detection using a combination of correlation and MI metrics. Also, 
efficient implementation of these routines for a real-time deployed system is necessary. We 
propose to achieve this through combined MATLAB and C implementations, parallel computing 
and/or GPU-based operations. For image segmentation, the thresholds were heuristically 
determined in our research. Although automatic determination of these thresholds is feasible 
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through feedback from the classification stage, it would require an iterative refinement process 
using ROC analysis until maximum class separation is achieved in each feature. Alternately, the 
relevant features can be identified after the first fusion and classification iteration and the 
thresholds can be tweaked to optimize separation between classes for the relevant features only. 
The same feedback can also be provided to the image acquisition stage to adjust acquisition 
conditions.  
The feature selection stage preceding pattern classification is equally important to improve 
computation time and classification accuracy. While wrapper-based evaluation functions were 
preferred in our research, filter-based techniques would allow rapid identification of relevant 
feature combinations. However, the filter techniques are classifier independent and need not 
provide the optimal feature set for each classification algorithm. Thus, a combination of filter and 
wrapper methods could be explored to achieve benefits of both approaches. Since adding features 
usually results in small improvements in classifier accuracy, our research conducted an 
exhaustive search of relevant features to find the truly optimal feature set for each classifier. 
Though sub-optimal feature selection procedures such as SFS or SFFS may not capture such 
small improvements, using the branch-and-bound algorithm would result in good speed-up and 
provide equivalent results to the exhaustive search technique. Feature extraction using kernel 
PCA and LDA also needs to be evaluated against our feature selection approach to justify the 
excess processing time taken by the selection procedures. 
At the classifier design stage, exploring and improving the convex-hull method forms one of our 
primary future objectives. Given the advantages of this method, improving the classification 
speed and accuracy are the main goals. Although the convex-hull method was optimized, a few 
easy improvisations can be implemented to further reduce boundary estimation time. For 
instance, a complete ROC curve determination is not essential to determine the optimal convex 
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hull and the partial ROC curve generation reduces the training time of our existing algorithm by 
at least 50%. While the convex-hull approach is inherently more efficient than the SVM or knn-
NN methods, additional improvement in computation speed can be achieved by modifying the 
quickhull algorithm to use only the unchanged simplexes in the sequential sample selection and 
elimination stages. This would dramatically reduce the time required to build each convex hull 
since only a few facets change after the elimination of each vertex from the starting hull. The 
tolerance value supplied to the convex-hull boundaries can also be optimized. In our project, 
fixed tolerance values were provided to each simplex, but a different tolerance value for each 
simplex could potentially provide further improvements. Though our current algorithm offers 
provisions for separate tolerance values for each simplex, estimating the correct tolerance for 
each simplex can be tricky. We propose to estimate tolerance values based on the class 
covariance matrices and distance of each simplex from the class distribution modes, and the 
functions to combine such measures of tolerance need to be determined. Alternately, re-
estimating the tolerance on each simplex as samples are eliminated could also improve 
performance. Thus, the tolerance value at each elimination step would be recalculated using the 
covariance matrix estimated from the remaining samples. This step would only marginally 
increase computation time and could potentially expand the optimal accuracy and precision 
region in the boundary estimation process. Additionally, using the optimal hull vertices as support 
vectors, smoother boundary functions can be constructed to reduce variance in the error rate 
MOP. The optimal order or type of such a fitting function needs to be investigated. Alternately, 
boosting through cross-validation can also be used to reduce variance in MOP from the piece-
wise linear boundaries.120 A particular benefit of the convex-hull approach can be realized when 
using boosting for improving classifier accuracy. Since boosting relies on weak learners to 
provide improvements, the convex-hull approach that works efficiently in low class separation 
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cases is expected to provide the most gain from boosting. However, a comparison of the convex-
hull method with other classifiers using boosting is essential to claim any benefit.   
One of the challenges with the convex-hull approach is improving its classification accuracy in 
higher dimensions. Part of the problem lies in the geometric increase in the hull vertices with 
higher dimensionality. Consequently, the majority of samples are used in building boundaries and 
fewer samples are available for estimating sensitivity. Two plausible approaches are 
recommended to remedy this issue: 
a. Increasing sample size by estimating the underlying density allows the artificial generation 
of more samples. The drawback with this approach is the excess time required in density 
estimation, which also adds to the errors already existing in the boundary estimation 
process. Moreover, excess samples proportionally increase the processing time at the 
sequential elimination stage.  
b. Removing redundant or insignificant simplexes from the convex hulls based on their size 
and location can effectively improve the convex-hull classifier. Eliminating the small and 
insignificant undulations created by such simplexes will, in fact, improve classifier 
accuracy. However, finding the irrelevant simplexes is a challenge in itself.      
Besides improving classifier performances, the fusion process can likewise be refined. Testing 
our system performance under low-light/night time conditions and with change detection routines 
remain as tasks to be investigated. Assessment of the performance gain achievable through the 
weighted combination of the multiple sensor inputs also needs further exploration. Similarly, 
scores from different classifiers can be combined using decision-level fusion schemes. These 
issues were addressed in a parallel research study conducted within our laboratory that 
investigated decision-level fusion and efficient measures for feature selection.121 Since feature-
level processing and fusion often form precursory steps to decision fusion, combining the 
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findings from these projects is proposed. Alternately, fusing images at the data-level can be 
pursued and the fused images can be used for feature extraction, information fusion and target 
identification. While this approach reduces processing time at all stages of the system, the activity 
measure used for image fusion needs to be investigated. The metric used for evaluation of such an 
activity level and data fusion techniques can be deduced from the classification accuracy 
achieved, rather than using image quality metrics. 
5.5. Research Contributions and Summary  
To date, our research has leveraged existing COTS technology to identify suspicious objects 
along roadsides, thereby reducing human workload. The wide range of image-based information 
allowed us to simultaneously address common challenges encountered in the fusion and 
classification fields. Whereas our project primarily focused on ATD applications, the developed 
algorithms can be broadly applied. The primary novel contributions from this research fall into 
five categories: 
a. We integrated and demonstrated the use of a versatile, scalable and portable imaging sensor 
integration platform with provisions for accommodating non-imaging sensors. The modular 
structure of the developed image acquisition GUI allows easy integration of multiple 
imagers by simply duplicating the acquisition subprogram and appropriately initializing 
parameters for the new imager. The parallel programming structure maintains 
synchronization between connected imagers as long as the bandwidth limits are satisfied 
and the sensors support asynchronous reset. Following the LWI project, the versatility of 
the test-bed and the acquisition GUI were demonstrated in several multi-sensor\multi-
spectral imaging research projects. Besides the Sony EO and the Sensors Unlimited SWIR 
cameras used in the LWI project, three additional cameras were subsequently interfaced 
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using the test-bed (Table 27). These included the Basler and Adimec EO cameras, and a 
FLIR Systems (Boston, MA) SC6700 mid-wave infrared camera (Table 30). The software 
routines developed in our research for AGC and geometric lens distortion correction were 
successfully implemented across the additional imaging sensors. 
Table 30.  Projects using the developed imaging test-bed to interface various multi-spectral imagers. Some of 
our software routines, including geometric lens distortion, image registration and feature extraction, were 
successfully applied in these projects. 
Project Title & Sponsor Description 
Title: Development and 
Evaluation of a Flexible 
Framework for the Design 
of Autonomous Classifier 
Systems 
Imagers: EO (Sony) and SWIR (Sensors Unlimited): 
 
This research established a modular virtual framework to 
design accurate, robust, efficient and cost-conscious 
autonomous target/object detection systems. The fusion 
module compared outputs combined under various fusion 
schemes and the classifier selection module exploited the 
double-fault diversity measure (F2 DM) to identify the 
best classifier. 
Sponsor: The Leonard 
Wood Institute, Ft. Leonard 
Wood, Missouri 
Title: Anomalous Vehicle 
Signatures 
Imagers: EO (Sony) and SWIR (Sensors Unlimited): 
 
First principles were used to predict the response of a 
vehicle under various loading conditions. The goal was to 
use stand-off imaging sensors to automatically detect 
anomalous signatures. The EO camera measured vertical 
displacement as the vehicle traveled over a speed bump 
and the SWIR camera was used to determine the number 
of occupants in the vehicle. 
Sponsor: Tec^Edge, Air 
Force Research Laboratory, 
Dayton, Ohio 
Title: Multi-modal Imaging 
for Operator State 
Assessment 
Imagers: EO (Basler, Adimec) and MWIR (FLIR 
Systems): 
 
Macro- and micro-expressions of the face, along with 
thermal signatures, were used to characterize human 
affective state. 
Sponsor: The Leonard 
Wood Institute, Ft. Leonard 
Wood, Missouri 
  
b. The indigenously developed image segmentation and nuisance suppression algorithms 
provide optimal data for the subsequent pattern classification and target detection stages. 
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The semi-automated segmentation algorithm is controlled through two user input 
thresholds, minimizing human workload for a common heuristic reliant problem. At the 
same time, given sufficient processing time, a fully automated threshold determination 
strategy is possible using ROC curve analysis and iterative feedback from the feature 
selection and classification stages. Similarly, the nuisance suppression algorithms are 
particularly useful in ground-based visual surveillance units and can be effectively used to 
reduce clutter in acquired imagery. When necessary, human input can be incorporated to 
ensure unintentional data corruption. 
c. The novel optimization algorithm used for image co-registration forms a critical component 
for all applications requiring spatially co-located information. For example, change 
detection involves differencing data sequences from different time points to highlight 
changes in the imaged scenes. Registration algorithms are critical in providing pixel-level 
matching between data collected at different time points. The large translational and scaling 
offsets possible in such sequences can be effectively tackled using our optimization 
algorithm. Moreover, with commonly available multi-core processors, parallel 
implementation can provide computational efficiency equivalent to existing optimization 
techniques. The rate and likelihood of convergence to the global optimum is effectively 
controlled through a single parameter; reducing the parameter value improves convergence 
likelihood while requiring more computation time, and increasing the parameter provides 
faster convergence with a reduction in convergence likelihood. Consequently, the user has 
the flexibility of regulating the registration process based on the application requirements.  
d. The library of feature extraction routines provides a variety of options to characterize 
objects in the acquired scenes. In our project, selective low-level features such as CON, 
GSI, VAR, FD, etc., provided good separation between IED targets and clutter. The same 
set of features can be easily extended for object identification in different applications and 
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to deduce higher-level information. For example, in a separate target detection application, 
the Fourier power spectrum was utilized to generate a highly specific signature 
characteristic of the Scud missile launch vehicles.122 Similarly, histogram-based matching 
of such targets was also analyzed.123 Since different features produce data with varying 
dynamic range, optimized and automated normalization procedures were implemented to 
produce consistent feature values. The protocol established for acquiring and pre-
processing imagery, extracting features and regularizing the feature values conforms to 
standard target detection or pattern recognition procedures, and provides a general sequence 
of operations to generate consistent data. 
e. General strategies for feature selection and classifier evaluating were established through 
this research. Using multiple classifier algorithms, a thorough analysis of the target 
detection task was conducted, and the pros and cons of each classification approach were 
validated. The novel piece-wise linear convex-hull classification algorithm developed in 
this process exhibits several attractive properties for pattern classification problems. 
Specifically, for large sample sizes, the algorithm requires minimum memory allocation 
and uses optimization routines to speed up computation. With a non-parametric approach, 
the classifier does not require density estimation and directly determines the optimal 
decision boundary from the available samples. The experiments using simulated and real 
data suggest that the convex-hull classifier provides equivalent or reduced error rates using 
fewer features and lower-order boundary functions. Finally, confidence score generation 
through density estimation methods provides the link to extend the pattern classification 
problem to decision-level fusion.  
As indicated by the Joint IED defeat Organization (JIEDDO), current IED management strategies 
include optical scanning of routes by deploying route clearance and reconnaissance teams to 
detect and neutralize IED threats.124 While this project served as a proof-of-concept to improve 
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such visual scanning system performances, it also provided the platform to expeditiously take 
advantage of emerging technology. Real-time processing capability through hardware 
implementation of our optimized algorithms is possible, but remains to be explored. Since IED 
are often buried underground, visual threat assessment obviously does not provide a complete 
solution. Moreover, the data generated using only imaging sensors is limited to cuing on 
suspicious objects, and future research will be oriented toward using IED-specific sensors, using 
and improving the developed software suite and exploring different fusion architectures. 
Concurrent research in the IED detection has incorporated detection of chemical traces in aerosol 
molecules using spectroscopy methods.125126 Other attempts (RADICAL, Gird Systems Inc., 
Cincinnati, Ohio, and Missouri S&T, Rolla, Missouri) include the sensing of electromagnetic 
emission from wireless devices (however, detection of wired devices remains a potential problem 
with this approach). For all such technologies, detection at standoff distances and reduction of the 
impact of interfering and confounding signals remain challenging. When used individually, these 
sensors remain limited in their ability to detect IED, but by enabling mixed sensing using our 
integration platform and algorithms, we aim to direct future research endeavors toward 




1. Bayes classifier performance (with clustering) for unimodal target density distributions.  
Table A1.1.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km = 2. 
The T class densities were modeled with one mode and superimposed on the ¯DNk, ¯DN°and ¯DNj NT class densities. 
 ¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ?N.  
Bayes classifier: km = 1 vs. km = 2, # of T class modes = 1, NT class covariance =¯DNk [0.00  0.00] 0.0004 0.0205 0.2114 0.0000 0.0031 0.0017 0.0003 0.0001 0.0030 [0.00  1.50] 0.0001 0.0217 0.0197 0.0005 0.0073 0.2123 0.0001 0.0000 0.0000 [1.50  1.50] 0.0663 0.0017 0.1303 0.0016 0.0000 0.9710 0.0002 0.0000 0.0021 [0.00  3.00] 0.2294 0.0519 0.9553 0.3445 0.1896 0.0096 0.0070 0.1295 0.0134 [3.00  3.00] 0.6290 0.0652 0.3037 0.0063 0.7505 0.0838 0.1387 0.0220 0.6103 
Bayes classifier:  km = 1 vs. km = 2, # of T class modes = 1, NT class covariance = ¯DN° [0.00  0.00] 0.0466 0.0057 0.0072 0.0013 0.0025 0.1984 0.0000 0.0002 0.0001 [0.00  1.50] 0.0084 0.0122 0.2024 0.0001 0.0001 0.0085 0.0001 0.0002 0.0022 [1.50  0.00] 0.0000 0.0145 0.9834 0.0001 0.0097 0.0176 0.0000 0.0000 0.0032 [1.50  1.50] 0.0081 0.0000 0.0683 0.0012 0.0001 0.0061 0.0002 0.0000 0.0008 [0.00  3.00] 0.4993 0.3930 0.1756 0.0005 0.0000 0.0104 0.0033 0.1131 0.0051 [3.00  0.00] 0.1414 0.0632 0.3798 0.0002 0.1058 0.5182 0.0391 0.0000 0.0332 [3.00  3.00] 0.2961 0.1258 0.0185 0.0315 0.0118 0.6528 0.5390 0.0009 0.7950 
Bayes classifier:  km = 1 vs. km = 2, # of T class modes = 1, NT class covariance = ¯DNj [0.00  0.00] 0.0018 0.0000 0.0137 0.0000 0.0265 0.0142 0.0000 0.0049 0.0003 [0.00  1.50] 0.0406 0.0175 0.0050 0.0000 0.0204 0.0348 0.0000 0.0001 0.0010 [1.50  0.00] 0.0001 0.1199 0.1783 0.0010 0.0011 0.0038 0.0048 0.0002 0.0006 [1.50  1.50] 0.0910 0.0010 0.5170 0.0023 0.0000 0.0742 0.0001 0.0001 0.0009 [0.00  3.00] 0.4897 0.2782 0.0277 0.0052 0.0120 0.0040 0.0006 0.0018 0.5353 [3.00  0.00] 0.4551 0.0109 0.1554 0.0008 0.1675 0.4928 0.0323 0.0003 0.0078 [3.00  3.00] 0.2926 0.8896 0.6601 0.0128 0.3488 0.2975 0.8995 0.4636 0.0823 
 
 
Legend - km = 1 km = 2 Neutral 
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Table A1.2.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km= 3. 
The T class densities were modeled with one mode and superimposed on the ¯DNk, ¯DN°and ¯DNj  NT class densities. 
 ¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ?N.  
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 1, NT class covariance = ¯DNk [0.00  0.00] 0.0022 0.0000 0.0146 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 [0.00  1.50] 0.0005 0.0009 0.0008 0.0005 0.0009 0.0005 0.0000 0.0000 0.0000 [1.50  1.50] 0.0425 0.0001 0.0017 0.0000 0.0000 0.2142 0.0000 0.0000 0.0001 [0.00  3.00] 0.1646 0.0116 0.1463 0.0063 0.1917 0.0024 0.0025 0.0015 0.0000 [3.00  3.00] 0.9427 0.0756 0.1128 0.0141 0.0001 0.0726 0.0764 0.0000 0.1604 
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 1, NT class covariance = ¯DN° [0.00  0.00] 0.0238 0.0000 0.0001 0.0000 0.0001 0.0005 0.0000 0.0000 0.0000 [0.00  1.50] 0.0046 0.0000 0.0111 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] 0.0000 0.0100 0.1995 0.0000 0.0000 0.0001 0.0000 0.0000 0.0003 [1.50  1.50] 0.0023 0.0000 0.0057 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  3.00] 0.4522 0.0251 0.0073 0.0040 0.0000 0.0002 0.0047 0.0007 0.0010 [3.00  0.00] 0.0374 0.0070 0.1383 0.0003 0.0093 0.2423 0.0002 0.0000 0.0049 [3.00  3.00] 0.1865 0.0343 0.1045 0.0594 0.0000 0.0248 0.0856 0.0000 0.0760 
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 1, NT class covariance = ¯DNj [0.00  0.00] 0.0010 0.0000 0.0016 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] 0.0125 0.0002 0.0001 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] 0.0000 0.0001 0.0048 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  1.50] 0.0116 0.0095 0.0411 0.0005 0.0000 0.0008 0.0000 0.0000 0.0000 [0.00  3.00] 0.9282 0.0033 0.0129 0.0005 0.0003 0.0001 0.0000 0.0002 0.0007 [3.00  0.00] 0.1817 0.0025 0.0035 0.0001 0.0016 0.9648 0.0000 0.0000 0.0026 [3.00  3.00] 0.7593 0.4290 0.1456 0.5855 0.0163 0.8693 0.1079 0.0143 0.2239 
 Legend - km = 1 km = 3 Neutral 
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2. Bayes classifier performance (with clustering) for multi-modal target density distributions. 
Table A2.1.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km = 2. 
The T class densities were modeled with two modes and superimposed on the ¯DNk and ¯DN° NT class densities.  
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes classifier:  km = 1 vs. km = 2, # of T class modes = 2, NT class covariance = ¯DNk [0.00  0.00] [1.00  1.00] 0.1657 0.0537 0.0002 0.0000 0.0000 0.5727 0.0000 0.0000 0.0000 [0.00  1.50] [1.00  2.50] 0.0528 0.0930 0.0000 0.0000 0.0000 0.0048 0.0000 0.0000 0.0000 [1.50  1.50] [2.50  2.50] 0.2199 0.0005 0.0006 0.0001 0.0000 0.8083 0.0000 0.0000 0.0000 [0.00  3.00] [1.00  4.00] 0.8883 0.0593 0.0004 0.0336 0.0021 0.7301 0.0001 0.0028 0.0000 [3.00  3.00] [4.00  4.00] 0.9448 0.6898 0.0220 0.3853 0.0420 0.0186 0.8042 0.0008 0.7631 
Bayes classifier:  km = 1 vs. km = 2, # of T class modes = 2, NT class covariance = ¯DN° [0.00  0.00] [1.00  1.00] 0.3754 0.0236 0.0000 0.0000 0.0000 0.4934 0.0000 0.0000 0.0018 [0.00  1.50] [1.00  2.50] 0.0254 0.0190 0.0000 0.0012 0.0000 0.0569 0.0001 0.0000 0.0000 [1.50  0.00] [2.50  1.00] 0.9094 0.0388 0.0000 0.0026 0.0000 0.0023 0.0000 0.0001 0.8913 [1.50  1.50] [2.50  2.50] 0.7793 0.0003 0.0001 0.0000 0.0000 0.9319 0.0000 0.0000 0.0008 [0.00  3.00] [1.00  4.00] 0.0670 0.2720 0.0006 0.0169 0.0143 0.0279 0.0049 0.0004 0.0000 [3.00  0.00] [4.00  1.00] 0.8056 0.7886 0.0077 0.0001 0.7646 0.5721 0.0001 0.0004 0.5147 [3.00  3.00] [4.00  4.00] 0.1310 0.3170 0.0007 0.1218 0.0132 0.0461 0.1206 0.0000 0.5405 
 
 
Legend - km = 1 km = 2 Neutral 
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Table A2.2.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km = 2. 
The T class densities were modeled with two modes and superimposed on the ¯DNj NT class density.  
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes classifier:  km = 1 vs. km = 2, # of T class modes = 2, NT class covariance = ¯DNj [0.00  0.00] [1.00  1.00] 0.0533 0.4294 0.0000 0.0000 0.0020 0.9130 0.0000 0.0000 0.0000 [0.00  1.50] [1.00  2.50] 0.0043 0.0000 0.0103 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000 [1.50  0.00] [2.50  1.00] 0.0459 0.0001 0.0039 0.0000 0.0000 0.2570 0.0000 0.0000 0.0026 [1.50  1.50] [2.50  2.50] 0.5400 0.0533 0.0011 0.0018 0.0000 0.5220 0.0000 0.0000 0.0154 [0.00  3.00] [1.00  4.00] 0.7421 0.6746 0.0042 0.0215 0.0005 0.1424 0.0005 0.0000 0.0000 [3.00  0.00] [4.00  1.00] 0.4454 0.0431 0.0094 0.0038 0.0218 0.9522 0.0000 0.0000 0.6726 [3.00  3.00] [4.00  4.00] 0.4929 0.3021 0.0968 0.1240 0.0178 0.6322 0.6944 0.0208 0.9712 
 
 
Table A2.3.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km = 3. 
The T class densities were modeled with three modes and superimposed on the ¯DNk NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DNk [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.7298 0.0030 0.0000 0.0000 0.0001 0.1541 0.0000 0.0000 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.5172 0.9867 0.0002 0.0221 0.0001 0.2648 0.0316 0.0004 0.0003 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.4014 0.2182 0.0012 0.0000 0.0001 0.7040 0.0000 0.0002 0.1482 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0895 0.1784 0.0000 0.0006 0.0032 0.7034 0.0035 0.0114 0.0006 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0062 0.3642 0.0000 0.0263 0.0574 0.1427 0.0638 0.0051 0.6499 
 
Legend - km = 1 km = 2 Neutral 
Legend - km = 1 km = 3 Neutral 
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Table A2.4.  p-values for comparison of mean error rates achieved with the Bayes classifier using km = 1 and km = 3. 
The T class densities were modeled with three modes and superimposed on the ¯DN° and ¯DNj NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N.  ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ¯N#. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ   ?N.,   ?N.,  ?N#.  
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DN° [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.9625 0.0025 0.0000 0.0000 0.0000 0.0779 0.0000 0.0000 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0264 0.0030 0.0000 0.0292 0.2717 0.0301 0.2266 0.1113 0.0372 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0000 0.4663 0.0000 0.0000 0.0051 0.0128 0.0000 0.0003 0.0000 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.8926 0.6218 0.0000 0.0000 0.0001 0.1376 0.0002 0.0002 0.0783 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.2080 0.0008 0.0029 0.1201 0.0016 0.1285 0.0534 0.0001 0.3801 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.1792 0.4335 0.0271 0.0008 0.3658 0.6347 0.0000 0.0001 0.0853 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0099 0.0157 0.0000 0.2167 0.9104 0.1742 0.0017 0.0006 0.6918 
Bayes classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DNj [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0612 0.0050 0.0000 0.0000 0.0255 0.1244 0.0000 0.0009 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.2853 0.0333 0.0001 0.0001 0.0008 0.0417 0.0000 0.0001 0.0010 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0549 0.7366 0.0000 0.0000 0.0029 0.0184 0.0000 0.0000 0.0079 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.2689 0.2391 0.0005 0.0009 0.0029 0.4951 0.0000 0.0000 0.2199 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0205 0.0522 0.0001 0.0462 0.0000 0.9204 0.0011 0.0000 0.0402 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.9440 0.2617 0.0000 0.0023 0.1127 0.0323 0.0000 0.0029 0.5776 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0046 0.0603 0.0000 0.9074 0.6871 0.0313 0.1743 0.0567 0.5632 
 Legend - km = 1 km = 3 Neutral 
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3. Convex-hull classifier performance (with clustering) for unimodal target density distributions 
Table A3.1.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km = 
2. The T class densities were modeled with one mode and superimposed on the ¯DNk, ¯DN°and ¯DNj NT class densities.  
 ¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ   ?N.  
Convex-hull classifier:  km = 1 vs. km = 2, # of T class modes = 1, NT class covariance = ¯DNk [0.00  0.00] 0.4563 0.0697 0.5151 0.4145 0.0001 0.6568 0.6642 0.0000 0.3360 [0.00  1.50] 0.0146 0.3563 0.1132 0.9138 0.0000 0.3319 0.8779 0.0251 0.2909 [1.50  1.50] 0.0243 0.8017 0.7115 0.1966 0.0814 0.7875 0.0977 0.3492 0.0845 [0.00  3.00] 0.0284 0.4411 0.7289 0.9957 0.4849 0.0596 0.5978 0.0778 0.0771 [3.00  3.00] 0.3141 0.0069 0.0002 0.0076 0.1742 0.0010 0.8085 0.8226 0.1138 
Convex-hull classifier:  km = 1 vs. km = 2, # of T class modes = 1, NT class covariance = ¯DN° [0.00  0.00] 0.3695 0.4653 0.9598 0.3867 0.0000 0.9268 0.3784 0.0000 0.3473 [0.00  1.50] 0.5512 0.3810 0.3373 0.6507 0.0016 0.7406 0.3467 0.0045 0.0936 [1.50  0.00] 0.0882 0.9733 0.9170 0.4796 0.0001 0.5668 0.0009 0.0037 0.1985 [1.50  1.50] 0.2215 0.0145 0.4636 0.8514 0.0030 0.1385 0.4132 0.1185 0.0354 [0.00  3.00] 0.0588 0.1701 0.0475 0.0158 0.3305 0.1058 0.5287 0.0085 0.4003 [3.00  0.00] 0.5547 0.2442 0.0911 0.1126 0.1647 0.6679 0.2946 0.0196 0.4417 [3.00  3.00] 0.2953 0.0121 0.0007 0.0122 0.2322 0.1565 0.5875 0.1281 0.0821 
Convex-hull classifier:  km = 1 vs. km = 2, # of T class modes = 1, NT class covariance = ¯DNj [0.00  0.00] 0.3920 0.2064 0.2792 0.5424 0.0000 0.3522 0.7141 0.0000 0.2664 [0.00  1.50] 0.3401 0.5921 0.6428 0.4467 0.0030 0.2844 0.4669 0.0023 0.0048 [1.50  0.00] 0.0412 0.0676 0.7176 0.5506 0.0000 0.6457 0.0195 0.0000 0.6739 [1.50  1.50] 0.8382 0.3269 0.0060 0.6750 0.9302 0.0846 0.4472 0.8134 0.4962 [0.00  3.00] 0.9793 0.5855 0.0000 0.0347 0.8997 0.0019 0.0793 0.2647 0.5277 [3.00  0.00] 0.1122 0.0002 0.0003 0.0475 0.0146 0.1215 0.7977 0.7985 0.9117 [3.00  3.00] 0.0157 0.0018 0.0230 0.0084 0.6923 0.0046 0.1875 0.0680 0.2630 
 
 
Legend - km = 1 km = 2 Neutral 
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Table A3.2.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km = 
3. The T class densities were modeled with one mode and superimposed on the ¯DNk, ¯DN°and ¯DNj NT class densities. 
 ¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ   ?N.  
Convex-hull classifier:  km = 1 vs. km = 3, # of T class modes = 1, NT class covariance = ¯DNk [0.00  0.00] 0.7430 0.2070 0.9878 0.4327 0.0000 0.1393 0.9066 0.0000 0.6969 [0.00  1.50] 0.0112 0.4204 0.0026 0.1802 0.0006 0.9274 0.2326 0.0051 0.0630 [1.50  1.50] 0.0604 0.0493 0.0026 0.0547 0.2280 0.0493 0.0587 0.3132 0.0219 [0.00  3.00] 0.0312 0.1355 0.0039 0.5473 0.0359 0.0087 0.2291 0.6182 0.0262 [3.00  3.00] 0.0047 0.0001 0.0000 0.0130 0.9773 0.0000 0.0223 0.4405 0.0133 
Convex-hull classifier:  km = 1 vs. km = 3, # of T class modes = 1, NT class covariance = ¯DN° [0.00  0.00] 0.8227 0.5228 0.0908 0.9577 0.0000 0.7746 0.1268 0.0000 0.8344 [0.00  1.50] 0.6821 0.1329 0.4258 0.8363 0.0000 0.1131 0.2693 0.0030 0.6868 [1.50  0.00] 0.1124 0.6728 0.4392 0.6865 0.0003 0.0300 0.0133 0.0000 0.1185 [1.50  1.50] 0.2661 0.2934 0.0002 0.1677 0.0070 0.0021 0.8550 0.6531 0.2524 [0.00  3.00] 0.3071 0.0080 0.0000 0.1109 0.4841 0.0033 0.4459 0.0002 0.0580 [3.00  0.00] 0.0453 0.0098 0.0000 0.0067 0.0117 0.0005 0.7999 0.0209 0.0758 [3.00  3.00] 0.0020 0.0004 0.0000 0.2797 0.0229 0.0004 0.8024 0.9051 0.0045 







Legend - km = 1 km = 3 Neutral 
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4. Convex-hull classifier performance (with clustering) for multi-modal target density 
distributions. 
Table A4.1.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km = 
2. The T class densities were modeled with two modes and superimposed on  ¯DNk and ¯DN° NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Convex-hull classifier:  km = 1 vs. km = 2, # of T class modes = 2, NT class covariance = ¯DNk [0.00  0.00] [1.00  1.00] 0.0895 0.0094 0.0027 0.4619 0.0642 0.0010 0.0540 0.2590 0.1541 [0.00  1.50] [1.00  2.50] 0.4668 0.0214 0.0072 0.0305 0.9233 0.0432 0.3684 0.0991 0.1489 [1.50  1.50] [2.50  2.50] 0.0133 0.3533 0.4626 0.6388 0.3677 0.6082 0.3989 0.1486 0.0007 [0.00  3.00] [1.00  4.00] 0.0060 0.0077 0.0101 0.3688 0.8616 0.2023 0.0317 0.8622 0.0366 [3.00  3.00] [4.00  4.00] 0.0013 0.0017 0.0000 0.0025 0.0987 0.0002 0.0152 0.1626 0.0539 




Legend - km = 1 km = 2 Neutral 
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Table A4.2.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km = 
2. The T class densities were modeled with two modes and superimposed on ¯DNj NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Convex-hull classifier:  km = 1 vs. km = 2, # of T class modes = 2, NT class covariance = ¯DNj [0.00  0.00] [1.00  1.00] 0.1635 0.0039 0.0007 0.0345 0.0000 0.0148 0.0016 0.0112 0.1941 [0.00  1.50] [1.00  2.50] 0.2549 0.2604 0.4540 0.0096 0.1172 0.7957 0.1715 0.0453 0.1017 [1.50  0.00] [2.50  1.00] 0.2051 0.2311 0.5007 0.0560 0.1912 0.2087 0.0117 0.2114 0.9314 [1.50  1.50] [2.50  2.50] 0.0213 0.0763 0.9398 0.6361 0.3039 0.4157 0.3962 0.9268 0.6838 [0.00  3.00] [1.00  4.00] 0.0039 0.3850 0.0109 0.2543 0.6443 0.0116 0.0931 0.0287 0.0002 [3.00  0.00] [4.00  1.00] 0.0003 0.0390 0.0004 0.7991 0.7165 0.0011 0.0183 0.1263 0.0080 [3.00  3.00] [4.00  4.00] 0.0046 0.0286 0.0002 0.0000 0.0429 0.0003 0.1011 0.6725 0.0000 
 
Table A4.3.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km  
= 3. The T class densities were modeled with three modes and superimposed on the ¯DNk NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Convex-hull classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DNk [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.0463 0.0000 0.0000 0.8506 0.0001 0.0009 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0011 0.0000 0.0000 0.8776 0.0000 0.0127 0.8276 0.0001 0.1817 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0241 0.9964 0.1018 0.1989 0.2206 0.0078 0.4224 0.1682 0.0615 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0392 0.2559 0.0062 0.1480 0.0104 0.0115 0.8434 0.0258 0.0107 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0000 0.0009 0.0000 0.0021 0.0134 0.0000 0.0039 0.0135 0.0001 
Legend - km = 1 km = 2 Neutral 
Legend - km = 1 km = 3 Neutral 
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Table A4.4.  p-values for comparison of mean error rates achieved with the convex-hull classifier using km = 1 and km = 
3. The T class densities were modeled with three modes and superimposed on the  ¯DN° and ¯DNj NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Convex-hull classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DN° [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0001 0.0000 0.0000 0.1355 0.0000 0.0000 0.1869 0.0001 0.0002 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0000 0.0000 0.0000 0.0039 0.0000 0.0003 0.0107 0.0000 0.0218 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0005 0.2043 0.0187 0.0116 0.0766 0.4888 0.0089 0.6201 0.0191 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.7474 0.0443 0.1326 0.0010 0.7776 0.3079 0.1092 0.9535 0.1653 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0004 0.1353 0.0050 0.9217 0.0002 0.0274 0.6849 0.0002 0.1045 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0002 0.0064 0.0000 0.0341 0.5561 0.0040 0.1535 0.3348 0.0057 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0002 0.0040 0.0000 0.0018 0.0117 0.0000 0.0176 0.0044 0.0030 
Convex-hull classifier:  km = 1 vs. km = 3, # of T class modes = 3, NT class covariance = ¯DNj [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.2320 0.0000 0.0000 0.0421 0.0000 0.0031 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.2676 0.0004 0.0033 0.5616 0.0013 0.3864 0.5381 0.0811 0.9118 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.7737 0.0016 0.5893 0.0443 0.8172 0.4207 0.2808 0.0018 0.0034 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0001 0.7927 0.0003 0.3014 0.1977 0.0055 0.0109 0.0020 0.0165 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0281 0.3887 0.0000 0.6523 0.8381 0.0128 0.7751 0.5953 0.0078 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0078 0.0223 0.0001 0.0089 0.4838 0.0000 0.1737 0.0354 0.0006 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0000 0.0041 0.0000 0.0000 0.0016 0.0000 0.0006 0.2586 0.0000 
 
 
Legend - km = 1 km = 3 Neutral 
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5. Comparison between Bayes and convex-hull classifiers (without clustering) applied to 
unimodal target density distributions. 
Table A5.1.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 1. The T class densities were modeled with one mode and superimposed on the ¯DNk, ¯DN°and ¯DNj NT class 
densities. 
 ¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ   ?N.          
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 1, NT class covariance = ¯DNk [0.00  0.00] 0.5054 0.2816 0.6007 0.5918 0.0000 0.2377 0.3939 0.0000 0.8278 [0.00  1.50] 0.5587 0.7159 1.0000 0.4167 0.0002 0.9454 0.5749 0.0020 0.9761 [1.50  1.50] 0.5625 0.8538 0.5893 0.1781 0.0249 0.7599 0.6129 0.2468 0.9478 [0.00  3.00] 0.9091 0.8576 0.1821 0.6409 0.7142 0.7416 0.5125 0.1063 0.5258 [3.00  3.00] 0.0481 0.7995 0.0109 0.5257 0.7512 0.1005 1.0000 0.4831 0.4383 
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 1, NT class covariance = ¯DN° [0.00  0.00] 0.7568 0.5103 0.6916 0.6624 0.0000 0.9561 0.0078 0.0000 0.4433 [0.00  1.50] 0.9879 0.7131 0.7334 0.3122 0.0000 0.8346 0.5998 0.0016 0.6082 [1.50  0.00] 0.6315 0.8332 0.9814 0.7600 0.0004 0.2551 0.7570 0.0000 0.8603 [1.50  1.50] 0.6883 0.2826 0.9850 0.9200 0.0307 0.6486 0.7138 0.7474 0.7262 [0.00  3.00] 0.2082 0.7289 0.5622 0.8462 0.0006 0.5659 0.8542 0.0003 0.7603 [3.00  0.00] 0.2862 0.6582 0.1191 0.9816 0.0079 0.7958 0.6879 0.0001 0.7891 [3.00  3.00] 0.1453 0.3298 0.4343 0.9868 0.6984 0.3333 0.9424 0.5833 0.5153 





Legend  -  Convex-hull (km=1) Bayes (km=1) Neutral 
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6. Comparison between Bayes and convex-hull classifiers (without clustering) applied to multi-
modal target density distributions. 
Table A6.1.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 1. The T class densities were modeled with two modes and superimposed on the ¯DNk and ¯DN° NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ́ 0.60  0.250.25  0.60µ ́ 0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ́ 0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ́ 0.18  0.070.07  0.18µ ́ 0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ́ 0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 2, NT class covariance = ¯DNk [0.00  0.00] [1.00  1.00] 0.0013 0.3034 0.0013 0.0000 0.0292 0.0060 0.0000 0.4989 0.0514 [0.00  1.50] [1.00  2.50] 0.0041 0.8042 0.0001 0.0472 0.2407 0.0178 0.0294 0.9088 0.0800 [1.50  1.50] [2.50  2.50] 0.0817 0.4051 0.0002 0.3460 0.6764 0.1682 0.4105 0.9305 0.4124 [0.00  3.00] [1.00  4.00] 0.0605 0.0141 0.0005 0.2224 0.7070 0.1896 0.9175 0.3452 0.0940 [3.00  3.00] [4.00  4.00] 0.2682 0.0919 0.0241 0.0728 0.1813 0.0066 0.1875 0.2185 0.1746 




Legend  -  Convex-hull (km=1) Bayes (km=1) Neutral 
183 
 
Table A6.2.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 1. The T class densities were modeled with two modes and superimposed on the ¯DNj NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ́ 0.60  0.250.25  0.60µ ́ 0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ́ 0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ́ 0.18  0.070.07  0.18µ ́ 0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ́ 0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 2, NT class covariance = ¯DNj [0.00  0.00] [1.00  1.00] 0.0406 0.5864 0.0002 0.0001 0.0000 0.0167 0.0000 0.1006 0.3007 [0.00  1.50] [1.00  2.50] 0.1536 0.1989 0.0005 0.1891 0.5960 0.2323 0.0745 0.0576 0.2289 [1.50  0.00] [2.50  1.00] 0.0602 0.6436 0.0143 0.3826 0.1473 0.2245 0.4627 0.1421 0.1015 [1.50  1.50] [2.50  2.50] 0.0226 0.1098 0.0083 0.5310 0.7997 0.1929 0.7696 0.8656 0.1510 [0.00  3.00] [1.00  4.00] 0.0664 0.2004 0.0005 0.4292 0.1805 0.0100 0.4470 0.4217 0.7240 [3.00  0.00] [4.00  1.00] 0.1956 0.5655 0.0051 0.0834 0.2239 0.0049 0.6373 0.3107 0.0676 [3.00  3.00] [4.00  4.00] 0.0990 0.1762 0.0191 0.8379 0.4300 0.3777 0.5498 0.0652 0.3348 
 
Table A6.3.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 1. The T class densities were modeled with three modes and superimposed on the ¯DNk NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.900.00  0.00µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 3, NT class covariance = ¯DNk [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0003 0.9797 0.0000 0.0083 0.0763 0.0316 0.0273 0.0812 0.0917 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.5402 0.5160 0.0413 0.0009 0.0811 0.2084 0.0000 0.0260 0.1242 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0001 0.0769 0.0001 0.1153 0.3202 0.0001 0.6154 0.6525 0.0672 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0003 0.1725 0.0000 0.2426 0.0534 0.0021 0.3170 0.0766 0.0591 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0010 0.0084 0.0000 0.0016 0.0040 0.0007 0.0990 0.0939 0.0011 
 
Legend  -  Convex-hull (km=1) Bayes (km=1) Neutral 
Legend  -  Convex-hull (km=1) Bayes (km=1) Neutral 
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Table A6.4.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 1. The T class densities were modeled with three modes and superimposed on the ¯DN°and ¯DNj NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 3, NT class covariance = ¯DN° [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0028 0.0882 0.0002 0.0066 0.3411 0.0196 0.0003 0.9300 0.1581 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0773 0.4556 0.0045 0.0001 0.0017 0.9534 0.0001 0.0089 0.2934 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0008 0.0557 0.0002 0.0207 0.6870 0.0177 0.0126 0.2908 0.4231 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0008 0.0029 0.0000 0.0093 0.0952 0.0004 0.3814 0.3228 0.0142 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0000 0.0505 0.0000 0.2061 0.0179 0.0112 0.1680 0.0000 0.1336 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0065 0.0317 0.0181 0.3620 0.5872 0.0306 0.7260 0.2060 0.0697 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0002 0.0001 0.0001 0.0013 0.0172 0.0002 0.2418 0.0059 0.0968 
Bayes vs. convex-hull classifier (km = 1), # of T class modes = 3, NT class covariance = ¯DNj [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.1124 0.9574 0.0001 0.0009 0.0001 0.6766 0.0056 0.0001 0.2949 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.1727 0.6322 0.0091 0.0171 0.0152 0.0877 0.0005 0.0023 0.1675 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0001 0.0195 0.0000 0.0028 0.0033 0.0000 0.0246 0.0000 0.0068 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0006 0.1558 0.0000 0.2118 0.2124 0.0082 0.3179 0.5621 0.0606 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.0048 0.0594 0.0000 0.0459 0.9878 0.0013 0.2515 0.7006 0.0069 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0001 0.0000 0.0000 0.0050 0.0080 0.0007 0.2009 0.0230 0.0632 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0005 0.0011 0.0000 0.0371 0.0587 0.0658 0.2847 0.2607 0.1457 
 
 
Legend  -  Convex-hull (km=1) Bayes (km=1) Neutral 
185 
 
7. Comparison between Bayes and convex-hull classifiers (with clustering) applied to multi-
modal target density distributions. 
Table A7.1.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 2. The T class densities were modeled with two modes and superimposed on the ¯DNk and ¯DN° NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.900.00  0.00µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes vs. convex-hull classifier (km = 2), # of T class modes = 2, NT class covariance = ¯DNk [0.00  0.00] [1.00  1.00] 0.0000 0.0001 0.0043 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.00  2.50] 0.0004 0.0005 0.4043 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  1.50] [2.50  2.50] 0.8077 0.0004 0.7704 0.0001 0.0001 0.1847 0.0000 0.0000 0.0014 [0.00  3.00] [1.00  4.00] 0.7885 0.0306 0.0115 0.0530 0.0032 0.7663 0.0128 0.0005 0.0000 [3.00  3.00] [4.00  4.00] 0.0035 0.0227 0.0000 0.0278 0.0280 0.0004 0.6122 0.0000 0.3348 
Bayes vs. convex-hull classifier (km = 2), # of T class modes = 2, NT class covariance = ¯DN° [0.00  0.00] [1.00  1.00] 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.00  2.50] 0.0004 0.0002 0.1880 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] [2.50  1.00] 0.0098 0.0040 0.9655 0.0002 0.0001 0.0011 0.0000 0.0001 0.0227 [1.50  1.50] [2.50  2.50] 0.0872 0.0001 0.5101 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 [0.00  3.00] [1.00  4.00] 0.3214 0.6178 0.0008 0.1032 0.2194 0.7428 0.0373 0.0142 0.0000 [3.00  0.00] [4.00  1.00] 0.4390 0.3179 0.0000 0.0425 0.1754 0.4568 0.0023 0.0005 0.5315 [3.00  3.00] [4.00  4.00] 0.0453 0.4204 0.0000 0.0761 0.0045 0.0225 0.2737 0.0000 0.7853 
 
 
Legend  -  Convex-hull (km=2) Bayes (km=2) Neutral 
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Table A7.2.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 2. The T class densities were modeled with two modes and superimposed on the ¯DNj NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.900.00  0.00µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes vs. convex-hull classifier (km = 2), # of T class modes = 2, NT class covariance = ¯DNj [0.00  0.00] [1.00  1.00] 0.0000 0.0035 0.0009 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.00  2.50] 0.0043 0.0001 0.6715 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] [2.50  1.00] 0.0038 0.0001 0.3622 0.0000 0.0000 0.0007 0.0000 0.0000 0.0000 [1.50  1.50] [2.50  2.50] 0.9045 0.0408 0.6087 0.0003 0.0000 0.1367 0.0000 0.0000 0.0004 [0.00  3.00] [1.00  4.00] 0.1172 0.3642 0.0299 0.0385 0.0003 0.7653 0.0038 0.0000 0.0136 [3.00  0.00] [4.00  1.00] 0.0211 0.4835 0.0006 0.0001 0.0036 0.1124 0.0016 0.0000 0.7592 [3.00  3.00] [4.00  4.00] 0.0000 0.0446 0.0003 0.0001 0.0436 0.0006 0.1026 0.0082 0.0003 
 
Table A7.3.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 3. The T class densities were modeled with three modes and superimposed on the ¯DNk NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.900.00  0.00µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes vs. convex-hull classifier (km = 3), # of T class modes = 3, NT class covariance = ¯DNk [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0000 0.0000 0.0070 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0805 0.0214 0.1542 0.0000 0.0001 0.3570 0.0000 0.0012 0.1072 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.7809 0.4543 0.0295 0.0001 0.0009 0.3100 0.0005 0.0036 0.0066 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0001 0.0413 0.0000 0.0175 0.1398 0.0000 0.8049 0.0134 0.0018 
Legend  -  Convex-hull (km=2) Bayes (km=2) Neutral 
Legend  -  Convex-hull (km=3) Bayes (km=3) Neutral 
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Table A7.4.  p-values for comparison of mean error rates achieved with the Bayes and convex-hull classifiers using km 
= 3. The T class densities were modeled with three modes and superimposed on the ¯DN°and ¯DNj NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.900.00  0.00µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes vs. convex-hull classifier (km = 3), # of T class modes = 3, NT class covariance = ¯DN° [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0002 0.0000 0.0083 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0000 0.0006 0.4799 0.0000 0.0003 0.0010 0.0000 0.0002 0.0000 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0356 0.0000 0.7344 0.0000 0.0000 0.1961 0.0005 0.0001 0.0003 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.4082 0.8941 0.1109 0.0799 0.0000 0.3257 0.0286 0.0002 0.0024 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.2817 0.0659 0.0000 0.0022 0.8276 0.0703 0.0000 0.0015 0.9940 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0108 0.1275 0.0000 0.3853 0.7274 0.0002 0.0558 0.0011 0.0363 
Bayes vs. convex-hull classifier (km = 3), # of T class modes = 3, NT class covariance = ¯DNj [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0019 0.0001 0.0224 0.0000 0.0000 0.0003 0.0000 0.0000 0.0000 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0003 0.0000 0.7693 0.0000 0.0002 0.0773 0.0000 0.0000 0.0165 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.2169 0.0090 0.0027 0.0011 0.0032 0.4440 0.0000 0.0001 0.7106 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.1505 0.3207 0.0027 0.0687 0.0002 0.6202 0.0007 0.0000 0.5232 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.5047 0.5534 0.0001 0.0410 0.0192 0.0003 0.0000 0.0052 0.1082 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0000 0.0101 0.0000 0.0003 0.3455 0.0000 0.0965 0.0481 0.0000 
 
 
Legend  -  Convex-hull (km=3) Bayes (km=3) Neutral 
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8. Comparison between Bayes (without clustering) and convex-hull (with clustering) classifiers 
applied to multi-modal target density distributions. 
Table A8.1.  p-values for comparison of mean error rates achieved using km = 1 for Bayes and km = 2 for convex-hull. 
The T class densities were modeled with two modes and superimposed on the  ¯DNk and ¯DN°  NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes (km = 1) vs. convex-hull (km = 2), # of T class modes = 2, NT class covariance = ¯DNk [0.00  0.00] [1.00  1.00] 0.0000 0.0560 0.0000 0.0000 0.8470 0.0000 0.0000 0.0602 0.0015 [0.00  1.50] [1.00  2.50] 0.0382 0.0408 0.0000 0.8453 0.3059 0.0018 0.0804 0.1337 0.7457 [1.50  1.50] [2.50  2.50] 0.2846 0.9421 0.0160 0.7325 0.5838 0.3833 0.9490 0.1681 0.0046 [0.00  3.00] [1.00  4.00] 0.9682 0.7908 0.2693 0.9194 0.8377 0.9640 0.0406 0.4829 0.4644 [3.00  3.00] [4.00  4.00] 0.0049 0.1016 0.0001 0.1464 0.9211 0.0292 0.4899 0.8224 0.5817 
Bayes (km = 1) vs. convex-hull (km = 2), # of T class modes = 2, NT class covariance = ¯DN° [0.00  0.00] [1.00  1.00] 0.0000 0.0014 0.0000 0.0000 0.0685 0.0000 0.0000 0.2633 0.0000 [0.00  1.50] [1.00  2.50] 0.0902 0.0650 0.0000 0.0299 0.4224 0.0009 0.1597 0.0003 0.0488 [1.50  0.00] [2.50  1.00] 0.0396 0.6826 0.0003 0.0552 0.6304 0.0000 0.0194 0.6941 0.0154 [1.50  1.50] [2.50  2.50] 0.0291 0.4086 0.0002 0.4639 0.3204 0.0022 0.5606 0.1493 0.0710 [0.00  3.00] [1.00  4.00] 0.0114 0.5052 0.9752 0.1779 0.3913 0.0427 0.3827 0.2845 0.0638 [3.00  0.00] [4.00  1.00] 0.5695 0.2765 0.0091 0.0137 0.2378 0.1838 0.1447 0.7361 0.3222 [3.00  3.00] [4.00  4.00] 0.6303 0.1058 0.0537 0.9941 0.8913 0.6030 0.3675 0.0897 0.4135 
 Legend  -  Convex-hull (km=2) Bayes (km=1) Neutral 
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Table A8.2.  p-values for comparison of mean error rates achieved using km = 1 for Bayes and km = 2 for convex-hull. 
The T class densities were modeled with two modes and superimposed on the ¯DNj  NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ ?N.,  ?N.  
Bayes (km = 1) vs. convex-hull (km = 2), # of T class modes = 2, NT class covariance = ¯DNj [0.00  0.00] [1.00  1.00] 0.0037 0.0281 0.0000 0.0199 0.6394 0.0000 0.0002 0.2585 0.0387 [0.00  1.50] [1.00  2.50] 0.8555 0.9951 0.0045 0.1032 0.2745 0.1288 0.5060 0.3289 0.7770 [1.50  0.00] [2.50  1.00] 0.3362 0.3470 0.0018 0.2418 0.9175 0.0233 0.0486 0.7492 0.0460 [1.50  1.50] [2.50  2.50] 0.5519 0.9904 0.0155 0.3645 0.4204 0.5494 0.6409 0.7847 0.1031 [0.00  3.00] [1.00  4.00] 0.2005 0.6543 0.2803 0.7392 0.4737 0.3693 0.2945 0.1106 0.0014 [3.00  0.00] [4.00  1.00] 0.0225 0.1886 0.0517 0.1357 0.3988 0.1448 0.0474 0.6682 0.5248 [3.00  3.00] [4.00  4.00] 0.0000 0.1967 0.0009 0.0000 0.3501 0.0019 0.2963 0.3620 0.0034 
 
 
Table A8.3.  p-values for comparison of mean error rates achieved using km = 1 for Bayes and km = 3 for convex-hull. 
The T class densities were modeled with three modes and superimposed on the ¯DNk NT class density. 
 
¯N. ´0.60  0.000.00  0.60µ ´0.60  0.250.25  0.60µ ́ 0.60  0.000.00  0.20µ ´0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ́ 0.90  0.000.00  0.30µ ´1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ́ 1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ´0.24  0.100.10  0.24µ ́ 0.24  0.000.00  0.08µ ´0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ́ 0.36  0.000.00  0.12µ ´0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ́ 0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ´0.18  0.070.07  0.18µ ́ 0.18  0.000.00  0.06µ ´0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ́ 0.27  0.000.00  0.09µ ´0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ́ 0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes (km = 1) vs. convex-hull (km = 3), # of T class modes = 3, NT class covariance = ¯DNk [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.0001 0.0000 0.0000 0.0299 0.0018 0.0000 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0001 0.0000 0.0000 0.0007 0.0000 0.0007 0.0000 0.0000 0.0239 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.2540 0.1291 0.1190 0.7775 0.7658 0.5060 0.7912 0.2742 0.9404 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.4703 0.0295 0.8268 0.9844 0.4152 0.3724 0.4025 0.6888 0.2542 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0166 0.2244 0.0000 0.4586 0.5662 0.0000 0.1023 0.3039 0.0021 
 
Legend  -  Convex-hull (km=3) Bayes (km=1) Neutral 
Legend  -  Convex-hull (km=2) Bayes (km=1) Neutral 
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Table A8.4.  p-values for comparison of mean error rates achieved using km = 1 for Bayes and km = 3 for convex-hull. 
The T class densities were modeled with three modes and superimposed on the ¯DN°and ¯DNj NT class densities. 
 
¯N. ´0.60  0.000.00  0.60µ ́ 0.60  0.250.25  0.60µ ´0.60  0.000.00  0.20µ ́ 0.90  0.000.00  0.90µ ´0.90  0.450.45  0.90µ ´0.90  0.000.00  0.30µ ́ 1.10  0.000.00  1.10µ ´1.10  0.500.50  1.10µ ´1.10  0.000.00  0.50µ ¯N. ´0.24  0.000.00  0.24µ ́ 0.24  0.100.10  0.24µ ´0.24  0.000.00  0.08µ ́ 0.36  0.000.00  0.36µ ´0.36  0.180.18  0.36µ ´0.36  0.000.00  0.12µ ́ 0.44  0.000.00  0.44µ ´0.44  0.200.20  0.44µ ´0.44  0.000.00  0.20µ ¯N#. ´0.18  0.000.00  0.18µ ́ 0.18  0.070.07  0.18µ ´0.18  0.000.00  0.06µ ́ 0.27  0.000.00  0.27µ ´0.27  0.140.14  0.27µ ´0.27  0.000.00  0.09µ ́ 0.33  0.000.00  0.33µ ´0.33  0.150.15  0.33µ ´0.33  0.000.00  0.15µ   ?N.,   ?N.,  ?N#.  
Bayes (km = 1) vs. convex-hull (km = 3), # of T class modes = 3, NT class covariance = ¯DN° [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000 0.0000 0.0000 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0000 0.0000 0.0000 0.0000 0.0000 0.0008 0.0000 0.0000 0.0114 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.7056 0.0039 0.0000 0.9960 0.0496 0.1289 0.8903 0.6477 0.1019 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.0102 0.0001 0.0000 0.3904 0.0819 0.0028 0.4220 0.3868 0.1330 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.8281 0.0053 0.6550 0.4276 0.1199 0.7849 0.4816 0.8171 0.0094 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.0305 0.2301 0.0000 0.2648 0.3185 0.0389 0.2579 0.0348 0.1302 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.9849 0.2619 0.0043 0.6908 0.6303 0.0012 0.1748 0.3412 0.0294 
Bayes (k=1) vs. convex-hull (k=3), # of T class modes = 3, NT class covariance = ¯DNj [0.00  0.00] [1.25  1.25] [−1.00  0.50] 0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000 0.0008 0.0009 [0.00  1.50] [1.25  2.75] [−1.00  2.00] 0.0417 0.0008 0.0000 0.0038 0.0000 0.0104 0.0000 0.0002 0.1126 [1.50  0.00] [2.75  1.25] [0.50  0.50] 0.0026 0.0000 0.0000 0.2270 0.0098 0.0005 0.4076 0.2256 0.7182 [1.50  1.50] [2.75  2.75] [0.50  2.00] 0.9693 0.0811 0.3495 0.9942 0.8813 0.2283 0.0854 0.0040 0.4411 [0.00  3.00] [1.25  4.25] [−1.00  3.50] 0.2706 0.0075 0.2062 0.5192 0.8283 0.4827 0.4884 0.9797 0.2483 [3.00  0.00] [4.25  4.25] [2.00  0.50] 0.3685 0.0550 0.0065 0.3770 0.0855 0.0080 0.7191 0.6879 0.0109 [3.00  3.00] [4.25  4.25] [2.00  3.50] 0.0000 0.0410 0.0000 0.0008 0.1455 0.0000 0.0085 0.9473 0.0000 
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