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Abstract
The Cartan–Dieudonné–Scherk (CDS) Theorem of Algebraic Group Theory asserts that
for fields of characteristic different from 2, every generalized orthogonal matrix can be written
as the product of a certain minimal number of generalized symmetries. When computing over
R or C, these symmetries are called “Householder matrices” in Numerical Linear Algebra.
They play an important role in orthogonal elimination and the QR factorization of matrices.
This note gives constructive proofs of a number of results to generate a generalized real (or
complex) orthogonal (or unitary) matrix as the product of generalized Householder matrices.
The proofs are patterned after the standard Householder elimination practises of Numerical
Analysis. The original proofs of the CDS Theorem of around 50 years ago were not construc-
tive but relied on the nonexistence of certain isotropic subspaces with respect to the underlying
generalized inner product. © 2001 Elsevier Science Inc. All rights reserved.
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1. The real and complex field case with the euclidean inner product
We start by describing an arbitrary real orthogonal matrix U as the product of n
Householder matrices H = I − 2uuT each defined for a column vector u ∈ Rn that
is derived explicitly from the matrix entries of U. The analogous result holds for
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complex unitary U and complex Householder matrices H = I − 2uu∗. See e.g. [5,
Chapters 5.1, 5.2] for the well-known properties of real and complex Householder
matrices.
Theorem 1. Every real orthogonal n × n matrix U is the product of at most n real
orthogonal Householder transformations.
This also is true for complex unitary U and complex Householders.
Proof. By using n− 1 real orthogonal Householder transforms Hi = In − 2uiuTi
where uTi ui = 1 as elimination matrices, we can upper triangularize the given real
orthogonal matrix U as
Hn−1Hn−2 · · ·H2H1U = R.
The unit vectors ui that define each Hi are routinely computed from U and are used
in the Hessenberg reduction and the numerical QR factorization of matrices; see e.g.
[5, Chapters 5.1.2–5.1.6 and 5.2.1].
Note that R is both upper triangular and orthogonal as a product of orthogonals.
Looking at the identity In = RTR establishes that R is diagonal with diagonal entries
equal to ±1. A diagonal entry of −1 occurs in R only for the sake of numerical
stability, see e.g. [5, Chapter 5.1.3]. For our euclidean inner product case, it is well
understood that r11 = · · · = rn−1,n−1 = 1 can be achieved for the first n− 1 diag-
onal entries of R. If the last diagonal entry turns out as rnn = −1, we set Hn :=
In − 2eneTn and consequently we obtain that
HnR = HnHn−1 · · ·H1U = In.
As each Householder matrix Hi is its own inverse, we have expressed
U = H1 · · ·Hn
as the product of n Householder matrices if rnn = −1 in R, and as
U = H1 · · ·Hn−1,
or as the product of n− 1 such matrices if rnn = 1 in R. Thus every real orthogonal
matrix U can be written as the product of at most n Householder matrices derived
constructively from U.
The above argument carries over verbatim to the complex unitary case, with the
slight change that |rii | = 1 in R. More specifically, rii = 1 can again be achieved for
all i < n with judicious choices for the individual complex Householder transforms
Hi . These may or may not coincide with the proper numerical choices for Hi . 
An even tighter bound than n factors can be obtained constructively for the euclid-
ean real orthogonal or the complex unitary case. This bound equals the theoretical
optimal bound of the Cartan–Dieudonné–Scherk Theorem below.
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Theorem 2. Every real orthogonal n × n matrix U is the product of n−m real
orthogonal Householder matrices for m = dim(ker(U − In)).
The analogous result again holds for complex unitary matrices and complex House-
holder transforms.
Proof. If U = In, then m := dim(ker(U − In)) = n and thus n−m = 0. Clearly
U = I is the empty product of Householder matrices.
If U /= In, then a vector x /= 0 can readily be found with Ux /= x. Without loss
of generality assume that x is normalized so that xTx = 1.
Set
v := Ux − x‖Ux − x‖2 /= 0
for the euclidean 2-norm of Rn. Note that vTv = 1 and ‖Ux − x‖22 = 2 − 2xTUx.
For the Householder transformHv := In − 2vvT our aim is to show that HvU has
an eigenspace EHvU (1) for the eigenvalue 1 that contains the eigenspace EU(1) for
the eigenvalue 1 of U and that is at least one dimension larger, i.e., dim(EHvU (1)) 
dim(EU(1))+ 1 and EU(1) ⊂ EHvU (1). To show this we compute
HvUx = (I − 2vvT)Ux = Ux − 2vvTUx
= Ux − 2
2 − 2xTUx (Ux − x)(Ux − x)
TUx
= Ux − 1
1 − xTUx (Ux − x)(x
TUTUx − xTUx)
= Ux − (Ux − x) = x.
Observe that v ⊥ EU(1). For if w ∈ EU(1), then Uw = w and
(αv)Tw = (Ux − x)Tw = xTUTw − xTw = xTw − xTw = 0
for α = ‖Ux − x‖2 since UTw = w as well for the orthogonal matrix UT = U−1.
Observe further that for all vectors y ⊥ v we have Hvy = y since
Hvy = (I − 2vvT)y = y − 2vvTy = y.
Thus for all vectors w ∈ EU(1) ⊥ v we have HvUw = Hvw = w, or
EU(1) ⊂ EHvU (1).
Further
{0} /= span{v} ⊂ EHvU (1) for v /∈ EU(1)
yields
dim(ker(HvU − In))  dim(ker(U − In))+ 1 = n−m+ 1.
We can continue inductively with HvU in place of U until
n = dim(ker(Hz · · ·HyHvU − In)),
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i.e., until Hz · · ·HyHvU = In. As the eigenspace dimension for λ = 1 increases by
at least one in each subsequent update · · ·HyHvU , this process will terminate after
at most n−m = n−dim(ker(U − In)) steps, i.e., each real orthogonal n × n matrix
U = H1 · · ·Hn−m
can be expressed as the product of at most n−dim(ker(U − In)) real orthogonal
Householder matrices that can be determined constructively from the entries of U.
The identical proof works for complex unitary matrices U = U∗ if the transpose
operations are replaced with taking complex conjugate transposes throughout. 
2. The general case for a generalized inner product space
The most general known result in this area hails from the theory of algebraic
groups and is due to Cartan [2], Dieudonné [3], and Scherk [6].
For a field F with char F /= 2 consider an arbitrary nonsingular and symmetric
matrix S = ST ∈ Fnn. S defines a generalized inner product on the vector space Fn
xTSx ∈ F for all x ∈ Fn.
In general, the map xTSx : Fn → F is not positive definite in the real numbers sense,
nor is it anisotropic in general. In fact, the field F itself may not be ordered.
For such a matrix S we define the S-orthogonal group of matrices in Fnn as
{U ∈ Fnn | UTSU = S}.
This generalizes the standard orthogonal matrix group for which S = In. Clearly
every S-orthogonal matrix is nonsingular. Amongst the S-orthogonal matrices that
are rank one perturbations of the identity matrix In, the S-Householder matrices
Hu := In − 2uuTS for uTSu = 1
play a special role. Clearly if F = R and S = I , then everything looks like and works
as in Section 1.
Cartan–Dieudonné–Scherk Theorem (CDS Theorem). If char F /= 2 and S =
ST ∈ Fnn is nonsingular and symmetric, then for every S-orthogonal matrix U ∈
Fnn the minimal number of factors that express U as the product of generalized S-
Householder matrices is n−dim(ker(U − In)), unless S(U − In) is skew-symmetric.
If S(U − In) is skew-symmetric, then the same statement holds with n−dim(ker(U
− In))+ 2 S-Householder matrices.
The earliest result in this vein was given by Cartan in 1938 [2] for F = R or C,
arbitrary nonsingular and symmetric S, and with the upper bound on the number of
S-Householder matrix factors equal to n. In 1949, Dieudonné [3] extended Cartan’s
result to arbitrary fields F with char F /= 2, again with at most n factors. Scherk [6]
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finally lowered the bound over arbitrary fields of characteristic different from two
to the above optimal value in 1950. More recent expositions of this fundamental
theorem of algebraic groups can be found in [1,4,7].
In light of the CDS Theorem over the real or complex numbers with the euclidean
inner product, i.e., with S = In, note that Theorem 2 does not consider the case that
S(U − In) may be skew. This is so because of:
Lemma 1. If U is real orthogonal and U − In is skew-symmetric, then U = In.
Proof. If U − In is skew, thenUT + U = 2In, orU−1 + U = 2I since UT = U−1.
The Schur normal form of the orthogonal matrix U is real diagonal, i.e.,XTUX = D
for some X with XTX = In and D = diag(di) with 0 /= di ∈ R. Thus U = XDXT
and U−1 = XD−1XT make
U−1 + U = XD−1XT + XDXT = 2In
or
D−1 +D = 2In
since XTX = I . Hence each diagonal entry di of D satisfies (1/di)+ di = 2 or d2i −
2di + 1 = 0, making di = 1 for each i. Thus necessarily U = In if U − In is skew-
symmetric. 
For a general real nonsingular symmetric matrix S = ST ∈ Rnn, we are only able
to prove the weaker result constructively that every S-orthogonal matrix U is the
product of at most 2n− 1 S-Householder matrices. Our proof relies on the equiva-
lence of S-orthogonality to that of D-orthogonality for a certain diagonal matrix D
associated with S.
The following facts relate S-Householder matrices to specific diagonal matrix
D-Householder ones.
If S = ST = XDXT ∈ Rnn for XTX = In and D = diag(di) with di /= 0 ∈ R,
then
1. HS,u := In − 2uuTS for uTSu = 1 is S-orthogonal, while HD,XTu := In −
2XTuuTXD is D-orthogonal.
2. HS,Xv = XHD,vXT with (Xv)TSXv = 1 for HD,v = In − 2vvTD with vTDv =
1.
3. If U = XVXT, then U is S-orthogonal if and only if V = XTUX is D-orthogonal
where S = XDXT.
These facts allow us to reduce the problem of generating a given S-orthogonal
matrix U as the product of S-Householder matrices to the apparently simpler one for
V = XTUX and diagonal matrix D-orthogonality instead.
Theorem 3. Every real n× n S-orthogonal matrix U is the product of at most 2n−
1 S-Householder matrices Hi .
The analogous result holds for S-unitary complex matrices.
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For simplicity we omit all mention of the obvious extension to the complex case
from now on.
The proof of Theorem 3 relies on two lemmas in which we use the “generalized
square D-semi-norm” ‖a‖2D := aTDa for vectors a ∈ Rn and a diagonal matrixD =
diag(di) with 0 /= di ∈ R.
Lemma 2. Let D = diag(di) ∈ Rnn be nonsingular.
1. If a /= b ∈ Rn with ‖a‖2D = ‖b‖2D /= 0 and u := (a − b)/‖a − b‖D provided that
‖a − b‖2D /= 0, then Hu := In − 2uuTD is a D-Householder matrix that maps a
to b = Hua.
2. If a /= −b ∈ Rn with ‖a‖2D = ‖b‖2D /= 0 and u := (a + b)/‖a + b‖D provided
that ‖a + b‖2D /= 0, thenHu := In − 2uuTD is a D-Householder matrix that maps
a to −b = Hua.
Proof. We only prove part 2; part 1 is analogous.
Hua = (In − 2uuTD)a
= a − 2(a + b)(a + b)
TDa
(a + b)TD(a + b)
= a − 2(a + b)(a
TDa + bTDa)
aTDa + bTDa + aTDb + bTDb
= a − 2(a + b)(a
TDa + bTDa)
2(aTDa + bTDa)
= a − (a + b) = −b. 
Lemma 3. Given a, b ∈ Rn with aTDa = bTDb /= 0 for a nonsingular diagonal
matrix D ∈ Rnn, then at least one of ‖a + b‖2D or ‖a − b‖2D must be nonzero.
Lemma 3 is the constructive analogue to the nonexistence of multidimensional
isotropic subspaces for nonsingular quadratic forms that was previously used for
proving these results, see e.g. [6].
Proof. If both (a + b)TD(a + b) = 0 and (a − b)TD(a − b) = 0, then
(a + b)TD(a + b)= aTDa + bTDa + aTDb + bTDb
= 2aTDa + 2aTDb = 0,
and likewise for the vector difference
(a − b)TD(a − b)=2aTDa − 2aTDb = 0 .
Adding the two equations makes aTDa = 0, a contradiction. 
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Proof of Theorem 3. If S = XDXT for a nonsingular diagonal matrix D andXTX =
I , and if U is S-orthogonal, it is enough to work with the D-orthogonal matrix
V = XTUX instead due to our earlier discourse.
If
V =

 |a ∗
|


is D-orthogonal, then V TDV = D by definition, or
(
— aT —
∗
)


d1 0
.
.
.
0
.
.
.



 |a ∗
|


=
(
aTDa ∗
∗ ∗
)
=


d1 0
.
.
.
0
.
.
.

 .
Thus for the first column a of V we have aTDa = d1 /= 0 since D is nonsingu-
lar. We use Lemma 2 with aTDa = d1 = eT1De1 /= 0: If ‖a − e1‖D /= 0, take u :=
(a − e1)/‖a − e1‖D and otherwise set u := (a + e1)/‖a + e1‖D thanks to Lemma
3. With H := Hu = I − 2uuTD, we have Ha = e1 in the first case, while Ha =
−e1 from Lemma 2 in the latter case. If we apply H to V, the product
HV =


±1 ∗
0
... ∗
0


is again D-orthogonal, i.e., (HV )TDHV = D. In more detail
D = (HV )TDHV = V THTDHV = V TDV
=
(±1 0 . . . 0
∗ ∗
)


d1 0
.
.
.
0
.
.
.




±1 ∗
0
... ∗
0


=
(
d1 ±d1∗
±d1∗ ∗
)
=


d1 0
.
.
.
0
.
.
.


makes the first row
(±1 ∗) of HV equal to ±eT1 . Thus
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HV =


±1 0 . . . 0
0
... V2
0


with
D =


±1 0 . . . 0
0
... V T2
0


(
d1 0
0 D2
)


±1 0 . . . 0
0
... V2
0


=
(
d1 0
0 V T2 D2V2
)
=
(
d1 0
0 D2
)
.
Here the (n− 1)× (n− 1) matrix V2 is D2-orthogonal for the (n− 1)× (n− 1)
diagonal matrix D2 = diag(d2, ..., dn), and induction on n establishes the existence
of n− 1 D-Householder transforms Hi with
Hn−1 · · ·H1V = diag(±1) =: I± .
Clearly I± is D-orthogonal, but unfortunately for our constructive technique, it is not
a D-Householder matrix as in the euclidean case of Theorem 1. If the ith diagonal
entry in I± is −1, then for
Hi := In + 2eie
T
i D
eTi Dei
the product HiI± has the same entries as I±, except for its ith diagonal entry which
has changed from −1 in I± to +1 in HiI±. This follows from HiI±ei = Hi(−ei) =
−ei + 2ei = ei . Thus at most n further D-Householder transformations will trans-
form I± to the identity In, making the total number of factors be at most 2n− 1.

The above construction gives a much larger lower bound of 2n− 1 for the mini-
mal number of S-Householder matrix factors of an S-orthogonal real matrix U than
the CDS Theorem does for arbitrary inner product spaces or Theorem 1 does for
euclidean spaces. While the orthogonal elimination approach allows us to obtain the
CDS Theorem in the euclidean case in Theorem 2, an equally powerful construc-
tive proof appears to be quite elusive at the moment for the indefinite inner product
case. In particular, the Scherk extension to n−dim(ker(U − In)) factors may require
different constructive methods than our numerical analysis inspired ones. This is so,
because even if x /= 0 does not belong to the eigenspace for λ = 1 of U, there is
no assurance that ‖Ux − x‖S /= 0, so that our construction of proof for Theorem 2
appears not to be applicable in the indefinite inner product case.
This note revisits the well-known Fundamental Theorem of Algebraic Groups as
the CDS Theorem is often called. Theorems 1–3 are weaker versions that follow
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readily from it. Yet their proofs are new, elementary, and constructive. A complete
constructive proof of the CDS Theorem still is a major open challenge in Matrix
Theory. Trying to do so with methods from Numerical Analysis seems appropriate
at this time due to the emergence and the power of nonorthogonal versions of the QR
matrix eigenvalue algorithm in [8,9] for example.
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