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Abstract
Clustered observations are ubiquitous in controlled and observational studies and arise
naturally in multicenter trials or longitudinal surveys. I present two novel models for the
analysis of clustered observations where the marginal distributions are described by a lin-
ear transformation model and the correlations by a joint multivariate normal distribution.
Both models provide analytic formulae for the marginal distributions, one of which fea-
tures directly interpretable parameters. Owing to the richness of transformation models,
the techniques are applicable to any type of response variable, including bounded, skewed,
binary, ordinal, or survival responses. I present re-analyses of five applications from dif-
ferent domains, including models for non-normal and discrete responses, and explain how
specific models for the estimation of marginal distributions can be defined within this
novel modelling framework and how the results can be interpreted in a marginal way.
Keywords: conditional mixed models, marginal models, marginal predictive distributions, sur-
vival analysis, categorical data analysis.
1. Introduction
Linear transformation models for the conditional distribution function
P(Y ≤ y |X = x) = F
(
h(y)− x>β
)
(1)
of some univariate and at least ordered response Y given a configuration x of explanatory
variables X are defined by three objects: An “inverse link function” F , a linear predictor
x>β with regression coefficients β excluding an intercept, and a monotone non-decreasing
transformation, or “intercept”, function h. Only β and h are unknowns to be estimated from
data whereas F defines the scale linearity of the effects is assumed upon. This model class
covers many prominent regression models, such as normal, log-normal, Weibull, or Cox models
for absolute continuous responses, binary models with different link functions, proportional
odds and hazards cumulative models for ordered responses, and many less well-known or even
novel models (see Table 1 in Hothorn et al. 2018, for an overview on models and corresponding
parameter interpretations).
Herein, I address the problem of formulating and estimating linear transformation models in
the presence of cluster-correlated observations arising, for example, in multicenter trials or
when a subject is repeatedly examined over time. In contrast to many methods in the mixed-
effects and frailty literature primarily aiming at explanation, that is, inference for regression
coefficients β in the presence of correlated observations, the focus of this paper is on inference
ar
X
iv
:1
91
0.
09
21
9v
1 
 [s
tat
.M
E]
  2
1 O
ct 
20
19
2 Linear Transformation Models for Clustered Observations
for marginal distributions. Two novel transformation models are presented in Section 2 and
both provide simple analytic expressions for marginal predictive distributions of the form (1).
Marginal predictive distributions with interpretable parameters are easy to derive from normal
linear mixed-effects models and binary probit generalised linear mixed-effects models as well
as from some frailty models using a copula representation (Goethals et al. 2008). Regression
coefficients in other generalised linear mixed-effects or frailty models for non-normal responses
(binary logistic, Poisson, or Cox normal frailty models, for example) only have a conditional
interpretation, that is, given unobservable random effects. It is possible to obtain the marginal
distribution by integrating out the random effects, however, the simple interpretability of
the fixed-effects regression coefficients is then lost. In contrast, marginal models allowing
a marginal interpretation of effects cannot be defined in an unambiguous way without the
specification of a joint distribution and I refer to Lee and Nelder (2004) and Muff et al. (2016)
for a broader discussion of these issues.
Transformation models for correlated observations have been studied mostly in the survival
analysis context. Parameter estimation is typically performed by non-parametric maximum
likelihood estimation (Cai et al. 2000; Zeng et al. 2017) where the transformation function h is
only allowed to jump at distinct observed event times. Lin et al. (2017) even go a step further
and propose a maximum rank correlation estimator for estimating the regression coefficients β
along with the mean of random effects without any specification of F , h, or a distribution for
the random effects. While this model is extremely general, interpretation of the parameters
is unclear and predictive distributions cannot be derived. Transformation models estimated
in a fully parametric way (for independent or correlated observations, Manuguerra and Heller
2010; McLain and Ghosh 2013; Hothorn et al. 2014, 2018; Garcia et al. 2019; Klein et al.
2019; Tang et al. 2018; Sun and Ding 2019) are practically as flexible as semiparametrically
estimated models yet technically much easier to handle and I therefore follow this approach by
choosing low-dimensional problem-specific parameterisations of the transformation function h.
The results presented herein allow the formulation and estimation of models for the joint
multivariate distribution of clustered non-normally distributed responses. The marginal dis-
tributions obtained from the joint distribution feature directly interpretable marginal effects.
Analytic formulae of the log-likelihood and the corresponding score function for absolute con-
tinuous and potentially non-normal responses observed without censoring are available. For
censored and discrete observations, evaluation of the likelihood requires evaluation of multi-
variate normal probabilities, however, in low dimensions such that the approximation error
can be made arbitrarily small in reasonable time. Applications from five different domains
presented in Section 3 highlight that the methodology helps to unify models and inference
procedures for clustered observations across traditionally compartmentalised sub-disciplines
of statistics.
2. Methods
The conditional distribution of some response Y ∈ Ξ given explanatory variables x shall
be estimated from i = 1, . . . , N independent observational units (subjects or clusters), each
consisting of Ni correlated observations of the response Y i = (Yi1, . . . , YiNi)
> ∈ ΞNi . While
refraining to specify a certain parametric joint multivariate distribution for Y i, I assume
that probabilities on the scale of a suitable transformation of Y i can be evaluated using a
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multivariate normal distribution whose structured covariance matrix captures the correlations
between the transformed elements of Y i. The aim of this paper is to simultaneously estimate
the transformation, regression coefficients, and the structured covariance from data using
models which emphasise predictive distributions and parameter interpretability.
The non-decreasing transformation function h : Ξ→ R is applied element-wise to the response
vector hNi(Y i) = (h(Yi1), . . . , h(YiNi))
>. Together with Y i, one observes a corresponding
fixed effects design matrix Xi = (xi1 | · · · | xiNi)> ∈ RNi×Q of full rank and a random effects
design matrix U i = (ui1 | · · · | uiNi)> ∈ RNi×R. I propose to study models for the joint
distribution function of Y i given Xi and U i of the form
P(Y i ≤ y |Xi,U i) = ΦNi
(
Di(γ)Φ
−1
Ni
(FNi{Di(γ)−1[hNi(y)−Xiβ]}) | 0Ni ,Σi(γ)
)
. (2)
Here, ΦNi (· | 0Ni ,Σi(γ)) is the distribution function of an Ni-dimensional normal with mean
zero and structured covariance matrix
Σi(γ) := U iΛ(γ)Λ(γ)
>U>i + INi
as defined by the random effects design matrix and a Cholesky factor Λ(γ) ∈ RR×R depending
on variance parameters γ ∈ RR(R+1)/2. A positive-semidefinit covariance matrix Σi(γ) is given
under the constraint Diag(Λ(γ)) ≥ 0. The key component is the shifted transformation
hNi(y)−Xiβ modelling the impact of the fixed effects on the transformed scale.
The transformation function h, the regression coefficients β, and the variance parameters γ
are unknowns to be estimated from data. In (2), Φ−1Ni (p) = (Φ
−1(p1), . . . ,Φ−1(pNi))> applies
the quantile function Φ−1 of the standard normal element-wise to some vector of probabilities
p = (p1, . . . , pNi)
> ∈ (0, 1)Ni . Furthermore, F : R → R is an a priori defined cumulative
distribution function of some absolute continuous distribution with log-concave density f ;
FNi and fNi are the element-wise applications of F and f , respectively.
For absolute continuous responses Y i ∈ RNi , model (2) implies that the latent variable
Zi := Di(γ)Φ
−1
Ni
(FNi{Di(γ)−1[hNi(Y i)−Xiβ]}) ∈ RNi
defined as an element-wise transformation of the observations Y i follows a multivariate normal
distribution Zi ∼ NNi (0Ni ,Σi(γ)).
parameterisation of the transformation function as hNi(y) = A(y)ϑ where A(y) = (a(y1) |
· · · | a(yNi))> ∈ RNi×P is the matrix of evaluated basis functions a : Ξ → RP . Choices of
basis functions a are problem-specific and several options are discussed in Section 3 and, in
more detail, in Hothorn et al. (2018) and Hothorn (2018).
For F 6= Φ, two different choices of the diagonal matrix Di(γ) ∈ RNi×Ni leading to different
model interpretations are discussed in Section 2.3. We start with the simpler case F = Φ,
where the transformation of Y i simplifies to Zi = hNi(Y i)−Xiβ = A(Y i)ϑ−Xiβ.
2.1. Connection to Normal Linear Mixed-effects Models
Model (2) contains the normal linear mixed-effects model as a special case. Consider the
normal linear mixed-effects model in its standard notation
Y i = α+Xiβ˜ +U iRi + σεi (3)
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with random effects Ri ∼ NR(0R,G(γ)), residuals εi ∼ NNi(0Ni , INi) under the assumption
Ri ⊥ εi, intercept α ∈ R and residual standard deviation σ ∈ R+. This model can be
reformulated as a model for the joint multivariate distribution
Zi =
Y i − α−Xiβ˜
σ
= U iσ
−1Ri + εi ∼ NNi
(
0Ni ,U iΛ(γ)Λ(γ)
>U>i + INi
)
(4)
based on the relative covariance factorisation σ−2G(γ) = Λ(γ)Λ(γ)> ∈ RR×R. This is model
(2) with F = Φ, linear transformation hNi(Y i) = (σ
−1(Yi1 − α), . . . , σ−1(YiNi − α))> =
A(Y i)ϑ with linear basis functions a(y) = (y,−1)> and parameters ϑ = (σ−1, ασ−1)>, and
finally fixed effects β = σ−1β˜.
Using this notation, the conditional distribution function of some element y ∈ Ξ of Y , condi-
tional on x, u, and unobservable random effects R = r, is
P(Y ≤ y | x,u, r) = Φ
(
a(y)>ϑ− x>β − σ−1u>r
)
.
The marginal distribution of some element y ∈ Ξ of Y , which is still conditional on x and u
but integrates over the random effects R, can be obtained from the joint multivariate normal
(4) as
P(Y ≤ y | x,u) = Φ
(
a(y)>ϑ− x>β√
u>Λ(γ)Λ(γ)>u+ 1
)
.
The shrunken marginal fixed effects β/
√
u>Λ(γ)Λ(γ)>u+ 1 were also described by Wu and
Wang (2019) in a Bayesian implementation of this model. Understanding the normal linear
mixed-effects model as special case of a transformation model allows to relax the normality
assumption for Y i by introducing non-linear transformation functions h(y) = a(y)
>ϑ defined
by a non-linear basis a (Hothorn et al. 2018). Section 3 contains a comparison of the two
models.
2.2. Distinction from Generalised Mixed-effects and Frailty Models
Two important extensions of the normal linear mixed-effects model include generalised linear
mixed-effects models and frailty models. For binary responses Y ∈ Ξ = {0, 1}, the logistic
linear mixed-effects model has the conditional, given the random effects r, interpretation
P(Y = 0 | x,u, r) = expit
(
α+ x>β + u>r
)
.
In survival analysis with Y ∈ Ξ = R+, a Weibull normal frailty model leads to the conditional
interpretation
P(Y ≤ y | x,u, r) = cloglog−1
(
α1 + α2 log(y) + x
>β + u>r
)
.
Neither model can be understood in terms of model (2) and two main difficulties are associated
with these types of models assuming additivity of the fixed and random effects on the log-odds
ratio or log-hazard ratio scales. First, unlike in the normal linear mixed-effects model (3),
there is no analytic expression for the marginal distribution and thus a marginal interpretation
of the fixed effects β is difficult. Second, evaluation of the likelihood typically relies on a
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Laplace approximation of the integral with respect to the random effects’ distribution and
problems with this approximation have been reported (for example by Ogden 2015). Two
novel multivariate transformation models for clustered observations based on (2) address both
of these issues as shall be explained in the next subsections.
2.3. Transformation Models with Marginal Interpretation
Simple analytic expressions for the marginal distributions are available (also for F 6= Φ),
independent of the choice of the basis function a. The variance of the jth element of Zi is
u>ijΛ(γ)Λ(γ)
>uij + 1. With Di(γ) ≡ INi and for each configuration of x and u, we thus
obtain from (2) the marginal distribution function
P(Y ≤ y | x,u) = Φ
(
Φ−1{F [a(y)>ϑ− x>β]}√
u>Λ(γ)Λ(γ)>u+ 1
)
= F˜
(
a(y)>ϑ− x>β
)
. (M1)
The distribution function F˜ depends on the variance parameters γ and the random effects
design vector u. However, if the random effects variance u>Λ(γ)Λ(γ)>u is larger than zero,
the fixed effects β are no longer directly interpretable on the scale defined by F but on the
scale defined by F˜ . The alternative choiceDi(γ) = diag(Σi(γ))
1/2 = diag(U iΛ(γ)Λ(γ)
>U>i +
INi)
1/2 leads to the marginal distribution function
P(Y ≤ y | x,u) = Φ

√
u>Λ(γ)Λ(γ)>u+ 1Φ−1
(
F
(
a(y)>ϑ−x>β√
u>Λ(γ)Λ(γ)>u+1
))
√
u>Λ(γ)Λ(γ)>u+ 1

and thus to
P(Y ≤ y | x,u) = F
(
a(y)>ϑ− x>β√
u>Λ(γ)Λ(γ)>u+ 1
)
. (M2)
In this model, the fixed effects β divided by
√
u>Λ(γ)Λ(γ)>u+ 1 are directly interpretable
given U = u, for example as log-odds ratios (F = expit) or log-hazard ratios (F = cloglog−1).
Because Λ(γ)Λ(γ)> is positive semidefinit, there might be a reduction in effect size when
comparing the conditional fixed effects β to the marginal effects β/
√
u>Λ(γ)Λ(γ)>u+ 1.
For random intercept-only models with u = 1 we get a constant reduction by 1/
√
γ21 + 1. In
longitudinal models with correlated random intercepts and random slopes, the marginal effect
at time t is β/
√
γ21 + γ1γ2t+ (γ
2
2 + γ
2
3)t
2 + 1 because u = c(1, t). For positively correlated
random intercepts and random slopes (i.e. γ2 > 0), the marginal effect always decreases over
time.
2.4. The Likelihood Function
For parameters ϑ,β, and γ, the log-likelihood contribution `i(ϑ,β,γ) of the ith subject or
cluster is based on the transformation
z(y | ϑ,β,γ) = Di(γ)Φ−1Ni (FNi{Di(γ)−1[A(y)ϑ−Xiβ]}) (5)
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of some y ∈ ΞNi . For discrete or interval-censored observations (
¯
yi, y¯i] ⊂ RNi the log-
likelihood contribution is
`i(ϑ,β,γ) = logP
(
¯
yi ≤ Y i < y¯i
)
= logP
(
z(
¯
yi | ϑ,β,γ) ≤ Zi < z(y¯i | ϑ,β,γ)
)
= log
{
ΦNi
[
z(
¯
yi | ϑ,β,γ), z(y¯i | ϑ,β,γ),Σi(γ)
]}
(6)
where
ΦNi(¯
z, z¯,Σi) =
∫ z¯
¯
z
φNi(z,0Ni ,Σi) dz
is the integral over the Ni-dimensional multivariate normal density φNi with mean zero and
covariance Σi. The structure of Σi(γ) can be exploited to dramatically reduce the dimension-
ality of the integration problem. Applying the procedure by Marsaglia (1963), one can reduce
this Ni-dimensional integral to an R-dimensional integral over the unit cube (see Appendix B).
For continuous observations y ∈ RNi , an approximation of this log-likelihood by the log-
density evaluated at observations leads to
`i(ϑ,β,γ) ≈ −1
2
log
∣∣∣Li(γ)Li(γ)>∣∣∣− 1
2
∥∥∥z(yi | ϑ,β,γ)>Li(γ)−1∥∥∥2
2
+
1
2
‖z(yi | ϑ,β,γ)‖22 + (7)
logNi{fNi [Di(γ)−1(A(yi)ϑ−Xiβ)]}>1Ni + logNi(A′(yi)ϑ)>1Ni
where the Cholesky factorisation Li(γ)Li(γ)
> = Σi(γ) is utilised. It should be noted that the
exact log-likelihood function does not require the precision matrix Σi(γ)
−1 to be computed.
In the above approximation, logNi is the element-wise natural logarithm and fNi the element-
wise density of F . A′(yi) denotes the matrix of evaluated derivatives a′ of the basis function
a. The above log-likelihood is derived in Appendix A.
Using either log-likelihood, we obtain simultaneous maximum-likelihood estimates for all
model parameters from
(ϑˆN , βˆN , γˆN ) = arg max
(ϑ,β,γ)∈RP+Q+M
N∑
i=1
`i(ϑ,β,γ).
Some models require additional constraints on ϑ to be implemented (see Hothorn et al.
2018, for details). For F = Φ and likelihood (7), analytic score functions for all model
parameters ϑ,β, and γ are available (see Appendix A). Score functions for the discrete or
censored likelihood (6) and the observed Fisher information matrices for both likelihoods are
obtained numerically. The full parameterisation of h allows application of standard results
for likelihood asymptotics (van der Vaart 1998), see Hothorn et al. (2018) for the case of
independent observations and Klein et al. (2019) for the multivariate situation.
3. Applications
In this Section, I briefly discuss a selection of potential applications. Data, numerical details,
and code reproducing the results available from Hothorn (2019a). This document also contains
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a number of head-to-head comparisons for situations where the models discussed here can be
estimated by already existing software implementations for the purpose of validating a proof-
of-concept implementation of models (M1) and (M2) in the add-on package tram (Hothorn
2019b) to the R system for statistical computing.
3.1. Non-normal Mixed-effects Models
The average reaction times to a specific task over several days of sleep deprivation are given
for i = 1, . . . , N = 18 subjects by Belenky et al. (2003). The data are often used to illustrate
conditional normal linear mixed-effects models with correlated random intercepts and slopes
of the form (3)
P(Reaction time ≤ y | day, i) = Φ
(
y − α− βday− αi − βiday
σ
)
, (αi, βi) ∼ N2(0,G(γ)). (8)
Because the reaction times can hardly be expected to follow a symmetric distribution, we
consider the transformation model
P(Reaction ≤ y | day, i) = Φ (h(y)− βday− αi − βiday) , (αi, βi) ∼ N2(0,G(γ)) (9)
where the transformation function h(y) = a(y)>ϑ is parameterised by a monotonically in-
creasing Bernstein polynomial of order six (Hothorn et al. 2018). The daily marginal dis-
tribution functions of both models are compared to the daily marginal empirical cumulative
distributions in Figure 1. Especially for short reaction times early in the experiment, the
transformation model seems to fit the data better than the normal linear model.
Such probit-type mixed-effects models have been studied before, mostly by merging a Box-
Cox power transformation h with a grid-search over REML estimates (Gurka et al. 2006),
a conditional likelihood (Hutmacher et al. 2011), or a grid-search maximising the profile
likelihood (Maruo et al. 2017). Recently, Tang et al. (2018) and Wu and Wang (2019) proposed
a monotone spline parameterisation of h in a Bayesian context. The model presented here was
estimated by simultaneously maximising the log-likelihood (7) with respect to the parameters
ϑ, β, and γ. For a linear Bernstein polynomial of order one, the models obtained with this
approach and classical maximum likelihood estimation in normal linear mixed-effects models
are equivalent (up to reparameterisation of β), see Hothorn (2019a).
3.2. Binary Probit Mixed-effects Models
For a binary response y ∈ {0, 1}, the transformation h(y) = α reduces to a scalar intercept.
Thus, maximisation of the discrete log-likelihood (6) provides an alternative to commonly
applied approximations, such as Laplace (L), Adaptive Gauss-Hermite Quadrature (AGQ),
or Sequential Reduction (SR, Ogden 2015).
I compared different implementations of binary probit mixed-effects models for the notoriously
difficult to handle (quasi-separation issues were reported by Sauter and Held 2016) toe nail
data (Backer et al. 1998). The ordinal response measuring toe nail infection was categorised
to two levels. I was interested in binary probit models featuring fixed main and interaction
effects β1, β2, and β3 of treatment (itraconazole vs. terbinafine) and time. Subject-specific
random intercept models and models featuring correlated random intercepts and slopes were
estimated by the glmer function (package lme4, Bates et al. 2015), by the glmm function
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Figure 1: Sleep deprivation. Marginal distribution of reaction times, separately for each
day of study participation. The grey step-function corresponds to the empirical cumulative
distribution function, the blue line to the marginal cumulative distribution of the normal
linear mixed-effects model (8), estimated by the lmer function (package lme4 Bates et al.
2015), and the yellowish line to the non-normal linear transformation model (9).
(package glmmsr, Ogden 2015), and by direct maximisation of the exact discrete log-likelihood
(6) given in Appendix B.
The estimated model parameters, along with the discrete log-likelihood (6) evaluated at these
parameters, are given in Table 1. For the random intercept models, AGQ, SR, and the
discrete log-likelihood give the same results, the Laplace approximation seemed to fail. It
was not possible to apply the AGQ and SR approaches to the random intercept / random
slope model. The two implementations of the Laplace approximation in packages lme4 and
glmmsr differed quite a bit. The log-likelihood obtained by direct maximisation of (6)
resulted in the best fitting model with the least extreme parameter estimates. Computing
times for all procedures were comparable.
3.3. Models for Bounded Responses
Chow et al. (2006) report on a randomised two-arm clinical trial comparing a novel neck
pain treatment to placebo. Neck pain levels of 90 subjects were assessed at baseline, after
7, and after 12 weeks (complete trajectories are available for 84 subjects) on a visual analog
scale. Manuguerra and Heller (2010) proposed a mixed-effects model for such a bounded
response. The fixed effects are interpretable as log-odds ratios, conditional on random effects.
The data are presented in the top panel of Figure 2. A transformation model (M1) with
F = expit featuring a transformation function h(y) = a(y)>ϑ defined in terms of a Bernstein
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RI RI + RS
glmer glmer glmm glmer glmm
L AGQ SR (6) L L (6)
α -3.40 -0.93 -0.93 -0.93 -4.30 -3.49 -1.58
β1 -0.02 -0.08 -0.08 -0.08 0.05 0.04 0.27
β2 -0.22 -0.19 -0.19 -0.19 -0.07 -0.07 -0.53
β3 -0.07 -0.06 -0.06 -0.06 -0.23 -0.12 -0.18
γ1 4.55 2.12 2.12 2.11 10.88 5.00 5.22
γ2 0.00 0.00 0.00 0.00 -1.64 -0.56 -0.37
γ3 0.00 0.00 0.00 0.00 0.79 0.41 0.53
LogLik -671.27 -633.96 -633.96 -633.96 -628.12 -574.81 -545.12
Time (sec) 5.16 2.64 30.96 2.79 10.51 6.23 16.00
Table 1: Toe nails data. Binary probit models featuring fixed intercepts α, treatment effects
β1, time effects β2, and time-treatment interactions β3 are compared. Random intercept (RI)
and random intercept/random slope (RI + RS) models were estimated by the Laplace (L),
Adaptive Gauss-Hermite Quadrature (AGQ), an Sequential Reduction (SR) approximations
to the likelihood (implemented in packages lme4 and glmmsr). In addition, the exact discrete
log-likelihood (6) was used for model fitting and evaluation (the in-sample log-likelihood (6)
for all models and timings of all procedures are given in the last two lines).
polynomial of order six on the unit interval, and correlated random intercept and random slope
terms (u = (1, t) for times t = 0, 7, 12) is visualised by means of the corresponding marginal
distribution functions in the bottom panel of Figure 2. Similar to the results reported by
Manuguerra and Heller (2010), the model highlights more severe pain in the active treatment
group at baseline. A positive treatment effect can be inferred after 7 weeks which seemed to
level-off when subjects were examined after 12 weeks. It is important to note that these results
have a marginal interpretation and that the model does not assume a specific distribution of
the response, such as a Beta distribution for example.
3.4. Marginally Interpretable Weibull Models
The CAO/ARO/AIO-04 randomised clinical trial (Ro¨del et al. 2015) compared Oxaliplatin
added to fluorouracil-based preoperative chemoradiotherapy and postoperative chemother-
apy for rectal cancer patients to the same therapy using fluorouracil only. Patients were
randomised in the two treatment arms by block randomisation taking the study center, the
lymph node involvement (negative vs. positive), and tumour grading (T1-3 vs. T4) into ac-
count. The primary endpoint was disease-free survival, defined as the time between randomi-
sation and non-radical surgery of the primary tumour (R2 resection), locoregional recurrence
after R0/1 resection, metastatic disease or progression, or death from any cause, whichever
occurred first. The observed responses are a mix of exact dates (time to death or incom-
plete removal of the primary tumour), right-censoring (end of follow-up or drop-out), and
interval-censoring (local or distant metastases). Ro¨del et al. (2015) reported a conditional
hazard ratio 0.79 (0.64, 0.98) obtained from a Cox mixed-effects model with normal random
intercepts and without stratification fitted to right-censored survival times. This means that
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Figure 2: Neck pain. Pain trajectories of 90 subjects under active treatment or placebo
evaluated at baseline, after 7 and 12 weeks (top) and marginal distribution functions of neck
pain at the three different time points (bottom). These results were obtained from model
(M1) using F = expit and a Bernstein polynomial h(y) on the unit interval.
a rectal cancer patient treated with the novel combination therapy benefits from a 21% risk
reduction compared to a patient from the same block treated with fluorouracil only.
I was interested in estimating a marginally interpretable treatment (acknowledging the fact
that patients enrolled into the trail were not a random sample from all rectal cancer patients)
based on a marginally interpretable stratified (with respect to lymph node involvement and
tumour grading) Weibull model for clustered observations (blocks) in the presence of interval-
censored survival times. This model can be formulated by (M2) choosing F = cloglog−1,
a(y) = (1, log(y))>, u = 1 being the block indicator, and variance parameter γ1 (correspond-
ing to the correlation structure of a random intercept only model) as well as a treatment
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parameter β (comparing the novum to fluorouracil only). Stratification was implemented by
strata-specific parameters ϑ for each of the four strata. It should be noted that this model is
not equivalent to a classical Weibull normal frailty model.
A confidence interval for the marginal hazard ratio exp(β/
√
γ21 + 1) was computed by simu-
lating from the joint normal distribution of (βˆ, γˆ1). With a relatively small γˆ1 = 0.15 (with
standard error 0.13), this resulted in a marginal hazard ratio of 0.80 (0.65, 0.99), meaning that
rectal cancer patients treated with the combination therapy benefit from a 20% risk reduction
on average.
3.5. Assessment of Unexplained Variability
Pollet and Nettle (2009) reported on an association between partner wealth and female self-
reported orgasm frequency. It was later pointed out (Herberich et al. 2010) that the finding
was due to an incorrectly implemented variable selection procedure based on a proportional
odds (cumulative logit) model for the ordinal response variable corresponding to the question
“When having sex with your current partner, how often did you have orgasm?” with possible
answer categories y1 = Always, y2 = Often, y3 = Sometimes, y4 = Rarely, or y5 = Never.
The model
P(orgasm ≤ yk | x) = expit(ϑk + x>β)
describes the conditional distribution of orgasm frequency by the explanatory variables x
partner income, partner height, the duration of the relationship, the respondents age, the
difference between both partners regarding education and wealth, the respondents education,
health, happiness, and place of living (regions in China) for i = 1, . . . , N = 1531 independent
heterosexual couples. The threshold parameters ϑ1, . . . , ϑ4 are monotonically increasing and
independent of x, which implies the proportional odds property. The regression coefficients β
can be interpreted as log-odds ratios and we question the appropriateness of this model here
by modelling the correlation induced by a subject-specific random intercept with standard
deviation γ1. This changes the model according to (M1)
P(orgasm ≤ yk | x) = Φ
(
Φ−1
(
expit(ϑk + x
>β)
)√
γ21 + 1
)
.
A value of γ1 close to zero corresponds to marginal distributions very similar to the pro-
portional odds model and, consequently, it is appropriate to interpret β as log-odds ratios.
Larger values of γ1 indicate a more variable distribution and thus the choice F = expit might
be questionable. McLain and Ghosh (2013) used a differently parameterised link function F
and pointed to an equivalent interpretation as unobserved heterogeneity. With γˆ1 = .017 and
almost identical log-likelihoods for both models (−1852.615 without and −1852.829 with vari-
ance parameter γ1), the amount of unexplained variation seems negligible and interpretation
of the effects in Herberich et al. (2010) as log-odds ratios is appropriate.
4. Discussion
There is a difference between a marginal and a marginally interpretable model. A marginal
model, for example defined by generalised estimation equations (Zeger et al. 1988), does
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not specify the joint distribution. A marginally interpretable model is a model for the joint
or conditional (given random effects) distribution from which one can infer the marginal
distribution (Lee and Nelder 2004). The models proposed here follow the latter approach with
the important distinctive feature that very simple expressions for the marginal distribution
function are available. Thus, there is no need to apply numerical integration to the joint
or conditional model formulation. In my view, model (M2) is especially attractive because
it allows the interpretation of scaled regression coefficients as marginal effects acting on the
marginal predictive distribution in terms of a log-odds ratio or a log-hazard ratio, for example.
With Di(γ) ≡ INi is is straightforward to see that the joint distribution (2) has a direct
interpretation in terms of a Gaussian copula. The marginal distribution functions are param-
eterised as FNi(hNi(y)−Xiβ) and the structured covariance is given by the low-dimensional
parameterisation of Σi(γ) in terms of γ. Similar models were proposed by Klein et al. (2019)
for multivariate transformation models using a Gaussian copula (whose variance parameters
γ may also depend on x) and by Sun and Ding (2019) for bivariate Weibull models based
on a Archimedean copula. In the multivariate situation, however, the marginal distributions
may depend on different transformation functions h for each element of Y and there is usu-
ally no structure in the covariance matrix. Thus, it won’t be possible to benefit from the
same substantial computational savings when computing the exact log-likelihood for censored
or discrete observations. Furthermore, the dimension Ni is typically small in multivariate
models whereas the cluster size can be very large in the context studied here. Correlation
structures extending the simple random intercept and random slope situation considered here
were employed for Bayesian regularisation by Klein and Smith (2018); this provides a way to
develop smoothing procedures for additive transformation models.
It is justified to question my choice of developing the new models in the transformation model
framework. Model (M1) could very well be formulated for other frameworks, for example for
generalised linear models (GLMs) where one would have to replace the distribution function
F (a(y)>ϑ−x>β) by the distribution function corresponding to, for example, a Poisson GLM.
This would give rise to an alternative definition of generalised linear models for clustered
observations featuring analytic expressions for marginal predictive distributions and an exact
form of the log-likelihood. It is, however, not possible to set-up (M2) with a marginal GLM. I
also believe that transformation models are more easily extended to specific situations (such as
skewed or bounded responses, Manuguerra and Heller 2010; Hothorn 2019a), but this of course
is a matter of taste. Owing to a parametric formulation of the transformation function in terms
of a few parameters ϑ, the classical maximum-likelihood approach presented here is technically
relatively simple yet rather general. A corresponding semiparametric inference procedure
leaving h unspecified seems theoretically more attractive but much harder to implement at
the same level of generality. In addition, the practical gains one can achieve from refraining
to explicitly model h are very modest at best, as a recent head-to-head comparison (Tian
et al. 2020) of proportional odds models for continuous responses with (Liu et al. 2017) and
without specification of h (Lohse et al. 2017; Hothorn et al. 2018) demonstrated.
The models and estimation procedures introduced here are limited by some practical and some
conceptual constraints. Response-varying regression coefficients β(y) define distribution re-
gression models (Foresi and Peracchi 1995; Chernozhukov et al. 2013) where corresponding
mixed-effects models have been presented recently (Garcia et al. 2019). This would be rel-
atively straightforward to implement in the framework presented here, in fact, stratification
in Weibull models was parameterised in a similar way. A mix of continuous and censored
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observations within one cluster would require to compute the likelihood by partial integration
over an Ni-dimensional normal, this is currently not implemented. On a more conceptual
level, it seems impossible to implement multilevel models for discrete or censored responses,
because the likelihood (7) is only defined for contributions by independent clusters.
Computational Details
The empirical analyses presented in Section 3 are reproducible using the mtram package vi-
gnette (Hothorn 2019a) in package tram (Hothorn 2019b). Infrastructure for transformation
models from package mlt was used to define marginal models. Augmented Lagrangian Min-
imization implemented in the auglag() function of package alabama (Varadhan 2015) was
used for optimising the log-likelihood. Numerical integration to compute the discrete and
censored version of the log-likelihood was performed by SparseGrid (Ypma 2013). All results
were obtained using R version 3.6.1 (R Core Team 2019).
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A. Likelihood and Score Function: Continuous Case
From multivariate density transformation we obtain the density of an absolute continuous
response Y i ∈ RNi evaluated at yi as (with z() defined in (5))
fY i(yi | ϑ,β,γ) =
(
(2pi)Ni
∣∣∣Li(γ)Li(γ)>∣∣∣)−1/2 exp(−1
2
∥∥∥z(yi | ϑ,β,γ)>Li(γ)−1∥∥∥2
2
)
×
∏Di(γ)fNi(Di(γ)−1(A(Y i)ϑ−Xiβ))
φNi(z(yi | ϑ,β,γ))
Di(γ)
−1A′(yi)ϑ (10)
=
∣∣∣Li(γ)Li(γ)>∣∣∣−1/2 exp(−1
2
∥∥∥z(yi | ϑ,β,γ)>Li(γ)−1∥∥∥2
2
)
×
exp
(
1
2
‖z(yi | ϑ,β,γ)‖22
)
×∏
fNi(Di(γ)
−1(A(Y i)ϑ−Xiβ))A′(yi)ϑ. (11)
The product term (10) is the determinant of the Jacobi matrix
∂Di(γ)Φ
−1
Ni
{FNi [Di(γ)−1(A(yi)ϑ−Xiβ)]}
∂yi
=
Diag
(
∂Di(γ)ııΦ
−1{F [Di(γ)−1ıı (a(yiı)>ϑ− x>iıβ)]}
∂yiı
)
ı=1,...,Ni
and the product term (11) is equivalent to the density of Y i under independence (that is,
Λ(γ) = 0 and Li(γ) = Di(γ) = INi). For F = Φ, the log-likelihood function is given by
`i(ϑ,β,γ) ≈ log(fY i(yi | ϑ,β,γ))
= −1
2
log
∣∣∣Li(γ)Li(γ)>∣∣∣− 1
2
∥∥∥z(yi | ϑ,β,γ)>Li(γ)−1∥∥∥2
2
+ logNi(A
′(yi)ϑ)
>1Ni
= −1
2
log |Σi(γ)| − 1
2
(A(yi)ϑ−Xβ)>Σi(γ)−1(A(yi)ϑ−Xβ) +
logNi(A
′(yi)ϑ)
>1Ni
= −1
2
log |Σi(γ)| − 1
2
ϑ>A(yi)
>Σi(γ)−1A(yi)ϑ− ϑ>A(yi)>Σi(γ)−1Xβ +
1
2
β>X>Σi(γ)−1Xβ + logNi(A
′(yi)ϑ)
>1Ni
Computation of the log-likelihood requires fast update methods for Li(γ), as for example
implemented in the Matrix add-on package (Bates and Maechler 2019).
The score function for all model parameters ϑ,β, and γ can be derived based on the results of
Stroup (2012) as applied to normal linear mixed-effects models by Wang and Merkle (2018).
With the M = R(R+1)/2 unique elements γ = (γ1, . . . , γM )
> of the lower Cholesky factor Λ(γ)
we get
∂Σi(γ)
∂γm
= U i
∂Λ(γ)Λ(γ)>
∂γm
U>i = U i
(
∂Λ(γ)
∂γm
Λ(γ)> + Λ(γ)
∂Λ(γ)>
∂γm
)
U>i .
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The derivative of Λ(γ) with respect to an element γm of γ is a matrix of zeros with the
exception of a single one at the position of γm. Thus
∂`i(ϑ,β,γ)
∂γm
= −1
2
tr
(
Σi(γ)
−1∂Σi(γ)
∂γm
)
+
1
2
(A(yi)ϑ−Xβ)>Σi(γ)−1
∂Σi(γ)
∂γm
Σi(γ)
−1(A(yi)ϑ−Xβ)
Furthermore, we get
∂`i(ϑ,β,γ)
∂β
= −ϑ>A(yi)>Σi(γ)−1X + β>X>Σi(γ)−1X
and finally
∂`i(ϑ,β,γ)
∂ϑ
= −ϑ>A(yi)>Σi(γ)−1A(yi)− β>X>Σi(γ)−1A(yi) + 1>Ni
1
A′(yi)ϑ
A′(yi)
B. Likelihood Function: Censored and Discrete Case
The ith contribution to the likelihood is given by the Ni-dimensional normal integral
exp(`i(ϑ,β,γ)) =
∫ z(y¯i|ϑ,β,γ)
z(
¯
yi|ϑ,β,γ)
φNi
(
z,0Ni ,U iΛ(γ)Λ(γ)
>U>i + INi
)
dz.
With Di(γ) = diag(U iΛ(γ)Λ(γ)
>U>i + INi) we obtain the corresponding correlation matrix
as
Ci(γ) = Di(γ)
−1/2Σi(γ)Di(γ)−
1/2 = V i(γ)V i(γ)
> +Di(γ)−1 ∈ RNi×Ni
V i(γ) = Di(γ)
−1/2U iΛ(γ) ∈ RNi×R
and the integration limits become (again with z() defined in (5))
¯
z = Di(γ)
−1/2z(
¯
yi | ϑ,β,γ) and z¯ = Di(γ)−1/2z(y¯i | ϑ,β,γ).
According to Marsaglia (1963), the above normal probability can be written as∫ z¯
¯
z
φNi (z,0Ni ,Ci(γ)) dz =
∫
RR
φR(w,0R, IR)
∫ z¯−V w
¯
z−V w
φNi
(
y,0Ni ,Di(γ)
−1) dwdy
and can, following Genz and Bretz (2009) here, further be simplified to
=
∫
RR
φR(w,0R, IR)
Ni∏
ı=1
[
Φ
(
z¯ı −
∑R
r=1 vırwr√
di
)
− Φ
(
¯
zı −
∑R
r=1 vırwr√
di
)]
dw
w=Φ−1R (q)=
∫
[0,1]R
Ni∏
ı=1
[
Φ
(
z¯ı −
∑R
r=1 vırΦ
−1(qr)√
dı
)
− Φ
(
¯
zı −
∑R
r=1 vırΦ
−1(qr)√
dı
)]
dq.
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The elements dı are the diagonal elements of Di(γ)
−1 and thus standardisation of z and
U iΛ(γ) cancel out in this case such that we get
=
∫
[0,1]R
Ni∏
ı=1
[
Φ
(
˜¯zı −
R∑
r=1
v˜ırΦ
−1(qr)
)
− Φ
(
˜
¯
zı −
R∑
r=1
v˜ırΦ
−1(qr)
)]
dq
with ˜¯zı and ˜
¯
zı being the elements of z(y¯i | ϑ,β,γ) and z(
¯
yi | ϑ,β,γ), respectively, and v˜ır
are the elements of U iΛ(γ).
The latter expression is anR-dimensional integral over the unit cube (random intercept models
have R = 1 and correlated random intercept/random slope models correspond to R = 3) of
products of univariate normal probabilities. It should be noted that, unlike using an Laplace
or other approximation of the likelihood, the above term is the exact likelihood contribution.
It can be approximated up to any desired accuracy using numerical integration procedures.
An analytic expression for the score function seems quite challenging and one thus has to rely
on numerical approaches (such as sparse grids, Heiss and Winschel 2008).
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