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a b s t r a c t 
In this paper, we present a consistent analysis of the methods dealing with the derivation of recurrence 
relations for calculation of the T -matrix. Central and forward recurrence relations are obtained in the 
framework of the invariant embedding T -matrix method, the matrix Riccati equation method, and the 
superposition T -matrix method. The accuracies and efficiencies of the central and forward recurrence 
schemes are analyzed, and some implementation issues related to the improvement of the numerical 
accuracy and to the problem of overcoming of overflow errors are discussed. 
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0. Introduction 
The null-field method (otherwise known as the extended
oundary condition method) is one of the most efficient methods
or analyzing the electromagnetic scattering by large and highly
on-spherical particles. The method, which was initially proposed
y Watermann [1,2] and later developed by Barber and Hill [3] , and
ishchenko et al. [4] , computes the T matrix relating the scat-
ered and incident field coefficients by making use on the null-
eld equation for the total field inside the particle. Despite its wide
ange of applicability, the method suffers from numerical problems
egarding convergence and loss of accuracy. The reason is that the
ull-field equation is a Fredholm integral equation of the first kind,
hich is known to be (severely) ill-posed. A number of methods
ave been proposed to improve the numerical stability in compu-
ations for large particles with extreme geometries. Here we in-
lude methods (i) dealing with the numerical stability of the inver-
ion process [2,5–8] , (ii) methods based on accurate computations
f the elements of the so-called Q matrices [9–15] , (iii) methods
sing extended- and the multiple-precision floating-point variables
9,16] , and (iv) methods relying on formal modifications of the sin-
le spherical coordinate-based null-field method [17–22] . 
The invariant embedding T -matrix method, proposed by John-
on [23] , is an efficient tool for analyzing the electromagnetic scat-
ering by large and highly non-spherical particles. The method
riginates from an electromagnetic volume integral equation in
pherical coordinates, and is based on the equivalence between∗ Corresponding author. 
E-mail address: thw@iwt.uni-bremen.de (T. Wriedt). 
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T  
ttps://doi.org/10.1016/j.jqsrt.2018.11.029 
022-4073/© 2018 Published by Elsevier Ltd. he scattering by a non-spherical particle and the scattering by
he inhomogeneous circumscribed sphere. Essentially, Johnson de-
ived a recurrence relation for the T matrix by applying the in-
ariant embedding procedure on the discrete form of the volume
ntegral equation; the T matrix is computed recursively by grow-
ng the scattering volume incrementally in a shell-by shell man-
er, while the initial T matrix is computed by means of the sepa-
ation of variables method [24] or the null-field method [25] . As
he volume integral equation is a Fredholm integral equation of
he second kind, the method does not suffer from ill-posedness,
nd its numerical performances are really remarkable. Excellent
umerical results have been obtained for large spheroids and cylin-
ers (size parameters up to 300), cylinders with large aspect ratios
20:1), inhomogeneous particles, and two-particle systems [24] .
ccurate simulations of the optical properties of randomly oriented
ce crystals of various shapes including hexagonal columns, hollow
olumns, droxtals, bullet rosettes and aggregates with size param-
ters up to 150 have been reported in Ref. [26] . 
In Ref. [27] , we revised the theoretical foundation of the in-
ariant embedding T -matrix method and derived a matrix Riccati
quation for the T matrix. By directly applying the invariant em-
edding procedure to the continuous form of the Fredholm inte-
ral equation we rediscovered Johnson’s recurrence relation, while
y using the modified Davison-Maki method for solving the ma-
rix Riccati equation we found a new recurrence relation for T -
atrix calculation. However, because in the latter case, the method
s based on a first-order Taylor approximation to the matrix expo-
ential, the accuracy of the T matrix is rather low. In Ref. [27] we
lso established the connection between the invariant embedding
 -matrix method and the superposition T -matrix method. In fact,
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of the superposition T -matrix method is analytically equivalent to
Johnson’s recurrence relation. 
From a theoretical point of view, Johnson’s derivation has an
apparent weaknesses, which we now discuss. Let f ( r ) be a function
which is not defined at r = b but has the left and right limits f (b −)
and f (b + ) , respectively. A quadrature formula for computing the
integral 
∫ b 
a f (r) d r, based say on the trapezoidal rule, reads as 
I = 
∫ b 
a 
f (r) d r ≈
n −1 ∑ 
k =0 
w k f (r k ) + 
1 
2 
 r[ f (r n −1 ) + f (b −)] , (1)
where  r = (b − a ) /n, r k = a + k  r, w 0 = w n −1 =  r/ 2 , and w k =
 r for k = 1 , ., n − 2 . In the framework of the invariant embedding
T -matrix method, Johnson observed that more stable results are
obtained if in Eq. (1) , f (b −) is replaced by 
f (b) = 1 
2 
[ f (b −) + f (b + )] , (2)
and mentioned that “We do not, at present, have a good expla-
nation for this; however, we assume that an explanation can be
found and in the meantime we pragmatically use the method that
gives the best results”. Actually, the replacement f (b −) → f (b) can
be explained as follows. Consider the following integrals and the
corresponding quadrature formulas: 
I ε− = 
∫ b−ε 
a 
f (r) d r ≈
n −1 ∑ 
k =0 
w k f (r k )+ 
1 
2 
( r − ε)[ f (r n −1 ) + f (b − ε)] ,
(3)
I ε+ = 
∫ b+ ε 
a 
f (r) d r ≈
n −1 ∑ 
k =0 
w k f (r k )+ 
1 
2 
( r + ε)[ f (r n −1 ) + f (b + ε)] , 
(4)
where  r, r k , and w k are defined as above. Then, taking into ac-
count that 
I = 1 
2 
lim 
ε→ 0 
(I ε− + I ε+ ) , (5)
we find 
I ≈
n −1 ∑ 
k =0 
w k f (r k ) + 
1 
2 
 r[ f (r n −1 ) + f (b)] , (6)
with f ( b ) as in Eq. (2) . Thus, the replacement f (b −) → f (b) seems
to be justified, and it is apparent that the same arguments hold for
the right-endpoint quadrature formula: 
I = 
∫ b 
a 
f (r ) d r ≈
n −1 ∑ 
k =1 
 r f (r k ) +  r f (b −) . (7)
On the other hand, if the point of discontinuity r = b is an interior
point of the interval [ a, c ] with c > b , then the contribution of this
point to the quadrature sum (1) is as in Eq. (2) . 
In the framework of the invariant embedding T -matrix method,
the point of discontinuity is the point at which the radial matrix
Green function (see Eq. (19) below) is not defined. The recurrence
relations in Ref [27] . have been obtained by treating the point of
discontinuity as the right endpoint of an integration interval. Nev-
ertheless, from a theoretical point of view, it is interesting to see
which are the recurrence relations when the point of discontinuity
is an interior point of an integration interval. In this review paper
we extend the analysis of Ref. [27] to fulfill this desideratum. Ac-
cording to the terminology used in the finite-difference method,
a recurrence relation in which the point of discontinuity is the
midpoint of an integration interval will be called a central recur-
rence relation, while the name forward recurrence relation will be
msed when the point of discontinuity is the right endpoint. For the
ake of completeness and the convenience of the reader we borrow
ome parts of the derivation outlined in Ref. [27] . 
. The volume integral equation method 
In the volume integral equation method it is assumed that the
article is entirely contained within a sphere of radius R and inte-
ior D , and is completely described by specifying the relative re-
ractive index m r (r ) as a function of the position vector r in D
 Fig. 1 a). In this section we derive 
1. a matrix-form representation for the electromagnetic vol-
ume integral equation in spherical coordinates, 
2. a Fredholm integral equation of the second kind for the
radial amplitude vector by using the representation of the
free-space dyadic Green function in terms of spherical vec-
tor wave functions, 
3. two-terms recurrence relations for T -matrix calculation by
applying the invariant embedding procedure, 
4. a matrix Riccati equation for the T matrix, and subsequently,
two-terms recurrence relations for T -matrix calculation by
using the modified Davison-Maki method for integrating the
matrix Riccati equation. 
For simplicity reasons we restrict our analysis to axisymmetric
articles. 
.1. The electromagnetic volume integral equation in spherical 
oordinates 
Throughout our analysis, we assume the harmonic time depen-
ence exp (−j ωt) for the fields, where j = √ −1 , t is time, and ω is
he angular frequency. For the geometry considered in Fig. 1 a, the
otal (electric) field E ( r ) satisfies the volume integral equation 
 (r ) = E 0 (r ) + 
∫ 
D 
χ(r ′ ) G (r , r ′ ) · E (r ′ ) d 3 r ′ , (8)
here E 0 ( r ) is the incident field, G (r , r 
′ ) is the dyadic Green func-
ion, 
(r ) = k 2 0 [ m 2 r (r ) − 1] , (9)
 0 is the wavenumber in the host medium, and m r is the relative
efractive index of the particle. The dyadic Green function G can be
xpressed as 
 (r , r ′ ) = G 0 (r , r ′ ) − 1 
k 2 
0 
δ(r − r ′ ) ̂  r ̂ r ′ , (10)
here ̂  r is the radial unit vector,  stays for the dyadic product,
 0 (r , r 
′ ) is the free-space dyadic Green function possessing the
epresentation 
 0 (r , r 
′ ) 
= j k 0 
π
∑ 
mn 
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
M 3 mn (k 0 r ) M 
1 
−mn (k 0 r 
′ ) + N 3 mn (k 0 r )  N 1 −mn (k 0 r ′ ) , 
r > r ′ 
M 1 mn (k 0 r ) M 
3 
−mn (k 0 r 
′ ) + N 1 mn (k 0 r )  N 3 −mn (k 0 r ′ ) , 
r < r ′ 
, 
(11)
 
1 
mn , N 
1 
mn and M 
3 
mn , N 
3 
mn are the regular and radiating spherical
ector wave functions, respectively, and the double sum should be
nderstood as 
∞ ∑ 
 = −∞ 
∞ ∑ 
n = max (| m | , 1) 
. 
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Fig. 1. Geometry of the scattering problem (a), and illustration of the invariant embedding T -matrix method (b). 
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tIn the following, we represent a vector x in the spherical basis
( ̂  r , ̂ θ, ̂ ϕ) as 
 = x r ̂  r + x θ̂ θ + x ϕ ̂ ϕ = 
[̂
 r ̂ θ ̂ ϕ
]
x , 
here 
 = 
[ 
x r 
x θ
x ϕ 
] 
s the column vector associated to the vector x . Furthermore, witĥ being a unit direction characterized by the polar angles θ and
, i.e., ̂  = ̂ (θ, ϕ) , we define the 3 ×3 matrix 
 mn ( ̂  ) = 1 √ 
2 n (n + 1) 
e j mϕ 
×
⎡ ⎣ 0 0 √ n (n + 1) P | m | n ( cos θ ) j mπ | m | n ( θ ) τ | m | n ( θ ) 0 
−τ | m | n ( θ ) j mπ | m | n ( θ ) 0 
⎤ ⎦ , 
(12) 
here P 
| m | 
n ( cos θ ) are the normalized associated Legendre func-
ions, τ | m | n ( θ ) = d P | m | n ( cos θ ) / d θ and π | m | n (θ ) = P | m | n ( cos θ ) / sin θ,
nd the 3 ×2 matrix 
 
1 , 3 
n (r) = 
⎡ ⎢ ⎢ ⎢ ⎣ 
z 1 , 3 n (k 0 r) 0 
0 
[
k 0 rz 
1 , 3 
n (k 0 r) 
]′ 
k 0 r 
0 
√ 
n (n + 1) z 
1 , 3 
n (k 0 r) 
k 0 r 
⎤ ⎥ ⎥ ⎥ ⎦ , (13) 
here z 1 n (k 0 r) = j n (k 0 r) are the spherical Bessel functions and
 
3 
n (k 0 r) = h n (k 0 r) are the spherical Hankel functions. For the reg-
lar and radiating spherical vector wave functions, we will use the
otation ( J n (r) should not be confused with the cylindrical Bessel
unctions) 
 
1 
n (r) = J n (r ) and X 3 n (r ) = H n (r) . 
n terms of these matrices, we find that 
 mn ( ̂  ) X 
1 , 3 
n (r) = 
⎡ ⎣ M 1 , 3 mnr (k 0 r ) N 1 , 3 mnr (k 0 r ) M 1 , 3 
mnθ
(k 0 r ) N 
1 , 3 
mnθ
(k 0 r ) 
M 1 , 3 mnϕ (k 0 r ) N 
1 , 3 
mnϕ (k 0 r ) 
⎤ ⎦ , (14)
here M 1 , 3 mnr , M 
1 , 3 
mnθ
and M 1 , 3 mnϕ are the components of the vector
 
1 , 3 
mn in the spherical basis ( ̂  r , 
̂ θ, ̂ ϕ) . Consequently, for say, r > r ′ , the
yadic product in Eq. (11) can be expressed in tensor form repre-
entation as 
 
3 
mn (k 0 r ) M 
1 
−mn (k 0 r 
′ ) + N 3 mn (k 0 r )  N 1 −mn (k 0 r ′ ) = 
[̂
 r ̂ θ ̂ ϕ
]
Y mn ( ̂  ) H n (r) J 
T 
n (r 
′ ) Y T −mn ( ̂  
′ 
) 
⎡ ⎣ ̂  r ′ ̂ θ′ 
̂ ϕ
′ 
⎤ ⎦ , (15) 
ielding 
 0 (r , r 
′ ) · E (r ′ ) 
= j k 0 
π
[̂
 r ̂ θ ̂ ϕ
]∑ 
mn 
Y mn ( ̂  ) H n (r) J 
T 
n (r 
′ ) Y T −mn ( ̂  
′ 
) E (r ′ ) , (16) 
here E (r ) is the column vector corresponding to E ( r ). 
Inserting Eq. (10) in Eq. (8) , and using the result of Eq. (16) ,
e obtain the following matrix-form representation for the volume
ntegral Eq. (8) : 
 (r ) = E 0 (r ) + 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′
(17) 
here the column vector E (r ) is defined through the relation
 (r ) = Z (r ) E (r ) , with 
 (r ) = 
[ 
1 /m 2 r (r ) 0 0 
0 1 0 
0 0 1 
] 
, (18)
 0 (r ) is the column vector corresponding to the incident field
 0 ( r ), and G n (r, r 
′ ) is the 3 ×3 (radial) matrix Green function given
y [23] 
 n (r, r 
′ ) = j k 0 
π
{ 
H n (r ) J T n (r 
′ ) , r > r ′ 
J n (r ) H T n (r 
′ ) , r < r ′ 
(19)
The scattered field, defined by 
 s (r ) = 
∫ 
D 
χ(r ′ ) G 0 (r , r ′ ) · E (r ′ ) d 3 r ′ , r ∈ R 3 \ D , (20) 
here D = D ∪ ∂ D and ∂ D is the boundary of D , is expanded as (cf.
q. (14) ) 
 s (r ) = 
∑ 
mn 
s M mn M 
3 
mn (k 0 r ) + s N mn N 3 mn (k 0 r ) 
= 
[̂
 r ̂ θ ̂ ϕ
]∑ 
mn 
Y mn ( ̂  ) H n (r) 
[
s M mn 
s T mn 
]
, (21) 
n which case, we find that the column vector E s (r ) corresponding
o E s (r ) is 
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s  E s (r ) = 
∑ 
mn 
Y mn ( ̂  ) H n (r) s mn , (22)
with 
s mn = j k 0 
π
∫ 
D 
χ(r ) J T n (r) Y 
T 
−mn ( ̂
 ) Z (r ) E (r ) d 3 r (23)
and s mn = [ s M mn , s N mn ] T . Similarly, the incident field is expanded as 
E 0 (r ) = 
∑ 
mn 
a M mn M 
1 
mn (k 0 r ) + a N mn N 1 mn (k 0 r ) , (24)
and we have (cf. Eq. (14) ) 
E 0 (r ) = 
∑ 
mn 
Y mn ( ̂  ) J n (r) a mn , (25)
where a mn = [ a M mn , a N mn ] T . The expansion coefficients of the scat-
tered field s mn are related to the expansion coefficients of the inci-
dent field a mn through the T -matrix equation 
s mn = 
∑ 
m ′ n ′ 
T mn,m ′ n ′ a m ′ n ′ , (26)
with 
T mn,m ′ n ′ = 
[
T 11 mn,m ′ n ′ T 
12 
mn,m ′ n ′ 
T 21 mn,m ′ n ′ T 
22 
mn,m ′ n ′ 
]
. (27)
2.2. The Fredholm integral equation for the radial amplitude vector 
We define the radial amplitude vector f mn (r) by [23] 
f mn (r) = r 2 
∫ 
4 π
χ(r ) Y T −mn ( ̂
 ) Z (r ) E (r ) d 2 ̂ . (28)
Inserting the expression of the total field E (r ) as given by
Eq. (17) in Eq. (28) , and using the relation d 3 r ′ = r ′ 2 d r ′ d 2 ̂ , we
are led to a Fredholm integral equation of the second kind for the
radial amplitude vector: 
f mn (r) = 
∑ 
m ′ n ′ 
U mn,m ′ n ′ (r) J n ′ (r) a m ′ n ′ 
+ 
∑ 
m ′ n ′ 
∫ R 
0 
U mn,m ′ n ′ (r) G n ′ (r, r 
′ ) f m ′ n ′ (r ′ ) d r ′ . (29)
In Eq. (29) , the 3 ×3 matrix U mn,m ′ n ′ (r) is defined by 
U mn,m ′ n ′ (r) = r 2 
∫ 
4 π
χ(r ) Y T −mn ( ̂
 ) Z (r ) Y m ′ n ′ ( ̂
 ) d 2 ̂ . (30)
Similarly, inserting Eq. (17) in Eq. (23) we find that the scat-
tered field coefficients can be expressed in terms of f mn (r) as 
s mn = j k 0 
π
∫ R 
0 
J T n (r) f mn (r) d r. (31)
In the following, we introduce the 3 ×2 matrix F mn,m ′ n ′ as the so-
lution of the Fredholm integral equation of the second kind: 
F mn,m ′ n ′ (r) = U mn,m ′ n ′ (r) J n ′ (r) 
+ 
∑ 
m ′′ n ′′ 
∫ R 
0 
U mn,m ′′ n ′′ (r) G n ′′ (r, r 
′ ) F m ′′ n ′′ ,m ′ n ′ (r ′ ) d r ′ . (32)
From Eqs. (29) and (32) , it is apparent that f mn (r) and F mn,m ′ n ′ (r)
solve two Fredholm integral equations with the same kernel
but with different forcing (matrix) functions. If W mn,m ′ n ′ (r) is
the forcing function of the integral Eq. (32) , i.e., W mn,m ′ n ′ (r) =
U mn,m ′ n ′ (r) J n ′ (r) , then w mn (r) = 
∑ 
m ′ n ′ W mn,m ′ n ′ (r) a m ′ n ′ is the forc-
ing function of the integral Eq. (29) . As a result, we have 
f mn (r) = 
∑ 
m ′ n ′ 
F mn,m ′ n ′ (r) a m ′ n ′ , (33)mnd from Eq. (31) , we get 
 mn = j k 0 
π
∑ 
m ′ n ′ 
[∫ R 
0 
J T n (r) F mn,m ′ n ′ (r) d r 
]
a m ′ n ′ . (34)
inally, by means of Eqs. (26) and (34) , we find the following inte-
ral representation for the T matrix: 
 mn,m ′ n ′ = 
j k 0 
π
∫ R 
0 
J T n (r) F mn,m ′ n ′ (r) d r. (35)
hus, after solving the Fredholm integral Eq. (32) for F mn,m ′ n ′ (r) ,
he matrix elements of the transition matrix T mn,m ′ n ′ are computed
ith the help of Eq. (35) . 
In the case of an axisymmetric particle, we have m r (r ) =
 r (r, θ ) ; hence putting 
 mn ( ̂  ) = e j mϕ Y mn (θ ) , (36)
e obtain 
 mn,m ′ n ′ (r) = δmm ′ U mnn ′ (r) , (37)
ith 
 mnn ′ (r) = 2 π r 2 
∫ π
0 
χ(r, θ ) Y T −mn (θ ) Z (r, θ ) Y mn ′ (θ ) sin θd θ
= πk 2 0 r 2 
1 √ 
n (n + 1) 
1 √ 
n ′ (n ′ + 1) 
∫ π
0 
[ ε r (r, θ ) − 1] sin θd θ
= 
⎡ ⎣ m 2 π | m | n (θ ) π | m | n ′ (θ ) + τ | m | n (θ ) τ | m | n ′ (θ ) j m [ π | m | n (θ ) τ | m | n ′ (θ ) + τ | m | n (θ ) π | m | n ′ (θ )] 
0 
−j m [ π | m | n (θ ) τ | m | n ′ (θ ) + τ | 
m | 
n (θ ) π
| m | 
n ′ (θ )] 
m 2 π | m | n (θ ) π | 
m | 
n ′ (θ ) + τ | 
m | 
n (θ ) τ
| m | 
n ′ (θ ) 
0 
(38)
0 
0 √ 
n (n + 1) 
√ 
n ′ (n ′ + 1) P | m | n ( cos θ ) P | m | n ′ ( cos θ ) /ε(r, θ ) 
] 
(39)
nd ε r (r, θ ) = m 2 r (r, θ ) . Note that in Eq. (36) , the difference be-
ween Y mn ( ̂  ) and Y mn (θ ) is given by their arguments. Conse-
uently, we find 
 mn,m ′ n ′ (r) = δmm ′ F mnn ′ (r) (40)
nd 
 mn,m ′ n ′ = δmm ′ T mnn ′ , (41)
hile for any azimuthal mode m , Eqs. (32) and (35) become 
 mnn ′ (r) = U mnn ′ (r) J n ′ (r) + 
∑ 
n ′′ 
∫ R 
0 
U mnn ′′ (r) G n ′′ (r, r 
′ ) F mn ′′ n ′ (r ′ ) d r ′ 
(42)
nd 
 mnn ′ = 
j k 0 
π
∫ R 
0 
J T n (r) F mnn ′ (r) d r, (43)
espectively. Thus, the scattering problem decouples over the az-
muthal mode m , and separate solutions for each m can be ob-
ained. 
Further on, for n, n ′ = 1 , . . . , N, where N is the maximum expan-
ion order, we define, for the azimuthal mode m , the global dense
atrices 
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(  
N m := [ U mnn ′ ] = 
⎡ ⎢ ⎣ U m 11 U m 12 . . . U m 1 N U m 21 U m 22 . . . U m 2 N 
U mN1 U mN2 . . . U mNN 
⎤ ⎥ ⎦ , (44)
 m := [ F mnn ′ ] , and T m := [ T mnn ′ ] , and the azimuthal-independent,
lobal diagonal matrices 
 := [ J n δnn ′ ] = 
⎡ ⎢ ⎣ J 1 0 . . . 0 0 J 2 . . . 0 
0 0 . . . J N 
⎤ ⎥ ⎦ , (45)
 := [ H n δnn ′ ] , and G := [ G n δnn ′ ] . With these notations, we express
qs. (42) and (43) as 
 m (r, R ) = U m (r) J (r) + 
∫ R 
0 
U m (r) G (r, r 
′ ) F m (r ′ , R ) d r ′ , (46) 
nd 
 m (R ) = j k 0 
π
∫ R 
0 
J T (r) F m (r, R ) d r, (47) 
espectively, and Eq. (19) as 
 (r, r ′ ) = j k 0 
π
{ 
H (r) J T (r ′ ) , r > r ′ 
J (r) H T (r ′ ) , r < r ′ . 
(48)
he (matrix) function G (r, r ′ ) is not defined for r ′ = r, and at this
oint, the function has a jump discontinuity with the left and right
imits 
 (r, r −) = H (r ) J T (r ) and G (r, r + ) = J (r ) H T (r ) , 
espectively. 
.3. Invariant embedding procedure 
In the invariant embedding method, the length of the integra-
ion interval R is regarded as a variable, and for this reason, in
qs. (46) and (47) , the dependency of F m and T m on R is indi-
ated explicitly. Referring to Fig. 1 b, we note that R varies between
he initial radius R 0 and the radius of the smallest circumscribing
phere R c . Physically, for a given R , we are dealing with a “trun-
ated” particle, i.e., a partial volume of the particle, created by the 
ntersection between a sphere of radius R and the particle. In this
ection we derive the central and forward recurrence relations for
he T matrix. 
To derive the central recurrence relation, we consider the inte-
ral Eq. (46) in which we make the replacement R → R +  R and
et r = R ; we obtain 
 m (R, R +  R ) = U m (R ) J (R ) 
+ j k 0 
π
U m (R ) H (R ) 
∫ R − R 
0 
J T (r) F m (r, R +  R ) d r 
+ 
∫ R +  R 
R − R 
U m (R ) G (R, r) F m (r, R +  R ) d r. (49) 
he last integral in Eq. (49) is of the form 
∫ R +  R 
R − R f (r) d r, where
 ( r ) is a discontinuous function at r = R with the left and right
imits f (R −) and f (R + ) , respectively. Representing this integral as
he sum of two integrals, namely 
∫ R 
R − R f (r ) d r and 
∫ R +  R 
R f (r) d r,
e consider a quadrature method in which the first integral is
omputed by the right-endpoint quadrature formula 
∫ R 
R − R f (r) d r =
 R f (R −) , and the second integral is computed by the left-endpoint
uadrature formula 
∫ R +  R 
R f (r) d r =  R f (R + ) . The result is a mid-
oint quadrature formula for the discontinuous function f ( r ), that
s, 
∫ R +  R 
R − R f (r) d r = 2  R f (R ) , with f (R ) = [ f (R −) + f (R + )] / 2 . Mak-
ng use on this result, we obtain  m (R, R +  R ) = U m (R ) J (R ) 
+ j k 0 
π
U m (R ) H (R ) 
∫ R − R 
0 
J T (r) F m (r, R +  R ) d r 
+ 2  R U m (R ) G (R, R ) F m (R, R +  R ) , (50) 
here we have set 
 (R, R ) = 1 
2 
[ G (R, R −) + G (R, R + )] . (51)
sing Eq. (50) as a starting point, we arrive at the central recur-
ence relation: 
 m (R ) = Q 11 m + (I + Q 12 m )[ I − T m (R −  R ) Q 22 m ] −1 
× T m (R −  R )(I + Q 21 m ) , (52) 
here 
 
i j 
m = Q i j m 
(
R −  R 
2 
,  R 
)
, i, j = 1 , 2 , (53)
nd in general, 
 
11 
m (R,  R ) = 
j k 0 
π
J T (R ) V m (R,  R ) J (R ) , (54) 
 
12 
m (R,  R ) = 
j k 0 
π
J T (R ) V m (R,  R ) H (R ) , (55) 
 
21 
m (R,  R ) = 
j k 0 
π
H T (R ) V m (R,  R ) J (R ) , (56) 
 
22 
m (R,  R ) = 
j k 0 
π
H T (R ) V m (R,  R ) H (R ) , (57) 
ith 
 m (R,  R ) =  R [ I −  R U m (R ) G (R, R )] −1 U m (R ) . (58)
he derivation of the recurrence (52) is outlined in Appendix A . 
To obtain the forward recurrence relation we consider again the
ntegral equations (46) with r = R, that is, 
 m (R, R ) = U m (R ) J (R ) 
+ j k 0 
π
U m (R ) H (R ) 
∫ R − R 
0 
J T (r) F m (r, R ) d r 
+ 
∫ R 
R − R 
U m (R ) G (R, r) F m (r, R ) d r. (59) 
he integrand of the last integral, denoted by f ( r ), is not defined
t r = R but has the left limit f (R −) . Computing this integral by
eans of the right-endpoint quadrature formula 
∫ R 
R − R f (r) d r ≈
 R f (R −) , we obtain 
 m (R, R ) = U m (R ) J (R ) + j k 0 
π
U m (R ) H (R ) 
∫ R − R 
0 
J T (r) F m (r, R ) d r 
+  R U m (R ) G (R, R −) F m (R, R ) . (60) 
aking the replacement G (R, R −) → G (R, R ) , with G (R, R ) as in
q. (51) , we are led to the same recurrence relation (52) , but in
hich the matrices Q i j m are now given by (compare with Eq. (53) )
 
i j 
m = Q i j m (R,  R ) , i, j = 1 , 2 . (61)
hus, the difference between the two recurrence relations is that in
he central scheme, the matrices Q i j m are evaluated at the midpoint
 −  R/ 2 of the interval [ R −  R, R ] , while in the forward scheme,
he matrices Q i j m are evaluated at the right endpoint R of the inter-
al [ R −  R, R ] . 
In view of Eqs. (52) and (58) , it is apparent that the recurrence
52) requires the inversion of two 2 N max ×2 N max matrices, where
 = N − | m | + 1 . max 
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A  2.4. The matrix Riccati equation 
The derivation of the matrix Riccati equation for the T matrix
involves the following steps [27] : 
1. Taking the derivative of Eq. (46) with respect to R , and using
the relation G (r, R ) = ( j k 0 /π ) J (r) H T (R ) for r < R , we find 
∂F m 
∂R 
(r, R ) = j k 0 
π
U m (r) J (r) H 
T (R ) F m (R, R ) 
+ 
∫ R 
0 
U m (r) G (r, r 
′ ) ∂F m 
∂R 
(r ′ , R ) d r ′ . (62)
The Fredholm integral equations (46) and (62) have the
same kernel but their forcing functions differ by a multi-
plicative constant; hence, we deduce that 
∂F m 
∂R 
(r, R ) = j k 0 
π
F m (r, R ) H 
T (R ) F m (R, R ) (63)
for r < R . 
2. Taking the derivative of Eq. (47) with respect to R , and sub-
stituting Eq. (63) in the integrand of the resulting equation,
we obtain 
d T m 
d R 
(R ) = j k 0 
π
J T (R ) F m (R, R ) + j k 0 
π
T m (R ) H 
T (R ) F m (R, R ) . 
(64)
3. Setting r = R in Eq. (46) , and using the relation G (R, r ′ ) =
( j k 0 /π ) H (R ) J 
T (r ′ ) for r ′ < R along with Eq. (47) , we find that
F m (R, R ) , which enters in Eq. (64) , computes as 
F m (R, R ) = U m (R ) J (R ) + U m (R ) H (R ) T m (R ) . (65)
4. Inserting Eq. (65) in Eq. (64) , we obtain the following matrix
Riccati equation for the T matrix: 
d T m 
d R 
(R ) = Q 11 m (R ) + Q 
12 
m (R ) T m (R ) 
+ T m (R ) Q 21 m (R ) + T m (R ) Q 
22 
m (R ) T m (R ) , (66)
where 
Q 
11 
m (R ) = 
j k 0 
π
J T (R ) U m (R ) J (R ) , (67)
Q 
12 
m (R ) = 
j k 0 
π
J T (R ) U m (R ) H (R ) , (68)
Q 
21 
m (R ) = 
j k 0 
π
H T (R ) U m (R ) J (R ) , (69)
Q 
22 
m (R ) = 
j k 0 
π
H T (R ) U m (R ) H (R ) . (70)
The differential equation (66) is endowed with the initial con-
dition T m (R 0 ) and in particular, we have: 
1. if R 0 = 0 , T m (R 0 ) = 0 , 
2. if R 0 is the radius of a sphere enclosed in the particle,
T m (R 0 ) can be computed by the separation of variables
method (Mie theory), and finally, 
3. if R 0 is greater than the radius of the largest inscribed
sphere, T m (R 0 ) can be computed by the null-field method. 
The numerical methods for solving the matrix Riccati equation
are based on the transformation of the matrix quadratic equation
into a system of linear, first-order differential equations by means
of the Bernoulli substitution [28–31] . The theoretical basis for this
substitution is the following result: If U (R ) and V(R ) solve the ma-
trix differential equation d 
d R 
[
U (R ) 
V(R ) 
]
= A (R ) 
[
U (R ) 
V(R ) 
]
, (71)
ith 
 (R ) = 
[
−Q 21 m (R ) −Q 
22 
m (R ) 
Q 
11 
m (R ) Q 
12 
m (R ) 
]
, (72)
hen 
 m (R ) = V(R ) U −1 (R ) (73)
olves the matrix Riccati equations (46) . 
With the goal of deriving recurrence relations for the transition
atrix, we put 
 (r) = 
[
U (r) 
V(r) 
]
, (74)
nd solve the matrix differential equation 
d X 
d r 
(r) = A (r ) X (r ) , (75)
n the interval [ R −  R, R ] with the initial condition X (R −  R ) .
ssuming that in this interval, the matrix A (r) can be approxi-
ated by a constant matrix A 0 (R ) , that is, A 0 (R ) ≈ A (r) for all
 −  R ≤ r ≤ R, we find that the solution of the differential equa-
ion (75) at r = R is 
 (R ) = B (R,  R ) X (R −  R ) , (76)
here 
 (R,  R ) = e  R A 0 (R ) = 
[
B 11 (R,  R ) B 12 (R,  R ) 
B 21 (R,  R ) B 22 (R,  R ) 
]
(77)
s the fundamental matrix of the differential equation (75) . From
qs. (73) , (74) and (76) –(77) , we obtain the recurrence relation: 
 m (R ) = [ B 21 (R,  R ) + B 22 (R,  R ) T m (R −  R )] 
× [ B 11 (R,  R ) + B 12 (R,  R ) T m (R −  R )] −1 . (78)
rovided that the matrix A 0 (R ) is known, the matrix exponential
n Eq. (77) can be computed by means of the Pade approximation.
e note that the n th order Pade approximation is 
 (R,  R ) = [ D n ( R A 0 (R ))] −1 N n ( R A 0 (R )) , (79)
 n ( R A 0 (R )) = 
n ∑ 
k =0 
(−1) k c k ( R ) k A k 0 (R ) , (80)
 n ( R A 0 (R )) = 
n ∑ 
k =0 
c k ( R ) k A k 0 (R ) , (81)
here 
 k = 
(2 n − k )! n ! 
(2 n )! k !(n − k )! , (82)
hile the first-order approximation is 
 (R,  R ) = 
[ 
I −  R 
2 
A 0 (R ) 
] −1 [ 
I +  R 
2 
A 0 (R ) 
] 
. (83)
Depending on the choice of the matrix A 0 (R ) in the interval
 R −  R, R ] we obtain either a central or a forward recurrence re-
ation. In the central scheme, the matrix A (r) , defined by Eq. (72) ,
s approximated by its value at the midpoint r = R −  R/ 2 : 
 0 (R ) ≈ A 
(
R −  R 
2 
)
, (84)
hile in the forward scheme, the matrix A (r) is approximated by
ts value at the right endpoint r = R : 
 0 (R ) ≈ A (R ) . (85)
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Fig. 2. Illustration of the superposition T -matrix method. 
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 hus, in the framework of the first-order Pade approximation, the
ecurrence relation is Eq. (78) in conjunction with Eq. (83) ; the dif-
erence between the central and the forward scheme consists in
he approximations for A (r) given by Eqs. (84) and (85) . 
From Eqs. (78) and (83) , we infer that the recurrence
78) requires the inversion of a 4 N max ×4 N max matrix and of a
 N max ×2 N max matrix. However, as shown in Appendix B , the in-
ersion of the 4 N max ×4 N max matrix B = B (R,  R ) is equivalent
o the inversion of two 2 N max ×2 N max matrices; hence, roughly
peaking, the recurrence (78) requires the inversion of three
 N max ×2 N max matrices. 
Note that the recurrence relations of Section 2.3 can be re-
arded as alternative algorithms for generating numerical solutions
o the matrix Riccati Eq. (66) . Also note that if the matrix exponen-
ial is computed by means of the first-order Taylor approximation
 
 R A 0 (R ) ≈ I +  R A 0 (R ) , (86)
e are led to the recurrence relation 
 m (R ) = [(I +  R Q 12 m ) T m (R −  R ) +  R Q 
11 
m ] 
× [(I −  R Q 21 m ) −  R Q 
22 
m T m (R −  R )] −1 . (87) 
his recurrence, which demands only one inversion of a
 N max ×2 N max matrix, has been derived in Ref. [27] . However, as
ur numerical simulations have confirmed, the recurrence (87) has
 low order of approximation, and so, it is less accurate than the
ecurrence (78) . For this reason, it does not present any practical
nterest. 
. The superposition T -matrix method 
In Ref. [27] we described a version of the superposition T -
atrix method, which enabled us to obtain a forward recurrence
elation for the T matrix, without invoking the invariant embed-
ing procedure. In this section, we reiterate the proof by employ-
ng more rigorous arguments with the goal of introducing central
nd forward recurrence relations. 
.1. The Fredholm integral equation for the radial amplitude vector 
Let us consider two concentric spheres of radii R 1 and R 2 > R 1 ,
nclosing an inhomogeneous region as shown in Fig. 2 . The inho-
ogeneous sphere of radius R 2 is regarded as a system of two
articles: the (inhomogeneous) sphere of radius R 1 , and the (in-
omogeneous) spherical shell between R 1 and R 2 . The interior of
he sphere of radius R 2 is denoted by D , the interior of the sphere
f radius R by D , and the domain corresponding to the spherical1 1 hell by D 2 . As D = D 1 ∪ D 2 , the matrix-form representation of the
olume integral equation (17) is 
 (r ) =E 0 (r ) + 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 1 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′
+ 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 2 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′ . 
(88) 
n the superposition T -matrix method, we distinguish the follow-
ng fields. 
1. The field scattered by the spherical shell in D 1 is ( r ∈ D 1 ) 
E 2 s (r ) = 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 2 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′
= 
∑ 
mn 
Y mn ( ̂  ) J n (r) a 
2 
mn , (89) 
where 
a 2 mn = 
j k 0 
π
∫ R 2 
R 1 
H T n (r) f mn (r) d r (90)
are the expansion coefficients of E 2 s (r ) in terms of the reg-
ular functions J n (r) . This field excites the sphere of radius
R 1 . 
2. The field scattered by the sphere of radius R 1 in D 2 is
( r ∈ D 2 ) 
E 1 s (r ) = 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 1 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′
= 
∑ 
mn 
Y mn ( ̂  ) H n (r) s 
1 
mn (91) 
where 
s 1 mn = 
j k 0 
π
∫ R 1 
0 
J T n (r) f mn (r) d r (92)
are the expansion coefficients of E 1 s (r ) in terms of the radi-
ating functions H n (r) . This field excites the spherical shell. 
3. The total field exciting the sphere of radius R 1 is 
E 2 s (r ) + E 0 (r ) = 
∑ 
mn 
Y mn ( ̂  ) J n (r)(a mn + a 2 mn ) , (93)
while the total field exciting the spherical shell is 
E 1 s (r ) + E 0 (r ) = 
∑ 
mn 
Y mn ( ̂  )[ J n (r) a mn + H n (r) s 1 mn ] . (94)
Noting that the exciting field (93) possesses an expansion in
terms of regular functions, we have the T -matrix equation 
s 1 mn = 
∑ 
m ′ n ′ 
T 1 mn,m ′ n ′ (a m ′ n ′ + a 2 m ′ n ′ ) , (95)
where T 1 
mn,m ′ n ′ is the transition matrix of the sphere of ra-
dius R 1 . 
4. The field scattered by the system of particles (the sphere of
radius R 2 ) sums the contributions of the fields scattered by
the sphere of radius R 1 and the spherical shell; it is given by
( r ∈ R 3 \ D ) 
E s (r ) = 
∑ 
mn 
Y mn ( ̂  ) H n (r) s 
1 
mn 
+ j k 0 
π
∑ 
mn 
Y mn ( ̂  ) H n (r) 
∫ R 2 
R 1 
J T n (r 
′ ) f mn (r ′ ) d r ′ 
= 
∑ 
mn 
Y mn ( ̂  ) H n (r) s mn , (96) 
where 
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a  s mn = s 1 mn + 
j k 0 
π
∫ R 2 
R 1 
J T n (r) f mn (r) d r (97)
are the expansion coefficients of E s (r ) in terms of the radi-
ating functions H n (r) . For the sphere of radius R 2 character-
ized by the transition matrix T mn,m ′ n ′ , the T -matrix equation
is 
s mn = 
∑ 
m ′ n ′ 
T mn,m ′ n ′ a m ′ n ′ . (98)
By means of Eq. (91) , we express the volume integral Eq. (88) in
D 2 as ( r ∈ D 2 ) 
E (r ) = 
∑ 
mn 
Y mn ( ̂  )[ J n (r) a mn + H n (r) s 1 mn ] 
+ 
∑ 
mn 
Y mn ( ̂  ) 
∫ 
D 2 
χ(r ′ ) G n (r, r ′ ) Y T −mn ( ̂  
′ 
) Z (r ′ ) E (r ′ ) d 3 r ′ . 
(99)
In view of Eq. (94) , it is apparent that the first sum in the right-
hand side of Eq. (99) is the total field exciting the spherical shell.
From Eq. (99) it follows that the radial amplitude vector, defined
by Eq. (28) , satisfies the integral equation 
f mn (r) = 
∑ 
m ′ n ′ 
U mn,m ′ n ′ (r)[ J n ′ (r) a m ′ n ′ + H n ′ (r) s 1 m ′ n ′ ] 
+ 
∑ 
m ′ n ′ 
∫ R 2 
R 1 
U mn,m ′ n ′ (r) G n ′ (r, r 
′ ) f m ′ n ′ (r ′ ) d r ′ , (100)
for R 1 ≤ r≤R 2 . 
For an axisymmetric particle and in terms of global matrices,
Eqs. (90) , (95), (97) , and (100) read as 
a 2 m = 
j k 0 
π
∫ R 2 
R 1 
H T (r) f m (r) d r, (101)
s 1 m = T 1 m (a m + a 2 m ) , (102)
s m = s 1 m + 
j k 0 
π
∫ R 2 
R 1 
J T (r) f m (r) d r, (103)
and 
f m (r) = U m (r)[ J (r) a m + H (r) s 1 m ] + 
∫ R 2 
R 1 
U m (r) G (r, r 
′ ) f m (r ′ ) d r ′ , 
(104)
respectively, while the T -matrix equation (98) takes the form s m =
T m a m . Here, we introduced the vector f m := [ f mn ] and in an analo-
gous manner, the vectors a m , a 
2 
m , s m , and s 
1 
m . 
3.2. Recurrence relations for the transition matrix 
As in Section 2.3 , central and forward recurrence relations for
the transition matrix can be derived in the framework of the su-
perposition T -matrix method. 
We begin with the central recurrence relation. In Eq. (104) we
choose R 1 = R −  R and R 2 = R +  R, and set r = R . Using the mid-
point quadrature formula for a discontinuous function, we find 
f m (R ) = U m (R )[ J (R ) a m + H (R ) s 1 m ] + 2  R U m (R ) G (R, R ) f m (R ) , 
(105)
where G (R, R ) is given by Eq. (51) . We obtain the central recur-
rence relation 
T m (R ) = T m (R −  R ) + j k 0 
π
 R [ T m (R −  R ) H T + J T ] 
×
[ 
I −  R U m G − j k 0 
π
 R U m HT m (R −  R ) H T 
] −1 × U m [ J + HT m (R −  R )] , (106)
here 
 = J 
(
R −  R 
2 
)
, H = H 
(
R −  R 
2 
)
, U m = U m 
(
R −  R 
2 
)
(107)
nd 
 = G 
(
R −  R 
2 
, R −  R 
2 
)
. (108)
he derivation of the recurrence (106) is given in Appendix C . 
To obtain the forward recurrence relation we consider
q. (104) with R 1 = R −  R and R 2 = R, and set r = R . Using the
ight-endpoint quadrature formula, we obtain 
 m (R ) = U m (R )[ J (R ) a m + H (R ) s 1 m ] +  R U m (R ) G (R, R −) f m (R ) , 
(109)
o that after the replacement G (R, R −) → G (R, R ) , we are led to the
orward recurrence relation (106) with 
 = J (R ) , H = H (R ) , U m = U m (R ) , (110)
nd 
 = G (R, R ) . (111)
It is not difficult to see that the recurrence (106) demands the
nversion of a 3 N max ×3 N max matrix. 
In terms of the matrix V m defined by Eq. (58) , the recurrence
elation (106) becomes 
 m (R ) = T m (R −  R ) + j k 0 
π
[ T m (R −  R ) H T + J T ] 
×
[ 
I − j k 0 
π
V m HT m (R −  R ) H T 
] −1 
× V m [ J + HT m (R −  R )] . (112)
n Appendix D we show that the recurrences (52) and (112) are
dentical, which in turn implies, that the recurrences (52) and
106) are identical. 
. Numerical simulations 
The recurrence schemes for T -matrix calculation have been im-
lemented in a Fortran computer program. As in Refs. [24–26] , the
ffective dimension of the T matrix increases with the radius R ,
nd the Gaussian quadrature is employed for computing U m . To
mprove the solution accuracy, the adaptive step-size procedure
escribed in Appendix E has been implemented. 
In this section we perform some simple numerical simulations
n order to assess the accuracies and efficiencies of the central
nd forward recurrence schemes corresponding to the invariant
mbedding T -matrix method, the matrix Riccati equation method,
nd the superposition T -matrix method. 
The particle considered in our analysis is a prolate spheroid
ith k 0 a = 40 and k 0 b = 20 , where a and b are the polar (verti-
al) and the equatorial (horizontal) radius, respectively. The rela-
ive refractive index is m r = 1 . 311 , and the initial spherical radius
s k 0 R 0 = 30 . For simplicity, we consider that the incident direction
s aligned with the symmetry axis of the spheroid. Moreover, for
he simulations reported here, the adaptive step-size procedure is
ot used. The initial matrix T m (R 0 ) is computed by using the sin-
le spherical coordinate-based null-field method. All simulations
re performed with double-precision floating-point variables on a
erver Intel(R) Xeon(R) CPU E5-2695 v3 @ 2.30 GHz 
We begin with a convergence test of the extinction efficiency
 ext over the expansion order N . The results are shown in Fig. 3 .
t is well known that the null-field method is characterized by
 “semi-convergent” behavior: Q ext stagnates in a region called
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Fig. 3. Relative errors in the extinction efficiency Q ext versus the expansion order N . The results correspond to the null-field method (upper panel) and the forward and 
central recurrence schemes (lower panel). The step size is k 0  R = 0 . 05 . 
Fig. 4. Relative errors in the extinction efficiency Q ext versus the step size k 0  R . The results correspond to the forward and central recurrence schemes. The maximum 
expansion order is N = 60 . 
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d  lateau of convergence, and increase or decrease outside this re-
ion. In the convergence region, delimited by N = 50 and N = 56 ,
e found that Q ext 0 = 0 . 7883 (upper panel of Fig. 3 ). In the lower
anel of Fig. 3 we illustrate the relative errors in Q ext versus the
xpansion order N , taking Q ext 0 as a reference. As expected, the
lots show a “semi-convergent” behavior of the null-field method,
nd a monotonic convergent behavior of the recurrence schemes.
hat is impressive here is that these methods do not fail for large
alues of N . In fact, the results in Fig. 3 certify that Fredholm in-
egral equations of the second kind are much less ill-posed than
redholm integral equations of the first kind (they are not particu-
arly ill-posed). In Fig. 4 we plot the relative errors in Q ext versus
he step size k 0  R . The results show that relative errors become
maller than 2 · 10 −3 for k 0  R ≤0.1. In addition to these conclu-
ions we mention the following findings: v  1. the computational result of all central recurrence schemes,
as well as all forward recurrence schemes, are numerically
identical (up to five digits); 
2. the central recurrence schemes have a slightly better accu-
racy than the forward recurrence schemes (see lower panel
of Figs. 3 and 4 ); 
3. the convergence rates of the recurrence schemes is rather
low. 
In Fig. 5 we again plot the relative errors of Q ext versus the ex-
ansion order N , but now, we consider the extreme situation when
he expansion order N is very large. What we found is that the re-
urrence schemes of the superposition T -matrix method works up
o N = 360 , while the recurrence schemes of the invariant embed-
ing T -matrix method works only up to N = 220 ; after this critical
alue, overflow errors occur. To extend the domain of applicabil-
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Fig. 5. Relative errors in the extinction efficiency Q ext versus the expansion order N for the (central) recurrence schemes corresponding to the superposition T -matrix 
method (STM) and the invariant embedding T -matrix method (IEM). The step size is k 0  R = 0 . 5 . 
Table 1 
Computation times in min:sec for the 
central recurrence schemes correspond- 
ing to the invariant embedding T -matrix 
method (IEM), the superposition T - 
matrix method (STM), and the matrix 
Riccati equation method (MRM). The 
maximum expansion order increases 
from N = 60 to N = 220 in steps of 20. 
Step Size IEM STM MRM 
0.5 3:39 3:38 3:56 
0.25 7:14 6:54 7:44 
0.05 33:38 33:04 37:31 
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K  ity of the latter method, we implemented a scaling procedure for
computing the spherical Bessel and Neumann functions. This ap-
proach is described in Appendix F . With this scaling procedure, the
recurrence schemes of the invariant embedding T -matrix method
can be used up to N = 360 . Note that the recurrence schemes of
the matrix Riccati equation method should be also equipped with
this scaling procedure in order to achieve such performance. Also
note that for N > 360, all methods fail. 
The computation times for the central recurrence schemes is
shown in Table 1 . We recall, that the invariant embedding T -
matrix method requires the inversion of two 2 N max ×2 N max matri-
ces, the superposition T -matrix method of a 3 N max ×3 N max matrix,
and the matrix Riccati equation method of three 2 N max ×2 N max 
matrices. The results show that the efficiencies of the recur-
rence schemes corresponding to the invariant embedding T -matrix
method and the superposition T -matrix method are comparable,
while the recurrence scheme corresponding to the matrix Riccati
equation method is less efficient (but not dramatically less effi-
cient). 
5. Conclusions 
In this paper, we reviewed several methods for deriving recur-
rence relations for T -matrix calculation. In particular, by perform-
ing a consistent analysis, we (i) derived central and forward recur-
rence relations in the framework of the invariant embedding T -
matrix method, the matrix Riccati equation method, and the su-
perposition T -matrix method, and (ii) proved that the recurrenceelations of the invariant embedding T -matrix method and the su-
erposition T -matrix method are analytically equivalent. Although
ur paper is merely theoretical, we performed some simple com-
uter simulations and found that 
1. all central, as well as all forward recurrence schemes, are
(almost) numerically identical, 
2. the central recurrence schemes provide a slightly better ac-
curacy than the forward recurrence schemes, 
3. the recurrence schemes of the superposition T -matrix
method are more stable than that of the invariant em-
bedding T -matrix method and the matrix Riccati equation
method, 
4. the stability of the recurrence schemes corresponding to the
invariant embedding T -matrix method and the matrix Ric-
cati equation method can be increased by means of a scaling
procedure for computing the spherical Bessel and Neumann
functions, 
5. the efficiencies of the recurrence schemes corresponding to
the invariant embedding T -matrix method and the superpo-
sition T -matrix method are comparable. 
It will be an interesting task for the scientists who developed
fficient computer codes based on the forward recurrence scheme
f the invariant embedding T -matrix method to implement these
ecurrence schemes in their codes, and to test them in complex
pplications (as reported in Refs. [24–26] ). 
ppendix A 
In this appendix we derive the central and forward recurrence
elations given by Eq. (52) in conjunction with Eqs. (53) and (61) . 
entral recurrence relation. The derivation involves the following
teps. 
Step 1 . The integral equation (50) , with G (R, R ) given by
q. (51) , yields 
 m (R, R +  R ) = 1 
2  R V m (R, 2  R )[ J (R ) + H (R ) K m ] , (113)
here the matrix V m is defined by Eq. (58) , and the auxiliary ma-
rix K m is given by 
 m = j k 0 
π
∫ R − R 
0 
J T (r) F m (r, R +  R ) d r. (114)
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TStep 2 . Substituting Eq. (114) in the integral representation
47) for the T matrix with R → R +  R, gives 
 m (R +  R ) = K m + j k 0 
π
∫ R +  R 
R − R 
J T (r) F m (r, R +  R ) d r. (115)
omputing the above integral by the midpoint quadrature formula
 R +  R 
R − R f (r) d r = 2  R f (R ) (note that the integrand is a continuous
unction) and using Eq. (113) , we obtain 
 m (R +  R ) = Q 11 m (R, 2  R ) + [ I + Q 12 m (R, 2  R )] K m , (116)
here the matrices Q i j m are given by Eqs. (54) –(57) . 
Step 3 . Consider the integral Eq. (46) with R → R +  R, that
s, 
 m (r, R +  R ) = U m (r) J (r) 
+ 
∫ R − R 
0 
U m (r) G (r, r 
′ ) F m (r ′ , R +  R ) d r ′ 
+ 
∫ R +  R 
R − R 
U m (r) G (r, r 
′ ) F m (r ′ , R +  R ) d r ′ . (117) 
or r ≤ R −  R, application of the midpoint quadrature formula to
he last integral yields 
 m (r, R +  R ) = U m (r) J (r) 
[ 
I + 2  R j k 0 
π
H T (R ) F m (R, R +  R ) 
] 
+ 
∫ R − R 
0 
U m (r) G (r, r 
′ ) F m (r ′ , R +  R ) d r ′ . (118) 
ext, consider the integral Eq. (46) with R → R −  R, that is, 
 m (r, R −  R ) = U m (r) J (r) + 
∫ R − R 
0 
U m (r) G (r, r 
′ ) F m (r ′ , R −  R ) d
(119) 
or r ≤ R −  R . Because for r ≤ R −  R, F m (r, R +  R ) and F m (r, R −
 R ) solve the same Fredholm integral equation but with forcing
unctions which differ by a multiplicative constant, we find that 
 m (r, R +  R ) = F m (r, R −  R )(I + L m ) , (120)
here we have introduced the auxiliary matrix L m by the relation
 m = 2  R j k 0 
π
H T (R ) F m (R, R +  R ) . (121)
y means of Eq. (113) , the matrix L m computes as 
 m = Q 21 m (R, 2  R ) + Q 22 m (R, 2  R ) K m . (122)
Step 4. The integral representation (47) for the T matrix with
 → R −  R is 
 m (R −  R ) = j k 0 
π
∫ R − R 
0 
J T (r) F m (r, R −  R ) d r. (123)
ultiplying this equation from the right by I + L m , and taking ac-
ount of Eqs. (114) and (120) , we get 
 m (R −  R )(I + L m ) = K m . (124)
Step 5. Solving Eqs. (122) and (124) with respect to K m , we ob-
ain 
 m = [ I − T m (R −  R ) Q 22 m (R, 2  R )] −1 
× T m (R −  R )[ I + Q 21 m (R, 2  R )] , (125) 
o that by substituting this result in Eq. (116) , we find 
 m (R +  R ) = Q 11 m (R, 2  R ) + [ I + Q 12 m (R, 2  R )] 
× [ I − T m (R −  R ) Q 22 m (R, 2  R )] −1 
× T m (R −  R )[ I + Q 21 m (R, 2  R )] . (126) Step 6. In Eq. (126) we make the successive transformations: 
 R →  R 
2 
and R → R −  R 
2 
, (127)
nd obtain the central recurrence relation 
 m (R ) = Q 11 m 
(
R −  R 
2 
,  R 
)
+ 
[ 
I + Q 12 m 
(
R −  R 
2 
,  R 
)] 
×
[ 
I − T m (R −  R ) Q 22 m 
(
R −  R 
2 
,  R 
)] −1 
× T m (R −  R ) 
[ 
I + Q 21 m 
(
R −  R 
2 
,  R 
)] 
. (128) 
orward recurrence relation. The derivation is similar to the previ-
us one. 
In Step 1, the integral equation (60) with G (R, R −) → G (R, R )
mplies (compare with Eq. (113) ) 
 m (R, R ) = 1  R V m (R,  R )[ J (R ) + H (R ) K m ] , (129)
here V m is as in Eq. (58) , and 
 m = j k 0 
π
∫ R − R 
0 
J T (r) F m (r, R ) d r. (130)
In Step 2, we consider the integral representation (47) for the T
atrix 
 m (R ) = K m + j k 0 
π
∫ R 
R − R 
J T (r) F m (r, R ) d r, (131)
se the right-endpoint quadrature formula for a function which
s continuous in the interval [ R −  R, R ] , and find (compare with
q. (116) ) 
 m (R ) = Q 11 m (R,  R ) + [ I + Q 12 m (R,  R )] K m . (132)
In Step 3, we derive the relationship (compare with Eq. (120) )
 m (r, R ) = F m (r, R −  R )(I + L m ) , (133)
here the auxiliary matrix L m , defined by 
 m = j k 0 
π
 R H T (R ) F m (R, R ) , (134)
an be expressed as (compare with Eq. (122) ) 
 m = Q 21 m (R,  R ) + Q 22 m (R,  R ) K m . (135)
In Step 4, the integral representation (123) in conjunction
ith Eqs. (130) and (133) implies that T m (R −  R ) also satisfies
q. (124) . 
In Step 5, we deduce from Eqs. (124) and (135) that K m is
iven by Eq. (125) with Q 22 m (R, 2  R ) and Q 21 m (R, 2  R ) replaced by
 
22 
m (R,  R ) and Q 21 m (R,  R ) , respectively. Substituting this result in
q. (132) , we obtain the forward recurrence relation: 
 m (R ) = Q 11 m (R,  R ) + [ I + Q 12 m (R,  R )] 
× [ I − T m (R −  R ) Q 22 m (R,  R )] −1 
× T m (R −  R )[ I + Q 21 m (R,  R )] . (136) 
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and the proof is finished. Appendix B 
The matrix equation (83) is of the form [
A 11 A 12 
A 21 A 22 
][
B 11 B 12 
B 21 B 22 
]
= 
[
2 I − A 11 −A 12 
−A 21 2 I − A 22 
]
, (137)
where we have set 
A = 
[
A 11 A 12 
A 21 A 22 
]
= I −  R 
2 
A 0 (R ) . (138)
An algorithm for solving Eq. (137) reads as 
1. X = A 21 A −1 11 , 
2. Y = XA 12 − A 22 , 
3. B 21 = −Y −1 (XA 11 − 2 X − A 21 ), 
4. B 22 = −Y −1 (XA 21 − A 22 + 2 I ) , 
5. B 11 = −A −1 11 (A 12 B 21 + A 11 − 2 I ) , 
6. B 12 = −A −1 11 (A 12 B 22 + A 12 ) . 
Thus, in the above algorithm, instead of computing the inverse
of the 4 N max ×4 N max matrix B , we compute the inverses of the
two 2 N max ×2 N max matrices A 11 and Y. 
Appendix C 
In this appendix we prove the central recurrence relation
(106) along with the representations (107) and (108) . The proof of
the forward recurrence relation is similar and is therefore omitted
here. 
Consider Eq. (105) , that is, 
f m (R ) = U m (R )[ J (r) a m + H (R ) s 1 m ] + 2  R U m (R ) G (R, R ) f m (R ) . 
(139)
As in Appendix 1 , we organize our derivation in several steps. 
Step 1. Computing the integrals in Eqs. (101) and (103) with
R 1 = R −  R and R 2 = R +  R, by the midpoint quadrature formula,
we obtain 
a 2 m = 2  R 
j k 0 
π
H T (R ) f m (R ) , (140)
and 
s m = s 1 m + 2  R 
j k 0 
π
J T (R ) f m (R ) , (141)
respectively. By substituting Eq. (140) in Eq. (102) with T 1 m =
T m (R −  R ) , we get 
s 1 m = T m (R −  R ) a m + 2  R 
j k 0 
π
T m (R −  R ) H T (R ) f m (R ) , (142)
while by substituting Eq. (142) in Eq. (141) , we find 
s m = T m (R −  R ) a m 
+ 2  R j k 0 
π
[ T m (R −  R ) H T (R ) + J T (R )] f m (R ) . (143)
Step 2. Inserting Eq. (142) in Eq. (139) yields the representa-
tion 
f m (R ) = 
{ 
I − 2  R U m (R ) 
[ 
G (R, R ) + j k 0 
π
H (R ) T m (R −  R ) H T (R ) 
] } −1
× U m (R ) 
[ 
J (r) + H (R ) T m (R −  R ) 
] 
a m . (144)
Step 3. From the equation s m = T m a m with T m = T m (R +  R )
on one hand, and Eq. (143) on the other hand, we obtain, in using
Eq. (144) , 
T m (R +  R ) = T m (R −  R ) 
+2  R j k 0 
π
[ T m (R −  R ) H T (R ) + J T (R )] ×
{ 
I − 2  R U m (R ) 
[ 
G (R, R ) + j k 0 
π
H (R ) T m (R −  R ) H T (R ) 
] } −1 
×U m (R ) 
[ 
J (r) + H (R ) T m (R −  R ) 
] 
. (145)
Step 4. In Eq. (145) we make the transformations (127) , i.e., 
 R →  R 
2 
and R → R −  R 
2 
, 
nd find the central recurrence relation: 
 m (R ) = T m (R −  R ) 
+  R j k 0 
π
[ 
T m (R −  R ) H T 
(
R −  R 
2 
)
+ J T 
(
R −  R 
2 
)] 
×
{ 
I −  R U m 
(
R −  R 
2 
)[ 
G 
(
R −  R 
2 
, R −  R 
2 
)
+ j k 0 
π
H 
(
R −  R 
2 
)
T m (R −  R ) H T 
(
R −  R 
2 
)] } 
−1 
× U m 
(
R −  R 
2 
)[ 
J 
(
R −  R 
2 
)
+ H 
(
R −  R 
2 
)
T m (R −  R ) 
] 
. 
(146)
ppendix D 
In this appendix we show that the recurrence relations (52) and
112) are identical. Parts of the proof are borrowed from Ref. [27] . 
1. Setting T m = T m (R ) , T 1 m = T m (R −  R ) , and 
(I − T 1 m Q 22 m ) −1 = I + A , (147)
which yields 
A = T 1 m Q 22 m (I − T 1 m Q 22 m ) −1 , (148)
and performing the matrix multiplications in Eq. (52) , we
obtain 
T m = T 1 m + Q 11 m + T 1 m Q 21 m + Q 12 m T 1 m + Q 12 m T 1 m Q 21 m 
+ AT 1 m + AT 1 m Q 21 m + Q 12 m AT 1 m + Q 12 m AT 1 m Q 21 m . (149)
2. Setting α = j k 0 /π, and 
(I − αV m HT 1 m H T ) −1 = I + B , (150)
which gives 
B = αV m HT 1 m H T (I − αV m HT 1 m H T ) −1 , (151)
we express the recurrence relation (112) as 
T m = T 1 m + Q 11 m + T 1 m Q 21 m + Q 12 m T 1 m + T 1 m Q 22 m T 1 m 
+ αT 1 m H T BV m J + αT 1 m H T BV m HT 1 m 
+ αJ T BV m J + αJ T BV m HT 1 m . (152)
3. Using the matrix identity 
X (I m − YX ) −1 = (I n − XY) −1 X , (153)
where in general, X is an n ×m matrix and Y an m ×n ma-
trix, and taking into account the definition of the matrices
Q i j m as given by Eqs. (54) –(57) , we find the following identi-
ties: 
αT 1 m H 
T BV m J = AT 1 m Q 21 m , (154)
αT 1 m H 
T BV m HT 
1 
m = AT 1 m − T 1 m Q 22 m T 1 m , (155)
αJ T BV m J = Q 12 m T 1 m Q 21 m + Q 12 m AT 1 m Q 21 m , (156)
αJ T BV m HT 
1 
m = Q 12 m AT 1 m . (157)
Substituting Eqs. (154) –(157) in Eq. (152) yields Eq. (149) ,
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 It should be pointed out that a direct derivation of the matrix
dentities (154) –(157) can be obtained if we assume that the Neu-
ann series for the inverse matrices in Eqs. (147) and (150) con-
erge. Indeed, considering the Neumann series for the inverse
(I − T 1 m Q 22 m ) −1 , i.e., 
(I − T 1 m Q 22 m ) −1 = I + 
∞ ∑ 
n =1 
(T 1 m Q 
22 
m ) 
n , (158)
e deduce from Eq. (147) along with Eq. (57) that 
 = 
∞ ∑ 
n =1 
(T 1 m Q 
22 
m ) 
n = 
∞ ∑ 
n =1 
(αT 1 m H 
T V m H ) 
n . (159)
imilarly, considering the Neumann series for (I − αV m HT 1 m H T ) −1 ,
.e., 
(I − αV m HT 1 m H T ) −1 = I + 
∞ ∑ 
n =1 
(αV m HT 
1 
m H 
T ) n , (160)
e find from Eq. (150) that 
 = 
∞ ∑ 
n =1 
(αV m HT 
1 
m H 
T ) n . (161)
hen, by making use of the identity 
 
1 
m H 
T (αV m HT 
1 
m H 
T ) n = (αT 1 m H T V m H ) n T 1 m H T , (162)
hich can be proved by induction, we find for example that (cf.
q. (154) ) 
T 1 m H 
T BV m J 
(161) = 
∞ ∑ 
n =1 
αT 1 m H 
T (αV m HT 
1 
m H 
T ) n V m J 
(162) = 
∞ ∑ 
n =1 
(αT 1 m H 
T V m H ) 
n T 1 m (αH 
T V m J ) 
(56) , (159) = AT 1 m Q 21 m . 
ppendix E 
The adaptive step-size procedure is standard in the numerical
olution of differential equations and improves the numerical ac-
uracy of the T matrix. At each step, the program receives the cur-
ent value R , the computed value of T m (R ) , and  R , the last step
ize used. Using these data the program computes two approxima-
ions to T m (R +  R ) : the first, T 1 m , by application of the recurrence
ith step size  R , and the second, T 2 m , by application of the re-
urrence twice, with step size  R /2. A local error estimate is then
btained using the relative error norm δ = || T 1 m − T 2 m || /  , where
 = ε|| T 2 m || is the absolute error norm, and ε is a prescribed tol-
rance, e.g., ε = 10 −4 . If δ > 2, the step is rejected, and all calcula-
ions are repeated using a smaller step size  R new obtained from
 R new 
 R 
)p+1 
= 1 
δ
, (163) 
here p is the order of the method. If δ < 2, the step is ac-
epted, with the approximation T R m to T m (R +  R ) taken to be the
ichardson extrapolated value 
 
R 
m = 
2 p 
2 p − 1 T 
2 
m −
1 
2 p − 1 T 
1 
m . (164)
he step size  R is passed on to the next step, unless δ < 1/2 , in
hich case it is updated to  R new via Eq. (163) . The solution accu-
acy can be also improved by applying the recurrence twice with
he constant steps  R and  R /2, and by employing the Richardson
xtrapolation rule on the iterated transition matrices T 1 m and T 
2 
m . ppendix F 
In this appendix we describe the scaling procedure for the re-
urrence (52) . If the expansion order N is larger than a critical
alue N c , and the size parameter is small, the Hankel functions
xplodes, and overflow errors in computing the matrix Q 22 m oc-
ur. The value of N c can be increased by using a normalized form
epresentation of the Hankel functions, or more precisely, of the
eumann functions y n ( kr ). In view of the representations j n (kr) =
j n (kr)10 
e J n and y n (kr) = y n (kr)10 e Y n , where e J n and e Y n are the ex-
onents of the Bessel and Neumann functions in decimal represen-
ation, respectively, we compute the fractional coefficients j n (kr)
nd y n (kr) by scaling appropriately the corresponding recurrence
elations. Note that for large values of n , e J n is a large negative
nteger, while e Y n is a large positive integer; their sum e J n + e Y n 
s however sufficiently small for the exponent field representation.
he fractional coefficients are encapsulated in the matrices J n (r)
nd Y n (r) , and we write J n (r) = J n (r ) E J n and Y n (r ) = Y n (r) E Y n ,
ith E J n = 10 e J n I and E Y n = 10 e Y n I . Extending J n (r) and Y n (r) into
he global diagonal matrices J (r) and Y (r) , respectively, as well as,
 J n and E Y n into the global matrices E J and E Y , respectively, we
ompute the matrices 
Q 11 m (R ) = E J Q JJ m (R ) E J , 
Q 12 m (R ) = E J Q JJ m (R ) E J + j E J Q JY m (R ) E Y , 
Q 21 m (R ) = E J Q JJ m (R ) E J + j E Y Q YJ m (R ) E J , 
 
 
22 
m (R ) = E J Q JJ m (R ) E J E −1 Y − E Y Q YY m (R ) 
+ j [ E J Q JY m (R ) + E Y Q YJ m (R ) E J E −1 Y ] , (165) 
here 
 
JJ 
m (R ) = 
j k 0 
π
J 
T 
(R ) V m (R ) J (R ) , 
 
JY 
m (R ) = 
j k 0 
π
J 
T 
(R ) V m (R ) Y (R ) , 
 
YJ 
m (R ) = 
j k 0 
π
Y 
T 
(R ) V m (R ) J (R ) , 
 
YY 
m (R ) = 
j k 0 
π
Y 
T 
(R ) V m (R ) Y (R ) . (166) 
hus, instead of computing Q 22 m , which is susceptible to overflow
rrors (due to the presence of the term E Y Q 
YY 
m E Y ), we compute 
̂ Q 22 m 
 Q 22 m = ̂  Q 22 m E Y ) which is less susceptible to overflow errors (due to
he presence of the terms E Y Q 
YY 
m and E Y Q 
YJ 
m E J E 
−1 
Y ). The inverse ma-
rix in Eq. (52) is then computed as 
 I − T m (R −  R ) Q 22 m ] −1 = E −1 Y [ E −1 Y − T m (R −  R ) ̂  Q 22 m ] −1 . (167)
he matrix E −1 Y in Eq. (167) may now lead to underflow, and so, to
 singular matrix. However, the critical value at which underflow
ccurs is larger than before. 
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