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Resumen
El aumento del poder de co´mputo de procesadores con un solo nu´cleo ha
llegado a su fin, y por lo tanto los procesadores multinu´cleo ya esta´n presen-
tes en la mayor´ıa de dispositivos electro´nicos. Esto hace que la programacio´n
paralela sea un requerimiento importante al momento de desarrollar un pro-
grama.
Para incorporar paralelismo en los programas se han extendido los len-
guajes de programacio´n, o bien se han desarrollado bibliotecas, con diversos
grados de e´xito. El estudio de formas de incorporar en forma simple y eficien-
te la programacio´n paralela al desarrollo de software sigue siendo objeto de
investigacio´n. En particular, en el lenguaje de programacio´n Haskell (Marlow
2010) se han desarrollado una variedad de extensiones del lenguaje, bibliote-
cas, y abstracciones, que permiten encarar el problema de la programacio´n
paralela desde diversos a´ngulos.
Para dar soporte a la experimentacio´n con formas nuevas de incorporar
paralelismo al desarrollo de software es necesario el desarrollo de herramien-
tas adecuadas que permitan el ana´lisis de las ejecuciones obtenidas. En este
trabajo se propone una herramienta para el estudio de programas paralelos
dentro del lenguaje de programacio´n Haskell. Esta permite al programador
observar directamente que´ computaciones se van a paralelizar, da´ndole un
mayor entendimiento sobre la ejecucio´n de su programa
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Cap´ıtulo 1
Introduccio´n
La presencia de procesadores multinu´cleo en la mayor´ıa de los dispositi-
vos condiciona al desarrollador a escalar sus programas mediante la ejecucio´n
paralela. Debido a la necesidad de incorporar paralelismo en los programas
se han extendido los lenguajes de programacio´n, o bien se han desarrollado
bibliotecas, con diversos grados de e´xito. El estudio de las formas de incor-
porar de manera simple y eficiente la programacio´n paralela al desarrollo de
software sigue siendo objeto de investigacio´n. En particular, en el lenguaje
de programacio´n Haskell (Marlow 2010) se han desarrollado una variedad de
extensiones, bibliotecas, y abstracciones, que permiten encarar el problema de
la programacio´n paralela desde diversos a´ngulos.
El desarrollo de herramientas adecuadas que permitan el ana´lisis de las
ejecuciones obtenidas es necesario al momento de dar soporte a la experimen-
tacio´n con nuevas formas de incorporar paralelismo.
En este trabajo se desarrolla un lenguaje de dominio espec´ıfico embebido
en Haskell para permitir la simulacio´n simbo´lica de programas paralelos. Se
espera permitirle al programador poder observar directamente que´ compu-
taciones se van a paralelizar, permitie´ndole tener un mayor entendimiento
sobre la ejecucio´n de su programa. Se presenta el desarrollo de la herramienta
Klytius, donde se implementa un lenguaje de dominio espec´ıfico destinado a
representar programas paralelos, y se definen representaciones gra´ficas para la
estructura de programas paralelos.
El resto del documento esta´ organizado de la siguiente forma: en lo que
resta de la introduccio´n se presenta el contexto histo´rico para dar fundamentos
a la necesidad de incorporar paralelismo a los programas, y las consecuencias
de hacerlo. En el cap´ıtulo 2, se introduce al lector co´mo paralelizar dentro
de los lenguajes funcionales, particularmente el paralelismo ba´sico dentro de
Haskell. En el cap´ıtulo 3, se muestra el uso de la herramienta Klytius, y en
el cap´ıtulo 4 explicamos co´mo fue implementada. Las conclusiones y trabajos
futuros se discuten en el cap´ıtulo 5.
1
2 CAPI´TULO 1. INTRODUCCIO´N
1.1. Historia del CPU multinu´cleo
En 1971 Intel presenta el primer microprocesador de la historia (Mazor,
Member y Noyce 1995), el Intel 4004. E´ste era un pequen˜o chip del taman˜o
de una un˜a, el cual vendr´ıa a reemplazar las computadoras que en ese mo-
mento eran del taman˜o de habitaciones. Este chip se incorporo´ ra´pidamente
al mercado en forma de ma´quinas expendedoras de comida, controladores de
ascensores, control de sema´foros e instrumentacio´n me´dica, entre otros instru-
mentos electro´nicos pequen˜os.
Actualmente los microprocesadores, presentes en la mayor´ıa de los dis-
positivos electro´nicos, no so´lo son estructuras ma´s complejas, con un poder
computacional enorme en comparacio´n a los 4-bits del Intel 4004, y con capa-
cidad para manejar varios nu´cleos de procesamiento, sino que adema´s poseen
funciones adicionales, como ser, unidades de punto flotante, memoria cache´,
controladores de memoria, y preprocesadores multimedia. Sin embargo, siguen
siendo en esencia iguales al primer microprocesador, un chip semiconductor
que realiza las computaciones principales del sistema (Borkar y Chien 2011).
Dentro de dichos avances, el ma´s notable fue el incremento de la capacidad
computacional de los microprocesadores, debido a que al aumentar la veloci-
dad de co´mputo el campo de aplicacio´n se aumentaba y les permit´ıa adquirir
nuevas funciones. El incremento en la velocidad de co´mputo de los microproce-
sadores se debio´ principalmente a una te´cnica denominada transistor-speed
scaling presentada por R. Dennard (Dennard y col. 1974). Dicha te´cnica per-
mite reducir la dimensio´n de los transistores un 30 % en cada generacio´n1
manteniendo el campo de energ´ıa constante, dando espacio a aumentar el
poder computacional.
Cada vez que se reduc´ıa el taman˜o de los transistores, el a´rea total se
reduc´ıa a la mitad, permitiendo a los fabricantes duplicar la cantidad de tran-
sistores en cada generacio´n. Adema´s, para mantener los campos de energ´ıa
constantes, al reducir el taman˜o tambie´n se reduc´ıa el consumo de energ´ıa de
los transistores. Es decir, en cada generacio´n se obten´ıan microprocesadores
un 40 % ma´s ra´pidos consumiendo exactamente la misma cantidad de energ´ıa
(aunque con el doble de transistores).
Sin embargo, al llegar a taman˜os muy pequen˜os, los transistores no se
comportan como un interruptor perfecto, ocasionando que una porcio´n de la
energ´ıa utilizada se pierda. Dicha pe´rdida de energ´ıa volvio´ prohibitivo conti-
nuar aumentando de esta manera la velocidad de co´mputo de los procesado-
res, por lo que se volvio´ necesario buscar otra manera de aumentar el poder
computacional.
Como forma alternativa de aumentar la capacidad de procesamiento, se
opto´ por retomar la idea de aumentar la cantidad de unidades de procesa-
1Aproximadamente 2 an˜os.
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miento (nu´cleos) dentro de un mismo procesador (Noguchi, Ohnishi y Morita
1975).
Problema´ticas del Paralelismo
Cuando se aumenta la frecuencia de los microprocesadores se ejecutan
exactamente las mismas instrucciones ma´s ra´pido. Es decir, se ejecutan con
mayor velocidad los mismos algoritmos sin modificacio´n alguna. Dejando
al programador simplemente la tarea de conseguir hardware ma´s potente para
que los programas funcionen ma´s ra´pido, libra´ndolo de modificar su co´digo o
pensar en co´mo administrar las computaciones de su programa.
Al aumentar las unidades de procesamiento se da lugar a la posibilidad
de ejecutar varias instrucciones de manera simulta´nea, es decir, permite pa-
ralelizar la ejecucio´n de los programas. Esto, en teor´ıa, permite multiplicar
el poder de co´mputo, aunque como veremos, en la pra´ctica no es tan fa´cil
obtener un mayor rendimiento. Esto sucede por dos razones:
No todo es paralelizable. Hay algoritmos que son fa´cilmente paraleliza-
bles, como por ejemplo, imaginemos que tenemos que pintar una habi-
tacio´n. Si un pintor puede pintarla en 16 hs, 4 pintores cada uno con sus
herramientas pueden dividirse el trabajo y pintarla en 4 hs. En cambio,
hay tareas que son inherentemente secuenciales, es decir, que no se van a
poder paralelizar completamente sino que tienen al menos un proceso el
cual se tiene que realizar de manera secuencial e indivisible. Por ejemplo,
supongamos que tenemos que cocinar, a un cocinero le llevara´ 4 hs, y si
agregamos otro cocinero ma´s para ayudarlo, podr´ıan cocinar mas ra´pido
pero no exactamente el doble de ra´pido, debido a que hay acciones que
se tienen que llevar a cabo que no pueden ser divididas. Por ejemplo, no
pueden batir la preparacio´n los dos juntos.
Paralelizar no es gratis. Au´n dados algoritmos que son totalmente pa-
ralelizables, deberemos saber co´mo dividiremos el algoritmo, cuantos
nu´cleos hay disponibles, co´mo distribuiremos las distintas tareas en los
diferentes nu´cleos y co´mo se comunican entre ellos en el caso que sea
necesario. Por ejemplo, en el caso de los pintores y la habitacio´n, debe-
remos tener la disponibilidad de los 4 pintores, pensar en co´mo dividir
el trabajo, contar con 4 sets de herramientas, etc.
Como resultado, el programador debe modificar su co´digo para incorporar
la posibilidad de ejecutar su programa utilizando todos los nu´cleos disponibles.
1.2. Modelos de Paralelismo
Hoy en d´ıa pra´cticamente todos los dispositivos poseen procesadores mul-
tinu´cleo, por lo que la programacio´n paralela se ha vuelto una necesidad. Para
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explotar todo el hardware subyacente el programador debe pensar de manera
paralela, obteniendo beneficios en velocidad, con la desventaja que el disen˜o
del software se torna ma´s complicado. Se debe tener en cuenta dos aspectos:
1. intr´ınseco al disen˜o del algoritmo, identificar que´ tareas se pueden realizar
en paralelo, analizar la dependencia de datos, etc; 2. hardware disponible, can-
tidad de nu´cleos disponibles, co´mo distribuir las diferentes tareas y establecer
canales de comunicacio´n entre ellos.
La programacio´n paralela introduce nuevas problema´ticas, como por ejem-
plo, dado que en la mayor´ıa de los lenguajes de programacio´n el programador
no tiene acceso a las pol´ıticas de scheduling, es decir, no puede asegurar un
orden de ejecucio´n sobre diferentes hilos creados, esto produce que el progra-
mador deba garantizar la correcta ejecucio´n sin importar el orden en que se
ejecuten (Peyton Jones 1989).
Para facilitar la tarea de organizar las computaciones de los programas,
se han planteado diferentes modelos de paralelismo, entre los cuales el ma´s
destacado es el modelo de Flynn.
Michael J. Flynn (Flynn 1966) propone utilizar una clasificacio´n de siste-
mas computacionales en base a dos factores, la cantidad de instrucciones que
ejecuta el microprocesador, y co´mo es accedida la informacio´n:
Single Instruction Stream, Single Data Stream(SISD): procesa-
dores compuestos por un solo nu´cleo, el cual ejecuta una sola instruccio´n
sobre un segmento de datos particular. Un ejemplo son los procesadores
con un solo nu´cleo.
Single Instruction Stream, Multiple Data Stream(SIMD): proce-
sadores de varios nu´cleos donde cada uno de ellos ejecuta una sola ins-
truccio´n (la misma para todos) aunque cada uno accede a un segmento
de datos diferente. Las unidades de procesamiento gra´fico (GPU ) siguen
este modelo.
Multiple Instruction Stream, Single Data Stream(MISD): pro-
cesadores de varios nu´cleos que permiten realizar distintas tareas sobre
un solo segmento de datos en particular. No se encuentran ejemplos
concretos de este modelo de procesadores.
Multiple Instruction Stream, Multiple Data Stream(MIMD):
procesadores de varios nu´cleos donde cada uno de ellos es totalmente
independiente del otro, pudiendo ejecutar diferentes instrucciones cada
uno y acceder a diferentes segmentos de datos. Dentro de esta categor´ıa
se encuentran los microprocesadores multinu´cleos actuales.
Si bien el modelo de Flynn es el ma´s establecido en la literatura, se han
propuesto y presentados otros con mayor nivel de detalle, como ser el trabajo
de Skillicorn y Talia (Skillicorn y Talia 1998).
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En los centros de co´mputo de alto rendimiento el paralelismo se utiliza a
trave´s de computaciones distribuidas, el cual es modelado mediante sistemas
de intercambio de mensajes. Un ejemplo concreto es Message Passing Interface
(MPI) (Forum 2012). Se basa en proveer un mecanismo de comunicacio´n entre
dos procesos para que estos puedan comunicarse libremente. Dicho mecanismo
se puede implementar de diferentes maneras, aunque en general se utilizan
primitivas de concurrencia.
1.3. Paralelismo en Lenguajes Funcionales Puros
Los lenguajes funcionales puros nos permiten representar las computacio-
nes en te´rminos de funciones puras, es decir, nos permiten presentar a un pro-
grama como una funcio´n que obtiene toda la informacio´n necesaria a trave´s
de sus argumentos y devuelve algu´n valor como resultado de su computacio´n,
sin utilizar informacio´n externa a ella que no este expl´ıcitamente dentro de
sus argumentos, ni modificar nada fuera del resultado que otorga al finalizar.
Por lo tanto todo comportamiento se vuelve expl´ıcito. Esto permite que sea
ma´s fa´cil razonar sobre los programas y estudiar su comportamiento.
Particularmente al tener computaciones puras la ejecucio´n se vuelve de-
terminista, el resultado so´lo depende de sus argumentos. Por lo tanto, todo
programa que se ejecute secuencialmente tendra´ el mismo resultado que su
versio´n paralela con los mismos datos de entrada, resaltando que el paralelis-
mo es una herramienta para arribar a la solucio´n ma´s ra´pido. Esto nos permite
razonar sobre los programas paralelos de la misma manera que los secuenciales
y depurarlos sin la necesidad de efectivamente ejecutarlos en paralelo. Permite
al programador independizarse de las pol´ıticas de scheduling, ya que el orden
de las diferentes tareas que componen al programa puede variar, influyendo
posiblemente en el tiempo de ejecucio´n, pero no en el valor resultado de la
misma. No existe la posibilidad de que haya deadlock, excepto en condiciones
donde su versio´n secuencial no termine debido a dependencias c´ıclicas (Roe
1991).
Los lenguajes funcionales, nos permiten delegar todos los aspectos de coor-
dinacio´n al runtime, es decir, libran al programador de tareas como: distribuir
las diferentes tareas entre los nu´cleos, establecer canales de comunicacio´n entre
los procesos, la generacio´n de nuevas tareas e incluso es independiente tanto
de la arquitectura como de las pol´ıticas de scheduling. Esto se debe a que los
lenguajes funcionales utilizan como mecanismo de ejecucio´n abstracto la Re-
duccio´n de Grafos (Johnsson 1984; Augustsson 1984; Kieburtz 1985) el cual
es fa´cil de modificar para permitir la evaluacio´n paralela de las computaciones
(Augustsson y Johnsson 1989). Estos sistemas representan a las computacio-
nes como grafos donde cada hoja es un valor y los nodos, que no son hojas,
representan aplicaciones. Se basan en ir reduciendo cada nodo a su valor co-
rrespondiente, posiblemente generando que otros subgrafos sean evaluados en
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el proceso.
En particular, Haskell es un lenguaje funcional puro con evaluacio´n perezo-
sa. Las computaciones son evaluadas en el momento que su valor sea necesario
o no evaluadas si no lo son. Al momento de incorporar paralelismo se requiere
otorgar la posibilidad de evaluar expresiones sobre los distintos nu´cleos dis-
ponibles, posiblemente sin que esas expresiones se necesiten en ese momento,
por lo que sera´ necesario prestar atencio´n cuando se trata de paralelizar una
computacio´n. Se debera´ forzar expl´ıcitamente la evaluacio´n que se requiera
para una expresio´n dada, ya que sino se suspendera´ su evaluacio´n y so´lo se
evaluara´ (de manera secuencial) cuando se necesite su valor.
1.4. Herramientas para el Ana´lisis de Programas
Paralelos
Encontrar problemas en el rendimiento de los programas es una tarea muy
complicada, que requiere de una gran experiencia previa y conocimiento de
co´mo funciona el compilador y el entorno de ejecucio´n. Para aliviar esta tarea,
se utilizan herramientas para realizar ana´lisis sobre computaciones paralelas.
Las herramientas de profiling son muy utilizadas debido a que el compor-
tamiento de los programas paralelos depende del estado general del sistema.
Estas, con ayuda del runtime, toman muestras del comportamiento del pro-
grama durante su ejecucio´n, para luego analizar los resultados e investigar el
origen de problemas de rendimiento, como ser, trabajo de los procesadores
desbalanceado o cuellos de botella.
Actualmente Haskell cuenta con ThreadScope, es una interfaz gra´fica para
el sistema de profiling de GHC (Jones Jr, Marlow y Singh 2009; Marlow,
Peyton Jones y Singh 2009; Harris, Marlow y Jones 2005), que permite dar un
ana´lisis de co´mo fue el comportamiento del programa, basada en los eventos
que fueron detectados en el ejecucio´n (Analysing Event Logs 2015). Si bien
se muestra el estado del sistema, momento a momento, no hay una relacio´n
directa (observable) entre la construccio´n del programa paralelo disen˜ado por
el programador y la evaluacio´n de las computaciones. Es decir, el programador
puede observar el comportamiento de todo su programa, pero tambie´n parte
de su tarea es determinar, a medida que transcurre la ejecucio´n, a que´ parte
concreta de su programa se debe el comportamiento observado.
La extensio´n de Haskell, Eden (Loogen 2012), presenta una herramienta
previa a la creacio´n de ThreadScope, llamada EvenTV (Berthold y col. s.f.),
que de forma muy similar a ThreadScope muestra gra´ficamente, momento a
momento, co´mo fueron utilizados los diferentes procesadores. La herramien-
ta EdenTV utiliza informacio´n provista por el monitor de rendimiento Eden
Tracing.
Dentro del paradigma de programacio´n imperativa se encuentran una gran
variedad de herramientas de ana´lisis de programas paralelos, donde en su ma-
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yor´ıa son herramientas que permiten monitorear el comportamiento del sis-
tema al momento de ejecucio´n, como ser, el manejo de memoria, el uso de
los diferentes nu´cleos, o son herramientas de profiling, como ser, ParaGraph,
XPVM, Vampir, Scalasca y TUA. Por ejemplo, Vampir es una herramien-
ta que permite monitorear el comportamiento de la ejecucio´n de programas
paralelos. Puede ser utilizado en diferentes lenguajes como ser, C o Fortan,
y con diferentes librer´ıas como MPI, OpenMP o CUDA. Para mayor infor-
macio´n sobre las diferentes herramientas de ana´lisis de programas paralelos,
Al Saeed, Trinder y Maier muestran una comparacio´n entre las herramientas
antes mencionadas (Al Saeed, Trinder y Maier 2013).
A su vez, modelos espec´ıficos de programacio´n paralela permiten realizar
ana´lisis inherentes al modelo, por lo que se encuentran aun ma´s herramientas
de monitoreo y profiling, como ser, sobre el modelo MPI se pueden utilizar,
DEEP/MPI, MPE, Pablo Performance Analysis Tools, Paradyn, etc. Estas
herramientas se basan en detectar informacio´n sobre cua´ndo se utilizan las
llamadas a las librer´ıas de MPI, que´ mensajes se intercambian mediantes los
canales de comunicaciones establecidos, etc. Para mayor informacio´n sobre
comparaciones entre dichas herramientas ver Moore y col. 2001.
Todas las herramientas mencionadas anteriormente realizan monitoreo de
la actividad del sistema, o bien, realizan profiling sobre la ejecucio´n del pro-
grama. En este trabajo se propone analizar la estructura de computaciones
paralelas. Dicha estructura se construye de forma dina´mica, pero e´sta no de-
pende del estado del sistema, sino que depende del co´digo escrito. Ninguna de
las herramientas antes mencionadas permiten realizar e´ste ana´lisis.
1.5. Contribuciones
En este trabajo se desarrolla un lenguaje de dominio espec´ıfico embebido
en Haskell que permite la simulacio´n simbo´lica de programas paralelos. Esta
permite al programador observar directamente que´ computaciones se van a
paralelizar, da´ndole un mayor entendimiento sobre la ejecucio´n de su progra-
ma. Adema´s, se presenta el desarrollo de la herramienta Klytius, donde se
implementa el lenguaje de dominio espec´ıfico destinado a representar progra-
mas paralelos. E´ste lenguaje provee un conjunto de operadores que permiten
construir programas paralelos simplemente utilizando operadores similares a
los combinadores de paralelismo puro dentro de Haskell, pero a la vez otor-
gando la posibilidad de realizar gra´ficos que representan la evaluacio´n de las
computaciones.
Actualmente la herramienta se encuentra alojada en un repositorio Git
pu´blico, https://bitbucket.org/martinceresa/klytius/. Se presenta co-
mo un paquete a instalar por la herramienta Cabal de la plataforma de Has-
kell.

Cap´ıtulo 2
Paralelismo en Lenguajes
Funcionales
En este cap´ıtulo se realiza una breve introduccio´n a la programacio´n para-
lela dentro del paradigma de programacio´n funcional, particularmente dentro
de Haskell. Se exploran las diferentes posibilidades de particionar un programa,
se analizan los combinadores ba´sicos de paralelismo puro dentro de Haskell,
y el impacto de la evaluacio´n perezosa sobre la programacio´n paralela. Por
u´ltimo, se construye un modelo ma´s abstracto sobre los combinadores ba´sicos,
que permite separar los algoritmos del comportamiento dina´mico.
2.1. Particionamiento de programas
Dada la posibilidad de ejecutar diferentes computaciones sobre diferentes
nu´cleos, se introduce un nuevo requerimiento dentro del disen˜o del algoritmo,
que es decidir cua´les son las computaciones que se van a distribuir, o co´mo
particionar los programas para arribar ma´s ra´pido la solucio´n.
Dentro de los lenguajes funcionales existe un gran espectro de opciones
para explotar el paralelismo presente en los programas. Podemos destacar dos
estrategias ba´sicas para decidir co´mo particionar un programa (Hammond
1994):
particionamiento impl´ıcito: El compilador luego de un ana´lisis esta´ti-
co del co´digo es quien decide cua´les son las tareas a realizar en paralelo.
Este tipo de paralelismo automa´tico puede generar tareas muy pequen˜as
en comparacio´n con el costo de realizarlas en paralelo e incluso, por de-
pendencia de datos, podr´ıa no generar paralelismo alguno.
particionamiento expl´ıcito: El programador es quien decide cua´les
tareas se realizara´n en paralelo, debiendo tener en cuenta el taman˜o de
las tareas a paralelizar, el tiempo de ejecucio´n de las mismas, la cantidad
de nu´cleos disponibles, etc. Si bien el resultado es bueno, el programador
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l e f t pid = 2∗ pid
r i g h t pid = 2∗ pid+1
parsum1 f g x = ( f ( x ) $on 0) + ( g ( x ) $on 1)
parsum2 f g x = ( f ( x ) $on l e f t ( $ s e l f ) ) + ( g ( x ) $on r i g h t ( $ s e l f ) )
Co´digo 2.1: Ejemplo de anotaciones
debe dedicarle ma´s tiempo y esfuerzo al disen˜o del algoritmo mezclando
el co´digo con primitivas de paralelismo del lenguaje.
Los lenguajes que utilizan particionamiento impl´ıcito definen un lenguaje
de bajo nivel para el control de paralelismo, el cual no esta´ disponible para
uso directo por parte del programador, sino que, es el compilador quien detec-
ta esta´ticamente co´mo particionar un programa e inserta automa´ticamente el
lenguaje de control de paralelismo. Un ejemplo de lenguaje de control es el uso
de combinadores seriales (Hudak y Goldberg 1985). El enfoque impl´ıcito tiene
como ventaja que el programador no tiene contacto con el paralelismo, por lo
que notara´ que sus programas utilizan el hardware disponible en la compu-
tadora de manera automa´tica. El problema con estos me´todos automa´ticos es
que el paralelismo obtenido tiende a ser demasiado granular, es decir que las
computaciones son relativamente pequen˜as, por lo que el costo de generar el
paralelismo (crear el hilo, establecer canales de comunicacio´n, etc) puede ser
mayor que el beneficio obtenido.
Por otro lado, los lenguajes expl´ıcitos utilizan te´cnicas como anotar en
el programa el control del paralelismo (Hudak 1986). Estas anotaciones for-
man parte de un meta-lenguaje dedicado a controlar el paralelismo, donde el
programador es el encargado de distribuir las computaciones en los distintos
procesadores. Por ejemplo, utilizando el operador infijo $on para indicar en
que´ procesador queremos evaluar la expresio´n, podemos escribir la suma de
dos expresiones de forma paralela en dos procesadores, como se muestra en el
Co´digo 2.1. En la primer definicio´n parsum1, se establece que f(x) se evaluara´ en
el procesador 0 y g(x) en el procesador 1, mientras que en la segunda definicio´n,
parsum2, los identificadores de los procesadores se generan dina´micamente en
base al procesador actual ( $self ).
Los lenguajes de particionamiento expl´ıcito otorgan al programador ma-
yor control sobre el paralelismo, con la desventaja que el co´digo resultante es
una mezcla (muy acoplada) entre el co´digo del algoritmo y co´digo de control.
Incluso hay que modelar el hardware subyacente, como se observa en el Co´di-
go 2.1, donde utilizamos una estructura de a´rbol binario para acceder a los
identificadores de los procesadores.
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a
b
(a) par a b
a
b
(b) pseq a b
Figura 2.2: Comparacio´n gra´fica entre par y pseq
2.2. Paralelismo Semi-Expl´ıcito
Un enfoque intermedio entre el paralelismo expl´ıcito donde toda la coor-
dinacio´n, comunicacio´n y control es de manera expl´ıcita (disen˜ado por el pro-
gramador) y el paralelismo impl´ıcito donde no se tiene control alguno sobre el
paralelismo, es el particionamiento semi-expl´ıcito. En este enfoque, el progra-
mador introduce ciertas anotaciones en el programa pero todos los aspectos
de coordinacio´n son delegados al entorno de ejecucio´n (Loidl y col. 2008).
El lenguaje de programacio´n Haskell, cuenta con dos combinadores ba´sicos
de coordinacio´n de computaciones.
par , pseq : : a → b → b
Ambos combinadores son los u´nicos con acceso al control del paralelismo del
programa1.
Denotacionalmente ambas primitivas son proyecciones en su segundo ar-
gumento.
par a b = b
pseq a b = b
Operacionalmente pseq establece que el primer argumento debe ser evaluado
antes que el segundo, mientras que par indica que el primer argumento puede
llegar a ser evaluado en paralelo con la evaluacio´n del segundo. Utilizando
los combinadores ba´sicos par y pseq el programador establece el que´ y co´mo
paralelizar sus programas. Podemos representarlo de manera gra´fica como se
muestra en la Figura 2.2: par marca la computacio´n a para ser evaluada en
paralelo (l´ınea punteada), y continu´a con la evaluacio´n de b (l´ınea continua),
mientras que, pseq establece que para evaluar b primero se debera´ evaluar
a. Ambos combinadores proponen la evaluacio´n de sus argumentos: par a b
propone que a se evalu´e en otro nu´cleo, de forma independiente de b, mientras
que pseq a b establece que antes de evaluar b se debe evaluar a.
1Si bien existen otros me´todos, en general no se recomienda mezclar varias te´cnicas.
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parsuma : : Int → Int →
Int
parsuma x y = par x ( x+y )
(a) Suma paralela
x
(+) x y
(b) Representacio´n gra´fica
Cuadro 2.3: Suma utilizando par
Toda computacio´n, a, marcada por par a b, sera´ vista por el entorno de
ejecucio´n como una oportunidad de trabajo a realizar en paralelo, la cual se
denomina spark. La accio´n de sparking no fuerza inmediatamente la creacio´n
de un hilo, sino que es el runtime el encargado de determinar cua´les sparks van
a ejecutarse, tomando esta decisio´n en base al estado general del sistema, como
ser, si encuentra disponible a algu´n nu´cleo en el cual ejecutar la evaluacio´n
del spark. El runtime es tambie´n el encargado de manejar los detalles de la
ejecucio´n de computaciones en paralelo, como ser, la creacio´n de hilos, la
comunicacio´n entre ellos, el workload balancing, etc.
Intentar paralelizar la evaluacio´n de una expresio´n se puede realizar sen-
cillamente, como se muestra en el fragmento de co´digo presentado en el Cua-
dro 2.3a, donde se busca paralelizar la evaluacio´n de los enteros que vienen
como argumentos de parsuma, utilizando el operador par, y luego devolver la
suma de los mismos. Podemos observar gra´ficamente la expresio´n a evaluar
en el Cuadro 2.3b, como al comenzar a evaluar la computacio´n se genera un
spark para evaluar la expresio´n de x, y continu´a con la evaluacio´n de la ex-
presio´n ((+) x y). Pero el programa mostrado en el Cuadro 2.3a, presenta un
error sutil. La funcio´n (+) tal como se encuentra definida en el preludio de
Haskell, es estricta en su primer argumento, por lo que evaluara´ primero a
x. Es decir que el valor del spark generado por el combinador par (para la
evaluacio´n de x) sera´ necesitado inmediatamente al evaluar ((+) x y), elimi-
nando toda posibilidad de paralelismo. No puede haber paralelismo debido a
que si todav´ıa no fue evaluado, sera´ evaluado por el mismo hilo de la suma, y
si esta´ en proceso de evaluacio´n, la computacio´n esperara´ hasta que e´ste haya
terminado su evaluacio´n, y luego continuara´ con la evaluacio´n de y.
Una posible solucio´n a este problema es intercambiar el orden de los ar-
gumentos de la funcio´n (+) (ya que sabemos que es conmutativa) por (y+x),
pero esta idea no es aplicable para cualquier funcio´n y puede ser que dada
una funcio´n no sepamos el orden de evaluacio´n que e´sta impone sobre sus
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parsuma : : Int → Int →
Int
parsuma x y =
par x (pseq y ( x+y ) )
(a) Suma paralela correcta
x
y
(+) x y
(b) Representacio´n gra´fica
Cuadro 2.4: Suma utilizando par y pseq
argumentos.
El combinador pseq permite establecer el orden de evaluacio´n y de esta ma-
nera secuencializar la evaluacio´n de (x+y) con el valor de y como se muestra
en el Co´digo 2.4a. De esta manera se logra tener paralelamente dos hilos, uno
para la evaluacio´n de x y otro para la evaluacio´n de y que adema´s realizara´ la
suma de ambos cuando sus argumentos hayan sido evaluados, independiente-
mente del orden que impone la suma sobre sus argumentos. Gra´ficamente en
la figura presente en el Cuadro 2.4b, observamos como al comenzar la evalua-
cio´n de la expresio´n parsuma x y, se genera un spark para la evaluacio´n de x,
mientras se evalu´a la expresio´n pseq y (x + y), donde se evalu´a primero a y y
por u´ltimo (x + y).
2.3. Profundidad de la Evaluacio´n
Haskell, por defecto, evalu´a los valores a forma normal de´bil a la cabeza,
es decir, evalu´a una computacio´n hasta encontrar el primer constructor del
tipo correspondiente. Por ejemplo, la forma normal de´bil a la cabeza de un
valor tipo lista es la lista vac´ıa ( [] ) o una lista con al menos un elemento ( : ).
Es decir, la pol´ıtica de evaluacio´n de Haskell es realizar el mı´nimo trabajo
necesario, las expresiones son calculadas cuando son necesarias para continuar
con la ejecucio´n del programa.
Los combinadores par y pseq, evalu´an sus argumentos a forma normal de´bil
a la cabeza, por lo que el programador debera´ asegurarse que los sparks real-
mente este´n realizando el trabajo que se espera que realicen. Esta problema´tica
es una de las principales causas de que la programacio´n paralela en lenguajes
de evaluacio´n perezosa sea dif´ıcil, como es el caso de Haskell. Exploremos un
ejemplo para identificar la problema´tica, y presentar posibles soluciones.
La programacio´n funcional incentiva a utilizar ciertos patrones como los
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parmap (+1) [ 2 3 , 4 , 7 9 0 1 4 ] = par (23+1) ((23+1) : parmap (+1)
[ 4 , 7 9 0 1 4 ] )
parmap (+1) [ 4 , 7 9 0 1 4 ] = par (4+1) ((4+1) : parmap (+1) [ 7 9 0 1 4 ] )
parmap (+1) [ 7 9 0 1 4 ] = par (79014+1) ((79014+1) : [ ] )
Co´digo 2.5: parmap (+1) [23,4,79014]
funtores, los cua´les nos permiten aplicar una funcio´n a los valores de un tipo de
datos sin modificar la estructura, es decir, nos permite modificar los valores
que contiene la estructura, pero no la estructura en s´ı. Particularmente al
trabajar sobre listas de elementos, es muy comu´n utilizar la funcio´n map, la
cual nos permite aplicar una funcio´n a cada uno de los elementos de la lista.
map : : ( a → b) → [ a ] → [ b ]
map f [ ] = [ ]
map f ( x : xs ) = ( f x ) : (map f xs )
Utilizando la funcio´n map, podemos manipular los elementos de una lista, sin
pasar por estructuras intermedias, ni cambiar de representacio´n. Por ejemplo,
para sumarle uno a cada uno de los elementos de una lista de enteros, podemos
escribir:
sumauno xs = map (+1) xs
El mapeo de una funcio´n sobre la lista, es una funcio´n altamente para-
lelizable. Dado que se aplica una misma funcio´n de forma independiente a
cada uno de los elementos de la lista, podemos paralelizar la evaluacio´n de las
aplicaciones. De forma muy intuitiva, una primer aproximacio´n es utilizar el
combinador par, como se muestra a continuacio´n.
parmap : : ( a → b) → [ a ] → [ b ]
parmap f [ ] = [ ]
parmap f ( x : xs ) = par (x ’ ) (x ’ : ( parmap f xs ) )
where
x ’ = f x
Utilizando parmap, a medida que se va recorriendo la lista, se indica que la
evaluacio´n de las expresiones x’ (correspondiente a la evaluacio´n de f x) se
pueden realizar de forma paralela. Por ejemplo, si expandimos la expresio´n
generada por parmap (+1) [23,4,79014] (ver Co´digo 2.5), vemos que se van gene-
rando sparks que evalu´an cada una de las aplicaciones de la funcio´n sobre los
elementos de la lista. Podemos observar el mismo comportamiento de manera
gra´fica en la Figura 2.6.
Sin embargo, esta implementacio´n de parmap no funciona como esperamos
para todos los tipos ya que en algunos casos los sparks generados no realizara´n
suficiente trabajo. Para el tipo Int, el comportamiento es correcto ya que
su forma normal de´bil a la cabeza coincide con su forma normal, y de esta
manera los sparks realizan el trabajo de evaluar completamente los valores.
Para hacer evidente este detalle, supongamos que tenemos ahora una lista de
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24
(:) 24
5
(:) 5
79015
(:) 79015 []
Figura 2.6: parmap (+1) [23,4,79014]
maybemap : : ( a → b) → Maybe a → Maybe b
maybemap f Nothing = Nothing
maybemap f (Just x ) = Just ( f x )
Co´digo 2.7: Definicio´n de maybemap
posibles enteros, [Maybe Int], a los cua´les queremos sumarle uno. Definiendo
una funcio´n similar a map pero para elementos de tipo Maybe (ver Co´digo 2.7),
podemos definir la siguiente expresio´n.
parmap (maybemap (+1) ) [ Just 23 , Just 4 , Just 79014 ]
Podemos observar gra´ficamente en la Figura 2.8, que los sparks son creados
para la evaluacio´n de expresiones de elementos Maybe a. El problema se origina
dado que la forma normal de´bil a la cabeza de elementos de tipo Maybe a es,
Nothing o Just x, donde x no es evaluado. Es decir, si seguimos el gra´fico,
los sparks van a evaluar hasta encontrar el constructor Just y luego terminar
su evaluacio´n. Si bien en el gra´fico los valores se muestran, son simplemente
para identificar las diferentes expresiones, y no significa que los valores sean
evaluados realmente.
El combinador pseq permite no so´lo establecer el orden de las compu-
taciones, sino tambie´n, establecer la profundidad a la cual los elementos sera´n
evaluados, forzando de alguna manera la evaluacio´n. Podr´ıamos introducir el
combinador dentro de la funcio´n parmap, como se muestra a continuacio´n.
parmap f ( x : xs ) = par (pseq ( f x ) ( ) ) ( ( f x ) : ( parmap f xs ) )
Pero estamos en exactamente la misma situacio´n que se nos presento´ ante-
riormente, debido a que pseq simplemente evaluara´ a forma normal de´bil a la
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Just 24
(:) Just 24
Just 5
(:) Just 5
Just 79015
(:) Just 79015 []
Figura 2.8: parmap (maybemap (+1)) [Just 23,Just 4,Just 79014]
cabeza sus argumentos, del mismo modo que hace par.
Debemos aplicar el combinador pseq al elemento dentro del tipo Maybe a.
Para esto definimos una funcio´n posMaybe que fuerza la evaluacio´n de sus
elementos:
posMaybe : : Maybe b → ( )
posMaybe Nothing = ( )
posMaybe (Just x ) = pseq x ( )
Notar que el tipo de retorno de la funcio´n posMaybe es (), lo que indica
que el valor de retorno no nos interesa, la expresio´n tiene el efecto de for-
zar la evaluacio´n sin modificar ninguno de los valores que observa. Adema´s,
dicha funcio´n so´lo nos permite evaluar a forma normal de´bil a la cabeza el
valor dentro de Maybe b, en el caso de ser un valor de la forma Just x, por lo
que deberemos redefinir la funcio´n parmap especializando su tipo de retorno a
Maybe b como se muestra a continuacio´n.
maybeapp : : ( a → Maybe b) → [ a ] → [Maybe b ]
maybeapp f [ ] = [ ]
maybeapp f ( x : xs ) = par ( posMaybe ( f x ) ) ( ( f x ) : ( maybeapp f xs ) )
Podemos observar de manera gra´fica (ver Figura 2.9) el resultado de la eva-
luacio´n de maybeapp (maybemap (+1)) [Just 23, Just 4, Just 79014], donde al mo-
mento de evaluar los spark dedicados a la evaluacio´n de expresiones de la
forma Just x, tambie´n fuerzan la evaluacio´n de x, gracias a la aplicacio´n de la
funcio´n posMaybe.
Si bien esta solucio´n realiza correctamente el trabajo que buscamos para
elementos de tipo Maybe Int, no realiza el trabajo correcto en el caso que el ti-
po dentro de Maybe tenga constructores, es decir, donde su forma normal de´bil
a la cabeza no coincida con su forma normal. Por ejemplo, Maybe (Maybe Int),
donde nos encontramos en un caso similar al comenzar a explorar la profun-
didad de la evaluacio´n que realizan par y pseq. Es posible continuar aplicando
la funcio´n posMaybe, y continuar especializando el tipo de maybeapp, pero no
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Just 24
(:) Just 24
24
()
Just 5
(:) Just 5
5
()
Just 79015
(:) Just 79015 []
79015
()
Figura 2.9: maybeapp (maybemap (+1)) [Just 23, Just 4, Just 79014]
es una solucio´n definitiva. Siguiendo este camino deber´ıamos definir diferentes
funciones especializadas en base a parmap, donde a los sparks generados se les
aplica una funcio´n para forzar la evaluacio´n deseada.
La solucio´n a este problema es definir la funcio´n genparmap donde tomamos
como argumento una funcio´n que indica co´mo se tiene que realizar la evalua-
cio´n de los sparks generados de forma similar a la funcio´n posMaybe, como se
muestra a continuacio´n.
genparmap : : (b → ( ) ) → ( a → b) → [ a ] → [ b ]
genparmap ev f [ ] = [ ]
genparmap ev f ( x : xs ) =
par ( ev ( f x ) )
( ( f x ) : ( genparmap ev f xs ) )
Particularmente, utilizando las funciones genparmap y posMaybe, podemos
redefinir la funcio´n maybeapp como se muestra a continuacio´n.
maybeapp : : ( a → Maybe c ) → [ a ] → [Maybe c ]
maybeapp f xs = genparmap posMaybe f xs
Utilizando la funcio´n genparmap podemos evaluar la aplicacio´n de una fun-
cio´n sobre los elementos de una lista en paralelo, pero la utilizacio´n de los
combinadores par y pseq comienzan a obscurecer el co´digo y se necesita en-
tender completamente si los sparks generan el trabajo esperado. Obteniendo
adema´s un programa donde la definicio´n del algoritmo (map en nuestro ejem-
plo) se encuentra muy ligada a co´mo el programador quiere que se evalue´.
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2.4. Estrategias
En la seccio´n anterior analizamos el comportamiento de los combinadores
par y pseq, y co´mo e´stos evalu´an sus argumentos. Mostramos que el progra-
mador debe tener un conocimiento completo sobre los valores que va a utilizar
y forzar la completa evaluacio´n de las computaciones dedicadas a la evaluar
dichos valores. A su vez, el co´digo se plaga de los combinadores de paralelis-
mo, obscureciendo el algoritmo. En esta seccio´n se plantea la utilizacio´n de
Estrategias como me´todo para separar la definicio´n del algoritmo de la des-
cripcio´n de su evaluacio´n. A su vez, permite esclarecer y definir correctamente
el trabajo necesario para la evaluacio´n completa de un tipo de datos concreto.
Definimos como comportamiento dina´mico a toda funcio´n que describa co-
mo organizar las computaciones, como ser, control del paralelismo (el uso de
los combinadores par y pseq) o el grado de evaluacio´n de una computacio´n.
Es decir, el comportamiento dina´mico es toda funcio´n originada por el re-
querimiento de incorporar paralelismo y que no sea parte del algoritmo. La
funcio´n posMaybe definida anteriormente es de comportamiento dina´mico, ya
que describe como evaluar los elementos de tipo Maybe, y so´lo se requiere por
su efecto en la evaluacio´n.
A partir de par y pseq es posible construir un modelo ma´s abstracto, don-
de se busca poder separar lo ma´s posible el comportamiento dina´mico de la
definicio´n de la funcio´n, simplificando la construccio´n de programas paralelos.
Para el control del paralelismo y el grado de evaluacio´n de expresiones dentro
de Haskell, se introduce el concepto de Estrategias, funciones no estrictas po-
limo´rficas y de alto orden (Trinder, Hammond y col. 1998). Estas funciones
nos permiten separar completamente la definicio´n del algoritmo de su compor-
tamiento dina´mico. Las estrategias sufrieron pequen˜as modificaciones, debido
principalmente a detalles de implementacio´n, hasta dar con la implementa-
cio´n actual definida por Simon Marlow (Marlow y col. 2010b). La estrategias
se presentan entonces mediante el uso (interno) de la mo´nada Eval.
Una estrategia de evaluacio´n es una funcio´n que especifica el compor-
tamiento dina´mico de un valor. No tiene contribucio´n alguna al valor que
esta´ siendo computado por el algoritmo, sino que so´lo se utiliza por su efecto
en la evaluacio´n del mismo.
Dentro de Haskell las estrategias son representadas como un tipo Strategy
mostrado en el fragmento de Co´digo 2.10, en conjunto con operaciones ba´sicas.
Las estrategias son presentadas utilizando la mo´nada Eval, el programador
puede elegir utilizar su interfaz mona´dica o no. Utilizando esta definicio´n,
podemos definir:
1. la composicio´n de estrategias, dot s2 s1, como la estrategia que realiza
todo el comportamiento dina´mico definido por s1 y luego todo el com-
portamiento dina´mico definido por s2,
2. la aplicacio´n de una estrategia sobre un valor, using x s, realiza todo el
comportamiento dina´mico definido por s sobre x, y luego retorna x,
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data Eval a = Done a
instance Monad Eval where
return x = Done x
Done x >>= k = k x
runEval : : Eval a → a
runEval (Done x ) = x
type Strategy a = a → Eval a
dot : : St rategy a → Strategy a → Strategy a
s2 ‘ dot ‘ s1 = s2 . runEval . s1
us ing : : a → Strategy a → a
us ing x s t = runEval ( s t x )
rpar : : St rategy a
rpar x = x ‘par ‘ return x
rpseq : : St rategy a
rpseq x = x ‘pseq ‘ return x
parL i s t : : St rategy a → Strategy [ a ]
pa rL i s t s [ ] = return [ ]
pa rL i s t s ( x : xs ) = do
x ’ ← rpar ( s x )
xs ’ ← ( pa rL i s t s xs )
return (x ’ : xs ’ )
Co´digo 2.10: Definicio´n de estrategias
3. una estrategia parList s xs, que evalu´a en paralelo el comportamiento
dina´mico definido por s para cada uno de los elementos de xs,
4. ciertas estrategias ba´sicas como, rpar x que evalu´a a x de forma paralela,
o rpseq x que evalu´a a x y luego continua normalmente.
Utilizando la interfaz descripta de estrategias, se puede ocultar el uso de la
mo´nada Eval, librando al programador de tener que modificar su programa
para el manejo de efectos mona´dicos.
Definiendo una nueva clase en Haskell NFData (ver Co´digo 2.11) se puede
representar el concepto de forma normal de un tipo abstracto de datos, como
una funcio´n que fuerza la evaluacio´n completa de una expresio´n de un tipo
concreto, el cual no retorna elemento alguno. Por ejemplo, para una lista de
elementos, su forma normal es valor resultante de la evaluacio´n secuencial de
sus elementos a forma normal.
Utilizando la clase NFData definida en el fragmento de Co´digo 2.11, pode-
mos redefinir la funcio´n parmap vista en la seccio´n anterior, como se muestra
a continuacio´n.
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class NFData a where
rn f : : a → ( )
instance NFData a => NFData [ a ] where
rn f [ ] = ( )
rn f ( x : xs ) = rn f x ‘pseq ‘ ( rn f xs )
instance (NFData a ) => NFData (Maybe a ) where
rn f Nothing = ( )
rn f (Just x ) = rn f x
Co´digo 2.11: Evaluacio´n de valores a formal normal
parmap : : (NFData b) => ( a → b) → [ a ] → [ b ]
parmap f [ ] = [ ]
parmap f ( x : xs ) = par ( rn f ( f x ) ) ( ( f x ) : ( parmap f xs ) )
La definicio´n de la clase NFData b nos provee de la posibilidad de utilizar
la funcio´n rnf sobre elementos de tipo b para forzar la completa evaluacio´n de
estos, de manera que los sparks generados por la funcio´n parmap realicen el
trabajo esperado.
La clase NFData, nos permite adema´s definir una nueva estrategia, rdeepseq,
que evalu´a una expresio´n a su forma normal.
rdeepseq : : NFData a => Strategy a
rdeepseq x = pseq ( rn f x ) ( return x )
Al definir la evaluacio´n a forma normal como una estrategia, nos permite
combinarla con las definidas anteriormente, como ser parList (Co´digo 2.10), y
definir la evaluacio´n paralela de una lista como se muestra a continuacio´n.
parmap : : NFData b => ( a → b) → [ a ] → [ b ]
parmap f xs = map f xs ‘ using ‘ pa rL i s t rdeepseq
La funcio´n using nos permite separar totalmente el algoritmo (map) de su
comportamiento dina´mico (parList rdeepseq), permitie´ndole al programador que
pueda desarrollar por separado el algoritmo de la forma en que sera´ evaluado.
De esta manera, simplemente se tiene que definir una estrategia que identifique
la reduccio´n de una expresio´n a forma normal de un tipo determinado, y ya es
posible asegurar que los sparks que son creados realizan el trabajo esperado.
Utilizando el modelo de estrategias se puede especificar el comportamiento
dina´mico por separado del algoritmo muy fa´cilmente, permitiendo paralelizar
el algoritmo mediante una estrategia acorde a la necesidad.
2.5. Mo´nadas para el Paralelismo
Adema´s de la mo´nada Eval, utilizada internamente por las estrategias, se
encuentra la mo´nada Par (Marlow, Newton y Jones 2011). Internamente utili-
za primitivas de concurrencia en conjunto con un mecanismo de comunicacio´n
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entre procesos basado en IVars (Arvind, Nikhil y Pingali 1989), que permite
definir variables donde van a ser alojados los resultados de las computaciones,
como es el caso de xf en el ejemplo mostrado debajo. En el trabajo presentado
por Simon Marlow (Marlow, Newton y Jones 2011) se muestra que es posi-
ble conseguir un modelo de paralelismo totalmente determin´ıstico basado en
primitivas de concurrencia.
Por ejemplo, escribimos la funcio´n Fibonacci en ambas mo´nadas como se
muestra a continuacio´n.
p a r f i b : : Int → Par Int
p a r f i b n | n < 2 = return 1
p a r f i b n = do
xf ← spawn $ p a r f i b (n−1)
y ← p a r f i b (n−2)
x ← get x f
return ( x+y )
(a) Fibonacci utilizando la mo´nada Par
s t r f i b : : Int → Int
s t r f i b n | n < 2 = 1
s t r f i b n = runEval $ do
x ← rpar ( s t r f i b (n−1) )
y ← r s eq ( s t r f i b (n−2) )
return ( x+y )
(b) Fibonnaci utilizando la mo´nada Eval
Cuadro 2.12: Comparacio´n entre mo´nadas Par y Eval
La funcio´n Fibonacci implementada como se muestra en el fragmento de
co´digo del Cuadro 2.12a, toma un entero, n, y devuelve fib n dentro de la
mo´nada Par. Para los casos bases simplemente retorna 1, mientras que pa-
ra n >= 2, genera un nuevo hilo al cual le asigna el trabajo de evaluar la
expresio´n parfib (n−1), se realiza el calculo de parfib (n−2) y luego se suman.
Internamente, como mencionamos en el pa´rrafo anterior, la mo´nada Par uti-
liza IVars, las cuales son variables estrictas, es decir, so´lo comunican valores
en forma normal, obligando a que el nuevo hilo evalu´e completamente la ex-
presio´n. Mientras que en la implementacio´n utilizando la mo´nada Eval (ver
Cuadro 2.12b), simplemente utiliza de forma mona´dica las estrategias rpar y
rseq.
En el co´digo se observa que el programador esta´ obligado a utilizar un
estilo mona´dico de programacio´n. Utilizando estrategias es posible reducir el
impacto, restringiendo a que so´lo se trabaje con mo´nadas al momento de
definir nuevas estrategias. Por ejemplo, se define una estrategia de evaluacio´n
para la suma y luego se la aplica utilizando using, como se muestra en el
fragmento de co´digo a continuacio´n.
p a r f i b n = x + y ‘ using ‘ s t r a t
where
x = s t r f i b (n−1)
y = s t r f i b (n−2)
s t r a t v = do rpar x ; r s eq y ; return v

Cap´ıtulo 3
Observar Paralelismo con
Klytius
En este cap´ıtulo se muestra co´mo utilizar a la herramienta Klytius para el
ana´lisis de programas paralelos. Gracias a los gra´ficos generados por la herra-
mienta, es posible analizar programas paralelos que utilizan los combinadores
par y pseq.
Utilizando particionamiento semi-expl´ıcito el programador debe dar in-
dicaciones sobre que´ es lo que quiere paralelizar (par) y co´mo ordenar las
computaciones (pseq). A partir de estos combinadores ba´sicos, se construye
un modelo de ma´s alto nivel, que nos permite separar el comportamiento
dina´mico del algoritmo, las estrategias. Pero el programador no tiene forma
de observar directamente las construcciones dina´micas de sus programas. Esto
lleva a que la construccio´n de programas paralelos en Haskell sea complicada,
se necesite un gran entendimiento a bajo nivel y se base fuertemente en la
experiencia previa.
Se presenta una nueva herramienta para complementar la visio´n que tiene
el programador sobre su programa y exponer directamente el comportamien-
to dina´mico del mismo. El objetivo es generar gra´ficos de forma automa´tica
que ilustren el comportamiento de las computaciones. Todos los gra´ficos del
cap´ıtulo anterior, los cuales visualizan el comportamiento dina´mico de una
expresio´n, fueron generados con Klytius.
Repasaremos como utilizar a Klytius, dado que el proceso no se encuentra
totalmente automatizado, por lo que es necesario que el usuario modifique
levemente sus programas.
3.1. Operadores Ba´sicos
Para poder graficar el comportamiento dina´mico de un programa para-
lelo es necesario realizar algunas modificaciones. Los operadores ba´sicos de
paralelismo, se reemplazan por los operadores mostrados en el fragmento de
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par : : TPar a → TPar b → TPar b
pseq : : TPar a → TPar b → TPar b
mkVar : : a → TPar a
(<$>) : : ( a → b) → TPar a → TPar b
(<∗>) : : TPar ( a → b) → TPar a → TPar b
Co´digo 3.1: Combinadores ba´sicos de paralelismo y operadores ba´sicos de TPar
parsuma : : Int → Int →
Int
parsuma x y =
par x
(pseq y
( x + y ) )
(a) Suma paralela.
parsuma : : Int → Int → TPar Int
parsuma x y = par x ’
(pseq y ’ (x ’ + y ’ ) )
where
x ’ = mkVar x
y ’ = mkVar y
(b) Suma paralela utilizando a Klytius.
Cuadro 3.2: Comparacio´n entre el co´digo original y el co´digo modificado.
Co´digo 3.1. Estos nuevos operadores permiten recopilar informacio´n del com-
portamiento dina´mico de la evaluacio´n de las expresiones.
Se introduce, adema´s, el operador mkVar, el cual nos permite introducir
valores dentro del tipo TPar. El tipo de datos TPar x modela a x con cierto
comportamiento dina´mico adicional. Capturamos el comportamiento de los
operadores ba´sicos de paralelismo de Haskell, e introducimos los operadores
(<$>) y (<∗>), para poder operar sobre los elementos que son representados.
De esta manera podemos reemplazar los operadores de paralelismo, por los
presentados en el fragmento de Co´digo 3.1, de forma casi directa.
Utilizando los combinadores presentados en el Co´digo 3.1, reescribimos
el ejemplo de una implementacio´n paralela de la suma (parsuma, vista en el
cap´ıtulo anterior) como se muestra en el Cuadro 3.2, donde se comparan ambas
versiones. A izquierda encontramos la versio´n utilizando los combinadores de
Haskell, y a derecha utilizando los combinadores de Klytius.
Utilizando las construcciones generadas por los operadores de Klytius, se
puede generar un gra´fico de la computacio´n, representando el comportamiento
dina´mico. El gra´fico se genera a partir de la ejecucio´n de la computacio´n. Por
ejemplo, la Figura 3.3 es el resultado de la ejecucio´n de parsuma x y, donde
tanto x como y toman valores enteros.
Las computaciones son representadas en forma de un a´rbol, los cuales
pueden comenzar del lado izquierdo y crecer hacia la derecha, o comenzar
desde arriba y crecer hacia abajo. El constructor par a b es representado como
una elipse, de donde salen 2 lineas, la linea segmentada indica la creacio´n
del spark destinado a evaluar la expresio´n a, y la linea continua indica la la
evaluacio´n de la expresio´n b. El constructor pseq a b es representado como
3.2. PROFUNDIDAD DE LA EVALUACIO´N 25
x
y
(+) x y
Figura 3.3: Gra´fico del comportamiento dina´mico de parsuma x y
un octa´gono, donde se indica con una linea de puntos la evaluacio´n de la
expresio´n a, y con una linea ma´s gruesa la evaluacio´n de la expresio´n b. Los
valores son representados como cajas. Como podemos ver en al Figura 3.3, el
gra´fico comienza con una elipse, mostrando la presencia del operador par, el
cual crea un spark destinado a la evaluacio´n de la expresio´n x y continua con la
evaluacio´n de un octa´gono, es decir, un pseq, que evalu´a primero la expresio´n
y y luego evalu´a el resultado (+) x y. Podemos observar entonces, que el grafo
resultante se encuentra ligado al algoritmo implementado, y de esta manera
se puede observar directamente el comportamiento dina´mico del programa.
Utilizando esta representacio´n gra´fica, el valor de toda la expresio´n se
encuentra descripto por el u´ltimo valor resultante de seguir siempre las l´ıneas
continuas.
3.2. Profundidad de la evaluacio´n
En el Cap´ıtulo 2, mostramos que paralelizar computaciones de forma naif
produce que los sparks generados puedan no llegar a realizar el trabajo que uno
espera, terminando con un programa al cual se le agregan nuevas directivas y
por ende es ma´s complicado, sin obtener ganancias en velocidad. Pero luego
de un cierto ana´lisis de las computaciones que se paralelizan, alcanzamos un
punto donde el trabajo se realiza de manera efectiva, optimizando la ejecucio´n
del programa. Ello se logra al encontrar la profundidad de evaluacio´n correcta
de las expresiones, la cual no resulta ser extremadamente dif´ıcil en un pequen˜o
ejemplo, pero a medida que se van haciendo ma´s complejas las construcciones,
es cada vez ma´s dif´ıcil identificar correctamente la profundidad buscada.
Utilizamos a Klytius para observar directamente el comportamiento dina´mi-
co de los programas, y esclarecer la profundidad de la evaluacio´n. Para esto,
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parmap : : ( a → b) → [ a ]
→ [ b ]
parmap f [ ] = [ ]
parmap f ( x : xs ) =
par x ’
(x ’ : ( parmap f xs ) )
where
x ’ = f x
(a) Cla´sico parmap.
parmap : : (Show a ) => ( a → b) → [ a ]
→ TPar [ b ]
parmap f [ ] = mkVar [ ]
parmap f ( x : xs ) =
par x ’
( ( : ) <$> x ’ <∗> ( parmap f xs ) )
where
x ’ = mkVars $ f x
(b) parmap utilizando a Klytius.
Cuadro 3.4: Comparacio´n entre el co´digo original y la incorporacio´n de la
herramienta.
mostramos co´mo el programa debe ser modificado, utilizando los programas
presentados en el cap´ıtulo 2.
Modificaremos la funcio´n parmap, para poder generar elementos dentro de
TPar, simplemente reemplazando el operador par de la librer´ıa Control. Parallel
por el operador par de Klytius, las aplicacio´n por los operadores (<$>) y
(<∗>) segu´n corresponda, y agregando tambie´n mkVar cuando sea necesario.
Podemos observar la comparacio´n entre ambos co´digos en el Cuadro 3.4.
A diferencia de la versio´n normal, ahora es posible generar el grafo que
representa la evaluacio´n de la computacio´n, mediante la funcio´n graficar .
g r a f i c a r : : Bool → TPar a → String → IO FilePath
withCanv : : Bool → TPar a → IO ( )
La funcio´n graficar , toma como argumento un elemento de tipo Bool, que indica
si se quiere observar o no los identificadores u´nicos de los nodos. En el caso
que reciba como argumento el valor True, los identificadores se mostraran en
conjunto con las etiquetas de los nodos. Si un nodo ya posee una etiqueta, se
separan mediante el s´ımbolo @, y en el caso que no posea etiqueta simplemente
se mostrara´ el identificador. Estos identificadores sirven como referencia sobre
los nodos, y pueden ser u´tiles cuando se utiliza el inte´rprete GHCi, el cual
permite interactuar con el co´digo. La funcio´n withCanv, nos permite interactuar
dentro del inte´rprete GHCi, genera el gra´fico y lo muestra sin tener que cerrar
el inte´rprete.
La funcio´n graficar nos permite generar un gra´fico, como el presentado en
la Figura 3.5. E´ste gra´fico muestra expl´ıcitamente las operaciones que fueron
realizadas, as´ı como tambie´n muestra una identificacio´n, la cual se observa
dentro de los nodos a la derecha del s´ımbolo @ en el caso que tengan una
etiqueta con mas informacio´n (como ser, Just 24@2) o simplemente el identi-
ficador (como ser, el primer nodo con identificador 1). Estos identificadores
fueron asignados a los nodos durante la ejecucio´n de la herramienta. En dicha
figura se observa directamente cuales son las expresiones que los diferentes
sparks evalu´an.
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1
Just 24@2
(:) Just 24@3
Just 5@4
(:) Just 5@5
Just 79015@6
(:) Just 79015 []@7
Figura 3.5: graficar True (parmap (maybemap (+1)) [Just 23, Just 4, Just 79014])
Repasemos co´mo es la evaluacio´n de la expresio´n
parmap (maybemap (+1) ) [ Just 23 , Just 4 , Just 79014 ]} ,
donde parmap aplica una funcio´n a una lista de elementos, paralelizando la
evaluacio´n de la aplicacio´n de la funcio´n sobre cada uno de los elementos.
Al comenzar a recorrer la lista, se crea un spark dedicado a la evaluacio´n de
maybemap (+1) (Just 23), y luego continua con el resto de los elementos, gene-
rando los sparks correspondientes. En la Figura 3.5, podemos observar como
se genera un spark dedicado a la evaluacio´n de los diferentes elementos, pero
los sparks no realizan todo el trabajo. Dada la evaluacio´n a forma normal de´bil
a la cabeza impuesta por el operador par sobre los sparks que son creados, la
expresio´n maybemap (+1) (Just 23) sera´ evaluada de la siguiente forma, se apli-
cara´ la funcio´n maybemap, obteniendo la expresio´n Just ((+1) 23), y terminara´ la
evaluacio´n dado que ya se habra´ alcanzado la forma normal de´bil a la cabeza
para elementos de tipo Maybe Int. Gra´ficamente, este comportamiento lo po-
demos observar gracias a las etiquetas de los nodos. Al comenzar la evaluacio´n
de la expresio´n que representa el nodo 1, se genera un spark para la evaluacio´n
de la expresio´n presentada en el nodo con identificacio´n 2, donde e´ste evalu´a
la expresio´n hasta encontrar el constructor Just dejando sin evaluar el resto de
la expresio´n, en este caso (+1) 23.
El mismo feno´meno sucede con los nodos 4 y 6. De este modo, la operacio´n
que buscamos que se realice en paralelo, (+1) sobre cada uno de los elementos
de la lista, no ha sido realizada como espera´bamos, es decir, no se paralelizo´ la
aplicacio´n completa a los elementos de la lista, sino que al momento de obser-
var la lista resultante las sumas faltantes ((+1) 23, (+1) 4, (+1) 79014) se hacen
de forma secuencial.
Para garantizar que el trabajo se realice dentro de los sparks que son gene-
rados, utilizamos la funcio´n posMaybe antes presentada modificada para usar el
EDSL. La funcio´n ahora retorna un TPar () e inserta los valores a representar
utilizando el operador mkVar (ver Co´digo 3.6). Debido a las modificaciones
realizadas, el tipo resultante de la funcio´n posMaybe es b → TPar(), pero los va-
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posMaybe : : b → TPar ( )
posMaybe Nothing = mkVar ( )
posMaybe (Just x ) = pseq x (mkVar ( ) )
maybeapp : : (Maybe a → Maybe b) → [Maybe a ] → TPar [Maybe b ]
maybeapp f [ ] = mkVars [ ]
maybeapp f ( x : xs ) =
par ( posMaybe =<< x ’ )
( ( : ) <$> x ’ <∗> ( maybeapp f xs ) )
where
x ’ = mkVars ( f x )
Co´digo 3.6: Versio´n paralela correcta de maybeapp utilizando a Klytius
Just 24
(:) Just 24
24
()
Just 5
(:) Just 5
5
()
Just 79015
(:) Just 79015 []
79015
()
Figura 3.7: Gra´fico resultado de: graficar False (maybeapp [Just 23, Just 4, Just 79014])
lores a manipular son de tipo TPar b, con lo que podemos utilizar la aplicacio´n
mona´dica (=<<) que permite acumular el comportamiento dina´mico generado
por la funcio´n posMaybe. De esta manera generamos el grafo mostrado en la
Figura 3.7. Podemos observar la aparicio´n de nuevos rombos, representando
la mayor utilizacio´n de pseq. Particularmente, dichos rombos se encuentran
en lugar de los valores en el gra´fico anterior (Figura 3.5). Ahora podemos
observar como la funcio´n posMaybe, ha agregado el comportamiento dina´mi-
co necesario, forzando la evaluacio´n a forma normal de´bil a la cabeza de los
diferentes valores dentro del tipo Maybe.
Mediante los gra´ficos generados pudimos observar directamente la necesi-
dad de una funcio´n posMaybe para forzar la evaluacio´n completa, y al hacerlo
tambie´n se pudo analizar el trabajo que realizan los sparks.
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3.3. Estrategias dentro de Klytius
Las estrategias buscan separar el comportamiento dina´mico lo ma´s posible
de la implementacio´n del algoritmo. Esta separacio´n se logra definiendo el
comportamiento dina´mico de los diferentes tipos de datos a utilizar, y su nivel
de evaluacio´n, permitiendo mezclar el comportamiento dina´mico y los niveles
de evaluacio´n para alcanzar el paralelismo buscado.
Utilizaremos a Klytius para observar el comportamiento de las estrategias
tal cual se encuentran definidas en la versio´n actual de GHC dentro del paquete
Control.Parallel.Strategies (Strategies 2015).
Las estrategias son funciones que describen el comportamiento dina´mico
sobre un elemento. E´ste comportamiento dina´mico adicional define cuales ex-
presiones sera´n evaluadas en paralelo, y cuan profunda es la evaluacio´n de
los elementos. Al momento de realizar un ana´lisis sobre las estrategias uno
espera poder observar la estructura generada al aplicar una estrategia parti-
cular sobre un elemento. Utilizando el EDSL de Klytius, las estrategias son
simplemente funciones que dado un elemento pueden construir la estructura
que describe su comportamiento dina´mico, por lo que son redefinidas como se
muestra a continuacio´n.
type Strategy a = a → TPar a
Al redefinir las estrategias, es necesario realizar ciertas modificaciones sobre
las funciones ba´sicas de las estrategias, aunque estos cambios son sencillos e
intuitivos. A modo de ejemplo, mostramos como modificar la estrategia parList.
parL i s t : : St rategy a → Strategy [ a ]
pa rL i s t s t [ ] = mkVar [ ]
pa rL i s t s t ( x : xs ) =
par ( s t =<< x ’ )
( ( : ) <$> x ’ <∗> ( pa rL i s t s t xs ) )
where
x ’ = mkVar x
Donde se insertan los elementos utilizando el operador mkVar, se reemplazan
las aplicaciones de funciones por los operadores (<$>), (<∗>) y la aplicacio´n
mona´dica (=<<) que nos permite acumular el comportamiento dina´mico.
Una vez definidas las estrategias en base al tipo TPar, podemos modificar
la implementacio´n de parmap, de la misma forma que fue definida en el Cap´ıtulo
2.
parmap : : (NFData b) => ( a → b) → [ a ] → TPar [ b ]
parmap f xs = map f xs ‘ using ‘ pa rL i s t rdeepseq
Definiendo las estrategias utilizando el tipo TPar, obtenemos la habilidad
de graficar los resultados, sin tener que modificar el co´digo ya programado en
la mayor´ıa de los casos. Es decir, en co´digo donde el comportamiento dina´mi-
co estaba dado por una estrategia, so´lo es necesario modificar levemente la
estrategia para poder utilizar nuestra herramienta.
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3.4. Caso de estudio: Map Reduce
MapReduce es un patro´n de disen˜o para el co´mputo de programas sobre
grandes cantidades de informacio´n. El usuario espec´ıfica una funcio´n denomi-
nada map, que procesa un par clave-valor para generar un conjunto de pares
clave-valor intermedios, los cuales son ordenados y recolectados en base a la
clave intermedia para ser utilizados por una funcio´n, denominada reduce, que
sintetiza todos los valores de una misma clave intermedia (Dean y Ghemawat
2008). El modelo, adema´s, tiene la caracter´ıstica que es muy fa´cil de para-
lelizar, principalmente debido a la naturaleza de la aplicacio´n de la funcio´n
map. Debido a que la aplicacio´n de la funcio´n es aplicada a cada elemento, es
decir, la aplicacio´n es independiente del resto de los elementos, permitiendo
distribuir todas las expresiones correspondientes a las aplicaciones sobre los
procesadores disponibles. Luego de terminar las computaciones, los valores
son recolectados para ser sintetizados por la funcio´n reduce.
Siguiendo el ejemplo de libro Real World Haskell (O’Sullivan, Goerzen
y Stewart 2008) podemos obtener una funcio´n basada en el funcionamiento
general de Map Reduce, que nos permite operar de manera similar a la antes
planteada. Son necesarias dos funciones: primero la funcio´n map de tipo a → b,
que sera´ aplicada a una lista de valores de tipo a; en segundo lugar, necesitamos
una funcio´n reduce que sintetice los valores generados por la funcio´n map de
tipo [b] → c. A continuacio´n se muestra la versio´n secuencial del algoritmo.
simpleMapReduce : :
( a → b)
→ ( [ b ] → c )
→ [ a ]
→ c
simpleMapReduce mapper reducer xs = reducer $ map mapper xs
Dadas las funciones mapper y reducer, y una lista xs, simplemente aplicamos
la funcio´n mapper a cada uno de los elementos de xs, y luego sintetizamos todos
los resultados utilizando reducer.
En el algoritmo presentado, es posible explotar el paralelismo de la eva-
luacio´n de la lista utilizada, como ser, utilizando la estrategia parList, u otra
estrategia de evaluacio´n sobre listas de elementos, por lo que se toma como
argumento la estrategia que desea aplicar el usuario. Adema´s, es posible que
el elemento generado por la funcio´n reducer, pueda ser evaluado de forma pa-
ralela, dando la necesidad de agregar un u´ltimo argumento para la estrategia
de evaluacio´n de elementos de tipo c. De esta manera, podemos aplicar es-
trategias para dar una definicio´n del algoritmo que explote el paralelismo del
programa.
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mapReduce : :
St rategy [ b ] −− ˆ E s t r a t e g i a e v a l u a c i o´n de l i s t a de b
→ ( a → b) −− ˆ Map
→ Strategy c −− ˆ E s t r a t e g i a e v a l u a c i o´n de c
→ ( [ b ] → c ) −− ˆ Reduce
→ [ a ]
→ TPar c
mapReduce s t rb mp s t r c red xs = pseq mapRes redRes
where
mapRes = map mp xs ‘ using ‘ s t rb
redRes = ( red <$> mapRes) ‘ rus ing ‘ s t r c
A medida que se acumula comportamiento dina´mico, el programador ya
no tiene acceso a elementos x de tipo a, sino que manipula elementos con
cierto comportamiento dina´mico adicional, x’ de tipo TPar a. Debido a esto,
se introduce una nueva aplicacio´n de estrategias, que nos permite operar de la
misma forma, acumulando nuevo comportamiento dina´mico. A continuacio´n
se muestra la interfaz de la funcio´n.
ru s ing : : TPar a → Strategy a → TPar a
Utilizando esta estructura propuesta por mapReduce, podemos dar un al-
goritmo, por ejemplo, para contar la aparicio´n de las palabras en un texto
dado, como se muestra en el fragmento de Co´digo 3.8. Donde encontramos las
funciones:
oneWord, que dada una palabra le asigna el valor 1,
summ, que suma todos los valores asignados a una palabra espec´ıfica,
normalize, recorre la lista utilizando summ para acumular los resultados,
rightTup, es una estrategia sobre pares de tipo (String, Int), donde sola-
mente evalu´a a forma normal la componente derecha del par, y asigna las
etiquetas correspondientes, para luego en el gra´fico saber a que palabra
hace referencia un nodo.
El resultado de la computacio´n resultado, es una lista de pares que indican
cuantas apariciones en el texto ejemplo tiene la primer componente.
Podemos observar el gra´fico resultante de la computacio´n de contar las
palabras dentro del pequen˜o ejemplo, en la Figura 3.9. La aplicacio´n de la
funcio´n oneWord es aplicada a cada uno de los elementos de la lista
[”contar”,”pegar”,”contar”,”saltar”], y luego, la lista resultante es sintetizada por
la funcio´n normalize, la cual suma la cantidad de apariciones de cada palabra.
Gracias al gra´fico mostrado en la Figura 3.9 podemos observar, que se ge-
nera un spark para la evaluacio´n de oneWord sobre cada una de las palabras,
sumando que conocemos que la aplicacio´n de la funcio´n no requiere mucho
trabajo, resulta en un paralelismo muy granular. Es decir, la evaluacio´n de la
expresio´n resultado, genera sparks con poco trabajo a realizar. Esto produce
que el costo de evaluar la expresio´n en paralelo sea mayor que la evaluacio´n
de la expresio´n s´ı. Una forma sencilla de evitar este problema, es particio-
nar la lista en pequen˜as lista, llamadas chunks, y evaluar cada una de estas
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oneWord : : String → (String , Int )
oneWord s = ( s , 1 )
summ : : [ ( String , Int ) ] → String → Int → [ ( String , Int ) ]
summ [ ] s i = [ ( s , i ) ]
summ ( ( s , i ) : xs ) ns n i | ( s == ns ) = ( s , i+ni ) : xs
| s < ns = ( s , i ) : (summ xs ns n i )
| otherwise = ( ns , n i ) : ( ( s , i ) : xs )
normal ize : : [ ( String , Int ) ] → [ ( String , Int ) ]
normal ize xs = fo ld l (\ a (w, i ) → summ a w i ) [ ] xs
rightTup : : St rategy (String , Int )
rightTup (a , b) = mkVar ( , ) <∗> ( v l b l a ( r0 a ) ) <∗> ( v l b l (show b)
( rwhnf b) )
parContPal : : [ String ] → TPar [ ( String , Int ) ]
parContPal xs = mapReduce ( pa rL i s t rightTup ) oneWord
( parL i s t rightTup ) normal ize xs
parContPalC : : [ String ] → TPar [ ( String , Int ) ]
parContPalC xs = mapReduce ( parListChunk 4 rightTup ) oneWord
( parListChunk 4 rightTup ) normal ize xs
ejemplo : : [ String ]
e jemplo = ” contar s a l t a r contar pegar ”
ejemplo2 : : String
ejemplo2 = ”Al f i n l l e g o e l d ı´ a en que Mart ı´ n va a de ja r de
molestar a l o s p r o f e s o r e s . ”
r e s u l t a d o : : [ ( String , Int ) ]
r e s u l t a d o = parContPal ( sp l i tOn ” ” ejemplo )
r e su l t ado2 : : [ ( String , Int ) ]
r e su l t ado2 = parContPal ( sp l i tOn ” ” ejemplo2 )
Co´digo 3.8: Contar palabras utilizando mapReduce.
listas por separado, es decir, acumular trabajo suficiente y luego distribuirlo
por los diferentes nu´cleos. Utilizaremos a resultado2 como ejemplo, debido que
parContPalC divide la lista de palabras en listas de 4 palabras. El resultado se
puede apreciar en la Figura 3.10, donde podemos observar que se paralelizan
las aplicaciones de a 4 elementos.
Resumen
Durante el cap´ıtulo desarrollamos como utilizar la herramienta para ob-
servar la estructura dina´mica de las computaciones basadas en los operadores
ba´sicos par y pseq. Se logro´ identificar si las expresiones realizaban el trabajo
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mapRes->redRes contar 1
(:)
saltar 1
(:)
contar 1
(:)
pegar 1
(:) []
(:) (:) (:) (:) []
contar 2
(:)
pegar 1
(:)
saltar 1
(:) []
Figura 3.9: Gra´fico representando la estructura dina´mica de resultado
mapRes->redRes
(:)
Al 1 (:)
fin 1 (:)
el 1 (:)
dia 1 (:) []
(:)
llego 1 (:)
en 1 (:)
que 1 (:)
Martin 1 (:) []
(:)
va 1 (:)
a 1 (:)
dejar 1 (:)
de 1 (:) []
(:) []
molestar 1 (:)
a 1 (:)
los 1 (:)
profesores. 1 (:) []
(:)
(:)
(:)
(:) []
(:)
Al 1 (:)
Martin 1 (:)
a 2 (:)
de 1 (:) []
(:)
dejar 1 (:)
dia 1 (:)
el 1 (:)
en 1 (:) []
(:)
fin 1 (:)
llego 1 (:)
los 1 (:)
molestar 1 (:) []
(:) []
profesores. 1 (:)
que 1 (:)
va 1 (:) []
Figura 3.10: Gra´fico representando la estructura dina´mica de resultado2
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esperado o si la evaluacio´n perezosa imped´ıa que se terminara de evaluar toda
la expresio´n, y se detecto´ la generacio´n de sparks demasiado granulares. Si
bien los programas sufren leves modificaciones, nos entregan un mapa de la
informacio´n esta´tica sobre el comportamiento dina´mico de la expresio´n, lo que
nos permite entender mejor los programas a paralelizar.
Cap´ıtulo 4
Implementacio´n
Este cap´ıtulo presenta la implementacio´n de Klytius y las te´cnicas uti-
lizadas. Primero introducimos los fundamentos de los lenguajes de dominio
espec´ıfico, luego plantearemos el problema de observar computaciones compar-
tidas, y por u´ltimo explicaremos co´mo se generan los gra´ficos de la estructura
dina´mica de los programas vistos en los cap´ıtulos anteriores.
4.1. Lenguajes de Dominios Espec´ıficos
Una solucio´n prometedora para independizar un sistema de la forma en
que se va a ejecutar el co´digo consiste en la creacio´n de lenguajes disen˜ados
exclusivamente para facilitar la implementacio´n de la lo´gica de negocios en
un dominio en particular. Estos lenguajes son conocidos como lenguajes de
dominio espec´ıfico (DSL). Un DSL permite trabajar a un nivel de abstraccio´n
ideal, donde los conceptos con los que se trabaja son los propios del domi-
nio de aplicacio´n (Bentley 1986). Por ejemplo, un ingeniero puede escribir un
programa en MATLAB u otras herramientas, utilizando primitivas del len-
guaje espec´ıficas para el desarrollo de puentes sin preocuparse por el manejo
de estructuras internas de un lenguaje de programacio´n. Otros ejemplos muy
difundidos de DSLs son LATEX para la edicio´n de texto cient´ıfico, y SQL para
el manejo de base de datos.
Los DSL tienen la desventaja de que necesitan del desarrollo de herra-
mientas especiales. Mientras que para los lenguajes de propo´sito general esta´n
disponibles, editores, compiladores (lo que incluye parsers, optimizadores y ge-
neradores de co´digo), bibliotecas, generadores de documentacio´n, depuradores,
etc., los DSL no disponen de herramienta alguna. Es tarea del desarrollador
proveer las herramientas necesarias para su DSL. Por esto, han adquirido
popularidad los DSLs embebidos (EDSL) en un lenguaje de propo´sito gene-
ral (Hudak 1996). Un EDSL es un lenguaje definido dentro de otro lenguaje,
lo que permite utilizar toda la maquinaria ya implementada para el lenguaje
anfitrio´n, disminuyendo enormemente la tarea al momento de implementar el
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lenguaje.
Al construir un EDSL, disen˜amos un lenguaje con ciertas primitivas, un
cierto idioma que nos permite manipular elementos y poder construir un re-
sultado final en un dominio espec´ıfico. Dentro de esta construccio´n podemos
optar por dos caminos (Gill 2014):
Embebido Superficial, a medida que el lenguaje va identificando ins-
trucciones, manipula los valores sobre los cuales se aplica, retornando un
nuevo valor. Es decir, no se genera estructura intermedia alguna, sino
que simplemente los operadores son funciones que van operando sobre
los valores directamente. El resultado de los lenguajes con embebido
superficial es un valor, el resultado de la ejecucio´n de las instrucciones
dadas.
Embebido Profundo, utilizando las instrucciones se genera un nue-
vo tipo abstracto de datos, permitiendo al usuario construir un a´rbol
abstracto de la computacio´n. De esta manera, se puede recorrer la es-
tructura, dando la posibilidad de optimizar o sintetizar la computacio´n,
y luego ser consumida por una funcio´n que evalu´a y otorga la sema´ntica
deseada a los constructores. Se logra separar el idioma del EDSL de las
operaciones meca´nicas que se necesitan para evaluar correctamente el
resultado, permitiendo, por ejemplo, exportar las computaciones en el
caso que se quieran ejecutar fuera del entorno de Haskell (como ser, en
la GPU) o dar varios comportamientos diferentes a las operaciones del
lenguaje. Permite exponer toda la estructura y composicio´n del progra-
ma.
Para ejemplificar los dos enfoques, supongamos que nuestro idioma esta´ com-
puesto por operaciones aritme´ticas sobre enteros, ma´s precisamente, nuestro
lenguaje esta´ compuesto por la suma, la resta y la multiplicacio´n. En el caso
del embebido superficial, bastar´ıa con definir un tipo EnteroS y las siguientes
funciones:
newtype EnteroS = E Int
suma : : EnteroS → EnteroS → EnteroS
suma (E x ) (E y ) = E ( x + y )
r e s t a : : EnteroS → EnteroS → EnteroS
r e s t a (E x ) (E y ) = E ( x − y )
mult : : EnteroS → EnteroS → EnteroS
mult (E x ) (E y ) = E ( x ∗ y )
runS : : EnteroS → Int
runS (E x ) = x
Donde, por ejemplo, suma (E 4) (E 5) = E 9.
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En el caso de embebido profundo, en cambio, deber´ıamos definir un nuevo
tipo abstracto de datos:
data EnteroD where
Li t : : Int → EnteroD
Suma : : EnteroD → EnteroD → EnteroD
Resta : : EnteroD → EnteroD → EnteroD
Mult : : EnteroD → EnteroD → EnteroD
sumaD : : EnteroD → EnteroD → EnteroD
sumaD = Suma
restaD : : EnteroD → EnteroD → EnteroD
restaD = Resta
multD : : EnteroD → EnteroD → EnteroD
multD = Mult
En el ejemplo antes mencionado, sumaD (Lit 4) (Lit 5) = Suma (Lit 4) (Lit 5),
permitiendo observar directamente la construccio´n de la computacio´n. En el
caso que se quiera obtener el resultado de la evaluacio´n, es necesario consumir
el a´rbol abstracto, como se muestra en la siguiente funcio´n:
runD : : EnteroD → Int
runD ( L i t n) = n
runD (Suma x y ) = let
x ’ = runD x
y ’ = runD y
in (x ’ + y ’ )
runD ( Resta x y ) = let
x ’ = runD x
y ’ = runD y
in (x ’ − y ’ )
runD ( Mult x y ) = let
x ’ = runD x
y ’ = runD y
in (x ’ ∗ y ’ )
Utilizando la funcio´n runD, se obtiene el resultado de la aplicacio´n de los ope-
radores que indican los diferentes constructores. Utilizando dichas definiciones
de runS y runD, obtenemos la igualdad runS s = runD d, para cualquier valor s
de tipo EnteroS y d de tipo EnteroD.
Pero en el caso de tener un EDSL profundo, no solo se puede obtener el
valor resultado de evaluar la expresio´n, sino que, por ejemplo, se puede contar
la cantidad de sumas en una expresio´n fa´cilmente sin modificar las funciones
anteriores.
contsuma : : EnteroD → Int
contsuma ( L i t ) = 0
contsuma (Suma l r ) = ( contsuma l ) + ( contsuma r ) + 1
contsuma ( Resta l r ) = ( contsuma l ) + ( contsuma r )
contsuma ( Mult l r ) = ( contsuma l ) + ( contsuma r )
De esta manera el embebido profundo combinado con una funcio´n espec´ıfi-
ca (como en este caso runD), puede ser equivalente a un embebido superficial.
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Adema´s, permite utilizar la construccio´n de alguna otra manera, como ser,
para extraer ma´s informacio´n (contsuma).
En la figura que se muestra a continuacio´n, se ilustra la diferencia entre los
EDSL profundos y superficiales. En el caso de un EDSL superficial, obtenemos
un valor, el valor resultante de la aplicacio´n de los diferentes operadores del
lenguaje utilizados por el usuario, mientras que en el caso de un EDSL embe-
bido, obtenemos un a´rbol abstracto de las operaciones que fueron aplicadas,
de esta manera es posible realizar ana´lisis, estudiar la estructura obtenida, o
ejecutar el programa run y obtener un resultado equivalente al resultado de
un EDSL superficial.
AST Estructura
Ejecucio´n
Ana´lisis
profundo
run
superficial
Los EDSL profundos nos permiten construir el a´rbol abstracto de las ex-
presiones del lenguaje que describe. El a´rbol abstracto contiene la informacio´n
de co´mo un valor dentro del lenguaje fue construido, por lo que ya no se ma-
nipulan valores, sino a´rboles abstractos. E´sto trae consigo la imposibilidad
de utilizar directamente estructuras de control de flujo, como if-then-else,
sin consumir la estructura. Adema´s al tratar con estructuras complejas, y no
con valores manipulables directamente, se reducen las optimizaciones que el
compilador del lenguaje anfitrio´n puede realizar. La construccio´n de ciertos
EDSL puede generar ciclos infinitos. Esto quita la posibilidad de recorrer la
estructura generada, y genera la necesidad de un mecanismo adicional para la
deteccio´n de dichos ciclos.
EDSL profundo para Paralelismo en Haskell
En Haskell hay una gran diversidad de abstracciones y DSLs para modelar
paralelismo. Entre los ma´s populares esta´n, la mo´nada Eval (Marlow y col.
2010a), la mo´nada Par (Marlow, Newton y Peyton Jones 2011), Data Para-
llel Haskell (Chakravarty, Leshchinskiy y col. 2007), la librer´ıa Repa (Keller
y col. 2010), el lenguaje Accelerate (Chakravarty, Keller, Lee y col. 2011), y
el lenguaje Obsidian (Svensson, Sheeran y Claessen 2011). Una comparacio´n
entre varios enfoques puede verse en (Trinder, Loidl y Pointon 2002).
Dado que nuestro intere´s esta´ centrado en el estudio del paralelismo esen-
cial dentro de Haskell, desarrollamos un EDSL profundo en base a los combi-
nadores ba´sicos, par y pseq. Tomando estos combinadores como constructores
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data TPar s where
Par : : TPar a → TPar s → TPar s
Seq : : TPar a → TPar s → TPar s
Val : : s → TPar s
Co´digo 4.1: EDSL profundo para modelar paralelismo.
parsuma : : Int → Int → TPar Int
parsuma l r =
par l ’ (pseq r ’ ( l ’ + r ’ ) )
where
l ’ = mkVar l
r ’ = mkVar r
Co´digo 4.2
del lenguaje, definimos el tipo de datos como se muestra en el fragmento de
Co´digo 4.1
Este tipo de datos nos permite modelar el comportamiento dina´mico de las
computaciones generadas al momento de ejecutar el programa. Es, adema´s,
un tipo de datos con estructura de a´rbol, donde las hojas son los valores
introducidos por el constructor Val y los nodos (que no son hojas) representan
el combinador par (Par), y el combinador pseq (Seq).
Cuando en Haskell utilizamos los operadores ba´sicos par y pseq, el resul-
tado es un comportamiento dina´mico que no es observado directamente, sino
que, como ya ha sido mostrado, par x y = y y pseq x y = y. Utilizando el EDSL
planteado en Klytius se puede observar la construccio´n del comportamiento
dina´mico de la expresio´n, ya que se conserva toda la informacio´n de los ope-
radores ba´sicos utilizados, es decir, par x’ y’ = Par x’ y’ y pseq x’ y’ = Seq x’ y’,
donde tanto x’, como y’, pueden tener a su vez comportamiento dina´mico
adicional.
Por ejemplo, para la suma paralela (ver Co´digo 4.2), obtenemos el siguiente
a´rbol abstracto:
parsuma 4 7 = Par ( Val 4) ( Seq ( Val 7) ( Val ((+) 4 7) ) )
De esta manera es posible construir un AST de las construcciones dina´mi-
cas de nuestro programa, que nos permite observar todo el comportamien-
to dina´mico de la computacio´n. El EDSL de Klytius provee primitivas de
alto nivel para construir fa´cilmente dicho AST, y luego, mostrarlo gra´fica-
mente, permitie´ndole al programador realizar un ana´lisis ma´s exhaustivo del
programa.
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4.2. Observando Computaciones Compartidas
Una parte vital del desarrollo de la herramienta es la deteccio´n de compu-
taciones compartidas. E´ste es un problema muy estudiado dentro de los EDSL
y en optimizaciones de compiladores, dado que las computaciones comparti-
das permiten evaluar una u´nica vez una expresio´n y luego compartir el resul-
tado, minimizando el trabajo a realizar. Por ejemplo, en una expresio´n como
doble x = let y = x + 1 in y + y, la expresio´n y es compartida para la suma (y+y),
y su evaluacio´n puede realizarse una sola vez.
Al desarrollar un programa paralelo en Haskell, el programador, genera
sparks para la evaluacio´n de expresiones que se podr´ıan utilizar luego. Es
decir, cuando tenemos una expresio´n como:
par x m
la computacio´n x es luego utilizada en m. Esto mismo, podemos verlo direc-
tamente en una expresio´n como par y y. Nuestro objetivo es representar las
computaciones de manera gra´fica, por lo que deber´ıamos identificar en este
caso a y como una referencia a la misma computacio´n, as´ı como identificar
todas las referencias de x que ocurran dentro de m.
En un EDSL profundo las computaciones son representadas como un a´rbol
abstracto, por lo que las computaciones recursivas o que poseen referencias
mutuas pueden dar lugar a un a´rbol infinito1.
Andy Gill presenta un mecanismo de deteccio´n de computaciones compar-
tidas, utilizando funciones dentro de la mo´nada IO de Haskell y funciones de
tipo (Chakravarty, Keller y Jones 2005). Esta solucio´n nos permite construir
el a´rbol abstracto utilizando primitivas de nuestro EDSL y luego generar el
grafo que representa nuestra computacio´n, y por lo tanto nos permite observar
las computaciones compartidas (Gill 2009).
En dicha solucio´n introduce la funcio´n reifyGraph (de tipo como se muestra
a continuacio´n) que, dado un elemento x de tipo t construye un grafo de tipo
Graph, el cual representa al elemento x detectando las computaciones compar-
tidas. La clase MuRef provee las operaciones necesarias para poder observar
la estructura de un tipo dado, y para construir grafos con las computaciones
compartidas. Para definir una instancia es necesario dar una funcio´n de tipo
DeRef, que actu´a como un sino´nimo, entre el tipo a instanciar y su represen-
tacio´n como un grafo, y una funcio´n mapDeRef que permite recorrer el a´rbol y
transformar sus elementos en el nodo que los representa dentro del grafo final.
re i fyGraph : : (MuRef t ) => t → IO ( Graph ( DeRef t ) )
En Haskell se define de la siguiente manera:
class MuRef a where
type DeRef a : : ∗ → ∗
mapDeRef : : ( App l i ca t i v e f ) =>
1Podemos hablar de infinito gracias a la evaluacio´n lazy.
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( a → f u )
→ a
→ f ( DeRef a u)
El primer argumento de mapDeRef es una funcio´n que es aplicada a los hijos del
segundo argumento, el cual es el nodo que se esta´ analizando. El resultado es
un nodo que contiene valores u´nicos de tipo u que fueron generados en base al
primer argumento. La funcio´n mapDeRef utiliza funtores aplicativos (McBride
y Paterson 2007) para proveer los efectos necesarios para la correcta asignacio´n
de los valores u´nicos.
A continuacio´n mostramos como definir la representacio´n de un a´rbol de
tipo TPar, mediante el tipo Node. Notar que en el caso de la transformacio´n de
Val’ (TPar) a Val(Node), dado en la definicio´n de mapDeRef, el valor es ignorado,
ya que no es necesario conservar el elemento, por lo que se representa y se trata
como una caja cerrada.
data TPar s where
Par ’ : : TPar a → TPar s → TPar s
Seq ’ : : TPar a → TPar s → TPar s
Val ’ : : s → TPar s
data Node s where
Val : : Node s
Par : : s → s → Node s
Seq : : s → s → Node s
deriving Show
instance MuRef (TPar s ) where
type DeRef (TPar s ) = Node
mapDeRef f ( Par ’ l r ) = Par <$> f l <∗> f r
mapDeRef f ( Seq ’ l r ) = Seq <$> f l <∗> f r
mapDeRef f ( Val ’ ) = pure Val
Utilizando la definicio´n de MuRef (TPar s), permite detectar las compu-
taciones compartidas una vez obtenido un valor de tipo TPar s, permitiendo
al usuario construir su programa normalmente (sin obligar el uso de mo´nadas),
y luego aplicar la funcio´n reifyGraph, ahora s´ı dentro de la mo´nada IO.
Por ejemplo en el caso de la suma paralela (Co´digo 4.2), el resultado de
aplicar la funcio´n reifyGraph es:
re i fyGraph ( parsuma 4 7) =
let
[ ( 1 , Par 2 3) , ( 3 , Seq 4 5) , ( 5 , Val ( ”(+) 4 7” ) ) , ( 4 , Val ( ”7” ) )
, ( 2 , Val ( ”4” ) ) ]
in 1
El resultado es una lista de pares compuestos por el valor u´nico que representa
al nodo, y el constructor correspondiente, y como resultado el valor u´nico de
la ra´ız del a´rbol. A modo descriptivo se introducen etiquetas que no esta´n
representadas en el constructor dado anteriormente.
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Existen otras soluciones al problema de detectar computaciones compar-
tidas. A continuacio´n detallamos algunas de estas y explicamos por que´ no
fueron utilizadas en este trabajo.
Extensio´n a los lenguajes funcionales que permite observar (y por ende
recorrer) este tipos de estructuras (Claessen y Sands 1999). La solucio´n
consiste en poder definir un tipo de datos Ref, con tres operaciones. Per-
mitir la creacio´n de referencias a partir de un elemento, poder obtener el
elemento a trave´s de su referencia, y poder comparar referencias. Es una
solucio´n no conservativa, la cual implica tener que modificar el lenguaje
anfitrio´n, en este caso Haskell.
Etiquetado expl´ıcito, etiquetar a los nodos del a´rbol con un elemento
u´nico. En este caso, el usuario es el que provee las etiquetas manual-
mente.
Las mo´nadas pueden ser utilizadas para generar las etiquetas de manera
impl´ıcita, o bien, utilizar funtores aplicativos. El problema de esta solu-
cio´n es que impacta directamente en el tipo de las primitivas ba´sicas de
la herramienta, obligando al usuario a utilizar un modelo mona´dico, obs-
cureciendo el co´digo. Es posible utilizar llamadas inseguras a la mo´nada
IO, y utilizar, lo que en programacio´n imperativa se conoce como un
contador, rompiendo las garant´ıas que Haskell provee.
La solucio´n elegida en el presente trabajo no exhibe los problemas des-
criptos. Permite al usuario de Klytius el desarrollo libre de efectos mona´dicos
generados por la deteccio´n de computaciones compartidas, sin tener que mo-
dificar el EDSL presentado en este trabajo, ni Haskell.
4.3. Graficando Computaciones
Utilizando la funcio´n de reifyGraph, logramos generar un grafo que repre-
senta la computacio´n propuesta por el AST, detectando las computaciones
compartidas como se explico´ en la seccio´n anterior. Para generar la figura uti-
lizamos la librer´ıa para la herramienta Dot dentro de la suite GraphViz (Gans-
ner, Koutsofios y North 2005; Graph Visualization Software 2015; Gansner
y North 2000).
Dot es una herramienta muy versa´til que permite dibujar grafos dirigidos,
y se encarga de distribuir los nodos y las aristas sobre un mapa cartesiano.
La herramienta toma como entrada un archivo de texto descriptivo del grafo
y genera el archivo de salida con la imagen del grafo. Para generar dichos
archivos de texto que representan los grafos a graficar, utilizamos la librer´ıa
de Haskell, GraphViz (Matthew Sackman 2015).
La librer´ıa se basa en un tipo de datos GraphvizParams n nl el cl l, que con-
tiene toda la configuracio´n gra´fica del grafo, donde se indica que el grafo tiene
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g r a f i c a r : : Bool → TPar a → String → IO FilePath
g r a f i c a r b g s = do
g ’ ← re i fyGraph g
runGraphvizCommand Dot ( graphToDot ( graf iParams b False 0 . 2 5 )
( graph x ) ) Pdf ( s++” . pdf ” )
Co´digo 4.3: Funcio´n graficar
nodos de tipo n, las etiquetas de los nodos son de tipo nl, la etiqueta de las
aristas de tipo el, y el resto corresponden a tipos para realizar clustering de
nodos.
El tipo de datos GraphvizParams n nl el cl l es un record compuesto, entre
otra informacio´n utilizada para realizar clustering de nodos, por:
isDirected :: Bool, donde se indica True si el grafo es dirigido y False sino.
globalAttributes :: [GlobalAttributes], donde se especifican atributos gene-
rales a todo el grafo.
fmtNode :: (n, l ) → Attributes, donde se indican los atributos de los nodos.
fmtEdge :: (n, n, el ) → Attributes, donde se indican los atributos de las aris-
tas.
La librer´ıa pone a disposicio´n constructores de para´metros ba´sicos, en con-
junto con funciones para generar el grafo Dot, exportar el archivo de texto y
utilizando la herramienta externa, generar el archivo con formato Pdf.
Definiendo un elemento de tipo GraphvizParams, el cual contiene las pro-
piedades gra´ficas de la imagen que se obtiene como resultado, se define una
funcio´n, graficar (ver Co´digo 4.3), que toma como argumento, un valor boo-
leano indicando si se requiere mostrar informacio´n adicional, un elemento de
tipo TPar s, y el nombre del archivo a generar. Una vez obtenidos los argu-
mentos, la funcio´n genera un archivo con el gra´fico de la computacio´n en el
mismo directorio donde se ejecuto´ el programa.
La funcio´n graficar permite obtener las representaciones gra´ficas de los
diferentes programas resultantes de utilizar a Klytius, en el Cuadro 4.4 se
muestran las representaciones de los constructores utilizados.
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Par Val Val
Seq Val Val
Cuadro 4.4: Constructores de TPar con su representacio´n gra´fica asociada.
Etiquetado de Nodos en Klytius
El usuario tiene la habilidad de introducir etiquetas mediante la utilizacio´n
de primitivas dentro de Klytius, que se muestran a continuacio´n.
pars : : String → TPar a → TPar b → TPar b
seqs : : String → TPar a → TPar b → TPar b
smap : : String → ( a → b) → TPar a → TPar b
mkVar’ : : String → TPar a
mkVars : : (Show a ) => TPar a
Utilizando estos constructores se pueden introducir etiquetas que sera´n
mostradas dentro de los nodos del gra´fico resultante. Las etiquetas no mani-
pulan de manera alguna los valores, son simplemente atributos gra´ficos que
permiten al programador identificar a que´ expresio´n corresponde cada nodo
del gra´fico. Podemos ver como las etiquetas son mostradas en la Figura 4.5
Es recomendable el uso de la etiquetas, ya que permiten interpretar mejor
los valores representados. Sin embargo son un arma de doble filo, debido a que
se muestra lo que usuario expone, y no cua´l es el valor real a representar.
Por ejemplo, tomando un ejemplo ya visto en los cap´ıtulos anteriores, po-
demos paralelizar la aplicacio´n de una funcio´n sobre una lista, y vamos a tener
una estructura dina´mica como resultado. En este caso, las etiquetas pueden
ayudar a ver si la forma normal de´bil a la cabeza es profundidad suficiente para
la evaluacio´n de las expresiones paralelizadas. Se puede observar la diferencia
en los gra´ficos obtenidos en la Figura 4.6
Utilizando etiquetas el usuario puede indicar que valores son expresados
dentro de las “cajas“. Adema´s el usuario puede agregar etiquetas descriptivas
a los diferentes nodos que representan la estructura dina´mica de control de
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Etiqueta Par
a
b
(a) Etiqueta dentro del nodo que represen-
ta a pars ”Etiqueta Par”a b
Etiqueta Seq
a
b
(b) Etiqueta dentro del nodo que represen-
ta a seqs ”Etiqueta Seq”a b
Figura 4.5: Etiquetas dentro de los nodos
(a) Paralelizar una lista sin etiquetas
Just 2
(:) Just 2
Just 3
(:) Just 3
Just 4
(:) Just 4
Just 87
(:) Just 87
Just 4
(:) Just 4
Just 3
(:) Just 3
Just 2
(:) Just 2
Just 1
(:) Just 1 []
(b) Paralelizar una lista mostrando todas las etiquetas
Figura 4.6: Diferencia entre mostrar etiquetas o no mostrarlas
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suml : : Int → [ Int ] → TPar Int
suml [ ] = mkVars 0
suml [ x ] = mkVars x
suml n xs = par l f (pseq r f ( l f+r f ) )
where
nn = div n 2
( l f , r f ) = ( suml nn ( take nn xs )
, suml nn (drop nn xs ) )
s l : : Int → [ Int ] → TPar Int
s l [ ] = mkVars 0
s l [ x ] = mkVars x
s l n xs = pars ”FPart” l f ( seqs ”SPart” r f ( l f+r f ) )
where
nn = div n 2
( l f , r f ) = ( s l nn ( take nn xs )
, s l nn (drop nn xs ) )
e jemplodin : : IO FilePath
e jemplodin = do
let e j = ( [ 2 , 3 , 4 , 1 ] : : [ Int ] )
let ln = length e j
g r a f i c a r False ( suml ln e j ) ”suml”
g r a f i c a r False ( s l ln e j ) ” sumlet iq ”
Co´digo 4.7: Sumatoria de una lista de enteros de forma paralela.
paralelismo.
Por ejemplo, en el caso que quisie´ramos sumar todos los enteros de una
lista, para explotar el paralelismo es conveniente realizar un poco ma´s de
trabajo, como contar los elementos de la lista y luego evaluar de forma paralela
la sumatoria de la primer mitad, computar la segunda mitad y luego realizar
la suma de los valores resultantes (ver Co´digo 4.7). Podemos observar en la
Figura 4.8 el contraste entre los gra´ficos resultantes de utilizar etiquetas sobre
los nodos de comportamiento dina´mico, y no utilizar etiquetas sobre estos.
Para obtener las representaciones gra´ficas resultantes de utilizar a Klytius,
las cuales fueron mostradas en todo el trabajo, es necesario realizar algunas
definiciones de la informacio´n que llevaran los nodos y etiquetas. Definimos los
tipos Lbl y NLbl, para modelar las aristas y los nodos respectivamente, como
se muestra a continuacio´n.
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2 3
(+) 2 3
(+)
4 1
(+) 4 1
(+) 2 3
(+) 4 1
(a) Paralelizar una lista sin etiquetas
FPart
FPart
SPart
2
SPart
3
(+) 2 3
FPart
FPartFPart|(+)  
4
SPart
1
(+) 4 1
SPart (+) 2 3
SPart (+) 4 1
(b) Paralelizar una lista mostrando todas las etiquetas
Figura 4.8: Diferencia entre mostrar etiquetas o no mostrarlas
data Lbl where −− A r i s t a s
Spark : : Lbl
LSeq : : Lbl
PExec : : Lbl
Exec : : Unique → Lbl
data NLbl where −− Nodos
NPar : : TLabel → NLbl
NSeq : : TLabel → NLbl
NVal : : TLabel → NLbl
Definiendo los tipos de datos de las aristas y nodos, podemos identificar los
diferentes elementos generados del grafo reificado. Esto nos permite asignarles
diferentes propiedades gra´ficas, como ser, los diferentes estilos de aristas vistos
(punteada, contigua, o compuesta por guiones). Los nodos llevan informacio´n
adicional: una etiqueta que luego se podra´ mostrar en el gra´fico para identificar
las computaciones.
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nodeSTD : : Bool → ( Unique , NLbl ) → Att r ibute s
nodeSTD b (x , l@ (NPar s ) ) =
case b of
True → [ l a b e l S t y l e (show x ) s , shapeNods l ]
False → [ l a b e l S t y l e ”” s , shapeNods l ]
nodeSTD b (x , l@ (NSeq s ) ) =
case b of
True → [ l a b e l S t y l e (show x ) s , shapeNods l ]
False → [ l a b e l S t y l e ”” s , shapeNods l ]
edgeSTD : : Bool → ( a , b , Lbl ) → Att r ibute s
edgeSTD ( s , d , Spark ) = [ S ty l e [ SItem Dashed [ ] ] ]
edgeSTD ( s , d , GEdge) = [ S ty l e [ SItem Dotted [ ] ] ]
edgeSTD ( s , d , LSeq ) = [ Dir NoDir , S ty l e [ SItem Bold [ ] ] ]
edgeSTD ( s , d , Exec x ) = [ S ty l e [ SItem Bold [ ] , SItem So l i d [ ] ] ]
edgeSTD ( s , d , l ) = [ emptyLbl ]
Co´digo 4.9: Estilo por defecto para nodos de tipo NPar y aristas que denotan
un spark.
Mostraremos co´mo se da formato a algunos casos, para que sea ma´s fa´cil
la lectura. Definimos dos funciones, nodeSTD y edgeSTD (Co´digo 4.9), las cuales
utilizamos dentro de Klytius para dar un formato gra´fico a las computaciones,
el cual puede ser modificado fa´cilmente.
Las funciones nodeSTD y edgeSTD, son las que definen el estilo de los nodos
y las aristas utilizadas en la definicio´n de grafiParams, como fmtNode y fmtEdge
respectivamente.
Gracias al alto orden de las funciones en Haskell, y que el tipo de datos
Attributes es simplemente una lista de atributos, es muy sencillo redefinir los
atributos de los diferentes elementos, en el caso que el usuario quisiera realizar
modificaciones visuales.
Manipulacio´n de elementos dentro de Klytius
Para facilitar el uso de la herramienta, se implementan mecanismos de
manipulacio´n de elementos embebidos en el EDSL. Esto se logra mediante
las instancias de funtor, aplicativo, y mo´nada del EDSL, como se muestra en
el fragmento de Co´digo 4.10. Todas las instancias aplican la transformacio´n
sobre el hijo derecho de los constructores. Esto se debe a la sema´ntica que
representan; recordemos que par a b = b (igual que pseq a b = b), por lo que si
aplicamos una funcio´n, f (par a b) = f b (igual que f (pseq a b) = f b).
Utilizando la instancia aplicativa en el caso que se obtenga una funcio´n
con cierto comportamiento dina´mico asociado, (f :: TPar (a →b)), y un ele-
mento con cierto comportamiento, (x :: TPar a), podemos aplicar la funcio´n
sobre el elemento (f <∗> x), acumulando los efectos necesarios para determi-
nar el valor de f, y luego los efectos necesarios para determinar el valor de
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instance Functor (TPar a ) where
fmap f ( Par l r ) = Par l ( fmap f r )
fmap f ( Seq l r ) = Seq l ( fmap r )
fmap f ( Val x ) = Val ( f x )
instance App l i ca t i v e TPar where
pure = Val
( Par l f ) <∗> x = Par l ( f <∗> x )
( Seq l f ) <∗> x = Seq l ( f <∗> x )
( Val f ) <∗> x = fmap f x
instance Monad TPar where
return = Val
( Par l r ) >>= f = Par l ( r >>= f )
( Seq l r ) >>= f = Seq l ( r >>= f )
( Val x ) >>= f = f x
Co´digo 4.10: EDSL para paralelismo y sus instancias.
resum = map ( fmap (+1) ) [ Just 23 , Just 4 , Just 79014 ] ‘ using ‘
( pa rL i s t rdeepseq )
const2 : : a → b → b
const2 y = y
Co´digo 4.11: Efectos dina´micos lazy.
x, y por u´ltimo, realizar la aplicacio´n de la funcio´n, f x. Dicha acumulacio´n
de comportamiento dina´mico no concuerda con la evaluacio´n perezosa de los
efectos dina´micos. Por ejemplo, dentro del Co´digo 4.11, podemos tener un va-
lor con cierto comportamiento dina´mico resum, y una funcio´n const2 que toma
dos argumentos y devuelve el segundo. Nos podemos preguntar si al evaluar
la expresio´n const2 resum 42, todo, nada, o alguna parte del comportamiento
dina´mico puede ser disparado. Como indica la evaluacio´n perezosa, a menos
que la funcio´n sea estricta, el comportamiento dina´mico no sera´ evaluado.
Dentro de este cap´ıtulo repasamos las te´cnicas utilizadas para la imple-
mentacio´n de la herramienta, definimos las bases teo´ricas para la creacio´n
de un EDSL profundo, co´mo detectar las computaciones compartidas, co´mo
son graficadas las estructuras dina´micas y por u´ltimo co´mo son operados los
elementos dentro del EDSL.

Cap´ıtulo 5
Conclusiones
Dada la (inevitable) presencia de procesadores multinu´cleos dentro de la
mayor´ıa de los dispositivos electro´nicos, surge la necesidad de ejecutar progra-
mas de forma paralela. Es decir, se necesita ejecutar varios procesos de forma
simulta´nea para arribar a la solucio´n de forma ma´s ra´pida. Un enfoque consiste
en particionar el programa en subprogramas, probando diferentes soluciones
en paralelo y queda´ndose con la que termine primero, etc. Sin embargo,al mo-
mento de definir el uso de los diferentes procesadores nos encontramos con
problema´ticas de bajo nivel, como ser la distribucio´n de tareas a los diferentes
procesadores, y adema´s cuestiones de ma´s alto nivel, por ejemplo modificar
el disen˜o del algoritmo para maximizar la paralelizacio´n del mismo. Si bien
gran parte de estos problemas se pueden resolver mediante ana´lisis esta´ticos
por parte del compilador dentro de los lenguajes funcionales, nos queda de-
terminar que´ tareas realizamos en paralelo, y co´mo organizamos estas tareas.
Dentro de Haskell los combinadores ba´sicos de paralelismo puro semi-expl´ıcito
par y pseq, nos permiten indicar exactamente las tareas antes mencionadas.
Al utilizar los combinadores ba´sicos, los programas son modificados para
indicar el comportamiento dina´mico buscado, sin embargo, el co´digo se obs-
curece con los operadores ba´sicos para asegurar la correcta ejecucio´n de pro-
gramas paralelos. Adema´s, debido a que el comportamiento dina´mico impone
ciertas condiciones sobre el momento en el cual se evalu´an ciertas expresiones,
entra en conflicto con la evaluacio´n perezosa, produciendo que el trabajo a
realizar de los diferentes sparks se vuelve incierto. A fin de solucionar estos
problemas, se introdujeron las estrategias, como mecanismo para separar el
algoritmo de su comportamiento dina´mico lo ma´s posible, y controlar la eva-
luacio´n de los diferentes elementos definiendo instancias NFData para asegurar
su completa evaluacio´n.
A pesar de que las estrategias logran separar efectivamente el algoritmo
de su comportamiento dina´mico, y permiten establecer la profundidad de la
evaluacio´n de los diferentes elementos, el programador continua sin un entendi-
miento profundo de si el trabajo se logra realizar, de si es necesario forzar au´n
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ma´s la evaluacio´n de los elementos y de si son efectivamente las computaciones
que se quieren paralelizar o secuencializar las que se indicaron mediante el uso
de los combinadores.
Incorporar paralelismo a los requerimientos del desarrollo de un programa
es dif´ıcil, como se muestra a lo largo de este trabajo, se desarrollo´ un EDSL
que permite observar de forma ma´s detenida la estructura del comportamiento
dina´mico que se desarrolla a lo largo del programa.
Al momento de desarrollar un EDSL, es necesario tener en claro cua´les
son las expresiones que se quieren observar, y que´ informacio´n se quiere con-
servar para luego poder realizar ciertos ana´lisis sobre la estructura generada.
Debido a que los programas paralelos se construyen en base a las primitivas
ba´sicas pseq y par, conservar las estructuras generadas por ellos es de vital
importancia. Adema´s, es posible que se necesite mas informacio´n para realizar
un ana´lisis ma´s detallado sobre los programas y su comportamiento dina´mico,
por lo que se incluyeron etiquetas para permitirle al programador asignarle
un mayor valor sema´ntico a los nodos.
Durante el desarrollo de la herramienta, fueron probadas diferentes repre-
sentaciones, hasta llegar al EDSL propuesto. Estas fueron descartadas debido
a que no representaban correctamente las estructuras dina´micas del programa
o introduc´ıan ma´s nodos sin informacio´n importante.
Al mismo tiempo, se investigaron diferentes te´cnicas de deteccio´n de compu-
taciones compartidas. Decidimos finalmente utilizar la te´cnica de Gill dado que
se priorizo´ que la herramienta sea de fa´cil uso, y que simplifique la transicio´n
con la librer´ıa Control.Parallel.
Debido a la evaluacio´n perezosa, el EDSL tal como ha sido presentado en
el cap´ıtulo anterior representa correctamente so´lo aquellas funciones que sean
estrictas en sus argumentos, marcando aqu´ı una limitacio´n de Klytius.
Adema´s de proponer un EDSL para observar la estructura dina´mica ge-
nerada por los programas, proponemos una representacio´n gra´fica de las mis-
mas. Como se observo´ en los cap´ıtulos 2 y 3, el resultado es un grafo donde se
presentan como nodos los diferentes constructores del EDSL, conectados con
aristas que representan secuenciacio´n o creacio´n de sparks. Los gra´ficos gene-
rados tienden a crecer ra´pidamente debido a la cantidad de elementos que se
pueden observar al momento de realizar ejecuciones. Adema´s la generacio´n de
nodos se encuentra fuertemente ligada a la forma que el programador utiliza
los combinadores de paralelismo.
La construccio´n del EDSL permite al programador observar directamente
el comportamiento dina´mico de los programas. Esto es particularmente u´til al
momento de experimentar con nuevas abstracciones, ya que es posible contras-
tar el comportamiento dina´mico generado por las nuevas abstracciones con el
de abstracciones conocidas, ahora observables gracias a nuestra herramienta.
La posibilidad de observar las estructuras dina´micas generadas por los
programas, particularmente la habilidad de generar gra´ficos que representan
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dichas estructuras, facilita el aprendizaje de paralelismo sobre lenguajes fun-
cionales.
El paralelismo dentro de los programas ya no es un efecto invisible que hace
que los programas se ejecuten ma´s ra´pidos, sino que son estructuras visibles
que definen un comportamiento sobre los valores de los programas.
Se lograron alcanzar los objetivos espec´ıficos propuestos y se definio´ e im-
plemento´ un EDSL en Haskell, el cual nos permite capturar los efectos ge-
nerados por los combinadores ba´sicos par y pseq. Adema´s, se implemento´ un
conjunto de operadores sobre dicho EDSL para que el usuario final pueda ma-
nipular fa´cilmente los elementos generados, y se propuso una representacio´n
gra´fica para elementos dentro del EDSL, permitiendo al usuario observar las
computaciones generadas.
5.1. Trabajo Futuro
Si bien la herramienta ya puede ser utilizada hay varias formas de mejorarla
para facilitar su uso.
Modificar los programas para utilizar Klytius es fa´cil e intuitivo, basta con
reemplazar los combinadores ba´sicos par y pseq de la librer´ıa Control. Parallel
por los de la herramienta, y las aplicaciones por (<$>), (<∗>), o (=<<) segu´n
corresponda. Este procedimiento se podr´ıa automatizar utilizando las facili-
dades de meta-programacio´n provistas por Template Haskell, la cua´l permite
tomar un fragmento de co´digo Haskell y manipularlo.
Al momento de depurar e inspeccionar los programas dentro de Haskell,
es muy comu´n utilizar el inte´rprete GHCi. El inte´rprete, a su vez, exhibe toda
la informacio´n sobre las computaciones y el estado general del sistema. Es
decir, es posible observar toda la configuracio´n del sistema, informacio´n que
podr´ıa ser muy u´til para saber que´ expresiones son evaluadas, si se realiza el
trabajo esperado, etc. Se propone utilizar esta informacio´n en conjunto con
la herramienta para permitirle al usuario observar directamente la estructura
generada por el comportamiento dina´mico en Klytius desde GHCi.
Dado que en general los gra´ficos producidos son muy grandes, se plantea
implementar una interfaz que permita explorar los gra´ficos producidos de ma-
nera interactiva. En conjunto con el punto anterior, permitir que el usuario
pueda interactuar entre el gra´fico y el inte´rprete GHCi, mostrando de manera
elegante informacio´n del sistema.
Dado que la estructura dina´mica se encuentra muy ligada a la forma en
que el programador utilizo´ los combinadores ba´sicos de paralelismo, se puede
buscar ciertas reglas que permitan encontrar una estructura sema´nticamente
equivalente, pero que permita desacoplar o independizar la estructura dina´mi-
ca generada de la forma en que fue programada. Se plantea definir una forma
normal de expresiones del EDSL, y un conjunto de reglas, que permitan pre-
sentar una estructura dina´mica esencial y no ligada al estilo del programador.
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