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ABSTRACT
We consider the N = 1 supersymmetric two-dimensional non-linear sigma model
with boundaries and nonzero B-field. By analysing the appropriate currents we
describe the full set of boundary conditions compatible with N = 1 supercon-
formal symmetry. Using this result the problem of finding a correct action is
discussed. We interpret the supersymmetric boundary conditions as a maximal
integral submanifold of the target space manifold, and speculate about a new
geometrical structure, the deformation of an almost product structure.
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1 Introduction
The conditions that arise from the two-dimensional non-linear sigma model when imposing
N = 1 worldsheet supersymmetry on the boundary have some interesting implications.4
These boundary conditions may be interpreted in terms of the target space manifold, where
they put restrictions on the way in which D-branes may be embedded.
The present paper is a continuation and generalisation of the results presented in our
previous paper [2]. There we considered a background of general metric and zero B-field,
and showed how worldsheet supersymmetry on the boundary leads to the appearance of Rie-
mannian submanifolds of the target spaceM. Here we extend the analysis to a background
Eµν = gµν +Bµν , where both the metric gµν and the antisymmetric field Bµν are general. It
turns out that Riemannian submanifolds arise here again, but in a slightly different way. In
a sense, the B 6= 0 case is a deformation of the B = 0 case.
The bulk dynamics of the non-linear sigma model is given by the superfield action (for
definitions, see Appendix A)
S =
∫
d2σd2θ D+Φ
µD−Φ
νEµν(Φ). (1.1)
The conserved currents can be consistently derived from this action. However, we do not
know a priori whether or not (1.1) is the correct action for deriving the boundary dynam-
ics. Therefore our starting point is to derive the boundary conditions by looking at the
appropriate boundary conditions for the bulk conserved currents,
[ T++ − T−− ]σ=0,pi = 0, [ G+ − ηG− ]σ=0,pi = 0, (1.2)
where T±± and G± correspond to, respectively, the stress tensor and the supersymmetric
current. We then define the correct action to be such that it reproduces the full set of
conditions resulting from (1.2). We show that this action can be obtained by adding a
unique boundary term to (1.1). The present discussion serves as a clarification of the work
[3] where the problem with the standard action was pointed out.
This paper is organised as follows. In Section 2 we introduce and motivate the set of
axioms that serve as our starting point for the analysis. In Section 3 we derive the boundary
conditions that follow from N = 1 superconformal invariance at the level of the conserved
currents. Section 4 discusses the correct action in elementary terms, while Section 5 provides
the general derivation of this action. In Section 6 we interpret the supersymmetric boundary
conditions as a maximal integral submanifold of the target space, and we also study the effect
the B-field has on the boundary conditions. In Section 7 we speculate about the possible
4For a related discussion treating BRST invariance see [1].
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global interpretation of the boundary conditions in the presence of a B-field. In our view
this leads to an interesting geometrical structure which we call a deformation of an almost
product structure. Finally, in Section 8 we discuss some possible directions for future work
and the relation of our results to those usually adopted in the literature.
2 Algebraic considerations
We begin by setting the stage for our investigation, by adopting some definitions. To motivate
the first assumption that we will make, let us first recall some definitions adopted in our
analysis of the B = 0 case [2]. There we introduced two orthogonal projectors, P µν and
Qµν , which were written in terms of a (1,1) “tensor” R
µ
ν that represented the worldsheet
boundary conditions5 (η ≡ ±1),
[
ψµ− − ηR
µ
νψ
ν
+
]
σ=0,pi
= 0, (2.1)
and which squared to one, RµνR
ν
ρ = δ
µ
ρ. (From now on we shall drop the notation [· · ·]σ=0,pi,
since all conditions in this paper are understood to hold on the boundary.) P µν and Q
µ
ν could
be thought of as projectors onto the Neumann and Dirichlet directions, respectively, so that,
e.g., the covariant Dirichlet condition is written Qµν∂0X
ν = 0. Moreover, we introduced
so-called adapted coordinates, a basis in which P , Q and R take the form
P µν =

 δnm 0
0 0

 , Qµν =

 0 0
0 δij

 , Rµν =

 δnm 0
0 −δi j

 , (2.2)
where n andm are spacetime indices in the Neumann directions, i and j are Dirichlet indices,
and δµν is the Kronecker delta. In particular, the Dirichlet boundary conditions in this basis
assume their familiar form,
ψi− + η ψ
i
+ = 0. (2.3)
Our starting point in the present study is the Dirichlet projector Qµν . The Dirichlet
conditions are by definition the same as for B = 0, so we may again assume the existence of
a projector Q such that
Qµν∂0X
ν = 0, QµρQ
ρ
ν = Q
µ
ν . (2.4)
In addition, we make the same ansatz (2.1) for the fermionic boundary conditions as we did
for B = 0, and we require that Rµν satisfy
QµρR
ρ
ν = R
µ
ρQ
ρ
ν = −Q
µ
ν . (2.5)
5Rµν is not a proper tensor field since it is not required to be defined on the entire spacetime manifold.
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This property is reasonable from a physical point of view; in adapted coordinates we write
Qµν =

 0 0
0 δij

 , Rµν =

 Rmn 0
0 −δij

 , (2.6)
which clearly satisfy (2.5). We had the same property for B = 0, but note that here Rµν
does not square to one.
We now proceed to introduce the object P µν ,
P µν =
1
2
(δµν +R
µ
ν), (2.7)
which, unlike in the B = 0 case, is not a projector. However, we may still derive some
important results in the same way as in [2], as follows. Applying the off-shell supersymmetry
transformations (A.4) to the ansatz (2.1), we obtain
∂=X
µ −Rµν∂++X
ν − 2iηP µνF
ν
+− + 2iR
µ
ν,σP
σ
ρψ
ρ
+ψ
ν
+ = 0. (2.8)
Inserting the F -field equations
F ρ+− + Γ
−ρ
λσψ
λ
+ψ
σ
− = 0, (2.9)
where Γ−ρλσ is the connection with torsion defined in Appendix B, (2.8) reduces to its on-shell
version,
∂=X
µ − Rµν∂++X
ν + 2i(P σρ∇σR
µ
ν + P
µ
γg
γδHδσρR
σ
ν)ψ
ρ
+ψ
ν
+ = 0. (2.10)
Here Hµνρ is the field strength of the background B-field. We next contract (2.10) with Q
λ
µ,
and use that Qµν∂0X
ν = 0, to obtain6
P µνP
ρ
σ∇[ρQ
δ
µ] = 0. (2.11)
This equation looks exactly like the condition we found in the B = 0 case, and which led to
the integrability condition for P . However, as P is not a projector, this interpretation does
not apply here.
To find out what (2.11) means, we define a (Neumann) projector πµν ≡ δ
µ
ν − Q
µ
ν with
the properties
πµνπ
ν
ρ = π
µ
ρ, π
µ
νQ
ν
ρ = 0. (2.12)
We now have two orthogonal projectors π and Q, corresponding to the P and Q of the B = 0
case. They may be written in terms of a (1,1) “tensor” rµν that squares to one, in analogy
with the “tensor” Rµν for B = 0:
πµν =
1
2
(δµν + r
µ
ν) , Q
µ
ν =
1
2
(δµν − r
µ
ν) , r
µ
ρr
ρ
ν = δ
µ
ν . (2.13)
6Note that the property (2.5) is crucial to finding (2.11). Conversely, one might take the view that
contracting (2.10) with Q should lead to Qµν∂0X
ν = 0 in the same way as it did for B = 0. To achieve this,
(2.5) is required, and thus it is implied by our assumption of Dirichlet conditions.
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Among the many useful relations that follow from all the definitions above, there is the
property that π leaves P invariant,
πµνP
ν
ρ = P
µ
ρ, (2.14)
which is due to QµνP
ν
ρ = 0. Also note that the two boundary conditions (2.1) and (2.8) may
be written in terms of 1D superfields analogously to what we did in Appendix B in reference
[2]: DKµ = πµν(K)DK
ν and Sµ = Qµν(K)S
ν .
Returning now to condition (2.11), we may use (2.14) to rewrite it as
P γνP
φ
σπ
µ
γπ
ρ
φ∇[ρQ
δ
µ] = 0, (2.15)
which implies that π satisfies the integrability condition,
πµγπ
ρ
φ∇[ρQ
δ
µ] = 0, (2.16)
since P is invertible on the π-subspace. We thus have a situation completely analogous to
that of the B = 0 case, in that the Neumann projector must be integrable. This integrability
condition turns out to be essential in the geometrical interpretation of the supersymmetric
boundary conditions, as we will see in Section 6.
Note that the ansatz (2.1) for the fermionic boundary conditions is a rather simple one,
Rµν depending only on X
µ and not on ψµ+. The relation of this linear ansatz to more general
boundary conditions is discussed in Section 8.
3 N=1 superconformal symmetry
In this section we derive the full set of boundary conditions using conserved currents. The
bulk action (1.1) yields the following supercurrents (the main steps in deriving them were
sketched in Appendix C in reference [2]),
T−++ = D+Φ
µ∂++Φ
νgµν −
i
3
D+Φ
µD+Φ
νD+Φ
ρHµνρ, (3.1)
T+= = D−Φ
µ∂=Φ
νgµν +
i
3
D−Φ
µD−Φ
νD−Φ
ρHµνρ, (3.2)
which obey the corresponding conservation laws,
D+T
+
= = 0, D−T
−
++ = 0. (3.3)
The components of the supercurrents (3.1) and (3.2) correspond to the supersymmetry
current and stress tensor as follows,
G+ = T
−
++| = ψ
µ
+∂++X
νgµν −
i
3
ψµ+ψ
ν
+ψ
ρ
+Hµνρ, (3.4)
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G− = T
+
= | = ψ
µ
−∂=X
νgµν +
i
3
ψµ−ψ
ν
−ψ
ρ
−Hµνρ, (3.5)
T++ = −iD+T
−
++| = ∂++X
µ∂++X
νgµν + iψ
µ
+∇
(+)
+ ψ
ν
+gµν , (3.6)
T−− = −iD−T
+
= | = ∂=X
µ∂=X
νgµν + iψ
µ
−∇
(−)
− ψ
ν
−gµν , (3.7)
where the covariant derivatives acting on the worldsheet fermions are defined by
∇
(+)
± ψ
ν
+ = ∂+
=
ψν+ + Γ
+ν
ρσ∂+
=
Xρψσ+, ∇
(−)
± ψ
ν
− = ∂+
=
ψν− + Γ
−ν
ρσ∂+
=
Xρψσ−. (3.8)
To ensure superconformal symmetry on the boundary we need to impose the following
boundary conditions on the currents (3.4)–(3.7),
G+ − ηG− = 0, T++ − T−− = 0. (3.9)
Classically these conditions make sense only on-shell, which means that we may (and should)
make use of the field equations in our analysis. Thus we use the fermionic equations of
motion,
gµν(ψ
µ
+∇
(+)
− ψ
ν
+ − ψ
µ
−∇
(−)
+ ψ
ν
−) = 0, (3.10)
to rewrite the stress tensor condition as
0 = T++ − T−− = ∂++X
µ∂++X
νgµν − ∂=X
µ∂=X
νgµν +
+ i(ψµ+ − ηψ
µ
−)∇0(ψ
ν
+ + ηψ
ν
−)gµν +
+ i(ψµ+ + ηψ
µ
−)∇0(ψ
ν
+ − ηψ
ν
−)gµν +
+ 2i(ψµ+ψ
ν
+ + ψ
µ
−ψ
ν
−)∂0X
ρHµρν , (3.11)
where ∇0 is the covariant τ -derivative without torsion,
∇0ψ
ν
± = ∂0ψ
ν
± + Γ
ν
ρσ∂0X
ρψσ±. (3.12)
Substituting the fermionic ansatz (2.1) in (3.11) we get
0 = T++ − T−− = 2iψ
σ
+∂0ψ
λ
+ [gσλ − R
µ
σgµνR
ν
λ] +
+ 2∂0X
δπρδ
[
gρν(∂++X
ν − ∂=X
ν)− 2Bρνπ
ν
λ∂0X
λ+
+ i
(
RµγΓµρνR
ν
σ − Γγρσ −R
µ
σgµνR
ν
γ,ρ+
+ Hσργ +R
µ
σHµρνR
ν
γ
)
ψσ+ψ
γ
+
]
. (3.13)
The extra term involving an antisymmetric field Bµν and ∂0X
λ represents the arbitrariness
due to contraction with ∂0X
δ (the factors in front of Bµν are fixed for convenience) and we
add it to find the most general boundary conditions. Note that Bµν in this term is a priori
not necessarily the same as the background B-field (i.e., the B-field whose field strength is
6
Hµνρ); we just need a general antisymmetric field. However, our choice is justified by the
fact that our physical setup provides the B-field as the only available antisymmetric field.
Moreover, supersymmetry will impose a relation between this field and Hµνρ (see Section 3.1)
which strongly suggests that the extra term in (3.13) indeed contains Bµν .
Requiring that the first term in (3.13) vanish independently we obtain the following
condition,
RµσgµνR
ν
ρ = gσρ. (3.14)
This condition, that Rµν preserves the metric, is our first condition on R
µ
ν . It arose also for
B = 0, so we see that turning on the background B-field does not change this requirement.
We now substitute (3.14) into (3.13), and find that the stress tensor condition reduces to

 π
ρ
δEνρπ
ν
λ∂++X
λ − πρδEρνπ
ν
λ∂=X
λ − iπρδ(R
µ
σgµν∇ρR
ν
γ −Hσργ − R
µ
σHµρνR
ν
γ)ψ
σ
+ψ
γ
+ = 0,
Qµλ(∂=X
λ + ∂++X
λ) = 0,
(3.15)
where Eµν ≡ gµν +Bµν , and the second equation is just the assumption (2.4). Moreover, the
condition on the supersymmetry current in (3.9) takes the form (inserting the ansatz (2.1)
for ψµ−)
0 = G+ − ηG− = ψ
σ
+(gσν∂++X
ν − Rµσgµν∂=X
ν)
− i
3
(
Hµνρ +R
σ
µR
λ
νR
γ
ρHσλγ
)
ψµ+ψ
ν
+ψ
ρ
+.
(3.16)
Using (3.15) in (3.16)7 and requiring the first term to vanish we find
πρδEνρπ
ν
γ = π
ρ
δEρνπ
ν
λR
λ
γ. (3.17)
This is our second condition on Rµν .
8 It turns out to be very useful in the continued analysis;
in particular, in our geometric discussion in Section 6 we will use that the fermionic boundary
conditions (2.1) take the form

 π
ρ
δEρνπ
ν
λψ
λ
− − ηπ
ρ
δEνρπ
ν
γψ
γ
+ = 0,
Qµλ(ψ
λ
− + ηψ
λ
+) = 0.
(3.18)
Our third boundary condition is obtained by using (3.17) to rewrite the remaining three-
fermion term in (3.16) as
[
P ρτR
µ
σgµν∇ρR
ν
γ +
4
3
P µτP
ν
σP
ρ
γHµνρ
]
ψτ+ψ
σ
+ψ
γ
+ = 0, (3.19)
7Eq. (3.16) is first rewritten using δµν = pi
µ
ν +Q
µ
ν and Q
µ
ν∂0X
ν = 0.
8In the case of a space-filling D-brane, i.e., when there are no Dirichlet directions, this condition amounts
to R = E−1Et, where t denotes transposition (see Appendix C for a discussion of purely Neumann boundary
conditions).
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which implies that
P ρτR
µ
σgµν∇ρR
ν
γ + P
ρ
σR
µ
γgµν∇ρR
ν
τ + P
ρ
γR
µ
τgµν∇ρR
ν
σ + 4P
µ
τP
ν
σP
ρ
γHµνρ = 0. (3.20)
Contracting (3.20) with Qδτ one arrives at the condition
P γνP
φ
σπ
µ
γπ
ρ
φ∇[ρQ
δ
µ] = 0, (3.21)
which is equivalent to integrability of πµν , as we saw in Section 2.
We summarise the conditions on Rµν we have obtained:

πρδEνρπ
ν
γ = π
ρ
δEρνπ
ν
λR
λ
γ,
πµγπ
ρ
ν∇[ρQ
δ
µ] = 0,
RµρgµνR
ν
σ = gρσ.
(3.22)
3.1 The B-field
We next investigate whether there are further conditions to be found, by returning to the
condition (3.19) and applying our newly found conditions (3.22). The goal is to rewrite
(3.19) entirely in terms of covariant derivatives of Bµν , to see what it says about the torsion.
To do this, we need some relations between derivatives of Rµν and derivatives of Bµν , and
such relations are provided by (3.22) as follows.
A general B-field may be expanded in its π- and Q-constituents as
Bµν = B
D
µν +B
O
µν ,
where the “diagonal” (D) and “off-diagonal” (O) parts are defined as
BDµν ≡ π
σ
µBσρπ
ρ
ν +Q
σ
µBσρQ
ρ
ν , (3.23)
BOµν ≡ π
σ
µBσρQ
ρ
ν +Q
σ
µBσρπ
ρ
ν . (3.24)
Inserting (3.23) and (3.24) into (3.17) we obtain the relation
gµν
(
Rνγ − r
ν
γ
)
= −2BDµνP
ν
γ , (3.25)
the covariant derivative of which is
gµν
(
∇ρR
ν
γ −∇ρr
ν
γ
)
= −2P νγ∇ρB
D
µν − B
D
µν∇ρR
ν
γ. (3.26)
Moreover, using (3.17) one may write
RµσBµνR
ν
ρ = B
D
σρ +R
µ
σB
O
µνR
ν
ρ, (3.27)
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which is equivalent to
RµτB
D
µνR
ν
γ = B
D
τγ. (3.28)
Acting on this equation with P ρσ∇ρ yields
P ρσB
D
µνR
µ
[τ∇|ρ|R
ν
γ] = P
ρ
σ∇ρB
D
τγ − P
ρ
σR
µ
τR
ν
γ∇ρB
D
µν . (3.29)
Thus we have the relations we were looking for, namely (3.26) and (3.29), and we use
them, together with the definition P µν =
1
2
(δµν +R
µ
ν), to rewrite (3.19) as
ψσ+ψ
τ
+ψ
γ
+
[
2P ρσP
µ
τP
ν
γ∇ρB
D
νµ +
4
3
P µτP
ν
σP
ρ
γHρµν
]
= 0. (3.30)
This implies that
πµτπ
ν
σπ
ρ
γHµνρ =
1
2
πµτπ
ν
σπ
ρ
γ(∇µB
D
νρ +∇νB
D
ρµ +∇ρB
D
µν). (3.31)
This condition gives us information about the way in which our ad hoc introduced anti-
symmetric tensor Bµν (see Eq. (3.13)) is related to the torsion Hµνρ. We see that the fully
π-projected torsion equals the corresponding part of the torsion of the “diagonal” part of
the introduced tensor Bµν . This lends strong support to our earlier assumption that the
introduced tensor in (3.13) is in fact the background B-field. Assuming that this is indeed
the case, (3.31) reduces to
πµτπ
ν
σπ
ρ
γ(∇µB
O
νρ +∇νB
O
ρµ +∇ρB
O
µν) = 0, (3.32)
which is automatically satisfied since π is integrable. Thus we find no further conditions in
addition to (3.22).
As an aside one may consider some special cases of D-branes, to see what happens to the
relations derived above. For example, take Bµν = B
O
µν , i.e., the diagonal part is zero. Then
it follows immediately from (3.25) that Rµν = r
µ
ν . As a consequence (because π
µ
ρr
ρ
ν = π
µ
ν
and Qµρr
ρ
ν = −Q
µ
ν) the definition of B
O
µν implies that
RµσBµνR
ν
ρ = −Bσρ. (3.33)
This D-brane is oriented in such a way that effectively it does not feel the B-field. In addition,
it follows trivially from (3.32) that
πµτπ
ν
σπ
ρ
γHµνρ = 0, (3.34)
i.e., the fully π-projected torsion vanishes.
On the other hand, if Bµν = B
D
µν , then (3.28) yields
RµσBµνR
ν
ρ = Bσρ. (3.35)
9
In this case, however, there is no additional information about the torsion.
If B is a symplectic form on M (i.e., detB 6= 0 and dB = 0), then the solution (3.33)
corresponds to a Lagrangian submanifold of M, and (3.35) corresponds to a symplectic
submanifold.
3.2 Compatibility with the algebra
In the interest of consistency, the previously derived results should be compatible with the
supersymmetry algebra (A.4). This is verified by showing that the supersymmetry partner
(2.10) of the fermionic ansatz (2.1) is equivalent to the bosonic boundary condition (3.15)
when the conditions on R are imposed. We do this by using the properties (2.5) of Q,
together with the ansatz (2.1) and the conditions (3.22), to rewrite (3.15) as
∂=X
µ − Rµν∂++X
ν + 2i(P σρ∇σR
µ
ν + P
µ
γg
γδHδσρR
σ
ν)ψ
ρ
+ψ
ν
+ = 0, (3.36)
which is precisely (2.10). Thus we may safely conclude that the derived boundary conditions
are indeed compatible with the supersymmetry algebra (A.4).
4 The N=1 σ-model action revised
It would be nice to rederive the results of Section 3 from a different approach, e.g., from an
action. However, in the presence of a B-field there is a problem with the standard superfield
action (1.1). In this section we explain this problem and show how to cure it. This is in
effect a clarification and extension of the discussion in [3].
We start from the action (1.1) and for the sake of simplicity we take Eµν to be constant.
The field variation of the action produces a boundary term
δS = −i
∫
dτ [D−(δΦ
µD−Φ
νEµν)−D+(D+Φ
µδΦνEµν)] , (4.1)
or in components,
δS = −i
∫
dτ
[
iδXµ(Eµν∂=X
ν − Eνµ∂++X
ν) + (δψµ−ψ
ν
−Eµν − δψ
µ
+ψ
ν
+Eνµ)
]
. (4.2)
Assuming that we are interested in the free open string (i.e., δXµ is arbitrary), we see from
(4.2) that the bosonic boundary condition should be
Eµν∂=X
ν − Eνµ∂++X
ν = 0. (4.3)
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Now applying the supersymmetry transformation (A.4) to (4.3), we obtain the fermionic
condition
Eµνψ
ν
− − ηEνµψ
ν
+ = 0, (4.4)
where we have assumed that the left- and rightmoving supersymmetry parameters are related
as ǫ+ = ηǫ−. However, inserting the two conditions (4.3) and (4.4) into (4.2) gives us a
nonzero variation,
δS = −i
∫
dτ 2Bµνδψ
µ
−ψ
ν
−. (4.5)
(Alternatively one could write the integrand as 2Bµνδψ
µ
+ψ
ν
+ or Bµνδψ
µ
+ψ
ν
++Bµνδψ
µ
−ψ
ν
−.) We
conclude that the supersymmetry algebra is incompatible with the requirement that (4.2)
vanish.
The problem with the action (1.1) is thus that it does not allow supersymmetric freely
moving open strings. The most obvious way to cure the problem is to add to the action an
extra boundary term, to compensate for (4.5), e.g., i
∫
dτ Bµνψ
µ
−ψ
ν
− or i
∫
dτ Bµνψ
µ
+ψ
ν
+. In [3]
the latter term was added, and it was shown that the new action does admit supersymmetric
freely moving open strings.
However, if one tries to analyse the problem in all generality, i.e., to find an action which
produces all solutions that we obtained from the analysis of currents, then the boundary
term i
∫
dτ Bµνψ
µ
+ψ
ν
+ is not the right one. After some trial and error one realises that the
correct boundary term is i
2
∫
dτ Bµν(ψ
µ
+ψ
ν
+ + ψ
µ
−ψ
ν
−), so that the modified action is
S =
∫
d2ξd2θ D+Φ
µD−Φ
νEµν(Φ)−
i
2
∫
d2ξ ∂=(Bµνψ
µ
+ψ
ν
+ +Bµνψ
µ
−ψ
ν
−). (4.6)
In the following section we show that this action indeed reproduces all the solutions previ-
ously obtained from the currents. The extra boundary term in (4.6) has also appeared in
[4].
We may have fixed the supersymmetry problem, but now there is another puzzle associ-
ated with the new action, concerning the coupling to a U(1) field. If we shift the B-form by
an exact two-form dΛ, then (4.6) transforms as
S(B + dΛ) = S(B) + 2
∫
dτ Λµ∂0X
µ, (4.7)
where we expect the Λ-term to be absorbed by a U(1) coupling, because there should be a
shift symmetry
B → B + dΛ, A→ A− Λ. (4.8)
However, the last term in (4.7) is purely bosonic and differs from the standard supersym-
metric U(1) coupling∫
dτ
[
2Aµ∂0X
µ − i∂[µAν](ψ
µ
+ + ηψ
µ
−)(ψ
ν
+ + ηψ
ν
−)
]
. (4.9)
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As a final general remark, using the formal rules for 2D superfields one can write the
action (4.6) entirely in terms of superfields, as follows,
S =
∫
d2ξd2θ
[
D+Φ
µD−Φ
νEµν +
1
2D+
D−(BµνD+Φ
µD+Φ
ν +BµνD−Φ
µD−Φ
ν)
]
. (4.10)
The last “non-local” term appears only when B 6= 0. This form of the action is perhaps
formally acceptable, but we lack a physical interpretation for this kind of non-locality in
superspace.
5 Boundary conditions from the action
Our aim in this section is to rederive the full set of boundary conditions from the action
S =
∫
d2ξd2θ D+Φ
µD−Φ
νEµν(Φ)−
i
2
∫
d2ξ ∂=(Bµνψ
µ
+ψ
ν
+ +Bµνψ
µ
−ψ
ν
−), (5.1)
where now Eµν is general. We will show that the result coincides with the conditions obtained
from the currents in Section 3, and hence that the above action is the correct one for
describing the boundary dynamics.
The boundary term in the field variation of S is given by
δS = i
∫
dτ
[
(δψµ+ψ
ν
+ − δψ
µ
−ψ
ν
−)gµν+
+δXµ(i∂++X
νEνµ − i∂=X
νEµν + Γ
−
νµρψ
ν
−ψ
ρ
− − Γ
+
νµρψ
ν
+ψ
ρ
+)
]
. (5.2)
When we insert the fermionic ansatz (2.1) and use the properties (2.5), cancellation of the
fermionic variation requires that
RµσgµνR
ν
ρ = gσρ. (5.3)
This is the first of our conditions, preservation of the metric.
Using (5.3), the variation (5.2) collapses to
δS =
∫
dτ δXµ [∂=X
νEµν − ∂++X
νEνµ−
−i(Rγρgγσ∇µR
σ
ν +Hνµρ +HγµσR
γ
νR
σ
ρ)ψ
ν
+ψ
ρ
+
]
, (5.4)
implying the following bosonic boundary condition,
∂=X
νπµδEµν − ∂++X
νπµδEνµ −
− iπµδ
(
Rγρgγσ∇µR
σ
ν +Hνµρ +HγµσR
γ
νR
σ
ρ
)
ψν+ψ
ρ
+ = 0, (5.5)
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where we have assumed that QµνδX
ν = 0, or equivalently,
Qµν (∂++X
ν + ∂=X
ν) = 0. (5.6)
(Note that the condition that (5.4) be zero gives rise to the same kind of subtlety as did the
vanishing of (3.13); the terms involving Bµν vanish due to contraction with δX
µ. However,
here this arbitrariness is automatically represented by Bµν , as a physical and logical conse-
quence of the action, and we need not introduce an ad hoc field.) The properties (5.3) and
(5.6) may now be used to rewrite (5.5) as
∂=X
νπµδEµλπ
λ
ν − ∂++X
νπµδEλµπ
λ
ν −
− iπµδ(R
γ
ρgγσ∇µR
σ
ν +Hνµρ +HγµσR
γ
νR
σ
ρ)ψ
ν
+ψ
ρ
+ = 0, (5.7)
which is identical to (3.15).
Requiring supersymmetry on the boundary means, in terms of the action, that the bound-
ary conditions on the worldsheet fields must be such that the field and supersymmetry vari-
ations vanish simultaneously. Our next step is therefore to examine the supersymmetry
variation of (5.1), which is given by
δsS = ǫ
−
∫
dτ
[
∂++X
µψν−Eµν − ηψ
µ
+∂=X
νEµν + η∂++X
µψν+Bµν + ∂=X
µψν−Bµν−
−
i
3
ηHµνρψ
ρ
+ψ
µ
+ψ
ν
+ −
i
3
Hµνρψ
ρ
−ψ
µ
−ψ
ν
−+
+ iF µ+−(ηψ
ν
− + ψ
ν
+)gµν + iΓ
−
νµρψ
µ
+ψ
ρ
−ψ
ν
+ + iΓ
−
νµρψ
µ
+ψ
ρ
−ψ
ν
−
]
. (5.8)
Inserting the F -equation (2.9), (5.8) becomes
δsS = ǫ
−
∫
dτ
[
∂++X
µψν−Eµν − ηψ
µ
+∂=X
νEµν + η∂++X
µψν+Bµν + ∂=X
µψν−Bµν−
−
i
3
ηHµνρψ
ρ
+ψ
µ
+ψ
ν
+ −
i
3
Hµνρψ
ρ
−ψ
µ
−ψ
ν
−
]
. (5.9)
Now we plug in the fermionic ansatz (2.1), the bosonic conditions (5.5), and the property
(5.6), into (5.9). The ∂Xψ-terms that remain after this operation cancel only if
πρδEνρπ
ν
γ = π
ρ
δEρνπ
ν
λR
λ
γ. (5.10)
Imposing (5.10) thus reduces the condition δsS = 0 to the following requirement for the
three-fermion term, [
P ρτR
µ
σgµν∇ρR
ν
γ +
4
3
P µτP
ν
σP
ρ
γHµνρ
]
ψτ+ψ
σ
+ψ
γ
+ = 0, (5.11)
which is precisely the condition (3.19). We know from Section 3 that this equation produces
the integrability condition for π ,
πµσπ
ν
γQ
ρ
[µ,ν] = 0, (5.12)
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as well as the requirement that
πµτπ
ν
σπ
ρ
γHµνρ =
1
2
πµτπ
ν
σπ
ρ
γ(∇µB
D
νρ +∇νB
D
ρµ +∇ρB
D
µν). (5.13)
In Section 3.1 this condition gave us information about the way in which the ad hoc intro-
duced antisymmetric tensor Bµν is related to Hµνρ. Within the present analysis, however,
we already know that H = dB (by definition), and therefore (5.13) leads directly to
πµτπ
ν
σπ
ρ
γ(∇µB
O
νρ +∇νB
O
ρµ +∇ρB
O
µν) = 0, (5.14)
i.e., condition (3.32). Due to (5.12), this is identically satisfied.
Thus we have obtained the same set of boundary conditions as from the currents, namely
(5.3), (5.10) and (5.12) (cf. Eq. (3.22)). The check that the above boundary conditions are
compatible with the supersymmetry algebra (A.4) is now identical to that of Section 3.2,
showing equivalence between (5.7) and (2.10).
6 Geometric interpretation
In this section we discuss the geometrical interpretation of our results. Some background
information on submanifolds of Riemannian manifolds is given in Appendix D.
6.1 D-branes as submanifolds
Let us first summarise the formal results we have derived in previous sections. We found
that supersymmetry requires the worldsheet fields to obey the boundary conditions

 ψ
µ
− − ηR
µ
νψ
ν
+ = 0,
∂=X
µ − Rµν∂++X
ν + 2i(P σρ∇σR
µ
ν + P
µ
γg
γδHδσρR
σ
ν)ψ
ρ
+ψ
ν
+ = 0,
(6.1)
where 2P µν = δ
µ
ν +R
µ
ν , and R
µ
ν satisfies

πρδEνρπ
ν
γ = π
ρ
δEρνπ
ν
λR
λ
γ,
QµρR
ρ
ν = R
µ
ρQ
ρ
ν = −Q
µ
ν ,
RµρgµνR
ν
σ = gρσ,
πµρπ
ν
σQ
λ
[µ,ν] = 0.
(6.2)
At first sight these results look rather formal. However, it turns out they have a simple
geometrical interpretation.
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In mathematical terms, the Dirichlet projector Qµν(X) is a differentiable distribution
9
which assigns to a point X in the d-dimensional spacetime manifold M a (d − p − 1)-
dimensional subspace10 of the tangent space TX(M). This subspace consists of all vectors
vµ(X) ∈ TX(M) such that
Qµν(X)v
ν(X) = vµ(X). (6.3)
The complementary distribution is defined as πµν = δ
µ
ν − Q
µ
ν , and assigns to X a (p + 1)-
dimensional space that consists of vectors vµ(X) ∈ TX(M) such that
πµν(X)v
ν(X) = vµ(X). (6.4)
Now we ask when the vector fields defined by (6.4) span a submanifold. To see the answer,
note that the Lie bracket of two vector fields v and w in π-space is
{v, w}ν = πνσ{v, w}
σ + vρwσπµσπ
λ
ρQ
ν
[λ,µ]. (6.5)
If the last term vanishes (i.e., if πµν is integrable), then the distribution π
µ
ν is involutive, and
due to the classical theorem of Frobenius there is a unique maximal integral submanifold cor-
responding to πµν . This submanifold ofM is the worldvolume of a Dp-brane. We emphasise
that worldsheet supersymmetry plays a crucial role in this interpretation. Also note that the
discussion is completely local and therefore directly applicable to our boundary conditions;
there is no need to extend our objects Rµν , π
µ
ν , etc., to be globally defined.
Having established that supersymmetric boundary conditions define Dp-branes as sub-
manifolds of the spacetime Riemann manifold M, we may proceed to identify some of the
objects associated with such a submanifold. In particular, there is an induced metric, an
induced connection, a second fundamental form, and an associated second fundamental form.
The induced metric may be taken to be the π-projected part of gµν . To identify the other
structures, take two vector fields v and w in the π-space. Denoting by ∇ the connection on
M, we may write
vµ∇µw
ν = πνρv
µ∇µw
ρ +Qνρv
µ∇µw
ρ, (6.6)
where we have decomposed the derivative into its tangential (to the π-space) and normal
parts by using δµν = π
µ
ν+Q
µ
ν . The tangential component is the induced connection, and the
normal component is the second fundamental form (the definitions are given in Appendix D).
The latter may be rewritten, using that πµνv
ν = vµ and πµνw
ν = wµ, as
vδwσ Bλδσ ≡ −v
δwσ πµδπ
ν
σ∇µQ
λ
ν . (6.7)
9We need to assume differentiability to be able to do the calculations. However one should keep in mind
that one can construct such brane configurations where this property is lost (e.g., a brane ending on a brane).
10We take rank(Q) = d− p− 1.
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Note that Bλδσ is symmetric in indices δ and σ, as a second fundamental form must be,
because πµν is integrable.
Performing the same decomposition for the derivative of a vector field u in the Q-space,
we have
vµ∇µu
ν = πνρv
µ∇µu
ρ +Qνρv
µ∇µu
ρ, (6.8)
where Qµνu
ν = uµ and v is still in the π-space. The associated second fundamental form is
then defined as the tangential part, which we can rewrite as
vδuσAλσδ ≡ −v
δuσ πµδπ
λ
ν∇µQ
ν
σ. (6.9)
For the case Bµν = 0 the bosonic boundary conditions in (6.1) can be expressed using
the associated second fundamental form, as
∂=X
µ −Rµν∂++X
ν + 4iAµνγψ
γ
+ψ
ν
+ = 0. (6.10)
Thus the properties of the two-fermion term are closely related to the properties of the second
fundamental form. For instance, when the submanifold is totally geodesic (i.e., A = B = 0),
the two-fermion term vanishes and the bosonic boundary conditions reduce to
∂=X
µ − Rµν∂++X
ν = 0, (6.11)
a commonly assumed condition in the literature (see, e.g., [5]).
6.2 Effects of the B-field
When Bµν 6= 0, the two-fermion term will, in addition to the associated second fundamen-
tal form, involve structures depending on the B-field. To study the effects of this on the
boundary conditions we introduce a parameter z which measures the size of the B-field, and
then we vary this parameter within its allowed range. We define Bµν ≡ zbµν , where bµν is
a general antisymmetric field, and the physically relevant situation is when z can take any
real value, z ∈ RI . One may now view R(z) as a matrix-valued function of z for a given point
X in M. The behaviour of this function is determined by the first two of Eqs. (6.2),

 π
ρ
δ(gρν − zbρν)π
ν
γ = π
ρ
δ(gρν + zbρν)π
ν
λR
λ
γ(z),
QµρR
ρ
ν(z) = R
µ
ρ(z)Q
ρ
ν = −Q
µ
ν .
(6.12)
An immediate consequence of (6.12) is the property
Rµν(z)R
ν
γ(−z) = δ
µ
γ , (6.13)
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showing that R(−z) is the inverse of R(z).
To simplify the analysis of R(z), we extend z to the complex plane, z ∈ CI . Then (6.12)
implies that R(z) is a meromorphic function with poles given by the condition det(πρδ(gρν +
zbρν)π
ν
λ) = 0 (the determinant is understood to be taken in the π-space). It is clear from
this condition that the poles are finite in number and located away from the real axis if the
metric is positive definite.11
For the purpose of studying the limits z → 0 and z → ∞, we write R(z) as a Taylor
expansion around each limit. The first series is one in positive powers of z around zero,
Rµν(z) = r
µ
ν +
∞∑
k=1
R(k)µν z
k, |z| < |zmin| (6.14)
where rµν = R
µ
ν(0) is independent of z, and zmin is the pole closest to the origin. Due to
(6.13), r squares to one, rµνr
ν
ρ = δ
µ
ρ, a property that we discussed in Section 2.
The expansion around infinity can similarly be written as a power series in 1/z,
Rµν(z) = r˜
µ
ν +
∞∑
k=1
R˜(k)µν z
−k, |z| > |zmax| (6.15)
where zmax is the pole most distant from the origin. Again we see that the constant r˜ squares
to one.
The discussion so far has been restricted to a given point X in M, but as one moves on
M, the poles of R(z) move in CI , since their location is determined by the metric, by the
projector πµν and by bµν , all of which depend on X . In principle it is possible for a pole to
move out to infinity, rendering (6.15) useless. Thus, note that r˜ has a quite different status
from that of r; it is not necessarily well-defined in the same way that r is. In particular, it
may not be a continuous function of X . This is easily seen for the special case when πµρbµνπ
ν
σ
changes rank; a small perturbation of b causes a jump in r˜.
The expansion (6.14) is well-defined and safe to use as it stands for analysing the z → 0
limit; the only possible subtlety would be when there is a pole at the origin, but that never
happens. Taking z → 0 just means that Bµν = 0, reducing our boundary conditions to the
ones derived in [2].
Using the expansion (6.15), however, requires some care. First, one needs to make sure
that r˜ is well-defined and differentiable on the neighbourhood inM where we want to perform
the analysis; second, there must exist a region of convergence. The first issue depends on
11If the metric has Minkowski signature, there may be a pole on the real axis away from the origin,
associated with the critical “electric” field [6]. In this case one cannot go continuously from z = 0 to z =∞
while keeping z real.
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the rank of πµρbµνπ
ν
σ, as indicated above. Thus as long as we keep to a fixed rank, r˜ is
differentiable. The second issue is related to the location of the poles, which depends on the
spacetime coordinates.
Hence we restrict our attention to a situation where πµρbµνπ
ν
σ has a fixed rank and where
gµν , bµν and π
µ
ν do not vary significantly in some neighbourhood inM. Then the expansion
(6.15) makes sense in this neighbourhood and can be used to study the z →∞ limit of our
boundary conditions. We proceed by looking at the boundary conditions on the form (3.15)
and (3.18), in which we substitute the definition Bµν = zbµν and the expansion (6.15). Then
as z → ∞, (3.18) collapses to fermionic Dirichlet conditions along πµρbµνπ
ν
σ, whereas the
bosonic conditions (3.15) deviate from Dirichlet ones by a two-fermion term involving the
field strength Hµνρ. This deviation poses a problem for the physical interpretation; if we
want to picture the boundary conditions in terms of D-branes, the bosonic condition must
also be pure Dirichlet. Hence we demand that the two-fermion vanish, obtaining
πµδ
(
Hµνρ + r˜
σ
ν r˜
λ
ρHµσλ
)
= 0 (6.16)
in the limit z →∞.
In conclusion we see that, provided that Hµνρ satisfies (6.16) there is a flow between r
and r˜ in the sense that those boundary conditions along Bµν which are Neumann for zero
B-field flow to Dirichlet conditions for very large B-field.
7 Deformation of almost product structures
In our previous paper [2] we pointed out that, in the absence of a B-field, globally defined
supersymmetric boundary conditions lead to the appearance of a partially integrable almost
product manifold, and vice versa. In the present general case, with arbitrary Bµν , we find
an interesting generalisation of the almost product structure which is worth discussing.
Let M be a d-dimensional manifold with a (1, 1) tensor rµν such that, globally,
rµνr
ν
ρ = δ
µ
ρ. (7.1)
Then M is an almost product manifold [10] with almost product structure rµν . Assuming
that there is a (1, 1) tensor bµν such that b
µ
ν = −b
µ
ν , one can define a whole set of new (1, 1)
tensors Rµν(z) as follows,
πρδ(δ
δ
ν − zb
δ
ν)π
ν
γ = π
ρ
δ(δ
δ
ν + zb
δ
ν)π
ν
λR
λ
γ(z),
QµρR
ρ
ν(z) = R
µ
ρ(z)Q
ρ
ν = −Q
µ
ν ,
(7.2)
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where z ∈ RI , and Qµν =
1
2
(δµν − r
µ
ν) is a globally defined distribution. It follows from (7.2)
that Rµν(z) satisfies
Rµν(z)R
ν
γ(−z) = δ
µ
γ . (7.3)
At any given point inM one can go to adapted coordinates, where Rµν(z) can be symbolically
written as
R(z) =

 I−zbI+zb 0
0 −I

 , (7.4)
where b = (bnm) (i.e., b is along the π-directions) and the inverse of (I + zb) is understood
to be taken in the π-space. Since Rµν(0) = r
µ
ν , one may think of R
µ
ν(z) as a deformation of
the almost product structure rµν .
Following the logic of Section 6 one can extend z to the complex plane and study its
analytic behaviour. For a given point X in M, Rµν(z) is then a meromorphic function with
a finite number of poles given by det(I + zb) = 0 (as before the determinant is understood
to be taken in the π-space). Again we assume that the number of poles does not change
(i.e., the rank of b does not change) and that they do not move much in CI as X moves in
M, so that we can use the expansions (6.14) and (6.15). Then there will be a flow between
r and r˜, just like in the previous section, which in the present context is a flow between two
almost product structures.
8 Discussion
Starting from the fermionic ansatz
ψµ− = ηR
µ
ν(X)ψ
ν
+ (8.1)
and assuming that the bosonic coordinate is confined to some region of the tangent manifold
of spacetime (i.e., we take Qµν∂0X
ν = 0), we have derived the supersymmetric boundary
conditions for the general N = 1 non-linear sigma model. The problem is analysed in
two different ways: by studying the conserved currents and by studying requirements for
invariance of the action. In essence we find that the D-brane has to be a submanifold of
the target space, and that the B-field and torsion have significant effects on the boundary
conditions.
It is natural to ask to what extent the present results are general. In principle one could
start from the most generic form of fermionic boundary conditions [7, 8],
ψµ− = R
µ(X,ψ+) = ηR
µ
ν(X)ψ
ν
+ + ηR
µ
νρσ(X)ψ
ν
+ψ
ρ
+ψ
σ
+ + ..., (8.2)
19
where the dots stand for terms with five or more fermions. After plugging (8.2) into the
stress tensor condition T++ − T−− = 0 on the form (3.11), one realises without much effort
that the three-fermion term in (8.2) gives rise to a four-fermion term in the bosonic boundary
conditions. However, the two-fermion term in the bosonic condition would stay exactly the
same as in (3.15). In fact, since we keep the property that Qµν∂0X
ν = 0, the general problem
can be solved order by order in the fermions. Thus in the present paper we have derived
the general supersymmetric boundary conditions up to two-fermion terms, and the proposed
geometrical interpretation in terms of maximal integral manifolds will still be valid for the
generic case. However, it is unclear to us what could be the geometrical interpretation of
Rµνρσ and other higher rank objects. It is to be expected that the four- and higher-order
fermion terms must be included in the bosonic boundary condition in the quantum theory.
This problem would be interesting to study further.
In the light of the above discussion the two-fermion terms in the bosonic boundary
conditions are important for consistency with the supersymmetry algebra (see also Section 2).
However, the boundary conditions usually adopted in the literature (see, e.g., [5, 9]) do not
have two-fermion terms. As we have explained, the two-fermion terms can be absent but only
in very specific situations, for instance when the D-brane is a totally geodesic submanifold.
We find this point confusing and think that this issue deserves further investigation. To
resolve the problem one has to generalise the present results to the N = 2 supersymmetric
sigma model, as this is the model studied in the above references.
Another aspect of our work which calls for further study is the issue of the correct action
for the N = 1 supersymmetric sigma model with boundaries. In particular, the problem of
the supersymmetric U(1) coupling and the shift symmetry needs to be solved.
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Note added in Proof: Due to editorial problems at a different journal, the publication
of this article has been delayed considerably. There has thus been some subsequent devel-
opment along the lines described here. More precisely, the techniques have been applied to
N=1,2 WZW-models in [11] and [12]. In these articles we analyze the restrictions on the
gluing conditions of the affine currents and relate them to our boundary conditions. We
reproduce known result from this geometric point of view and generalize them. In particular
20
we find that the gluing map between the left and right affine currents may be generalized in
a very specific way allowing for non-constant Lie algebra automorphisms.
A (1, 1) supersymmetry
Throughout the paper we use µ, ν, ... as spacetime indices, (++,=) as worldsheet indices (in
lightcone coordinates ξ± ≡ τ ± σ, where τ , σ are the usual worldsheet coordinates), and
(+,−) as two-dimensional spinor indices. We also use superspace conventions where the pair
of spinor coordinates are labelled θ±, and the covariant derivatives D± and supersymmetry
generators Q± satisfy
D2+ = i∂++, D
2
− = i∂=, {D+, D−} = 0,
Q± = −D± + 2iθ
±∂
+
=
, (A.1)
where ∂
+
=
= ∂0 ± ∂1 (∂0,1 ≡ ∂τ,σ). In terms of the covariant derivatives, a supersymmetry
transformation of a superfield Φ is then given by
δΦ ≡ (ε+Q+ + ε
−Q−)Φ
= −(ε+D+ + ε
−D−)Φ + 2i(ε
+θ+∂++ + ε
−θ−∂=)Φ (A.2)
The components of a superfield Φ are defined via projections as follows,
Φ| ≡ X, D±Φ| ≡ ψ±, D+D−Φ| ≡ F+−, (A.3)
where a vertical bar denotes “the θ = 0 part of ”. Thus, in components, the (1, 1) super-
symmetry transformations are given by


δXµ = −ǫ+ψµ+ − ǫ
−ψµ−
δψµ+ = −iǫ
+∂++X
µ − ǫ−F µ−+
δψµ− = −iǫ
−∂=X
µ − ǫ+F µ+−
δF µ+− = −iǫ
+∂++ψ
µ
− + iǫ
−∂=ψ
µ
+
(A.4)
B Affine connection with torsion
Here we collect our conventions for the affine connection with and without torsion. The
covariant derivatives are defined as follows,
∇(±)ρ R
µ
ν = R
µ
ν,ρ + Γ
±µ
ρσR
σ
ν − Γ
±σ
ρνR
µ
σ, (B.1)
∇ρR
µ
ν = R
µ
ν,ρ + Γ
µ
ρσR
σ
ν − Γ
σ
ρνR
µ
σ, (B.2)
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where the comma stands for the partial derivative, so that Rµν,ρ ≡ ∂ρR
µ
ν . The functions Γ
are defined as
Γ±νρσ = Γ
ν
ρσ ± g
νµHµρσ,
Γνρµ = gνσΓ
σ
ρµ =
1
2
(gνµ,ρ + gρν,µ − gρµ,ν),
(B.3)
with H being the torsion three form,
Hµρσ =
1
2
(Bµρ,σ +Bρσ,µ + Bσµ,ρ). (B.4)
It follows that Γ+µνρ = Γ
−
µρν .
C Boundary conditions in different coordinate systems
By going to a specific coordinate system, the boundary conditions can sometimes be sim-
plified considerably. As an illustration of this idea we discuss below the purely Neumann
boundary conditions in different coordinate systems. The generalisation to other cases is
straightforward.
The Neumann boundary conditions (freely moving string), in the presence of arbitrary
metric and B-field, are
 Eµνψ
ν
− − ηEνµψ
ν
+ = 0,
Eµν∂=X
ν − Eνµ∂++X
ν + iηψν−ψ
ρ
+Eρν,µ + iψ
ν
−ψ
ρ
−Eµν,ρ − iψ
ν
+ψ
ρ
+Eνµ,ρ = 0,
(C.1)
where Eµν ≡ gµν +Bµν . The bosonic conditions can be rewritten as
Eµν∂=X
ν − Eνµ∂++X
ν + iΓνρµ(ψ
ρ
+ − ηψ
ρ
−)(ψ
ν
+ + ηψ
ν
−) +
+ iηψν−ψ
ρ
+Bρν,µ + i(ψ
ν
−ψ
ρ
− + ψ
ν
+ψ
ρ
+)Bµν,ρ = 0. (C.2)
If we consider the case when the B-field is covariantly constant (i.e., ∇ρBµν = 0 with ∇ρ
being the Levi-Civita connection), then in normal coordinates the Γ-part and derivatives
of Bµν vanish. Thus in this case there is always a coordinate system where the boundary
conditions take the simple form
 Eµνψ
ν
− − ηEνµψ
ν
+ = 0,
Eµν∂=X
ν − Eνµ∂++X
ν = 0.
(C.3)
If the B-form is closed (dB = 0), then locally it can be written as an exact form Bµν = ∂[µAν],
and (C.2) becomes
Eµν∂=X
ν −Eνµ∂++X
ν + iΓνρµ(ψ
ρ
+ − ηψ
ρ
−)(ψ
ν
+ + ηψ
ν
−) +
+ i(ψν+ + ηψ
ν
−)(ψ
ρ
+ + ηψ
ρ
−)∂µ∂ρAν = 0. (C.4)
In this case there is always a coordinate system (Darboux-like coordinates) where we can
get rid of the derivatives of B (i.e., where the last term in (C.4) vanishes).
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D Submanifolds of Riemannian manifolds
In this appendix we summarise the relevant mathematical details on submanifolds of Rie-
mannian manifolds. In our use of terminology we closely follow [10].
We first give the definition of a distribution on a manifold (or neighbourhood) M. A
distribution π of dimension (p + 1) on M is an assignment to each point X ∈ M of a
(p+1)-dimensional subspace πX of the tangent space TX(M). The assignment can be done
in different ways, for instance by means of an appropriate projection operator. A distribution
π is called differentiable if every point X has a neighbourhood U and (p + 1) differentiable
vector fields, which form a basis of πY at every Y ∈ U . Furthermore, π is called involutive
if for any two vector fields vi, vj ∈ πX their Lie bracket {vi, vj} ∈ πX for all X ∈M.
A connected submanifold D of M is called an integral manifold of π if f∗(TX(D)) = πX
for all X ∈ D, where f is the embedding of D intoM. If there is no other integral manifold
of π which contains D, then D is called a maximal integral manifold of π.
Frobenius theorem: Let π be an involutive distribution on a manifold M. Then
through every point X ∈ M, there passes a unique maximal integral manifold D(X) of π.
Any other integral manifold through X is an open submanifold of D(X).
If the manifold M is Riemannian, then various structures may be induced on the sub-
manifold D. For instance, D is automatically Riemannian. If one defines the Levi-Civita
connection ∇v ≡ v
µ∇µ onM, and takes two vector fields v and w in the tangent space T (D)
of D, then the covariant derivative ∇vw can be decomposed as
∇vw = ∇ˆvw + B(v, w), (D.1)
where ∇ˆvw is the tangential component (i.e., it is in T (D)) and B(v, w) is the normal
component. One can show that ∇ˆv can serve as the induced connection on the submanifold
D. B is called the second fundamental form of D. Sometimes it is also useful to introduce
the associated second fundamental form, A, which is defined as follows. Taking u to be a
normal vector field on D and v a tangent vector field on D we write
∇vu = −Auv +Dvu (D.2)
where −Auv and Dvu are, respectively, the tangential and the normal components of ∇vu.
Using the metric g on M one can prove the following simple identity,
g(B(v, w), u) = g(Auv, w). (D.3)
Eqs. (D.1) and (D.2) are called the Gauss formula and the Weingarten formula, respectively.
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