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In this paper, we consider the global existence and the asymptotic behavior of solutions
to the Cauchy problem for the following nonlinear evolution equations with ellipticity and
dissipative effects{
ψt = −(1− α)ψ − θx + αψxx, (t, x) ∈ (0,∞) × R,
θt = −(1− α)θ + νψx + 2ψθx + αθxx, (E)
with initial data
(ψ, θ)(x,0) = (ψ0(x), θ0(x))→ (ψ±, θ±) as x → ±∞, (I)
where α and ν are positive constants such that α < 1, ν < 4α(1 − α). Under the
assumption that |ψ+ − ψ−| + |θ+ − θ−| is suﬃciently small, we show that if the initial
data is a small perturbation of the parabolic system deﬁned by (2.4) which are obtained
by the convection–diffusion equations (2.1), and solutions to Cauchy problem (E) and (I)
tend asymptotically to the convection–diffusion system with exponential rates. Precisely
speaking, we derive the asymptotic proﬁle of (E) by Gauss kernel G(t, x) as follows:∥∥∥∥∥
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The same problem was studied by Tang and Zhao [S.Q. Tang, H.J. Zhao, Nonlinear stability
for dissipative nonlinear evolution equations with ellipticity, J. Math. Anal. Appl. 233 (1999)
336–358], Nishihara [K. Nishihara, Asymptotic proﬁle of solutions to nonlinear dissipative
evolution system with ellipticity, Z. Angew. Math. Phys. 57 (4) (2006) 604–614] for the case
of (ψ±, θ±) = (0,0).
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Many systems describing the essential mechanism of the nonlinear interaction between ellipticity and dissipation sys-
tems are far from being completely investigated in mathematics so far due to their complexity. As we know, Lorenz derived
his famous equation from Rayleigh–Benard equations. But the high nonlinearity with the latter makes it diﬃcult to make
theoretical and numerical analysis for it. Alternatively, a set of simpliﬁed equations also constructed to yield Lorenz equa-
tions was ﬁrst proposed by Hsieh [1] (without diffusion terms) (also see [2]):{
ψt = −(σ − α)ψ − σθx + αψxx,
θt = −(1− β)θ + νψx + 2ψθx + βθxx, (1.1)
where α, β , σ and ν are positive constants such that α < σ and β < 1.
To make the analysis easier for reading, Tang and Zhao in [7] discussed the Cauchy problem of the system (1.1) with
α = β and σ = 1. That is,{
ψt = −(1− α)ψ − θx + αψxx,
θt = −(1− α)θ + νψx + 2ψθx + αθxx, (1.2)
with initial data(
ψ(x,0), θ(x,0)
)= (ψ0(x), θ0(x)). (1.3)
Under the assumption ν < 4α(1− α) and the initial data(
ψ0(x), θ0(x)
) ∈ L2 ∩ W 1,∞(R, R2), (1.4)
they proved the global existence of the solutions to Cauchy problem (1.2), (1.3) and obtained the decay rates of the solutions
by the Fourier analysis and the energy method. However, the assumption (1.4) implies a rigorous restriction on the initial
data (ψ0(x), θ0(x))(
ψ0(x), θ0(x)
)→ (0,0), as x → ±∞. (1.5)
To consider more general problems in application, one always assumes the initial data (ψ(x,0), θ(x,0)) = (ψ0(x), θ0(x))
satisfying(
ψ(x,0), θ(x,0)
)= (ψ0(x), θ0(x))→ (ψ±, θ±), as x → ±∞, (1.6)
where ψ± , θ± are constant states and (ψ+ − ψ−, θ+ − θ−) = (0,0).
In this paper, we will study the global existence and decay proﬁle of the solutions to the Cauchy problem (1.2) and (1.6)
through reformulating of the perturbation problem (3.2). For this, we discuss in Section 2 the linear convection–diffusion
equations which are obtained by approximating the system (1.2) and give the decay estimates of the corresponding parabolic
system. In Section 3, the global existence results are obtained from the local existence and a priori estimates. Finally, we get
in Section 4 decay proﬁle to the convection–diffusion system for solutions to (1.2) and (1.6).
Notations. Throughout this paper, we denote positive constants by C . Moreover, the character “C” may differ in different
places. Lp = Lp(R) (1 p ∞) denotes the usual Lebesgue space on R = (−∞,∞) with its norm ‖ f ‖Lp = (
∫
R | f (x)|p dx)
1
p ,
1  p < ∞, ‖ f ‖L∞ = supR | f (x)|, and when p = 2, we write ‖ · ‖L2(R) = ‖ · ‖. For simplicity, ‖ f (·, t)‖Lp and ‖ f (·, t)‖l are
denoted by ‖ f (t)‖Lp and ‖ f (t)‖l respectively.
2. Analysis of the linear convection–diffusion waves
We observe that the initial value system (E) with different ending states (I) and therefore with inﬁnite L2 mass. Some
renormalization is needed to derive the corresponding solution with ﬁnite energy. Precisely, motivated by Nishihara [6] for
the case of (ψ±, θ±) = (0,0), we expect the solutions of (1.2) behave time-asymptotically as those of the following linear
system{
ψ¯t = −(1− α)ψ¯ − θ¯x + αψ¯xx,
θ¯t = −(1− α)θ¯ + νψ¯x + αθ¯xx,
(2.1)
with initial data(
ψ¯(0, x), θ¯ (0, x)
)= (ψ¯0(x), θ¯0(x)).
It becomes, under Fourier transform(
ψ̂̂
)
= −
(
1− α + αξ2 iξ
−iνξ 1− α + αξ2
)(
ψ̂̂
)
,
θ t θ
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equations is⎧⎪⎪⎪⎨⎪⎪⎪⎩
ψ̂ = e
−(1−α+αξ2)t
2i
√
ν
[
e
√
νξt(θ̂0 + i
√
ν ψ̂0) − e−
√
νξt(θ̂0 − i
√
ν ψ̂0)
]
,
θ̂ = e
−(1−α+αξ2)t
2
[
e−
√
νξt(θ̂0 − i
√
ν ψ̂0) + e
√
νξt(θ̂0 + i
√
ν ψ̂0)
]
,
with (ψ̂0, θ̂0) the corresponding initial data in the wave space. Interpreted back to the physical space, the solution is⎧⎪⎨⎪⎩
ψ¯(x, t) = 1
2i
√
ν
[
K1(x, t) ∗ (θ¯0 + i
√
νψ¯0) − K2(x, t) ∗ (θ¯0 − i
√
νψ¯0)
]
,
θ¯ (x, t) = 1
2
[
K2(x, t) ∗ (θ¯0 − i
√
νψ¯0) + K1(x, t) ∗ (θ¯0 + i
√
νψ¯0)
]
,
here the kernel functions are⎧⎪⎪⎪⎨⎪⎪⎪⎩
K1(x, t) = F−1
[
e−(1−α+αξ2+
√
νξ)t]= 1√
4παt
exp
(
−
(
1− α − ν
4α
)
t
)
exp
(
− i
√
ν
2α
x− x
2
4αt
)
,
K2(x, t) = F−1
[
e−(1−α+αξ2−
√
νξ)t]= 1√
4παt
exp
(
−
(
1− α − ν
4α
)
t
)
exp
(
i
√
ν
2α
x− x
2
4αt
)
.
(2.2)
Considering the initial data
(ψ¯, θ¯ )(x,0) = (ψ¯0(x), θ¯0(x))→ (ψ±, θ±) as x→ ±∞,
we may construct the solutions of (2.1) as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ψ¯(x, t) = 1
2i
√
ν
(
(θ+ − θ−)
x∫
−∞
(
K1(y, t + 1) − K2(y, t + 1)
)
dy
)
+ 1
2
(
(ψ+ − ψ−)
x∫
−∞
(
K1(y, t + 1) + K2(y, t + 1)
)
dy + 2e−(1−α)tψ−
)
,
θ¯ (x, t) = 1
2
(
(θ+ − θ−)
x∫
−∞
(
K1(y, t + 1) + K2(y, t + 1)
)
dy + 2e−(1−α)tθ−
)
+ i
√
ν
2
(
(ψ+ − ψ−)
x∫
−∞
(
K1(y, t + 1) − K2(y, t + 1)
)
dy
)
,
(2.3)
one may end up with simpliﬁed form of (2.3)(
ψ¯
θ¯
)
=
√
ν(ψ+ − ψ−)2 + (θ+ − θ−)2e−(1−α− ν4α )t
x∫
−∞
G(y, t + 1)
(
1√
ν
sin(
√
ν
2α y + β¯0)
cos(
√
ν
2α y + β¯0)
)
dy + e−(1−α)t
(
φ−
θ−
)
(2.4)
with
sin β¯0 =
√
ν(ψ+ − ψ−)√
ν(ψ+ − ψ−)2 + (θ+ − θ−)2
, cos β¯0 = θ+ − θ−√
ν(ψ+ − ψ−)2 + (θ+ − θ−)2
,
G(x, t) = 1√
4παt
exp
(
− x
2
4αt
)
. (2.5)
From the explicit expression of the solution, we ﬁnd that the system (2.1) is stable if and only if 0 < ν < 4α(1 − α).
Moreover, the decay rate of the solution is determined by that of K1(x, t) and K2(x, t). In fact, for i = 1,2, p ∈ [1,+∞], and
t → +∞,∥∥Ki(x, t)∥∥Lp(R) = ∥∥∥∥ 1√4παt exp
(
−
(
1− α − ν
4α
)
t
)
exp
(
− x
2
4αt
)∥∥∥∥
Lp(R)
= O (1)t− 12 e−(1−α− ν4α )t∥∥e− x24αt ∥∥Lp(R)
= O (1)t− 12+ 12p e−(1−α− ν4α )t . (2.6)
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Thus, the same optimal decay rate holds for derivatives ∂kx Ki(x, t), and so for the derivatives of (ψ(x, t), θ(x, t)). We may
refer results from [7] as follows.
From the above estimates of kernel functions, we can get the following results by simple calculations.
Lemma 1. Since ‖∂ lt∂kx G(x, t)‖Lp  Ct−
1
2 (1− 1p )−l− k2 when 1  p  +∞, 0  l, k < +∞, the solutions ψ¯(x, t) and θ¯ (x, t) to (2.1)
satisfy the following properties:
(i) ‖∂ ltψ¯(t)‖L∞  Ce−(1−α−
ν
4α )t , ‖∂ lt θ¯ (t)‖L∞  Ce−(1−α−
ν
4α )t , l = 0,1,2, . . . ;
(ii) for any p with 1 p +∞, it holds that
‖∂ lt∂kx ψ¯(t)‖Lp  C |ψ+ − ψ−|e−(1−α−
ν
4α )t(1+ t) 12p − k2 , k = 1,2, . . . , l = 0,1,2, . . . ,
‖∂ lt∂kx θ¯ (t)‖Lp  C |θ+ − θ−|e−(1−α−
ν
4α )t(1+ t) 12p − k2 , k = 1,2, . . . , l = 0,1,2, . . . .
3. Global existence of solutions
Let{
u(x, t) = ψ(x, t) − ψ¯(x, t),
v(x, t) = θ(x, t) − θ¯ (x, t). (3.1)
Then from (2.1), we can rewrite problem (1.2) and (1.6) as follows,{
ut = −(1− α)u − vx + αuxx,
vt = −(1− α)v + νux + αvxx + 2uvx + 2ψ¯ vx + 2uθ¯x + 2ψ¯ θ¯x, (3.2)
with initial data{
u(x,0) = u0(x) = ψ0(x) − ψ¯(x,0) → 0, x → ±∞,
v(x,0) = v0(x) = θ0(x) − θ¯ (x,0) → 0, x → ±∞. (3.3)
We seek the solutions of (3.2), (3.3) in the set of function X(0, T ) deﬁned by
X(0,∞) = {(u, v) ∈ C([0,∞)); L1 ∩ L∞(R); (u, v)x ∈ C([0,∞)); L1(R)},
‖u, v‖X = sup
0t<∞
{∥∥(u, v)(t)∥∥L1 + (1+ t) 12 · ∥∥(u, v)(t)∥∥L∞ + ∥∥(u, v)x(t)∥∥L1}. (3.4)
Taking Fourier transform to (3.2), we obtain after integration of the linear terms
û(t, ξ) = 1
2i
√
ν
e−(1−α+αξ2−
√
νξ)t[( v̂0 + i√ν û0) − e2√νξt( v̂0 − i√ν û0)]
− 1
2i
√
ν
t∫
0
[
e−(1−α+αξ2+
√
νξ)(t−s) − e−(1−α+αξ2+
√
νξ)(t−s)] · F (2uvx + 2ψ¯ vx + 2uθ¯x + 2ψ¯ θ¯x)ds,
v̂(t, ξ) = 1
2
e−(1−α+αξ2−
√
νξ)t[( v̂0 + i√ν û0) + e2√νξt( v̂0 − i√ν û0)]
− 1
2
t∫
0
[
e−(1−α+αξ2+
√
νξ)(t−s) + e−(1−α+αξ2+
√
νξ)(t−s)] · F (2uvx + 2ψ¯ vx + 2uθ¯x + 2ψ¯ θ¯x)ds,
where F (w) means the Fourier transform of w .
Or, equivalently in the physical space,
u(t, x) = 1
2i
√
ν
[
K2(t, x) ∗ (v0 + i
√
νu0) − K1(t, x) ∗ (v0 − i
√
νu0)
]
+ 1
2i
√
ν
t∫
0
[
K1(t − s, x) − K2(t − s, x)
] ∗ (2uvx + 2ψ¯vx + 2uθ¯x + 2ψ¯ θ¯x)ds,
v(t, x) = 1 [K2(t, x) ∗ (v0 + i√νu0) + K1(t, x) ∗ (v0 − i√νu0)]2
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2
t∫
0
[
K1(t − s, x) + K2(t − s, x)
] ∗ (2uvx + 2ψ¯vx + 2uθ¯x + 2ψ¯ θ¯x)ds. (3.5)
For the initial data we assume that
(u0, v0) ∈ L1 ∩ L∞(R), (u0, v0)x ∈ L1(R),
‖u0, v0‖L1∩L∞(R) +
∥∥ux(0), vx(0)∥∥L1   (< 1). (3.6)
Suppose δ = |ψ+ − ψ−| + |θ+ − θ−| be suﬃciently small.
As usual, we construct a local solution by employing the successive approximation [4] (also see [3,5,8])
( u
v
)(n)
by(
u
v
)(0)
(t, x) =
( 1
2i
√
ν
[K2(t, x) ∗ (v0 + i√νu0) − K1(t, x) ∗ (v0 − i√νu0)]
1
2 [K2(t, x) ∗ (v0 + i
√
νu0) + K1(t, x) ∗ (v0 − i√νu0)]
)
(t, x), (3.7)
and (
u
v
)(n)
(t, x) =
(
u
v
)(0)
(t, x) +
( 1
2i
√
ν
∫ t
0 [K1(t − s, x) − K2(t − s, x)] ∗ F (n−1)(s, x)ds
1
2
∫ t
0 [K1(t − s, x) + K2(t − s, x)] ∗ F (n−1)(s, x)ds
)
(t, x), (3.8)
here
F (n−1)(s, x) = (2u(n−1)v(n−1)x + 2ψ¯ v(n−1)x + 2u(n−1)θ¯x + 2ψ¯ θ¯x)(s, x). (3.9)
It is easy to show∥∥∥∥(uv
)(0)∥∥∥∥
X

∥∥∥∥(u(0)v(0)
)∥∥∥∥
L1
+ (1+ t) 12
∥∥∥∥(u(0)v(0)
)∥∥∥∥
L∞(R)
+
∥∥∥∥(u(0)v(0)
)
x
∥∥∥∥
L1
 C
{∥∥(K1(t, x), K2(t, x))∥∥L1(R,R2) + (1+ t) 12 · ∥∥(K1(t, x), K2(t, x))∥∥L∞(R,R2)
+
∥∥∥∥ ∂∂x (K1(t, x), K2(t, x))
∥∥∥∥
L1(R,R2)
}
· ∥∥(u(0, x), v(0, x))∥∥L1(R,R2)
 C0e−(1−α−
ν
4α )t. (3.10)
Next, we obtain the local existence by implementing the standard arguments with Brouwer ﬁxed point principle the
solutions to the Cauchy problem (3.2)–(3.3).
Precisely, we show for some positive constant C0:
(1) When  
 1,∥∥∥∥(uv
)(n−1)∥∥∥∥
X
 2C0e−(1−α−
ν
4α )t( + δ) ⇒
∥∥∥∥(uv
)(n)∥∥∥∥
X
 2C0e−(1−α−
ν
4α )t( + δ).
(2) For less constant  and δ if necessary,∥∥∥∥(uv
)(n+1)
−
(
u
v
)(n)∥∥∥∥
X
 1
2
∥∥∥∥(uv
)(n)
−
(
u
v
)(n−1)∥∥∥∥
X
.
Then we get the solution
( u
v
)
to (3.5) in X(0,∞). Denote
U =
(
u
v
)
, U0 =
(
u0
v0
)
with |U | = |u| + |v|, |U0| = |u0| + |v0|.
For X-norm of u, due to Lemma 1
∥∥u(n)(t)∥∥L1  ∥∥u(0)(t)∥∥L1 + C
t∫
0
∥∥(K1(t − τ , x), K2(t − τ , x))∥∥L1(R,R2)∥∥F (n−1)(τ )∥∥L1 dτ

∥∥u(0)(t)∥∥L1 +
t∫
0
Ce−A(t−τ )
(∥∥U (n−1)1x (τ )∥∥L1∥∥U (n−1)(τ )∥∥L∞
+ ∥∥θ¯ (τ )x∥∥ ∞∥∥U (n−1)(τ )∥∥ 1 + ∥∥U (n−1)(τ )∥∥ 1∥∥ψ¯(τ )∥∥ ∞ + ∥∥θ¯x(τ )∥∥ 1‖ψ¯‖L∞)dτL L 1x L L L
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∥∥u(0)(t)∥∥L1 +
t∫
0
Ce−A(t−τ )(1+ τ )− 12 e−2Aτ (C0( + δ))2 dτ
+ 2
t∫
0
Ce−A(t−τ )(1+ τ )− 12 e−Aτ (C0( + δ))δ dτ + t∫
0
Ce−A(t−τ )(1+ τ )− 12 e−2Aτ δ2 dτ

∥∥u(0)(t)∥∥L1 + C(C0( + δ) + δ)2e−(1−α− ν4α )t ,
meanwhile,
∥∥u(n)(t)∥∥L∞  ∥∥u(0)(t)∥∥L∞ + C
t∫
0
∥∥(K1(t − τ , x), K2(t − τ , x))∥∥L∞∥∥F (n−1)(τ )∥∥L1 dτ

∥∥u(0)(t)∥∥L∞ +
t∫
0
Ce−A(t−τ )(1+ t − τ )− 12 (∥∥U (n−1)∥∥2Xe−Aτ + δ∥∥U (n−1)∥∥X + δ2e−2Aτ )dτ

∥∥u(0)(t)∥∥L∞ + (1+ t)− 12 · C(C0( + δ) + δ)2e−(1−α− ν4α )t ,
and
∥∥u(n)x (t)∥∥L1  ∥∥u(0)x (t)∥∥L1 + C
t∫
0
∥∥∥∥[∂K1(t − s, x)∂x − ∂K2(t − s, x)∂x
]∥∥∥∥
L1
∥∥F (n−1)(τ )∥∥L1 dτ

∥∥u(0)x (t)∥∥L1 + C(C0( + δ) + δ)2e−(1−α− ν4α )t .
Hence∥∥u(n)(t)∥∥X  ∥∥u(0)(t)∥∥X + 3C(C0( + δ) + δ)2e−(1−α− ν4α )t . (3.11)
Similarly,∥∥v(n)(t)∥∥X  ∥∥v(0)(t)∥∥X + 3C(C0( + δ) + δ)2e−(1−α− ν4α )t . (3.12)
Thus,∥∥U (n)(t)∥∥X  ∥∥U (0)(t)∥∥X + 6C(C0( + δ) + δ)2e−(1−α− ν4α )t
 C0e−(1−α−
ν
4α )t + 6C( + δ)2(C0 + 1)2e−(1−α− ν4α )t
 2C0( + δ)e−(1−α− ν4α )t , (3.13)
if ( + δ) C0
6C(C0+1)2 . The proof of (1) is established.
We derive from (3.8)
u(n+1)(t) − u(n)(t) = 1
2i
√
ν
t∫
0
∫
R
(
K1(t − τ , x), K2(t − τ , x)
)(
F (n) − F (n−1))(τ , y)dy dτ . (3.14)
Noting (3.14)
∥∥u(n+1)(t) − u(n)(t)∥∥L∞ < C
t∫
0
∥∥(K1(t − τ , ·), K2(t − τ , ·))∥∥L∞∥∥F (n) − F (n−1)(τ )∥∥L1 dτ

t∫
0
C( + δ)e−Aτ (1+ t − τ )− 12 ∥∥U (n) − U (n−1)∥∥X dτ
 C(1+ t)− 12 · ( + δ)∥∥U (n) − U (n−1)∥∥X . (3.15)
Similarly, we have∥∥u(n+1)(t) − u(n)(t)∥∥L1  C · ( + δ)∥∥U (n) − U (n−1)∥∥X , (3.16)
and ∥∥u(n+1)(t) − u(n)(t)∥∥ ∞  C · ( + δ)∥∥U (n) − U (n−1)∥∥ . (3.17)L X
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The similar proof of the compressed sequence for {v(n)} is omitted here. This completes the proof of (2). Thus we reach
to the ﬁrst theorem.
As above, we construct the approximate solution sequences and obtain the local existence by implementing the standard
arguments with the Brouwer ﬁxed point principle. Furthermore, a close investigation of the above argument will help to
reveal the fact that all the local estimates hold globally. That is
‖u, v‖X = sup
0t<∞
{∥∥(u, v)(t)∥∥L1 + (1+ t) 12 · ∥∥(u, v)(t)∥∥L∞ + ∥∥(u, v)x(t)∥∥L1} C(δ + ).
Precisely, we need to prove that there exists a constant C depending only on ‖(u0(x), v0(x))‖X such that any solution
(u, v)(x, t) in X(0, T ) satisﬁes ‖u0‖2 + ‖v0‖2  C for any t in [0, T ]. Next, we devote ourselves to the estimate of the
solution (u(x, t), v(x, t)) of (3.2)–(3.3) under the a priori assumption
N(T ) = sup
0<t<T
{‖u, v‖X} δ1, (3.19)
where 0< δ1 
 1.
From (3.5), we have
∥∥u(t)∥∥L1  ∥∥u(0)(t)∥∥L1 +
t∫
0
∥∥(K1(t − τ , x), K2(t − τ , x))∥∥L1∥∥F+(τ )∥∥L1 dτ

∥∥u(0)(t)∥∥L1 +
t∫
0
Ce−A(t−τ )
(∥∥U (τ )∥∥L∞∥∥U (τ )∥∥L1 + ∥∥U1x(τ )∥∥L1∥∥U (τ )∥∥L∞
+ ∥∥θ¯ (τ )x∥∥L∞∥∥U (τ )∥∥L1 + ∥∥U1x(τ )∥∥L1∥∥ψ¯(τ )∥∥L∞ + ∥∥θ¯x(τ )∥∥L1∥∥ψ¯eAτ (τ )∥∥L∞)dτ

∥∥u(0)(t)∥∥L1 +
t∫
0
Cδ1(1+ τ )− 12
∥∥U (τ )∥∥L1 dτ +
t∫
0
C(1+ τ )− 12 δ2 dτ

(∥∥u(0)(t)∥∥L1 + Cδ)+
t∫
0
Cδ1e
−Aτ (1+ τ )− 12 ∥∥U (τ )∥∥L1 dτ . (3.20)
In a similar fashion to the above, we have
∥∥v(t)∥∥L1  (∥∥v(0)(t)∥∥L1 + Cδ)+
t∫
0
Cδ1e
−Aτ (1+ τ )− 12 ∥∥U (τ )∥∥L1 dτ . (3.21)
Adding (3.20) and (3.21), we have
∥∥U (t)∥∥L1  (∥∥U (0)(t)∥∥X + Cδ)+
t∫
0
Cδ1e
−Aτ (1+ τ )− 12 ∥∥U (τ )∥∥L1 dτ . (3.22)
Noticing A > 0, with the help of the Gronwall inequality, we easily deduce∥∥U (t)∥∥L1  ∥∥U (0)(t)∥∥L1 + Cδ := ∥∥u(0)(t)∥∥L1 + C( + δ), (3.23)
and then
∥∥u(t)∥∥L∞  ∥∥u(0)(t)∥∥L∞ +
t∫
0
∥∥G(t − τ , ·)∥∥L∞∥∥F+(τ )∥∥L1 dτ

∥∥u(0)(t)∥∥L∞ +
t∫
0
Ce−Aτ (1+ t − τ )− 12 (1+ τ )− 12 (‖U‖X + δ2)dτ

(∥∥u(0)(t)∥∥L∞ + Cδ(1+ t)− 12 )+
t∫
Cδ1e
−Aτ (1+ t − τ )− 12 (1+ τ )− 12 ∥∥U (τ )∥∥X dτ , (3.24)
0
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∥∥v(t)∥∥L∞  (∥∥u(0)(t)∥∥L∞ + Cδ(1+ t)− 12 )+
t∫
0
Cδ1e
−Aτ (1+ t − τ )− 12 (1+ τ )− 12 ∥∥U (τ )∥∥X dτ . (3.25)
Repeating the procedures as (3.20)–(3.23), we have∥∥U (t)∥∥L∞  ∥∥U (0)(t)∥∥L∞ + Cδ(1+ t)− 12 := ∥∥U (0)(t)∥∥L∞ + C( + δ)(1+ t)− 12 . (3.26)
And also∥∥Ux(t)∥∥L1  ∥∥U (0)x (t)∥∥L1 + Cδ := ∥∥U (0)x (t)∥∥L∞ + C( + δ). (3.27)
Adding (3.23), (3.26) and (3.27), we have∥∥U (t)∥∥X  ∥∥U (0)(t)∥∥X + Cδ := ∥∥U (0)(t)∥∥X + C( + δ). (3.28)
Finally, we verify the a priori assumption (3.19) is reasonable. Indeed, under this a priori assumption, we showed (3.28)
holds. Therefore, the assumption (3.19) is always true provided δ and  are suﬃciently small.
The global existence is concluded by combining the local existence and a priori estimates of the solution. Thus we reach
to the ﬁrst theorem.
Theorem 2 (Global existence). There exists a suﬃciently small constant  > 0 such that, if (3.6) holds, and δ = |ψ+ −ψ−|+ |θ+ − θ−|
be suﬃciently small, then the solution
( u
v
) ∈ X(0,∞) to (3.5), and hence to the Cauchy problem (3.2)–(3.3), uniquely exists, which
satisﬁes∥∥∥∥(uv
)
(t, ·)
∥∥∥∥
Lp
 C(1+ t)− 12 (1− 1p )e−(1−α− ν4α )t , 1 p ∞,∥∥∥∥(uv
)
x
(t, ·)
∥∥∥∥
L1
 Ce−(1−α− ν4α )t .
If we differentiate system (3.2) with respect to x any times and perform the analogous analysis as above, we may obtain
the global existence of any order derivatives of the solution (u, v). Actually the decay rates of higher order derivatives
( ∂
k
∂xk
u(t, x), ∂
k
∂xk
v(t, x)) are expected to be the same as that of (u, v) since the equation structure of the linearized parts is
the same, and the corresponding kernel function is also determined as (2.2). We summarize the results in the following
theorem and proof is omitted.
Theorem 3 (Higher order derivatives). Let the conditions in Theorem 2 hold, then the higher order derivatives ( ∂
k
∂xk
u(t, x), ∂
k
∂xk
v(t, x)) ∈
X(0,∞) satisfy∥∥∥∥ ∂k∂xk u(t, x), ∂k∂xk v(t, x)
∥∥∥∥
Lp
 C(1+ t)− 12 (1− 1p )e−(1−α− ν4α )t , 1 p ∞, k ∈ N.
4. Decay proﬁle of solutions
By the integral form (3.5), for k = 0,1,2,3, . . . , we obtain from Lemma 1∥∥∥∥ ∂k∂xk u(t, x) − 12i√ν
[
∂k
∂xk
K2(t, x) ∗ (v0 + i
√
νu0) − ∂
k
∂xk
K1(t, x) ∗ (v0 − i
√
νu0)
]∥∥∥∥
L1(R)
=
∥∥∥∥∥ 12i√ν
t∫
0
[
∂k
∂xk
K1(t − s, x) − ∂
k
∂xk
K2(t − s, x)
]
∗ (2uvx + 2ψ¯ vx + 2uθ¯x + 2ψ¯ θ¯x)ds
∥∥∥∥∥
L1(R)
 C
t∫
0
∥∥∥∥( ∂k∂xk K1(s, x), ∂k∂xk K2(s, x)
)∥∥∥∥
L1(R,R2)
∥∥(2uvx + 2ψ¯vx + 2uθ¯x + 2ψ¯ θ¯x)(t − s, x)∥∥L1(R) ds
 C
t∫
0
e−(1−α−
ν
4α )(t−s)(1+ t − s)− 12 e−(1−α− ν4α )(t−s)e−(1−α− ν4α )s ds
 Ce−(1−α− ν4α )t(1+ t)− 12 .
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[
∂k
∂xk
K2(t, x) ∗ (v0 + i
√
νu0) − ∂
k
∂xk
K1(t, x) ∗ (v0 − i
√
νu0)
]∥∥∥∥
L∞(R)
=
∥∥∥∥∥ 12i√ν
t∫
0
[
∂k
∂xk
K1(t − s, x) − ∂
k
∂xk
K2(t − s, x)
]
∗ (2uvx + 2ψ¯ vx + 2uθ¯x + 2ψ¯ θ¯x)ds
∥∥∥∥∥
L∞(R)
 C
t∫
0
∥∥∥∥( ∂k∂xk K1(s, x), ∂k∂xk K2(s, x)
)∥∥∥∥
L1(R,R2)
∥∥(2uvx + 2ψ¯vx + 2uθ¯x + 2ψ¯ θ¯x)(t − s, x)∥∥L∞(R) ds
 C
t∫
0
e−(1−α−
ν
4α )(t−s)(1+ t − s)− 12 e−(1−α− ν4α )(t−s)(1+ t − s)− 12 e−(1−α− ν4α )s ds
 Ce−(1−α− ν4α )t(1+ t)−1.
The interpolation inequality then yields the Lp estimates for ∀p ∈ (1,+∞),∥∥∥∥ ∂k∂xk u(t, x) − 12i√ν
[
∂k
∂xk
K2(t, x) ∗ (v0 + i
√
νu0) − ∂
k
∂xk
K1(t, x) ∗ (v0 − i
√
νu0)
]∥∥∥∥
Lp(R)
=
∥∥∥∥ ∂k∂xk u(t, x) − 12i√ν
[
∂k
∂xk
K2(t, x) ∗ (v0 + i
√
νu0) − ∂
k
∂xk
K1(t, x) ∗ (v0 − i
√
νu0)
]∥∥∥∥
p−1
p
L∞(R)
×
∥∥∥∥ ∂k∂xk u(t, x) − 12i√ν
[
∂k
∂xk
K2(t, x) ∗ (v0 + i
√
νu0) − ∂
k
∂xk
K1(t, x) ∗ (v0 − i
√
νu0)
]∥∥∥∥
1
p
L1(R)
 Ce−(1−α− ν4α )t O
(
(1+ t)−(1− 1p )). (4.1)
Based on the result (4.1), Theorems 2 on (u, v) are expressed back to a theorem on the original variables (ψ, θ) by (3.1).
Directly from Theorem 2 and Lemma 1, we have the Lp decay proﬁle for (ψ, θ) as follows:
Theorem 4 (Asymptotic proﬁle of (ψ, θ)). Let conditions in Theorem 2 hold, such that (ψ, θ), solutions to (E)–(I), satisfy the decay
estimates∥∥∥∥∥
(
ψ
θ
)
−
√
ν(ψ+ − ψ−)2 + (θ+ − θ−)2e−(1−α− ν4α )t
x∫
−∞
G(y, t + 1)
(
1√
ν
sin(
√
ν
2α y + β¯0)
cos(
√
ν
2α y + β¯0)
)
dy
− e−(1−α)t
(
φ+
θ+
)
− 2e−(1−α− ν4α )t
∫
R
G(t, y) ·
(
cos(
√
ν
2α y),
1√
ν
sin(
√
ν
2α y)
−√ν sin(
√
ν
2α y), cos(
√
ν
2α y)
)
·
(
u0(x− y)
v0(x− y)
)
dy
∥∥∥∥∥
Lp(Rx)
= e−(1−α− ν4α )t O ((1+ t)−(1− 1p ))
holds, where β¯0 and (u0, v0) are given by (2.5) and (3.3) respectively.
5. Concluding remarks
As stated for the original problem (1.1) under the Cauchy problem (ψ0, θ0) /∈ H2(R, R2), instead,(
ψ(x,0), θ(x,0)
)= (ψ0(x), θ0(x))→ (ψ±, θ±), as x → ±∞.
Through its convergence to convection–diffusion waves, we have derived that from{
ψ(x, t) = u(x, t) + ψ¯(x, t),
θ(x, t) = v(x, t) + θ¯ (x, t), (5.1)
due to Theorem 2 and Lemma 1,
sup
x∈R
(∣∣(ψ, θ)(x, t)∣∣+ ∣∣(ψx, θx)(x, t)∣∣)→ 0, as t → ∞. (5.2)
Moreover, taking into account the estimates of Lemma 1 and Theorem 2, we obtain
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(< 1). Suppose  ,
δ = |ψ+ − ψ−| + |θ+ − θ−| be suﬃciently small. Then for any 0< α < 1, ν < 4α(1− α), the Cauchy problem (3.2) admits a unique
global solution (u(x, t), v(x, t)) ∈ X(0,∞). Moreover, as to the original equation (E) for any p  1, k ∈ N satisfying∥∥∥∥ ∂k∂xk (ψ(t, x), θ(t, x))
∥∥∥∥
Lp(R,R2)
 C(,k)t−
1
2+ 12p e−(1−α−
ν
4α )t ,∥∥ψ(t), θ(t)∥∥L∞  Ce−(1−α− ν4α )t .
In conclusion, the original parabolic equations (E) with initial data that converge to constant state (I) as x → ∞ may be
understood as the combination of two convection–diffusion waves, one singular part to approximate the limiting behavior
in the inﬁnity (2.4) plus the regular part which displays weak nonlinearity (3.5). Thus it will be technically reasonable
to investigate the linearized system (2.1) and split the initial data to be two parts, and the corresponding solution may
be represented by integral form in two separated parts of singular and regular initial data respectively. Consequently, the
remaining part (3.2) will be coupled with zero initial data, and we may derive that the convergence rates of the resulting
system (3.2) will be expected to be higher than that of (2.1), which helps to justify the guess that the solutions of (1.2)
behave time-asymptotically as (2.1).
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