Abstract | A procedure for estimating the joint probability density function (pdf) of T 1 , T 2 , and proton spin density (P D ) for gray matter (GM), white matter (WM), and cerebrospinal uid (CSF) in the brain is presented. The pdf's have numerous applications, including the study of tissue parameter variability in pathology and across populations. The procedure requires a multispectral, spin echo magnetic resonance imaging (MRI) data set of the brain. It consists of ve automated steps: 1) preprocess the data to remove extracranial tissue using a sequence of image processing operators; 2) estimate T 1 , T 2 , and P D by tting the preprocessed data to an imaging equation;
Magnetic resonance imaging (MRI) is a highly successful diagnostic imaging modality, largely due to its ability to derive contrast from a number of physical parameters. An understanding of how these parameters vary with tissue type, pathology, and other factors is therefore fundamental to determining how MRI can best be used for diagnostic purposes.
In MRI, tissue contrast is based predominantly on the spin-lattice relaxation time (T 1 ), spinspin relaxation time (T 2 ), and proton spin density (P D ) of the tissues being imaged. Di erences in these parameters, particularly in brain tissues, have been correlated with di erences in age, sex, and disease 1, 2] . In addition, statistics on these parameters have been used in the optimization of pulse sequences for improved image contrast and segmentation 3, 4] . Further research is required on the variability of tissue parameters across populations and the evolution of parameters with pathology and age. Such research would provide invaluable information on not only biochemical processes and physiology, but also on how MR images can be interpreted and improved.
Tissue parameters have been estimated using both spectroscopy 5, 6] and imaging methods 1, 7, 8, 9, 11] . Both methods are typically based upon modeling the MR process as a function of T 1 , T 2 , and P D and then tting acquired data to the model. Standard spectroscopy experiments are performed in vitro on homogeneous samples of tissue. Thus, spectroscopy methods o er advantages of magnetic eld uniformity (since gradients are not used) and no partial volume averaging. They are often used as ground truth for imaging methods. The main advantage with imaging methods is that parameters may be estimated in vivo and therefore pertain directly to the subject being scanned. In vivo measurements are especially important in diagnostic applications.
There are numerous problems, however, encountered when using imaging methods to estimate tissue parameters. First, one must deal with all the imaging artifacts present in a typical MR image, such as noise, magnetic eld inhomogeneities, and partial volume averaging 10]. Second, patient considerations such as scan time and motion artifacts are a factor. This is especially true when scanning patients a icted with disease such as Alzheimer's. Finally, the tissue class of origin for each estimated parameter must be determined. This step often requires extensive manual interaction to determine regions of pure tissue 1, 11].
One major di culty in characterizing the T 1 , T 2 , and P D values of a particular tissue is the interdependence between the three parameters. Much of the available literature has studied the marginal probability density function (pdf) of each parameter separately 6, 1] despite the fact that they are dependent. Although di erences can be revealed through the study of only marginal pdf's, joint pdf's provide signi cantly more information by incorporating the correlation between parameters. As an example, the means and variances of T 1 , T 2 , and P D for gray matter in two di erent subjects might be equal but the joint densities could still di er signi cantly.
Vannier et al. 12 ] and Taxt and Lundervold 13] characterized the multivariate nature of these parameters using joint pdf's of T 1 -, T 2 -, and P D -weighted image intensities. A disadvantage of using image intensities rather than the underlying tissue parameters themselves is that they allow comparisons only when using two data sets acquired with identical imaging protocols. Another drawback is that the physical interpretation of changes in intensity values is less natural.
Fletcher et al. 9 ] generated three-dimensional histograms of pure T 1 , T 2 , and P D , by acquiring an extensive 14-image MRI sequence to estimate the parameters, and then classifying the pixels as gray matter (GM), white matter (WM), cerebrospinal uid (CSF), meninges, muscle, or adipose. They employed a supervised classi cation scheme involving a manual partitioning of the parameter space that left pixels unclassi ed if they were deemed to belong to none of those tissue classes. Several disadvantages are evident in their approach. Most notably, the requirement to manually segment the data sets is extremely laborious, therefore making the approach impractical for large studies. In addition, the extensive data acquisition requires a long scan time, increasing the possibility of patient motion artifacts. The inclusion of extracranial tissue in their classi cation is also unnecessary when brain pathology is the primary consideration.
In this paper, a procedure is presented for automatically estimating f(T 1 ; T 2 ; P D jGM), f(T 1 ; T 2 ; P D jWM), and f(T 1 ; T 2 ; P D jCSF), the conditional joint pdf's of T 1 , T 2 , and P D , given that the tissue is either GM, WM, or CSF in the brain. A large number of tissue parameter estimates are accumulated using a multi-slice, multi-echo MRI acquisition. Two criteria are introduced for disregarding data which have been corrupted by partial volume averaging, noise, or other artifacts. Although our objective and that of Fletcher et al. are similar, our approach does not su er from the aforementioned disadvantages. In particular, our procedure is fully automated, making studies involving a large number of subjects feasible. This paper is organized as follows. In Section 2, we review the fuzzy c-means algorithm, which is used in both our preprocessing to remove extracranial tissue from the images, and in the tissue classi cation. In Section 3, we present our procedure to estimate the joint pdf's. The procedure involves a step to acquire the MRI data, a preprocessing step, a parameter estimation step, a step to obtain membership functions for each tissue class, a classi cation step, and nally a step to t the resulting distribution to a Gaussian joint pdf. In Section 4, we present some preliminary results of estimated joint pdf's from normal, elderly, and Alzheimer's subjects. Finally in Section 5, we provide some examples of applying the joint pdf's to pulse sequence optimization and the simulation of MR images.
Fuzzy C-Means Clustering
The fuzzy c-means (FCM) clustering algorithm 14, 15] is often used in image segmentation because of its e ectiveness and ease of implementation, especially with multispectral data. Fuzzy clustering is based on the premise that a data point need not be clustered exclusively into one class. In fuzzy clustering, the data point is allowed to belong to multiple classes. In this section, we give a brief overview of the algorithm.
The FCM algorithm computes a measure of membership, called the fuzzy membership function, at each image pixel for a speci ed number of classes. Let the collection of observed intensities in a multispectral image at pixel j be given by y j = y j1 ; y j2 ; : : : ; y jN ] T ; j = 1; : : : ; M (1) where y ji ; (i = 1; : : : ; N) is the pixel intensity from the ith spectrum, N is the total number of spectra (e.g. in MRI, N is often the number of TR/TE combinations), and M is the total number of pixel positions. The FCM algorithm iterates between computing the fuzzy membership function and the centroid pixel vector for each class. The membership function is computed at each pixel position for each tissue class and is constrained to be between 0 and 1. It re ects the degree of similarity between the pixel vector at that location and the centroid of its class. Thus, a high membership value near 1 means that the pixel at that location is \close" to the centroid pixel vector for that particular class. The centroid pixel vector is considered to be the prototypical pixel vector of its class. The total number of classes, K, is assumed to be given. 
Mathematically
4. If the algorithm has converged, then quit. Otherwise, increment p and go to Step 2.
In this paper, convergence is considered to be achieved when the maximum change over all membership values between two iterations is below a given threshold.
The initial guesses for the centroids (Step 1) can a ect the convergence and accuracy of the algorithm. For scalar data (i.e. when N = 1) the algorithm is fairly robust and even random initial guesses will not greatly a ect the nal result. On multispectral data sets however, the algorithm is more sensitive, and determining initial guesses can be di cult. We provide a straightforward solution to this problem in Section 3.4 that uses a priori information about the data we are considering.
The FCM algorithm returns K sets of fuzzy membership functions. A maximum membership segmentation can be obtained by assigning each pixel to the class which has the highest membership value at that location.
Estimation of Conditional Joint PDFs
In this section, the steps for estimating the conditional joint pdf's, f(T 1 ; T 2 ; P D jGM), f(T 1 ; T 2 ; P D jWM), and f(T 1 ; T 2 ; P D jCSF), are described. The basis of the procedure is a multispectral image acquisition which is used both in the estimation of tissue parameters and in the tissue classi cation. This is described in Section 3.1. The removal of extracranial tissue from the images is described in Section 3.2. In Section 3.3, we describe the imaging equation and tting algorithm used to estimate T 1 , T 2 , and P D . In Section 3.4, we then show how the fuzzy c-means algorithm is used for obtaining a spatial map of fuzzy memberships for GM, WM, and CSF. In Section 3.5, we show how the parameter estimates are classi ed. Finally in Section 3.6, statistics are computed on the classi ed estimates to obtain either a probability mass function (pmf) or a Gaussian joint pdf of the tissue parameters. A sample result, taken from a scan of a normal young female subject, is shown after each major step of our procedure.
Data Acquisition
MRI data was acquired on a General Electric 1.5 T Signa scanner using standard multi-slice saturation recovery pulse sequences. These spin-echo acquisitions allow a large amount of data to be acquired in a time e cient manner and are easily implemented on most MR scanners. Although several pulse repetition time (TR) / pulse echo time (TE) combinations were tested (see Section 3.6), the sequence found to be a reasonable compromise between scan time and parameter estimation accuracy was a six image sequence consisting of one 4-echo series and two 1-echo series. We will focus on applying our procedure to this particular type of acquisition for the remainder of Section 3. Imaging parameters were TR(ms)/TE(ms) = 3000/30, 3000/60, 3000/90, 3000/120, 500/30, 1500/30, pixel matrix = 256 192 interpolated to 256 256, FOV = 24cm, and 1 excitation. 17 slices were typically acquired in each series. In this case, following the notation of Eq. (1), N = 6 and M = 17 256 256 = 1; 114; 112 including background pixels. Because the data is acquired for the goal of estimating the joint pdf's and not to reconstruct 3-D geometry, a relatively small slice thickness of 3mm was used to minimize partial volume averaging e ects and a large slice separation of 5mm was used to minimize errors resulting from adjacent slice excitations. Image sets constituting a single volume from the same patient were assumed to be in registration.
Each pixel vector was assumed to follow intensity variations governed by imaging equations. These equations are simpli ed models of the imaging process derived from the physics of MRI. Let 
Removal of Extracranial Tissue
Before further processing, the extracranial tissue must be removed from the MR images in order to isolate the GM, WM, and CSF. This was accomplished using a sequence of image operations that was developed heuristically and was successful for all data sets acquired. We will refer to this procedure as the preprocessing step.
Because the acquired image slices are several millimeters apart, the processing is performed slice by slice (except step 3 which is still performed on a single slice but uses information gathered from all slices in the volume). The steps for extracranial tissue removal are summarized as follows, and are discussed in greater detail below:
1. Apply fuzzy c-means clustering to the P D -weighted image.
2. Apply a morphological opening operator.
3. Apply a size distribution threshold to remove islands. 4 . Apply a region growing algorithm.
5. Apply a morphological closing operator.
6. Apply a size distribution threshold to remove holes.
7. Apply the resulting binary mask to each image of the same slice in the data set.
The rst step takes a P D -weighted image slice and applies a three-class fuzzy c-means clustering, as discussed in Section 2. Figs. 2a and 2b show one slice of the original P D -weighted image and the resulting maximum membership segmentation, respectively. For initial centroids, a technique that nds the location of modes in a kernel estimate 17] of the histogram is used. The class corresponding to the centroid of highest image intensity is then extracted for further processing and is shown in Fig. 2c . Note the increased separation between the skull and brain tissues achieved by the rst step.
A morphological opening 18] using a 3 3 square structuring element is performed in Step 2 to remove bridges which may remain between brain and extracranial tissues. The result is shown in Fig. 2d . In Step 3, all foreground objects with a size smaller than 20 percent of the size of the largest object in the entire image stack are removed. In Step 4, a region growing is performed with initial seed points in a 30 30 window centered at the center of mass of the image. The result of Steps 3 and 4 are shown in Fig. 2e. A morphological 3 3 closing is next applied to smooth the shape of the mask, followed by a second size distribution threshold to remove all holes (contained regions labeled background) in Steps 6 and 7. The nal mask used for extracranial tissue removal is shown in Fig. 2f . The last step is a simple pixel by pixel multiplication operation between the binary mask just created and all images corresponding to the same slice in the data set. This procedure is repeated for each slice in the image stack. Fig. 3 shows one slice from an MRI data set after the mask has been applied.
Although the extracranial tissue removal works well on both axially and coronally sliced data sets, a perfect removal is not necessary for the purposes of this paper. Since a large amount of data is acquired, the loss of some GM, WM, or CSF will not greatly a ect the pdf estimation. On the other hand, if small regions of extracranial tissue are preserved after the preprocessing step, these regions will likely be rejected by the thresholding operations described later in Section 3.5.
Tissue Parameter Estimation
After preprocessing, the resulting images are t to an imaging equation in order to estimate the ) where TE max is the TE of the last echo in the echo chain. This imaging equation is identical to Eq. (4) for single echo series and is a close approximation of Eq. (5) for multi-echo series. In particular, Eqs. (5) and (6) are equivalent up to a 1st-order Taylor series approximation. Use of Eq. (6) simpli es the parameter-tting by requiring only one imaging equation to be used in the optimization procedure outlined below.
In the above imaging equations, the true P D value is not easily separated from the gain of the MR scanner, A 0 . The true value of P D is typically estimated in one of two ways: 1) placing a ducial marker of known P D in the eld of view, or 2) normalizing all other D 0 values by the estimated D 0 of one of the three tissue types. Both methods have certain disadvantages, however.
Method 1 is susceptible to magnetic eld inhomogeneities and is also dependent on the accuracy of the P D of the ducial marker. Method 2 relies on the assumption that the P D of the selected tissue type does not change among subjects. In our initial experiments reported in this paper, we chose to estimate only D 0 . Therefore, estimated joint pdf's from di erent data sets will be scaled by an unknown factor along the D 0 -axis.
To t the acquired data to the imaging equation, a chi-square minimization scheme was applied.
For each pixel j, the chi-square error is de ned as The Levenberg-Marquardt algorithm 19] was used to perform the numerical optimization in determiningx j . In our experiments, i was assumed to be constant for each series so did not come into play in the determination ofx j . However, it still has an e ect on the chi-square error and statistics based on the error.
An important advantage of using chi-square minimization is that q-values can be computed, providing a goodness of t statistic for the estimate. The q-value is de ned to be: q = Probft > 2 g (9) where t is a random sample from a chi-square distribution with N ? 3 degrees of freedom. In other words, it is the probability when sampling the given chi-square distribution of obtaining a chi-square error greater than the observed error. Thus, the larger the q-value, the better the t. The q-values were computed using the incomplete gamma function 19].
Figs. 4a -4c show the parameter estimate images obtained from the data set in Fig. 3 . Note that the parameter estimate images look quite di erent from the corresponding weighted images shown in Fig. 1 . This is because a weighted image simply means that the contrast is based on a particular parameter, but it does not imply that the image intensity is proportional to that parameter, which is the case in the parameter estimate image. In fact, as shown in Eq. 4, the magnitude of T 1 has an inverse relationship with intensity. Furthermore, weighted images may still have strong dependencies on the other parameters. Fig. 4d shows the q-values computed from the same slice of data using a of 11. Dark areas of the image are regions where the q-values were lowest. This means that at these pixel locations, the image intensities t poorly to the imaging equation.
Membership functions
Because the conditional joint pdf's are sought, it is necessary to know the tissue class at each pixel location. In addition, we are interested in getting estimates from pure tissue since estimates from a mixture of gray and white matter would taint the nal pdf estimate. Therefore, a measure of tissue purity at each pixel location is necessary. The fuzzy c-means (FCM) clustering algorithm was adopted for this task. One can interpret the membership function computed by the FCM algorithm as a measure of purity since the intensities of pure pixels should be most similar to the centroid. A high GM membership value at a particular pixel location would therefore indicate a high purity of GM.
The FCM algorithm is applied to the preprocessed data to obtain a spatial map of membership values for each tissue class. By employing the imaging equation, it is possible to obtain initial values for the centroids by simply evaluating Eq. (6) using appropriate values of TR and TE, and obtaining values of T 1 , T 2 , and P D from any suitable reference in the literature (cf. 6]). Furthermore, the resulting centroids from one data set can be reused as initial guesses for another data set, assuming the same imaging protocol is used. The algorithm was assumed to achieve convergence when the maximum change in the membership value at all pixel locations was less than 0.01. Fig. 5 shows the fuzzy membership images of the data set from Fig. 1 for GM, WM, and CSF. One can see that the areas of high membership correspond to areas where one would expect to see pixels of pure tissue. Conversely, low membership values are associated with areas where one would expect to see a high degree of partial volume averaging (i.e. boundaries between tissue classes).
Tissue Classi cation
For the joint pdf estimation, only the best estimates from pure tissue are desired. Because of the large amount of data points available in the image volumes, it is not necessary to use estimates from every location. Therefore, pixels with low q-values and low memberships are rejected. These pixels had poor ts to the imaging equation and/or were corrupted by MRI artifacts such as partial volume averaging and noise.
Mathematically, the classes are determined as follows. Let R be the set of pixel locations corresponding to pixels that remain after q-value and membership thresholding. Then for all j 2 R, the tissue class index at pixel location j is given bŷ k j = arg max k u jk (10) where u jk , k = 1; 2; 3, is the membership value at pixel j for GM, WM, and CSF, respectively.
Classes are determined as follows: R 1 fj 2 Rjk j = 1g; R 2 fj 2 Rjk j = 2g; R 3 fj 2 Rjk j = 3g (11) where R i is the set of pixel locations corresponding to GM for i = 1, WM for i = 2, and CSF for i = 3. If no thresholding is performed, then R is equal to the set of all pixels and the resulting classi cation is equivalent to a standard maximum membership segmentation.
Although the chi-square error itself could be thresholded to remove poorly tting estimates, selection of the threshold value would then be dependent on N. A q-value threshold has a probabilistic interpretation that takes into account the degrees of freedom of the data, and therefore does not possess this problem. Fig. 6 shows an image slice after a maximum membership segmentation followed by successive thresholding steps. Membership values were thresholded at 0.8 and q-values were thresholded at 0.001. The membership thresholding seems to remove pixels at the interfaces between tissue classes and in small isolated regions. It is in these regions where one would expect to see the most partial volume averaging. After the q-value thresholding, the removed pixels are more evenly distributed. Fewer pixels would be removed in this step if either the q-value threshold were lowered, or if the standard deviation of the error was raised in the chi-square minimization.
Histograms and Gaussian PDFs
After classifying the parameter estimates, a T 1 -T 2 -D 0 histogram and joint pdf can be computed for each tissue class. These computations allow comparisons between subjects.
Histograms are computed to visualize the shape and orientation of the actual parameter estimate distribution. A histogram represents the joint probability mass function (pmf) of the parameter estimates (viewed as discrete values originating in a range of continuous values). All histograms had the range of data binned into a 100 100 100 cube.
Standard multivariate rst and second order statistics are computed on the classi ed parameter estimates to obtain Gaussian joint pdf's. For each class, k=1(GM), 2(WM), 3(CSF), a mean vector, k , and covariance matrix, k , were computed using the following equations:
where jR k j is the number of pixels in tissue class k. The multivariate Gaussian joint pdf is given by:
The Gaussian joint pdf's compactly describe the distribution of parameters and allow analytical manipulations. In large studies, it is advantageous to be dealing with simply a mean vector and covariance matrix rather than the huge amount of data present in a three-dimensional histogram.
Figs. 7a and 7b show isosurfaces of the pmf and estimated joint pdf of parameter estimates from one subject at an isosurface of 0.3 the maximum value of the respective pmf or pdf. Figs. 7c and 7d are taken from the same subject at a lower isosurface (0.2 max) with the GM and WM pdf's magni ed and the axes reoriented. Figs. 7a and 7b demonstrate how CSF clusters are more widely scattered than the GM and WM clusters. Although this may be an inherent property of CSF, it is possibly also a result of ow e ects in the MR imaging process. Flow e ects further in uence the CSF cluster by causing a large number of CSF parameter estimates to be rejected, thereby reducing the sample size used to compute the pdf. A more detailed study is necessary. An important aspect of imaging brain anatomy is GM-WM contrast. In this subject, the GM and WM clusters are clearly distinguishable in the parameter space. Therefore, there may exist an MRI pulse sequence that can better separate the two tissue classes (cf. 3]). Note that the pmf's do not possess the same symmetry present in their Gaussian approximations. A family of density functions other than the Gaussian family might better describe the within-study variability of the tissue parameters. Fig. 8 shows some preliminary results of the joint pdf estimation performed on several subjects. Figs. 8(a-e) are taken from young subjects, Figs. 8(f-h) are taken from elderly (> 60 years old) subjects, and Fig. 8i is taken from an Alzheimer's patient. Only the joint pdf's of gray matter and white matter are shown, and the D 0 -axis is not shown in this gure because the unknown gain-factor of the scanner prohibits comparisons across subjects. Although it is not possible to draw statistically signi cant conclusions from such a small sample of subjects, these results provide an example of the kind of information that can be obtained using the procedure outlined in this paper.
Preliminary Comparative Studies
Several comments can be made based on Fig. 8 . The joint pdf's appear to be quite similar in position. The WM pdf particularly does not seem to vary greatly although the elderly subjects show elevated T 1 and T 2 relaxation times. GM pdf's tend to vary more in size, shape, and orientation.
This may be a product of the smaller data samples available for the GM pdf estimation. Furthermore, the elderly patients appear to have greater within patient variability in their parameter values, which may cause a reduction in contrast between white matter and gray matter to occur with age.
A variety of pulse sequences were used to estimate the joint pdf's shown in Fig. 8 . Table I shows the pulse sequence parameters that were used for acquiring the data in each subject. It was found that extensive pulse sequences consisting of a large number of TR/TE combinations had a larger number of data points rejected in the thresholding steps of the procedure. This is likely due to slight inhomogeneities in the magnetic eld along with imperfect 180 degree echo-generating pulses propagating errors with each acquired image sequence. On average, 1,741 CSF pixels, 7,358 GM pixels, and 28,927 WM pixels remained after the two thresholding operations.
The data acquisition time for one subject was approximately 20 minutes for the pulse sequence consisting of one 4-echo and two 1-echo series. On a Silicon Graphics Indigo2 with 150 MHz R4400 processor, the entire computational procedure for one subject took approximately 30-40 minutes. Execution times varied depending on the size of the data acquisition. User interaction was required only for providing the imaging parameters of each data set (i.e. TR/TE combinations), the thresholds for rejecting corrupted data points, the standard deviations of the error, and the stopping criteria in the FCM algorithm.
Example Applications of Joint PDFs
In this section, we demonstrate two applications of the estimated joint pdf's. First, a pulse sequence is visualized in the tissue parameter space in order to examine its ability to provide contrast between tissue classes. Second, we simulate an MRI data set using parameter values sampled from joint pdf's.
Pulse Sequence Optimization
One important application of the joint pdf's is for pulse sequence optimization. The joint pdf's allow initial comparisons between pulse sequences for the purpose of improved tissue di erentiation without the need for costly MRI scans. Using imaging equations and visualization techniques, it is possible to examine the ability of various pulse sequences to di erentiate between di erent tissue classes. We give a brief example using a Spoiled GRASS (SPGR) pulse sequence, which is commonly used in brain imaging. Pulse sequences can also be optimized using analytical computations based on the joint pdf's. (15) where is the tip angle of the pulse sequence. Fig. 9a shows an isosurface of an SPGR imaging equation (TR=50ms, TE 0ms, =45 ) superimposed on a pdf plot (0.45 isosurface). The SPGR isosurface, represented by the upwardly sloping plane, was taken at a brightness level between WM and GM. Fig. 9b shows the same plot except with the SPGR isosurface taken at a brightness level between GM and CSF. It is clear that the CSF is easily distinguishable from GM and WM in SPGR images but it is much more di cult to distinguish GM from WM. In Fig. 9c , the pdf isosurface is taken at 0.3, which shows that some pixels from GM and WM will have the same brightness in an SPGR image. Although SPGR is capable of resolving the tissue classes to some degree, a pulse sequence with a negatively sloping isosurface would be superior in separating GM and WM.
Using the steps outlined in 4], it is also possible to optimize pulse sequences for improved image segmentation using analytical computations. In the example discussed in 4], joint pdf's for T 1 , T 2 , and D 0 were unavailable, requiring marginal pdf's to be used. With the actual joint pdf's, the optimization results should be more accurate and robust. The possibility also exists for tuning pulse sequences to particular subjects or populations. As was shown in Section 4, elderly subjects had di erent joint pdf's than young subjects. Thus, pulse sequence parameters could be selected according to whether a subject being scanned is young or elderly.
Computational Phantoms
A probabilistic characterization of T 1 , T 2 , and D 0 allows one to simulate parameter values by sampling the given joint pdf. Simulated MR images are useful in the validation of image processing algorithms, particularly segmentation algorithms. Fig. 10 shows simulated MR images of the same pulse sequences used to generate the images in Fig. 3 . The simulated images were generated using the following steps:
1. Generate random T 1 , T 2 , and D 0 values using the estimated joint pdf's at each pixel location for GM, WM, and CSF.
2. Evaluate the appropriate imaging equation using generated T 1 , T 2 , and D 0 values at each pixel location.
3. Form a linear combination of GM, WM, and CSF intensities using the respective fuzzy memberships functions (see Fig. 5 ) as weights.
Step 1 requires a pseudo-random number generator to generate simulated parameter values. The values at each location were sampled independently.
Step 2 models the MR acquisition process. Using the joint pdf's and the appropriate imaging equation, MR images resulting from a wide variety of pulse sequences can be simulated. In Step 3, partial volume averaging is simulated using the fuzzy membership values.
The images in Fig. 10 appear slightly grainy because of the lack of spatial dependence in the parameter sampling. The overall contrast, however, remains fairly accurate. The images would be more realistic if a more sophisticated procedure modeling spatial dependence (e.g., Markov random eld type models) had been used. Furthermore, the membership values used in Step 3 are an approximation of the partial volume contribution from the tissue classes. A more accurate model of partial volume e ects would further enhance the realism of the simulated images.
Summary and Conclusion
A procedure for characterizing the NMR tissue parameters of GM, WM, and CSF in the brain as a conditional joint pdf has been described. The procedure is completely automated and compensates for MRI artifacts by using two thresholding criteria. Example applications were shown employing the joint pdf's for studying the variability of tissue parameters across subjects, pulse sequence optimization, and computational phantoms.
Further work is required to re ne and apply the procedure. Additional experiments, including phantom studies, are necessary to establish the precision and accuracy of the procedure. A reliable method for estimating the true P D also requires investigation. Finally, a comprehensive longitudinal study across a large number of patients applying the procedure could prove highly revealing with respect to the variability of tissue parameters in the brain. Subject TR 
