In this paper, we discuss the joint improvement of the energy efficiency (EE) and the spectrum efficiency (SE) in OFDM-based cognitive radio (CR) networks. A multi-objective resource allocation task is formulated to optimize the EE and the SE of the CR system simultaneously with the consideration of the mutual interference and the spectrum sensing errors. We first exploit the EE-SE relations and demonstrate that the EE is a quasiconcave function of the SE, based on which the Pareto optimal set of the multi-objective optimization problem is characterized. To find a unique globally optimal solution, we propose a unified EE-SE tradeoff metric to transform the multi-objective optimization problem into a single-objective one which has a D.C. (difference of two convex functions/sets) structure and yields a standard convex optimization problem. We derive a fast method to speed up the time-consuming computation by exploiting the structure of the convex problem. Simulation results validate the effectiveness and efficiency of the proposed algorithms, which can produce the unique globally optimal solution of the original multi-objective optimization problem.
Introduction
Spectrum scarcity crisis exists for many wireless applications, especially in the band below 6 GHz. On the other hand, investigations show that large portions of spectrum are highly underutilized due to inefficient conventional regulatory policies [1] . Cognitive Radio (CR) is deemed as a highly promising technology to improve the spectrum usage efficiency and has gained more and more attentions in recent years [2] [3] [4] . CR technology has been proposed as a solution to the underutilization problem by allowing Secondary Users (SUs) to sense radio spectrum environment and opportunistically access licensed frequency, as long as the interference to the Primary Users (PUs) can be kept under their tolerances, such as interference temperature. In order to meet the requirements of opportunistic access, the physical layer of a CR system should be very flexible, which necessitates multicarrier methods to operate in CR networks. Orthogonal Frequency Division Multiplexing (OFDM) has been widely recognized as a fascinating air interface for CR systems due to its flexibility in adapting spectral environments and allocating radio spectrum among SUs, which is the prerequisite for the CR system to acquire high performance [5] .
Resource Allocation (RA) is one of the most important problems in OFDM-based wireless networks and has been studied extensively for more than a decade. A survey can be found in [6] . Spectral efficiency (SE), defined as the system throughput per unit of bandwidth, is a widely accepted criterion for wireless network optimization. For OFDM-based CR networks, there are many research results on how to improve the system performance from the SE perspective in the literature.
In [7] , a balanced strategy for OFDMA radio resource allocation based on game theory concepts is presented. The proposed approach, explicitly addressing users perceived quality, ensures high balance between efficiency and fairness. In [8] , an efficient algorithm is proposed to allocate bits among all OFDM subchannels in CR systems. The proposed algorithm can obtain the optimal solution with low computational complexity in most cases. In [9] , both real-time and non-real-time services are considered, and fast RA algorithms are developed. However, fairness among users is ignored in [9] , as well as spectrum sensing issue. In [10] , a general RA framework in CR networks is developed, as well as efficient algorithms, which hint that RA in OFDMbased CR networks can be tackled effectively and efficiently by exploiting the structure of the considered problem.
On the other hand, the energy consumption of information and communications technology (ICT) has recently become an economic issue for operators as well as a big challenge for sustainable development [11] . With vast and rapid deployment of fourth generation (4G) networks, as well as the 5G vision of a totally connected world, the energy consumption is also growing at a staggering rate nowadays, which results in a large amount of greenhouse gas and high operation expenditure for wireless service providers. Green communication, which emphasizes on incorporating energy awareness in communication systems, is becoming more and more important [12] . Thus, energyefficient RA has attracted much attention in both industry and academia, especially for the OFDM-based system which is the most promising modulation technique for the future wireless networks. Different from the throughput-oriented RA targets, energy efficient RA aims at maximizing the energy efficiency of wireless networks. An adequate energyefficient metric should be given primary importance in overall energy-efficient network design, since it is related to the optimized decisions directly. The most popular one is called 'bits-per-Joule', which is defined as the system throughput for unit-energy consumption. Recently, more and more researches have been carried out in the literature on energy-efficient wireless networks, and diverse technologies have been proposed in all aspects, trying to close the gap between practice and expectations.
In [13] , an energy saving algorithm for spectrum sensing stage in cognitive radio networks is proposed and the detection accuracy over the desirable bound is maintained. In [14] , green cellular operation is discussed. Using real data traces, [14] derived a first-order approximation of the percentage of power saving one can expect by turning off base stations during low traffic periods while maintaining coverage. In [15] , the problem of non-cooperative resource allocation in multi-cell uplink OFDMA systems with multiple base station antennas is considered. In [16] , a greedy energy-efficient BS deployment framework is developed for HetNets. The proposed algorithm deploys micro-BSs iteratively and maximizes the energy efficiency of the network. Ref. [17] analyzed three geographical adaptive fidelity models to optimize energy consumption in vehicular ad hoc networks. The relationship between the number of network grids and energy consumption is derived.
Both EE and SE are important for RA design. While it is noteworthy that there is only limited work on the joint optimization of EE and SE for wireless communication networks. The problem is that EE and SE do not always coincide and may even conflict sometimes [18] . The traditional approach to increase SE by trading off the transmit power for limited bandwidth results in reduced EE. Moreover, when the circuitry power factors are incorporated, the tradeoff relationship achieved between SE and EE is not quite straightforward. In fact, to develop a systematic way to find the remaining gaps for further optimization, a unified framework is needed. This is the fundamental framework of the EE and SE trade-off, which has long been pointed out by Shannon's ground-breaking theory but has yet to be fully utilized. The EE-SE trade-off analysis offers a balanced view to the nature of a communication system and provides guidelines for wireless system design and optimization. In [19] , four selected green transmission technologies solutions are introduced, focusing on how to utilize the degrees of freedom in different resource domains, as well as how to balance the tradeoff between energy and spectrum efficiency. In [20] , the EE-SE trade off optimization problem in downlink orthogonal frequency division multiple access (OFDMA) networks is formulated to maximize EE with a minimal SE requirement. In [21] , a multi-criteria optimization problem is proposed to investigate the relationship between EE and SE in distributed antenna systems. The multi-criteria optimization problem is solved by using the weighted sum method. In [22] , the EE and SE is simultaneously optimized and a unified metric for EE-SE tradeoff design in point-to-point wireless networks is proposed. However, EE-SE relation for OFDM-based CR networks is more complicated. In addition to the constraint that the interference to the PUs should be restricted, spectrum sensing errors should also be taken into consideration. In fact, perfect spectrum sensing is too difficult to acquire in practical wireless scenarios, and thus, RA with imperfect spectrum sensing is worth noting. How to allocate system resource to tradeoff EE and SE efficiently in OFDM-based CR networks is a nontrivial question.
In this paper, we formulate a multi-objective optimization problem to optimize EE and SE simultaneously. The mutual interference and the spectrum sensing errors are taken into consideration in our system model. We first prove that EE is quasiconcave in SE in the proposed system model. The Pareto optimal set of the multi-objective optimization problem is then characterized. To find a unique globally optimal solution, we proposed a unified EE-SE trade off metric to transform the multi-objective optimization problem into a single-objective one. The single-objective optimization problem has a D.C. (difference of two convex functions/sets) structure and can be solved by the proposed Frank-and-Wolfe (FW) procedure. In the FW procedure, a convex optimization problem needs to be solved. We derive a fast barrier method to speed up the time-consuming computation by exploiting the structure of the problem.
The rest of this paper is organized as follows. In Section 2, we illustrate the system model and formulate our optimization task. In Section 2.1, we propose a heuristic subchannel allocation method. In Section 3, we analyze the fundamentals for EE-SE relation and then propose the EE-SE trade off power allocation scheme. Simulation results are given in Section 4, as well as discussions. Finally, we conclude the paper in Section 4.1.
System model and problem formulation
Consider the downlink of an OFDM-based CR system with K SUs, denoted by K ¼ f1; 2; …; Kg, coexisting with L active PUs served by a licensed system. The SUs opportunistically use the spectrum licensed by PUs via an access point (AP). Each PU registers part of the licensed spectrum, named as a sub-band. The available bandwidth W is divided into N t OFDM subchannels in the CR system.
In this paper we assume that perfect channel-state information is available at the transceivers of the SUs and the PUs. Let M l denote the set of subchannels corresponding to the sub-band licensed to the lth PU. With periodic spectrum sensing, the CR network identifies non-active frequency bands and selects a subset N ¼ f1; …; Ng among the subchannels to transmit information. In other words, only the subchannels in vacant sub-bands can be used by the CR network.
The bandwidth of each subchannel is B and the nominal spectrum of the nth subchannel spans from f s þðnÀ 1ÞB to f s þnB, where f s is the starting frequency. When the CR system transmits information over the nth subchannel with unit transmission power, the interference introduced to the jth subchannel in the sub-band of the lth PU is [23] 
where g n;l is the power gain from the AP to the receiver of the lth PU on the nth subchannel. ϕ f ð Þ ¼ Tð sin πfT πfT Þ 2 is the power spectrum density (PSD) of OFDM signal, T is the OFDM symbol duration.
In practical systems, there are typically two kinds of sensing errors [24] . The first is misdetection, which occurs when the CR system fails to detect the PUs' signals. The band of a subchannel is identified to be vacant but it is truly used by the PU. The other kind of sensing errors is false alarm, which means the CR network identifies the band of a subchannel is unavailable but it is vacant actually. Generally, the AP in the CR system collects the sensed information of all SUs and makes a decision on which subchannel can be used by SUs. Then the set of sensed available subchannels M l v in the sub-band of the lth PU is determined, as well as the set of sensed unavailable subchannels M l o . The probabilities of misdetection and false alarm on the nth subchannel are q n m and q n f , respectively. The values of q n m and q n f can be obtained by either local spectrum sensing via the transceivers of SUs, or preferably, cooperative spectrum sensing [24] and distributed spectrum clustering [25] . For a given area, the misdetection and false-alarm probabilities can also be estimated by mining the spectrum usage data to analyze the statistics of the primary traffic pattern [26] . A survey of spectrum sensing and sharing for CR systems can be found in [27] . Obviously, misdetection results in co-channel interference to the PUs, while false alarm lowers the utilization efficiency of spectrum. There are four possible scenarios for spectrum sensing, as shown in Table 1 , where H n and O n are the hypotheses of the absence and the presence of a certain PU's signal on the nth subchannel,H n andÕ n are the events that the nth subchannel is available or unavailable based on the sensed information, respectively. Denote P 1;n as the probability that the nth subchannel is truly used by a PU while the CR network makes a correct judgement, we have
where q n L is the priori probability that the sub-band of the nth subchannel is used by PUs. Similarly, let P 2;j denote the probability that the jth subchannel is truly occupied when the CR system deems it as vacant.
Then the interference introduced to the lth PU by the access of an SU on the nth subchannel with unit transmission power is
Define the signal-to-noise ratio (SNR) of the kth SU on the nth subchannel as
where g SS k;n is the channel gain between the AP and the receiver of the kth SU over the nth subchannel, N 0 is the PSD of additive white Gaussian noise, Γ is the SNR gap and can be represented as Γ ¼ À for an uncoded MQAM with a specified BER [28] . The transmission rate of the nth Table 1 Probability information from imperfect spectrum sensing.
Actual state Sensing result Probability information
where p k;n is the kth SU's transmission power on the nth subchannel, ρ k;n can only be either 1 or 0, indicating whether the nth subchannel is used by the kth SU or not. In this paper, spectrum-efficiency η SE is defined as the system throughput per unit of bandwidth
Energy-efficiency η EE is defined as the ratio of the SE over the total power consumption
where P c is the circuit power consumption which can be a constant [29] . Both the transmission power and the circuit energy consumption are taken into consideration for energy-efficient communication, where the former is used for reliable data transmission and the latter represents average energy consumption of device electronics.
Problem formulation
Our goal is to simultaneously maximize EE and SE of the CR system which operates in a power-limited situation while keeping the interference to the PUs not exceeding their specified thresholds. Thus, our optimization problem can be formulated as follows: max p k;n ;ρ k;n fη SE ; η EE g s:t: C1 : p k;n Z0; 8k; n C2 :
where P t is the power limit of the CR system and I l th is the interference power threshold of the lth PU. C1 is intuitive. C2 and C3 are the power limitation and the interference constraints, respectively. C4 and C5 indicate that all subchannels are not shared among SUs. That is, a subchannel can be only used by one SU.
Heuristic subchannel allocation
Eq. (8) defines a mixed integer programming problem that involves both binary variables ρ k;n 's and real variables p k;n 's for optimization. To make the problem tractable, we propose a two-step procedure to address (8) : subchannels allocation and power distribution. The power distribution scheme will be discussed in Section 4.1. In this section, we propose an heuristic subchannels allocation algorithm to figure out the binary variables ρ k;n , specifying a subchannels allocation assignment.
In a cognitive OFDM system, there are L interference constraints which should be considered. If the nth subchannel is interference limited [8] , the total power allocated to it is not more than min l fI th l =I SP n;l g. Jointly consider the transmission power and interference threshold constraints, the maximum possible power allocated to the nth subchannel is
The normalized maximum rate is a practicable criterion to measure the QoS of a subchannel, giving insightful hints for subchannel allocation.
To simplify analysis and computation, the power of a subchannel is temperately set as
Let Ω k denote the subchannel set employed by the kth SU, and N is the set of subchannels. The outline of our subchannel allocation scheme is described in Table 2 . We allocate the N subchannels one by one. While allocating the n þ1th subchannel, define the normalized change index to allocate the ðn þ1Þth subchannel to the kth SU as follows:
where η SE n and η EE n are the SE and the EE corresponding to the allocation scheme of the n subchannels that have already been allocated. η SE k and η EE k are the SE and the EE when additionally allocating the ðn þ1Þth subchannel to the kth SU. The ðnþ 1Þth subchannel will be allocated to the SU with maximal η k δ . It is easy to show that the complexity of the proposed heuristic subchannel assignment is approximately O(KN). Subchannel Allocation Scheme
Calculate η SE k and η EE k when subchannel n is added
Calculate η SE n and η EE n .
Endfor

EE-SE tradeoff power allocation
Since the subchannel assignment is fixed, power allocation can be performed across the assigned subchannels to simultaneously maximize EE and SE. The power allocation problem is as follows:
where p n is the transmission power on the nth subchannel.
Fundamentals for EE-SE relation
We first study the EE-SE relation and demonstrate the quasiconcavity of EE in SE. As the CR system is powerlimited and interference-limited, there is a maximum value of η SE [30] . Assume the maximal value of η SE is η SE max and the SE region is ½0; η max SE . Theorem 1. For any given SE, achieved with power allocation matrix P that satisfy all constraints in (13), the maximum EE, η 
If we enumerate all possible C and calculate the corresponding optimal solutions of (14), we obtain EE-SE curves. Then we introduce the concept of Pareto optimal solution, which is a basic concept in multi-object optimization problem. Feasible solution P 1 is called to dominate feasible solution P 2 , if η SE ðP 1 ÞZ η SE ðP 2 Þ and η EE ðP 1 ÞZ η EE ðP 2 Þ. A feasible solution P 0 is called Pareto optimal if there is no other feasible solution dominating it. There may be multiple Pareto optimal solutions for the multi-object optimization problem. The Pareto optimal set is the set of all Pareto optimal points. Theorem 2. The Pareto optimal set of problem (13) 
EE and SE tradeoff meric
To facilitate system design, we should try to find a unique global solution from the Pareto optimal set P POS . Scalarization method is efficient to distinguish a unique point in the Pareto optimal set. We can transform the multi-object optimization problem (13) into a single-object optimization problem by scalarization methods.
Define a EE and SE tradeoff metric [22] as
where ω A ½0; 1. ðω; 1ÀωÞ is a given preference configuration for SE and EE. U(P) is referred as the utility function. Then (13) can be transformed into the following singleobject optimization problem max p n UðPÞ s:t: C1 : p n Z0; 8n
D.C. programming
Do the following utility transformation:
where (17) is equivalent to the following problem: max p n fðPÞÀgðPÞ s:t: C1 : p n Z0; 8n
where fðPÞ ¼ log η SE ðPÞ and gðPÞ ¼ ð1À ωÞlogðP sum þP c Þ. The objective fðPÞÀgðPÞ is a d.c. function as both f(P) and g(P) are concave. The gradient of g(P) is ∇g P ð Þ ¼ 
We propose an FW procedure [31] [32] [33] which generates a sequence of improved feasible solutions. Initialized from a feasible P ð0Þ , P ðt þ 1Þ at tth iteration is generated as the optimal solution of the following convex optimization problem: max p n fðPÞÀgðP ðtÞ ÞÀo∇gðP ðtÞ Þ; P ÀP ðtÞ 4 s:t: C1 : p n Z0; 8n
where ox; y4 ¼ x T y. The FW procedure to solve (19) is summarized in Table 3 .
Function g(P) is slowly sensitive to a change in the variable P, so g(P) is well approximated by its first order approximation gðP ðtÞ Þþo∇gðP ðtÞ Þ; P À P ðtÞ 4 at a fairly large neighborhood of P ðtÞ . Thus the nonconvex optimization problem (19) is well approximated by the convex optimization problem (21) .
As function g(P) is concave, its gradient gðP ðtÞ Þ is also its super-gradient, so gðPÞr gðP ðtÞ Þþo∇gðP ðtÞ Þ; P ÀP ðtÞ 4:
Thus the convex optimization problem (21) provides a well approximated lower bound maximization for the nonconvex optimization problem (19 
Fast algorithm for optimizing (21)
Obviously, (21) defines a convex optimization problem. Generally, barrier method is a standard technique to solve convex optimization problems. For the barrier method, original problem is converted into a sequence of unconstrained minimization problems by defining a logarithmic barrier function with parameter t which decides the accuracy of the approximation. The solution to each minimization problem is called a central point in the central path related to the original problem. As t increases, the central point will be more and more close to the optimal solution of the original problem. For searching the center point with a given t, Newton method is generally employed. Therefor, the barrier method is always carried out via two essential steps, namely centering step and Newton step. The former is the outer iteration which is executed to compute the central point starting from the previously computed one. And the latter is the inner iteration implemented during each centering step [34] .
To begin the barrier method, we reformulate the problem (21) into a set of unconstrained optimization problems by making all inequality constraints implicit in an objective function. The logarithmic barrier function is
n ÞÀgðP ðtÞ Þ. Thus, the optimal solution to (21) can be approximated by solving the following unconstrained minimization problem with a certain parameter t:
Eq. (25) can be solved efficiently by Newton method. The Newton step at x, denoted by Δx nt is given by the following Karush-Kuhn-Tucker (KKT) systems:
where ∇ 2 ψ t ðxÞ and ∇ψ t ðxÞ are the Hessian and the gradient of ψ t ðxÞ, respectively.
The computational complexity of the barrier method mainly lies in the computation of Newton step that needs matrix inversion. In order to reduce the computational cost, we exploit the structure of (25) and develop a fast algorithm to calculate the Newton step with lower complexity. Denote
The gradient of ψ t ðxÞ is given by
where H n is the SNR of the nth subchannel. The Hessian of ψ t ðxÞ is 
7.
Solve (21) to obtain the optimal solution P n .
8.
Set t ¼ t þ1, P ðtÞ ¼ P n , calculate VðP ðtÞ Þ.
endwhile
i s are all vectors with N elements
Since it is easy to prove that the matrix D is positive definite, it follows that the Hessian matrix ∇ 2 ψ t ðxÞ is invertible. However, if we compute the inversion of the KKT matrix directly, it has a complexity of OðN 3 Þ, which is too high for application because there are thousands of OFDM subchannels in practical wireless systems.
Rewrite the KKT system (26) as follows:
where Λ 0 ¼ ∇ 2 ψ t ðxÞ and F 0 ¼ À∇ψ t ðxÞ. According to (29) , Λ 0 can be written as
which can be decomposed into M equations
By exploiting the structure of Λ i 's, we give an M-step procedure to compute the Newton step:
Step 1: Use (34) Step 2: Decompose Λ 1 with
Then the two variables introduced in step 1 can be updated by
Step 
where v; hA R NÂ1 . Since D is a diagonal matrix, we can easily obtained
The computational complexity of obtaining v is O(N). Thus it costs O(NM) to solve the M variables at the Mth Step.
Obviously, a reverse derivation of the M steps is necessary to figure out Δx nt and the total computational complexity can be measured by OðNM 2 Þ. In practical CR systems, M⪡N generally holds, so the complexity of the proposed algorithm is much lower than that of matrix inversion.
Simulation results
Experiments are conducted to evaluate the performance of our proposed scheme. Consider a multiuser OFDM-based CR system, where all users are randomly located in an area of 3 Â 3 km, and the SU's receiver is distributed in a circle within 0.5 km from its transmitter. The path loss exponent is 4, the variance of the shadowing effect is 10 dB, and the multipath fading is assumed to be Rayleigh. The noise power on a subchannel is set to 10 À 13 W. The frequency bands occupied by PUs are generated randomly with the maximum number of OFDM subchannels 2W=3L.
First, we investigate the convergence of our proposed algorithms. As discussed in Section 2.1, the computational load mainly lies in the computation of Newton step. Fig. 1 gives the Cumulative Distribution Function (CDF) of the number of Newton iterations for solving (21) in Section 2.1 with different settings of N. As seen in Fig. 2 , the number of Newton iterations is small and varies in a narrow range, indicating our proposed algorithm is effective and efficient. Fig. 2(a) shows that the FW procedure converges to the global optimal solution from different initial points. Fig. 2(b) gives the Cumulative Distribution Function (CDF) of the number of iterations for FW procedure to converge. As seen in Fig. 2 , the number of iterations is small and varies in a narrow range, which shows the effectiveness and efficiency of the proposed algorithm. Fig. 3 shows the total transmit power with the proposed EE-SE trade off metric. ω is set to 0.5. Int1, Int2, Int3 and Int4 represent the interference power threshold I l th are set to 2 Â 10 À 12 W, 4 Â 10 À 12 W, 6 Â 10 À 12 W and 8 Â 10 À 12 W, respectively. It is obviously that the transmit power is restricted by the power budget limitation and the interference constraints especially when ω is closed to 1. Fig. 4 shows the normalized SE, EE and utility achieved with the optimal transmit power. The normalized SE, EE and utility are defined as
It can be observed that the normalized SE (SE-norm) will be non-decreasing while the normalized EE (EE-norm) will be non-increasing with ω, and the intersection of the three lines is shown in Fig. 5 . Furthermore, the normalized SE and EE will stay to be constants when ω is close to 1, which is because of the power constraints and interference constraints. Fig. 5 illustrates the EE-SE relationship. It can be observed that maximal EE is achieved with ω ¼ 0 while maximal SE is achieved with ω ¼ 1. We can make a tradeoff between EE and SE for different preferences based on the EE-SE trade off metric. In other words, we can choose a certain ω for a practical system and then calculate the unique globally optimal solution according to the metric proposed in Section 3.
Conclusion
In this paper, we investigated the joint optimization problem of EE and SE in OFDM-based CR networks with imperfect spectrum sensing, which extended our preliminary research [35] . We formulated a multi-objective resource allocation problem to optimize the EE and the SE of a CR system simultaneously. We demonstrated the quasiconcavity of EE in SE, which characterizes the Pareto optimal set of the multi-objective optimization problem. A unified EE-SE tradeoff metric is introduced, based on which we can find a unique globally optimal solution. A fast algorithm is proposed to speed up the time-consuming computation by exploiting the structure of the problem. Simulation results validate the effectiveness of the proposed algorithms to obtain the unique globally optimal solution of the multiobjective optimization problem.
Proof. Denote R n 1 , R n 2 and R n 3 as the optimal rate vectors corresponding to the overall throughput R 1 , R 2 and R 3 , respectively, and they satisfy all constraints in (13) . Without loss of generality, assume that R 1 oR 2 oR 3 . Denote R 2 as follows: and 0oγo1. It is obvious that R 2 is in the feasible region of (13) and its sum rate is R 2 . According to [36] [37] [38] , P n ðRÞ and IðRÞ is strictly convex in R, where P n ðRÞ is the optimal power corresponding to the optimal rate vector R and I R ð Þ ¼ P N n ¼ 1 
