Received Month X, XXXX; revised Month X, XXXX; accepted Month X, XXXX; posted Month X, XXXX (Doc. ID XXXXX); published Month X, XXXX We report on an algorithm for fast wavefront sensing that incorporates sparse representation for the first time in practice. The partial derivatives of optical wavefronts were sampled sparsely with a Shack-Hartman wavefront sensor (SHWFS) by randomly subsampling the original SHWFS data to as little as 5%. Reconstruction was performed by a sparse representation algorithm that utilized the Zernike basis. We name this method SPARZER. Experiments on real and simulated data attest to the accuracy of the proposed techniques as compared to traditional sampling and reconstruction methods. We have made the corresponding data set and software freely available online. Compressed wavefront sensing offers the potential to increase the speed of wavefront acquisition and to defray the cost of SHWFS devices. [5, 6], but the speed of a SHWFS is limited by both the noise in the system and the camera hardware [7][8][9].
Random variations in the wavefront of optical signals result from propagation through turbid media such as the atmosphere or eye. If not corrected, such wavefront aberrations limit the maximum range of optical communication systems [1] or the quality of retinal images [2] . If the point spread function of the optical system is known, then deformable mirrors [3, 4] or inverse deblurring [5] techniques can be applied to correct the wavefront.
Shack-Hartmann wavefront sensors (SHWFSs) are a popular tool that can be used to derive the point spread function of an optical system [5, 6] , but the speed of a SHWFS is limited by both the noise in the system and the camera hardware [7] [8] [9] .
Sparse representation is a promising method [10, 11] for reconstructing undersampled signals by representing them as a linear combination of a small number of basis elements. Our target sparse representation algorithms draw upon the framework set by compressive sensing [12, 13] , but unlike compressive sensing [14] , the point-wise samples lack information about the complete image [15, 16] . Moreover, contrary to active learning [17] , the location of each point-wise sample is randomly selected and is independent of previous measurements. Previous research in compressed sampling has led to developments in imaging applications, such as holography [18, 19] and single pixel cameras [20, 21] . The wavefront sensing described in this letter is a sister-field of holographic imaging where the aberrometry measurements are of particular interest for ophthalmic [3, 22, 23] and atmospheric imaging [5, 24, 25] applications.
The marriage of sparse reconstruction algorithms with wavefront sensing has the capacity to improve the speed of SHWFSs by changing only the way that data is acquired and processed. The work of [26] first suggested the utilization of sparse representation for compressed wavefront measurement. However, all validations in [26] were based on pure simulation, which we show may have resulted in a suboptimal design as compared to our proposed method. Cross-derivative constrained [27] sparse representation (cdcSR) modifies Shack-Hartmann devices by reducing the number of lenslets required to construct an optical wavefront [26] . Using fewer lenslets decreases the complexity of the apparatus and allows for fewer pixels on the SHWFS camera to be read and recorded. Reading fewer pixels increases the frame rate [9] at which the sensor can operate without altering the physical hardware of current SHWFS devices.
In a traditional SHWFS system, an optical wavefront is measured and stored as two high lenslet density (HLD) phase slopes, fx and fy, which represent the partial derivatives in the x and y directions, respectively. These HLD slopes are used to reconstruct the phase map and the point spread function of the optical system. Our goal is to accurately reconstruct the phase map from a low density point-wise phase slopes measurement (bx and by).
In this work, we follow the cdcSR framework to obtain an HLD representation of the phase slopes from limited samples. But unlike [26] which utilizes a wavelet basis, we represent the phase slopes using the Zernike [28] orthonormal basis:
where Z is a matrix that transforms the phase slopes in the Zernike domain (cx and cy) into the HLD partial derivative space. The rationale behind our approach, which we name sparse Zernike representation (SPARZER), is that for many practical applications, including ophthalmic imaging, the majority of the Zernike coefficients of the target wavefront are near zero [29] . The SPARZER framework is formulated as
where ψ is a random sparse sampling operator, λ is a because Zernike space inherently imposes the condition that the phase map be continuously differentiable in the x and y directions. Thus, SPARZER does not require the additional cross-derivative term utilized in cdcSR [26] .
Following [26] , we solve the above minimization problem using the fast iterative shrinkage-thresholding algorithm [30] . Using this algorithm, most of our solutions converged in fewer than 30 iterations. Once cx and cy are obtained, we use (1) to reconstruct the HLD phase slopes.
The optical setup used to measure compressed wavefront slopes is depicted in Fig. 1 . A fiber-coupled 635 nm diode laser was collimated to a beam diameter of ~3 mm. The paraxial light was relayed through a polarizing beam splitter, 5x beam expander, and quarter-wave plate to the surface of a deformable mirror (Imagine Eyes, France). The deformable mirror both introduced aberrations and reflected the light back through the quarter-wave plate and 5x beam expander. The light then reflected from the polarizing beam splitter, rejecting spurious reflections from the optical elements. Finally, the light was relayed by a second telescope to the plane of a [32, 40] lenslet array of a SHWFS (Imagine Eyes, France). All wavefront data reconstructed by the various algorithms was measured by this setup.
The goal of our first experiment, which examined the effect of adding simulated noise to raw wavefront data, was to visually demonstrate the capability of our algorithm in recovering very sparsely sampled phase slopes. As depicted in Fig. 2 , a wavefront modeled after the high-order aberrations (HOAs) of the human eye [29] was generated by the deformable mirror. By definition, HOAs do not include the first four Zernike terms, piston, tip, tilt, and defocus. We created a denoised phase map by averaging the Zernike coefficients of ten independent SHWFS measurements (Fig. 2a) recorded from the optical setup of Fig. 1 . To simulate phase slopes acquired with different signal-to-noise ratios, we added white Gaussian noise with the variance ranging between 1-10% of the maximum slope value (Fig. 2b) . The noisy HLD images were then down sampled randomly by a given compression ratio, creating a sparsely sampled compressed wavefront slope (Fig. 2c) . For an [n, m] array of lenslets and a compression ratio of 0.05, n×m/20 total lenslet measurements were taken from the HLD data at random. Note that this definition of compression ratio differs from that of [26] , which only subsampled the rows. We then reconstructed the down sampled data back to full size [n, m] using linear interpolation (Fig. 2d) and SPARZER (Fig. 2e) . A quick consultation with Fig. 2 shows the qualitative accuracy of the SPARZER method.
For quantitative comparisons, the above process was repeated 1,000 times at different noise levels using a fixed compression ratio of 0.10. The reconstructed full-scale data subsequently was projected into the Zernike space and the errors compared to the denoised phase map over the first 37 Zernike terms were averaged. The median error among 1000 repetitions was used in order to mitigate the effects of major outliers from biasing the data set. For comparison, the down sampled data was also reconstructed using the wavelet-based algorithm of [26] (named cdcSR Wavelet) and spline interpolation (Fig. 3) .
In the next experiment (in which no simulated noise was added to the measured wavefronts), raw phase slopes modeled after ocular HOAs were acquired for a variety of compression ratios from the optical setup of Fig. 1 . At each compression ratio, 100 random sampling patterns were used to generate different subsampled realizations of the eye's HOAs. The average error in the first 37 Zernike coefficients for the data reconstructed by the various methods was compiled in Fig. 4 . Please note that only 10 realizations of the wavelet-based algorithm were performed due to its slower rate of convergence.
Our third experiment mimicked the previous experiment but used a wavefront primarily composed of defocus aberration, which tends to dominate HOAs in real eyes by an order of magnitude [29, 31] . Note that since the phase slopes of defocus aberration have linear profiles, this experiment can be considered as the worst-case scenario for the SPARZER performance as compared to linear interpolation. We sparsely sampled the unmodified wavefront data at various compression ratios for defocus powers ranging from 0.50 diopters to 5.00 diopters in 0.50 diopter increments. The mean Zernike term errors for the minimum (0.50 diopters) and maximum (5.00 diopters) defocus scenarios are plotted in Fig. 5 .
In the final experiment, we expanded the applicability of SPARZER beyond ophthalmic applications and assessed its merit towards the reconstruction of random HOAs. The coefficient values of the HOAs were determined by a random number generator and input into the deformable mirror. Due to the limitations of the mirror, Zernike terms above the first 20 could not be input explicitly. Five such realizations of random wavefronts were recorded and the average Zernike term error as a function of compression ratio was determined (Fig. 6) . Fig. 3 shows that SPARZER performed better than the other techniques at all tested noise levels. Fig. 4 shows how the HOA wavefront from a typical human eye could be accurately reconstructed by SPARZER at a variety of compression ratios. The wavefront in this experiment was defocus compensated, which is common in most adaptive optics and ophthalmic imaging systems.
Most practical ophthalmic imaging instruments include Fig. 3 Reconstruction accuracy of the sparsely sampled HOAs of a typical human eye for various amounts of simulated noise at a 0.10 compression ratio. Error bars correspond to the 1000 realizations of additive noise (10 for cdcSR Wavelet). Error in reconstructing randomly generated highorder wavefronts sparsely sampled with various compression ratios. Error bars correspond to the five random HOA patterns at each compression rate.
external defocus compensation, but for the sake of completeness, we considered optical systems that may be dominated by focus aberration in Fig. 5 . Defocus is a linear term in the x and y phase slopes, so we expect linear interpolation to do a good job reconstructing the wavefront. We can see in Fig. 5 that the SPARZER algorithm is able to rival linear interpolation for phase slopes composed of mainly linear Zernike terms at all compression ratios. Additionally, SPARZER excels throughout the defocus range tested in our experiments (additional defocus wavefronts not shown). We believe that SPARZER is able to outperform linear interpolation in this scenario because of its denoising capabilities. Fig. 6 measures SPARZER's strength when reconstructing wavefronts with the first 20 Zernike terms randomly generated by a deformable mirror. Because we cannot emulate all realistic optical wavefronts, we decided that a randomly generated wavefront was the fairest way to test the algorithm's ability to reconstruct wavefronts with minimal a priori knowledge. We tested five random wavefronts in order to insure that we did not select an outlying case which may be particularly well suited to our algorithm. The data presented in Fig. 6 is a compilation of the average errors from the five different random wavefronts. We see that even with very little prior knowledge about the wavefront, SPARZER is able to accurately reconstruct the high density phase slopes.
For the first time to our knowledge, we performed compressed wavefront sensing successfully in practice. A variety of wavefront curvatures common to ophthalmic applications were investigated (Figs. 2-5 ) as well as randomly generated HOA wavefronts (Fig. 6 ), which were studied in an attempt to broaden the scope of this work. For all of the different types of wavefronts examined, SPARZER outperformed the other methods by an increasing margin at the higher compression ratios. These results imply that SPARZER is the preferred reconstruction method, especially in the case where a minimum number of lenslets and a maximum increase in wavefront detection speed is desired. For a fair comparison, we did our best to optimize the parameters for the wavelet-based cdcSR method [26] . However, since the code for the cdcSR method is not publicly available, our implementation may differ in some details with what the authors had originally intended. To enable other researchers to utilize our method in their future research, we have made our code and dataset available online at http://people.duke.edu/~sf59/Polans_OL_2014.htm. We note that other sparsity-based techniques, such as those applying dictionary learning [32] , might improve the reconstruction accuracy but at the cost of computational complexity. The compressed wavefront sampling presented in this work provides a potential solution for applications where high-speed, cost-effective wavefront sensing is desirable.
