In this paper we propose a novel approach for identification of generic motifs in an integrated manner by introducing the notion of submotifs. We formulate the motif finding problem as a constrained submotif pattern mining and present an algorithm called SPACE for identifying motifs that may contain spacers. When spacers are present, we show that the algorithm can identify motifs where 1) the spacers may be of varying lengths, 2) the number of motif segments may be unknown, and 3) the lengths of motif segments may be unknown. We perform rigorous experiments with the Motif Assessment Benchmarks by Tompa et al., and observe that our algorithm overall is able to outperform all popular algorithms tested so far, with significant improvements on sensitivity and specificity.
Introduction
The availability of vast genomic sequences from several organisms provides us with a rich opportunity for advancing our knowledge about biological systems. However, regulatory networks in most of these sequenced genomes is largely unexplored. One of the major challenges facing biologists today is to understand the regulatory mechanism of genes. This challenge includes detection of transcription factor binding sites involved in regulation and discovery of regulatory networks.
The problem of de novo identification of transcription factor binding site motifs has been widely studied and a number of motif-finding algorithms have been proposed. Most of these algorithms can be classified as follows:
• profile-based methods that addresses motif finding by learning a matrix (profile) model that describes the binding sites, e.g. Gibbs sampler [13] , MotifSampler [20] , SeSiMCMC [6] , MEME [2] , NestedMICA [11] , Improbizer [1] .
• consensus-based methods that enumerate oligos of (or upto) a given length to find strings that appear in many sequences and use statistical measures to rank them, e.g. MULTIPROFILER [12] , Weeder [17] , MITRA [5] , TEREISIAS [18] , Gemoda [10] , CMF [24] .
• hybrid methods that use a combination of the above two methods e.g. [8] .
In spite of the availability of these methods, motif-finding (in general) continues to be a difficult problem because of challenges like complex motif structure, presence of weak signals and scalability to the whole genome. For example, recently Tompa [21] conducted an assessment of 13 popular motif discovery algorithms over 56 datasets drawn from H. Sapiens, M. Musculus, D. melanogaster, and S. cerevisiae genomes, and found that all the algorithms performed badly overall. In fact, barring yeast datasets, the performance on all organisms was significantly worse. This motivates developing more sophisticated motif-finding algorithms.
In the recent survey Eisen [4] brought up the issue that many of these contemporary methods does not incorporate the structural properties of the binding sites. In the real biological context, the regulatory motifs may be more intricate. For example, they may appear as motifs with spacers with sparse conservation in the binding sites. This characteristics is significant in the regulatory mechanism, because two or more sites are often recognized by the same protein (as is frequently the case, for instances, of RNA polymerase) [14] . Moreover the binding sites are often recognized by different macromolecular complexes that make contact with one another [16, 25] . Our focus in this paper is to find such spaced motifs.
Related Work
There have been some works on extraction of motifs with spacers. OligoDyad [22] finds spaced motifs by counting the number of occurrences of each defined spaced pair of trinucleotides, before finally assessing its statistical significance. MITRA [5] is another algorithm for finding dyads. SesiMCMC [6] first optimizes the weight matrix with Gibbs sampling for a given motif and spacer length, and finally looks for the best motif and spacers length based on the information content of motif and distributions of motif occurrence position. The methods reported in [3, 15] use suffix tree to store the regularly spaced motif before finally identifying the motif pairs. YMF [19] handles spacers by enumerating all the possible gap lengths between two composite motifs.
The approaches used by the existing methods can be characterized in three ways. The first, and most common, approach is to address the problem by assuming fixed length spacers. The second approach is to address the finding of spaced motifs as finding single motif. The main characteristic of this approach is the use of efficient data structures to traverse the space of IUPAC patterns. The third approach handles spacers by enumerating all the possible gap lengths between two composite motifs. Though this approach can find motifs with varying length spacers, it is computationally expensive and often limited to finding short motifs.
In this paper we propose a new approach for finding spaced motifs, and develop a novel motif-finding algorithm that offers flexibility in handling variations in spacer length, the number of motif parts (henceforth called motif segments) and their lengths.
Our Approach
Central to our approach is the notion called the submotifs. Submotif is defined as a conserved sub-region of a given motif (spaced or not). Our idea is to use a divide-and-conquer approach whereby we find the target motif by first finding its submotifs and then strategically compositing them to deduce the target motif. The number of submotifs is assumed to August 5, 2006 11:4 Proceedings Trim Size: 9.75in x 6.5in space˙recomb˙wkshp˙cam˙ready 3 be unknown and they may be possibly overlapping. This setting has the following advantages:
(1) The length of the target motif need not be known even if we pre-fix the length of the submotif. This follows because any l-mer can be represented as a union of its substrings (possibly overlapping) of length l s , l s < l. Thus this method can result in higher sensitivity. (2) The conservation of the instances formed by union of the submotif instances will be stronger in conservation than the instances obtained directly without submotifs. This can be seen by observing that the former instances will always be a subset of the latter. This implies that the method can yield higher specificity. (3) It provides a natural extension for finding motifs with spacers, in which neither the spacer length nor the segment length need to be known. This is because the method attempts to find the longest motif and the presence of spacers does not preclude submotif finding (provided the compositing of submotifs is done appropriately).
However, the challenge is that there could be potentially too many submotifs (many of them spurious) and how effectively the submotif-compositing can be done to return "good" motifs. To tackle this problem, we formulate this task as a constrained frequent itemset mining problem and propose a new algorithm for solving it. This algorithm can output spaced patterns optimized based on user considerations such as degree of conservation, range of spacer widths, etc. The algorithm and our overall method are described in the following sections.
The rest of the paper is organized as follows. Section 4 explains the definition of our novel motif model and terminologies. It is followed by section 5 where we describe our proposed method in detail. In section 6 we present our experimental results on benchmark dataset in comparison with existing tools and results on real biological data. Finally in section 7 we will conclude our paper by discussing the strengths and limitations of our approach and directions for our future research.
Problem Definition
Let S = {s 1 , s 2 , . . . s t } be a set of t sequences. Our aim is to identify the target motif(s) and its instances from this set of sequences. We view the target motif as a cascade of segments separated by spacers, where both the segments and spacers could be of varying lengths (that is unknown). Thus we define the motif finding problem as one of finding all segments and spacers of a motif. As stated in the previous section, our key concept is submotif which will be used to model the segments and in turn the motif.
Let hd(x, x ) denote the Hamming distance between strings x and x . A string x is called a (l s , d)-submotif of a set of strings X' = {x 1 A 
For illustration, in Figure 1 , M = m 1 ·g 1 ·m 2 ·g 2 ·m 3 is a (l s , d, q, e) − motif . Given a set of sequence S, our motif finding problem is to find (l s , d, q, e) − motif . In the next section, we describe our algorithm, called SPACE to solve this problem.
Algorithm SPACE
Algorithm SPACE consists of three major components namely, the generation of candidate patterns, constrained frequent pattern mining, and finally significance testing. Generation of candidate patterns is the step where we list the candidate motifs and their respective (l s , d)-segments and (l s , d)-submotifs. In the second step, we process every candidate motif and its segments and submotifs to mine frequent submotif patterns. Eventually, in the last part we score the motifs based on its input sequences and background model significance testing. Figure 3 depicts the overall strategy of our algorithm. 
Generation of Candidate Motifs
In this step, a set of motif candidates 
At the end of the candidate motif generation step, we will have a hash table B in which each entry is a motif candidate and its corresponding instances. Note that each instance in turn consists of submotif instances, some of which could be spurious. To minimize the spurious instances and hence maximize the chances of identifying the target motif, we employ a frequent motif pattern mining method.
Constrained Frequent Pattern Mining
We present a novel method that aims to identify genuine submotifs (and hence the segments) borrowing ideas from Association Rule Mining [9] . However, it should be noted that our intention is not to mine rules but rather submotif patterns that are more structured. The mined patterns are structured because 1) the order of the submotifs is important, 2) the spacings between them have to be uniform. These two conditions imply a constrained association mining algorithm, described below.
Before presenting the algorithm, we introduce a key concept called the generalized gap. This is used to denote the spacings between the submotifs which could overlap a .
GENERALIZED GAP
Gap between two strings is conventionally described as any maximal, consecutive run of spaces in a single string [7] . This description presupposes that they are non-overlapping. We hereby introduce a new notion of a generalized definition of gap that includes the overlapping situation.
Generalized gap 5.1.Let p be the position of x 1 and q be the position of x 2 in a string M . We say that (p, q, α) is a pair of a string
and p < q. The gap of pair x 1 and x 2 , denoted as g(x 1 , x 2 ) is the number of characters q − p − |α| between the two occurrences of the substring α. If the gap is non-negative then the pair is non-overlapping.
The following lemma describes the additive property of the generalized gap, which will be useful in our analysis later in this section.
Lemma 5.1. Given an ordered substrings set
For the illustration of generalized gap and proof of the lemma above please refer the full paper version.
MINING OF CONSTRAINED FREQUENT PATTERNS
Recalling from section 5.1, the generation of candidate motifs processes the input sequences to output a table B. Note that each entry of this table is a motif candidate and its instances, and each motif candidate instance in turn contains (l s , d)-submotif instances. The constrained frequent pattern mining step processes each entry of the table B and generates frequent motif patterns. We describe this process by considering a single entry of this table, i.e. a motif candidate M and its instances. This set of instances can be viewed as a transactional database, henceforth called D.
Let
Then, D can be thought of as a table with M i as its rows, as shown in Table 1 below.
We first map all the submotif instances X i in D to a distinct set of items, called I.
Then we cluster the elements of X if the pairwise Hamming distance between any two strings is less or equal to 2d. Elements of X that do not satisfy this criteria are assumed to form isolated clusters. Let there be k clusters formed using this procedure. We reduce each cluster to a string that is a consensus of the strings in the cluster.
Denoting the consensus by x i , we obtain the set I = {x 1 , x 2 , . . . , x k }. We will call this as the submotif set. Using the submotif set I, we will derive frequent submotif pattern(s) in D. We will deduce the motif(s) from these frequent pattern(s). We provide some definitions before describing our method.
is called a n-itemset pattern, where x i ∈ I and g i = g(x i , x i+1 ), is the generalized gap between x i and x i+1 as defined in Definition 1. For n = 1,
Unlike the definition of itemset in Association Rule mining, the itemset in our algorithm also includes the integer value of a gap.
Since x i is a substring of a motif candidate (which is of length l), observe that the biggest gap occurs when there are only two strings x 1 and x 2 and they are located at the two ends of the motif candidate. Then the gap between them is l − 2l s . We denote this maximum gap as g max . The smallest gap occurs when two adjacent substrings x i and x i+1 overlap such that the gap is −l s + 1. (Note that they cannot overlap entirely, because then x i and x i+1 will be interpreted as a single submotif instance. See step 8 in Algorithm 1.) We denote this minimum gap as g min . Definition 5.3. (Length of n-itemset pattern) Given a n-itemset pattern P n , the length of
We next describe a tree growing procedure that will be useful in the description of our algorithm.
Consider a tree T. We assume the tree has an empty root node at Level 0. We will grow the tree such that the nodes in the n-th level of the tree are n-itemset patterns, for n ≥ 1. Level 1 nodes also can be thought of as 1-itemset patterns one each for every x i . i.e. if the k-th node in Level 1 is denoted P
1 , g ∈ G, and x ∈ I}. It can be noted that each element of L k1 2 is actually a 2-itemset pattern denoted by P k1,k2 2 = (x k1 , g 1 , x k2 ), where g 1 ∈ G, x k1 ∈ I. Generalizing this process to the n-th level, we obtain:
Each element of L k 1 ,...,k n−1 n is a n-itemset pattern, given by P k1,...,kn n = (x k 1 , g 1 , . .., g n−1 , x k n ), x k i ∈ I and g i ∈ G. For convenience we denote P Given a n-itemset pattern
. . , g n−1 , x n }, where P n is a subset of SM i . We define X n = {x 1 , x 2 . . . , x n } and G n = {g 1 , g 2 , . . . , g n−1 } such that X n and G n is a subset of P n . And given a gap tolerance value e. We say that P n is the valid occurrence of P n if all the following conditions are satisfied:
Note that checking the valid occurrence of X n may require us to determine all possible gaps between any ordered combination of elements in SM i . We use Lemma 1 to expedite this step.
Definition 5.5. (Support)
The support of an n-itemset patterns, denoted as sup(P n ), is the number of times in which an n-itemset patterns satisfy Definition 9 in D. Definition 5.6. (Frequent Patterns) A n-itemset patterns P n is frequent if its support is more than or equal to some threshold minimum support (q).
Definition 5.7. (Closed Frequent Pattern) A n-itemset patterns P n is a closed frequent pattern if there exist no n-itemset pattern P n such that 1) P n ⊂ P n 2)for all transaction
We can use the naive tree growing procedure to propose a brute-force algorithm for mining frequent patterns. It is easy to see that the brute-force algorithm will return all closed frequent itemsets, as all valid frequent itemsets are enumerated. However it is too inefficient to be executed in practice. It runs in O(|I|l n ). Below we propose an efficient algorithm to solve this problem. The idea of the algorithm is to determine all the closed frequent pattern by merging nodes of the tree with all the valid nodes at second level of the tree.
The algorithm is presented in Algorithm 2. In step 1, we initialize the frequent pattern set. A submotif set is obtained in step 2. From this submotif set we initialize level 1 of the tree in step 3. The subsequent tree growing procedure is divided into two parts. First part generates level 2 as shown in step 7-24. We find gaps of all ordered pairs in D in step 9-13. Then we obtained all the nodes of level 2 in step 14. Frequent pattern at level 2 is verified in steps 17-24. We use closed frequent pattern at level 2 to generate nodes level 3 onwards as shown in step 26. And closed frequent pattern verification is done in step 29-33. 
Algorithm 1 Constrained Frequent Pattern Mining ConstrainedF P (D, gap threshold(e), q)
if (n = 2) then 8:
for all pairs (x ij , x ik ) where x ij , x ik ∈ X i do 10:
compute g(x ij , x ik ) using Lemma 1 11: 
where Proof for Lemma 5.2 and correctness analysis of Theorem 5.1 can be found in the full paper version.
Significance Testing and Scoring
Obtaining frequent motif patterns allows us to minimize spurious instances. But it does not say anything about its biological significance. Weeder [17] introduced an effective method to examine the biological significance by considering input sequences and a background model. This evaluation is tied up with the motif scoring mechanism. We adapt Weeder scoring mechanism and extend it to include motifs with spacers.
First of all, we have the table of expected frequency values ε(p) for oligonucleotides ranging from 6 to 8 bp. They are pre-computed from background sequences from RSAT database [23] . The formula used for computing this frequency is:
is the total number of times p was found in the background sequences, and T is the total number of length m oligos in the background sequences.
For motif longer than 8 bp, that comes with or without spacers the expected frequency is modelled using seventh order Markov chain. Let p = p 1 p 2 . . . p n be an n-mer with n greater than 8. It is computed as follows:
Let n be a spacer and n = {n i1 , . . . , n ij } be set of j number of spacers, at position i 1 , . . . , i j where j ≤ i. The conditional probability P (p i |p i−7 . . . p i−1 ) of having nucleotide p i preceded by nucleotides p i−7 . . . p i−1 , is computed by using the expected frequency of 8-mers:
Given the motif p by by allowing d substitution, with or without spacers, we use formula (2) to obtain motif score. It consists of sequence specific score -σ(p) and background score -β(p). The sequence specific, measures the quality of the motif with the regard to input data set. And background score measures the quality of the motif with regard to background model.
Let l 1 , . . . , l t be the length of input sequence in S. Let d i be the minimum number of mutations p appears in the i-th sequence. The sequence specific score is given by:
Furthermore, the background score is given by:
The final motif score is obtained by adding up the two values:
The overall algorithm SPACE can be seen in Algorithm 3. It follows the structure showed in Figure 3 . append ConstrainedFP(D, e, min sup) to FP ALL 6: end for 7: Initialize FP INST as set of instances of the given FP 8: for each F P ∈ FP ALL do 9: append F indInstances(F P ) to FP INST 10:
M ← F ind Consensus(FP INST)

11:
Score ← F inal Score(M ) 12: append to M,Score to SEL MOTIFS 13: end for 14: RETURN Ranked SEL MOTIFS
In the next section we will described the preliminary experimental result.
Experimental Results
We perform experiments of Algorithm SPACE on two classes of datasets and report our preliminary results. The first class comprises the 56 datasets that Tompa [21] used for the assessment of motif discovery algorithms. This provides a direct way for comparing the performance of our algorithm with 13 other well known algorithms. However, to further analyze its capabilities we consider 3 synthetic datasets and report performance results. For this case we compare our algorithm with Weeder which was the best performing algorithm on Tompa's assessment experiments.
For performance measurement, we use the same four measures proposed by Tompa [ 
21] namely, sensitivity (nSN), positive predictive value (nPPV), performance coefficient (nPC), and correlation coefficient (nCC).
Index n is used to denote that the assessment is done at the nucleotide level instead of site level.
Results on Tompa's Benchmark Data set
Tompa's benchmark dataset has been constructed based on real transcription factor binding sites drawn from four different organisms [21] . It consists of 56 datasets in total. The number of sequences ranges from 1-35 and the sequence lengths may be up to 3000 bp. The performance of Algorithm SPACE averaged over all datasets is shown in Figure  3 . For this run, we did not use any expert input or per dataset adjustment. It can be observed that our algorithm performs significantly better compared to all other algorithms over all four measures. Compared to the second-best algorithm Weeder, our algorithm achieved more than double sensitivity improvement. We believe this is due to the fact that Algorithm SPACE cannot constrained by the motif length and indeed can find longer motifs. The algorithm also achieved better positive predicted value. As noted in Section 3, this advantage results because of submotif modeling. To illustrate this further, we show the binding sites identified by our algorithm and Weeder on two specific datasets: hm22m and hm17g. Figure 4 shows the motifs output by SPACE and WEEDER on hm22m. It can be observed that SPACE found a 12 length motif and WEEDER only an 8 length motif. Figure 5 shows the actual binding sites identified by each algorithm (blue shows the correct binding site and green color shows the binding site found by the algorithm). It can be noted that SPACE does not identify any spurious binding sites.
We also analyze the performance of SPACE across the four organisms. Figure 6 shows the average scores of SPACE for each organism, compared with the best performing algorithm for the respective organism.
On yeast, Weeder is the algorithm that did exceptionally well. SPACE achieved only marginal improvements. Improbizer and YMF performed the best on mouse dataset. Though SPACE performed as good as the best in terms of sensitivity, it was significantly better on PPV score. On f ly datasets, SeSiMCMC did best in terms of both PPV and sensitivity. SPACE was significantly worse on sensitivity but did well on PPV. However, on human dataset where ANN-Spec was the best-performing algorithm, SPACE achieved significantly better on both sensitivity and PPV. The latter results show evidence that our algorithm can indeed find complex regulatory sites. 
Results on Synthetic Data set
To further analyze the capabilities of SPACE, we we conduct experiments on 3 synthetic datasets created by planting motifs (with and without spacers) on randomly generated sequences. All the 3 datasets contain 10 sequences with the length of each sequence fixed at 300 bp. The motifs implanted in the datasets as as follows : 1) We compare our algorithm with Weeder which is the best performing algorithm on Tompa's benchmark datasets. We run Weeder in the exhaustive mode (i.e. large mode). The performance results are shown in Figure 7 . The results show that SPACE can find spaced motifs with high sensitivity and PPV even when the binding sites contain varying length spacers.
Discussion and Conclusions
In this paper we have proposed a new approach for motif-finding through the notion called submotifs. We developed a novel motif-finding algorithm SPACE that offers flexibility in handling variations in spacer length, the number of motif segments and their lengths. SPACE uses a divide-and-conquer approach whereby the target motif is detected by first finding its submotifs and then strategically compositing them using a novel frequent pattern mining compositing them to deduce the target motif. We showed that the algorithm can find multiform TFBS containing spacers. The existing spaced motif methods generally make several assumptions on spacer length, motif length or number of segments. OligoDyad [22] finds spaced motifs by finding motif pairs with fixed length spacer. Suffix tree approach by Sagot [15] can find multisegment motifs but the spacer length is required to be fixed. YMF [19] is the algorithm that allows varying length of spacers. However, this is done by enumerating all the possible gap lengths which is computationally expensive and hence is usually limited to finding short motifs. In comparison, SPACE does not assume fixed length spacers and can find longer motifs. This is possible because of the novel constrained frequent pattern mining method employed by SPACE. This method enables structured submotif patterns can be mined from all the submotifs found, without strong assumptions on the spacer/motif length or the number of segments. The fact that the algorithm allows overlapping submotifs also enables the algorithm to find varying length motifs.
This paper reports only preliminary results of our ongoing work. Currently we are optimizing some key components of the algorithm for efficiency, and also testing it on more real biological datasets. 
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Figure 1: Four possibilities of arrangement between 3 strings: x 1 x 2 , and x 3 at any linear string. Example 1 shows that | BC| is a positive gap when x 1 and x 2 do not overlap. In example 2, | CB| is a negative gap, when x 1 and x 2 overlap. Same conception also hold for gap between x 2 and x 3 .
Appendix B Additive Property of Generalized Gap
The following proposition describes the additive property of the generalized gap. This is used throughout our Constrained Submotif Patterns Mining step. 
Proof: Firstly, we will give proof for K = 3. Given three consecutive strings
− − → CD, and x 3 = − − → EF (see Figure 1 above). Suppose we intend to find the gap between x 1 and x 3 , which is g(x 1 , x 3 ) = | − − → BE|. There are 4 different cases in which they can relate to one another. Case 1 is where all the strings do not overlap. Because the length of the string x 1 ,x 2 and x 3 are uniform (l s ), we can obtain that:
Case 2 is when x 1 overlaps with x 2 , but x 2 does not overlap with x 3 . The proof is as follows:
Case 3 is when x 1 does not overlap with x 2 , but x 2 overlap with x 3 . The proof is similar to Case 2.
Case 4, when all of the three strings overlap with each other. That is x 1 overlaps with x 2 and x 2 overlaps with x 3 . The proof is as follows:
These prove the lemma for K = 3. When K = 4, we have 4 strings: x 1 ,x 2 ,x 3 ,and x 4 . We can compute g(x 1 , x 4 ) by considering the 3 consecutive strings x 1 ,x 3 ,and x 4 . By the above proof we can derive:
Thus the lemma can be generalized for any K.
Appendix C Clustering Submotif Instances
Consider these submotif instances sets, with l s = 5 and d = 1:
Forming union of these sets will give us:
CT AGG, GGAT T, GCT GG, CT GGG, GGT GT, GCT AG, CT AGG, GGGGT }
Then we cluster the elements of X if the pairwise Hamming distance between any two strings is less or equal to 2d. Elements of X that do not satisfy this criteria are assumed to form isolated clusters. Initially we begin by taking the string CCTAG. The first cluster is formed with CCTAG and GCTGG as members. X is pruned as and when its members are assigned to a cluster. Using the same process, we obtain 3 clusters:
{CCT AG, GCT GG, GCT AG} {CT AGG, CT GGG, CT AGG}
{GGAT T, CT GGG, GGGGT }
We reduce each cluster to a string that is a consensus of the strings in the cluster. Hence, we derive the submotif set: I = {GCT AG, CT AGG, GGGGT } such that x k i ∈ I and g c n−1 ∈ G c x k n−1
. We know thatP k 2 2 = {x k n −1 , g c n−1 , xk n } is not frequent because by step 18 we can see that only pattern that contain gaps in G x k n−1 can satisfy the minimum support condition. Hence, as in Case 1, Lemma 1 implies thatP k n n not frequent.
Appendix F Post-processing
On performing the post-processing procedure, our contention is that real motif should have positive significance over background sequences and it should be overrepresented over different runs. Our application has the following parameterization mode: Table 1 : SPACE parameterization scheme (t = total number of input sequences). Every mode runs on combination of respective parameters. For example, "small" mode runs on 3 parameter sets.
We would then determine the final motifs with the following method. First we would determine the score of the motif, using the scoring method explained in Section 4. This score also represent the significance of the motif given the background model. Then overrepresentation of the motif is found by intersecting the high ranking motifs of all the parameter sets.
Two motifs are said to have a valid intersection if there is has at least 60% intersecting (common) nucleotides. We use the intersection count as the basis of finding the redundancy of a motif. A motif is called horizontally redundant if it occurs in more than one parameter sets. It is called vertical redundant motif if it occurs in more than once in a single parameter sets. Thus the total overrepresentation count of a motif is the combined count of horizontal and vertical redundancy. Only motifs that has horizontal redundancy greater than 1 and vertical redundancy lesser than 2 will be considered as potential motifs.
Appendix G Evaluation Measure
For performance measurement, we use the same four measures proposed in (Tompa et.al, 2005) . The following abbreviations are used to specify how the scores are calculated: T P (true positive) is the number of the overlapped nucleotides both in real and predicted sites, F P (false positives) the number of the overlapped nucleotides not in known sites but in predicted sites, T N (true negatives) the number of the overlapped nucleotides neither in known sites and in predicted sites, and F N (true negatives) the number of the overlapped nucleotides neither in known sites and but not in predicted sites.
The performance of the algorithm is measured according the following statistics: sensitivity, positivepredictivevalue(P P V ), specif icity, performance coefficient (nPC), average site performance (ASP) and correlation coefficient (CC). They are formulated as follows: Sensitivity = T P/(T P + F N ) (Recall)
P P V = T P/(T P + F P ) (P recision)
Specif icity = T N/(T N + F P ) P C = T P/(T P + F N + F P ) ASP = (SN + P P V )/2 CC = T P.T N − F N.F P (T P + F N )(T N + F P )(T P + F P )(T N + F N )
