While most existing loading algorithms for xDSL-DMT systems strive for the optimal energy distribution to maximize their rate, the amounts of bits loaded to subcarriers are constrained to be integers and the associated granularity losses can represent a significant percentage of the achievable data rate, especially in the presence of the peak-power constraint. To recover these losses, we propose a fine-granularity loading scheme using joint optimization of adaptive modulation and flexible coding parameters based on programmable Reed-Solomon (RS) codes and bit-error probability criterion. Illustrative examples of applications to VDSL-DMT systems indicate that the proposed scheme can offer a rate increase of about 20% in most cases as compared to various existing integer-bit-loading algorithms. This improvement is in good agreement with the theoretical estimates developed to quantify the granularity loss.
INTRODUCTION
Discrete multitone (DMT) modulation [1] has been widely used in xDSL applications such as asymmetric DSL (ADSL) [2] by the American National Standards Institute (ANSI) and the European Telecommunications Standard Institute (ETSI) and more recently for VDSL [3] by ANSI. Loading strategy is used for dynamic subcarrier rate and power allocation for given channel conditions, system constraints, and performance requirements.
For a multichannel total-power constrained problem, the optimal power distribution has long been known to be the "water-filling" distribution [4] . However the derivation tacitly assumes infinite granularity while most of the known modulation schemes support the integer number of bits per symbol. It was initially observed in [5, 6] that most of the granularity losses due to the integer number of bits per symbol could be recovered by rounding off rates to integers and scaling energies accordingly after starting with a water-filling [6] or flat on/off [5] energy distribution. However the freedom for such rescaling is considerably reduced in the presence of peak-power constraint.
Peak-power constraint [7, 8] arises from spectrum compatibility requirements to enable coexistence among multiple users and diverse services. When the peak-power constraint is far stricter than the total-power constraint, as is often the case in VDSL-DMT, there is hardly any room left for maneuverability (or rescaling) in the energy domain (to recover lapses in the bit-domain) and significant losses in achievable data rates of integer-bit algorithms are observed.
These losses accounting to be a significant percentage of the supported information rate compel us to tackle the integer-bit granularity problem through bit-error-rate-based joint optimization of adaptive modulation and flexible RS(n, k) coding on each subcarrier that can provide a wide range of fine choices in code rate and error-correction capability.
The remainder of the paper is organized as follows. Section 2 presents the overall optimization problem formulation and inferences from related literature about granularity. Section 3 develops a quantification of granularity loss based on relative strictness of peak-power and totalpower constraints. Section 4 describes the proposed adaptive Reed-Solomon-based fine-granularity loading (ARS-FGL) scheme. Section 5 presents the illustrative results for various VDSL-DMT scenarios and concluding remarks are made in Section 6.
POWER, INTEGER-BIT CONSTRAINTS, AND GRANULARITY LOSS
Consider a xDSL-DMT system with N subcarriers. Let ε j be the controllable transmitted power spectral density (PSD) and ρ j be the normalized channel signal-to-noise ratio when ε j = 1 over the jth subcarrier, that is, ρ j is the ratio of the squared channel transfer function to the noise PSD over the 2 EURASIP Journal on Applied Signal Processing jth subcarrier. The noise includes both crosstalk and thermal additive white Gaussian noise (AWGN). The intercarrier spacing Δ f is assumed to be small enough for all the aforementioned PSDs to be nearly flat over each subcarrier. The subcarrier rate function b(σ j ) is defined as the maximum information rate in bits per symbol that can be supported at the received SNR of σ j = ρ j ε j to maintain the conceded error probability not exceeding a specified target value. The object function of the overall rate maximization problem is the total supported rate:
The traditional total-power constraint for the nontrivial power distribution can be expressed as
In addition, many practical systems have limitation on the maximum transmit PSD. This implies the peak-power constraints:
where {ε
is specified by the admissible transmit PSD mask, for example, SMClass3 in [8] or M1FTTCab in [3] .
The subcarrier specific rate function can be expressed as
where r j is the coding rate and Γ j is the SNR gap determined by the performance of the modulation and coding schemes in use. The floor operation (i.e., x = m for the largest integer m ≤ x) arises from the integer-bit constraint, since we try to find the largest integer number of bits per symbol that would satisfy the error rate target at SNR of σ j . When the same FEC coding is applied for all subcarriers, that is, r j = r, this floor operation restricts the subcarrier rate to have steps of nr where n is integer (i.e., integer-bit constraint) and R = r N j=1 log 2 (1 + (σ j /Γ j )) . Loading algorithms with objective to maximize rate (1) are called rate-adaptive (RA) loading algorithms. The totalpower only (TPO) constrained problem specified by (1) and (2) leads to the classical water-filling solution. Most RA algorithms [5, 6, 9, 10] addressed the TPO problem with integer-bit constraint. The more practical total and peakpower (TPP) constrained problem, that is, (1), (2), and (3), with integer-bit constraint was considered in [5, 7, 11] .
Both the greedy method in [9] and the Lagrangean method in [10] lead to the optimal solution for the integerbit TPO problem, the latter being much more computationally effective than the former. In [5, 6] , a SNR-gap function- [1] based method is proposed, which, in the initial stage, gives a continuous bit distribution resulting from a flat on/off and water-filling energy distribution, respectively. The difference between the rates resulting from these two energy distributions was seen to be only 2%. To achieve negligible degradation due to the integer-bit constraint, both methods use bit-rounding and proper energy adjustment only for the TPO case.
In [5, Section 4.3.4] , an Ad hoc extension for the TPP problem is presented by capping the bit round-off and the final energy rescaling with a maximal bit distribution and the peak energy constraint, respectively. A more formal treatment of the problem is presented in [7] . At first, the problem is solved without the integer-bit constraint for the general case of a continuously differentiable, strictly increasing, and strictly concave rate function. This solution is reproduced below with minor notational changes for easy reference,
where b σ (σ) = ∂b(σ)/∂σ and b
When (5) is satisfied, the energy distribution is independent of the rate function. Consequently, the peak-power constraint completely dominates and total-power constraint is trivially satisfied. In the rest of this paper, we will refer to this case as the peak-power only (PPO) case and by TPP we will mean the case when the inequality in (6) is satisfied, that is, both total-power and peak-power constraints play a role. A suboptimal algorithm for the TPP case with integer-bit constraint is presented in [7, Table IV ]. The optimal algorithm (in terms of rate achieved) for the TPP case with integer-bit constraint is presented in [11] .
The granularity loss in [7] is reported to be between 6-12% of the rate conveyed for the ADSL-TPP case, which is significant as compared to the variation of only 0.2-4% in the achievable rates of most existing integer-bit algorithms for the TPO case [12, Figure 4 ]. It is also higher than what would be expected from the 0.2 dB margin difference due to granularity reported for the ADSL-TPO case in [5, 13] . This leads us to believe that granularity losses would grow with strictness in the peak-power constraint. Hence, we examine the case of VDSL-DMT for which the peak-power constraint is known to be particularly strict and also the number of subcarriers is large.
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QUANTIFICATION OF GRANULARITY LOSS
, and x represents the ceiling operation (i.e., x = n where n is the smallest integer such that x ≤ n). It follows that N Ω = N Ω1 + N Ω2 where N Ω , N Ω1 , and N Ω2 are the cardinality of the sets Ω, Ω 1 , and Ω 2 , respectively. Ω represents the set of nontrivially loaded subcarriers and Ω 1 is the set of subcarriers in which ceiling the noninteger-bit b(ρ j ε j ) would cause the corresponding energy allocation to violate the peak-power constraint, that is, ε j > ε max j . Thus the only possibility to satisfy both the integer-bit and peak-power constraints in such a scenario is using the floor operation b(σ j ) . Hence the granularity loss for the jth subcarrier is,
For subcarriers, where rounding is possible without violation of peak-power constraint:
In both cases ∂b G j can be treated as a quantization error with a quantization step of 1. Since the variable to be quantized, b(σ j ), has a much larger range (up to 15 bits/symbol) than the quantization step, the granularity loss ∂b G j can be considered as a uniformly distributed random variable (see [14, page 194 
The random variable representing the total granularity loss is ∂b G = i∈Ω ∂b G i with its average
where E(·) in (11) represents the stochastic expectation operator. The ratio η can be estimated as follows.
(i) TPO Case: In this case, by definition, there is no peakpower constraint or ε max j = ∞; for allj, that is, Ω 1 = ∅ and N Ω1 = 0, η = 0. Also, due to the denominator
Thus the average granularity loss is nearly zero, as observed in [5, 6, 13] .
(ii) PPO Case: In this case, ε j = ε max j ; for allj ∈ Ω, that is,
N Ω is fairly large in xDSL applications (e.g., more than 1000 in VDSL-DMT). Also from (5) ,
(iii) TPP Case: For the TPP case, the analysis of η is more involved and depends on the specific scenario. However, observing the values of η in TPO and PPO cases, which act as the boundaries of the TPP case and its monotonic nature, we can consider the following approximation:
η represents the relative strictness of the total-to-peak-power constraint and we can expect that as η increases due to stricter peak-power constraint, granularity losses will be higher. It is worthwhile to note that for a general TPP case, as channel conditions worsen, Ω shrinks, thereby reducing the denominator of η. Eventually η will increase to 1 and the TPP case will reduce to a PPO case and all previous inferences will apply. In VDSL-DMT application, η is seen too fairly close to 1 in most cases and N Ω is large, thus the granularity loss is expected to be a fairly significant percentage of the supported rate.
ADAPTIVE REED-SOLOMON-BASED FINE-GRANULARITY LOADING SCHEME
In the current VDSL 1 system [3] , as shown in Figure 1 , there is only one fixed-rate RS(n, k) encoder with n = 255 and k = 239 in the PMS-TC layer and the bit and energy allocation are carried out only in the PMD layer. The RS(255, 239) coding is applied to bits that can be transmitted in various subcarriers. The coding channel is assumed to be a binary symmetric channel (BSC) with the crossover bit-error probability, P e,ch and P e,ch represents the BER averaged over all N subcarrier DMT modems. The final system performance is represented by the post-decoding bit-error probability of the RS(n, k) code over GF(2 m ) [15, Equations 4.23, 4.24] :
where
The above upper bound is less than 0.1dB away from the exact BER [16] . For RS(255, 239) with m = 8, n = 255, k = 239, and t = 8, to achieve P e,dec ≤ 10 −7 , we need P e,ch < 10
to be precise). This is ensured indirectly and approximately using the SNR gap method. Since only M-QAM is used, the uncoded SNR gap for P e,dec ≤ 10 −7 is nearly 9.75 dB for a large range of M and also the RS(255, 239) code is assumed to provide a uniform coding gain γ c= 3.75 dB. Thus Γ j = Γ = 9.75 − γ c [17] and the code rate r j = r = 239/255 in (4). In the proposed adaptive RS-based fine-granularity loading (ARSFGL) scheme, instead of using a fixed-rate RS(n, k) code for all subcarriers, we assume a variable rate RS(n, k i ) code for each subcarrier #i. This can be implemented by replacing the fixed-rate RS codec in Figure 1 with a single programmable RS(255, k) codec [18, 19] , which operates on a per-subcarrier basis. Framing and buffering in MUX/DEMUX ( Figure 1 ) will be modified accordingly to support this per-subcarrier RS codec operation and interleaving may not be required since independence of error patterns is maintained before decoding unlike in [3] . The loading algorithm provides the allocated rates (i.e., k i , and the number of bits/symbol) and power as follows. output of the M-QAM modulator is scaled to an input PSD level of ε j to achieve the overall received SNR, σ j = ε j ρ j , corresponding to the M j -QAM demodulator and RS(n, k j ) decoder bit-error probabilities of P e,ch (M j , σ j ) and P e,dec [P e,ch (M j , σ j ), n, k j ], respectively. Our optimization problem is formulated as follows:
Rate allocation
constraints :
P e,dec [P e,ch (M j , σ j ), n, k j ] is obtained from (13) with k = k j and P e,ch = P e,ch (M j , σ j ).
P e,ch (M j , σ j ) is the BER of M j -QAM in AWGN channels, that is, for log 2 M j : odd with cross-QAM using impure Gray encoding [20] ,
where G p,M , N M , and C p,M , represent the Gray penalty, number of nearest neighbors and packing coefficients, respectively. For validation purposes, we simulated crossconstellations constructed from the above scheme and we observe that (16) gives an accurate estimate of BER for all cross-constellations from 2 5 , 2 7 , . . . , 2 15 for BERs below 0.07, For even log 2 M j with square-QAM using perfect Gray encoding [21] , for square-QAM [21] :
Note that b(σ j ) is a monotonously increasing with k j and M j , P e,ch (M j , σ j ) and P e,dec [P e,ch (M j , σ j ), n, k j ] are monotonously increasing with M j and k j , respectively. Thus we can search for M j and k j in a sequential manner. At first, M j is found to be within the limits specified by the uncoded case and the ideal Shannon limit, that is, log 2 (1 + σ j /Γ) ≤ log 2 M j ≤ log 2 (1 + σ j ) . We then search for k j in descending order, that is, from n to (n − 2), (
The optimum values for k j and M j for given σ j can also be precalculated and stored in a The optimized rate function (14) of the proposed AR-SFGL is plotted along with that of the integer-bit-loading for VDSL in Figure 3 . The finer granularity and inherent gains 2 in rate can be clearly seen. The gains stem from the fact that while k, and hence P e,ch , are fixed in the existing VDSL schemes, the proposed ARSFGL scheme varies P e,ch (M j , σ j ), jointly optimizing the adaptive coding and modulation schemes to achieve the maximum information rate. The gain in rate offered by the proposed ARSFGL is larger at higher SNR due to the fact that the proposed AR-SFGL uses the bit-error probability (BER) criterion while the existing VDSL loading scheme is based on symbol-error probability (SER) [1] . As SNR increases, higher M can be used and the difference between BER and SER becomes significant. Hence the BER-based ARSFGL is closer to the constraint P e,dec ≤ 10 −7 . Another reason for choosing the BERbased scheme is that for the choice of RS(255, k j ) on each subcarrier, the input BER P e,ch (M j , σ j ) is a more meaningful quantity than the M j -ary SER(see (13)).
Energy allocation
As can be seen from Figure 3 , the ARSFGL rate function is nondecreasing and can provide near-continuous rate adaptation. These conditions are sufficient for (5) to be satisfied 3 . Thus, for the PPO case, the optimal power allocation will be the PSD constraint. For the TPP case, however, the energy allocation depends on the rate function. Note that the solution for a continuously differentiable, strictly increasing, and strictly concave ratefunction is already available in (6) and (7) . Furthermore, the ARSFGL rate function is close to the above properties. Therefore, we consider the rate function 
The approximation 4 is achieved by curve-fitting and the values of α = 0.9597, β = 0.2736, and γ = 0.8232 yield a mean-squared error of less than 0.0076 bits.
From (6) and (7) with b e (σ) as the rate function, the final solution to the TPP energy allocation problem is
and B is the solution to
Here B relates to λ in (6) and (7) as B = α/λ ln 2. Thus the energy allocation problem reduces to the evaluation of B. This is done by using the low cost secant-based search method proposed in [7] with the following minor changes to suit our notation and special usage of (19) Table I ] can be directly used. It is worthwhile to note that by virtue of providing near-continuous rate adaptation, a secondary iterative procedure characteristic to integer-bit algorithms (e.g., bit-rounding and energyadjustment in [5, 6] or bisection search in [7] ) is not necessary. Thus the energy allocation for ARSFGL is simpler.
ILLUSTRATIVE EXAMPLES FOR APPLICATION TO VDSL-DMT SYSTEMS
We consider the 4 transmit PSDs specified for VDSL-DMT [3, Section 7.1.2] in both upstream (US) and downstream (DS) and total-power budget over the same band [3, Table  7 .1], to evaluate if the inequality in (5) holds and thereby classify the case as PPO or TPP. As shown in Table 2 , all 5 shaded sections (including all US cases and the M1 FTTCab DS case) are under PPO constraint and the remaining 3 cases under TPP constraint. The TPO case does not occur in practice because admissible spectral masks for virtually every application have been specified [3, 8] , but has been presented here for the sake of completeness.
Evaluation of PPO case
For PPO cases, (5) indicates that the energy allocation is independent of the rate allocation function. Thus all existing algorithms would result in the same solution because they strive for optimization in the energy domain and in this case the energy distribution is completely decided by the peakpower constraint. The received the SNR profile as a result of any loading algorithm would be σ j = ε max j ρ j . The general simulation parameters and those specific to the PPO case are presented in Table 3 . This configuration resembles Test case-1 in [22] except that we do not fix the data rate at 10 Mbps, and study its variation over a wide range of loop lengths. The received SNR profile {σ i } N i=1 and rate allocation over the subcarriers for this configuration at 2400 ft are presented in Figures 4(a) and 4(b) , respectively. The resulting data rates offered by the integer-bit-loading algorithm and proposed ARSFGL schemes are 10.94 Mbps and 13.41 Mbps 5 , respectively. In other words, the proposed ARSFGL scheme provides an increase in rate of 22.6% (= 13.41/10.94-1). The rate-reach curves for different schemes are presented in Figure 4 (c). Any integer-bit-loading algorithm would result in this same distribution as shown for the coded and uncoded cases. The proposed ARSFGL offers a much better reach-rate curve than the integer-bit-loading algorithm. The "theoretical expectation" curve is generated by adding ∂b G PPO , that is, (11) with η = 1, to the reachrate curve of the integer-bit-loading algorithm for the coded case at each reach value. The ARSFGL curve closely follows the "theoretical expectation" for distances longer than 1800 ft. However, for distances shorter than 1800 ft, it is noticeable that the ARSFGL curve is better due to the improvements arising from a BER-based loading. Shorter distances allow higher SNR and hence higher M j . Therefore, the BER-based improvement is more pronounced as previously discussed (Figure 3 ). The improvements offered by 5 It is worth noting that to achieve this increased rate with the integer-bitloading algorithm, a coding gain of 8.6 dB would be required, assuming 1 bit redundancy per-subcarrier characteristic of TTCM schemes [23] .
the proposed ARSFGL are 23.6%, 27.5%, and 70% at loop lengths of 2500 ft, 3600 ft and 4000 ft, respectively.
Evaluation of TPP cases
In TPP cases, the peak-power constraint is less stringent than the PPO case, and hence there is some room for maneuverability in the energy domain to recover some of the granularity losses. The simulation parameters specific to the TPP case are presented in Table 3 . This configuration resembles test case-25 in [22] except that we do not fix the data rate at 22 Mbps, and study its variation over a wide range of loop lengths. The channel SNR ρ j for the above configuration and a loop length of 2100 ft is shown in Figure 5 (a). In Figure 5(b) , the PSDconstraint in the form of M2FTTCab mask is presented along with the transmit PSD allocated by the ARSFGL scheme and integer-bit scheme by Baccarelli [7] . The integer-bit scheme leads to a sawtooth distribution, which deviates on both sides of the smooth distribution of the ARSFGL scheme. In Figure 5 (c), the resulting bit distributions are presented. Unlike in the PPO case (where Ω 2 = ∅), here we observe sets of subcarriers (belonging to Ω 2 ) where the integer-bit scheme is able to allocate more bits than the ARSFGL scheme due to the sawtooth nature of the energy distribution. This is what we have referred to as recovery of granularity loss through energy readjustment in earlier parts of the paper. It can be seen that, in the subcarrier 33-300 where the M2 mask is particularly stringent at −60 dBm/Hz, the ARSFGL scheme is always able to allocate more bits just like in PPO cases. These subcarriers form a part of set Ω 1 .
The rate-reach curves are presented in Figure 6 algorithm, and the matroid optimal integer-bit algorithm 6 [11] . For easier comparison of schemes, the percentage improvements over Chow's algorithm have been presented 6 In [11] , an optimal solution to the integer-bit TPP problem was proposed.
The optimality was proven using the matroid structure of the underlying combinatorial optimization problem. The optimality of the algorithm makes it valuable for benchmarking (in the context of our paper for the ARSFGL scheme), because this is the best any integer-bit scheme (simple or complicated) can do. However, we must also note that the rate achieved by the algorithm in [7] , though suboptimal is very close to the optimal rate achieved by [11] . This is observed in Figure 6 for VDSL cases and was also seen in [11, Table 4 ].
in Figure 6 (b). From Figure 6 (a), we can see that on average, the ARSFGL scheme provides about 2 Mbps improvement over the integer-bit schemes for loops shorter than 5500 ft. As expected from (12), for loops longer than 4700 ft, η becomes 1 and this case reduces to a PPO case as shown in Figure 6 (b), with all the 3 integer-bit schemes giving exactly the same performance. As reach increases, both granularity loss (that depends on N Ω ) and rate are reduced. However, the reduction in rate is much faster than that in N Ω (and hence granularity loss). Since the proposed ARSFGL draws most of its improvement from the granularity loss, its percentage of improvement increases with reach as shown in Figure 6 The theoretical curves are generated by adding ∂b G from (12) to the rate provided by the matroid optimal integer-bit algorithm at different reach values. It is observed that the ratereach curve of the ARSFGL closely follows the theoretical expectations and thereby the assumption on η in Section 3 is validated.
Evaluation of TPO case
Though the TPO case does not occur in practice, it has been presented here for the sake of completeness. The hypothetical TPO scenario is constructed by removing the PSD constraint from the TPP configuration shown in Table 3 .
The power and rate allocation results of the Leke's algorithm [6] and proposed ARSFGL scheme are shown in Figures 7(a) and 7(b) , respectively, for a 2400 ft loop. Figure 8 shows the percentage increase in rate as compared to Chow's algorithm [5] versus loop lengths offered by the Leke [6] , Baccarelli [7] , and the optimal (greedy) integerbit Hughes-Hartogs (HH) [9] algorithms and the proposed ARSFGL scheme. It indicates that the rate increase offered by the Leke, Baccarelli, and Hughes-Hartogs algorithms is less than 1% while the proposed ARSFGL scheme can provide 4-6% rate improvement for distances up to 7000 ft. This improvement is explained by the fact that though in Section 3, we have assumed bit-rounding to be an unbiased operation S. Panigrahi and T. Le-Ngoc for simplifying the analysis, rounding up a bit always costs more in terms of energy than rounding down for the same difference due to the logarithmic (concave) nature of the rate function. This bias leads to the granularity loss being positive even for the TPO case due to Ω 2 set of subcarriers. However in PPO and TPP case, as we observed, this effect is strongly dominated by loss due to Ω 1 .
Applicability to dynamic spectrum management
The above results and analysis have been presented for the case when spectrum management is performed through specification of spectral masks for all users, which is the currently standardized form of spectrum management in ADSL [2, 8] and VDSL [3] , known as static spectrum management.
Dynamic spectrum management (DSM) techniques have been recently introduced to improve the reach-rate performance of xDSL, for example, [24, 25] . In a DSM case, peakpower constraint still occurs although it is more implicit, and granularity loss still exists. For example, in [26] , it was observed that, for a 24-AWG scenario consisting of 4 loops of 600 m and 4 loops of 1200 m, when the 1200 m loops are constrained to achieve a minimum of 5 Mbps, the 600 m loops using iterated water-filling (IWF) [27] can achieve 3.4 Mbps and 7.7 Mbps with integer-bit-loading and ideal continuous bit-loading, respectively. When optimum spectrum management (OSM) is used in the same scenario, the 600 m loops achieve 13 Mbps and 15 Mbps with integer-bitloading and ideal continuous bit-loading, respectively. With its near-continuous bit-loading nature, the proposed ARS-FGL scheme could be used to recover most of such large granularity losses, that is, to approach the rates offered by ideal continuous bit-loading. Furthermore, given the sawtooth and discrete nature of integer-bit distribution, multiple Nash equilibriums might exist and oscillations around these also seem likely when IWF is used with integer-bit-loading algorithm. This problem could be also mitigated to a large extent by using the ARSFGL scheme.
CONCLUSIONS
We examined the granularity loss due to the integer-bit restriction that can contribute in a significant percentage in reducing the achievable data rates, especially in peak-power constrained cases, and developed a fine-granularity BERbased loading scheme to recover these losses. This is done by jointly optimizing the coding rate of a programmable RS(n, k) code and the bit and energy allocation on each subcarrier. Illustrative examples of applications to VDSL-DMT systems indicate that the proposed scheme outperforms various existing integer-bit-loading algorithms with an increase in rate of about 20% in most cases. This is a large rate increase as compared to the variation in achievable rates of less than 4% between various existing integer-bit-loading algorithms. This improvement is in good agreement with the theoretical estimates developed to quantify the granularity loss. The theoretical estimates also present an insight into how the granularity losses increase with rising strictness in the peak-power constraint, in comparison to the total-power constraint and with the number of subcarriers in use. Although the illustrative results are for the currently standardized static spectrum management, it is expected that, with its near-continuous bit-loading nature, the proposed scheme can also be used to recover potential granularity losses that exist in dynamic spectrum management (DSM) cases.
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Special Issue on Transforming Signal Processing Applications into Parallel Implementations Call for Papers
There is an increasing need to develop efficient "systemlevel" models, methods, and tools to support designers to quickly transform signal processing application specification to heterogeneous hardware and software architectures such as arrays of DSPs, heterogeneous platforms involving microprocessors, DSPs and FPGAs, and other evolving multiprocessor SoC architectures. Typically, the design process involves aspects of application and architecture modeling as well as transformations to translate the application models to architecture models for subsequent performance analysis and design space exploration. Accurate predictions are indispensable because next generation signal processing applications, for example, audio, video, and array signal processing impose high throughput, real-time and energy constraints that can no longer be served by a single DSP.
There are a number of key issues in transforming application models into parallel implementations that are not addressed in current approaches. These are engineering the application specification, transforming application specification, or representation of the architecture specification as well as communication models such as data transfer and synchronization primitives in both models.
The purpose of this call for papers is to address approaches that include application transformations in the performance, analysis, and design space exploration efforts when taking signal processing applications to concurrent and parallel implementations. The Guest Editors are soliciting contributions in joint application and architecture space exploration that outperform the current architecture-only design space exploration methods and tools.
Topics of interest for this special issue include but are not limited to:
• modeling applications in terms of (abstract) control-dataflow graph, dataflow graph, and process network models of computation (MoC) • transforming application models or algorithmic engineering • transforming application MoCs to architecture MoCs • joint application and architecture space exploration 
Call for Papers
It is broadly acknowledged that the development of enabling technologies for new forms of interactive multimedia services requires a targeted confluence of knowledge, semantics, and low-level media processing. The convergence of these areas is key to many applications including interactive TV, networked medical imaging, vision-based surveillance and multimedia visualization, navigation, search, and retrieval. The latter is a crucial application since the exponential growth of audiovisual data, along with the critical lack of tools to record the data in a well-structured form, is rendering useless vast portions of available content. To overcome this problem, there is need for technology that is able to produce accurate levels of abstraction in order to annotate and retrieve content using queries that are natural to humans. Such technology will help narrow the gap between low-level features or content descriptors that can be computed automatically, and the richness and subjectivity of semantics in user queries and high-level human interpretations of audiovisual media.
This special issue focuses on truly integrative research targeting of what can be disparate disciplines including image processing, knowledge engineering, information retrieval, semantic, analysis, and artificial intelligence. High-quality and novel contributions addressing theoretical and practical aspects are solicited. Specifically, the following topics are of interest:
• Semantics-based multimedia analysis 
When designing a system for image acquisition, there is generally a desire for high spatial resolution and a wide fieldof-view. To achieve this, a camera system must typically employ small f-number optics. This produces an image with very high spatial-frequency bandwidth at the focal plane. To avoid aliasing caused by undersampling, the corresponding focal plane array (FPA) must be sufficiently dense. However, cost and fabrication complexities may make this impractical. More fundamentally, smaller detectors capture fewer photons, which can lead to potentially severe noise levels in the acquired imagery. Considering these factors, one may choose to accept a certain level of undersampling or to sacrifice some optical resolution and/or field-of-view. In image super-resolution (SR), postprocessing is used to obtain images with resolutions that go beyond the conventional limits of the uncompensated imaging system. In some systems, the primary limiting factor is the optical resolution of the image in the focal plane as defined by the cut-off frequency of the optics. We use the term "optical SR" to refer to SR methods that aim to create an image with valid spatial-frequency content that goes beyond the cut-off frequency of the optics. Such techniques typically must rely on extensive a priori information. In other image acquisition systems, the limiting factor may be the density of the FPA, subsequent postprocessing requirements, or transmission bitrate constraints that require data compression. We refer to the process of overcoming the limitations of the FPA in order to obtain the full resolution afforded by the selected optics as "detector SR." Note that some methods may seek to perform both optical and detector SR.
Detector SR algorithms generally process a set of lowresolution aliased frames from a video sequence to produce a high-resolution frame. When subpixel relative motion is present between the objects in the scene and the detector array, a unique set of scene samples are acquired for each frame. This provides the mechanism for effectively increasing the spatial sampling rate of the imaging system without reducing the physical size of the detectors.
With increasing interest in surveillance and the proliferation of digital imaging and video, SR has become a rapidly growing field. Recent advances in SR include innovative algorithms, generalized methods, real-time implementations, and novel applications. The purpose of this special issue is to present leading research and development in the area of super-resolution for digital video. Topics of interest for this special issue include but are not limited to:
• Detector and optical SR algorithms for video 
In recent years, increased demand for fast Internet access and new multimedia services, the development of new and feasible signal processing techniques associated with faster and low-cost digital signal processors, as well as the deregulation of the telecommunications market have placed major emphasis on the value of investigating hostile media, such as powerline (PL) channels for high-rate data transmissions.
Nowadays, some companies are offering powerline communications (PLC) modems with mean and peak bit-rates around 100 Mbps and 200 Mbps, respectively. However, advanced broadband powerline communications (BPLC) modems will surpass this performance. For accomplishing it, some special schemes or solutions for coping with the following issues should be addressed: (i) considerable differences between powerline network topologies; (ii) hostile properties of PL channels, such as attenuation proportional to high frequencies and long distances, high-power impulse noise occurrences, time-varying behavior, and strong inter-symbol interference (ISI) effects; (iv) electromagnetic compatibility with other well-established communication systems working in the same spectrum, (v) climatic conditions in different parts of the world; (vii) reliability and QoS guarantee for video and voice transmissions; and (vi) different demands and needs from developed, developing, and poor countries.
These issues can lead to exciting research frontiers with very promising results if signal processing, digital communication, and computational intelligence techniques are effectively and efficiently combined.
The goal of this special issue is to introduce signal processing, digital communication, and computational intelligence tools either individually or in combined form for advancing reliable and powerful future generations of powerline communication solutions that can be suited with for applications in developed, developing, and poor countries.
Topics of interest include (but are not limited to)
• Multicarrier, spread spectrum, and single carrier techniques • Channel modeling 
