E¯cient approximations are constructed for the eigenfunctions of non-self-adjoint Schr odinger operators in one dimension. The same ideas also apply to the study of resonances of self-adjoint Schr odinger operators which have dilation analytic potentials. In spite of the fact that such eigenfunctions can have surprisingly complicated structures with multiple local maxima, we show that a suitable adaptation of the JWKB method is able to provide accurate global approximations to them.
Introduction
The origin of this study was our recent paper (Aslanyan & Davies 2000) , where we discovered that extreme spectral instability was typical for many non-self-adjoint Schr odinger operators, and also for complex resonances of self-adjoint Schr odinger operators with dilation analytic potentials. The full analysis of such operators involves the determination not only of their spectra, but also of their eigenfunctions, which may be highly non-orthogonal. It is especially important to have a powerful tool for approximating eigenfunctions in intrinsically unstable situations when standard routines are insu¯ciently reliable. We consider a typical Schr odinger operator whose spectrum has been studied in Aslanyan & Davies (2000) and also another operator with a dilation analytic potential. Although the two operators have different potentials, they exhibit surprisingly similar spectral properties. However, we are primarily interested in examining their eigenfunctions rather than comparing the corresponding eigenvalues. In x 3 we bring together the results of computations and report the conclusions drawn from their comparative analysis.
We computed the eigenfunctions by a method which is known to be reliable even in the presence of rapid oscillations (several examples are shown in gure 3). Namely we use the fact that for very unstable problems, the eigenfunctions related to large eigenvalues are highly oscillatory, whereas their logarithmic derivatives are slowly changing functions. In order to compute an eigenfunction f directly, we apply the transfer method allowing us to nd f 0 =f from the Riccati equation as in Aslanyan & Davies (2000) (see also references therein for the survey of transfer methods). Storing the data at a su¯ciently large number of points, we then restore the values of f (x). The eigenfunctions that we found were quite unexpected: some of them look like linear combinations of several complex Gaussian functions whose centres are quite distinct ( gure 3). It is this circumstance that prompted our decision to try to approximate the eigenfunctions globally by linear combinations of several JWKB modes. JWKB analysis is known to be an extremely useful technique when applied to a range of spectral problems. To be more precise, this notion includes a vast variety of methods, each associated with certain asymptotic formulae. The general asymptotic theory has been developed in a number of books (among which monographs Fedoryuk (1993) , Heading (1962) , Olver (1997) and Wasow (1965) can be mentioned). There exists an extensive literature on numerical analysis of ODEs where purely numerical procedures are combined with and strengthened by proper JWKB methods. Examples of di¬erent asymptotic formulae can, for instance, be found in Konyukhova & Fot (1995) , Konyukhova et al . (1999) and Macfarlane (1999) . Apart from this, one can take advantage of similar techniques for strictly analytical purposes, including spectral analysis of Schr odinger operators. Recent papers on the subject include Davies (1999a; , Fedotov & Klopp (1999) and Lahnar-Benbernou & Martinez (1998) . In Davies (1999a; , relevant JWKB-type formulae have been used to construct the semiclassical modes for non-self-adjoint Schr odinger operators in order to study their spectral properties. A major aspect of Davies (1999a; is that the JWKB functions are de ned globally, not just asymptotically at in nity, and do not involve analytic continuation to complex phase space. We develop the basic approach of Davies (1999b) in the next section, working out e¯cient eigenfunction approximations.
We do not expect the e¯ciency of the JWKB methods to be comparable with that of numerical analysis, if only because the JWKB method yields asymptotic rather than convergent expansions. Nevertheless, the JWKB method provides qualitative and quantitative insights, once one has taken account of the fact that the operators considered are not self-adjoint. Another problem for both methods is the high instability of many of the eigenvalues or resonances: no method can yield accurate values for quantities that are themselves highly unstable under small perturbations.
We have veri ed that by using linear combinations of several JWKB modes it is possible to approximate rather accurately all the eigenfunctions except those associated with eigenvalues which are close to the origin, whereas using just one JWKB function usually only works for substantially larger eigenvalues. The results of x 3 show that in our examples each eigenvalue (starting from a certain number) is associated with two JWKB functions, one of them playing the leading role for lower and the other for higher eigenvalues. Linear combinations of these functions are proved to provide fairly good approximations for the eigenfunctions involved in our examples, even if we retain only the lowest order terms in the JWKB expansion. It is intriguing that the situation in which both JWBK components are essential in order to approximate the eigenfunction well are precisely those in which the eigenvalue is most unstable (i.e. its condition number is largest). Having observed this phenomenon numerically for di¬erent examples, we propose a method suitable for approximating eigenfunctions by several easily obtained JWKB modes. Their number can be arbitrary and depends on the potential of the operator under consideration.
JWKB formulae
We are interested in computing the eigenvalues and eigenfunctions of the Schr odinger operator
where V (x) is a complex-valued continuous potential. Since we will adapt the JWKB method we study instead the Schr odinger operator acting in L 2 (R) given by
; where h > 0: Throughout the paper the potential is taken to be even; this simpli cation is not necessary, but enables us to restrict our computations to the half-line R + instead of R.
Given an eigenvalue ¶ of H h , let us solve the equation
We impose one of the conditions f (0) = 0 or f 0 (0) = 0;
bearing in mind that the eigenfunctions of H h are either even or odd. Our aim is to approximate the true eigenfunctions f (x) by means of relevant JWKB asymptotic formulae. We shall reserve the notation f for actual eigenfunctions, y for their JWKB approximations. Following Davies (1999b) , we assume for now that h is su¯ciently small and represent the approximate solution y(x) of (2.2) as
about some a > 0 to be determined. The function ª (s; h) is asymptotically expanded in powers of h:
The leading term of this expansion is taken to be the solution of the eikonal equation:
where real ² and a satisfy ¶ = ² 2 + V (a):
(2.5)
In other words, Á ¡1 (s) is given by the phase integral
Here, the branch of the square root in the integrand is chosen so that Re Á ¡1 (s) > 0 for small s > 0. An important consequence of the fact that V is complex-valued is that, generically, the integrand never vanishes, and, thus, a unique continuous branch of the square root is de ned globally on the real line by the above formula.
Although the above analysis is only justi ed asymptotically as h ! +0, we apply the formulae obtained to the case h = 1, that is to the operator de ned by (2.1). We refer to Davies (1999b) for a justi cation of this for large eigenvalues and for a wide class of smooth potentials. Thus we actually consider the eigenvalue problem
in the rest of the paper. According to the results of Davies (1999a; the relevant JWKB modes are expected to provide global approximations for the eigenfunctions related to the eigenvalues of H as j ¶ j ! 1.
To nd the higher order terms of (2.4), denote
Then
Substituting (2.3), (2.4) into (2.2) and equating the coe¯cients by equal powers of h, we get a series of equations for Á k as in Davies (1999) :
; : : : : The functions Á k (s) are globally well de ned and continuous.
In practice, we take a nite number of terms N in (2.4) and use the approximation
For instance, putting N = 0, we obtain the Liouville{Green approximation (cf. Olver 1997):
In what follows we shall use the key formulae (2.9) systematically for a range of N . The actual e¯ciency of these formulae can be judged by the numerical results discussed in the next section. Several nal remarks are in order. The functions de ned by (2.9) do not generally lie in L 2 (R), even when they are good approximations to the eigenfunctions in some interval. In x 3 b we discuss a further procedure needed to obtain L 2 (R) functions without sacri cing the fact that they satisfy the eigenvalue equation approximately. Secondly the number of solutions of (2.5) for a given eigenvalue ¶ depends on the potential V , and each of the corresponding JWKB functions may make a contribution to the eigenfunction, as we show in x 3 (see also Olver (1997) in this regard). In our examples the number of solutions is equal to 1 or 2. Finally, we raise the issue of turning points, de ned as solutions x of V (x) = ¶ . For real potentials and eigenvalues ¶ , one expects there to be several real turning points and to have to use a special procedure involving Airy or other special functions to approximate the eigenfunctions near them. For complex potentials, eigenvalues or resonances, there are typically no real turning points, and this allows us to de ne the functions Á k globally on R without applying any complex analysis techniques. Nevertheless, there may be complex turning points near to the real axis, and we discuss the consequences of this below. This re®ects the di¬erence between the standard JWKB analysis for self-adjoint operators, and that needed in our non-self-adjoint context.
Numerical experiments (a) JWKB parameters
To nd the approximate eigenfunction y(x) we have to solve equation (2.5) rst. In this section we consider several operators of type (2.1).
An interesting example where we apply the JWKB method is an operator with a dilation analytic potential studied in Aslanyan & Davies (2000) . This operator is given by
where ¶ m denotes the mth eigenvalue. Another typical quantum mechanical operator H c to be considered here has a similar form to H c with V (x) replaced bỹ
Both H c andH c are the operator families parametrized by a complex c. Their eigenvalues are known to be independent of c in a sense explained in Aslanyan & Davies (2000) , where the numerical data for a range of b can also be found (see tables 6{8, 10). If one puts c = 1, then the corresponding operators H 1 andH 1 are self-adjoint and known to have complex resonances which are the eigenvalues of the original non-self-adjoint operators (see, for example, Cycon et al . (1987) , where the theory of dilation analytic resonances is exposed). As Arg c increases, the eigenvalues of the two operators become more unstable and the related eigenfunctions oscillate more rapidly. In our numerical examples we put c = e iº =8 throughout the paper. The eigenvalues of these and similar operators are known to be extremely unstable under small perturbations, which makes numerical analysis quite di¯cult. We refer the reader to Aslanyan & Davies (2000) and Rittby et al. (1982) , where some numerical aspects are discussed. To be able to compute higher eigenvalues and relevant eigenfunctions numerically, one would prefer to have some additional information. For instance, when solving eigenvalue problem (2.7) by the transfer method, it is helpful to have at least rough estimates for the location of arg max jf (x)j. Throughout the paper we understand by arg max p(x) a point where the function p(x) attains a local maximum. Here, we take advantage of the JWKB analysis to nd the centres of the eigenfunctions. They are easily computed to facilitate purely numerical methods based on transfer of boundary conditions. For b = 100 let us tabulate the JWKB centres a 00 found from (2.5) (where obvious changes are made to suit H c ) to make sure they approximate the actual values of arg max jf m (x)j. In table 1, we also quote the eigenvalues of H c (see table 7 of Aslanyan & Davies (2000) ).
From now on we shall concentrate on the two operators H c at b = 10 andH c , where ® = 0:03, ¬ = 100=e, = 10. The choice of the parameters ¬ ; ; ® involved intoH c is systematic rather than random. Our idea is to take two close self-adjoint operators H 1 andH 1 and transform them into non-self-adjoint operators by the dilation analyticity technique (as has been done for H 1 in Aslanyan & Davies (2000) ). In fact, the potentials V (x) andṼ (x) at the chosen values of b and ¬ ; ; ® are relatively close to one another: kV (x) ¡Ṽ (x)k=kV (x)k º 0:18; see also gure 1 where V ,Ṽ and V ¡Ṽ are plotted. (Here and below by k k we understand the L 2 -norm.) Of course, the complex potentials V ( p cx) andṼ ( p cx) thus obtained are no longer similar to each other. Remarkably, the operators H c andH c , although di¬erent, prove to have similar spectral properties. Namely, their lower eigenvalues have extremely small imaginary parts; starting from a certain number they turn sharply into the lower half-plane. This behaviour of the complex resonances observed in Aslanyan & Davies (2000) and Rittby et al . (1982) seems to be typical for a range of operators, and the results quoted here provide yet more numerical evidence of the fact.
Below in table 2 we quote the even eigenvalues ofH c calculated by means of the same procedure as proposed and implemented in our earlier paper. The eigenvalues of H c are tabulated in Aslanyan & Davies (2000) (see table 10 there and also gure 2 below for comparisons).
Given the eigenvalues, we nd the values of a and ² from (3.1). In a generic situation this equation may have several real solutions (a k ; ² k ) such that a k > 0. This is the case for both of the operators H c andH c . Namely, for higher eigenvalues there exist two solutions providing jy(a k + s)j < jy(a k )j for su¯ciently small s. The values of a k , ² k , k = 1; 2, a 2 > a 1 , are tabulated below (see table 3 ). The results for H c andH c are qualitatively similar; the second solution of (3.1) appears for the 28th and 30th eigenvalue, respectively. Figure 2 explains why the second solution (a; ² ) appears. Here the complex potentials cV ( p cx) and cṼ ( p cx) are plotted for 0 x X, X being su¯ciently large. We treat x as a parameter and represent the data in the form (Re(cV ); Im(cV )) for each x. The dots in the gure denote the values of ¶ m c, i.e. the eigenvalues of the operators H c andH c multiplied by c (only even eigenvalues are pictured for both operators). These pictures refer to equation (3.1) and show how it is solved graphically. Clearly, if a dot ¶ m c is`inside' the graph then the two possible values of ² 2 = Re( ¶ m c) ¡ Re(cV ) have opposite signs, while dots lying`outside' determine two positive values of ² 2 . Hence in the former case there is only one real pair (a; ² ) solving (3.1) (provided the proper sign of ² is chosen), whereas in the latter (3.1) has two solutions of this kind. As is seen, the critical points are m = 28 for the rst operator and m = 30 for the second. It is from these numbers onwards that the behaviour of eigenfunctions changes (see gure 3, where eigenfunctions of H c are plotted).
The graphs of the true eigenfunctions also suggest that for a certain range of m (28 m 40 and 30 m 44 for H c andH c , respectively) the solution of (2.7) has to be approximated by a linear combination of two JWKB modes rather than a single function of type (2.9). These modes are determined by the corresponding values of (a; ² ). Of course the problem (2.7) itself can have only one L 2 eigenfunction for each eigenvalue, but the peculiarities of the solutions indicate that the existence of more than one JWKB approximation has great signi cance for our problem.
(b) Eigenfunction approximation technique
For each JWKB mode (2.9) the real part of the phase integral (2.6) changes its sign at several points, which means that we cannot use the formula (2.9) to approximate L -functions f on the whole R + . Consider the case when we have two modes y k , k = 1; 2, as in the above examples. Theorem 11.1 of Olver (1997, ch. 6, x 12) provides error bounds and the regions of their validity for the two solutions involved within certain speci ed intervals. Conditions (i) and (ii) (Olver 1997, p. 222) indicate that one has to consider the three intervals I 1 = [0; a 1 ], I 2 = [a 1 ; a 2 ], I 3 = [a 2 ; 1) separately.
To deal with the problem we seek an approximation to an eigenfunction f in the form y(x) = 2 X k= 1 ¬ jk y k (x); x 2 I j ;
(3.2) 28; 30; 32; 34; 36; 38, respectively. where the set of six coe¯cients ¬ jk is to be found. We put ¬ 31 = 0, since y 1 does not decay at in nity. The continuity conditions at x = a 1 ; a 2 provide two constraints on the coe¯cients, any two of which are excluded, leaving us with three parameters. We thus arrive at a linear combination
where n = 3, c k and e k are expressed in terms of ¬ jk and y k , respectively. The subject of the remaining subsections is to compute the optimal coe¯cients of this combination.
(c) Finding optimal approximations
In a generic situation equation (2.5) has several real roots, that is, the number n of modes entering (3.3) is arbitrary. The coe¯cients c k are to be determined.
A way to compute these constants is as follows. Let c k minimize the value of
; a direct calculation gives us
Di¬erentiating (3.5) with respect to c k and putting the variation equal to zero, we obtain the desired constants: C = A ¡1 U; C = (c 1 ; : : : ; c n ) T ; U = (u 1 ; : : : ; u n ) T ; A = (a jk ); j; k = 1; : : : ; n:
(3.6)
The integrals involved into (3.6) are easily computed by means of the routine described in Aslanyan & Davies (2000) in terms of f 0 =f , e 0 k =e k . This procedure does not require computing the eigenfunctions themselves: it is only the values of u k , a jk , j; k = 1; : : : ; n, that we have to calculate. Then the constants c k , k = 1; : : : ; n, are found from (3.6). Obviously, for a given eigenfunction the values of c k depend on the normalization of the functions f and e k while that of ¢ must not. We take kf k = ke 1 k = ke 2 k = 1 to make the matrix A well conditioned and then repeat computations for several di¬erent values of ke k k to double check our results (we leave kf k = 1 throughout the paper). The procedure developed in Aslanyan & Davies (2000) turns out to be suitable for our purposes and provides reliable answers.
The coe¯cients ¬ jk of (3.2) are recovered from c k . Their absolute values are tabulated below for several eigenvalues of the operator H c (as above, m denotes the number of an eigenvalue).
The contents of table 4 are illustrated qualitatively by the plots of the eigenfunctions (see gure 3). Indeed, for a certain range of eigenvalues the relevant eigenfunctions have two distinct components clearly seen in the plots. For lower eigenvalues the rst mode y 1 is dominating, while the contribution of y 2 is more signi cant for the high-energy spectrum. All our numerical results including the plots of the eigenfunctions indicate the transition from the rst leading JWKB function y 1 to y 2 in formula (3.3). This phenomenon is observed for both examples studied here.
(d ) The e± ciency of approximations
Having found c k , k = 1; 2; 3, we then compute ¢ de ned by (3.4) in terms of the calculated coe¯cients u k , a jk . The values of ¢ tabulated below characterize the accuracy of the JWKB approximations we use.
In table 5 we quote the results obtained for the Liouville{Green approximation (2.10) for the operatorH c . As is seen from table 5, not only do the JWKB modes approximate eigenfunctions corresponding to higher eigenvalues but they also turn out to be surprisingly e¯cient even for the lower part of the spectrum. The accuracy is improved if we increase the number N of terms in (2.9). However, one cannot make ¢ arbitrarily small since the series in (2.4) is asymptotic. Our computations for di¬erent N show that adding more terms does not always improve the results; on the contrary, we get less accurate approximations from a certain value of N onwards. Table 6 gives the optimal values of N and the relevant values of ¢ for the operator H c .
As one can see, the accuracy for higher eigenvalues is very good, and it cannot be further improved. The worst approximations, eigenvalues (m = 26; 28; 30) are also those for which both JWKB functions make large contributions to the true eigenfunction (see gure 2). This is explained by the existence of a turning point close to the real axis for these ¶ m . The asymptotic matching across the Stokes lines could be taken into account to deal with this problem, but we do not consider this speci c question, referring the reader to Olver (1997, ch. 13 ) for a detailed study. Our technique proposed in x 3 b has the advantage of being simpler; it applies to all eigenvalues and does not involve any special formulae near turning points. It should be noted that the most di¯cult values of m also appear to be the ones for which the eigenvalues are most unstable under perturbations. The plots of jd m j in comparison with jf m j (see gure 4) also indicate the e¬ectiveness of the approximations obtained by our approach. The form of the error functions d m for all m 28 is as shown in gure 4. The error is seen to be concentrated around x = a 2 . This again is due to the closeness of turning points to the real axis. In other words, the integrand in (2.6), although non-zero for real t, is rather small around t = a 2 for some eigenvalues. Obviously, the worst case is m = 28. For each ¶ m , m 28, the value of jV (x) ¡ ¶ m j takes its minimum near a 2 , which makes JWKB approximations poorer around this point. This explains the behaviour of the error functions. One can imagine a situation when jV (x) ¡ ¶ j is small at some x, although no solutions of (2.5) are involved. Depending on a particular potential V , turning points can occur anywhere and in®uence the e¯ciency of JWKB formulae in corresponding regions.
The numerical results presented in this subsection complete our study of eigenfunction approximations. We would like to stress once again that the JWKB analysis is not supposed to replace conventional numerical methods. Our rst step was to compute eigenfunctions directly. The alternative procedure we have developed allows us to approximate them as well as to explain their behaviour, and, in particular, the fact that some of the eigenfunctions have several local maxima. Higher-order JWKB terms work well, especially for large ¶ . The process of xx 3 b; c provides fairly good results for a wide range of ¶ and is observed to be stable for higher eigenvalues.
