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Аннотация. Найдены условия разрешимости, а также констру-
кция обобщенного оператора Грина задачи Коши для линейной диф-
ференциально-алгебраической системы. Получены достаточные ус-
ловия приводимости дифференциально-алгебраического уравнения
к последовательности систем, объединяющих дифференциальные и
алгебраические уравнения. Предложена оригинальная классифика-
ция, а также единая схема построения решений дифференциально-
алгебраических уравнений.
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1. Постановка задачи
Исследована задача о построении решений
z(t) 2 C1n[a; b] := C1[a; b]
 Rn
линейной дифференциально-алгебраической системы
A(t)z0(t) = B(t)z(t) + f(t); (1)
здесь
A(t); B(t) 2 Cmn[a; b] := C[a; b]
 Rmn
– непрерывные матрицы, f(t) 2 Cn[a; b] непрерывный вектор-столбец;
далее, по традиции, нижний индекс последнего пространства вектор-
столбцов будем опускать. Матрицу A(t) предполагаем, вообще гово-
ря, прямоугольной: m 6= n; либо квадратной, но вырожденной.
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2 О понижении порядка...
Исследованию дифференциально-алгебраических уравнений при
помощи центральной канонической формы и совершенных пар и тро-
ек матриц посвящены монографии [1–6]. В статьях [7, 8] предложе-
на серия достаточных условий разрешимости, а также конструкция
обобщенного оператора Грина задачи Коши для линейной дифферен-
циально-алгебраической системы (1) без использования центральной
канонической формы и совершенных пар и троек матриц и не претен-
дующая на полноту охвата всех дифференциально-алгебраических
уравнений. Целью данной статьи является нахождение условий ра-
зрешимости, а также конструкции обобщенного оператора Грина за-
дачи Коши линейной дифференциально-алгебраической системы для
любых натуральных m и n:
При условии [7,8]
PA(t)  0; A+(t)B(t) 2 Cnn[a; b]; A+(t)f(t) 2 C[a; b] (2)
система (1) разрешима относительно производной
z0 = A+(t)B(t)z+F0(t; 0(t)); F0(t; 0(t)) := A+(t)f(t)+PA0 (t)0(t);
(3)
здесь rank A(t) := 0 = m  n: Кроме того A+(t) — псевдообратная
(по Муру – Пенроузу) матрица, PA(t) — матрица-ортопроектор [9]:
PA(t) : Rm ! N(A(t)); PA0 (t) — (n0)  матрица, составленная из
0 линейно-независимых столбцов (n  n)  матрицы-ортопроектора
PA(t) : Rn ! N(A(t)): Таким образом, при условии 0 6= 0 система
(3), разрешенная относительно производной, зависит от произволь-
ной непрерывной вектор-функции 0(t): Обозначим X0(t) нормаль-
ную фундаментальную матрицу
X 00(t) = A
+(t)B(t)X0(t); X0(a) = In
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений (3). При условии (2) система (3), а следовательно и
система (1), имеет решение вида [7, 8]
z(t; c) = X0(t)c+X0(t)
Z t
a
X 10 (s)F0(s; 0(s)) ds; c 2 Rn:
Лемма 1. При условии (2) система (1) имеет решение вида
z(t; c) = X0(t)c+K

f(s); 0(s)

(t); c 2 Rn;
где
K

f(s); 0(s)

(t) := X0(t)
Z t
a
X 10 (s)F0(s; 0(s)) ds
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– обобщенный оператор Грина задачи Коши z(a) = 0 для дифферен-
циально-алгебраической системы (1).
Пример 1. Требованиям леммы 1 удовлетворяет дифференци-
ально-алгебраическая система
A(t) z0(t) = B(t)z(t) + f(t); f(t) :=
 
sin t cos t

; (4)
где
A(t) :=

cos t sin t cos t
  sin t cos t   sin t

;
B(t) :=
   sin t cos t   sin t
  cos t   sin t   cos t

:
Поскольку условие (2) выполнено, постольку система (4) имеет
решение вида
z(t; c) = X0(t)c+K

f(s); 0(s)

(t); c 2 R3;
где
X0(t) =
1
2
0@ 1 + cos t sin t cos t  1 2 sin t 2 cos t  2 sin t
cos t  1 sin t 1 + cos t
1A ;
K

f(s); 0(s)

(t) =
1
2
0@ 3 (1  cos t)2 sin t
cos t  1
1A :
В данном случае 0 = 1 6= 0; при этом
PA(t) =
1
2
0@ 1 0  10 0 0
 1 0 1
1A ; PA%0 (t) =
0@ 10
 1
1A ;
поэтому найденное решение зависит от произвольной непрерывной
скалярной функции 0(t); в частности, 0(t) := sin t:
Поскольку при условии (2) система (1) разрешима для любой нео-
днородности f(t); постольку, по аналогии с классификацией импуль-
сных краевых задач [14] случай (2) будем называть неневырожден-
ным. С другой стороны, в отличие от классификации импульсных
краевых задач речь идет о разрешимости дифференциально-алгебра-
ической системы (2), а не соответствующей краевой задачи.
При условии PA(t)  0; но A+(t)B(t) 62 Cnn[a; b]; либо A+(t)f(t) 62
C[a; b]; система (1) разрешима, но решение z(t) 62 C1n[a; b] не является
искомым.
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2. Вырождение первого порядка
При условии PA(t) 6= 0 система (1) не разрешима относитель-
но производной. Предположим, что матрица A(t) имеет постоянный
ранг, а именно: 1  rank A(t) = 0: Как известно [11], любая (mn) 
матрица A(t) в определенном базисе может быть представлена в виде
A(t) = R0(t)  J0  S0(t); J0 :=

I0 O
O O

;
R0(t) 2 Cmm[a; b]; S0(t) 2 Cnn[a; b];
здесь R0(t) и S0(t) – невырожденные матрицы. Действительно: любая
(mn)-матрица A(t) может быть представлена в виде скелетного ра-
зложенияA(t) = (t)	(t); здесь матрица (t) 2 Cm0 [a; b] и матрица
	(t) 2 C0n[a; b] полного ранга [13, c. 31]: rank A(t) = rank (t) :=
rank 	(t) := 0: При этом матрица (t) состоит из 0 столбцов, обра-
зующих алгебраический базис [12, c. 74] столбцов матрицы A(t); а
матрица 	(t) определяет [13, c. 31] координаты столбцов матрицы
A(t) в базисе (t): Представим матрицу J0 в виде
J0 = V W; V :=

I0
O

2 Rm0 ; W := ( I0 O ) 2 R0n:
Уравнение (t) = R0(t)V относительно матрицы R0(t) разрешимо,
поскольку разрешимо равносильное ему уравнение (t) = V R0(t):
Разрешимость последнего уравнения определяет очевидное равен-
ство PV = 0; при этом
R0(t) = (V
+)(t) + PV C1; C1 2 Rmm; rank PV  = m  0;
следовательно R0(t) = (t)V + + C1PV  : Заметим, что первое слагае-
мое принадлежит образу матрицы V; а второе – ортогональному ему
нуль-пространству N(V ): Поскольку rank (t)V += rank ((t) O)=
0; постольку, при надлежащем выборе матрицы C1 2 Rmm; имеет
место равенство rank  = 0: Аналогично, при надлежащем выбо-
ре матрицы C2 2 Rnn; находим невырожденную матрицу S0(t) =
W+	(t)+PWC2: Невырожденная замена переменной y(t) = S0(t)z(t)
приводит систему (1) к виду
J0y
0(t) = C0(t)y(t) +R 10 (t)f(t); (5)
здесь
C0(t) :=
 
J0S
0
0(t) +R
 1
0 (t)B(t)

S 10 (t) :=
 
C
(0)
11 (t) C
(0)
12 (t)
C
(0)
21 (t) C
(0)
22 (t)
!
:
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Замена переменной
y(t) = col (u(t); v(t)) 2 C1n[a; b]; u(t) 2 C10 [a; b]; v(t) 2 C1n 0 [a; b]
приводит систему (5) к виду
u0(t) = C(0)11 (t)u(t) + C
(0)
12 (t)v(t) + g
(0)
1 (t); (6)
C
(0)
21 (t)u(t)+C
(0)
22 (t)v(t)+g
(0)
2 (t) = 0; R
 1
0 (t)f(t) := col

g
(0)
1 (t); g
(0)
2 (t)

:
(7)
Здесь PD0 (t) – матрица-ортопроектор: PD0 (t) : R
m 0 ! N(D0(t)):
Уравнение (7) разрешимо тогда и только тогда, когда [9]
PD0 (t)g
(0)
2 (t)  0; при этом общее решение уравнения (7)
y(t) = PD0'(t) D+0 (t)g
(0)
2 (t);
D0(t) :=

C
(0)
21 (t);C
(0)
22 (t)

2 R(m 0)n; '(t) 2 C0 [a; b]
определяет PD0 (t) – (n  0) – матрица, составленная из 0 линей-
но-независимых столбцов PD0(t) – матрицы-ортопроектора: PD0(t) :
Rn ! N(D0(t)): Обозначая блоки матрицы PD0 (t) и произведения
D+0 (t)g
(0)
2 (t)
PD0 (t) := col(P
(0)
1 (t); P
(0)
2 (t)); D
+
0 (t)g
(0)
2 (t) =   col

f
(1)
1 (t); f
(1)
2 (t)

;
приходим к задаче о построении решений '(t) 2 C10 [a; b] линейной
дифференциально-алгебраической системы
A1(t)'
0(t) = B1(t)'(t) + f1(t); A1(t) := P
(0)
1 (t) 2 R00 ;
rank A1(t) := 1 = 0  0; (8)
здесь
B1(t) := C
(0)
11 (t)P
(0)
1 (t) + C
(0)
12 (t)P
(0)
2 (t) A01(t);
кроме того
f1(t) := C
(0)
11 (t)f
(1)
1 (t) + C
(0)
12 (t)f
(1)
2 (t) + g
(0)
1 (t) 

f
(1)
1 (t)
0
:
При условии [7, 10]
PA 6= 0; PA1  0; PD0g
(0)
2 (t)  0; A+1 (t)B1(t) 2 C00 [a; b];
A+1 (t)f1(t) 2 C[a; b]; PD0 (t)g
(0)
2 (t)  0 : : : ;
S 10 (t)D
+
0 (t)g
(0)
2 (t) 2 C[a; b] : : : : (9)
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система (8) разрешима относительно производной
d'
dt
= A+1 (t)B1(t)'+ F1(t; 1(t)); 1(t) 2 C1 [a; b]; (10)
здесь F1(t; 1(t)) := A+1 (t)f1(t) + PA%1 (t)1(t): Кроме того PA1(t) –
матрица-ортопроектор [9]: PA1(t) : R
0 ! N(A1(t)); PA1 (t) – (n1) 
матрица, составленная из 1 линейно-независимых столбцов (00)-
матрицы-ортопроектора PA1(t) : R0 ! N(A1(t)): Обозначим U1(t)
нормальную фундаментальную матрицу
U 01(t) = A
+
1 (t)B1(t)U1(t); U1(a) = I1
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений (10). При условии (9) система (10), а следовательно и
система (1), имеет решение вида
z(t; c1) = X1(t)c1+S
 1
0 (t)PD0K

F1(s; 1(s))

(t) S 10 (t)D+0 (t)g(0)2 (t);
c1 2 R1 ;
где
X1(t) := S
 1
0 (t)PD0U1(t);
K

F1(s; 1(s))

(t) := U1(t)
Z t
a
U 11 (s)F1(s; 1(s)) ds:
Лемма 2. При условии (9) линейная дифференциально-алгебра-
ическая система (1) имеет решение вида
z(t; c1) = X1(t)c1 +K

f(s); 1(s)

(t);
X1(t) := PD0S
 1
0 (t)U1(t); c1 2 R1 ;
где
K

f(s); 1(s)

(t) := PD0S
 1
0 (t)K

F1(s; 1(s))

(t) S 10 (t)D+0 (t)g(0)2 (t)
– обобщенный оператор Грина задачи Коши z(a) = 0 для дифферен-
циально-алгебраической системы (1).
При условии PA 6= 0; PA1  0; PD0g
(0)
2 (t) = 0; но A
+
1 (t)B1(t) 62
C00 [a; b]; либо A
+
1 (t)f1(t) 62 C[a; b]; система (1) разрешима, но ре-
шение z(t) 62 C1n[a; b] не является искомым. По аналогии с класси-
фикацией импульсных краевых задач [14] в случае (9) будем гово-
рить, что для линейной дифференциально-алгебраической системы
(1) имеет место вырождение первого порядка.
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Пример 2. Требованиям леммы 2 удовлетворяет дифференци-
ально-алгебраическая система
A(t) z0(t) = B(t)z(t) + f(t); f(t) :=
 
0 1 0 1

; (11)
где
A(t) :=
0BB@
cos t 0 sin t
  sin t 0 cos t
cos t cos t sin t
  sin t   sin t cos t
1CCA ;
B(t) :=
0BB@
  sin t cos t   sin t
  cos t   sin t   cos t
  sin t cos t   sin t
  cos t   sin t   cos t
1CCA :
Поскольку
PA(t) =
1
4
0BB@
1  cos 2t sin 2t cos 2t  1   sin 2t
sin 2t 1 + cos 2t   sin 2t  1  cos 2t
cos 2t  1   sin 2t 1  cos 2t sin 2t
  sin 2t  1  cos 2t sin 2t 1 + cos 2t
1CCA 6= 0;
постольку условие (2) не выполнено, при этом матрица A(t) может
быть представлена в виде
A(t) = R0(t)  J0  S0(t); J0 :=

I3 O
O O

; 0 = 3;
здесь
R0(t) =
0BB@
cos t sin t 0 0
  sin t cos t 0 0
cos t sin t cos t sin t
  sin t cos t   sin t cos t
1CCA ; S0(t) =
0@ 1 0 00 0 1
0 1 0
1A
– невырожденные матрицы. В данном случае матрица A1(t) = I3
невырождена, при этом PA1(t) = 0; PA1 (t) = 0; поэтому искомое
решение
z(t; c3) = X1(t)c3 +K

f(s)

(t); c3 2 R3
не зависит от произвольной непрерывной функции 1(t); здесь
X1(t) =
0@ 1 0 t0 0 1
e t   1 e t 1  e t   t
1A ;Kf(s)(t) =
0@ cos t  10
1  e t
1A :
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3. Вырождение порядка p:
При условии PA(t) 6= 0 и PA1(t) 6= 0 дифференциально-алгебраи-
ческая система (8) не разрешима относительно производной. Пред-
положим, что матрица A1(t) имеет постоянный ранг: rank A1(t)=1;
при этом матрица A1(t) в определенном базисе может быть представ-
лена в виде
A1(t) = R1(t)  J1  S1(t); J1 :=

I1 O
O O

;
R1(t) 2 C00 [a; b]; S1(t) 2 C00 [a; b];
здесь R1(t) и S1(t) – невырожденные матрицы. Невырожденная за-
мена переменной  (t) = S1(t)'(t) приводит систему (8) к виду
J1 
0(t) = C1(t) (t) +R 11 (t)f1(t); (12)
здесь
C1(t) :=
 
J1S
0
1(t) +R
 1
1 (t)B1(t)

S 11 (t) :=
 
C
(1)
11 (t) C
(1)
12 (t)
C
(1)
21 (t) C
(1)
22 (t)
!
:
Замена переменной
 (t) = col ((t); (t)) 2 C10 [a; b]; (t) 2 C11 [a; b]; (t) 2 C10 1 [a; b]
приводит систему (12) к виду
0(t) = C(1)11 (t)(t) + C
(1)
12 (t)(t) + g
(1)
1 (t); (13)
C
(1)
21 (t)(t) + C
(1)
22 (t)(t) + g
(1)
2 (t) = 0;
R 11 (t)f1(t) := col

g
(1)
1 (t); g
(1)
2 (t)

: (14)
Уравнение (14) разрешимо тогда и только тогда, когда [7, 8, 10]
PD1 (t)g
(1)
2 (t)  0; D1(t) :=

C
(1)
21 (t); C
(1)
21 (t)

2 R(0 1)0 ;
здесь PD1 (t) – матрица-ортопроектор: PD1 (t) : R
0 1 ! N(D1(t)):
При этом общее решение уравнения (14)
 (t) = PD1(t) D+1 (t)g
(1)
2 (t); (t) 2 C11 [a; b]
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определяет PD1 (t) – (01) – матрица, составленная из 1 линейно-
независимых столбцов матрицы-ортопроектора PD1(t): PD1(t) : R0!
N(D1(t)): Обозначая блоки матрицы PD1 (t) и произведения
D+1 (t)g
(1)
2 (t)
PD1 (t) :=col

P
(1)
1 (t); P
(1)
2 (t)

; D+1 (t)g
(1)
2 (t) := col

f
(2)
1 (t); f
(2)
2 (t)

;
приходим к задаче о построении решений (t) 2 C11 [a; b] линейной
дифференциально-алгебраической системы
A2(t)
0(t) = B2(t)(t) + f2(t); A2(t) := P
(1)
1 (t) 2 R11 ; (15)
здесь
B2(t) := C
(1)
11 (t)P
(1)
1 (t) + C
(1)
12 (t)P
(1)
2 (t) A02(t);
кроме того
f2(t) := C
(1)
11 (t)f
(2)
1 (t) + C
(1)
12 (t)f
(2)
2 (t) + g
(1)
1 (t) 

f
(2)
1 (t)
0
:
При условии [10]8><>:
PA(t) 6= 0; PA1(t) 6= 0; PA2(t)  0; PD0 (t)g
(0)
2 (t)  0;
PD1 (t)g
(1)
2 (t)  0; A+2 (t)B2(t) 2 C[a; b]; A+2 (t)f2(t) 2 C[a; b];
S 10 (t)D
+
0 (t)g
(0)
2 (t) 2 C[a; b]
(16)
система (15) разрешима относительно производной:
0 = A+2 (t)B2(t)+ F2(t; 2(t)); 2(t) 2 C2 [a; b]; (17)
здесь F2(t; 2(t)) := A+2 (t)f2(t) + PA2 (t)2(t): Кроме того PA2(t) –
матрица-ортопроектор [9]: PA2(t) : R
1 ! N(A2(t)); PA2 (t) – (12)
– матрица, составленная из 2 линейно-независимых столбцов (1 
1)-матрицы-ортопроектора PA2(t) : R1 ! N(A2(t)): Заметим, что
при условии (16) rank A2(t) := 2 = 1  1: Обозначим U2(t) нор-
мальную фундаментальную матрицу:
U 02(t) = A
+
2 (t)B2(t)U2(t); U2(a) = I1
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений (17). При условии (16) система (1) имеет решение
вида
z(t; c2) = S
 1
0 (t)PD0S
 1
1 (t)PD1U2(t)c2
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+S 10 (t)PD0S
 1
1 (t)

PD1K

F2(s; 2(s))

(t) D+1 (t)g(1)2 (t)

;
где
K

F2(s; 2(s))

(t) := U2(t)
Z t
a
U 12 (s)F2(s; 2(s)) ds; c2 2 R2 :
Лемма 3. При условии (16) линейная дифференциально-алгебра-
ическая система (1) имеет решение вида
z(t; c2) = X2(t)c2 +K

f(s); 2(s)

(t);
X2(t) := S
 1
0 (t)PD0S
 1
1 (t)PD1U2(t);
где
K

f(s); 2(s)

(t) := S 10 (t)PD0S
 1
1 (t)


PD1K

F2(s; 2(s))

(t) D+1 (t)g(1)2 (t)

  S 10 (t)D+0 (t)g(0)2 (t)
– обобщенный оператор Грина задачи Коши z(a) = 0 для дифферен-
циально-алгебраической системы (1).
По аналогии с классификацией импульсных краевых задач [14]
в случае (16) будем говорить, что для линейной дифференциально-
алгебраической системы (1) имеет место вырождение второго поряд-
ка. При условии
PA(t) 6= 0; PA1(t) 6= 0; PA2(t)  0; PD0 (t)g
(0)
2 (t)  0; PD1 (t)g
(1)
2 (t)  0;
но A+2 (t)B2(t) 62 Cnn[a; b]; либо A+2 (t)f2(t) 62 C[a; b]; система (1) ра-
зрешима, но решение z(t) 62 C1n[a; b] не является искомым. При усло-
вии
PA(t) 6= 0; PA1(t) 6= 0; PA2(t)  0; PD0 (t)g
(0)
2 (t)  0; PD1 (t)g
(1)
2 (t) 6= 0
система (1) не разрешима. Сравним ранги матриц A0(t) := A(t); A1(t)
и A2(t) в уравнениях (1), (8) и (15), определяющих условия разре-
шимости системы (1). В невырожденном случае для разрешимости
системы (1) достаточно тождества PA0(t)  0; при этом
1  rank A0(t) := 0 = m  n:
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В случае вырождения первого порядка PA0(t) 6= 0; следовательно 0 <
m; при этом для разрешимости системы (1) достаточно тождества
PA1(t)  0; в этом случае
1  rank A1(t) := 1 := 0 < min (m;n):
В вырожденном случае второго порядка PA0(t) 6= 0 и PA1(t) 6= 0; при
этом для разрешимости системы (1) достаточно тождества PA2(t)  0;
в этом случае
1  rank A2(t) := 2 := 1 < 0 < min (m;n):
Продолжая рассуждения, предположим, что после расщепления си-
стем (1), (8), (15), . . . , получено уравнение
Ak(t)
0(t) = Bk(t)(t) + fk(t); k = 1; 2 ; 3 ; : : : ; (18)
не разрешимое относительно производной: PA0(t) 6= 0 PA1(t) 6= 0; : : : и
PAk(t) 6= 0; при этом разрешимы промежуточные уравнения (7), (14),
. . . , а именно:
PD0 (t)g
(0)
2 (t)  0; PD1 (t)g
(1)
2 (t)  0; : : : ; PDk 1(t)g
(k 1)
2 (t)  0:
Предположим также, что матрица Ak(t) имеет постоянный ранг:
rank Ak(t) = k; при этом матрица Ak(t) в определенном базисе мо-
жет быть представлена в виде
Ak(t) = Rk(t)  Jk  Sk(t); Jk :=

Ik O
O O

;
здесь
Rk(t) 2 Ck 1k 1 [a; b]; Sk(t) 2 Ck 1k 1 [a; b]
– невырожденные матрицы. Невырожденная замена переменной
(t) = Sk(t)!(t) приводит систему (18) к виду
Jk!
0(t) = Ck(t)!(t) +R 1k (t)fk(t); (19)
здесь
Ck(t) :=
 
JkS
0
k(t) +R
 1
k (t)B(t)

S 1k (t) :=
 
C
(k)
11 (t) C
(k)
12 (t)
C
(k)
21 (t) C
(k)
22 (t)
!
:
Замена переменной
!(t) = col (!1(t); !2(t)) 2 C1k 1 [a; b];
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!1(t) 2 C1k [a; b]; !2(t) 2 C1k 1 k [a; b]
приводит систему (19) к виду
!01(t) = C
(k)
11 (t)!1(t) + C
(k)
12 (t)!2(t) + g
(k)
1 (t); (20)
C
(k)
21 (t)!1(t) + C
(k)
22 (t)!2(t) + g
(k)
2 (t) = 0;
R 1k (t)fk(t) := col

g
(k)
1 (t); g
(k)
2 (t)

: (21)
Уравнение (21) разрешимо тогда и только тогда, когда [7, 8, 10]
PDk(t)g
(k)
2 (t) = 0; Dk(t) :=

C
(k)
21 (t); C
(k)
21 (t)

2 R(k 1 k)k 1 ;
здесь PDk(t) – матрица-ортопроектор: PDk(t) : R
k 1 k ! N(Dk(t)):
При этом общее решение уравнения (21)
!(t) = PDk (t) D+k (t)g
(k)
2 (t); (t) 2 C1k [a; b]
определяет PDk (t) — (k 1  k) – матрица, составленная из k ли-
нейно-независимых столбцов PDk(t) ортопроектора: PDk(t) : Rk 1 !
N(Dk(t)): Обозначая блоки матрицы PDk (t) и произведения
D+k (t)g
(k)
2 (t)
PDk (t) := col

P
(k)
1 (t); P
(k)
2 (t)

;
D+k (t)g
(k)
2 (t) :=   col

f
(k+1)
1 (t); f
(k+1)
2 (t)

;
приходим к задаче о построении решений (t) 2 C1k [a; b] линейной
дифференциально-алгебраической системы
Ak+1(t) 
0(t) = Bk+1(t) (t) + fk+1(t); Ak+1(t) := P
(k+1)
1 (t) 2 Rkk ;
(22)
здесь
Bk+1(t) := C
(k)
11 (t)P
(k)
1 (t) + C
(k)
12 (t)P
(k)
2 (t) A0k+1(t);
кроме того
fk+1(t) := C
(k)
11 (t)f
(k+1)
1 (t) + C
(k)
12 (t)f
(k+1)
2 (t) + g
(k)
1 (t) 

f
(k+1)
1 (t)
0
:
При условии [8, 10]8><>:
PA(t) 6=0; PA1(t) 6= 0; :::; PAk(t) 6=0; PAk+1(t)0; PD0 (t)g
(0)
2 (t)0; :::;
PDk(t)g
(k)
2 (t)0; A+k+1(t)Bk+1(t)2C[a; b]; A+k+1(t)fk+1(t)2C[a; b];
S 10 (t)D
+
0 (t)g
(0)
2 (t) 2 C[a; b]
(23)
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система (22) разрешима относительно производной:
0 = A+k+1(t)Bk+1(t)  + Fk+1(t; k+1(t)); k+1(t) 2 Ck+1 [a; b]; (24)
здесь Fk+1(t; k+1(t)) := A+k+1(t)fk+1(t)+PAk+1 (t)k+1(t): Кроме того
PAk+1(t) – матрица-ортопроектор [9]: PAk+1(t) : R
k ! N(Ak+1(t));
PAk+1 (t) – (kk+1) – матрица, составленная из k+1 линейно-неза-
висимых столбцов (kk)  матрицы-ортопроектора PAk+1(t) : Rk!
N(Ak+1(t)): Заметим, что при условии (23)
1  rankAk+1(t) := k+1=k < k 1<:::<2 < 1 < 0 < min(m;n):
В силу конечности числа строк m 2 N матриц A(t) и B(t); при усло-
вии (23), последовательность fkg монотонно убывающая, причем
ограниченная снизу, следовательно, согласно теореме Вейерштрас-
са [15, c. 102] последовательность fkg имеет предел p  1: При
условии
PA(t) 6= 0; PA1(t) 6= 0; ::: ; PAk(t) 6= 0; PAk+1(t)  0;
PD0 (t)g
(0)
2 (t)  0; ::: ; PDk(t)g
(k)
2 (t)  0
будем говорить, что для линейной дифференциально-алгебраической
системы (1) имеет место вырождение порядка p := k+1: При условии
(23) система (24), а следовательно и система (1) разрешимы. Действи-
тельно, обозначим Up(t) нормальную фундаментальную матрицу:
U 0p(t) = A
+
p (t)Bp(t)Up(t); Up(a) = Ip 1
полученной традиционной системы обыкновенных дифференциаль-
ных уравнений (24). При условии (23) система (24), а следовательно
и система (1), имеет решение вида
z(t; cp) =
pY
i=0
S 1i (t)PDi Up(t)cp +
p 1Y
i=0
S 1i (t)PDi S
 1
p 1(t)


PDp 1K

Fp(s; p(s))

(t) D+p 1(t)g(1)p (t)

; S 10 (t)D+0 (t)g(0)2 (t);
где
K

Fp(s; p(s))

(t) := Up(t)
Z t
a
U 1p (s)F2(s; p(s)) ds; cp 2 Rp :
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Теорема. В невырожденном случае, при условии (2) для любой
непрерывной вектор-функции f(t) 2 Cm[a; b] система (1) имеет ре-
шение вида
z(t; c) = X0(t)c+K

f(s); 0(s)

(t); c 2 Rn;
зависящее от произвольной непрерывной вектор-функции 0(t) 2
C0 [a; b]:
В случае вырождения первого порядка, при условии (9) линейная
дифференциально-алгебраическая система (1) имеет решение вида
z(t; c1) = X1(t)c1 +K

f(s); 1(s)

(t);
X1(t) := PD0S
 1
0 (t)U1(t); c1 2 R1 ;
зависящее от произвольной непрерывной вектор-функции 1(t) 2
C1 [a; b]:
В случае вырождения второго порядка, при условии (16) линей-
ная дифференциально-алгебраическая система (1) имеет решение ви-
да
z(t; c2) = X2(t)c2 +K

f(s); 2(s)

(t); c2 2 R2 ;
зависящее от произвольной непрерывной вектор-функции 2(t) 2
C2 [a; b]:
В случае вырождения порядка p; при условии (23) линейная диф-
ференциально-алгебраическая система (1) имеет решение вида
z(t; cp) = Xp(t)cp +K

f(s); p(s)

(t);
Xp(t) :=
pY
i=0
S 1i (t)PDi Up(t); cp 2 Rp ; S 10 (t)D+0 (t)g
(0)
2 (t);
зависящее от произвольной непрерывной вектор-функции p(t) 2
Cp [a; b]: Здесь
K[f(s); p(s)](t)
:=
p 1Y
i=0
S 1i (t)PDiS
 1
p 1(t)

PDp 1K

Fp(s; p(s))

(t) D+p 1(t)g(1)p (t)

– обобщенный оператор Грина задачи Коши z(a) = 0 для дифферен-
циально-алгебраической системы (1).
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При условии
PA(t) 6= 0; PA1(t) 6= 0; ::: ; PAp(t)  0; PDp 1(t)g(1)p (t)  0;
но A+p (t)Bp(t) 62 Cnn[a; b]; либо A+p (t)gp(t) 62 C[a; b]; система (1) раз-
решима, но решение z(t) 62 C1n[a; b] не является искомым. При условии
PA(t) 6=0; PA1(t)0; :::; PAp(t)0; PD0 (t)f2(t)0; :::; PD1 (t)g
(1)
2 (t) 6=0
система (1) не разрешима.
Пример 3. Требованиям доказанной теоремы удовлетворяет диф-
ференциально-алгебраическая система
A(t) z0(t) = B(t)z(t) + f(t); f(t) :=
 
0 1 0

; (25)
где
A(t) :=
0@ 0 3 31 0 0
2 0 0
1A ; B(t) :=
0@ 0 1 01 0 0
0 0 0
1A :
Поскольку PA(t) 6= 0; постольку условие (2) не выполнено, при
этом матрица A(t) может быть представлена в виде
A(t) = R0(t)  J0  S0(t); J0 :=

I2 O
O O

;
R0(t) =
0@ 0 3 01 0 0
2 0 1
1A ; S0(t) =
0@ 1 0 00 1 1
0 0 1
1A :
В данном случае матрица A1(t) вырождена, поэтому условие (9) не
выполнено, при этом матрица A1(t) может быть представлена в виде
A1(t) = R1(t)  J1  S1(t); R1(t) =

0 1
1 0

;
J1 =

1 0
0 0

; S1(t) = I2; 1 = 1;
здесь R1(t) и S1(t) — невырожденные матрицы. Поскольку условие
PD1 (t)g
(1)
2 (t) = 0 выполнено, находим матрицу A2 = ( 1 0 ); для ко-
торой выполнено условие (23), следовательно система (25) разреши-
ма. В данном случае матрица A2(t) невырождена, при этом PA2(t) 6=
0; PA2 (t) 6= 0; поэтому искомое решение
z(t; c1) = X2(t)c1 +K[f(s)](t); X2(t) =
0@ 0 0e t3  e t3
0 1
1A ;
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K[f(s)](t) =

 1 3

1  e t3

t

не зависит от произвольной непрерывной функции 2(t), в данном
случае 2(t) := 1:
Предложенная в статье схема исследования дифференциально-
алгебраических систем аналогично [16, 17] может быть перенесена
на матричные дифференциально-алгебраические краевые задачи. С
другой стороны, в случае неразрешимости дифференциально-алгеб-
раические краевые задачи могут быть регуляризованы аналогично
[18,19]. Предложенная в статье схема исследования дифференциаль-
но-алгебраических систем аналогично [9,20,21] может быть перенесе-
на на нелинейные матричные дифференциально-алгебраические кра-
евые задачи, в том числе, в частных производных [22–24].
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