Domains for the pure -calculus, sometimes called re exive domains, can be constructed in several ways, but the D 1 domains found by Scott in 1969 still seem to be the ones with the best properties. The main disadvantage of D 1 has been that the construction is considered somewhat arti cial. On the other hand, a very concrete domain was found by Scott in 1976, in fact being a subset of P!, the set of subsets of the natural numbers, by means of retracts. The advantage of such a concrete domain is that one may more easily extract its properties, since one can analyse the domain in terms of natural numbers.
Chapter 1 Preliminaries
Prerequisites
The reader should have some knowledge of -calculus, lattice theory and Scott's P! model. It should be enough to read 9], which is a good introduction to the topic. For more details, consult e.g. 7].
Motivation
In 1969, Scott provided the rst \mathematical" model for the -calculus, using an inverse limit construction (see 6]). However, it was considered somewhat contrived, although the domain in question, called D 1 , was shown to have many \nice" properties, e.g. in 10]. Later, he constructed a model in P!, the set of all subsets of the natural numbers (see 7]), by means of retracts and xed points. Since natural numbers are a lot more concrete than inverse limits of lattices, one may think that it should be easier to extract properties of the latter model, and indeed, that is the key to most of the results in this thesis. If in addition we knew that the two models were isomorphic, we would have a model that is both concrete and has excellent properties, and what more could we want? This desired isomorphism will be proved in chapter 2. These models are extensional, i.e. every function is uniquely determined by its input-output behaviour 1 . There are many subtleties in the notion of a model for the -calculus, but in 2], Hindley and Longo, after having analysed several extensionality properties of -calculus models, make the following remark.
In contrast to the above, with the splendid D 1 everything goes perfectly smoothly;: :: Other properties in favour of the re exive domain in P! is that it is a continuous lattice (even an algebraic lattice), and has a countable basis. For an explanation of these concepts, see 9] or 7].
Coding Continuous Functions
Pairs of integers will be coded by the pairing function ( ; ) : ! ! ! ! 1 The de nition of extensionality can be argued; e.g. Scott in 8] , who advocates a weaker axiom, that allows a function to have several representatives.
de ned by (n; m) = 1 2 (n + m)(n + m + 1) + m: The nite sets of integers will be written as e n , with n as a code for the members of the set, satisfying e n = fa 1 ; a 2 ; ; a k g , n = X 1 i k 2 ai
These codings have some properties that will be used extensively in the following. Theorem 1.1 x < (x; y) _ (x 1^y = 0) y < (x; y) _ x = y = 0 x 2 e s ) x < s ( ; ) is bijective n:e n is bijective
Proof. Left to the reader. Remark 1.2 The second property in theorem 1.1 tells us that if we recurse through the right components of a pair 2 (x; y), we will eventually reach zero, and thus, the sequences produced by iterated pairing are always nite 3 .
Further on, we will use this to de ne recursive functions on integers, seen as pairs. Using these codings, we code continuous functions as sets of integers. Given a continuous function f : P! ! P!, it is represented as graph(f) = f(n; m)jm 2 f(e n )g; and given any u; x 2 P!, application is de ned as u(x) = fmj9e n x : (n; m) 2 
ug:
Note that any element u 2 P! represents a continuous function on P!, using the de nition of application above, even if it is not the graph of any continuous function on P!. Some properties of graph that will be used are the following. Theorem 1.3 Given continuous functions f and g on P! we have f = g , graph(f) = graph(g); thus we may speak of elements of P! such that u = graph (u) as being continuous functions on P!. Proof. See e.g. 9], chapter 7. 2 Note that the y in the right component also can be seen as a pair. 3 For a survey of properties of general codings, not necessarily well-behaved like this one, see 5]. Corollary 1.4 Provided f; g 2 P! are continuous functions on P!, i.e. that f = graph(f)^g = graph(g); we have (8u 2 
Notation
We are going to study domains de ned by retracts, i.e. xed points of continuous functions f 2 P! such that f = f f. To obtain a domain for the -calculus, we want a domain that is a solution to the isomorphic domain equation
i.e. a domain isomorphic to its own space of continuous functions. With retracts, re exive domains can be obtained as solutions to the equation
where a !b, for retracts a and b, is the retract de ning the domain of continuous functions from the domain de ned by a to the domain de ned by b. a !b is de ned by a !b = v:b v a = v x:b(v(a(x))): In 9], such domains are called re exive domains. The retracts that de ne them (e.g. d above) are called re exive retracts in 3], and we will adopt that terminology. The notation and terminology used is close to that of Stoy in 9], but some conventions need to be stated.
The set of natural numbers is written as !. The set of all subsets of ! is written as P!. A notation for the set of nite sets of integers, i.e. the e n sets above, will be needed, written as P F !, with the F for \ nite".
T and F denote the truth values.
will be used for the subset relation and for the strict subset relation. For the image set of a function f on a set X, we will write f(X), when no ambiguity arises. We will make use of the language LAMBDA for de ning elements in P!. However, instead of writing its conditional expression as z x; y we will write it as 0 2 z ! x; y to make the meaning clear, which is fn 2 xj0 2 zg fm 2 yj9k : k + 1 2 zg: The language LAMBDA We refer to the domain de ned by a given d, i.e. d(P!), as D. Normally, d is of course de ned on P!, but since applying d to singleton sets of P! will turn out to be a key to proving the uniqueness, and therefore will be used frequently, it will be convenient to use the following notation. Notation 2.2 The following abbreviations will be used, provided that no ambiguity arises: d(fxg) will be written as d(x), d(f(s; t)g) as d(s; t), f(s; t)g(u) as (s; t)u, and similarly for other cases. Proof. The proof is taken almost directly from 7].
() Trivially, x:? = f(n; m)jm 2 ?g = ? and x:> = f(n; m)jm 2 >g = >:
)) Suppose that a = x:a and a 6 = >. Then there exists a least integer k such that k 6 2 a. We have k = (n; m) for some n; m. If m 2 a, then k = (n; m) 2 x:a = a, hence m 6 2 a. We have m k and k minimal, therefore m = k, which is only possible when k = m = n = 0. Conclusion: a 6 = > ) 0 6 2 a. Suppose further that a 6 = ?. Then there exists a least integer l such that l 2 a. We have l = (i; j) for some i; j, and we have j 2 a and j l. Thus j = l since l is minimal, which is only possible when l = i = j = 0. Conclusion: a 6 = ? ) 0 2 a. We combine the two results and get a 6 = >^a 6 = ? ) 0 2 a^0 6 2 a;
and the results follows from the contradiction.
Lemma 2.5 The following equalities hold:
Proof.
Lemma 2.6 For any normal re exive retract d,
Proof. and by the properties of the basis element coding, we must have t a if we set e a = fmj9n : (n; m) 2 e s g; and therefore it is su cient to show that a < s _ s 1. We know by the basis element coding that By induction, we know that t 2 d(t). If s = 0, then e s d(e s ) trivially holds. We have for every a 2 e s that a < s k. By induction we know that 8a 2 e s : a 2 d(a), and by monotonicity, e s d(e s ). Proof. By lemma 2.11,
We Proof.
.16 = f(n; m)jm 2 d(t)^8a 2 e s : fkja 2 d(k)g \ e n 6 = ;g = f(n; m)jm 2 d(t)^8a 2 For the induction, suppose k = (s; t) > 0. We rst have d(s; t) = f(n; m)jm 2 d(t)^8a 2 e s : d 0 (a) \ e n 6 = ;g (2.1) by lemma 2.17, and since a < s (s; t) = k, by induction we may assume that d 0 (a) = e 0 (a) for every a 2 e s . Similarly, t < (s; t) = k, since k > 0. By induction, we have d(t) = e(t), and therefore by (2.1) d(s; t) = f(n; m)jm 2 e(t)^8a 2 e s : e 0 (a) \ e n 6 = ;)g = e(s; t): By a similar argument, using lemma 2.18, we get d 0 (s; t) = e 0 (s; t); and the result follows. There are many other xed points of d = d !d] besides this least closure operation, but their connection with inverse limits is not fully investigated. However, this result cannot allow us to conclude that our D domain is the only nontrivial re exive domain as a continuous lattice with a countable basis that can be embedded in P!, since by our construction, we have forced the isomorphism between D and D ! D to be I, the identity function. To eliminate this restriction, the retract equation
where f : D ! (D ! D) is meant to be the (continuous) isomorphism. However, this equation is not as simple to analyse as the former, for instance, the uniqueness proof above relies heavily on recursion through pair sequences, and that seems to be blocked by introducing the f. One may also think that if the coding of pairs and basis elements used in the P! model were changed, one would get a di erent structure. Schellinx in 5] indicates that -calculus models may change due to changes in coding, and even if one uses I as the isomorphism, with a change in coding, one may not even have pair sequences to perform induction on.
Relating the Domain D to Scott's D 1 Domains
We are now about to prove that the domain D 1 obtained by the inverse limit construction, mentioned in the introduction, is essentially equivalent to our D domain. We will not bother to explain everything about inverse limits here; the reader may consult e. and by our preceding uniqueness result, d =0 1 , and our D is the same domain. Now, we may relate this construction to the inverse limit construction. Proof. The xed points of0 0 are f?; 0g, so the sequence of domains in de nition 2.21 is the same as the domain sequence in the inverse limit construction, i.e.0 i has the elements in D i as xed points. Now a theorem by Sanchis 4 in 4] on page 353, section 4, tells us that the domain de ned by the retract0 1 above will be isomorphic to the inverse limit of the domains de ned by the0 i :s, using as connecting maps (corresponding to the maps de ned above)
; so what we have to prove is that these maps are the same as the original connecting maps i and i above. We encode the domain constraints above by retracts, and so we want to provê In this chapter, we will investigate the structure of the \lower part" of the lattice domain D. We will prove that there are no \second least" elements, and also exhibit a procedure for deciding equality between basis elements of the domain.
Basic Properties
Here we show some properties of the re exive domain D that will be used in later proofs.
De nition 3. 
Second Least Elements
In 3], Jonsson shows that there exists a unique second greatest element in D, which is in fact Z + , the set of all positive integers, and states some alternatives as to the possibilities of the existence of second least elements. Soon, we shall show that there cannot exist any second least elements. To be strict, rst we have to de ne the notion of a set of second least elements. This is a slightly modi ed version of the de nition from 3].
De nition 3.6 A set of second least elements of a domain D is a subset S of D satisfying the following conditions. De nition 3.8 Let below : ! ! ! be de ned as follows.
below (0) = (1; 0) = 1 below((a; r)) = (1; below(r)) for (a; r) > 0 By remark 1.2, the function is well de ned. Proof. Suppose that S is a set of second least elements of D. Since D is nonempty, we may take an f 2 D such that f 6 = ?. Then by de nition 3.6, there exists an s 2 S , such that s f. Fix such an s. By lemma 3.7, we must have s = d(k) for some k 2 !. But by lemma 3.9, d(below(k)) d(k), and since d is a nitary closure by corollary 2.13, d(below(k)) 6 = ?, contradicting de nition 3.6.
Relations Between Basis Elements of the Domain
For computational purposes, one would like to have a nite, canonical representation of the basis elements of the domain. Here we exhibit such a representation, together with procedures for deciding equality and subset relations between basis elements. We will see the advantage of the domain D over Scott's D 1 , since we use the classi cation of basis elements into singleton sets and other nite sets. It is not easy to discern which those elements are in D 1 . Now, we will de ne some auxiliary functions, in order to obtain an algorithm for deciding whether d(e s ) = d(e t ) for basis elements e s and e t .
De nition 3.11 Let clean : ! ! !; purify : P F ! ! P F ! and subset : ! ! ! fT ; F g be de ned by the following mutual recursion.
clean (0) = 0 clean((s; r)) = (t; clean(r)) where e t = purify(e s ) purify(e s ) = fclean(x)jx 2 e s: 9w 2 e s : (clean(x) 6 = clean(w)^subset(x; w))g subset(x; y) , clean(int(x; y)) = clean(x) Remark 3.12 As in remark 3.2, in the case when s = r = 0, the rst and the second de ning clauses for clean coincide, so there is no need to impose any restrictions on s nor r in the second clause. The de nition of purify should be understood like this: clean every element in e s ; then remove \redundant" elements from the resultning set, i.e. elements that do not a ect the value of d(e s ). subset(x; y) is supposed to express the property that d(x) d(y) for x; y 2 !. The corresponding subset relation on basis elements will not be explicitly de ned, since it is not used in the de nitions, but it can be stated in terms of purify, as will later be shown.
All these desired properties will be proved in due course, but in order to make the work easier, we need an induction principle. Lemma 3.15 If P and Q are predicates, on P F ! and ! respectively, such that Q(0) 8a; r : P(e a )^Q(r) ) Q(a; r) 8s : ((8x < s : Q(x)) ) P(e s )) are satis ed, then 8x : ((8s < x : P(e s )) ) Q(x)):
Proof. Assume that P and Q satis es the preconditions.
Induction on x. Suppose x = 0. Then we know that Q(x) holds. Now suppose, for any x = (a; r) > 0, that 8s < (a; r) : P(e s ): (3.5) We know r < (a; r) = x; thus we know by induction that (8s < r : P(e s )) ) Q(r); (3.6) and by (3.5), we have 8s < r : P(e s ); and this combined with (3.6) yields Q(r) for this r. Furthermore, we have a < (a; r) _ a = 1: In the rst case, by (3.5), we know P(e a ). If a = 1, then since we know Q(0), by the third precondition, P(e a ) holds. We now have P(e a )^Q(r); and by the second precondition, we conclude Q(a; r): Theorem 3.16 If P and Q are predicates, on P F ! and ! respectively, such that Q(0) 8a; r : P(e a )^Q(r) ) Q(a; r) 8s : ((8x < s : Q(x)) ) P(e s )) are satis ed, then (8x : Q(x))^(8s : P(e s )):
Proof. First, we show 8s : P(e s ) by induction on s. P(e 0 ) holds trivially by the third precondition. Now suppose s > 0. By induction, we know 8a < s : P(e a ); (3.7) and since (3.7) implies 8x s8a < x : P(e a ); by lemma 3.15 we have 8x s : Q(x): By the third precondition, we easily get P(e s ). We now show 8x : Q(x); by induction on x. For x = 0, we already know Q(x) by the rst precondition. For x = (a; r) > 0, we have r < (a; r): Then, by induction, we know Q(r). We already have shown P(e a ) for all a, and thus, by the second precondition, we have Q(a; r). Soon, we will use this induction principle, with Q(x) , d(clean(x)) = d(x) and P(e s ) , d(purify(e s )) = d(e s ): First, we show that the \simple" properties of Q and P are satis ed by the above substitutions. 
we do not use the subset predicate in the de nition of purify, since the proof will be a lot more readable. Instead of the subset predicate, we will use the intended meaning of subset(x; y), i.e. d(x) d(y), together with the intended meaning of clean in purify, yielding d(x) d(y). With that simpli cation, we get the following modi cation of de nition 3.11, with the original functions primed. Later, we will prove that the primed and unprimed functions are the same.
De nition 3.18 Let clean 0 : ! ! ! and purify 0 : P F ! ! P F ! be de ned by the following mutual recursion. Proof. In the proof of lemma 3.17, the property of purify using subset is not used.
Restating (3.8) in terms of the primed functions, now we of course want to show the following. Proof. The premise to lemma 3.22 is satis ed for all s 2 !, by lemma 3.23. Now, we are about to prove the \unprimed analogue" of theorem 3.21. We will again use the induction principle from theorem 3.16, but now with Q(x) , clean(x) = clean 0 (x) and P(e s ) , purify(e s ) = purify 0 (e s ): Lemma 3.25 clean(0) = clean 0 (0) purify(e a ) = purify 0 (e a )^clean(r) = clean 0 (r) ) clean(a; r) = clean 0 (a; r)
Proof. Proof. In the proof, we will use the abbreviations c and p for clean and purify respectively, and c 0 and p 0 for the primed functions 1 . Indeed, we will prove the stronger result that 8s : ((8x < s : (c(x) = c 0 (x)) ) p(e s ) = p 0 (e s ))^(3.20) (8x; y < s : c(int(x; y)) = c 0 (int(x; y)))); from which the result follows. Induction on s. The case when s = 0 is trivial. Suppose that s > 0 and 8x < s : c(x) = c 0 (x): (3.21) We have p(e s ) = fc(x)jx 2 e s^: 9w 2 e s : (c(x) 6 = c(w)^subset(x; w))g = = fc(x)jx 2 e s^: 9w 2 e s : (c(x) 6 = c(w)^c(x) = c(int(x; w)))g def. 3 .11 = fc 0 (x)jx 2 e s^: 9w 2 e s : (c 0 (x) 6 = c 0 (w)^c 0 (x) = c(int(x; w)))g by (3.21), since x; w < s: Thus, we have to show c(int(r; t)) = c 0 (int(r; t))^p 0 (e a e b ) = p(e a e b ):
We now have r; t < max(x; y) < s _ r = t = 0; and when r = t = 0; then int(r; t) = 0 and by de nition 3.11 and de nition 3.18, c(int(r; t)) = c(0) = 0 = c 0 (0) = c 0 (int(r; t)):
In the other case, when r; t < max(x; y) < s; by induction, we know c(int(r; t)) = c 0 (int(r; t)): So, it remains to show p 0 (e a e b ) = p(e a e b ): Set, as before e i = e a e b : By induction, we may now use the fact that 8w; z 2 e i : c(int(w; z)) = c 0 (int(w; z)); since for these w; z we would have w; z < max(a; b) max(x; y) < s: We will also use (3.21) in the proof.
p(e i ) = fc(x)jx 2 e i^: 9w 2 e i : c(x) 6 Proof. By lemma 3.25 and lemma 3.26, we may use theorem 3.16 with Q(x) , clean(x) = clean 0 (x) and P(e s ) , purify(e s ) = purify 0 (e s ); and the result follows. Now, we have exhibited an algorithm for deciding when d(e s ) = d(e t ), using the functions clean and purify. It is an algorithm, since the sets involved are nite, and since the functions in de nition 3.11 are obviously recursive. However, some standard results need to be proved, including those carrying over from the results of the primed functions. (x) We have found that the re exive domain in P! is a good domain, since its structure is made more explicit than in the D 1 models, and since it is also isomorphic to one of those models, which are already known to have nice properties. Also, we saw that this domain is unique, in the sense that it is the only nontrivial solution to the retract equation d = d !d; but this does not necessarily mean that it is the only domain as a continuous lattice with a countable basis, isomorphic to its space of continuous functions, that can be embedded in P!. We also exhibited a nite, canonical representation of the basis elements of the re exive domain.
Future Work
Several questions about the domain have arised.
Is this domain also unique in the sense that it is the only nontrivial domain as a continuous lattice with a countable basis that is isomorphic to its (continuous) function space? Is it possible to characterise the uniqueness result in category theory, or perhaps in purely topological terms? If we use the retract constructions of domains for denotational semantics of programming languages, will we also get a corresponding uniqueness? Can we use clean and purify to prove equivalences between -expressions? Here, one may try to nd a parallel with Wadsworth's approximate normal forms in 10]. Can we extract other properties of the domain using Jonsson's re exive retract (in 3]), that by our result de nes the same domain as d de nes?
