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1. INTRODUCTION 
Let f(s) = zt p,+.rk be a probability generating function satisfying f(0) > 0, 
f(1) =f’(l) = 1. The iteratesfn(s), 12 = 0, 1,2,... are defined by 
f*N = S? fn& =.MfW 
and are analytic in the unit disc 1 s / < 1. The coefficients Pij”) in the expan- 
sion 
(1) 
are the n-step transition probabilities of a simple Markoff branching process 
with mean one (f’(1) = I). 
It is known that iff(s) satisfies mild conditions then the limit 
exists for 1 s 1 < 1. This has recently been shown to hold if f”(1) < co, 
(Kesten, Ney and Spitzer [I]). 0 ur investigation is concerned with the limit 
function or, more conveniently, the renormalized limit function 
A(s) = ; R(s) (3) 
where here, and in the sequel, u2 = f “(1). 
The map s -+ w = A(s) is analytic and strictly monotone on (0, l), and 
maps that segment onto (0, co). Hence the inverse map w -+ s = B(w) is 
analytic in some neighborhood of the half line (0, cc). The iterates off(s) 
satisfy 
m = w + 4)). (4) 
* Research supported in part by Contracts NOO14-67-A-0112-0015 and 
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We showed in [2] that iff(s) satisfies certain restrictions, more severe even 
than the condition thatf(s) be analytic at s = 1, then 1 - B(w) is completely 
monotone on [0, co) and has a representation 
Re w 3 0, (5) 
where ~9 is a probability measure on (0, co). From (l), (4), (5) it is easily seen 
that the transition probabilities have the representation 
p(r) = 11 i 
O" e-nB Qj(5) 4~443, i,j=O,1,2 ,...; n = 1, 2,... (6) 
0 
where Qi(.) is a polynomial of degreej and &(*) is a real measure on [0, CO) 
with finite total variation. Our pr,esent objective is to show that, under 
restrictions onf(s) less severe but not subsuming the restrictions of 121, there 
is a representation 
1 - B(w) = /p e@e%*/3(5) df, Re w > u. , (7) 
where u. is some sufficiently large positive number, and /3(m) is square inte- 
grable on (0, co). In Section 2 we establish (7) under the hypothesis that the 
fourth derivative f f4)(1) is finite and the one-sided condition 
is satisfied. On the other hand we show in Section 4 that iff(s) is embeddable 
in a continuous one parameter semigroup of probability generating functions 
whose infinitesimal generator is analytic at s = 1, then the reverse inequality 
E < 0 holds but nevertheless there is a representation of the form (7). Thus 
it appears that the condition c^ > 0 is not really relevant for the existence of 
the representation, and it should be possible to prove (7) under hypotheses 
considerably weaker than ours. 
The hypotheses of [2] are qualitatively more restrictive than our present 
hypotheses, but do not imply the one sided condition E 3 0. Thus there are 
some cases where (5) has been established but (7) has not. It seems reasonable 
to conjecture that the positive measure B(e), existing under the hypotheses 
of [2], is always absolutely continuous, but this has not been proved! In 
contrast, we show in Section 5 that the function p(a) in (7) is not necessarily 
non-negative. 
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2. THE MAIN REPRESENTATION THEOREM 
The representation (5) was established in [2] by deducing from hypotheses 
onf(s) that 1 - B(U) was completely monotone, and then by appealing to 
the representation theory of completely monotone functions. The representa- 
tion (7) will be established by showing that under suitable restrictions onf(s) 
the function I - B(w) is analytic in a right half-plane Re ZD 2 u0 > 0 and 
satisfies there an inequality 
M 
I 1 -B(w) I < IwI 9 Re ~1 > ug (8) 
where M is a constant. From (8) it follows that the integrals 
rm 1 1 - B(u + iv) I2 dv, u 2 %I 
J --m 
are uniformly bounded. Hence by appealing to the Paley-Wiener theorem 
[3, p. 1311 we deduce that 
1 - B(u, + z) = jr e-Ztfi(f) dt, Re z > 0, 
where /3(a) is in L,(O, oo), and this is equivalent to (7). 
We assume that 
f(s) = f PtiI’, 
k-0 
where 
pk 3 0, PO > 0, cp, = 1 kpr = 1. 
We adopt as definitions 
(10) 
f(~)(l) = -f k(k - 1) ... (k - v + l)pk, 
k=O 
Y = 1, 2,... (12) 
cr2 =f”‘(l), (13) 
To obtain our results we make the following assumptions: 
f’“‘(l) < co t (15) 
c > 0. (16) 
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For convenience the proof is divided into some preliminary discussion and 
several lemmas, not all of which require the full force of (15) and (16). 
For 0 < 6 < I let 
9, = {s; j s - b 1 < 1 - b}, 
so that gb is a disc of radius 1 - b, contained in the unit disc ( s 1 < 1, and 
with s = 1 as a boundary point. From the Taylor expansion 
f(s) --f(b) = iI jqp (s - by, 
which has positive coefficients and converges in and on the boundary of @, , 
we have 
If(S) -f(b) I d iI p (1 - b)” = 1 -f(b). (17) 
Since 0 < b <f(b) < 1, (17) shows thatf(s) maps Z3* into itself, in fact 
f(%) c %(b) ’ (18) 
LEMMA 1. There is a value b, < 1 such that f (s) is univalent on .G& when 
b, <b < 1. 
PROOF. For 1 s j < 1 we have /f”(s).] < us, hence 
If’(S) - 1 I < u2 1 s - 1 I . 
Ifs~&,then~s-l~~2(1-~)so 
If’(S) - 1 I d 2( 1 - b) 02, SE.S@b. (19) 
Suppose ~3~ contains two distinct points s, , sz such thatf(q) -f(s2). Then 
0 = I”f’(s) a5 = s2 - s1 + ,:I [f’(s) - I] ds. 
81 
(20) 
Because of (19) the modulus of the last integral in (20) does not exceed 
2(1 - b) u2 1 s2 - s, I , which is less than 1 s, - s, / if 1 - b is small enough. 
Thus (20) is impossible if 1 - b is smah, and the lemma ia proved. 
LEMMA 2. Let b, be as in Lemma I. The?! A(s) is univalent on g3, when 
6, tb < 1. 
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PROOF. Since f(s) is univalent on 2b and maps 9, into itself, Qs) is 
univalent on G&, for each 71 = 1, 2, 3 ,... . Hence 
1 
RI(s) = 1 -B(s) - 
1 
1 - fn@> 
is univalent on gb . Hence the limit function R(s) = lim,,, R,<(s) and so 
also A(s) is univalent in 8, . 
It was shown by the present authors in [4, Theorem 31 that if,f(s) satisfies 
(15) then 
4s) = j$ + c log (1 - s) + p(s), (21) 
where,forfixedb,O<b(I,#()’ b s is ounded in 8, and c is the constant 
defined by (16). An immediate consequence of this is the following. 
LEMMA 3. If ,f(s) satis$es (15) therz 
(1 - 4 44 is bounded in F h - (22) 
REMARK. The conclusion of Lemma 3 is valid under weaker hypotheses. 
For example, by appealing to [ 1, Theorem 2*] we see the conclusion holds if 
f(s) is aperiodic and x p,k2 log k < co. However, the next lemma makes 
essential use of (21), which in turn requires something stronger than 
f’“‘(1) < co. 
Let b, be determined as in Lemma 1 and b, < b < 1. Under the mapping 
w = A(s) the domain Q’b in the s-plane is mapped onto a domain wb in the 
w-plane, and the boundary point s = 1 corresponds to w = 03. Because of 
(22), for the inverse mapping s = B(w) which is defined and analytic in l/q, 
we find the following. If f (s) satisfies (15) then 
41 - m4) is bounded in Wb . 
The next lemma will allow us to pass from (23) to (8). 
(23) 
LEMMA 4. Iff(s) satisfies (15) and (16), then ?‘yI contaim a right halfplane 
Rew au,,. 
PROOF. We assume b, < b < 1. Under the univalent mapping w = A(s) 
the boundary V, of c&, is mapped onto a continuous curve r, in the w-plane, 
forming the boundary %$, . The segment b < s < 1 in 8, maps onto the 
openhalflineA(b)<w<+~in%‘$.Whens-+lon~~,w=A(s)-+oo 
on r, . 
For s on wb , both 
Im c log (1 - s) and Im W 
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are bounded, while 
1 
Im- 
1 --s ++a 
if S-t1 on gb, Ims >0, 
1 
Iml-s+-cc if s--+1 on Vb, Ims <O. 
Hence to show that wb contains a right half-plane it clearly suffices to 
verify that Re A(s) is bounded above on V, . Now for s on %?a we have 
Re l/(1 - s) is constant and Re I/(S) is bounded. Moreover for s on V, 
(assume b > 4) 
Re log (1 - s) = log 1 1 - s ( ,( log 2( 1 - b) < 0. 
Since c > 0, it follows that Re A(s) is bounded above on %‘b , and the lemma 
is proved. 
Thus wb contains a right half-plane Re w > u,, , and from (23) we deduce 
(8) and hence the representation (7) for the case when f(s) satisfies (15) and 
(16). We summarize as follows. 
THEOREM 1. Iff(s) satisfies conditions (15) and (16) then B(w) is analytic 
in a right half plane Re w > u0 and has the represeztation 
1 - B(w) = 1: e-“ge“ogp([) d[, Re w > u,, (7) 
where /3(a) E L,(O, CO). (The combination e”+(t) is, of course, unique in the 
almost every where sense.) 
3. GENERATING FUNCTIONS AND CONDITION (16) 
Let f(s) be a probability generating function which satisfies f (0) > 0, 
f (1) = f ‘(1) = 1, f f4)(1) < co and which satisfies condition (16). If g(s) is 
another such generating function then straightforward computations show 
that both of the generating functions 
satisfy (16). 
f (4 g(s), f MsN 
A great majority (but not all) of the familiar generating functions of impor- 
tance in applications satisfy (16). The present authors have shown [S, Theo- 
rem 81 that every generating function of the form 
f(S) = eA(8-l) fi * i * , (24) 
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where h 3 0, 01~ 3 0, 0 < pi < 1, 1 (CQ + pi) -; CD, satisfies (16). This 
family includes the generating functions for the Poisson, binomial, and 
negative binomial distributions and for convolutions of such distributions. 
The generating functions 
f(s) = 1 - p + psk, p2, k an integer > 2, (25) 
satisfy (16). The generating functions 
satisfy (16) if y > 1 but not if 0 < y < 1. Although (26) for 0 < y < 1 does 
not satisfy (16) it satisfies the hypothesis of [2] (condition I) and therefore 
the corresponding representation exists. 
In [5] we have shown that the sign of the constant c is relevant to the 
embeddability problem forf(s). The following discussion is intended only as 
an outline of this aspect. A probability generating function f(s) is called 
etiedduble if there is a one parameter family of probability generating func- 
tionsf(s; t) jointly continuous in s, t for 1 s / C. 1, t > 0 such that 
Specialized to the case f’(1) = 1, the pertinent results of [S] assert that if 
f(“)(l) < co andf(s) is embeddable then c < 0, (the opposite inequality to 
(16), see also Section 4 below), and moreover if c = 0 then f(s) is a linear 
fractional function. Thus, of the generating functions which satisfy (15) and 
(16), only the linear fractional ones are embeddable. This fact is to be con- 
trasted, in view of Theorem 1, with the results of the nest section. 
4. REPRESENTATION THEOREM FOR CONTINUOUS 
TIME BRANCHING PROCESSES WITH MEAN ONE 
A continuous time branching process is specified by a probability 
generating function h(s) for the progeny distribution, and a rate constant 
h > 0. Normally one has h’(0) = 0. The parameters are combined in the 
infinitesimal generating function 
u(s) == ,\[h(s) ~~~ s]. (27) 
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The transition probabilities Pii of the process are continuous in t > 0 
and have a generating function of the form 
[f(s; t)]i = f Pi?(t) sj, t 2 0, ISI dl, (28) 
j-0 
which is shown to satisfy (see [6] for details) 
f(s; t + 7) =f(f(q t); T), 
f(s; 0) = s, (2% 
and the backward equation 
(30) 
We will concern ourselves with the case (mean one) when h(O) > 0, 
h(l) = h’(1) = 1, or equivalently, 
u(O) > 0, U(1) = U’(1) = 0. (31) 
We shall assume, throughout our discussion, that u(s) is regular at s = 1. 
Since h(s) is a probability generating function with mean one, /z(s) = s 
has no solutions in / s 1 < 1 and u(s) has no zeros in ( s j < 1. Therefore the 
function A(s) defined by 
(32) 
is regular in 1 s 1 < 1. Since the solution of (30) and the initial condition 
f(s; 0) = s satisfies 
(33) 
we have 
A(f(s; t)) = 4s) -I- 4 ISI <I, t 2 0. (34) 
The Taylor series of U(S) about s = 1 is 
where yti = A/P)(l)/k! >, 0, ti = 2, 3,... . By combining (32) and (35) we 
obtain 
44 = ; I& - 5 log(1 - s) + #(I - s)/ , (36) 
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where t,j([) is regular at 5 = 0. This formula incidentally shows, as stated in 
Section 3, that if f(s) is embeddable then c < 0, and c = 0 occurs only if 
h(s) is a quadratic polynomial which impliesf(s) is linear fractional. 
The function A(s) defined by (32) . is evidently strictly increasing on 
0 cr: s c. 1, and (36) shows that A(s) + + co as s -+ 1 -. Thus the map 
w = A(s) sends (0, 1) onto (0, co), and the inverse map s = B(w) is regular 
in some neighborhood of the segment (0, co) and maps (0, CO) onto (0, 1). 
Our aim is to prove the following. 
THEOREM 2. When u(s) is analytic at s = 1 the function B(w) is regular 
in some right half-plane Re w > u0 and there is a representation 
1 - B(w) = sr e-W6eu0E/3(.$) dt, Re w > u,, , (37) 
where ,9(m) is square integrable on [0, CO). 
This theorem is an immediate consequence of the Paley-Wiener theorem 
and the following lemma. 
LEMMA 5. Let 0 < E < 42 andfor p > 0 let 
qp, 4 = Is; 1 - s = reie, 0 < r < p, / f3 1 < + + El - 
Then for any suficiently small p the function A(s) is univalent in 9(p, E), 
(1 - s) A(s) is bounded in .Q(p, E), and w = A(s) maps S?(p, l ) onto a domain 
containing a right half-plane Re w > u0 . 
PROOF. The boundedness assertion follows from (36). The substitution 
z = l/(1 - s) maps .9(p, e) onto the domain 
It is therefore sufficient to show that 
4(x) = 2 + ; log 2 + * (+) (38) 
is univalent in 9,(p, E) and maps that domain onto a domain containing a 
right half-plane. 
From (38) it follows there is a constant M such that 
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Suppose z, , zs are distinct points of gl(p, 6) such that +(zr) = $(zs). Then 
From the geometry of gr(p, l ) it is clear there is a constant K, depending 
on E but not on p, such that for any two distinct points z1 , zs of SBl(p, c) 
there is a path r lying in gl(p, E) and joining zr , zs such that 
length r < K 1 z2 - z2 / . 
With this choice of the path of integration we have 
and hence if p is sufficiently small (39) is impossible, so +(a) is univalent in 
%(P, 4. 
The mapping w = 9(z) sends the boundary of Ql(p, l ) onto a continuous 
curve in the w-plane. When z + co on the ray arg z = 42 + E, inspection 
of (38) shows that Re w + - co, Im w + + co. Similarly when z + CO 
along the ray arg z = - [(m/2) + 61 we have Re w -+ - co, Im w + - CO. 
It follows that the image of gl(p, 6) contains a right half- plane. This proves 
Lemma 5 and hence Theorem 2. 
5. REMARK ON THE SIGN OF p(e) 
We will show that, in the continuous time case, the function /!(a) need not 
be almost everywhere non-negative. The infinitesimal generator U(S) ‘can 
be prescribed as any power series 
with radius of convergence > 1 with coefficients satisfying 
011 (0, OLk a 0 for kf 1, 
i ak = f kak = 0. 
k-0 k-0 
Since these conditions can all be satisfied with the additional requirement 
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that 01~ = 0, it is sufficient to show that if p(t) > 0 then a2 > 0. We prove 
the following. 
PROPOSITION. If in (37) /?(I) > 0 almost eoerywhere then u”(O) >. 0. 
PROOF. The function A(s) defined by (32) is clearly regular and univalent 
in some neighborhood of the segment [- E, 1) for some E 3; 0. But then 
B(w) is regular in a neighborhood of [.4(- E), m), in particular B(W) is 
regular at 20 = 0. 
Suppose /3(t) 3 0. Then the integral in (37) has a singular point at some 
real value w0 and converges for Re w > w0 . Evidently ZC” must be strict]! 
negative, and the derivatives B(‘)(O) can be computed by differentiation of the 
integral in (37). We have 
(- I)“-1 B(k)(O) = ck = 
1 
‘, f-keuot/3(f) dt. 
From (32) we get 
1 
4s) = -jj7@ (40) 
and by repeated differentiation of (40) and the identity B(A(s)) = s we find 
u”(0) = 
C3Cl - cz2 
Cl3 
By the Schwarz inequality cZ2 < c,c, so u”(0) > 0. 
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