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High spatial resolution fibre-optic dosimetry
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ABSTRACT
External beam radiation therapy (EBRT) is one of the most common forms of
therapy used to treat cancers worldwide. New EBRT modalities are being developed
across a range of therapies to improve patient outcomes. With these new therapies
comes unique challenges for dosimetry and quality assurance which is vital for safe
and effective treatments. Microbeam radiation therapy (MRT) is a novel form of
EBRT that uses spatially fractionated synchrotron sourced kilovoltage x-rays to deliver
highly-targeted planes of x-rays to the target volume. These microbeams are typically
25 – 50 µm in thickness, with a peak-to-peak separation of 200 – 400 µm . MRT is
currently limited to synchrotron sources, and is therefore only being studied at a small
number of facilities worldwide, but the emergence of compact synchrotron technology
has the potential to make MRT much more accessible. Due to the extreme dose rates
of MRT (in excess of 5000 Gy/s in some configurations) and high spatial fractionation
of the microbeams, MRT dosimetry is an ongoing challenge that must be solved if it
is to be used in human clinical trials.
In this thesis scintillator fibre-optic dosimeters (FODs) with the highest spatial resolution found in the literature are developed and tested at the Australian Synchrotron
on the Imaging and Medical BeamLine, where MRT cell and animal studies are being
conducted. These scintillator FODs use plastic scintillator due to its water-equivalence,
energy and temperature independence and radiation hardness. The scintillator is fabricated to have a thickness equal to the desired one-dimensional spatial resolution for
microbeam dosimetry. In this thesis scintillator probes with thicknesses 50 µm , 20
µm , and 10 µm are presented. The scintillator is coupled to an optical fibre with core
diameter 1.0 mm. When oriented with the thin edge of the scintillator towards the
beam, a microbeam array can be scanned with this high resolution. The FODs were
able to resolve microbeams with 50 µm full-width at half-maximum, with the 20µm
and 10 µm FODs showing the best agreement to expected values. Only the 10 µm
FOD was able to accurately measure the dose in the valleys between the microbeams.
Simulations of the detector and the synchrotron beamline were done using the
physics particle simulation toolkit Geant4. These simulations were able to provide
predictions of the expected intrinsic dose distributions in the microbeam fields, as
well as what signals to expect from the FODs. These provided an estimate of the
ideal detector responses for the experimental results to be evaluated against. These
simulations showed that both the 20 µm and 10 µm detectors measured the fullwidth at half-maximum that was expected, while the 50 µm detector performed less
accurately than could be expected.
A consistent discrepancy between the FOD measurements and reference dosimetry
measured with ionisation chambers was revealed close to the surface of the phantom

where the FOD appeared to over-respond. This was independent of field size, dose
rate, scintillator size and scanning speed. Simulations also did not predict this increase
in signal. Measurements with a secondary reference probe with no scintillator revealed
that the over-response was due to stem signal within the fibre. Fluorescence of the
PMMA fibre core was determined to be the most likely source of this signal.
A novel method of Cherenkov and fluorescence removal was developed and tested
on a megavoltage linear accelerator at the Illawarra Cancer Care Centre. A sample
waveform of Cherenkov light can be measured by exposing only the optical fibre to
the beam. By assuming that the Cherenkov waveform closely matches the intensity
of incident radiation, this waveform can be convoluted with the instantaneous scintillation response function to generate an expected scintillation signal. By finding the
least-squares fit between these two functions and the experimental data, the estimated
Cherenkov contribution can be subtracted off the total signal. This can be applied
for arbitrarily complex Cherenkov waveforms, and has been tested on both 6 MV and
10 MV x-rays as well as five megavoltage electron energies. Results agreed closely to
both ionisation chamber reference data and the same optical data analysed with the
conventional reference probe subtraction method. This method demonstrates that it
is possible to separate out the Cherenkov stem signal using only the temporal information within the waveform. This also presents as a possible solution to the fluorescence
signal in synchrotron FOD dosimetry, if certain conditions for a successful application
of the algorithm are met.
The 10 µm FOD presented in this thesis is the highest spatial resolution plastic
scintillator detector that could be found in the literature. The extremely small sensitive
volume of these scintillators push the limits of scintillator dosimetry, but innovative
solutions are necessary for overcoming the extreme challenges of dosimetry and quality
assurance in MRT.

KEYWORDS: Cherenkov radiation, LINAC, MRT, optical fibres, scintillators,
X-ray dosimetry
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Introduction
1.1

External beam radiation therapy

According to the World Health Organization, cancer is the leading cause of death
world-wide [1]. Nearly 50% of patients worldwide are treated with a form of external
beam radiation therapy (EBRT) [2]. EBRT uses a radiation source of high energy
photons, electrons, protons, or (recently) heavy ions, directed at the target volume
within the patient to deliver a prescribed radiation dose to the tumour.
There are several advantages to using EBRT to treat cancer. To avoid excessive
irradiation to healthy tissue and vital organs in front of and behind the target volume,
the prescribed dose can be delivered in several fractions from multiple directions. This
allows the beams to overlap in the target volume while minimising the dose delivered to
surrounding healthy tissues and organs at risk. Nevertheless, irradiation of surrounding
tissue, especially if the target volume is deep in the patient, is an intrinsic limitation
of EBRT [3].

1.1.1

Linear accelerator EBRT

The typical source of radiation for EBRT is a linear accelerator (LINAC). A LINAC is
a particle accelerator that applies multiple synchronised pulses of electric potential to
a charged particle, imparting it with kinetic energy along a track multiple times until
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it reaches the desired energy. This principle can be applied to any charged particle,
allowing for LINACs that produce high energy electrons, protons or heavy ions. With
appropriate collimation, the particle beam can be targeted to a treatment region.
To produce high energy photons with a LINAC, a further step is required. The
primary particles are accelerated to the required energy then directed through a target
which allow the primary particles to undergo Bremsstrahlung radiation. This produces
photons with a energy spectrum up to the kinetic energy of the primary particles. A
medical LINAC uses a tungsten target to scatter accelerated electrons to generate xray rays with energies in the megaelectronvolt range. The spectrum has a peak below
this maximum energy, but medical LINACs typically use a flattening filter to increase
homogeneity in the spectrum. Further filtering and collimation is applied to ensure
spatial consistency in the beam.
A medical LINAC beam typically has the target region within a few metres of the
electron target, so there is dispersion on the order of millimetres to centimetres. As
such there is a limitation to how small the cross-section of a LINAC-generated photon
beam can be.

1.1.2

Synchrotron based EBRT

Microbeam radiation therapy (MRT) is a novel form of EBRT that is currently in the
animal study phase [4–7]. It uses spatially fractionated synchrotron sourced x-rays to
deliver highly-targeted planes of x-rays to the target volume. These microbeams are
typically 25 – 50 µm in thickness, with a peak-to-peak separation of 200 – 400 µm.
MRT is currently limited to synchrotron sources, and is therefore only being studied
at a small number of facilities worldwide, but the emergence of compact synchrotron
technology [8, 9] has the potential to make MRT much more accessible.
When exposed to microbeam irradiation, healthy tissue (i.e. non-tumorous cells)
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exhibits an unusually high tolerance to the radiation when compared to other conventional radiation therapies [7, 10–12]. However, a number of cancers have been
shown to shrink under the same irradiation [13–15], demonstrating the potential of
this proposed therapy. Research seems to suggest that the sparing of healthy tissue is
determined by the dose in the valleys (the regions between the microbeams) and so
this valley dose is of extreme clinical interest.
To generate the x-rays for MRT, the synchrotron source will accelerate electrons to
relativistic energies into a storage ring using bending magnets. These bending magnets
(called wigglers) accelerate the electrons around the ring, and in the process generate
x-rays. These x-rays have lower energies than the x-rays ray photons generated by a
LINAC, but due to the size of synchrotrons the fluence of the x-rays is significantly
higher. The synchrotron x-rays can be collimated over a large distance (tens to hundreds of metres) which allows the beam at the target to remain highly collimated (with
divergence on the micrometer scale). The beam is then fractionated with a tungsten
target with spacing that allows the microbeams to pass through.
These microbeams will deposit nearly all their energy along the microbeams track
as the mean distance travelled by the secondary electrons is very small. Under the
continuous-slowing-down approximation, the range of electrons in water is 2.5 – 143
µm for 10 – 100 keV, and 4.37 – 49.8 mm for 1 – 10 MeV [16]. These values demonstrate
the necessity for low energy x-rays in MRT: higher ranges of electrons would blur out
the dose deposition of the microbeams and negate the positive effects of the therapy.
The combination of high fluence and high collimation make synchrotron x-rays ideal
for MRT. MRT requires that the delivered dose be restricted to the microbeams of
high dose, with minimal dose delivered in the valleys. The dose delivered in the valleys
must be tolerable to healthy tissue and organs at risk. As such the ratio between the
peak dose and valley dose is an important beam quality measure – the peak-valley dose

Introduction

4

ratio (PVDR). Due to motion in the patient, the prescribed dose must be delivered
quickly or the dose will be blurred across the target volume and the unique effect of
microbeam irradiation will be lost. A high x-ray fluence ensures that the dose rate will
be high enough to deliver the total prescribed dose within the movement parameters
of the body. The high collimation allows the beam to be fractionated with micrometer
precision.

1.1.3

Quality assurance and dosimetry

As part of the commissioning of a LINAC for EBRT, and as quality control for a
treatment plan, the beam quality must be assessed. This involves assessing the beam
stability over time, matching the prescribed dose to the actual dose delivered, and
ensuring that the spatial distribution of the dose matches the expected distribution.
Further, during a treatment monitoring the dose delivered to the patient ensures correct delivery to minimise under-dosing (resulting in a failure to destroy the tumour)
or over-dosing (excessive or unnecessary damage to healthy tissue and organs at risk
around the target). To provide quality assurance and beam monitoring a dosimeter is
required. An ideal dosimeter will have the following properties:
• Sensitive to all particles that will deposit dose in the volume.
• Linear to the total dose deposited in the dosimeter.
• Independent of the energy of the incident particles.
• No perturbation to the beam.
• High spatial resolution to adequately localise the volume at which the dose was
deposited.
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For a medical LINAC, there are many dosimetry tools available for quality assurance. The cross-sectional field size can be up to 40 × 40 cm2 , and down to 1 × 1 cm2
in a typical arrangement.
For MRT dosimetry, the challenges are much more significant. The field size is
typically on the millimetre scale, and the microbeam widths between 20 – 50 µm,
making the spatial resolution of the dosimeter a vital characteristic. This is especially
important as measuring the PVDR is an important quality assurance measurement
[17].
An important quality of a dosimeter is how much the dose measured compares to
an equivalent volume of water. This is to both ensure that for medical applications
the dose is equivalent to the dose deposited in tissue (which is nearly identical to
water with respect to radiation interactions – hence a treatment planning system will
calculate tissue as water) as well as minimising how the dosimeter perturbs the beam
in a water phantom [18].
Water equivalence depends on several factors, with different factors important for
different particles and different energies. Ideally matching the materials in the target
volume and the dosimeter would provide perfect water-equivalence, however not many
dosimeters are made with water.
The density of the material is a first approximation to assess water equivalence.
A better metric however is the effective atomic number of the material compares to
water. As water is a low-Z material, the interactions between the atoms and the
incident radiation are primarily dependent on Compton scattering of incident x-rays,
and so a more accurate metric is mean mass energy absorption coefficients and the
mean mass collision stopping powers. These parameters are the best comparison that
can be made to assess the theoretical water-equivalence of a material [19].
It is also now possible to assess the water equivalence of a material over a range
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of energies using Monte Carlo simulations via a comparison of the dose deposited in
equal volumes of water and the material in question. The accuracy of this method does
however rely on the accuracy and quality of data of the underlying physics models,
and care must be taken to ensure that conclusions are only drawn for data where the
simulation models are valid.

1.2

Scintillator dosimetry

Scintillators are materials that emit visible or near-visible light when ionising radiation
deposits energy in the scintillator. As such the light intensity from the scintillator can
be linked to the intensity of the incident radiation. There are two main types of scintillators: organic and inorganic. Organic scintillators use luminous benzene structures
to generate light. While typically grown in crystals, they can also be dissolved into
an organic solvent to produce liquid scintillators. They can also be embedded into
a plastic base to form plastic scintillators. A typical base is polymethylmethacrylate
(PMMA), a common plastic used in dosimetric applications due to its good water
equivalence. Fluors are embedded into the base to amplify the self-scintillation of the
base and produce a higher light yield in visible wavelengths. These plastic scintillators
have a lower light yield than both the pure organic and inorganic scintillators, but
they have a high water-equivalence due to their density being very close to that of
water.
Inorganic scintillators are non-hydrocarbon crystals which typically produce many
more photons per incident radiation energy than organic scintillators. The most common inorganic scintillator is NaI, but there are hundreds of different inorganic scintillators in the literature. Their high light output are in part due to their densities of
several grams per cubic centimetre. This higher stopping power reduces their water
equivalence, and so limits their application to dosimetry.
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In an organic scintillator, the process responsible for scintillation light emission
is the transitions of the so-called π-electrons whose orbitals form molecular bonds
between stacked benzene rings. Incident radiation can excite these electrons from
their ground state, S0 , into higher singlet states S1 , S2 , etc. It is the decay of these
electrons back into the S0 state that causes scintillation light. Luminescence occurs
via fluorescence and phosphorescence. Fluorescence is the direct transition between
the S1 and S0 states. This has a lifetime of around 1–10 ns, and the decay follows an
exponential process in time. Due to transitions between S1 and sub-levels of S0 the
fluorescence spectrum has several peaks close together in wavelength. Phosphorescence
is a longer-wavelength process and occurs on a 0.1 ms and longer time scale. It is a
transition from the S1 state into a lower metastable state before a transition into S0 .
Radiation effects on the scintillator itself can cause these molecular bonds to be broken
and will affect the scintillation yield [20].

1.3

Cherenkov radiation

In 1937, Pavel Cherenkov described a phenomenon observed when a charged particle
travels through a medium at greater than the local speed of light (defined by the
refractive index n of the medium) [21]. The particle will emit visible (and near-visible)
photons as it travels. This phenomenon is dubbed Cherenkov radiation, and is the
electromagnetic equivalent to a sonic boom. For a particle travelling at relativistic
speed β = v/c through a medium with refractive index n, the angle between the
direction of travel and the direction of the emitted Cherenkov radiation θ is:

cos θ =

1
βn

(1.1)

Hence the closer the speed of the particle to the speed of light, the greater the
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angle of emission.
In an optical dosimetry system, high energy charged particles (e.g. in electron
and proton/ion beams) will produce Cherenkov radiation in the optical transmission
medium. Further, high energy photon beams can produce secondary electrons via
Compton scattering, pair production and the photoelectric effect, which can then
create Cherenkov radiation. The effect of this Cherenkov radiation produced in the
optical system is contamination light captured in the optical fibre and transported
to the detector along with the scintillation light. Because Cherenkov radiation is
generated not only in the scintillator volume but also the optical fibre, the total light
signal measured will not be proportional to the dose deposited in the scintillator, and
so must be removed.

1.4

Aims

The aims of this work are as follows:
• To develop and test novel methods of Cherenkov radiation removal from a scintillator dosimeter for application in a pulsed LINAC beam.
• To design, fabricate and test a high spatial resolution scintillator dosimeter for
use in synchrotron x-ray microbeam quality assurance.
• To investigate the effects of high accumulated radiation dose on these dosimeters.
• To assess the viability of using the high resolution scintillator dosimeter to measure the x-ray region of shallow depth in the kilovoltage beam.

Literature review
2.1

The current state of scintillation dosimetry

Historically, scintillator dosimetry is one of the oldest methods for measuring radiation
and radiation tracking. Originally pioneered by Sir William Crookes in 1903 [22],
scintillator dosimeters have found their way into a number of applications, such as
radiation contamination meters [23–26], neutrino detectors [27–30] and x-ray imaging
[31–33].
The use of plastic scintillator fibre-optic dosimeters for radiation dosimetry was
first investigated by Beddar et al in 1992 [34, 35]. They used the plastic scintillator
Saint-Gobain Crystals (Ohio, USA) BC-400

1

cut into a cylinder of 1.0 mm diame-

ter and 4.0 mm length. This was coupled to an optical fibre with a core diameter
of 200 µm. To measure the Cherenkov contribution within the scintillator volume
and the optical fibre exposed to the field, a secondary optical fibre with no coupled
scintillator was used. This allows the Cherenkov signal to be subtracted from the
net scintillator and Cherenkov light signal from the primary probe, yielding only the
scintillation signal. This method is known as “background subtraction” and is considered the gold-standard method of Cherenkov radiation correction. The design of the
scintillator probe is the most common form of scintillator fibre-optic dosimeter (FOD).
Two photomultiplier tubes (PMTs) were used to measure the light signals from these
1

A list of properties for BC-400 is presented in Table 4.1.
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probes, and the accumulated charge was shown to be proportional to the light signal
and hence the absorbed dose in the scintillator.
Beddar et al (and others groups [36]) found that their FOD was water-equivalent
for radiotherapy energy ranges, within 4% of the absorbed dose ratio of scintillator to
water. They also found that the FOD was temperature independent within detector
repeatability within ±5◦ C of 22◦ C, and temperature variations within 5−50◦ C “do not
significantly affect the response”, although a more recent study of scintillating optical
fibres has shown an approximately 10% change in scintillator output over 0–40◦ C [37].
The long-term stability of detector was shown to be within ±0.2%, the linearity was
established for up to 400 cGy with a 6 MV x-ray beam and up to 800 cGy with a 12
MeV electron beam, and the radiation hardness was quantified: a 2.9% decrease in
response over 10 kGy from Cs-137 gamma-rays was observed.
These results have underpinned the field of FOD dosimetry. FODs have since
found success in clinical EBRT [38–42], brachytherapy [43–46], and ophthalmic plaque
applications [47]. Applications also extend to proton beam dosimetry [48, 49]. The
properties of scintillator FODs are unaffected by the presence of magnetic fields, making them well suited to MRI-LINAC dosimetry [50, 51]. They have been used to
perform measurements on the Australian MRI-LINAC and show promising results
[52].
High resolution plastic scintillator FODs with spatial resolutions up to 100 µm have
been demonstrated for Co-60 x-ray beam depth dose and surface dose measurements
[53]. The fabrication process involves pressing a scintillation fibre between plates held
at 200◦ C to flatten the fibre to the desired thickness. These detectors are the highest
spatial resolution plastic scintillator dosimeters that can be found in the literature.
A multi-point detector has been developed using three scintillators with different
emission wavelengths to allow the dose to be measured at three different points in
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the detector simultaneously [54, 55]. The light signal is split and passed through
wavelength band-pass filters and detected on an electron-multiplying CCD detector.
When used to measure megavoltage x-ray beam profiles and depth doses, the average
relative difference to ionisation chamber was typically less than 2%, demonstrating
that it is feasible to use multiple scintillating elements in a single fibre to perform
dosimetry.
Scintillating fibres have been used for fluence monitoring of multileaf collimator
driven conformal radiotherapy by Goulet et al where an array of 60 scintillating fibres
was aligned with the 60 LINAC leaf pairs [56]. They were able to develop a model
of the light intensity to predict both the central position of the radiation field on the
fibre as well as the integral fluence through the fibre. These measurements were within
1.3 mm and 2.6% respectively. This work was improved when the same team used
50 scintillating fibres to map an intensity modulated radiation field measured over 18
projections over a 170◦ rotation of the fibre array [57]. This allowed dose reconstruction
to be performed using a total-variation minimisation iterative reconstruction algorithm
(similar in concept to conventional computed tomography techniques). While able to
provide an accuracy of 99.6% in a gamma test of 3%/3 mm, this method cannot
provide real-time dosimetry in a field.
Scintillator FODs have even been developed into a commercial dosimetry system,
the Standard Imaging (Middleton, USA) Exradin W1 and W2 dosimeters for example.
The W2 is available with two probes with a scintillator sensitive volume of 1 mm
diameter and either 1 mm or 3 mm length. The W2 detector has been tested in
megavoltage clinical linear accelerator (CLINAC) fields and has shown accurate results
[58].
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Methods of Cherenkov removal

As mentioned above, the “gold standard” for Cherenkov light removal is the background subtraction method: a second optical fibre is used to measure only the Cherenkov
light response, such that the difference between the scintillator FOD and the reference FOD signals yields the desired pure scintillation light signal. This “reference
probe” must be kept parallel and flush with the FOD probe within the field to yield
valid results. While this method is accurate, it has limitations. The arrangement of
the two probes needs consideration when designing experiments, as the Cherenkov response will be different in the two fibres if care is not taken. In regions of high spatial
dose gradient resulting in a large difference in dose between two nearby points, the
reference probe must be arranged such that the dose gradient across the FOD and
reference fibres is minimised. In the case of small field, or highly-fractionated fields
such as in MRT, achieving this reliably is difficult. Care must also be taken to ensure
that the measured light signals are equal under identical conditions: variations in optical coupling, fibre bending loss and amplified gain can all contribute to variations
between the two photodetectors used. The need for a secondary probe increases the
bulk of the experimental setup, and requires a secondary photodetector to measure
the Cherenkov-only signal. For these reasons, a number of alternative methods for
Cherenkov removal have been developed.
The simplest method for removing Cherenkov contamination is to avoid its generation altogether. Lambert et al used an air-core optical fibre (as opposed to the PMMA
core typically used in most other applications) to guide the scintillation signal [59, 60].
As the refractive index of air is very close to unity, the threshold for Cherenkov generation is much greater than any electron energies encountered in EBRT and so there
is no Cherenkov light created. The practicality of this method is limited however, as
the attenuation for optical wavelengths is much higher in air-core fibres, and the low
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flexibility of the fibres makes clinical applications difficult. However, some use has
been found in finding small-field correction factors for diode detectors [61].
Because of the wavelength-dependent intensity of Cherenkov radiation, which dominates in the lower wavelengths (see Section 3.1 for further detail), spectral filtration
is a viable method for Cherenkov removal. A sharp cut-off filter with a scintillator
dominant in the blue regions achieved a 50% reduction in the Cherenkov light [62].
Due to the high overlap between the scintillation and Cherenkov spectra, there was
also a reduction in the scintillation light captured. Clift et al , using a combination of
long and short-wavelength pass filters, managed to reduce the Cherenkov contribution
by 82%, with a reduction of the scintillation light by 56% [63]. Loss of scintillation
light remains a challenge when optical filtration is used as the primary method of
Cherenkov radiation correction, and when the sensitivity of the light signal is low, this
is not desirable.
Analysis of the light spectrum allows the independent contributions of scintillation
and Cherenkov light to the net signal to be discriminated. Fontbonne et al used
a three channel silicon photodiode with blue, green and red interference filters to
measure the intensity of these wavelengths in the total light signal [39]. Using a twopoint calibration method with an ionisation chamber and differing lengths of optical
fibre in the field, a mathematical method for determining only the light from a 1
cm length of scintillating fibre can be achieved. Frelin et al improved this method by
measuring the contributions above and below a 500 nm threshold with a CCD detector
and applied the same method to measure the depth-dose distributions for a range of
photon and electron energies [64]. The authors do not quote the amount of scintillation
and Cherenkov reduction, but the results agree within 1% of measurements performed
with an ionisation chamber.
Most methods have exploited the spectral differences between scintillator and

Literature review

14

Cherenkov light, but very little work has been done using the temporal differences.
Cherenkov emission is prompt with delivered dose, while scintillation emission is delayed and highly dependent on the scintillator material itself. Clift et al investigated
using temporal analysis on a 450 ns electron beam pulse to measure only the scintillation contribution. With a 5 ns gated window 700 ns after the rising-edge of the
electron pulse, 99.9% of Cherenkov light can be excluded and 56% of scintillation light
can be captured. The intensity of this scintillation light is proportional to the dose in
the pulse, but only while the pulse is short enough to ensure the scintillation output
does not saturate. With longer pulse durations, the tail of the scintillation signal will
not be proportional to the absorbed dose.
In this work the method of temporal separation of Cherenkov light will be investigated and furthered for pulsed EBRT sources.

2.3

Microbeam radiation therapy

The effect of radiation microbeams was first discovered by Curtis in 1963 who, when
simulating the biological effect of cosmic radiation using a deuteron microbeam, found
that there was no cerebral damage caused in mice brains by the deuteron beam below
3 kGy of dose [65–67]. Larsson first proposed the use of synchrotron x-ray microbeams
for radiotherapy in 1983 [68], which was supported with further cell studies [69]. Since
then, this new EBRT modality has been investigated at the Brookhaven National
Laboratory [69], the European Synchrotron Radiation Facility (ESRF) [70] and later
the Australian Synchrotron [71], where specific beamlines have been commissioned for
this research.
A number of studies have demonstrated the radio-resistance of healthy tissue to
MRT doses much higher than those delivered in conventional therapies. Dilmanian et
al irradiated duck brain embryos in ovo with both microbeams and broadbeam [10].
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They found that the brain embryo cells had a much higher radiation tolerance to the
microbeams than in broadbeam. The effect of microbeams on the microvasculature
structure of healthy mouse brain was investigated by Serduc et al [7]. There was no
detectable damage to the brain microvasculature 12 hours after irradiation of 312 Gy
peak entrance dose. The same group found that edema induced by MRT in mouse
brains (a common side-effect of radiation therapy) disappeared within a week of radiation exposure [11]. A comparison between microbeams and minibeams (millimetre
sized x-ray beams) showed that while minibeams caused vascular toxicity and inflammation in both immature and mature tissue, the effects of microbeams was only in
rapidly developing tissue [12].
Despite the high resistance of healthy tissue to MRT, many tumours have been
shown to halt growth, shrink and regress under microbeam irradiation. A number of
studies on 9L gliosarcoma [13, 72, 73], EMT-6 carcinoma [14], and B16-F10 murine
melanoma [15] have all shown very positive results on the control of tumours while
preserving healthy surrounding tissue. Even the highly radio-resistant and aggressive
cancer squamous cell carcinoma has been effectively treated with MRT, showing an
increase in mean survival time in rat models [74].
The mechanism behind the high radiation tolerance of healthy tissue is still unclear, however there have been significant developments in understanding it. Chick
chorioallantoic membrane provides a model of an almost pure vascular system with
immature vessels, allowing the effect of microbeams on developing systems to be studied. Sabatasso et al found that capillary damage causes tissue injury from a lack of
blood supply to the cells [75]. A thorough review on the effects of MRT on both normal and tumoral blood vessels was written by Bouchet et al [76], who found that the
evidence shows that mature tissue shows a resistance to MRT, while immature tissue
shows vascular damage after MRT. Tumours in the brain also show a decrease in the
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number of vessels after MRT. Potez et al identified that radiation-disrupted tumour
cells acted as an entrance site, allowing inflammatory and immune cells to reach and
attack tumour cells [15].
Despite the continuing investigation into the biological mechanisms behind the
tumour control shown by MRT, there is no doubt that this novel therapy warrants
translation into human trials. The path to clinical human treatment is outlined by
Bräuer-Krisch et al [77]:
1. Treatment trials of spontaneous tumours in large animals such as pigs, cats and
dogs will provide a more analogous model of human tumours than the current
small animal studies. This will give data to inform the dose profiles required for
human trials.
2. Developing a MRT protocol valid for human trials. As no radiation therapy
currently exists like MRT, the protocol required is novel. The dose delivered to
the tumour and the dose delivered to the surrounding healthy tissues must be
determined to maximise efficacy and minimise toxicity.
3. A treatment planning system (TPS) is needed to provide individualised dose
delivery plans. This will require a validated Monte Carlo model incorporating
patient CT data to provide a 3D dose distribution.
These issues are non-trivial and will likely take many years of work for MRT to be
ready for human patients. However, due to the radio-resistance of healthy tissue in the
central nervous system, MRT has the potential to provide a first-line treatment where
conventional therapies such as broad beam radiotherapy and surgery would cause too
much damage to developing tissues [78] and so solving these challenges is important
work. An important example of potential use is in paediatric patients where the central
nervous system is under development and so irradiation will have a negative impact
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on their development [79].

2.4

Dosimetry in microbeam radiation therapy

Since its inception, accurately measuring the spatial distribution of dose in MRT has
been a significant challenge. The combination of high spatial fractionation and high
dose rates severely limits the application of existing dosimetric technologies and has
required the development of innovative devices.
Radiochromic film is generally considered a dosimetric standard, but is limited
in its application to MRT. More recent films such as GafchromicTM EBT-3 film [80]
have a high dynamic range, demonstrated from several cGy up to over 100 Gy [81].
The granularity of the film (on the order of tens of micrometers) limits the spatial
resolution. Further, it has been shown that film measurements of absolute dose can
be inaccurate to up to 15% [82–84]. Theses reasons, along with the lack of real-time
dosimetry available for film, limits the application of film to MRT.
Ionisation chambers, the “gold standard” of conventional EBRT dosimetry, are able
to handle the high dose rates produced in MRT. However there are some challenges
with calibration and when measuring the ionisation recombination correction factor
and correction factors for small field effects [85]. Due to the volume of the chamber (the
smallest volumes are typically around 0.015 cm2 ) they cannot resolve the microbeam
structure and so they cannot measure the peak-to-valley dose ratio. However, when
measuring broadbeam synchrotron x-rays (without the multi-slit collimator in place
generating the microbeams) ionisation chambers still remain the gold standard.
A commercial single crystal diamond detector, the PTW (Freiburg, Germany) microDiamond, has also been applied to MRT fields due to its very high spatial resolution.
It claims a 1 µm thick sensitive volume [86] consisting of a single cylindrical crystal of
diamond with a thickness of 1 µm and diameter of 2.2 mm. The deposition of dose in
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the crystal liberates charge carriers, which provides a measurable current proportional
to dose. Some questions remain unanswered on the effect of microbeam radiation on
the electronics of the microDiamond when the crystal sensitive volume is not within a
microbeam. These effects can compromise how effective the microDiamond is in this
application. Butler et al measured the spatial response of four microDiamond detectors with a 100 µm diameter beam and found that the sensitivity typically varied by
up to 5% within the sensitive volumes, and in certain cases varied by 30% [87]. They
also found that irradiation of areas other than the diamond sensitive volume induced
a signal in the detector, limiting the validity in small fields.
Metal oxide semiconductor field-effect transistors (MOSFET) have the required
spatial resolution for microbeam dosimetry, and are able to accurately resolve 25 µm
microbeams in relatively low dose rates of up to 100 Gy/s [70], but they lack the
radiation hardness to withstand the high dose rates involved [88]. They also have an
energy dependence which requires separate calibration for each MRT filter combination
and detector depths (due to beam hardening) [89].
Silicon strip semiconductor detectors (SiSSD) have been fabricated by the Centre
for Medical Radiation Physics for use in synchrotron beams [90]. The sensitive silicon
volume is composed of a single microstrip silicon diode, 10 µm wide, fabricated on a
p-type 50 µm thick epitaxial substrate. Under appropriate biasing, they have been
shown to achieve a spatial resolution of 15 µm [85, 91].
Three-dimensional spatial dose verification can be performed with PRESAGE,
a radiochromic polyurethane-based detector which changes colour upon irradiation.
PRESAGE can be cast into any appropriate volume for the application, and has a
very high resolution. For example, it is able to capture three-dimensional information
on complex microbeam treatments using overlapping dose deliveries. The challenge
associated with using PRESAGE is measuring this information. Optical computed
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tomography is able to resolve the deposited dose in PRESAGE with an accuracy of
20 µm [92]. Confocal microscopy is able to resolve PRESAGE up to 1 µm accuracy
[93]. However with both of these techniques, measuring actual dose deposited is currently not possible, and cannot provide real-time results. This limits the application
of PRESAGE to MRT QA.
Silica core optical fibres doped with molecules of hydroxide or fluoride will emit UV
light under irradiation. They have been demonstrated to show radiation hardness to
synchrotron radiation, with an approximately 25% increase in light absorbance after
1000 Gy dose [94]. They also used THz imaging to show refractive index changes in
the optical fibre core and cladding due to irradiation. As all measurements were done
in a broadbeam field with no microbeams, the challenge for this work is to develop
the silica core optical fibres to an appropriate size for microbeam dosimetry.
A crystal scintillator dosimeter, which demonstrated a resolution of 11 µm has
been described by Belley et al [95]. However as the scintillator is crystalline it is
not water-equivalent, and so must be calibrated against an ionisation chamber. This
correction is only valid at the calibrated energies and when the crystal is completely
inside the microbeam. This means any measurements in the edges of microbeams may
result in an incorrect dose, and calculations of microbeam width may not be accurate.
The detector has not been tested in a high dose-rate synchrotron microbeam array,
rather only using an x-ray tube collimated into a 140 µm beam.

2.5

Radiation effects and damage on scintillators
and optical fibre

In the very high dose rates of MRT, the effects of radiation damage on both the
response of the scintillator and the transmission of the optical fibre must be considered.
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A number of effects including permanent transmission damage, possible annealing
and reduction in scintillation emission will influence the applicability of any optical
dosimeter in MRT applications.

2.5.1

Plastic scintillator

An early work by Rosman and Zimmer looked at the light output of a polystyrenebased plastic scintillator under alpha irradiation [96]. They found that the response of
the scintillator was reduced by 50% after a dose of 600 kGy. They also identified that
there was a decrease in the transmission of the scintillator through the polystyrene
material due to a discolouration of the material.
To identify the mechanisms of the reduced light output, investigation has been
done to measure damage to the underlying plastic base and the scintillating dopants
separately. Several works have identified that the primary source of degradation is the
base polymer rather than the dopant, over a large range of bases and dopants [97–99].
Bross and Pla-Dalmau have also shown that the radiation induced discolouration of
the scintillator anneals over time [100]. They used a Co-60 source to deliver 100 kGy
of dose, and showed that dose rate has no significant effect on the damage or the
annealing process. They also showed that the process can be accelerated with oxygen
and heat. These results indicate that part of the radiation damage to the scintillator
is recoverable. However, in all the samples and annealing processes the measured
loss of transmittance below 400 nm was not entirely recoverable. As the core of a
plastic optical fibre will have similar material composition, the results here also have
implications on the transmittance of the optical fibre transporting scintillation light.
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PMMA core optical fibre

Harmon and Gaynor investigated the transmission effects of colour centre formation
in PMMA optical fibres from 100 kGy from a Co-60 source [101]. They found that
PMMA lost significant transmission in the 370 – 600 nm range. They also found that
poly(n-hexyl methacrylate) showed a much smaller loss of transmission than regular
PMMA, and observed a partial recovery from the discolouration over time.
Clough et al identified the likely mechanism behind both the permanent and annealable colour centres formed in polymers [102]. Permanent colour centres were determined to correspond to stable structural changes (formation of conjugated chromaphores,
which will involve double bond creation and also creation of carbonyl species, formed
by reacting with oxygen during both irradiation and annealing) within the polymer
structure. The annealable colour centres appeared to be due to creation of conjugated
free radicals. In fact, UV spectroscopy showed that the annealable colour centres disappeared on the same time scale as the free radicals, providing a direct link between
the two. Further, a PMMA sample exposed to 150 kGy of Co-60 gamma radiation
took approximately 9 months to anneal.

After considering the required properties for a dosimeter suitable for MRT, and
assessing the currently available solutions, it appears that developing a plastic scintillator fibre-optic dosimeter for MRT dosimetry could make an important impact on
the field.

Theory
3.1

Cherenkov radiation

The spectrum of Cherenkov radiation is given by the Frank-Tamm formula [103], which
expresses the energy released per unit length per frequency:


q2
1
dE 2
=
µ(ω)ω 1 − 2 2
dxdω
4π
β n (ω)

(3.1)

Here E is the energy released, x is distance, ω is angular frequency, q is the particle
charge, µ(ω) is the permeability, n(ω) is the refractive index, and β is the relativistic
velocity c/n.
To calculate this for an electron in water, q is taken as the elementary charge e,
µ = 1.257 × 10−6 H/m, and the refractive index for water over a range of frequencies
has been found in the literature [104]. As an example calculation, a secondary electron
produced by a LINAC may have a kinetic energy of 2 MeV, and hence a relativistic velocity of 0.979c. The calculation is plotted in Figure 3.1. This figure demonstrates the
effect of an increasing release of energy with higher frequencies, resulting in Cherenkov
radiation appearing blue when intense enough to be visible to the naked eye.
For Cherenkov radiation to be emitted at any frequency, the following condition
must be met:
β>

1
n(ω)
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Figure 3.1: Cherenkov radiation spectrum for a range of electron energies in water over
the visible wavelengths, calculated from Equation 3.1. Electron velocity β = 0.979 is
shown in with the solid line.
Using Equation 3.2 and the minimum refractive index of water in the range 2 nm –
1000 nm of 1.327, the threshold speed is 0.754c. This gives an energy limit of 267 keV.
In plastic scintillator and optical fibre, with a common refractive index of 1.5, the limit
is 175 keV. Electrons with kinetic energy below these limits will not produce Cherenkov
radiation. In a LINAC beam with megavoltage photons, Cherenkov radiation will be
readily produced. However, in synchrotron beams the photons are kilovoltage, and
secondary electrons will nearly always fall below the energy threshold.
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3.2

Optical fibre bending loss

When light travels through an optical fibre, it is kept within the core of the fibre via
total internal reflection (T.I.R.). A necessary condition for this to occur is that the
light ray strikes the core-cladding interface at an angle greater than a critical angle
defined by the refractive indices of both media. As the angle of reflection is equal to
the angle of incidence, in a straight optical fibre if a light ray is initially captured it
will remain captured (excluding effects from boundary irregularities, attenuation and
other mechanisms of loss).
If an optical fibre bends, the angle at which the light ray will intersect the boundary
will change, and hence the ray may not undergo T.I.R. Hence, there is a decrease in the
transmission of light in a curved optical fibre. This will have an experimental effect on
the repeatability of experiments measuring light signal transported through an optical
fibre. By calculating the intersection angle between an arbitrary ray entering the
optical fibre and the boundary between the core and the cladding, it can be determined
if the ray will undergo T.I.R. and hence determine the fraction of captured light rays
as a function of fibre curvature.
As a model for this process a torus is used for the optical fibre core. The torus has
a major radius R (the radius of curvature of the fibre) and minor radius r (the core
radius of the fibre). With the radially-symmetric axis of the torus along the x axis,
the surface satisfies the equations:
p
2
y 2 + z 2 − R + x2 − r 2 = 0
2
f2 (x, y, z) = x2 + y 2 + z 2 + R2 − r2 − 4R2 (y 2 + z 2 ) = 0

f1 (x, y, z) =

(3.3)

The coordinate system and torus are shown in Figure 3.2.
To model the transport of light simple ray mechanics are used. As the wavelength
of the scintillation photons is much less than the dimensions involved here the wave
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Figure 3.2: The coordinate system and geometric parameters defined for finding optical
loss due to fibre bending.
properties of light can be neglected. The light ray is parametrised with a variable t
and so the initial direction of the ray can be defined with spherical-polar coordinate θ
and φ as such:
  

x0  cos θ sin φ
  

 +  sin θ sin φ  t
r=
y
0
  

  

z0
cos φ

(3.4)

We will use the shorthand dx = cos θ sin φ, etc, for the components of the direction
vector. The intersection between the ray and the torus surface is solved via substitution
of the r vector into f2 (Equation 3.3) which yields (with R2 − r2 = ∆):

2


(x0 + dx t)2 + (y0 + dy t)2 + (z0 + dz t)2 + ∆ = 4R2 (y0 + dy t)2 + (z0 + dz t)2 (3.5)
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Expanding and factorising:
t4 + 2βt3 + (2γ + β 2 )t2 + 2βγt + γ 2 = 0

(3.6)

Where
β = 2(x0 dx + y0 dy + z0 dz )
γ=

x20

+

y02

+

z02

(3.7)

+∆

Equation 3.6 is a fourth degree polynomial in t. The four solutions to this represent
the four points where a straight line could intersect a torus. Depending on the straight
line, there may be between zero and four real solutions. Solving this polynomial
yields four complex roots. Two of the roots are always real (as long as the initial ray
position is within the torus surface), while the other two roots may be real or complex.
Solving for t allows the intersection coordinates to be found using Equation 3.4. The
intersection closest to the initial position corresponds to the first intersection the ray
will make with the surface, which will physically correspond to the point of reflection
of the ray.
To find the angle of incidence at the surface, the normal N to the surface of the
torus at the point of intersection is required:
N = ∇f1

∂f1
= 2x
∂x


∂f1
R
= 2y 1 − p
∂y
y2 + z2


∂f1
R
p
= 2z 1 −
∂z
y2 + z2

(3.8)
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And hence (ignoring scalar factors):
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(3.9)

y +z

So with the point of intersection ri and the normal vector to the surface, the angle
θi between the torus normal and the ray is found using:
N ·d
cos θi = p
(N · N )(d · d)

(3.10)

If this angle is greater than the condition for T.I.R. (sin θi > n2 /n1 ), then the ray
is captured in the fibre.
To determine how many of the initial light rays undergo T.I.R., a Monte-Carlo
method is used: light rays are generated randomly on the plane z = 0, with the restriction x2 + (y − R)2 < r2 . The direction samples two angles θ and φ from the
appropriate distributions to find dx , dy , dz . The absolute value of dz is taken to ensure
the ray is in the correct direction. With a sufficient number of rays, the number undergoing T.I.R. will be representative of the theoretical value. As there are four degrees
of freedom here (x0 , y0 , θ and φ) a deterministic numerical integration technique is
not appropriate for sufficient accuracy.
To provide normalisation, the case for an unbent optical fibre is considered. This
is modelled simply with a cylinder. For ease of implementation in the existing code,
the following cylindrical surface is used:

g1 (x, y, z) = x2 + y 2 − r2 = 0

(3.11)

With the same analysis as for the toroidal case, the number of captured rays can
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Figure 3.3: Number of captured light rays as a function of the optical fibre bending
radius. The three different lines are (top to bottom) 0.5 mm, 1.0 mm and 2.0 mm core
diameter.
be calculated. This provides a value to normalise the toroidal results to and allows
the captured percentage of rays to be presented.
The Monte Carlo simulation of a 0.5 mm, 1.0 mm and 2.0 mm core diameter
optical fibre (Eska SK-40 optical fibre) was performed for bending radius 0.5 mm to
50 mm. The results for the percent of initial light rays remaining captured after their
first intersection is presented in Figure 3.3. This shows that there is no appreciable
bending loss until the radius drops below 25 mm where the number of captured photons
drops below 99% for the 1.0 mm core fibre. As the core radius increases so does the
bending loss at a given bend radius.
To consider how many of the rays that are captured continue to propagate throughout the optical fibre, the direction of the reflected ray can be found. The new direction
d0 is:
d0 = −(2(N · d)N − d)

(3.12)

Using this reflected direction as the initial coordinates of the ray, the whole process
can be repeated. To simplify this, the point of intersection and new direction are
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Figure 3.4: The change in photons captured after each reflection. The colour bar
shows the number of reflections from 1 to 20.
rotated about the x-axis so that the ray is in the x − y plane (i.e. z = 0, making
repeating the process much simpler). This was done for the 1.0 mm core diameter
optical fibre for a total of 20 reflections. The loss after each reflection is shown in
Figure 3.4. After 20 reflections there is no further loss of captured photons.
This model of photon transport suggests that for consistent experimental results,
any optical fibre used must not have a bending radius less than 25 mm. It also
suggests that even if there is bending loss present in the fibre, the loss will stabilise
after a number of reflections and so there will be a fixed decrease in transmission
independent of the length of bent fibre.

Methods
4.1

Scintillator probe

All fibre optic dosimeters (FODs) developed and used in this work use one of two plastic
scintillators as the radiation-conversion material: BC-400 or BC-444. Their properties
are summarised in Table 4.1, but their main difference is their timing properties. Light
emission and decay (rise and decay times) from BC-400 is much more prompt than
BC-444. As such, BC-444 is used in dosimeters where temporal separation will be
used to maximise the timing differences between the prompt Cherenkov radiation and
the scintillation light.
To make the scintillator probes, the plastic scintillator was cut into a cylindrical
shape with diameter 2.2 mm and a variable length. The length determines the onedimensional spatial resolution of the probe, with smaller lengths having a higher spatial
resolution at the cost of sensitivity. Different applications require different lengths of
scintillator. The scintillator is polished down to the desired length using optical grade
polish to ensure the surface is smooth and increase the T.I.R. within the scintillator.
The scintillator was optically coupled to a length of Eska (Mitsubishi Chemical,
Tokyo, Japan) SK-4001 optical fibre. The properties of the fibre is summarised in
Table 4.2. The jacket diameter of 2.2 mm matches the diameter of the scintillator,
while the core diameter of 980 µm limits the collection volume of the scintillation light.
The attenuation of the fibre is minimum across the 400 - 600 nm range, which overlaps
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Reflective paint
(Optional)

Cladding
(Thickness 60 µm)

Core
(Diameter 980 µm)

Fibre jacket
(Diameter 2.2 mm)

Plastic scintillator
(Thickness variable)

Figure 4.1: A rendering of the end of the scintillator probe. Plastic scintillators used
are either BC-400 or BC-444, as described in Table 4.1. The variable thickness of the
scintillator used defines the one dimensional spatial resolution of the dosimeter.
well with the scintillator spectra (see Figure 4.3).
To improve the light collection of the probe, a diffuse optical reflector can be used.
BC-620 is a TiO2 based reflector paint that can improve the light capture efficiency.
Due to the higher atomic number of the titanium component, the use of the reflective
paint can reduce the water-equivalence of the probe and introduce a large asymmetry in
material composition of the probe along the fibre-axis (especially with smaller volumes
of scintillator) and so the application of this paint must be carefully considered.
The scintillator can be oriented in two ways, face-leading or edge-leading. In the
face-leading (FL) orientation the scintillator is aligned such that the direction of the
beam is parallel to the fibre axis, so that the 2.2 mm diameter scintillator face is
exposed to the beam. The edge-leading (EL) orientation is perpendicular to FL such
that the high resolution edge of the scintillator is exposed to the beam.
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Scintillator
(20 µm)
Shield

Figure 4.2: Photo of a FOD.

Property

BC-400

Density (g/cm3 )
1.032
Peak wavelength (nm)
423
Rise time (ns)
0.9
Decay time (ns)
2.4
Light output (ph/MeV) 11,400
Refractive index
1.58

BC-444
1.032
428
19.5
285
7,200
1.58

Table 4.1: BC-400 and BC-444 plastic scintillator material properties. Sourced from
Saint-Gobain Crystals [105, 106].

Property

Value

Core material
Cladding material
Core refractive index
Numerical aperture
Core diameter
Cladding diameter
Jacket diameter

PMMA
Fluorinated polymer
1.49
0.50
980 ± 40µm
1000 ± 60µm
2.2 mm

Table 4.2: Properties of the Eska SK-4001 optical fibre. Sourced from Eska [107].
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Figure 4.3: Transmission loss of Eska SK-4001 optical fibre. Sourced from Eska [107].

4.2

Photodetectors

Two photodetector types are considered and used in this work: photomultiplier tubes
(PMTs) and silicon photomultipliers (SiPM). PMTs use a series of dynodes held at
a high potential difference from each other to convert photoelectrons entering a vacuum tube and hitting a cathode into a current at an anode using electron secondary
emission. This makes them extremely sensitive to low light signals, as a typical gain
factor is around 106 . As the dynodes must be kept in a vacuum, PMTs are quite
bulky due to their vacuum tubes. Nevertheless they remain one of the more reliable
photodetectors in use.
SiPMs use an array of single photon avalanche diodes on a silicon substrate. When
a pixel in a SiPM is hit by an incident photon, an avalanche current will be triggered
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Peak wavelength (nm)
Rise time (ns)
Peak efficiency (%)
Operating voltage (V)
Active area (mm x mm)
Gain

RCA-4526

MiniSM 10035

530
2
21
2000
16.5 × 12.7
5.0 ×105

500
20
5
1.0 × 1.0
2.3 ×106

Table 4.3: Properties of the photodetectors RCA-4526 PMT [108] and MiniSM 10035
SiPM [109].
on the diode and the pixel will output a current pulse. There will be a small dead-time
for the pixel to reset after this. With a large enough array and approximately uniform
distribution of incident light, a SiPM can measure light intensity as current. Due to
the dead-time of each pixel, there is an amount of incident light that will cause a
saturation of the SiPM. As long as the light signal is well below this level, the current
will be proportional to the light intensity. Along with having similar gains, efficiencies
and response times, SiPMs are also more compact than PMTs due to being a solidstate device. They also only need a small applied voltage to operate, in contrast to a
PMT requiring a high-voltage power supply.
The two models of photodetectors used in this work are a PMT: RCA Corp. (New
York, USA) RCA-4526, and a SiPM: SensL (Cork, Ireland) MiniSM Silicon Photomultiplier 10035. Their important properties are summarised in Table 4.3, and their
detection efficiencies are plotted in Figure 4.4. The composition of the sensitivities
and BC-400 scintillator photo-output is plotted in Figure 4.5.

4.3

Data acquisition

The methods of measuring the response from the photodetectors depends on the radiation source used. The distinction made is between pulsed beams (such as from an
electron and photon CLINAC) and continuous beams (such as a synchrotron source).
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Figure 4.4: Quantum efficiency of the two photodetectors used.

4.3.1

Pulsed beams

For pulsed beams an oscilloscope can be used to capture data only while the beam is on,
allowing simple and robust periodic data collection. The photodetectors are connected
to the channels of the oscilloscope allowing the instantaneous response of the scintillator (and any other probes) to be recorded. A PicoScope PS6404D programmable
digital oscilloscope was used in this work. The PS6404D has four channels, 500 MHz
bandwidth, 8 bit sensitivity, 5 giga-samples per second, and a 2 giga-sample memory
buffer, making it ideal for rapid sampling and data transfer. A channel of the PS6404D
is used for triggering from a logic pulse allowing multiple beam pulses to be aligned
in time.
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Figure 4.5: Effect of the detector sensitivity on the scintillation spectrum. Note that
the base scintillator output is on a different scale to the detection scale.
The oscilloscope is controlled by a in-house Python program that allows customisation of the PS6404D settings, and can also coordinate with up to two translation
stages to synchronise the data acquisition and probe positioning. This allows a beam
profile, PDD, or 2D scans to be performed with ease.
As is shown in Figure 4.6, a GUI front-end was developed for the data acquisition.
It provides detailed and easy control of the data-acquisition system for users. Realtime waveform data is displayed, along with the processed responses for beam profiles
or PDDs.
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Figure 4.6: Screenshot of the 2D scan CLINAC GUI developed for data acquisition
and processing.

4.3.2

Continuous beams

For quasi-continuous beams (non pulsed x-ray beams), data must be captured at a high
rate and continuously streamed to storage, and so a dedicated hardware solution is
required. Two SiPMs are each connected to a channel on a TI (Dallas, USA) AFE-0064
analogue front end. This AFE is typically used for integrating current and digitising
the resulting total charge from flat panel silicon detector systems, and so is an ideal
digitiser for the silicon photomultipliers. The readout from the AFE is done with an
in-house program written in C++ which allows the AFE settings to be changed and
saves the data bytestream from the AFE to the PC hard drive. This program also
allows the raw data to be decoded into the total charge measured at each sample.
The data sampling on the AFE is done by integrating the accumulated charge on
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Range
0
1
2
3
4
5
6
7

Max charge (pC)
0.13
0.25
0.5
1.2
2.4
4.8
7.2
9.6

Table 4.4: TI AFE0064 charge collection ranges.
the two channels over a set time period, and streaming the resulting numbers to the
PC. This is repeated with a given frequency set for each experiment depending on
requirements. Typical frequencies are between 200 Hz and 1 kHz. The sensitivity of
the AFE can be changed over eight ranges. The parameters for the AFE and data
acquisition is shown in Table 4.4.
This setup allows the scintillator signal to be semi-continuously sampled for the
duration of a scan. If the scintillator is being translated across a field, the speed of the
scanning motor and the frequency can be used to convert the charge measured into
position.
Once the data is measured, it can be converted from a time series to positional
data using the speed of the detector translation. Calculations on beam parameters
(such as FWHM and PVDR) can then be performed. A screenshot of an in-house
Python program developed to perform this is shown shown in Figure 4.7.

4.4

Data preparation

For some results, there is a need for smoothing across a range of values. This is
not uncommon in clinical practice [110, 111]. There are two main methods used in
this work. The first is a moving average smoothing. This method computes the
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smoothed value of a point using the surrounding (odd) n points. The simplest of the
moving averages is if all the points are evenly weighted. This is also known as “boxcar
smoothing” and is expressed in Equation 4.1 for data x.
1
x̄i =
n

(n−1)/2

X

xi+k

(4.1)

k=−(n−1)/2

The second method used is known as a Savitzky-Golay filter which fits a polynomial
to the surrounding data and smooths the point with the value of the polynomial at that
point [112, 113]. A number of coefficients n (and hence polynomial order) determine
convolution coefficients Ci , which smooth the data as expressed in Equation 4.2. The
coefficients are unique to each polynomial order. In this work the Savitzky-Golay filter
is implemented using the savgol filter function in the Scipy Python package.
(n−1)/2

X

x̄i =

Ck xi+k

(4.2)

k=−(n−1)/2

4.5
4.5.1

X-ray beamlines
Varian 21iX CLINAC

For conventional EBRT tests, a treatment Varian 21iX CLINAC located at the Illawarra
Cancer Care Centre (ICCC) at Wollongong Hospital was used. This CLINAC can operate in two photon modes: 6 MV and 10 MV. It also has the capability to remove the
Bremsstrahlung target and produce an electron beam, with energies 6 MeV, 9 MeV,
12 MeV, 16 MeV and 20 MeV.
The CLINAC has a rotating gantry allowing the beam to be delivered in a 360◦
range around the patient couch. The height of the patient couch can be changed to
alter the source to surface distance (SSD). All measurements are performed at a SSD
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Figure 4.7: Screenshot of the MRT FOD GUI developed for data processing.
of 100 cm. The directions used in this work correspond to the clinical definitions used
of In-Plane (IP) and Cross-Plane (XP) as defined in Figure 4.9.
To translate the detectors throughout the beam, Thorlabs LTS150 linear translation stages were used. These have a range of 150 mm and an absolute on-axis accuracy
of 20 µm [114]. Two of these stages can be mounted orthogonally to each other to
provide two-dimensional positioning and scanning functionality. The LINACs alignment lasers allow the detector to be positioned to within 1 mm relative to the centre
of the field and SSD. Rectangular field sizes can be set using the multi-leaf collimator,
defined relative to 100 cm SSD.
The CLINAC beam is delivered in pulses, with a maximum frequency of 370 Hz.
Each pulse is around 3.5 µs in duration, with the exact duration depending on energy.
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Figure 4.8: Photo of the Varian 21iX CLINAC.
A TTL pulse coincident with the beam allows a detector to be triggered to capture
for the required duration, and hence measure only over each pulse, ignoring data inbetween pulses.

4.5.2

Imaging and Medical Beam-Line

MRT measurements were performed on the Imaging and Medical Beam-Line (IMBL)
at the Australian Synchrotron. The Australian Synchrotron operates with a 200 mA
electron beam of 3.032 GeV energy. Four wiggler strengths are used on IMBL: 1.4 T,
2.0 T, 3.0 T and 4.0 T. Each wiggler affects the x-ray beam intensity and spectrum
differently. Metal filters inserted into the beam allow the intensity and spectrum to be
varied somewhat. Copper, aluminium and molybdenum filter paddles are available.
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Figure 4.9: CLINAC coordinate system definitions of In-Plane and Cross-Plane.
The filter combinations are defined in detail in Table 3, Stevenson et al [115], but three
are used in this work. Filter combinations F2, F3 and F4 (denoted as Al/Al, Cu/Al
and Cu/Cu) attenuate and harden the beam differently, leading to different spectra
and dose rates. Each filter is 1 mm thick but angled at 45◦ relative to the beam for
an effective thickness of 1.42 mm.
The millisecond shutter is a fast shutter used to provide highly accurate exposures
of radiation to the target. There are two water-cooled tungsten shutters held in the
beam; the first will be raised out of the beam and the second can drop. Once the
second shutter has dropped the beam can pass though, and to stop the beam the
first shutter can then be dropped from where it is suspended, allowing a rapid start
and end to the beam downstream. The duration between these two events can be
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Figure 4.10: Diagram of the Imaging and Medical Beam-Line at the Australian Synchrotron.
controlled with millisecond accuracy. This is vital as the upstream shutters (primarily
the photon stop which nominally blocks the beam when not in use) are much slower
to change state, whereas the small millisecond shutter allows a specific dose to be
delivered accurately. With dose rates up to 5 kGy/s, each millisecond can mean 5 Gy
delivered to the target, so the millisecond shutter is vital for the clinical use of MRT
on the IMBL.
A water-cooled tungsten multi-slit collimator (MSC) can be moved in to the beam
to spatially fractionate the beam in the y direction (defined in Figure 4.10) into microbeams. The MSC on the IMBL has a microbeam width of 50 µm and a pitch of
400 µm. The MSC covers a width of 30 mm, allowing a total of 75 microbeams to be
produced. The final dimensions of the beam is defined by two components. First, a
beam defining aperture (BDA) before the MSC of width 30 mm with available heights
(restricting the beam in the z direction) of 2.014 mm, 1.052 mm and 0.532 mm. Finally, a conformal mask can be inserted before the irradiation target to limit the width
of the microbeam array. Due to roll-off in the microbeam peak values at the edges of
the 30 mm field and increased lateral scatter contribution, a mask no bigger than 20
mm width is typically used to ensure microbeam peak consistency.
The dynamic MRT stage (DynMRT) has four degrees of freedom: translation in
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Figure 4.11: Photo of Hutch 2B on the Imaging and Medical Beam-Line at the Australian Synchrotron.
each axis, and rotation about the z-axis. There are two motors that control translation
in the z direction, one for vertical positioning, and the second for scanning the whole
DynMRT stage through the beam. For intrinsic beam profile scans (a one-dimensional
beam profile), the y-axis stage is translated across the beam at a constant speed,
allowing a beam profile to be acquired in a matter of seconds. To perform a so-called
“step and scan” (S&S) beam profile, the y stage is positioned and the DynMRT stage
is scanned vertically, allowing the whole vertical field to be covered. The y position is
then stepped in a small increment and this process repeated. This process is much more
time consuming, and is performed with scripted motor controls and data acquisition.
To perform depth dose scans, there are again two options: intrinsic and S&S. The
scans are performed in the same way as the beam profiles, but translating along the
x direction rather than the y.
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4.6

Monte Carlo simulations

A Monte Carlo method is some numerical analysis method that uses samples from
probabilistic distributions to simulate and draw conclusions about mathematical or
real-world phenomena. For the purpose of particle transport (in this context, photons
are simulated as particles), the propagation of a particle through a medium can be
described with a range of parameters of the particle and the medium, including the
energy of the particle, the interaction cross section, the composition and density of the
medium, effects of interaction of the particle. These, combined with physical theory
and extensive experimental catalogues of the interaction parameters listed previously,
it is possible to simulate the possible path of a particle through a medium.
This process of simulating particle transport involves modelling several steps. The
distance a particle travels before an interaction is sampled from a mean-free-path distribution based on its energy, then an interaction is simulated. This involves an energy
loss to the primary particle, scattering, and the production of secondary particles. To
improve simulation speed, a low-cut value is defined which, if a particle has a mean
free path less than this cut, it will deposit all its energy at the current location, rather
than simulate all subsequent steps. At every step of the simulation, physical values
of interest can be scored (such as energy deposited in the medium) and aggregated
over the simulation of multiple primary particles. To assess how a radiation beam will
deposit its energy into a medium (for example a detector volume) many millions or
billions of incident primary particles must be used to gain a statistical description of
the energy distribution or dose deposited per primary particle. The specific physics
used and simulation world and detector geometries are described in more detail in
Chapter 5.6.

Temporal Cherenkov separation
5.1

Motivations

When performing Cherenkov removal with a secondary reference probe for background
subtraction, there are some limitations inherent to the methodology. The need for a
second probe requires a second photodetector, and so the total experimental bulk
increases, especially when using a PMT setup. The two photodetectors require crosscalibration measurements to ensure that equal light intensities correspond to equal
voltage measurements. Finally, in small sized fields or fields with high dose gradients
it can be challenging to ensure that matching irradiation conditions are achieved across
the scintillator and reference probes. For these reasons, alternative Cherenkov removal
methods have been investigated.
As described in Chapter 1.4, a number of approaches have been demonstrated to
achieve Cherenkov removal without the reference probe. These methods all replace
the reference probe with another component to filter or remove the Cherenkov light.
We would like to develop a method for Cherenkov removal that is performed computationally rather than physically in order to reduce experimental bulk and costs.
This Chapter will focus on temporal separation in pulsed beams: exploiting the timing properties of the Cherenkov light and scintillation light within individual CLINAC
pulses. Cherenkov radiation emission (and extinction) is prompt with the incident
radiation, while the scintillation light emission rise and tail depends on the timing
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characteristics of the scintillator. If the scintillator has slow enough timing properties
(namely the rise and decay times), there is a useful difference between these two light
signals that can be exploited.

5.2

Separation algorithm

The primary assumptions of this method is that the Cherenkov light signal intensity
matches the beam-intensity across the duration of the beam pulse, and that the scintillator light output follows a simple model (Equation 5.1) based on the rise and decay
times of the scintillator [116]. With BC-444 plastic scintillator, the rise time is 19.5 ns
and the decay time is 285 ns. From these two assumptions, the Cherenkov light signal
can be measured across a beam pulse (using a reference probe or by just irradiating
the scintillator probe with the optical fibre in field and scintillator out of field), use
it to model the expected scintillation response, and then fit these two waveforms to
experimental data to predict and remove the Cherenkov contribution.
There are three waveforms being considered that must be clearly distinguished:
the averaged Cherenkov-only waveform (referred to as the Cherenkov template) C(t),
the expected scintillation waveform (the scintillation template) S(t) that is calculated
using the Cherenkov template, and the voltage data measured with the scintillation
probe (the scintillator data) V (t) which is a combination of scintillation and Cherenkov
signal.
To calculate the scintillation template using the Cherenkov template, we consider
the power output when the scintillator (with rise time τr and decay time τd ) absorbs
an instantaneous amount of power P (t0 ) at times t ≥ t0 :


Pscint (t) ∝ P (t0 ) e−(t−t0 )/τd − e−(t−t0 )/τr

(5.1)
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The constant of proportionality is not considered here, as the waveforms will be
normalised for fitting. By using a suitable function for P (t), we can calculate the
scintillation output over time. Using the Cherenkov template as the power function,
we can generate the expected scintillation curve for the current radiation field. This
is the scintillation template.
If the time in which the power is absorbed is small compared to the scintillator rise
time (i.e. the incident radiation can be modelled as a delta pulse), then the simple
response of Equation 5.1 is appropriate. However, if the power is absorbed over a
longer period of time, the scintillator response will vary – it will be a convolution of
the incident power P (t) and the scintillator response.
In the simple case where the scintillator is irradiated with constant incident power
for some time T , then the output is obtained through integrating Equation 5.1 over
the appropriate intervals to yield:

Pnet (t) ∝








τd 1 − e(−t/τd ) − τr 1 − e(−t/τr ) ,

if 0 < t < T

(5.2)







τd e(−t/τd ) e(T /τd ) − 1 − τr e(−t/τr ) e(T /τr ) − 1 , if t ≥ T

For T = 6400 ns, the result of Equation 5.2 is shown in Figure 5.1. Both the bulk
rise time and decay time here is 1.5 µs, which is much larger than the intrinsic rise and
decay times of BC-444. This demonstrates how a sharp change in the beam intensity
(and hence Cherenkov signal) results in a slow change in the scintillator output.
For less trivial beam intensity waveforms the scintillator waveform is found by
taking the convolution of the incident radiation and the scintillator response:



Pscint (t) ∝ P (t) ∗ e

−(t−t0 )/τd

−e

−(t−t0 )/τr



(5.3)

Equation 5.3 is solved numerically by using the Cherenkov template waveform
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Figure 5.1: Modelled BC-444 response to constant irradiation.
as the incident radiation power. The Cherenkov template is convoluted with the
scintillator response by treating each data point of C(t) as an instantaneous incident
of power, and the scintillation waveform component from Equation 5.1 is found. By
doing this for the entire Cherenkov template, the scintillation template S(t) is found.
A necessary condition for this method to be accurate is that the data sampling period
is much lower than the scintillator rise time.
The sum of the Cherenkov template and the scintillation template generated from
it will represent all measurable waveforms. With the waveforms of the Cherenkov template and scintillation template, fitting can be done between these functions and the
data. To fit the Cherenkov template and scintillation template to the scintillator probe
data, two parameters were varied: the scintillation amplitude Ascint and Cherenkov
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amplitude Acher . We can simply sum the weighted functions to get a total function:

T (t, Ascint , Acher ) = Ascint S(t) + Acher C(t)

(5.4)

To compare to the data V (t) we use a simple averaged summed squares method:

Fit(Ascint , Acher , V (t)) =

X

2
T (t, Ascint , Acher ) − V (t)

(5.5)

This fit will reach a minimum of zero if the two parameters perfectly reproduce the
data. The aim is to find the pair of Ascint , Acher that will provide a minimum fit for a
given experimental data.
We used the method optimise.curve fit from the Python module SciPy to find
the two amplitudes. This function ran until the relative change in Equation (5.5) was
less than 1×10−8 . Once the amplitudes of the two light signals have been found, the appropriate Cherenkov contribution can be subtracted off using the weighted Cherenkov
template and the sum of the remaining signal will yield the net scintillation light in
the data:

Dose =

X


data(t) − Acher C(t)

(5.6)

The calculated value will have units of Volts and be proportional to the dose
deposited in the scintillator.

5.3

Computational testing

To test this algorithm, a range of input waveforms were generated, and then the
corresponding scintillation waveforms calculated. The six functions tested are shown
in Figure 5.2, named Flat, Sine, Sharp sine, Sharpest sine, Decaying sine, and Gauss.
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Figure 5.2: The six test functions for the template fitting.
These cover a range of different rates of variation.
As an example, the Sharp sine Cherenkov signal and corresponding scintillation
signal are shown in Figure 5.3. Here we can see that the peaks of the two signals are
offset by a small amount. This, along with the characteristic scintillation tail after 6.4
µs, gives useful features for the fitting algorithm.
To test how accurate the fitting is for each of these functions the following procedure
was followed:
1. Generate the scintillation waveform from the Cherenkov waveform function for
each test function.
2. For a range of Cherenkov amplitudes (between 0% and 100% of the scintillation average amplitude, in steps of 0.2%) add the Cherenkov waveform to the
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Figure 5.3: The Sharp sine test Cherenkov function, and the calculated scintillation
function.
scintillation waveform.
3. Add random noise sampled from a normal distribution with a mean of 0 and a
standard deviation ranging from 0% to 50% of the scintillation average amplitude, in steps of 2.5%.
4. Use the fitting algorithm to calculate the amplitude of the Cherenkov signal in
the noisy test data.
5. Compare this calculated amplitude to the amplitude value set in Step 2.
This procedure allows the effect of noise to be evaluated both as a function of the
noise amplitude as well as the relative Cherenkov amplitude.
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As a first evaluation of the fitting algorithm, the tests were completed with no noise
added. As expected, the resulting calculated Cherenkov amplitudes exactly matched
the set amplitudes to within floating point error.
For each noise value, 500 Cherenkov amplitudes were set and the fits calculated.
The standard deviation of the results to the expected value was found, and these
values are plotted in Figure 5.4. The standard deviation for each test function is quite
linear, with different slopes for each test function (slopes and standard errors found
from a linear regression are presented in Table 5.1). The R2 regression values for all
the slopes shown are greater than 0.995.
To expand on this data, for a noise value of 20%, the 500 Cherenkov amplitude fits
are shown in Figure 5.5 for each test function. The spread of data match the results in
Figure 5.4, and the deviations appear to be independent to the Cherenkov amplitude.
A linear regression was performed on this data and is presented in Table 5.1. With
exception to the Flat and Gauss functions, all functions have a slope that is within
the standard error of zero. Even the two exceptions were very close to the standard
error, and so it would not be unreasonable to conclude that the effectiveness of the
template fitting algorithm is independent of the ratio of scintillation and Cherenkov
signal amplitudes.
From these results, we are able to easily order the test functions in terms of most
to least robust with regards to noise:
1. Sharpest sine
2. Sharp sine
3. Flat
4. Decaying sine
5. Sine
6. Gauss
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Noise
Cherenkov amplitude
(St.Dev. % / noise fraction) (St.Dev. % / amplitude fraction)
Test function

Slope Uncertainty

Flat
7.38
Sine
10.12
Sharp sine
6.8
Sharpest sine 4.83
Decaying sine 7.89
Gauss
16.18

0.08
0.02
0.1
0.05
0.1
0.2

Slope

Uncertainty

-0.34
0.04
-0.02
-0.14
-0.02
0.79

0.25
0.35
0.24
0.16
0.26
0.57

Table 5.1: Linear regressions of the noise slopes in Figure 5.4 and the Cherenkov
amplitudes in Figure 5.5. The units given are the standard deviation, as a percent of
the signal strength, per fraction of either noise signal or Cherenkov amplitude to the
scintillation signal.
As expected, the functions with the highest rate of change throughout the waveform
gave the best fits. However, the Flat function was more robust than the functions that
varied more slowly than the bulk scintillation time of 1.5 µs. From this we can conclude
that signals with very rapid variations in the beam intensity (and hence Cherenkov
signals) will provide good conditions for this fitting algorithm. This highlights the
importance for the experimental components to have quick timing properties to give
the best data for analysis.

5.4

X-ray beam results

The first tests on experimental data was conducted using an x-ray beam from the
ICCC CLINAC. A scintillator with thickness 0.8 mm was used for this experiment.
A reference probe was also used to simultaneously collect Cherenkov data. 11,000
samples were measured over each pulse, and 100 pulses were averaged to reduce noise,
creating a single waveform of 11,000 data points. The waveforms covered 17.6 µs,
allowing the baseline on either side of the light pulses to be measured. The X-ray
pulse itself is 3.5 – 4 µs in duration.
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Figure 5.4: Effect of noise on the precision of the fitting algorithm for various test
functions.
The probes were scanned horizontally through the beam. A scan consisted of 151
measurements over a range of 150 mm with 1 mm steps. The measurements were
made in a Gammex RMI-457 Solid Water phantom, with an SSD of 100 cm with the
probe depth at dmax (15 mm for 6 MV and 21 mm for 10 MV), with 100 mm Solid
Water below the probe for sufficient backscatter. The Solid Water was mounted on
the translation stage allowing the entire phantom to move with respect to the field.
A total of four scans were done for field sizes 5×5 cm2 and 10×10 cm2 in both
modes. The fibres were aligned in the face-leading orientation, which utilised the
optimal spatial resolution of the probe of 0.8 mm. This also changed the total length
of optical fibre in the field so the Cherenkov light would change independently of the
scintillation light (if the fibre was aligned edge-leading, the same length of the fibre
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Figure 5.5: Cherenkov amplitude deviations from the expected, for noise with standard
deviation of 20% of the scintillation signal height. All plots share the same x and yaxis.
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Figure 5.6: Cherenkov templates for x-ray modes 6 MV and 10 MV, with standard
deviations, on the Varian 21iX CLINAC. Both setups were delivering 600 MU/min.
would be exposed to the field at all positions, and so the Cherenkov light would be
proportional to the scintillation, and the effectiveness of removal techniques are less
obvious).
The two modes, 6 MV and 10 MV gave very different Cherenkov templates. The
average templates across all the scans are shown in Figure 5.6 along with the standard
deviations. 6 MV is close to the Sharpest sine test function, and 10 MV is close to
Flat. As such we would expect the fitting algorithm to work well for both, with better
results in the 6 MV case.
As an example of the fitting algorithm, the templates and fitted function is overlaid
on experimental data in Figure 5.7. Here the scintillation and Cherenkov templates are
shown, the sum using the calculated coefficients Ascint and Acher , and the experimental
data. The fit is very close to the experimental data, indicating the validity of the
assumptions made in this case.
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Figure 5.7: An example of a single waveform measured inside the beam (blue). Also
plotted is the best fit (red) found with the weighted sum of the Cherenkov template
(orange) and the scintillation template (green). The data is from the 6 MV, 5×5 cm2
field data.
To visualise Equation (5.5) the fit was found for the same data shown in Figure 5.7
over a range of Ascint , Acher values, varying from zero to the maximum amplitude of the
data. The logarithm of these values is shown in Figure 5.8 (and inverted to present the
shape more clearly). There is a clear peak here, corresponding to the optimal values
of Ascint , Acher . The peak is not very sharp, with the lowest gradient along the line
Ascint + Acher = 1. This corresponds to fits where the amplitudes both add up to the
correct data amplitude, but with small features not matching accurately.
The four beam profiles measured are presented in Figure 5.9 and Figure 5.11. To
assess the accuracy, the profiles measured with a Scanditronix/Wellhofer (Schwarzenbruck, Germany) CC13 ionisation chamber under identical conditions are also plotted.
Also shown is the raw signal with no Cherenkov subtraction, indicating the amount of
light contamination the algorithm was able to remove. Normalisation is done relative
to the centre of the beam, to compare to ionisation chamber measurements. The rela-
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Figure 5.8: An example of the parameter-space for fitting scintillation and Cherenkov
pulse amplitudes to the experimental data. In this figure the log of the fits value has
been shown to emphasise the differences. Also note that while the fitting function is
to be minimised, the figure here shows the maximum as the optimal value.
tive square difference between the Cherenkov subtraction and the ionisation chamber
are shown in Figure 5.10. Here we can see that the penumbra matches closer to the
ionisation chamber in the 10 MV results than the 6 MV results, although the best
match is the 6 MV 10×10 cm2 field on the left side.
The method was then validated using a single FOD probe with no reference probe.
First the Cherenkov-only signal was measured with the scintillator positioned 5 cm
from the centre of a 5×5 cm2 field. 5000 CLINAC pulses were measured to generate
the template, which took approximately two minutes to acquire. The field was then
scanned in 2 mm steps over an 80 mm range, and the Cherenkov template was used
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Mode

5×5 cm2

10×10 cm2

6 MV
10 MV

2.52 %
2.55 %

1.09 %
3.13 %

Table 5.2: The S values (calculated with Equation (5.7)) for the four x-ray beam
profiles.
to remove the Cherenkov light from the measured beam profile. This result is shown
in Figure 5.11.
To quantify the comparison between the FOD and ionisation chamber, the average
relative squared difference (S) was calculated:
n

100% X xi − Xi 2
S=
n i=0
Xi

(5.7)

The S values are calculated and presented in Table 5.2. For a valid comparison of
the values, the range of data has been restricted to ±35 mm for the 5×5 cm2 fields,
and ±70 mm for the 5×5 cm2 fields, which was determined so that the same ratio of
points inside to outside the field are used (the scanning was done over 150 mm for
both field sizes).
An inspection of Figure 5.9 suggests that the method appears to be more effective
with the 6 MV data than the 10 MV. In Figure 5.9(d), the slight gradient in the
centre of the beam, as well as the over-response in the positive side of the profile show
that the Cherenkov contribution has not been completely removed. This is due to the
temporal shape of the Cherenkov waveform (and more fundamentally the pulse timing
features of the CLINAC). The Cherenkov template generated by the 6 MV beam have
many sharp peaks and valleys, which do not overlap with the corresponding peaks
and valleys in the scintillation waveform. Conversely, the 10 MV Cherenkov template
has much less temporal fluctuations over each pulse, and so it is more similar to the
scintillation template. Only the rising and falling edges provide distinctions between
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Figure 5.9: The beam profiles (blue dots) compared to ionisation chamber data (red
line). These data have been normalised to the centre of the beam. The scintillator
signals with no Cherenkov removal are also shown (green) normalised with the same
factor as the profiles with the Cherenkov removed to highlight the amount of Cherenkov
signal in the data.
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Figure 5.10: Relative square difference in penumbra relative to the ionisation chamber.
Blue data indicates the right side penumbra (relative to Figure 5.9) and orange the
left side.
the two templates, so the fitting shows less accuracy in these cases. These results
match the predictions of the test function results in Section 5.3.
Table 5.2 shows that there is a good average agreement with the ionisation chamber, with the best results coming from the 6 MV, 10×10 cm2 field. The percent discrepancies were greatest outside the field, indicating that there could be a systematic
difference in the out-of-field response between the scintillator dosimeter and the IC.
The optimise.curve fit method provided a statistical measure of the uncertainty in
the fit. In all cases, these values were too small to be presented, and so we conclude
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Figure 5.11: The 6 MV, 5×5 cm2 beam profile using the Cherenkov template acquired
with the scintillator probe.
that the variations between the scintillator and ionisation chamber results are physical
rather than statistical.

5.5

Electron beam results

The same 0.8 mm probe was used for the electron beam experiments, with a second
reference probe to perform reference probe subtraction (RPS) for comparison. To also
compare with clinical dosimeters, beam profile measurements were obtained with an
IBA (Schwarzenbruck, Germany) EFD 3G-pSi electron diode. PDD measurements
were taken with an IBA PPC40 parallel-plate ionisation chamber. The Cherenkov
waveforms were measured in both Solid Water and in a water tank and templates
were calculated. Figure 5.12 shows that there is no significant difference between
the Cherenkov templates in Solid Water and in a water tank (within 1%), for any
of the electron energies. We conclude from this that the analysis methods will be

64

Cherenkov intensity (normalised)

Temporal Cherenkov separation

(a)

1.0

(b)

0.8
6MeV
9MeV
12MeV
16MeV
20MeV

0.6
0.4
0.2
0.0
0

1000

2000

3000

4000
Time (ns)

0

1000

2000

3000

4000

Figure 5.12: Cherenkov template measured in (a) Solid Water and (b) water tank, for
the range of electron energies.
consistent across the solid water beam profiles and the water tank PDDs. Features
that may improve the template fitting are sharp, distinct features in the Cherenkov
templates that will produce delayed features in the scintillation waveform. Three
easy to identify features are: sharp rise at beam-on, large fluctuations during beam
delivery, and a sharp drop-off at beam-off. From Figure 5.12, the sharpest rise is in the
12 MeV and 20 MeV templates. They all display a sharp drop-off, and the most rapid
fluctuations in the middle of the pulse appears at 12 MeV (most features fluctuate
over an approximately 1 µs duration, which is roughly the bulk scintillation change
time [117]). From this we can estimate that the fitting algorithm may have the best
result on the 12 MeV data.
A comparison of the results in both planes, with the FOD oriented to be faceleading, is presented in Table 5.3. The numbers shown are the average absolute difference between the FOD and the IBA EFD 3G-pSi electron diode, as a percentage. As
the electron diode measurements were smoothed over a 2 mm window with a SavitzkyGolay filter, the FOD results were subsequently smoother over an equal distance. As
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IP

6 × 6 cm2

XP

IP

4 × 4 cm2

XP

Energy
(MeV)

RPS

Template
fitting

RPS

Template
fitting

RPS

Template
fitting

RPS

Template
fitting

6
9
12
16
20
Average

1.0
1.4
1.0
1.3
1.1
1.2

4.2
3.3
3.3
4.3
2.6
3.3

1.4
1.0
1.5
0.8
1.3
1.2

3.3
5.6
2.2
3.7
0.5
3.1

0.6
0.8
0.9
1.2
1.0
0.9

2.4
4.7
2.6
4.0
2.6
3.2

0.8
1.1
1.4
0.5
0.8
0.9

2.7
2.7
1.6
2.0
2.7
2.3

Table 5.3: A comparison of XP and IP results measured in face-leading orientation.
The values are the average absolute percentage difference to the IBA EFD 3G-pSi
electron diode data. Colours are green: 0–2% , orange: 2–4% , grey: 4+% .
the FOD lateral step size was 1 mm this had a minimal effect on the shape and
smoothness of the plots, but provides justification for direct comparison between the
FOD and the electron diode. The average scan in the XP results is a 1.9% deviation
from the electron diode, while the IP value is 2.2%. The reference probe subtraction
method showed better agreement to the diode data than the template fitting method
(1.0% versus 3.0% respectively). Continuing the comparisons, profiles for both edgeleading and face-leading orientations while scanning in the XP are presented in Table
5.4. The clsoest RPS agreement was for edge-leading the 6 × 6 cm2 field, at an average
difference of 0.7%, and for face-leading the 4 × 4 cm2 field with 0.9%. For the template
fitting method, edge-leading yielded similar results in both field sizes (1.9% and 2.0%).
Figure 5.14 shows the deviations from the election diode for the two analysis methods
for all the energies. These values are calculated from the average of the rows of Table
5.4, split by analysis type. Reference probe subtraction gave more accurate results
overall, and 20 MeV appears to be the most accurate energy for both methods.
As there are too many profiles to present in full, a sample is presented in Figure
5.13.
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6 × 6 cm2

Edge-leading

4 × 4 cm2

Face-leading

Edge-leading

Face-leading

Energy
(MeV)

RPS

Template
fitting

RPS

Template
fitting

RPS

Template
fitting

RPS

Template
fitting

6
9
12
16
20
Average

0.5
0.5
0.5
0.9
1.1
0.7

2.1
3.0
0.8
2.4
1.2
1.9

1.4
1.0
1.5
0.8
1.3
1.2

3.3
5.6
2.2
3.7
0.5
3.1

3.3
3.9
4.8
3.0
1.3
3.3

1.1
2.5
2.8
1.7
1.6
2.0

0.8
1.1
1.4
0.5
0.8
0.9

2.7
2.7
1.6
2.0
2.7
2.3

Table 5.4: A comparison of edge-leading and face-leading profile average absolute percentage differences in the XP. Colours are green: 0–1% , orange: 1–2% , grey: 2+%
(note that the colour regions are different to table 5.3).
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Figure 5.13: Examples of (a): a close match to the electron diode, (b): an average
result and (c): the worst fit. The measurement conditions for these are: (a) 12 MeV,
6 × 6 cm2 , 36 mm depth, XP and edge-leading, (b) 12 MeV, 4 × 4 cm2 , 36 mm depth,
XP and face-leading, (c): 12 MeV, 4 × 4 cm2 , 36 mm depth, XP and edge-leading.

67

Temporal Cherenkov separation

RPS
Template analysis
Average absolute difference (%)

4

3

2

1

0
6 MeV

9 MeV

12 MeV

16 MeV

20 MeV

Figure 5.14: Average percentage difference to the electron diode in beam profile results,
by analysis type and electron energy. Error bars quantify the standard deviation of
the values.
Vertical
Energy Analysis
(MeV) method
6
9
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RPS
Template
RPS
Template
RPS
Template
RPS
Template
RPS
Template

Horizontal

∆R90 ∆R80 ∆R50 ∆R90 ∆R80 ∆R50
(mm) (mm) (mm) (mm) (mm) (mm)
fitting
fitting
fitting
fitting
fitting
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-0.8
-0.2
0.8
0.8
1.8
-1.1
2.9
-5
3
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-0.3
-0.3
-0.3
0.7
0.3
2.3
-1
5

-0.3
-0.3
-0.3
-0.3
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0.2
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0.8
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2.9
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1.2
0.8
1.8
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3.8
-1.1
-2.1
0
9

1.7
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0.7
0.7
2.7
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1.3
-1
7

0.7
0.7
0.7
0.7
1.2
2.2
0.8
0.8
-0.1
5.9

Table 5.5: Differences between the R90, R80 and R50 depths between the two analysis
methods for the FOD data and the PPC40 ionisation chamber. The values are shaded
based on the absolute difference: green for within 1 mm, orange for within 2 mm and
grey for outside these ranges. Uncertainties in the FOD depths are ±0.5 mm, and
for the ionisation chamber are ±0.05 mm, giving a combined uncertainty of ±0.502
mm for the differences.
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Figure 5.15: PDD results for the two analysis methods with the FOD and PPC40
ionisation chamber, measured in the vertical orientation. (a) 6 MeV, (b) 9 MeV, (c)
12 MeV, (d) 16 MeV, (e) 20 MeV.
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Figure 5.16: PDD results for the two analysis methods with the FOD and PPC40
ionisation chamber, measured in the horizontal orientation. (a) 6 MeV, (b) 9 MeV,
(c) 12 MeV, (d) 16 MeV, (e) 20 MeV.

70

Temporal Cherenkov separation

Average absolute difference (mm)

8
7

RPS: Vertical
RPS: Horizontal
Template analysis: Vertical
Template analysis: Horizontal

6
5
4
3
2
1
0
6 MeV

9 MeV

12 MeV

16 MeV

20 MeV

Figure 5.17: Average percentage difference to the ionisation chamber in PDD results,
by analysis type, orientation and electron energy. Error bars quantify the standard
deviation of the values.
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Figure 5.18: Total intensity of raw Cherenkov signals measured in each orientation.
Left: vertical orientation, right: horizontal orientation.
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Presented in Figure 5.15 and Figure 5.16 are the PDD results measured with the
FOD in the vertical and horizontal orientations, respectively. The distance to agreement (DTA) values are also plotted below each PDD. To quantify these results, the
R90, R80 and R50 depths were found from the FOD data (for both analysis methods)
and the PPC40 ionisation chamber. These values are presented in Table 5.5. A summary of this table is presented in Figure 5.17, showing the differences between the two
analysis methods for different energies and orientations. 6 MeV and 9 MeV appear to
show the best agreement, with no consistent dependence on the orientation at these
energies.
To demonstrate the difference in the Cherenkov signals in the vertical and horizontal orientations, the total signal intensity at each depth was found, and is plotted
in Figure 5.18. This shows the regions where the Cherenkov signal is strongest: with
the probe at the surface in the vertical orientation, and close to (but not at) dmax in
the horizontal orientation.
Figure 5.12 shows that the Cherenkov templates generated for each energy is distinct from the others, which affects how well the template separation works. It also
shows that the different phantom materials makes a negligible difference to the template shapes. The only noticeable difference is after 4 µs where the post-beam baseline
in the Solid Water is higher than in water. The difference is minimised by limiting the
fitting region to 0.5 – 4.5 µs.
The differences between XP and IP results are quite small. XP scans are slightly
closer to the electron diode results than IP scans (Table 5.3). These differences are not
significant enough to exclude the applicability of either method to one single plane.
The reference probe subtraction method shows consistently more accurate results than
the template fitting method, with 1.0% versus 3.0% average differences respectively.
Reference probe subtraction results were all within an average of 2% to the electron
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diode in all cases, whereas the template method was within 3% only for 4 × 4 cm2 field
with XP scans.
Table 5.4 shows that the reference probe subtraction method was more accurate
than the template fitting for the general data set. Average reference probe subtraction
results were (1.5 ± 1.2)% different to the electron diode, and template fitting was
(2.3 ± 1.1)% different. Template fitting was more accurate in the edge-leading case,
while reference probe subtraction was more effective when face-leading. In both cases
the differences were largest in the out-of-field regions than in the penumbra and centre
of field.
For measuring R90, R80 and R50 depths, the reference probe subtraction method
has shown increased accuracy when in the vertical orientation than the template fitting (Table 5.5). However, the template fitting method in vertical orientation showed
increased accuracy when compared to the conventional method in horizontal orientation. In the case of both orientations, results showed large discrepancies in the build-up
region (see Figure 5.15 and Figure 5.16), however, in general results in the horizontal
orientation showed closer agreement to ionisation chamber data when compared to
the vertical orientation. This discrepancy in the build-up also leads to the R90 depth
measured with the reference probe subtraction method at 20 MeV in vertical alignment to be 5 mm shallower than expected. Apart from this single value, the rest of
the 20 MeV vertical values show good agreement with ionisation chamber data.
Figure 5.18 shows the Cherenkov signal intensity from the reference probe with
the tip at different depths. With the fibre aligned vertically (parallel to the beam
direction) the Cherenkov light captured is much higher at the surface. This occurs
for two reasons: firstly the angle of emission of Cherenkov radiation is primarily in
the direction of the particle path, and so the electron beam will emit mostly in the
vertical direction. This allows the light to be captured by the optical fibre much more
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readily in the vertical orientation than horizontal. Secondly the average electron path
through the fibre will be larger in the vertical orientation (when the fibre is parallel
to the beam direction) than horizontal (where it is perpendicular).
Applying both methods to the beam profiles gave results well within ±5% of the
electron diode, with 58% of profiles within 2% of the electron diode (79% of the
reference probe subtraction results and 38% of the template fitting). Both methods,
when applied to the PDD scans, gave R90, R80 and R50 values within ±2 mm for
6 MeV and 9 MeV, and within ±4 mm for 12, 16 MeV. The template method did
not give good results at 20 MeV in either vertical or horizontal orientations. 73%
of the reference probe subtraction results and 47% of the template fitting results fell
within ±1 mm, and excluding the 20 MeV results gave 79% and 58% respectively.
However, at the higher energies of 16 MeV and 20 MeV, there is a loss of lateral
electron equilibrium in the 6 × 6 cm2 field size. As such, this field size would not
typically be used clinically at these energies.
The penumbra of these high energy fields, especially at R90 depth and beyond, is
quite large and the flat centre of the field will not completely cover the 16 mm diameter
of the PPC40 ionisation chamber. As such the accuracy of the PPC40 measurements
is reduced in these cases. The study of the FOD methods at these energies and the
comparison to ionisation chamber is therefore not strictly clinically relevant but were
tested and are presented for completeness.

5.6

Possible improvements and conclusions

The x-ray beam results show very good beam profiles, with the 6 MV beam being
more accurate than the 10 MV beam, but both modes displayed an average relative
squared difference to the ionisation chamber less than 3%. A factor contributing to
the differences is the penumbra measurements: because the FOD has a higher spatial
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resolution than the CC13 ionisation chamber, the penumbra will be sharper in the
FOD data. This will be an inherent difference between any detectors with different
spatial resolutions.
The electron beam results demonstrate how variations in the intrinsic temporal
beam intensity shape affect the accuracy of the temporal fitting algorithm. The
Cherenkov templates seen in Figure 5.12 show a combination of optimal factors such
as a quick rise time (12 MeV and 20 MeV), sharp changes in the intensity (6 MeV
and 9 MeV) as well as a quick drop-off (all energies measured). Over five energies and
a range of measurements, the agreement to an electron diode (for beam profiles) and
ionisation chamber (for PDDs) is typically good, with an exception for 20 MeV in the
PDDs. However, this discrepancy could potentially be explained by the parallel plate
chamber covering a non-constant area of the field due to its size. This also highlights
why a small sensitive volume is desirable for dosimetry.
The primary source of inaccuracy in this analysis method, which is inherent to all
high resolution scintillation based dosimetry, is the low signal to noise ratio. In the
best examples, the SNR is 24.3, while outside the beam the SNR can be as low as
1.2. The challenge to fit the template curves to noisy data results in the roughness
along the centre of the beam profiles (seen in the x-ray beam profiles) as the best
mathematical fit may not necessarily correspond the the correct physical contributions
of the light sources. As the sensitive volume is small and plastic scintillators have a
relatively low light yield the light measured over each sample interval (1.6 ns in this
work) is small, and so random fluctuations become significant. Averaging over multiple
pulses reduces the impact of these fluctuations. There is a trade-off with this however:
higher averaging gives smoother data and so should match the Cherenkov/scintillator
expected waveforms more closely (and variations in the Cherenkov signal itself will
average out) while costing more experimental time to capture more waveforms. To
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transfer each waveform from the PS-6404 to the computer, repeat 100 times, and then
save the data took nearly 2 seconds. This is limited by the internal memory of the
PS-6404 and the USB transfer rate to the computer. As Figure 5.4 shows, there is
a linear relationship between noise in the signal and accuracy of final results, and so
there is an inherent trade-off between the acquisition time and accuracy.
Light attenuation in the optical fibre is 0.15 dB/m at 420 nm wavelength (Figure
4.3), and so using shorter fibre will improve the signal strength. Currently 15 m of
optical fibre is used giving a dispersion of at least 5 ns in the signal. Reducing the fibre
length should result in an improved temporal resolution of the system by providing
sharper waveforms to analyse. The trade-off here is the Picoscope and PMTs will be
inside the treatment room and are subject to scattered radiation themselves.
A potential method for reducing the effect of the noise is smoothing the waveform
after measuring. While this may improve the signal to noise ratio, it may also reduce
the effectiveness of the fitting as the smoothing would reduce the sharpness of the
temporal features present in the waveforms. A study similar to Section 5.3 looking
at how different smoothing filters affects the accuracy and robustness to noise of the
fitting algorithm is a possible continuation of this work. If found effective, the data
analysed in this Chapter could be re-analysed with smoothing applied to potentially
improve results.
There are some factors that were not included in this method. One is that the
Cherenkov waveform may change shape at different depths and lateral positions in the
beam. This is supported by the results in Figure 5.13 where the penumbra results do
not match the centre of the beam, and in Figure 5.15 where there are discrepancies
at different depths. The general trend shown in Figure 5.17 is that as the energy
gets higher (and the total depth required to measure the full PDD increases) the less
accurate the template methods appear to be (while the RPS method remains mostly
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consistent in terms of agreement to the ionisation chamber). If there is a change
in the shape of the waveforms, this can cause the systematic discrepancies seen in
these results. The next iteration of this technology is to characterise the Cherenkov
waveforms as a function of depth, lateral position, and energy to fully explore the
variations that may present.
Overall, the newly developed temporal fitting algorithm has demonstrated to be
an effective method for Cherenkov signal removal from a single scintillator probe in
both megavoltage x-ray and electron beams. By measuring the Cherenkov template
for each energy or mode used, no assumptions need be made about the pulse shape.
Variations in the pulse shape between each energy and mode may result in slightly
better or worse fitting, although none of the measured beam conditions gave significantly poor results. This system has the potential to be developed into a compact
clinical QA system allowing quick verification of important beam quality parameters.

The results presented in this chapter have been published in:
• Medical Physics: James Archer, Levi Madden, Enbang Li, Dean Wilkinson &
Anatoly Rosenfeld. An algorithmic approach to single-probe Cherenkov removal
in pulsed x-ray beams, Medical Physics 46(4): 1833–1839 (2019).
• Physics in Medicine and Biology (submitted): James Archer, Levi Madden, Dean
Wilkinson, B N Pramuditha Cooray, Jeremy Davis, Anatoly Rosenfeld & Enbang
Li. Evaluating algorithmic Cherenkov removal techniques in clinical electron
beams, Physics in Medicine and Biology, submitted 19/12/2019.

Geant4 Simulations
Geant4 (Geometry and Tracking) is a physics simulation toolkit for tracking particles
and their interactions through matter [118–120]. It is an open-source project, written
in object oriented C++, developed and maintained by the Geant4 Collaboration. It
has been applied extensively to medical physics use for treatment planning, dosimeter
evaluation and medical imaging due to its accuracy, continued development and opensource nature. For these reasons Geant4 has been used to provide simulated data to
help characterise the FOD designs and to validate experimental results.

6.1
6.1.1

Simulations setup
Physics lists

For the entirety of this work, Geant4 version 10.5 patch 1 was used. The simulations
were done using the Geant4 physics list G4EmStandardPhysics option4

1

, which

is a combination of the most accurate physics models for standard and low energy
interactions. For the purposes of microdosimetry, the low-cut mean free path was set
to be 0.5 µm in regions of interest (for example the scintillator volume), and elsewhere
the cuts were set to 100 µm where accuracy is of less importance.
For generating and tracking scintillation and Cherenkov photons, G4OpticalPhysics
1

See
http://geant4-userdoc.web.cern.ch/geant4-userdoc/UsersGuides/
PhysicsListGuide/html/electromagnetic/Opt4.html
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was implemented. This provides physics models for the production and transport of
scintillation and Cherenkov photons under the appropriate conditions. This allows
refractive indices to be given to materials, as well as scintillation spectra, rise and
decay times.
The optical properties of the scintillator and the optical fibre were added to their
materials. The refractive index of the scintillator and optical fibre components were
set to the values shown in Table 6.1. For water, the refractive index was provided over
the range of optical wavelengths, sourced from Hale and Querry [104]. The scintillation
spectrum was provided from the manufacturers data sheet [105].

6.1.2

Detector geometry

The simulation was run in a 1 m cubic air “world” geometry. The phantom material
was a 30 cm cube of water. Within this phantom was the FOD probe. The components simulated were the cylindrical scintillator, the optical fibre core, the optical fibre
cladding, and the optical fibre jacket. At the opposite face of the optical fibre to the
scintillator detector, an aluminium cylinder with 100% detection efficiency acted as
the sensitive volume for photon scoring. This allowed the optical photons generated by
the scintillator and captured and transported by the fibre to be detected and counted.
The choice of aluminium as the material has no effect on the detection, and its position
ensures that it is well outside the beam and any scattered radiation (at the energies
concerned).
The length of the fibre was 10 cm. The scintillator was 1.1 mm in radius and the
length was set to the required thickness for the detector. The aluminium detector was
1.1 mm radius and 0.1 mm thickness. A visual rendering of the setup is shown in
Figure 6.1.
The scintillator thickness, as well as the position of the centre of the scintillator
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Component

Material

Radius (mm)

BC-400
Fibre core
Fibre cladding
Fibre jacket

Polyvinyl toluene 1.1
PMMA
0.5
Polyvinyl fluoride 0.515
Polyethylene
1.1

Refractive index
1.58
1.6
1.48
Opaque

Table 6.1: The material properties of the detector in the Geant4 simulations. These
materials match the materials described in the Eska SK-4001 optical fibre product
sheet [107].

Figure 6.1: Geant4 FOD detector (red and yellow) and phantom (blue) geometry with
simulation coordinate system. Incident radiation is fired from above the phantom with
momentum in the negative y direction.
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volume, could be set when the program was executed. This allowed beam profile and
depth dose measurements to be run easily using macro loops.
By counting the number of scintillation photons that reach the aluminium detector, we can simulate the response of the SiPM and hence quantify the relative
signal that the FOD will provide. Because Cherenkov radiation is also generated by
G4OpticalPhysics, the relative Cherenkov signal can also be seen. It is important to
note that the scintillation output and Cherenkov generated are both relative inputs to
the program, and these were not calibrated to each other, so no direct comparison to
the scintillation and Cherenkov signal intensities can be made.

6.1.3

Incident radiation source

For IMBL simulations the whole beamline is simulated. The magnetic wiggler is
constructed and electrons are fired through to generate the synchrotron x-rays. These
x-ray photons, after travelling down the simulated beamline, are scored at the entrance
to Hutch 2B in a phase space file (PSF). This records the x, y, z position coordinates,
the corresponding momentum coordinates, polarisation vector, and the energy. This
provides a source of primary particles for simulations in Hutch 2B to be sampled from
without having to simulate the x-ray generation process each time. The simulation
can be done with and without the multi-slit collimator (MSC) in place to generate
PSFs for microbeams and broadbeams. A complete explanation and evaluation of this
IMBL simulation is provided by Dipuglia et al [121].
For the wiggler strengths and filtrations used in this work, the energy spectrum for
each PSF as the photons enter Hutch 2B are shown in Figure 6.2. Each spectrum is
binned into 1 keV bins over a 1000 keV range, and normalised to the area under the
curve. It is clear from this figure that filtration with higher-Z material (going from
Al/Al to Cu/Cu) hardens the beam, as does increasing the wiggler strength. The
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Figure 6.2: Simulated energy spectrum for IMBL beams at different wiggler strengths
and filtrations. Each spectrum is normalised to the area under the curve.
2T

3T

4T

Filtration

Peak (keV)

Mean (keV)

Peak (keV)

Mean (keV)

Peak (keV)

Mean (keV)

Al/Al
Cu/Al
Cu/Cu

–
62
–

–
69.8
–

39
68
79

51.4
80.1
92.3

43
73
–

57.9
88.8
–

Table 6.2: Summary of simulated PSF spectra energy characteristics.
average energy and peak energy are calculated and presented in Table 6.2.

6.2

Testing optical physics

Including G4OpticalPhysics in the simulation allows the production and transport of
the scintillation light to be investigated. However, it does substantially increase the
simulation time compared to solely measuring the energy deposited in the scintillator
sensitive volume. In this section the photon distribution within the scintillator volume will be investigated, then the necessity for using G4OpticalPhysics for dosimetry
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Figure 6.3: Polar coordinate system used to histogram the photon spatial distribution
data. The z axis is positive towards the optical fibre.
simulations is assessed.

6.2.1

Scintillation photon distributions

Using optical physics allows the distribution of photon generation within the scintillator to be analysed. By tracking where the photons are generated, and which ones
are eventually detected, information about the scintillator sensitive volume can be
learned. Three scintillator thicknesses were simulated: 800 µm, 50 µm, and 10 µm.
These were chosen to compare a scintillator volume that would be used for conventional megavoltage clinical dosimetry, down to the scintillator volumes to be used in
MRT dosimetry.
The primary beam used was a 100 keV electron beam with a square cross section of
1×1 cm2 . The scintillator volume was set at 10 mm depth in water with the centre of
the scintillator volume at the centre of the beam. Electrons were chosen (as opposed to
photons) to maximise the number of optical photons generated per primary particle,
despite the low range of 100 keV electrons in water. This allowed a smaller number of
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Detector

Primaries (billion)

Time to run (hours)

800 µm
50 µm
10 µm

1
5
15

32
193
702

Table 6.3: Total primary particles and simulation time for the photon distribution
simulation. Note that the simulations were run in parallel so the actual time taken to
complete was much shorter.
primary particles to be simulated to achieve same total deposited dose. The position
coordinates of each scintillation photon was recorded upon creation, and if the photon
reaches the aluminium detector then the photon is flagged as captured.
The number of primary electrons and total simulation CPU time is shown in Table
6.3. The positions were converted to polar coordinates, with the origin at the centre
of the scintillator volume. Physically the coordinates represent the axial distance
along the scintillator cylinder (z), with positive being the optical fibre end, radial (r)
perpendicular distance from the axis, and angular (θ) between the radial coordinate
and the vertical. The coordinate system is shown in Figure 6.3. We would expect that
the generation of scintillation photons is uniform in all three coordinates, and we are
looking for any consistent deviations from these in the captured photons.
The captured photons are plotted in a 2D histogram of axial depth and radial
distance (Figure 6.4). The radial distance is weighted by 1/r to correct for the area of
cross-section being sampled growing with r2 . 1000 bins were used in each direction and
a Gaussian filter with a sigma of 20 was used to smooth the data. In this histogram
we can see a clustering of photons around the radius of the optical fibre core (0.5
mm). There is also a decrease in captured photons with decreasing z in the 800 µm
scintillator, but this is not noticeable in the smaller scintillator sizes. The optical fibre
acceptance angle is also visible in the 800 µm scintillator histogram. 1D histograms
were created for each coordinate for all the generated and captured photons. The
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radial coordinate was binned in 0.02 mm bins, the axial in bins 4% of the scintillator
length, and the angular in 18◦ bins. These histogram probability density functions
(PDFs) are presented in Figure 6.5. The theoretical uniform distributions are also
plotted for each case.
The angular distribution for both the generated and captured photons, and for all
scintillator sizes, are uniform and match the expected uniform distribution. The axial
distribution is also uniform in both cases for the 10 and 50 µm scintillators, but is
biased towards the positive in the 800 µm scintillator. The radial distributions show
deviations from the expected distributions. A close-up of the radial distribution is
shown in Figure 6.6. The generated photons are distributed uniformly, as expected.
However, the captured photons do not follow this distribution at all. There is a sharp
rise in the number of captured photons at the 0.5 mm radius of the optical fibre core,
then a decrease outside this radius. We expect very few photons generated outside
the radius of the optical fibre core to be captured: only those within the acceptance
cone of the fibre will have a chance of being captured. With a thicker scintillator,
the acceptance cone grows in diameter along the fibre axis direction and so it is not
unexpected that the 800 µm scintillator will capture more photons outside this radius.
Hence, the effective sensitive volume of the detector in the radial direction is dependent
on the scintillator thickness. The percentage of photons captured that are generated
outside the 0.5 mm core of the optical fibre, as well as the distance from the core radius
where the number of captured photons drops to 10% of the maximum, are presented
in Table 6.4. The cylindrical sensitive volume is dependent on the scintillator radius
r and thickness d from which the light is captured: πdr2 . And so, for the 10 µm
scintillator, the effective sensitive volume of the detector can be calculated using the
optical fibre core radius: π × 10 µm ×(500 µm)2 . The 800 µm scintillator will instead
have a sensitive volume closer to π × 800 µm × (500 µm + 325 µm)2 based on the
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Size

Outside radius (%)

Leakage (µm)

800 µm
50 µm
10 µm

30.78
5.39
1.36

325
40
15

Table 6.4: Detected photon properties for various scintillator sizes. “Outside radius”
describes the percentage of photons detected that were generated outside the diameter
of the optical fibre core (0.5 mm radius). “Leakage” describes the distance past 0.5
mm radius that the number of photons is 10% of the maximum.
leakage distance. This is an increase in the effective sensitive volume of 272% compared
to an effective radius of 500 µm.
Over all three scintillators, a consistent 1.5% of scintillation photons generated
reach the aluminium detector. The losses come due to three factors: photons escaping
the scintillator volume (or equivalently being absorbed by a non-reflective coating),
photons entering the optical fibre at an angle greater than the acceptance angle and
hence not undergoing total internal reflection, and attenuation of the light signal in
the optical fibre. Scintillator dimensions, surface roughness, efficiency of the optical
coupling and optical fibre length will all affect the final photon capture efficiency,
but an important takeaway is that even under ideal conditions only a few percent of
scintillation photons will reach the photodetector.

86

Geant4 Simulations

800 µm

400

50 µm

300

10 µm

20

4

10

2

0

0

−10

−2

−20

−4

200

z (mm)

100
0
−100
−200
−300
−400
0.00

0

0.25

5

0.50 0.75
r (mm)

10

1.00

15

0.00

0

0.25

0.50 0.75
r (mm)

1.00

2
4
Photon density

0.00

0

0.25

0.50 0.75
r (mm)

1

1.00

2

Figure 6.4: Heatmaps of the radial and axial distribution of photons.

6.2.2

Energy deposited in the scintillator

Because the use of optical physics significantly increases simulation time, a study was
done to determine if the optical physics was necessary for accurate dosimetry in the
scintillator volume. By measuring the energy deposited in the scintillator, and then
comparing to the number of photons detected at the aluminium detector, we can
assess whether the energy deposited directly in the detector is a sufficient quantity for
dosimetry.
A depth dose was simulated in a 4.0 T Al/Al synchrotron beam at 9 depths equally
spaced from 10 mm to 100 mm, with both the total energy deposited in the plastic
scintillator and the total photon counts in the aluminium detector being scored. 13.7
million primary photons were simulated at each depth, for a total of 123.3 million.
This took a total of 1,484 hours of CPU simulation time, spread over 77 parallel
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Figure 6.5: Spatial distribution probability density functions of the initial locations of
scintillation photons generated in the scintillator, and those that reach the aluminium
detector. Top: 800 µm FOD, middle: 50 µm, bottom: 10 µm. The dashed green line
represents the expected distribution for uniformly generated photons.
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Figure 6.6: Close up of the fibre-core boundary for the three simulated scintillator
sizes.
simulations. A linear regression was fit between the two quantities, and resulted in an
R2 goodness-of-fit of 0.9997. The data and fit is shown in Figure6.7.
The result here is very linear, and the y–intercept is (2.04 ± 1.53) MeV. Ideally this
will be zero (and statistically agrees with zero within two standard deviations), but
given the smallest total energy deposited is 88.5 MeV, the accuracy of extrapolating
to find the y–intercept is not guaranteed. Due to the strong linear result presented
this justified the removal of optical physics in the Geant4 physics lists in order to
improve simulation speed. Hence, for simulated FOD results presented in this work the
measured response is calculated from the energy directly deposited in the scintillator
volume, rather than photons detected at the end of the optical fibre.

6.3

Microbeam simulations

To assess the differences between scintillator sizes for microbeam dosimetry, three
scintillator sizes were simulated in a 3.0 T Al/Al beam: 50 µm , 20 µm and 10 µm. The
centre of the scintillator was set at 20 mm depth in the phantom. A total of 2.24 × 108
primary particles were fired each run, with the scintillator volume being moved 2 µm
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Figure 6.7: Simulated relationship between energy deposited in the scintillator volume
and the photon counts in the aluminium detector.
Detector

PVDR

FWHM (µm)

FWTM (µm)

20–80% (µm)

50 µm
20 µm
10 µm

59.3 ± 4.0
69.1 ± 6.0
68.1 ± 6.7

62
52
50

104
80
76

30
18
12

50

77

5

True intensity

73.7 ± 5.2

Table 6.5: Key microbeam values calculated from the 3.0 T Al/Al simulation. Distance
values are within 2 µm for the FOD values (the step size) and 1 µm for the intrinsic
field (bin size). PVDR uncertainty was calculated using the standard deviation of the
valley over the range averaged.
between runs over a distance of 200 µm centred on a microbeam. This resulted in a
total of 2.26 × 1010 primaries per microbeam scan. The total simulation CPU time for
each detector was around 570 hours. The energy deposited in the scintillator volume
was measured and the microbeam profile was plotted and normalised to the maximum
dose, as shown in Figure 6.8. As a reference, a scoring mesh with 1 µm lateral width
and the same dimensions as the scintillator in the other two dimensions scored the
energy deposited in the water phantom. This is shown as the “True intensity” in
Figure 6.8.
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Figure 6.8: (Top) Simulated response from three scintillator sizes, and the “true”
intensity found by scoring the energy deposited over 1 µm bins, all normalised to their
maximum. (Bottom left) The simulated response normalised to the 10 µm scintillator
response, to show the sensitivity effect of volume. (Bottom right) The simulated
response normalised to the integral of the 10 µm scintillator, to show the effect of dose
blurring on the peak value.
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As expected, the smaller the scintillation thickness, the closer the profiles match the
intrinsic beam. To quantify the results, the PVDR was calculated using the maximum
response and the valley response in the outer 20 µm of the field on each side. The fullwidth at half-maximum (FWHM) and full-width at tenth-maximum (FWTM) were
also found, along with the 20–80% penumbra width. These values are presented in
Table 6.5. The FWHM and the FWTM both approach the true value as the scintillator
volume decreases, with the 10 µm scintillator agreeing within the 2 µm step size used.
The 20–80% penumbra widths also shrink to match the expected value, although the
intrinsic field value is much smaller than what was calculated for the 10 µm scintillator.
This suggests that to accurately measure the shape of the intrinsic microbeams a
detector resolution of a few micrometers is required.
The PVDR values also grow to converge on the true value, however the values
are less accurate the smaller the scintillator volume gets. The PVDR uncertainty was
calculated using the standard deviation of the valley over the range averaged, and so
as the sensitive volume shrinks, the relative fluctuations in the valley dose grows. This
highlights some of the challenges of dosimetry with such small sensitive volumes.
While the sensitivity of the detectors scales up with larger volumes (Figure 6.8
(bottom left)) the ratio of the integral response does not scale linearly with the volume.
The response integral, relative to the 10 µm integral is 1.80 for the 20 µm scintillator
and 4.00 for the 50 µm (where we would expect 2 and 5 respectively). This shows that
the peak response is sensitive to the size of the scintillator, with smaller being better.
This can also explain the lower PVDR measured by the 50 µm scintillator: the peak
height is 86.8% of the 10 µm scintillator, and the PVDR of 59.3 is 87.1% of the 10 µm
PVDR, 68.1.
The results here suggest that while the exact structure of the individual microbeams
cannot be perfectly resolved with any realistic scintillator size, the dosimetrically and
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biologically important values of PVDR and FWHM can, in theory, be accurately
measured using FODs with a one-dimensional resolution of 10 µm, and even with 20
µm to a reasonable level of accuracy. The simulation data may be able to provide
predictions of experimental results which can then be used to validate the underlying
simulation parameters and field conditions.

High resolution FODs in
synchrotron x-rays
FOD probes fabricated for MRT dosimetry were tested on the IMBL and compared
to other dosimeters to assess their applicability, strengths and weaknesses. The first
probe produced for MRT testing had a spatial resolution of 50 µm with the primary
goal to demonstrate the capability to obtain measurements of synchrotron x-rays with
a plastic scintillator dosimeter. Following this, a 20 µm probe was tested, and then
finally the limits of high-resolution scintillator dosimetry were pushed with the use of
a 10 µm probe.

7.1
7.1.1

50 µm scintillator
Measurements overview

The 50 µm BC-400 plastic scintillator FOD was coated in TiO2 reflective paint to
improve sensitivity. Testing was done with a 2.0 T wiggler and Cu/Al filtration. This
combination has a reference dose rate of 112 Gy/s at 20 mm depth. The large sensitive
volume (relative to the microbeam size) and reflective paint was chosen to provide an
optimised sensitivity to the IMBL beam, given plastic scintillators typically have poor
sensitivities compared to other dosimeters.
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An intrinsic beam profile was measured at 15 mm depth in a Gammex RMI-457
Solid WaterTM phantom of face-on size 15 cm × 15 cm and 10 cm depth. The FOD was
mounted in edge-on orientation and scanned at 1 mm/s. This exposed the 50 µm edge
of the scintillator to the microbeams. The AFE sampled at 2000 Hz, so each sample
was separated by 0.5 µm along the profile. For comparison, a silicon strip detector
(SiSD) with a 50 µm resolution, developed by the Centre for Medical Radiation Physics
[122, 123], measured the microbeam array under identical conditions. Due to the
similarities in the sensitive volumes between the two detectors, the measurements of
the microbeam array were expected to be in good agreement.
A S&S depth dose without the MSC in place was also measured in this phantom,
with the same FOD orientation. The depth was changed by moving the probe deeper
in the +x direction and adding solid water between the beam and the probe. This was
done at two vertical scanning speeds, 5 mm/s and 10 mm/s, using each of the three
beam defining apertures (BDAs). These results are compared to a PinPoint N31014
ionisation chamber measured under identical setup and conditions.
Also presented is data from an experiment in a 3.0 T Cu/Cu beam. The 50 µm
probe was used to scan a microbeam array at a range of depths. Measurements were
taken initially in air, then at 20 mm, 40 mm and 60 mm depths in water. The probe
was scanned at 1 mm/s and the AFE sampled at 1000 Hz.
To remove the low level of measured fluorescence from the signal, the amount of
light generated per unit length of fibre was quantified, as this is the source of unwanted
stem signal. The baseline should be symmetric on both sides of the microbeam array.
However, there is an increase in the measured light signal when the probe has passed
though the field, but the fibre remains exposed. A steady rise in detector response can
also be seen in the valley regions, as more fibre is exposed. By using the background
signals on either side of the profile, a linear trend can be fit to the fluorescence signal
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50 µm scintillator probe continuous scan
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Figure 7.1: Intrinsic beam profile at 15 mm depth shown for the 50 µm scintillator
probe. The inset shows the profile for the central microbeams. This depth was chosen
as it was the closest to the surface that could be achieved with the given phantom.
and subtracted off. This can only be applied to the beam profile scan as the PDD
S&S is done edge-on and scanned vertically, so the amount of fibre in the field is the
same at the start and end of the scan and hence there is no trend in the baseline to
exploit.

7.1.2

Results

The microbeams are clearly resolved with the FOD, which can be seen in Figure 7.1,
after fluorescence background subtraction. Using the detector response at both edges
of the field, the background contribution was calculated to be 11.4 counts/mm and was
subtracted off. This is the fibre signal fit, and is shown overlaid on the raw microbeam
array in Figure 7.2. The response was normalised to the maximum value. A moving
average of width 17 points was used to smooth the profile, which corresponds to a
distance of 8 µm. This greatly reduced the noise in the signal, and the width was small
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Figure 7.2: Lower 10% of the raw microbeam array shown with the linear model for
the optical fibre signal.
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Figure 7.3: Intrinsic beam profile at 15 mm depth shown for the 50 µm SiSD. The
inset shows the profile for the central microbeams.
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Figure 7.4: Heights of peaks and valleys with the 50 µm scintillator throughout the
beam. Vertical scales were chosen so the averages of both lie together.
enough to not reduce the peak responses. Pre-smoothing the SNR in this data was 7.7
in the peaks and 0.27 in the valleys. After smoothing the SNR improved to 28.6 in the
peaks and 1.2 in the valleys. The inset of Figure 7.1 shows five individual microbeams.
There is a slight asymmetry apparent in each microbeam with the response on the right
side dropping off slower than the left. A comparison between the microbeam arrays
in Figures 7.1 and 7.3 show that the peak heights match very well across the field
between the FOD and SiS responses. There is also a clear discrepancy between the
valley response between the two detectors, with a higher valley dose in the FOD than
the SiS. The values of each peak and valley region are shown in Figure 7.4. The peak
values were determined by finding the position where the local maximum value lie, and
taking the average over a 2.25 µm region. The exact height of the peaks is obscured
by noise in the data, and so averaging over this region gave a more robust value of the
peak heights. The same was done for the valley regions, over a distance of 100 µm to
calculate the mean valley response.
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Figure 7.5: 50 µm probe microbeam PDD (left) and three central microbeams (right).
The response scale is relative to the maximum peak value.
The average PVDR measured with the 50 µm FOD at 15 mm depth in the 2.0
T Cu/Al beam was calculated to be (19 ± 3). The average width (full width at half
maximum) of the peaks was calculated to be (63 ± 2) µm. For comparison, the SiS
measured the PVDR to be (26.9 ± 1.4) and the FWHM to be (62.4 ± 0.9) µm.
For the microbeam PDD in the 3.0 T Cu/Cu beam, shown in Figure 7.5 a FWHM
and PVDR at each depth was calculated, and are presented in Table 7.1. There
is no significant trend in the FWHM as depth increases, except that the variation
between individual microbeams increases with depth. The PVDR drops consistently
with depth, which is expected as there is more scatter into the valleys at greater depth.
The difference in beam configurations result in these PVDRs being lower than the scan
presented in Figure 7.1.
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Figure 7.6: PDD plots at the two vertical scanning speeds of the scintillator fibre optic
dosimeter (FOD), with PinPoint N31014 ionisation chamber (IC) data under identical
conditions. Both sets of data are normalised to the 2.014 mm BDA at 15 mm depth.
Error bars are the standard deviation of three repeated measurements.
The results of the PDD scans are presented in Figure 7.6. After normalisation to
the 2.014 mm BDA at 15 mm depth, the 2.014 mm BDA results are in good agreement.
The other BDAs slightly under-respond compared to ionisation chamber results. At
10 mm depth the dosimeter over-responds by approximately 20% when compared to
the ionisation chamber. This is consistent across all BDAs and scan speeds.

7.1.3

Discussion

The slight asymmetry apparent in the inset of the beam profile (Figure 7.1) is due to
the geometry of the scintillator probe. Three factors will contribute to this: firstly,
if the thickness of the scintillator is not exactly 50 µm across the 1 mm diameter
cross-section, the response may be different on either side of the scintillator. Secondly,
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Depth

FWHM (µm)

In air
76.6 ± 4.8
20 mm 77.3 ± 4.4
40 mm 76.1 ± 6.8
60 mm 76.6 ± 9.0

PVDR
10.4 ± 2.9
9.7 ± 3
9.3 ± 2.6
9.24 ± 4.2

Table 7.1: Microbeam characteristics calculated from the 50 µm microbeam PDD.
Values are the average over all microbeams in the array, and the uncertainty is the
standard deviation in these.
if the fibre is not perfectly aligned perpendicular to the incident microbeam field then
this will also create an asymmetry in the response. Finally, the water equivalence
of the material either side of the sensitive volume can create an asymmetry in the
microbeam profile. There is also an asymmetry present in the SiSD profile, although
it is less significant. Alignment issues cannot be ruled out with this data, however
a misalignment will also cause an increase in the measured FWHM. As the FWHM
show good agreement between the two detectors, this suggests that the alignment was
sufficiently good. This leads to the conclusion that the reflective paint on one side of
the scintillator was causing an increase in the dose deposited in the optical fiber at
the scintillator-optical fibre interface.
The convolution of a 50 µm sensitive volume with a 50 µm width microbeam will
result in the measured FWHM being larger than the microbeam itself. The average
FWHM measured with the scintillator probe is (63 ± 2) µm, which agrees with result
from the SiSD of (62.4 ± 0.9) µm. This verifies that the resolution of the scintillator
probe is 50 µm, the same as the SiSD. The PVDR using the scintillator of (19 ± 3) is
much lower than the SiSD result of (26.9 ± 1.4). This can be explained by the higher
response in the valley regions in the scintillator probe than the SiSD.
The error bars in the valley response in Figure 7.4 are high due to the low signalto-noise ratio in the valleys, where the signal is very low. The error bars presented in
this Figure are the standard deviations of each average, which reflect the noise in the
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signal at each position. A standard error, rather than standard deviation, would be
more appropriate for quantifying the confidence in the values for the peaks and valleys
and would be significantly smaller than the standard deviation presented.
The results in the microbeam PDD demonstrate the need for a higher resolution
probe. The 50 µm probe cannot resolve the small broadening of the microbeam peaks
that is expected as depth increases. It is able to detect a slight change in the PVDR
as depth increases but cannot accurately measure the PVDR due to the valley dose
being much higher than expected. Further, the PVDR in air should be significantly
higher than in the phantom: this indicates that the valley dose measured is most likely
due to scatter in the probe and optical fibre.
The PDD results highlight a discrepancy at 10 mm depth that is consistent across
the two scan speeds and three field sizes. With 30 mm of optical fibre irradiated, 4.1%
of the total microbeam scan signal was from the fibre. Hence with the scintillator at
the centre of the field, it can be estimated that the broadbeam scintillation signal will
be roughly similar to the microbeam signal in a peak (if anything it will be somewhat
higher than the microbeam signal due to more complete irradiation and scatter) while
the irradiation of the optical fibre will increase by a factor of 4 (400 µm / 50 µm as
the broadbeam will cover the valleys now too, but reduced by a factor of two due to
half the fibre being irradiated by being in the centre of the field). Hence it can be
approximated that 15% of the light signal is from the optical fibre in the PDD. If there
is a non-linear fluorescence contribution, this may account for the 20% increase in the
signal at 10 mm depth in the data. Radiation damage to the detector was assumed to
be negligible for this experiment, as the total dose the probe was exposed to during
the PDD measurements was less than 1 kGy, (which was the experiment where the
probe was exposed to the most dose). As was demonstrated by Beddar et al [34] their
dosimeter (made from the same materials as the one in this work) saw less than a 3%
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decrease in responsiveness from 10 kGy dose, supporting this assumption.
It is hypothesised that the water-equivalence of the FOD probe is reduced by the
optical paint. As the paint is a diffuse reflector, the expected increase in light capture
is not very large, and as the paint forms a layer on the order of 100-500 µm thick, the
compromise to water-equivalence may not be justified by the increased light capture.
This may also explain the increase in response near the surface of the PDD. Hence the
effect of the reflective paint is explored in following section using a 20 µm scintillator
probe.

7.2

20 µm scintillator

The goal of the following experiments was to demonstrate a 20 µm thick scintillator
probe with an improved spatial resolution. The new probe is compared to the 50 µm
probe and the limitations it demonstrated such as the high valley signal. Finally the
effects of the reflective paint on the results as a possible explanation to the low-depth
PDD over-response and microbeam asymmetry is investigated.

7.2.1

Measurements overview

The wiggler strength used for the following experiments was 3.0 T with Cu/Cu filtration. This mode has an intrinsic dose rate of 235 Gy/s. The beam was shaped by the
2.014 mm BDA and a 20 mm × 20 mm conformal mask. All results presented in this
section were performed in a water tank, with a Kapton tape entrance window. This
provided the appropriate backscatter and allowed the probe to be easily mounted and
translated in depth. The details of this water tank are described in [124].
Two experiments were performed with this probe: one to measure the intrinsic
microbeam profile, and a second to measure the effect of the BC-620 reflective paint
on the probe. The microbeam scan was performed over a distance of 30 mm at a speed
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of 0.1 mm/s. The SiPM was integrated over a time of 200 µs at a frequency of 1 kHz.
The same fluorescence removal was used as outlined previously in Section 7.1.1.
A microbeam was scanned in 1 µm steps by a PTW microDiamond SCDD at
the same depth and with the same BDA for comparison. A S&S microbeam scan
was measured with the microDiamond, and the total response was integrated using a
PTW UNIDOSwebline electometer. While this is different to how the FOD data was
measured, the profile shape averaged over the z direction is suitable to illustrate how
volume averaging affects the measured microbeam shapes.
The effect of the reflective paint was quantified by measuring a depth dose profile
with and without the paint on the 20 µm probe. The AFE was sampled at 500 Hz
sampling intervals. This was compared to a Pinpoint N31014 ionisation chamber (IC),
with a sensitive volume of 0.015 cm3 . As the sensitive volume of the IC was too large
to resolve microbeams, to directly compare the FOD and the IC a broadbeam scan
was used instead. A S&S PDD methodology was used with both detectors, with three
measurements at each depth taken. The IC response was energy independent in the
experimental ranges used here. The PDD was measured between the depths of 15 mm
and 100 mm for both the IC and the FOD with and without reflective paint.
The paint was applied by dipping the probe into a container of the paint. Once
it had dried, a layer of oil based enamel paint was similarly applied to the surface,
to prevent the water soluble BC-620 dissolving in the water tank. This increased the
diameter of the probe by up to several tenths of a millimetre, and the uniformity of
application could not be guaranteed.

7.2.2

Improvement of spatial resolution

The scan of the intrinsic microbeam field is shown in Figure 7.7. The data has been
smoothed using an unweighted moving average filter with a width of 201 samples,
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Figure 7.7: The intrinsic microbeam profile measured with the FOD, scanning at
0.1 mm/s. Background and Cherenkov subtraction has been performed, as well as
unweighted moving average smoothing with a window of 201 points. The inset shows
the central five microbeams.
giving the filer an effective width of 20 µm. This large sample window was necessary
due to the high noise in the raw data. The average FWHM for individual microbeams
in the scan was (52.1 ± 6.5) µm, which is in good agreement with the microDiamond
measurements (49.5 ± 1.4) µm, and a significant improvement over the results 63 ±
2 µm FWHM for the 50 µm FOD. It is important to note that the 50 µm probe used
Gammex RMI-457 Solid Water instead of water as the scattering material, but it has
been demonstrated that there is no more than a 6% difference in dose deposited in
these materials under identical MRT irradiation [125].
Figure 7.8 shows the averaged unsmoothed microbeam shapes for both the 20 µm
and 50 µm results. This data is averaged over all microbeams with a window of width
400 µm and centred on each successive microbeam. Normalisation was used on each
microbeam before averaging to account for beam roll-off near the edge of the field. The
microDiamond S&S data are also shown. The standard deviation was found and is
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Figure 7.8: Individual microbeam shape comparison between the 20 µm FOD, the
50 µm FOD and microDiamond. The average of the microbeams measured with the
FOD, and the standard deviation, are shown.
plotted as the colour bands above and below the profiles to quantify the experimental
uncertainty, depicting the variation seen across each scan. As the simulations in Figure
6.8 show, one might expect the microbeam shapes to appear more rectangular and less
gaussian. The microbeams measured with the microDiamond have a flat top and edges
that rise sharply which, due to the high spatial resolution of 1 µm, gives a very accurate
microbeam shape. The microbeams measured with the FOD are quite triangular in
shape. This figure shows that the asymmetry observed in the right side of the 50 µm
microbeam measurement is significantly less for the 20 µm results.
Much like the microDiamond, the large diameter of the scintillator compared to the
thickness makes alignment very important for this probe. A misalignment increases
the cross section exposed to the beam proportional to the angle of misalignment and
the diameter of the probe (for small angles). Therefore a misalignment can increase the
measured FWHM, and so alignment of the probe is important for accurate dosimetry.

High resolution FODs in synchrotron x-rays

106

The small sensitive volume of the 20 µm FOD has made the signal-to-noise ratio
quite low. The error in the average FWHM measured using this probe is larger than
the error measured with the 50 µm probe (6.5 µm compared to 2 µm). The noise in
the profile has been reduced with smoothing, but a smoothing window larger than 200
samples caused the microbeam heights to be reduced due to the extra artificial volume
averaging effect. Because of the poor valley signal it would be meaningless to attempt
to calculate a PVDR for these results, as the uncertainty in the PVDR will be many
times greater than the PVDR itself. Despite this, it appears that the valley dose is
much closer to zero than with the 50 µm probe, suggesting that with improvements
to light collection techniques, it may be possible to measure a more accurate PVDR
than with the 50 µm probe.

7.2.3

Effect of reflective paint

A broadbeam PDD was measured with the 20 µm FOD with no reflective paint, then
the paint was added and the experiment repeated. The depth dose curve is presented
in Figure 7.9(a), with the results normalised to 20 mm depth compared to IC shown in
(b). When the reflective paint was applied to the probe end, it increased the average
light collected by (28.5 ± 4.6)%. The over-response present in previous data is still
present in this result. The FOD and IC data match very well at greater depths,
suggesting that the FOD is over-responding even at 20 mm depth (the depth at which
normalisation is the standard). It can be seen from Figure 7.9(b) that the shape of the
depth dose curve was not affected by the paint. This means the discrepancy between
the IC and FOD at low depths cannot be explained by the use of the non-waterequivalent paint, and so further investigation is required. In Fig 7.9(c) the percent
difference between the FOD response and the IC response has been calculated. This
shows more clearly that the main difference is at depths lower than 40 mm, with the
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Figure 7.9: Percent depth dose measured with and without the BC-620 reflective paint.
(a) The direct comparison between the light output as measured under both conditions. The scale is the integrated signal output, which is arbitrary but comparable for
similarly collected data. (b) Both responses normalised to 20 mm depth, and compared to a Pinpoint N31014 ionisation chamber. (c) The relative percentage difference
between the two sets of FOD data. Error bars shown are the 95% confidence interval
from the three measurements at each depth. The error bars on the IC data are small
enough to be omitted.
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discrepancy being less at greater depths for the probe without paint applied. The
IC has only been validated for depths greater than 20 mm in water. As the beam
height is nearly the same size as the IC diameter the IC is limited in its application
to small-field dosimetry and so a direct comparison between the FOD and IC at less
than 20 mm depth may not be valid.
The inconsistency in the application of the paint highlights another limiting factor
in this application. On a scintillator with order-millimetre thickness the variation in
paint thickness relative to the sensitive volume is negligible. However with such small
scintillators the variability is significant relative to the scintillator size. Alternatives
to the BC-620 reflective paint will be necessary for improving light collection. The
increase in signal strength of (28.5 ± 4.6)% is not a large improvement, and although
there is no effect on the PDD shape, the effect on the measured microbeam structure
is still unknown. In an effort to reduce the number of factors affecting microbeam
dosimetry with the FOD, the BC-620 reflective paint will not be used in future detectors.

7.3

10 µm scintillator

This section presents the results of a 10 µm scintillator FOD. This is the thinnest
plastic scintillator FOD found in the literature, and is equal in thickness to the highest resolution inorganic scintillator found [95]. From the results in Chapter 5.6 it is
expected that this FOD will have a high enough resolution for microbeam dosimetry.
The compatibility of the FOD detector system with commercial dosimetry tools will
be demonstrated for streamlined and consistent measurements.
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Figure 7.10: (a) 10 µm probe microbeam scan. (b) The average of all the (normalised)
microbeams, with the 95% confidence interval at each point. Also shown is the microDiamond measurement of a single microbeam (red).

7.3.1

Measurements overview

To achieve a suitable signal in the small sensitive volume the 3.0 T wiggler was used
in combination with the Al-Al filtration. This gave a dose rate of 4435 Gy/s at 20 mm
depth measured with the Pinpoint ionisation chamber. The beam was shaped with the
conformal mask to 20 mm × 20 mm. This limits the scatter in the beam and reduces
the roll-off in the microbeam peaks. This also limits the number of microbeams to 50.

7.3.2

Microbeam scans

Microbeam profiles were measured at a range of depths by scanning the probe in
edge-on orientation at 1 mm/s in the water tank. The SiPM signal was sampled at
2000 Hz. For comparison, a microbeam scan was also done with a microDiamond
dosimeter. The PMMA holders used for both detectors were identical, except for the
opening to hold the detectors due to their differing geometry. The microDiamond data

Relative peak response (% of maximum peak)

Peaks
Valleys

100

3
2.5

95
2
1.5

90

1
85
0.5
0

5

10

15

20
25
30
Peak/valley number

35

40

45

Relative valley response (% of maximum peak)

110

High resolution FODs in synchrotron x-rays

Figure 7.11: Peaks (left axis) and valleys (right axis) across the intrinsic microbeam
array shown in Figure 7.10. The standard deviation of the valley dose in each valley
is presented as the red (shaded) region.
was acquired through the S&S method in steps of 5 µm. Figure 7.10 shows the intrinsic
microbeam array scan (with 10-point moving average smoothing applied – this moving
average covered a 5 µm width) at 20 mm depth. The inset shows the average and 95%
confidence interval of all the (un-smoothed) microbeams. Figure 7.11 shows the peak
and valley values across the microbeam array. The peak height is very accurate and
so no uncertainties are presented, while the valley values were averaged over a 200
µm region between the peaks, and the standard deviation is shown. The FWHM was
calculated to be 53.7 ± 0.4 µm. The PVDR over the entire microbeam array is 55 ±
17. Over the central 15 microbeams, the PVDR is 18.2 ± 1.5. This scan was repeated
from 6 mm depth in water to 70 mm depth, which can be seen in Figure 7.12. The
step size is 2 mm up to 20 mm depth, and 5 mm for all deeper depths.
The width of the microbeams is expected to be 50 µm, which agrees well with the
measured average FWHM of 53.7 ± 0.4 µm. While this is greater than the intrinsic
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Figure 7.12: Microbeam depth dose from 6 mm to 70 mm depth.
microbeam width, it is only slightly larger and it is not unexpected due to the slight
dose blurring over the 10 µm sensitive volume of the scintillator. This also validates
the alignment of the detector to the incident X-rays. Measurements with the microDiamond detector gave a FWHM of 52.5 ± 5 µm (which can be seen in Figure 7.10).
This agrees within uncertainty with the FOD. The large uncertainty here is due to the
detector being stepped by 5 µm between measurements. Interpolation between dose
measurements allowed a more refined FWHM to be acquired. The microDiamond profile matches well with the FOD profile, with the exception of between -50 and -25 µm
positions, where the FOD response is slightly higher than the microDiamond. This
may be due to the higher spatial resolution of the microDiamond. The agreement
between the shape of both profiles suggests that the FOD is measuring an accurate
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beam profile with minimal dose-blurring. Alternatively, it is possible that the microDiamond effective sensitive volume is larger than the theoretical case. This may be
due to there being an effect from the packaging around the diamond sensitive volume
to keV x-rays. The microDiamond has a 2.2 mm diameter of sensitive volume, and so
is more sensitive to misalignment then the FOD.
To evaluate the PVDR, the central microbeams are considered for consistency.
There is a roll-off of dose in the valleys towards the edge of the microbeam array,
giving a large difference in PVDR across the profile. This is expected due to lateral
scattering off the collimator. In treatment scenarios the conformal mask is used to
limit the width of the beam and minimise this effect. The roll-off can be seen in both
the peaks and valleys in Figure 7.11. The asymmetry in this figure indicates a slight
rotational misalignment in the MSC. The average PVDR of all microbeams at 6 mm
depth is 55 ± 17. However, over the central 15 microbeams, where the valleys are
much more consistent, the PVDR is 18.2 ± 1.5. This agrees well with the central
microbeam being measured with the microDiamond giving 17.1 ± 0.8.

7.3.3

Depth dose scans with commercial electrometer

PDDs were measured with the standard S&S method. This was repeated for the three
BDAs. The SiPM charge was measured with a commercial electrometer, the PTW
UNIDOSwebline . This electrometer typically integrates the current from an ionisation
chamber or a microDiamond and can convert the result into a dose if the appropriate
charge to Grey calibration factor is entered. The electrometer can be controlled via
a computer, and so the data acquisition process can be automated using scripting.
By connecting the SiPM output directly to the electrometer, the same scripts used to
measure PDDs with the conventional dosimeters can be used with the FOD.
The SiPM charge was integrated over the duration of each scan, allowing relative
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Figure 7.13: Broadbeam depth dose measured with three field heights defined by the
BDA, normalised to 20 mm depth. (a) shows the results for the FOD, while (b)
shows the response from just the optical fibre. (c) shows the relative difference of
both responses defined by the 2.014 mm BDA to a PTW Pinpoint N31014 ionisation
chamber.
dose to be measured. The dark current was too high to allow the electrometer to zero
the readings (due to signal saturation on the highest sensitivity) so a “dark scan” with
no x-rays allowed this to be characterised and subtracted in analysis.
As the signal strength from the scintillator is quite low, the relative optical fibre
signal will be much higher. A separate reference probe was used to measure this signal
independently of the scintillator signal. Figure 7.13(a) shows the depth dose measured
with the FOD, along with the response from just the optical fibre (b). Pinpoint
ionisation chamber measurements were also taken under identical conditions in the
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2.014 mm field height. The difference between both the FOD and the optical fibre
signals, and the IC results is shown as a percent in 7.13(c).
It can be seen in Figure 7.13(b) that the response with only optical fibre in the
field has a higher relative response at low depths than the scintillator and fibre together, Figure 7.13(a). This over-response is around 40% higher than the FOD signal
at the same depth. Further, this effect is more significant with larger field heights. It
is not due to high dose rate as it is also seen at much lower dose rates in the probes
with larger sensitive volumes. The reduced discrepancy between the FOD signal and
ionisation chamber, compared to the fibre-only signal, suggests that the discrepancy
is minimal in the scintillator itself. As the optical fibre core is PMMA, the relative
generation of radioluminescence is low, compared to silica core optical fibres [126].
However, it is still a significant part of the total light signal collected. This is estimated to be around 52% of the signal with the scintillator in the centre of the field,
however this value is dependent on the exact fraction of fibre inside the field for this
measurement. To adequately account for this effect in future measurements, and any
quality assurance methods, a secondary probe in parallel with the FOD measuring only
the radioluminescence in the optical fibre can be used [34, 35]. Other methods such
as filtration or spectral separation are not efficient due to the strong overlap between
the radioluminescence and scintillation spectra.
One of the primary challenges with using this dosimeter is the low light signal
measured at the SiPM, which limits the applicability to high dose rates. It is estimated
that, using the ionisation chamber results at 75 mm depth and the low FOD response
at this depth, that the minimum dose rate that can be confidently measured is 200
Gy/s. One method for increasing the light signal is to use an inorganic scintillator,
which typically have a much higher light yield. However, this will increase the dose
perturbations due to the higher atomic mass elements used. Increasing the optical
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Experimental
FOD (µm)

Beam

FWHM (µm)

50
20
10

2.0 T Cu/Al 63 ± 2
3.0 T Cu/Cu 52.1 ± 6.5
3.0 T Al/Al 53.7 ± 0.4

Simulation
PVDR

FWHM (µm)

PVDR

19 ± 3
–
55 ± 17

58.0
50.0
50.0

64.8 ± 6.7
68.6 ± 7.1
64.8 ± 6.7

Table 7.2: FOD simulation results compared to experimental results. Simulated
FWHM and PVDR are calculated with the simulated FOD, and are not the intrinsic
values of the field.
fibre core diameter will also increase the collected light, but will make the detector
more sensitive to misalignment.

7.4

Simulation comparison

For each experimental configuration the FODs were tested in above, an equivalent
Geant4 simulation was performed. A beam profile was measured with 1 µm bin scoring
to measure the microbeams. A simulated FOD of equal scintillator thickness to the
experimental was also stepped throughout the beam in 2 µm steps. The simulated
FWHM found with the FOD and the experimental FWHM, as well as the simulated
and experimental PVDRs are shown in Table 7.2.
The 50 µm experimental results do not agree very closely to the simulation predictions. The FWHM is 5 µm wider than the simulated value of 58.0 µm, and the PVDR
is much lower than expected at (19 ± 3) compared to (64.8 ± 6.7). The microbeam
shapes, presented in Figure 7.14, match reasonably well between the simulated and
experimental 50 µm scintillators, with the triangular shape of the experimental results
matching what is to be expected. However, there is a large asymmetry in the experimental results on one side, where the response is much higher then simulation. The
50 µm probe used the reflective paint, which could have an effect on the microbeam
profile shape. In particular it may be causing the asymmetry seen here.
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Figure 7.14: Simulated 50 µm FOD beam profile and experimental profile in a 2.0 T
Cu/Al synchrotron beam.
The 20 µm experimental results agree quite closely to the simulation. The experimental FWHM of (52.1 ± 6.5) µm agrees well with the simulated FWHM of 50.0 µm.
The detected microbeam shapes (Figure 7.15) are closer to each other than was seen
with the 50 µm probe, however the 20 µm experimental microbeam shape shows signs
of volume averaging. The average response in the valleys appear to agree somewhat
with both the simulated detector and the intrinsic field, although there is a high uncertainty associated with this average. There is minimal asymmetry seen here within
the microbeam, however experimentally there is a consistent but small peak at +75
µm roughly 5% of the microbeam peak height.
The 10 µm FOD results are very similar to the 20 µm FOD results, which indicates
that there is little to be gained with further increases in spatial resolution. The exper-
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Figure 7.15: Simulated 20 µm FOD beam profile and experimental profile in a 3.0 T
Cu/Cu synchrotron beam.
imental FWHM of (53.7 ± 0.4) µm agrees within uncertainty of the 20 µm probe, and
is slightly wider than the expected 50.0 µm width. The measured signal shows much
less noise than the 20 µm results, allowing the experimental PVDR to be compared
to the simulated. The experimental is slightly lower than the simulated (55 ± 17
versus 64.8 ± 6.7 respectively) but the large uncertainties here provide some overlap.
Inspecting Figure 7.16 reveals that the valleys are very close to each other in all three
cases. There is an apparent asymmetry in the left side of the experimental profile
similar to the 50 µm probe, although the 10 µm asymmetry is much less prominent
than in the 50 µm case.
It should be noted that the process of aligning and averaging all the experimental
microbeams will introduce a small blurring factor due to small but unavoidable mis-
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Figure 7.16: Simulated 10 µm FOD beam profile and experimental profile in a 3.0 T
Al/Al synchrotron beam.
alignments. This is necessary to provide useful statistics on the experimental results.

7.5

Large scintillator PDDs

To get a better understanding of the anomalous low-depth signal increase in the PDD
results, three FODs with large scintillator volumes were fabricated. Diameters of 2.2
mm were used (the same as all other FODs) and thicknesses of 5 mm, 2 mm and 1 mm
were used. The scintillators were covered in black heat-shrink to shield from external
light sources. The large scintillator FODs were tested in a 2.0 T Cu/Al beam within
a 10 × 10 × 10 cm3 Solid Water phantom. S&S PDDs were measured three times at
each depth for each BDA size, from 10 mm to 60 mm depth in Solid Water. The

High resolution FODs in synchrotron x-rays

119

measurements were then repeated using a Pinpoint N31014 Ionisation Chamber.
Figure 7.17 shows the PDDs, all normalised to the response at 60 mm depth. This
is done to prevent discrepancies near the surface interfering with the comparison. The
differences between the FOD results and IC results is also shown. All the detector
responses in the 2.014 mm height field are consistent with each other. There is a
consistent 10% increase in response at 10 mm depth with all three FODs in the 1.052
mm field. There is also a higher response than expected at 30 mm and 40 mm in all
three FODs, but the increase is less for larger sensitive volumes. Finally, the 0.532
mm field size gives similar results to the 1.052 mm, except that the 2 mm FOD signal
at 10 mm depth is a surprising 56% higher than the corresponding IC value.
These results demonstrate that, in the large scintillator FODs, the over-response
at the surface is dependent on the field size. This is different to the case with the thin
scintillator FODs where the effect was present in all field sizes tested. The optical
fibre signal will be much less than the scintillation signal with the large scintillators,
and so this effect is from the scintillator signal and not any contamination light signal.
The ionisation chamber sensitive volume is a 2 mm diameter, 5 mm length cylinder.
This pairs it quite closely with the 5 mm FOD. The comparison between these two
detectors suggests that the discrepancies are not due to the volume of the detector.
A simulated PDD of the 4.0 T Al/Al beam was done with two FOD sizes: 5 mm
and 10 µm. Scoring along the depth direction was also done in 1 mm bins. The
results are shown in Figure 7.18. The values are all normalised to 20 mm depth. This
shows that, similar to experimental results, the volume of the scintillator should not
be directly affecting the shape of the PDD as seen in the experimental results at low
depth. The difference between this simulation and the experiments, however, is that
the experiments were performed using the S&S method, while the simulation is static
along the centre of the beam. Given the non-uniform distribution of photons captured
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Figure 7.17: Large scintillator volume PDDs, normalised to 60 mm depth (top). Percentage relative differences to the ionisation chamber results is also shown (bottom).
Uncertainties are the standard deviation of the three measurements.
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Figure 7.18: Simulated PDD with 5 mm and 10 µm FODs, along with the intrinsic
simulated field. Error bars for the 5 mm FOD are small enough to be excluded.
in the scintillator (simulated in Figure 6.4) there may be an effect on the sensitivity
while the detector is scanned dynamically through the beam as different regions of the
scintillator are irradiated.

7.6

Conclusions

The intrinsic microbeam profiles measured with the FODs have similarities to the
expected simulated values. The FWHM approaches 50 µm as the detector thickness
decreases, with the 10 µm FOD measuring an average FWHM of (53.7 ± 0.4) µm.
As the spatial resolution of the FODs improve, so does the agreement with other
detectors and simulations. The mismatch in the 50 µm probe PVDR between the two
high resolution dosimeters is due to a very high valley dose measured in the FOD.
This is likely due to the reflective paint around the probe and fibre. This prevented
any calculations to be done to assess the change in PVDR over a change in depth in

High resolution FODs in synchrotron x-rays

122

the phantom. The PDD measured with the 50 µm probe highlights the anomalous
over-response measured with the FOD at the surface.
The 20 µm probe was unable to measure a strong signal in the 3.0 T Cu/Cu beam.
By averaging over all the microbeams measured, the FWHM could be calculated, but
no significant PVDR information could be found. Depth dose data has been replicated
with this thinner probe, and the BC-620 reflective paint has no effect on the shape of
the depth dose curve. It also does not explain the over-response at lower depths when
compared to an ionisation chamber, as it is still present in this data.
The 10 µm probe presented here is the highest spatial resolution plastic scintillator fibre-optic dosimeter found in the literature with a collection volume of 0.00785
mm3 . Measuring a microbeam array in a very high dose rate field (4435 Gy/s) yielded
FWHM and PVDR values that agree with simulation predictions. Despite the positive
results, there is little evidence to suggest that the 10 µm probe provides a significant
improvement over the 20 µm probe, which may have also given very good results in
this beam. The microbeam shapes are very similar to each other, and both show
volume averaging effects on the intrinsic microbeam profile.
Measuring the PDD with both the FOD and a reference optical fibre showed that
the majority of the anomalous signal at the surface is present in the reference fibre,
indicating that the effect is due to the fluorescence in the fibre. To minimise this effect
it may be necessary to measure depth dose curves with a secondary reference probe
method, similar to the CLINAC x-ray and electron beam setup.
The over-response is still present with scintillator volumes much closer to the Pinpoint N31041 ionisation chamber volume. With these probes, the scintillator volume
is significantly larger than the high resolution probes, and so the ratio of scintillation
signal to fluorescence noise will be much higher. The persistence of the over-response
suggests that the dynamic PDD scanning process (which irradiates only part of the
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sensitive volume at times in the scan) may be combining with the non-uniform light
collection of the optical fibre. This can be investigated in a simulation study recreating
the dynamic MRT scan process.
The results of this chapter indicate that the high resolution scintillator FOD presented here has the potential to be applied to MRT quality assurance in future animal
trials and even eventual human trials. Measuring signal is possible with a 10 µm probe,
but results may be optimal with a 20 µm scintillator in appropriate synchrotron beams.
The water equivalence of this detector makes it highly desirable for dosimetry, and the
simple design and ease of fabrication (relative to other commercial dosimeters) make
it an attractive choice for MRT dosimetry. The primary limitation is the poor SNR
compared to the microDiamond detector, however this can be mostly corrected for
with appropriate post-processing of the signal, as demonstrated in this chapter.
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Radiation effects and damage
The effect of radiation on the integrity and response of a dosimeter has important
implications on the use and overall lifetime of the dosimeter. Further, in the case
of very high dose-rate beams such as in synchrotron x-rays, any change in detector
response during a measurement can compromise the accuracy of the measurement.
Hence, it is vital to assess how radiation affects the dosimeter system.
For the FODs used in this work, there are two primary effects to investigate;
the effect of radiation on the optical fibre, and the effect of radiation on the plastic
scintillator.

8.1

Optical fibre damage

As PMMA has been shown to discolour under high absorbed doses, the effect on the
PMMA core of the SK-4001 optical fibre of synchrotron radiation is investigated. A
2 m length of optical fibre was connected to a reference light source at one end and a
spectrometer at the other. The 4.0 T wiggler and Cu/Al filtration was used.
A broad-spectrum white light source was used as a reference. After an initial
warm-up of 30 minutes, the light source was measured to vary less than 4% over
several hours. An Ocean Optics (Oxford, United Kingdom) Red Tide USB650 Fiber
Optic Spectrometer was used to measure the reference light spectrum. It covers 350 –
1000 ns in 1 nm bins with 12 bit ADC range on each wavelength channel.
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The middle of the optical fibre was mounted in a water tank at 20 mm depth from
the beam entrance. The beam size was 2 × 20 mm2 , and the fibre was oriented so that
20 mm of the fibre was irradiated. The dose rate under these conditions was measured
to be 1044 Gy/s with a Pinpoint N31014 ionisation chamber.
The dark spectrum and the initial spectrum were recorded for 3 ms, and averaged
over 10 sequential measurements. The fibre was then irradiated in 5 s exposures,
and then the transmitted light spectrum was recorded in the same way. This was
completed for 100 exposures, then the duration of the exposures were increased to 10
s for another 50 exposures, for a total exposure time of 1000 s (1044 kGy total dose).
There was an average of 20 s between the start of each exposure. The transmitted
light spectrum was then recorded periodically for 5 minutes post-irradiation.
The initial reference light source spectra (measured through the optical fibre) and
the final transmitted spectra after 1044 kGy total dose (both with the dark spectrum
subtracted) are shown in Figure 8.1. As the intensity of the light is not uniform across
the spectrum, for analysis the differences are divided by the initial spectrum intensity
at the corresponding wavelength to normalise the differences. Changes in the spectrum
(as a percentage of the initial spectrum intensity) is shown in Figure 8.2, with a few
wavelength cross-sections in Figure 8.3.
Decreases in the light transmission, grouped by wavelength range, is presented in
Figure 8.4 and Table 8.1. The total decrease in transmission was 36.7% over the 350
– 1000 nm range for the total 1044 kGy delivered. The biggest decrease was seen in
the 350–450 ns range, where the final decrease in transmission was 93.9%.
In 5 minutes post-irradiation, there was a 1.74% average recovery observed over the
whole spectrum. In the 250–450 nm range there was an increase of 8.3%, for 450–550
nm there was a 4.3% increase and over the 550+ range there was a 0.74% increase.
Low light intensity in the reference spectrum below 400 nm and above 850 nm
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Figure 8.1: Initial transmitted spectra, and the final spectra after 1044 kGy.
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Figure 8.2: Heatmap of the fibre transmission over the accumulated dose.
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Figure 8.3: Radiation damage spectrum for a range of accumulated doses.
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Figure 8.4: Radiation damage in the fibre separated into wavelength groups. Key
values are presented in Table 8.1.
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Wavelength

At 500 kGy (%)

350–450 nm 91.4
450–550 nm 48.1
550+ nm
8.7
Total
28.6

At 1000 kGy (%)
94.6
62.9
14.4
36.2

Table 8.1: Decrease in the transmitted light for wavelength bands at 500 kGy and
1000 kGy accumulated dose.
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Figure 8.5: Recovery in the fibre post-irradiation.
leads to large uncertainty in the differences in these regions. This large uncertainty
is responsible for the roughness of the 350–450 nm range in Figure 8.5. However, the
main region of interest is the 400–450 nm range where the scintillation spectrum is
concentrated, where the light signal is strong enough to make reliable calculations.
It appears that the decrease in transmission in the 350–450 nm wavelength range
stabilises around 700 kGy. Figure 8.3 and Figure 8.5 suggest that there is a small
recovery below 400 nm. As the PMMA is discolouring with accumulated dose, the
discolouring may be saturating and the drop in transmission in the lower wavelengths
is therefore stabilising.
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Figure 8.6: Scintillation light output over 1.74 MGy accumulated dose.
The largest drop in transmission is below 500 nm which overlaps with the entire
BC-400 and BC-444 scintillation spectra.

8.2

BC-400 scintillator damage

To test the radiation effects on the light output of BC-400, a 5 mm length of scintillator was couped to an optical fibre. The scintillator was stepped into a 4T Al/Al 2 × 20
mm2 field (measured to have a dose rate of 5438 Gy/s) until only the the scintillator
was irradiated (with no optical fibre exposed to the beam). The scintillator was irradiated for 10 s, with approximately 10 s with no beam between irradiations, delivering
54.38 kGy per irradiation. During this irradiation, the scintillator light response was
measured continuously with the AFE system. This was completed 20 times. The
scintillator was left for 10 minutes, then another 12 measurements were taken. This
gave a delivered dose of 1088 kGy over the first set, and 653 kGy over the second, for
a total accumulated dose of 1.74 MGy.
The scintillation output was measured during the irradiation and the average re-
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Slope (%/MGy)
First irradiation
-9.7 ± 0.6
Second irradiation 3.0 ± 1.5

R2
0.946
0.348

Table 8.2: Linear regressions statistics of the BC-400 scintillator damage in the first
irradiation of 1088 kGy, and the second irradiation of 653 kGy 10 minutes later.
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Figure 8.7: Scintillation light output over several short exposures. In the boxes is t:
the duration of the exposure, A: the area under the curve, ∆: the change in response
between the start and end of the exposure.
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Figure 8.8: Photo of the 5 mm length, 2.2 mm diameter scintillator after 1.74 MGy of
dose.
sponse over this time was calculated to obtain the light output. The average values
are shown in Figure 8.6. There is a sharp drop in response of nearly 10% over the first
200 kGy, then a steady, somewhat linear decrease over the next 900 kGy. A similar
pattern is observed for the second irradiation, where there is a 5.1% relative increase
in response over the 10 minute wait. After this, there is a decrease over the first two
measurements again, but this time the light output stabilises. A linear regression is
found for both linear regions and the results are presented in Table 8.2. There is a
(9.7 ± 0.6) %/MGy decrease in response for the first irradiation (excluding the first
two measurements) and a (3.0 ± 1.5) %/MGy increase during the second irradiation
(excluding the first two measurements). The high relative uncertainty in the gradient,
and the low R2 value 0.348 suggest that the trend in the second irradiation data is
likely flat.
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Recovery of the scintillation decrease can be seen in Figure 8.7 which shows the
instantaneous scintillator response across several short exposures before the main experiment was conducted. There is a large drop (10–15%) in signal over the first 10
seconds of exposure. The decrease in response gets smaller for greater times. Between
exposures there is a increase of several percent, but never back to the initial response.
A photo of the scintillator confirms the discolouration of the plastic in the irradiation volume (Figure 8.8). Scintillation light captured by the fibre traversed the
un-irradiated part of the scintillator, as the scintillator was positioned to ensure that
none of the fibre was irradiated.

8.3

Discussion and conclusions

Radiation damage to the optical fibre is most significant over the most important
range – the wavelength range of the scintillation light. These results are consistent
with the findings of Harmon and Gaynor [101]. This is not ideal for dosimetry in high
dose rate conditions such as MRT. There is some recovery observed on a very short
time scale. This is also consistent with what Harmon and Gaynor, as well as Clough
et al , found [102]. The spectral analysis indicates that this recovery is primarily in
the scintillator wavelength range. The discolouration of the optical fibre was apparent
– white light appeared yellow at the other end of the fibre. Six weeks post-irradiation,
the yellowing of the transmitted white light is much lower, indicating that there has
been an amount of recovery in this time. These results suggest that the damage to
the fibre is partially reversible, and so radiation exposures to a single fibre should be
limited and the fibre given time (and heat [101]) to recover.
The radiation damage to the scintillator is very similar to that of the optical fibre – there is discolouration of the PMMA base of the scintillator. The measured
rapid recovery of the scintillator response, and the more constant decrease in response
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are consistent with the findings that there are two modes of damage with different
recoverability potential.
One of the modes of radiation damage within the optical fibre core and the BC-400
plastic scintillator are the same – radiation induced discolouration. This causes the
transmission of the scintillation light to be reduced. It still is not clear if the rate of
discolouration is the same between both plastics. A transmission study of identical
lengths of optical fibre and BC-400 scintillator fibre would answer this question. If
they are the same, then the transmission loss data found for the optical fibre could be
used to correct for the the effect of discolouration and the true effect of radiation on
the scintillation light output could be investigated.

Future work
9.1

Improving the template fitting algorithm

Despite the successful results presented in this thesis, there are potential optimisations of the template fitting algorithm. As it currently is implemented, each point
measurement requires 100–200 pulses to average over in order to reduce noise in the
signal enough to achieve reliable results. If the number of averages could be reduced
the total scan time would be reduced.
To achieve this without loss of accuracy the measured waveforms could be smoothed
before being analysed. While this may reduce the noise in the signal, it also has the
potential to smooth out the temporal features necessary for reliable fitting. Similar to
how smoothing of the microbeam profiles achieves a balance between noise reduction
and profile blurring, care must be taken in choosing the most appropriate smoothing
filter and window size.
Using simulated waveforms the relationship between different filters and the successful fitting can be quantified for a number of waveforms. Once the optimal parameters are found, the experimental data presented in Chapter 4 can be re-analysed and
compared to previous results.
This template fitting algorithm may become a possible solution to the fluorescence
issue identified in kilovoltage synchrotron x-ray scintillator dosimetry. Some investigative steps are required to assess if the timing of the MRT millisecond shutter is quick
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enough to provide a sharp enough change in the beam waveform to generate a usable
fluorescence waveform. The fluorescence will need to be significantly faster than the
scintillation light. The ability to fit waveforms to this data will also be limited by
the constant beam intensity during delivery, which will not provide any useful features for the fitting algorithm. Nevertheless, it may provide a single-probe method for
fluorescence removal in MRT dosimetry.

9.2

Improving the Geant4 simulations

The current implementation of the FOD simulations in Geant4 are for static irradiations of the probe. The DynMRT S&S PDD measurements involve scanning the
detector vertically through the beam for each depth. The S&S method is used to
ensure the entire height of the beam is covered. Because the beam cross-section is
small (the vertical height is at most 2.014 mm) and comparable to the size of most
detectors used, it is very difficult to centre a detector in the beam so that translating
deeper into the beam will keep the detector centred. The S&S process alleviates this
difficulty.
While this centring difficultly is not present in simulations, there is an intrinsic
difference between the experimental scans and the Geant4 FOD implementation. For
measuring dose with a scoring mesh, ensuring the mesh is tall enough to cover the entire
beam is equivalent to translating an ideal detector through the beam at constant speed
and with constant beam intensity. For cases where the detector response has boundary
effects, the scoring mesh may not represent the measured dose in a particular detector.
Presented here are two possible implementations to solve this problem. First, a
script is currently used to submit simulations that vary in both depth and position.
For each depth, the position of the detector can be looped over and changed to a set
number of points covering the beam height. This would increase simulation time as a
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new execution of the Geant4 program is required for each position, with smaller step
sizes quickly leading to a very large number of executions. The second implementation
would be to set the position of the detector to change for each primary particle generated, similar to the implementation by Dipuglia et al [121]. By dividing the desired
distance to cover by the number of primary particles to use in each run, the distance
to step the detector each step is found. As the absolute dose is not important here,
the physical speed that the detector is moving is not important (which could be found
using the synchrotron beam current and the number of primary x-rays generated per
primary synchrotron electron) and so can be neglected.

9.3

Synchrotron x-ray surface dosimetry

FODs provide a unique method for measuring surface (or entrance) doses because
the probe can be fabricated without any covering or encasing so that, when oriented
face-on to the beam, the sensitive volume is as close to the surface as possible.
For horizontal synchrotron beams, such as those at the Australian synchrotron, a
simple water tank cannot be used for surface dose measurements as the walls of the
water tank prevent measurements from being made at the surface/entrance region.
Instead, solid water phantoms are used which make micro-alignments difficult. Materials such as DuPoint (Wilmington, USA) Kapton tape is typically used which will
have a thickness of several-hundred micron.
To assess what the predicted surface dose is, along with the expected depth of
maximum dose, a Geant4 simulation was developed to measure the deposited dose
PDD. The simulation geometry described in Chapter 5.6 was used for this feasibility
study. 4.0 T Al/Al was used in broadbeam. A region of 4 cm depth and 5 × 5 cm2
cross-sectional area was defined at the surface for setting the 0.5 µm low-cuts, and the
rest of the phantom volume had 100 µm cuts. The energy deposited was binned in
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three histograms simultaneously with 3D cuboid voxel arrays. These each had a crosssectional area of 10 × 30 mm2 (which covered the whole incident beam) but covered
varying depths from the surface. Bin thicknesses of 2 µm, 20 µm and 1 mm were used,
allowing both the overall PDD shape as well as the fine structure at the surface to be
measured. There is an overlap between the 2 µm and 20 µm bins which allows the
consistency near the surface to be assessed.
For 4.0 T Al/Al, 1.424×1010 primary x-rays were used to produce the PDD shown
in Figure 9.1. The energy deposited values were scaled by the mass of the bins to
convert to dose. They were then normalised to the global maximum of all the doses
to present the percentage depth dose. There is good agreement between the 2 µm and
20 µm except in the 20 µm bin centred at 10 µm. This is due to volume averaging
over the high change in dose, and so it is expected that the 2 µm bins will be more
accurate. An entrance dose of 80.7% the maximum is seen, with a depth of maximum
dose of around 50 µm, suggesting that it would be possible to measure this with a
FOD of sufficient resolution. The 20 µm bin results suggest that an entrance dose of
92% could be measured with a 20 µm FOD.
A 25 µm FOD could be made for this experiment to use the current generation of
high resolution optical fibres presented in this thesis. An Eljen Technology (Sweetwater, USA) EJ-212 scintillator is available in 25 µm thick films, allowing for easy and
consistent probe fabrication. It otherwise has the same scintillator formulation and
properties as BC-400.
For this experiment a custom water tank was designed to overcome the challenges
listed above. The key difference is providing a small aperture for a film-like material
to act as the window holding the water in. Given the simulation results, the surface
material must be thinner than 20 µm to allow the build-up region to be measured.
The tank was designed to fit into the same mount as the regular IMBL water tank to
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Figure 9.1: Simulation results of the 4.0 T Al/Al PDD at the surface. The bin widths
are shown as horizontal error bars for the 2 µm and 20 µm bin widths.
allow the water tank translation stage to be used with this new tank. The tank was
3D printed out of PLA plastic material to be assessed if the structure is appropriate.
The front (entrance face) wall of the tank was 3 mm thick PMMA with a 8 × 8 mm2
space machined in the centre for the surface material. The small size allows the FOD
to be entirely covered by the beam while minimising the possible bulging from the
water pressure on the surface material. The PMMA window was fixed to the rest of
the tank using epoxy glue and the interior join was coated with silicone to ensure the
join was watertight.
PVC cling-wrap is a possible window material. The thickness of a piece of clingwrap was measured to be 7–9 µm using a digital micrometer. It was fixed to the
inside of the PMMA wall using water-tight tape and was able to withstand the water
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Figure 9.2: 3D render of the water tank design.
pressure when the tank was filled.
To deal with the strong fluorescence in the optical fibre, a reference probe can be
used. A S&S PDD process, with each scan repeated multiple times at each depth,
would be appropriate for this.
Although scintillation signal itself is a challenge due to the small volume, the
primary challenge with this proposed experiment is the radiation damage in the optical
fibre. The high dose rate of the beam can compensate for this, but the radiation
damage is then further exacerbated. The fluorescence signal is also increased from
this as well.
If this measurement is to be performed with a FOD, there are some experimental
optimisations that may result in a success. The FOD is required to be oriented face-on
to exploit the high resolution, but this leads to large fluorescence signal and radiation
damage. If a probe was manufactured to have a high resolution in the edge-on orien-
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tation (such as done by Lee et al [53]) then this challenge could be overcome. The
difficulty with doing this is manufacturing the FOD to have a resolution high enough
for this application; Lee et al managed to achieve a 100 µm resolution, but this must
be reduced by a factor of 4 to match the FOD used here. Secondly, the optical fibre
jacket and cladding of the scintillator fibre must be removed so that the scintillator
can be as close to the surface as possible.
An alternative is to use a inorganic scintillator with a much higher light yield than
organics. The water equivalence of the detector will not be guaranteed, but appropriate
correction factors could be found for this application. As some inorganic scintillators
have very well-defined emission wavelengths, bandpass filters could be used to remove
most of the unwanted stem emissions.
To further reduce the stem signal present, the optical fibres could be bent more
sharply to remove them from the field. A mount that holds the fibres rigidly in a 90◦
arc out of the tank would keep the fibres parallel and as long as the radius of curvature
is greater than 30 mm there should be negligible bending loss of scintillation light.
Alternatively the measurement could be done with a modified microDiamond detector. While the microDiamond has a sensitive volume of 1 µm there is packaging
around the diamond crystal preventing it from surface measurements. If the packaging
is removed from the tip of the detector, it may be possible to perform this measurement. There is a similar challenge to fibre-optic dosimetry however, as signal has been
shown to be generated when the microDiamond cable is irradiated [87].
If this experiment is carried out successfully it would be a significant result for
FODs. Due to the fundamental challenges involved it is a difficult measurement to
make for any detector, and so the unique features of FODs may be sufficient to measure
the micro-scale build-up region of these beams.

Conclusions
A single-probe, algorithm-based Cherenkov removal technique has been developed for
the application in scintillator dosimetry. It has been demonstrated that a Cherenkov
waveform template can be generated using optical fiber and used to find the expected
scintillation signal. These waveforms have been fit to experimental data and have been
used to remove the Cherenkov contribution to the light signal. This method has been
tested on both x-ray and electron beams, for 6 MV and 10 MV mode x-rays and 6
MeV, 9 MeV, 12 MeV, 16 MeV and 20 MeV energy electron beams.
The x-ray beam profile results were all within 3% of the IC data, with the 6 MV
results closer in agreement to the IC reference dosimetry than the 10 MV. The results
from the temporal separation algorithm are not as smooth as the reference IC data,
which is attributed to noise in the experimental waveforms affecting the best fit.
Beam profile results in the electron beam gave values well within ±5% of the
electron diode, with 79% of the reference probe subtraction results and 38% of the
template fitting within ±2%. There was no significant difference between XP and
IP scans, but the probe orientation did have an effect. Edge leading gave better
results for the template fitting method (1.9%), while face-leading was more accurate for
reference probe subtraction (0.9%). Most results agreed well for all energies, however
the template fitting method was not as accurate for 20 MeV PDD results.
Some energies in both beams were more accurate for template fitting. Rapid rates
of change in the Cherenkov waveforms matched with accurate template fitting, which
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was supported by testing simulated waveforms. Various factors can affect the accuracy
here, such as the percentage of Cherenkov to scintillation light in the signal (contrast
face-leading to edge-leading, where face-leading will have significantly more Cherenkov
light in the signal), and possible changes in the Cherenkov waveform at different beam
conditions such as depth, lateral position and energy. In particular, the 20 MeV PDD
results cover 120 mm of depth and so any changes that may occur over depth (and
energy changes) will be most apparent here.
Three high resolution scintillator FODs were developed for MRT dosimetry. The
50 µm FOD was able to measure microbeams in a 112 Gy/s field. There was significant
blurring of the microbeams with the FWHM measured at (62.4 ± 0.9) µm, which is
larger than the expected (simulated) FWHM of 58.0 µm for a 50 µm probe in a 50
µm microbeam. The valley dose was significantly higher than expected, leading to a
PVDR much too low. The 20 µm FOD improved the spatial resolution, showing a
measured FWHM of (52.1 ± 6.5) µm which agrees within uncertainty of the expected
value of 50.0 µm. The noise in this data was very large, and so the valley signal
was not discernible above the baseline. The dose rate for this data was only 235
Gy/s. Increasing the spatial resolution and dose rate to 10 µm and 4435 Gy/s gave a
significant signal. The FWHM was very close to 50.0 µm at (53.7 ± 0.4) µm and the
PVDR was calculated to be 18.2 ± 1.5, which shows good agreement microDiamond
measurements of 17.1 ± 0.8.
PDD measurements with the high resolution FODs showed a discrepancy to reference dosimeters near the surface of the phantoms. This was independent of field size,
dose rate and scintillator volume. Measurements with a reference probe showed that
the fluorescence signal generated within the PMMA core of the optical fibre was not
proportional to dose and so is the most likely explanation for the dose discrepancy.
For this reason fluorescence removal techniques are required for scintillator dosime-
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try in MRT beams as the fluorescence signal is not insignificant compared to the low
quantity of scintillation light.
The radiation resistance of both plastic scintillator and PMMA-core optical fibre
are considered very high in the context of conventional radiotherapy. However, in the
extreme dose rates of synchrotron radiation a significant effect on the light output and
transmission of the FOD probes can be measured. Although it takes hundreds of kilogray to cause a sizeable effect on the probes, that is not an unreasonable accumulated
dose in MRT. Fortunately both the literature and the results presented here indicate
that there is an amount of annealing possible to alleviate the radiation damage to
PMMA, and so with a carefully managed dosimetry protocol using a number of FOD
probes, the usable lifetime of these detectors has the potential to be quite long.
Despite the synchrotron beam being continuous, for the extremely high dose rates of
synchrotron beams the millisecond shutter is required to deliver very rapid treatments.
The rapid switching on of the beam and subsequent switch off may provide conditions
for the temporal Cherenkov removal techniques developed in this thesis to be applied to
synchrotron x-rays. While the temporal profiles of the fluorescence may be significantly
different to Cherenkov light, it may be possible to adapt the methodology into a robust
technique for megavoltage and kilovoltage x-rays alike.
The 10 µm FOD presented in this thesis is the highest spatial resolution plastic
scintillator detector that could be found in the literature. It is also equal in resolution to the highest resolution inorganic scintillator found, at 11 µm thickness. The
extremely small sensitive volumes of these scintillators push the limits of scintillator
dosimetry, and the limitations and challenges of dosimetry of this kind are highlighted
in this thesis, but innovative solutions are necessary for overcoming the extreme challenges of dosimetry and quality assurance in MRT.
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