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We study the quantum dynamics of a periodically driven biased two-state system which addition-
ally is subject to either Ohmic or to frequency-dependent damping. Within the noninteracting-blip
approximation for the stochastic forces, the solution is given in terms of a series which is defined by
recursion relations. Avoiding rotating wave and Markovian approximation, we deduce the solution
in closed form for the important cases of high- and low-frequency driving. For low-frequency driving,
the dynamics is governed by a rate equation with a time-dependent rate and with a time-dependent
adiabatic equilibrium state. In the high-frequency case, we find novel cooperative effects, such as
resonances in the spectral distribution near fractional values of the static detuning energy.
PACS number(s): 05.30.—d, 05.40.+j, 33.80.Be, 62.65.+k
I. INTRODUCTION
Often in nature, a quantum-mechanical system with
few relevant degrees of &eedom is coupled to the sur-
rounding medium and is in addition subject to external
time-dependent forces. Consider now the simplest case
in which the system is a two-state or two-level system
(TLS) and the environment is modeled by a bath of har-
monic oscillators with bilinear coupling to the system
[1, 2]. The archetype model we then have is the driven
spin-boson model [3]. There has been increasing interest
in the behaviors of such systems due to the diversity of
physical realizations, as well as to some advances in the
theory in recent years and to the interesting phenom-
ena observed. The driven spin-boson model can be ap-
plied to describe, e.g. , ac-driven superconducting quan-
tum interference devices [4], laser-induced isomerization
of bistable molecuies [5, 6], laser-induced localization of
electrons in semiconductor double-well quantum struc-
tures [7], or paraelectric resonances [8].
A main theme of driven dissipative bistable systems
is the reduction of the coherent tunneling motion by in-
coherent processes, which are induced by the variation
of the tunneling splitting due to Quctuating and driv-
ing forces. The &ictional in8uences can lead to qual-
itative changes in the behaviors. Quite generally, the
stochastic force results in a reduction of the tunneling
process [2, 9, 10], and may even lead to a fluctuation-
induced transition to self-trapping at zero temperature
[ll]. Drastic changes do also occur by strong external
driving. Quenching of quantum tunneling may be in-
duced by external periodic driving in some regions of the
parameter space [12—14]. The effects of driving and dissi-
pation have been investigated numerically by Dittrich et
al. [15]. They studied the inHuence of a monochromatic
field on the coherent tunneling motion of a symmetric
bistable system. The transition &om coherent to inco-
herent dynamics for a symmetric two-state system has
also been studied analytically by Dakhnovskii [16] for a
high-&equency monochromatic field. However, in Ref.
[16] only the transient dynamics of the driven TLS and
not the time-periodic state reached at long times is con-
sidered.
First of all, it is clear that the often used linear-
response approximation is only meaningful when the
driving is sufficiently weak. In previous work [3], we
investigated the nonlinear response to a time-periodic
force of an asymmetric two-state system embedded in
an Ohmic medium. There, we focused the attention on
nonlinear driving at low &equencies. Parts of that study
were then successfully used to explain recent anoma-
lous behaviors found in experiments on acoustic prop-
erties of amorphous metals [17]. These experiments [18,
19] showed strong deviations &om the predictions of the
standard tunneling model [20] both in sound velocity and
in internal &iction at very low temperatures and &equen-
cies. Further, most of the data on the acoustic proper-
ties in Ref. [19] show amplitude-dependent effects. This
indicates that the strain fields in the vibrating reed or
vibrating wire experiments are so strong that the linear-
response regime is exceeded.
Cooperative effects of the interplay of noise and pe-
riodic perturbations in classical bistable systems have
been popularized as "stochastic resonance. " In these sys-
tems, the response to external systematic driving is en-
hanced by stochastic forces [21—23]. Recently, it has been
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shown by Lofsted and Coppersmith [24] that in asym-
metric bistable quantum systems a similar phenomenon
may occur. In these studies, restriction was made to
low-&equency driving and to a Markovian description of
the TLS dynamics. Against this background, further ex-
tension of the theoretical description that cover a wider
range of &equencies and amplitudes of the driving force
seems important and timely.
In this work, we generalize the results of Ref. [3] in
several directions. The exact formal solution of the peri-
odically driven dynamics, previously discussed for Ohmic
viscosity, is extended to cover also &equency-dependent
damping. For the driven spin-boson problem, a major
diKculty arises as follows. Added to the correlations in-
duced by the stochastic force, there are correlations be-
tween all the transitions the system makes, which-are
induced by the driving force. We present a solution in
terms of recursion relations for the time-periodic state
reached at long times, as well as for the transient be-
havior, without approximations regarding the driving
force and within the noninteracting-blip approximation
(NIBA) for the stochastic force. Analytic solutions in
closed form for arbitrary strength of the driving ampli-
tude are given in the two limiting cases of "slow" and
"fast" driving. We also discuss the linear-response limit
for arbitrary &equencies of the periodic force. For low-
&equency driving and in the damping regime where inco-
herent transitions prevail, the dynamics is described by a
rate equation with a time-dependent transition rate. At
high frequencies, there are selection rules that enhance or
suppress Fourier components of the time-periodic asymp-
totic state. This leads to a rich structure in the spectral
distribution. For the ubiquitous case of Ohmic dissipa-
tion, resonance phenomena for driving &equencies near
&actional values of the intrinsic static detuning energy of
the TLS are found.
The outline of the paper is as follows. In Sec. II,
we briefiy describe the driven spin-boson model. Sec-
tion III covers our main results. Starting out &om the
exact formal solution, we deduce within the NIBA an it-
erative scheme allowing for the systematic calculation of
the dynamics for any strength and &equency of the driv-
ing force. In Secs. IV and V, we restrict the attention to
driving at high and low &equency, respectively. Finally,
in Sec. VI, we summarize the findings and draw some
conclusions.
II. THE DRIVEN SPIN-BOSON MODEL
between the two wells, the TLS is then governed by the
pseudospin Hamiltonian
H~r, s = —(hA /2)o' —(hap/2)o, (2.1)
To make the model complete, we allow for an externally
applied time-periodic force he f(t)/a with amplitude he/a
and period 2n/ur, f(t) = f (t+2n/u). Then, the Hamilto-
nian of the driven spin-boson system that we shall study
1S
H = Hsa —
hfdf(t)cr
/2. (2.3)
As far as the properties of the TLS are concerned, the
coupling constants c and the parameters of the bath
are of importance only via the spectral density of the
coupling
2
J((g) = —) h((u —(u ),2 ma(desa u &0.
There are three bias-inBuencing forces: an intrin-
sic constant force hap ja, an externally applied time-
dependent force he f (t)/a, and a Quctuating force ((t) =
c x (t). For a harmonic bath, the fiuctuating force
obeys Gaussian statistics, and is fully characterized by
(g(t))p = 0 and by the force autocorrelation function in
thermal equilibrium [2, 9]
K()4( )) =- d J( )
p
(2.4)
Here the o's are Pauli matrices and the basis states ~r)
(right) and jl) (left) are eigenstates of cr with eigenvalues
+1 and —1, respectively. The tunneling splitting energy
of the symmetric TLS is given by hL. Here we consider
linear couplings to the heat bath that are sensitive to the
value of cr, . Tobe definite, we choose HI ——qP c x
where q = o,a/2 and a denotes a characteristic length
(usually the spatial distance of the two localized states).
The set (2: ) refers to the bath coordinates. Then, by
representing the reservoir by an ensemble of harmonic
oscillators, we end up with the spin-boson Hamiltonian
[2]
(' p2 2 2HsB —H&&s+ —) ~ + m ur x —c~z acr2 (ma
(2.2)
A great variety of physical and chemical systems is
characterized by a generalized coordinate with which is
associated an efFective potential energy function with two
separated minima [9, 10]. Consider a slightly asymmet-
ric double well with barrier height Vp, separation h~p
of the first excited state &om the ground state in ei-
ther well, and with a "detuning" energy hap between
the ground states in the two wells. Then, whenever
Vp )) hMp )) h 6p, kT, where T denotes the tempera-
ture, the~system will be effectively restricted to the two-
dimensional Hilbert space spanned by the two ground
states. Taking into account the possibility of tunneling
where P = 1/kT, and ( )p denotes thermal average over
the bath degrees of &eedom. Since we wish the envi-
ronment to constitute a proper heat bath, we shall con-
sider J(u) as continuous henceforth. In the classical
description, the spectral density J(u) is related to the
frequency-dependent friction [1]. At low temperatures,
the low-frequency dependence of J(u) is crucial for the
qualitative physics, while the high-&equency modes es-
sentially cause an adiabatic renormalization of the bare
tunneling splitting b. [2, 9, 10]. Here we shall consider
a class of models with a power-law form at low &equen-
cies and a smooth exponential cutofI' at the scale cu . We
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make the specific choice
J(~) = (2vrhn, /a )(u'~ 'e / c (2.5)
where 0,, is a dimensionless coupling parameter, and
n, ~i ' is the dimensional coupling strength for s g 1. In
what follows, we shall assume that the cutofF &equency
in the environxnental modes is the highest &equency
of the problem. The case s = 1 is known to describe
Ohmic &iction in the classical limit. As shown by Kondo
and others (see, e.g. , Ref. [25]), the frictional in8uences of
the electron-hole excitations near to the Fermi surface of
a Fermi liquid are essentially equivalent to that of a bath
of bosons with spectral density J(u) oc ~. Ohmic dissi-
pation is widespread in many physical and chemical sit-
uations. For instance in metallic glasses at low tempera-
tures, the most relevant coupling of TLS's is the coupling
to conduction electrons [20]. In di8'erence to this, for de-
fect tunneling in insulating solids, super-Ohmic &iction
with s = 3 or s = 5 (depending on the lattice symme-
try) applies [26]. Super-Ohmic friction also determines
the acoustic dispersive and absorptive properties of di-
electric glasses [27].
III. THE DYNAMICS UNDER DRIVING
The central quantity we are interested in is the ex-
pectation value (o (t)) of the TLS for the case that the
TLS-plus-bath complex is described initially, say at time
tp = 0 by a density matrix in factorized form. To be def-
inite, we assume that the TLS starts out &om the state
~r) while the bath is in thermal equilibrium. Then, the
expectation value of cr is given by
(o, (t)) =—P(t) = P(+, t;+, 0) —P(—,t;+, 0), (3.1)
where P(a, t; o', t') is the joint probability for finding the
system in the state o at tixne t, which developed &om the
state cr' at time t'. For the Ohmic case, an exact forxnal
expression for the joint probability has been derived in
Ref. [3]. Before embarking on the explicit evaluation
of the resulting formidable expression, we first present
the generalization to arbitrary spectral densities of the
coupling.
A. Exact formal solution
According to Feynman-Vernon theory [28], the joint
probability of the reduced system is given by the double
path integral expression
P(a;t;a', tt) = f q q f qtq A[qlttfql& Iq'Itt*f'q'I&[q, q'l. '
Here, the sum is over all paths q(t'), q'(t') which jump
back and forth between the values +a/2, with constraints
q(0) = q'(0) = o'a/2 q(t) = q'(t) = oa/2. The quantity
A[q] is the probability amplitude of the TLS to follow the
path q(t') in the absence of both driving and stochastic
forces. The phase factor
(t ) = —[ (t ) + (t )] ~(t ) = —[q(t ) —q (t )]
(3.4)
measuring quasiclassical propagation and excursions
away &om the diagonal, respectively. Now, a two-state
system starting out &om a diagonal state of the density
matrix is again in a diagonal state after any even num-
ber of transitions, and in an ofF-diagonal state after any
odd number of transitions. Since the transitions of the
system are sudden, a general path with 2n Hips at times
tj (j = 1, 2, . . . , 2n) is parametrized by
~ (t) =).~ [t'(t —t — ) —e(t —t2 )]
j=1
)7„(t') = ) q, [8(t' —t2, ) —e(t' —t2,+i)],
j=0
(3.5)
where tp = 0, t2 +i = t, and where 8(t) is the unit step
function. The labels (j = +1 and g~ = +1 inark the two
ofF-diagonal and diagonal states of the density matrix,
respectively. The periods t2j & t' ( t2j+1, in which the
system is in a diagonal state, are usually referred to as
sojourns, and the periods t2j 1 ( t & tpj& in which
the system stays oK-diagonal, are called blips (cf. Refs.
[2, 9]). Now, the sum over the system's past histories
is represented (i) by the sum over all numbers n of Qip
pairs, (ii) by the time-ordered integrations over the 2n
Hip times (tj) within the given interval, and (iii) by the
sum over all arrangements ((j) and ()7j) of the Possible
values +1 of the individual (j and gj. The ainplitude per
unit time to switch &om a diagonal to an ofF-diagonal
state, or vice versa, is +iA/2, and the amplitude to stay
in a sojourn is unity. I'Xxrthermore, there is a bias phase
factor exp(ict ). The phase 4 receives contributions
from the static bias and &om the time-dependent strain
field. It is given by
C qt = ) (j [ p(t ej2t2j i) + g(t2j) g(t2j i)]
j=1
(3.6)
The external driving is in the function g(t). We have
accounts for the history of the systematic biasing forces,
and X[q, q'] is the Feynxnan-Vernon in6uence functional
encompassing all inHuences of the stochastic forces. For
Gaussian statistics, it takes the form
t t'
X[q, q'] = exp (
— dt' dt" [q(t') —q'(t')]
0 0
x[K(t' —t")q(t") —qq*(t' —t")q'(t")]j,
(3 3)
where K(t)—:(((t)((0))& is the force autocorrelation
function given previously in (2.4). It is convenient to








g(t) = e dt' f(t') .
0
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Finally, the influence functional for n flip pairs reads where
~- = Q-((4))II-((4) (&~))
Q = exp —).S~,,2,-i —).) C&6A&,~
j=2 k=1
n j—1
II =exp i) $~) rjgX~A, , (3 8)
j=1 k=p
The real-valued function Q encompasses the self-
interactions f S2~ 2~ q) and the interblip interactions
jA~ g) of the n blips. The phase factor H describes in-
teractions of each blip with all preceding sojourns. The
interactions are given by the expressions
S, , = S(t, —tJ,); R, , = R(t, —t,),
~j,k —~2j,2k —1 + ~2j—1,2k ~2j,2k ~2j—1,2k —1
Xj k —R2j)2k+1 + R2j —1,2k R2j 2k —R2j—1)2k+1
(3.9)
where the functions S(r) and R(v) are the real and imag-
inary part of the second integral of the force autocorre-
lation function K(v),
S(s) = dss (1 —coo toe) coth ~
a2 J(~) (hP(u 5
'7l 5 p 4) 2 J
R(7) = du sinn& .
a~ J(~) (s.io)
p 4J
Piecing together all factors and all possible arrangements
of blips and sojourns, the joint probability emerges as the
series :t'
P(o, t; o.', 0) = b' . + o.o' ) 4)
t
x V„{t,) ) q„."- ) II„.
(6) (n&)'
(3.11)
The prime in (rI~ j indicates that the outer sojourns are
chosen according to the boundary conditions, i.e., gp —o'
and g = o, and we used the shorthand symbol
f
t t t2n t2
17„(t~):= dt2„dt2„g . . dt's




Upon introducing the compact notation
f"s„p)
OQ OO
d~e "' dpe "'
~
. , (317);";(o o )
the Laplace transform of P(t) takes the form
P(A) = —+ —„) i — ~ 17„(A). ( 2
x ) Q„cos(O„+po ) cos &p& „.
(& ) k=1
(3.18)
For later convenience, we rewrite the phase 4 deGned
in (3.6) in the form
The expression (3.13) is the exact formal solution for
the evolution of P (t) under time-dependent external
forces. The complete history of the biasing forces is in the
phase Ch given in (3.6). It is convenient to decompose
P(t) as
P(t) = P( )(t) + P(')(t),
where P( )(t) and P(') (t) are odd and even functions of
the bias s(t):= so+ Lf(t). As we shall see, the symmetric
part P(')(t) is damped away. Only P( )(t) is relevant in
the asymptotic regime.
To study the frequency-dependent response, it is con-
venient to switch to the Laplace transform P(A)
jz dt P(t) e " . To this, we replace the integrations over
the fiip times by integrations over the blip lengths wj and
sojourn lengths pj,
Tg .= t2j t2j —] j pj '.:t2j —] t2j 2 (g: ly2 A)
(s.i6)
(3.12) y(o) + y(~) (3.19)
Expression (3.11) represents an expansion in even num-
bers of transitions between the four states of the density
matrix. The transitions occur at times (t~), and the
sum over ((~) and (g~)' takes into account all possible
intermediate states for the 2n transitions. It is straight-





( j—1—g s~ + ) ('r) + 8))
)
where the contributions related to the jth blip read
P(t) =1+) 2) o
x ) Q~ cos(4 + rpo ) cost@&
(6) k=1
(s.is)
From this we see that the phase P(. ), which is associated
with the time-dependent strain Geld, depends on all the
preceding blip and sojourn lengths. This peculiar fea-
ture makes an exact calculation of Eq. (3.18) extremely
difIicult.
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B. Recursive solution
Despite its complicated appearance, the expression
(3.13) for P(t) can be summed analytically in some re-
gions of the parameter space. In the static case, the
major difBculty for an analytic resummation arises from
the correlations A~ I, and X~ I, in the factors Q„and II
in (3.8), respectively. In the presence of time-dependent
driving, the situation is even more intricate since we also
have to take into account the correlations of the blip and
sojourn lengths in the phase 4 . Here we shall take ad-
vantage of a well-known approximation for the stochastic
correlations, the justification of which has been abun-
dantly discussed in the literature (see, e.g. , Refs. [2] and
[9]), and which is known as the NIBA. In the NIBA, it
is assumed (and it has been shown self-consistently) that
the average blip length (r) is sufficiently small against








With this form, the interblip correlations A~ A, are zero,
and the NIBA becomes exact.
In the super-Ohmic case, the function S(7) behaves at
long times and 6nite temperatures as w '. Hence the
function S(r) increases with r for long times when s & 2
and therefore long blips are suppressed by the intrablip
interaction. For s ) 2, the function S(r) is no longer ef-
fective in suppressing long blip lengths. Nevertheless, the
NIBA can still be justified for arbitrary spectral densities
as long as the system exhibits overdamped exponential
relaxation (see also the discussion in Sec. V).
It is important to notice that the domains where
the NIBA is justified are not easily established a pri-
ori. Rather, one should verify self-consistently at the
end of the calculation that the mean blip and sojourn
lengths obey the condition (r) « (p). The NIBA con-
sists of the two simplifying prescriptions: (i) Set all fac-
tors X~ I, in (3.9) equal to zero for j g k + 1, and
so that the bath-induced interblip and blip-sojourn cor-
relations are negligible.
For Ohmic dissipation [s = 1 in (2.5), nl ..—n] and
times r )) 1/u„ the complex-valued interaction (3.10) is
given by
hP(u, . (err)
S(v) +iR(v) = n(2ln sinh ~ ~ + in
qh )
(3.22)
The intrablip interactions S2~ 2~. I in the function Q„ in
(3.8) lead to exponential suppression oc exp( —2o.err~/hP)
of long blips while long sojourns are not suppressed by
such factor. One 6nds that for "strong" damping the
NIBA is justified in the entire parameter region. For
"weak" damping, the interaction (3.22) is still effective
in reducing the blip length if the temperature is high
enough. In particular, under the condition hPA « 1, we
have (r)/hP )) 1, which allows for the approximation
p«XI, +I,q = R(ran+I). Hence in this approximation,
= (I+IR(ra+I). (ii) Set all the interblip interac-
tions Az I, (3.9) in the factor Q„equal to zero.
With (i) and (ii), it is straightforward to sum over all
possible blip configurations in given order n. This yields
P(X) = —+ —) (-a')"
n=1
cos y + Q 7y (3.24)
n ~ n
k=2
In the absence of driving, the integrand is factorized in all
the variables (p~) and (r~), and the sum is in the form of
a geometrical series, which is easily summed. For time-
dependent driving, the situation is considerably compli-
cated, since the phase P& associated with the I(:th blip
depends on all the previous sojourns and blip lengths.
Phrasing diBerently, the phase associated with a blip de-
pends on the full past history of the system's path. As a
consequence, the integrand in (3.24) no longer factorizes
into contributions of the individual blip and sojourn in-
tervals. This complexity prevents us &om performing a
straightforward analytic resummation.
For low driving &equencies, the system makes many
transitions within a period. Then, under condition
(3.21), we may linearize the phase P& in the blip lengths
w~. Under this approximation, an analytic resummation
of (3.24) is possible. This will be discussed in Sec. V.
For higher driving &equencies, a similar simplification is
not possible. In order to tackle the general case, it is
convenient to introduce
P„(t)= ) f (~)e-*-',
Gp(t) = ) g (A) e (3.26)
where u is the fundamental &equency. Upon inserting
these expansions into the series (3.24), all the integrals
over the blip and sojourn lengths can be carried out.
Fg(t):= 6 dr e
0
x sill R(r) sln[epr + g(t+ r) —g(t')]
G (t) .= 6' dr e "
0
x cos R(r) cos[epr + g(t + r) —g(t)] . (3.25)
These functions occur &om integration over a blip length,
and we have divided them into contributions that are
odd and even in the bias, respectively. Here, the time
t is the sum of all blip and sojourn lengths preceding
the respective blip. For periodic driving, the functions
E~(t) and G~(t) are periodic as well, and therefore it is
convenient to expand them in Fourier series,
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It is then straightforward to see that the ensuing series
expression can be iteratively generated by using recursion
relations. It is also immediately clear from (3.26) that
the coefficients gp(A) that appear in the series expression
do not depend on the history of the respective preceding
blip and sojourn lengths. As a consequence of this, they
appear as involved geometrical series expansions, which
can be summed explicitly. Proceeding along these lines,
we find
with the starting expression
K, (A) =1+) A+ im'~ (3.29)
Equation (3.27) with (3.28) and (3.29) represents the for-
mal solution of the problem in the presence of arbitrarily
strong and arbitrarily fast time-periodic external driving.
Here we have taken into account the quantum-stochastic
forces related to the eliminated heat bath within the
NIBA.
f. Linea~ response Limit
On the assumption that the driving force is weak, Eq.
(3.27) is evaluated further by linearizing it in the ampli-
tude i of the time-dependent force. To this, we define
the zero order functions,
u(A ep):= 4 dv' e " sin R(7 ) sin(ep'r)
0
v(A, ep):= 4 d~ e " { ) cos R(7) cos(op~) .
0
(3.30)
For notational simpli6cation, we omit the parameter e0
in the arguments of these functions in the remainder of
this [u(A, ep) = u(A), etc.). The functions to linear order
in the driving amplitude e are given by
p(I) (t) . g2 d Ar S{r)——
0
x sin R(~) cos(ep7. ) [g(~ + t) —g(t)]
) f{I)(A) irnwt-
g(I) (t) . g2 d Ar S(r)——
0
x cos R(7 ) sin(epr) [g(7 + t) —g(t)]
) (3.31)
P(A) = ) K (A), (3.27)A+gp A g=p





Keeping terms up to first order in e, we find from
(3.27)—(3.29)
P(A) = P(') (A) + P(') (A), (3.32)
where P{P)(A) is the standard NIBA result for a static
blas
-( ) + (A)/A
A + v(A) (3.33)
and where the solu". ion to 6rst order in the driving am-
plitude is given by
1 —g (A)(1)
A + v(A) ) - A + im(u + v(A + im(u)
1 . 1+
A + v(A) A+ im(u
(I) g{
) (A)u(A + imur)
A + imur + v(A + im(u) )
(3.34)
The real or complex conjugate poles of P{P)(A) determine
the transient dynamics of the undriven TLS [2, 29] and
they set the time scale for P(t) on which it reaches the
thermal equilibrium value, which in the NIBA takes the
form P,~ = u(0)/v(0).
The linear-response result (3.34) provides already use-
ful insight into the dynamics of the driven TLS. The
time-periodic asymptotic behavior of this contribution is
controlled by the purely imaginary poles at A = —im~.
Thus at long times, P(i)(t) aquires the periodicity of
the driving force. The time scale on which the transient
behavior dies out is set by the complex conjugate solu-
tions of the pole condition A + imur + v(A + imu) = 0.
Now, these solutions are given by A = A0 —imu,
where A0 are real or complex conjugate solutions of the
pole condition A + v(A) = 0 of the respective system
- in the absence of driving. Thus, the parameter regime
in which the NIBA is justi6ed is essentially the same
as for the undriven system [2, 29]. In the Ohmic case,
the NIBA is justified for arbitrary temperature and bias
when o. ) 1. For a (& 1, NIBA is valid when the condi-
tion 27rkT )) h~A+iep
~
is met, which roughly corresponds
to the condition kT )) h(b. + c2p)ii2 [29]. Besides, the
NIBA is also justi6ed for arbitrary damping if the static
bias e0 is sufficiently efFective in reducing the blip lengths.
For weak damping, this means e0 && A.
For monochromatic driving, only the m = +1 terms
in (3.34) contribute to P{ )(A). Thus, in the asymptotic
state, P(t) = P{ ') (t) oscillates coherently with the driv-
ing &equency u, and there are no higher harmonics in the
linear-response limit. Observing that P{ ')(t) is related
to the linear dynamical susceptibility y(u) by
P( ') (t) = he [y(—(u) e' ' + y((u) e
we find from (3.34) for the linear susceptibility
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1
x(~) =
he [—X(d + v( —l(d)]
x
] fi (-i~) —» (—'~)(,) . (,) . u(0) lv(0) )
fo(o) ) - g--(o) Pgo(0) ~, »(0)
and for m/0
(3.41)
The real and imaginary part of the dynamical suscepti-
bility exhibit the dispersive and absorptive properties of
the TLS, as they become manifest in spectroscopy exper-
iments with electromagnetic or elastic waves.




P(as) (t) ) P imwt— (3.37)
Using (3.27) —(3.29), the Fourier coefficients are obtained
in the form
From the recursive form (3.27)—(3.29), we can extract
a number of general features of the dynamics of the non-
linearly driven system.
Information about the transient behavior at interme-
diate times is gained from a study of the pole condition
A + imur + gs (A + imu) = 0 . (3.36)
Because of the influence kernel e s( ) cosB(r) implicit
in the integrand of ge(A), the primary solutions Ae, i.e. ,
the solutions for m = 0, are either negative real, or
they appear as complex conjugate pairs with Re Ap ( 0.
Hence they render exponential relaxation or damped os-
cillations. All the other solution for m = +1,+2, . . .,
are obtained by periodic shifts along the imaginary axes,
= Ap —im~. The inverse of the time scale on which
the transient behavior dies out is set by the smallest real
part of these solutions.
The pure oscillatory behavior reached at long times is
determined by the poles of the second term in (3.29).
Since the residua of these poles are odd in s(t), it is di-
rectly clear that they do not give contributions to P(') (t).
This proves our earlier remark that P(')(t) describes
transient behavior only.
Upon picking up all poles stringed along the imagi-
nary axis by Laplace contour integration, the asymptotic
solution takes the form of a Fourier series
These are the central results of this work.
Before entering into a detailed study, some general fea-
tures can easily be drawn f'rom (3.38)—(3.40). Consider
a system in which the static detuning energy ep is zero.
It then follows froin the defining expressions in (3.25)
by general properties of Four~er series that the Fourier
coefficients of F~(t) with even index and the Fourier co-
efficients of G~(t) with odd index vanish, i.e. , f2 (A) = 0
and g2 +i(A) = 0. With this, it is straightforward to see
&om (3.38)—(3.40) that all Fourier coefficients of P( ') (t)
with even index vanish, P2 —0, m = 0, +1, +2, . . . .
The same selection rule is known to hold in the so-called
stochastic resonance phenomena of classical symmetric
systems [23]. Our general solution shows that these fea-
tures hold true also in the full quantum regime irrespec-
tive of the type of damping and the strength and spectral
properties of the periodic driving force.
In the limit of linear response and monochromatic driv-
ing, the m = +1 components are the only nonvanishing
harmonics in the time-periodic asymptotic state. For in-
creasing strength of the amplitude ~, higher harmonics
get increasingly important. However, in a wide range
of experimental setups, e.g. , when lock-in techniques are
used, or when the system of interest is coupled to a high-
quality macroscopic oscillator such as a resonant cavity or
a vibrating reed [19], the principal mode P~i is usually
the quantity that dominates the physics even for large
The principal mode is also of central interest in in-
vestigations of stochastic resonance phenomena in quan-
tum systems [22—24]. Therefore, we shall primarily focus
on the fundainental harmonics of P(t) in describing the
time-periodic asymptotic state.
IV. HIGH-FREQUENCY DRIVING
P ) H, (m),—imw + go( —imw) j=p (3.38)
In the high-&equency regime
w )) v(0), (4.1)
i(m' —m)(u + go [i(m' —m)(u]
xH, (m —m') (3.39)
where the functions H~ (m) are iteratively calculated Rom
the recursion relation
where v(0) is defined in (3.30), both the transient and
the periodic dynamics may be calculated from (3.27) and
(3.41) with (3.42) in a suitable approximation. To derive
the appropriate description of the transient dynamics in
the regime (4.1), it is convenient to rewrite (3.27) in the
form
with the starting value
Ho(m) = f (—im(u) . (3.40) P(A) =
1+f, (A)/A g, .~, (A)
A + ge(A) A + go(A)+ (4.2)
It is also straightforward to derive from the formal solu-
tion a system of coupled equations for the Fourier coeK-
cients P . We And
where the functions K (A) are again determined recur-
sively from (3.28) but with the starting value
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2t . idr1x cos R(r) cos(tp7') J2k —s111
(d 2 )
(4.7)
-(„) 1 + fp(A) /A
A+ gp(A)
(4.4)
The inverse time scale on which the system relaxes to the
asymptotic state is given by the zeros of A + gp(A).
In the time-periodic asymptotic regime, the Fourier
coefBcients P are conveniently calculated by iteration
of (3.42). To leading order in ~g (intd) ~/td && 1, we then
Gnd for the asymptotic state
p(as) (t)
fo(0) + ) p ( ) irns(t-gp(0)
P (td) =
~
f (—imtd) —g (—im(d)i . . fp(0) )mid gp (0) j
(4.5)
It should be noted that the quasiequilibrium value
Psq' = fo(Q)/go(0), which is the time average of P( ')(t),
difFers &om the equilibrium of the static case within the
NIBA P,~ = u(0)/v(0). Only in the limit where the sys-
tem's &equency scales are small compared with the driv-
ing &equency u, the two quantities coincide. We also
see &om (4.5) that, as a result of the system's inertia,
the time-dependent part drops to zero inversely with the
driving frequency.
For monochromatic driving, the Fourier coeKcient
functions f (A) and g (A) take the form
f (A) ( 1 )k+2 d AT S(T) skla(T— —
0
/2e
X Sill R(7 ) sin(epr) J2k ~ —S111g(d 2 ) (4.6)
From this we see that the second term in (4.2) contains
at least a factor g (Ap + inid)/td or f (Ap + intd)/td,
and in each step of the iteration an additional factor
g (Ap + intd)/id is involved. Here, as discussed in the
previous section, A0 is a complex number with ReAp & 0.
As we shall see shortly, the coefficients g, f obey
the condition ~g (Ao + intd)( & v(0), ~ f (Ao + in')( &
P,„v(0) & v(0) for all m, n. Hence the ensuing series is
rapidly converging when the condition (4.1) is met. Here,
P,~ = u(0)/v(0) is the static equilibrium value within
NIBA and u(0), v(0) are defined in (3.30). The case of
Ohmic damping is discussed in some detail in Appendix
A where the function v(0) is explicitly evaluated. In the
high-frequency domain (4.1), the transient dynamics is
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(2e . (d7 )x cos R(r) sin(tp7 ) J~2k+I~ ~ —s111 2 p
where J (z) is a Bessel function of the first kind. Upon
setting e0 —0 and inserting the respective form for
the coefFicient go (A) into Eq. (4.4), the solution by
Dakhnovskii [16] in the transient regime is recovered.
Now, upon using the form (4.6) for fp(A) in (4.4), we
obtain the respective generalization to the biased case.
Similarly, knowledge about the asymptotic behavior may
be obtained by inserting (4.6) and (4.7) into (4.5).
Since
~
J (z)~ & 1 for all m and z and ReA ( 0, the
previously mentioned condition ~g (A + intd) ~ & v(0) is
satisfied for all m, n, and A. From this we see that in
addition to the interblip correlation factor e ~ ~ origi-
nating &om the stochastic force, the oscillating driving
field is also effective in reducing the blip lengths. Thus,
whenever the NIBA is applicable in the absence of the
time-periodic field (see the previous discussion and Refs.
[2, 9]), it is justified even better in the presence of high-
&equency driving. The Ohmic case is discussed in some
detail in Appendix A.
The analysis of the expressions (4.6) and (4.7) in the
regime td )) ~ep
~
given in Appendix B provides important
insights into the physics of the system under considera-
tion. Upon using the forms (Bl) and (82), we see that
all the Fourier coefficients P (td) are zero when e/td is a
zero of Jp(e/td). This condition resembles the one leading
to the phenomenon of coherent destruction of tunneling
discussed in Refs. [12—14]. In addition, for n g 0, an
individual coefficient P„vanishes when e/td is a zero of
J„(e/td).
In the &equency range below e0, we are dependent on
and
f (A) ( 1)kg2 d —AT —S(T) —i(k+1/2)s(T
0
&2e . (d~)
X S111R(7 ) COS(epr) J~2k+I~ ~ —S111 2 p
FIG. 1. Imaginary part of the fundamental harmonic
PI((d, H) as a function of the driving frequency for difFer-
ent values of the driving amplitude. We have chosen c
1006, 200&, and 400', (dashed-dotted, dashed, and full line,
respectively).






T = 200 o. = 0.001 &p = 400
Here for an individual blip, p is the sum of the lengths of
all the preceding sojourns. Upon using these linearized
expressions in (3.24), the symxnetric and antisymmetric
parts of the series can be summed to the form [3]













FIG. 2. Same plot with same values for a., T, and eo as
in Fig. 1, but with different values of the driving amplitude,
t = 400&, 6006, , and 10006, (full, dashed, and dotted line,
respectively).
V. LOW-FREQUENCY DRIVING
When the driving &equency u is low enough that the
condition
(u(~) && 1 (5.1)
is met, an analytic resummation of the series (3.24) is
possible. Under condition (3.21), we may linearize the
phase P. in (3.20) in the blip lengths r~, yielding for
the total phase 4 in (3.19) the forxn
(5 2)
In this approximation, the breathing-mode integrals
(3.25) take the forxn
F(&)( )
. g2 d —A~ —s(~)
0
x sin R(7-) sin([eo + ef(p)]~),
G(r)
( ) . g2 d
—A~ —s(~)
0
x cos R(7 ) cos([eo + ef (p)]7 ) .
a numerical calculation. We have performed a numerical
analysis of the fundamental harmonic in the nonlinear-
response regime for weak Ohmic dissipation o. && 1 and
high temperature kT &) hL. The Fourier coeKcient
Px(u) exhibits pronounced resonances as a function of
the driving &equency. Figures 1 and 2 show plots of
1m Px(ur) for cx = 0.001, kT = 200M, , and eo —400hA
for diferent values of the driving amplitude. At the
lowest chosen value e = 1006. (dashed-dotted curve in
Fig. 1), the resonances appear at ur = eo and at &ac-
tional values of the static bias, u = u with u„= eo/n,
(n = 2, 3, 4, . . . , ). With increasing e, the resonances are
decreasingly marked. , and their positions are shifted to
slightly higher frequencies. For i = 400' and e = 6004,
the envelope function is a smooth function peaked near
zero frequency (see Fig. 2).
It is straightforward to verify that upon using these forms
P(t) obeys the first order differential equation
(5 6)
which is in the form of a rate equation with a time-
dependent rate and the time-dependent adiabatic equi-
librium value P,~(t):= Fo (t)/Go( ) (t).
Let us 6nally discuss the asymptotic state of the gen-
eral case. Noting that the functions F& (p) and G& (p)
(&) (j)
are periodic functions of p with period 27r/u, we can map
the interval [0, oo] of the po integral in (5.4) on the prin-
cipal interval [0, 2z /u]. We then find
( ) K(A, A)
] g —27K A/47 (5.7)
where the function K(A, p) is given by
2n/~




x dpx e " ' exp
I
— dpG„(p) I .
o (, p.
By taking into account in the inverse Laplace transfor-
mation the zeros of the denominator in (5.7), we obtain
the asymptotic state in the form of a Fourier series,
P( ')(t) = ) P (ur) e
P = —K(—imru, —imur) .2' (5.9)
P ' (A) = dpo e P'exp I — dpGi, (p) I
( (x)
0 r
Let us next consider the important case where the de-
pendence on A in the functions F& (p) and G& (p) may
(&) (&)
be neglected. This is possible in the parameter regime
where Isl )) 4 for any type of damping, or in the Ohmic
case for strong damping o. ) 1 and any temperature and
bias, or for weak damping n && 1, when the tempera-
ture is sufficiently high, kT & hb, /acr (see, e.g. , Ref. [9]).
Then the inverse Laplace transform of (5.4) can be per-
formed exactly and we hand for the two contributions in
(3.15)
t t




— d~Go (~) I(t) (5
o r
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The behavior of the fundamental harmonic Px(u) in the
f'requency range (5.1) has been discussed in previous work
[3]. For weak Ohmic damping, the function Px(ur) does
not exhibit a structure as rich as seen in Figs. 1 and
2 in the high-frequency regime. Rather one finds that
1mPx(ur) has a maximum near u = 10 s—10 sb, de-
pending on the parameters, and the slopes to the left
and right of the maximum away from a narrow rounding
region turn out to be constant in a double-logarithmic
plot.
We conclude this section with the remark that if we put
approximately P (u) = (u/2m) K(—imu, 0), the Fourier
series (5.9) can be summed in analytic form. It is just
this way in which we recover the previous expression (5.5)
for P~ &(t).
VI. CONCLUSIONS
In this work, we have studied the dynamics of the pe-
riodically driven spin-boson system. By use of a real-
time path integral description, we have investigated both
the transient and the time-periodic asymptotic dynam-
ics within the noninteracting-blip approximation for the
stochastic forces. We have obtained the solution for any
strength, shape in time, and period of the driving force
in the form of a series whose terms are defined by re-
cursion relations as given in (3.27)—(3.29). We also have
found expressions in analytic form in the limiting cases
of low and high frequencies. In contrast to the static
case, driving-induced correlations between all of the sys-
tem s transitions render the dynamics intrinsically non-
Markovian. Only at low frequencies of the driving force,
we recover a regime where the dynamics is described by
a simple rate equation with a time-dependent rate. For
high-frequency driving, resonance phenomena, such as
resonances near fractional values of the intrinsic static
bias are observed for the ubiquitous case of Ohmic fric-
tion and monochromatic driving.
Our results are valid independently of the specific time
dependence of the force profile and the specific dissipative
mechanism. Therefore, they might be useful to describe
a plethora of phenomena such as suppression of tunnel-
ing [5, 12, 14], anomalous low-frequency generation and
high harmonic generation [7], nonlinear low-temperature
response in ac-perturbed metallic glasses [17—19], and
quantuxn stochastic resonance [24]. Since we did neither
invoke a Markovian nor a rotating wave approximation,
our formalism is also useful in the vast field of "quan-
tum control" of physical and chemical processes as they
emerge froxn tailored femtosecond pulse sequences [6, 30,
31].
APPENDIX A: OHMIC DISSIPATION
Within the NIBA, the effects of the environment are
in the integrals over the blip lengths. Upon inserting the
Ohmic form (3.22) in (3.30), we find
We then have
v(A Ep) = [v(A + xfp, 0) + v(A —xep 0)]/2
—tan ma
xi(A, Ep) = . [v(A + xep, 0) —v(A —'Eep, 0)]2i
(A3)
For weak damping a (( 1 we get
hP42 nhPe p/2 hPe p
V Oiep coth . A4
2vr n + (hPep/2xr)' 2
For high temperatures, we may use the expression (3.23)
in the defining integral (3.30) for v(A, ep). Then we find




(n + PA/2m) 2 + (hPep/2xr)' (A5)
Upon using these forms, it is easy to trace out the pa-
rameter regime in which the high-frequency limit u ))
v(0, ep), which founded the basis of the discussion in Sec.
IV, is valid.
As stated already in Sec. IV, when the NIBA is justi-
fied in the static case, it should hold even better in the
presence of high-frequency forces. Using (A4) and (A5),
this can be specified quantitatively. By virtue of the re-
lation
Jp[2zsin(a/2)] = Jp(z) + 2) J„(z)cosna,
n=l
(A6)
we may express the function gp(A) in terms of the func-
tion v(A, ep) involving static properties only,
b„(hPA, ) I'(n + hPA/2m)
7r ( 27r 9 I'(1 —n + hpA/27r) '
(Al)
where I'(z) is the gamma function and where we intro-
duced the effective zero temperature tunneling splitting
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There follows from (A4) and (A5) that the function gp(A)
has a maximum at cp = 0. From this we may conclude
(i) when e ( u, ep ( ur, the term with n = 0 dominates
the series (A7). Hence the effect of the driving field is
simply to renormalize the effective tunneling matrix ele-
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ment A, in (A2) as
ap = a.
~
Jp(.-/~) ~'~'-- . (As)
This allows for a simple criterion: The NIBA is justified
in the presence of driving when it is justified in the un-
driven case for the effective tunnel splitting Lp.
(ii) When e & u, ep & u, the series of Bessel functions is
still dominated by the first term proportional to Jp but
the main contribution &om the static functions arises
when n = k, where ~ep —ku~:= b & w. In this case we
may estimate
gp(A) = Jp (e/u))v(A, ep) + J„'(e/ur)v(A, e() —k(d)
+J„+,(e/(u) v [A, ep —(k + 1)(u] . (A9)
In particular, when h' = 0, one has gp (A)
Jp(e/(d)v(A, ep) + J,
&
(e/u) v(A, O). Depending on the
relative importance of the two terms, the system ef-
fectively may behave as a biased system with splitting




In the opposite limit e/u )) 1, matters become more
complicated since for arguments z ) k the Bessel func-
tions behave qualitatively as sine or cosine functions with
amplitudes that decay as z / . For z )) n, we have
asymptotically J (z) g2/vrzcos[z —(2n+ l)vr/4]. In
the strongly nonlinear regime e )) cu, the series of Bessel
functions is dominated by the terms with n & e/u, which
almost equally contribute. Thus, to estimate the validity
of NIBA many terms of the series (A7) should be taken
into account.
Finally, upon inserting (Al) and (A3) in (A7), it can
be shown that Re gp(A) is nonzero for imaginary A so that
the zeros of (3.36) contribute to the transient dynamics
of the system only.
APPENDIX B: SUPPRESSION OF HARMONICS
When ur(w) &) 1 and when the driving frequency w is
very large compared with the static bias ep, it is con-
venient to utilize a separation of the appearing time
scales in the expressions (4.6) and (4.7) for the coeffi-
cients f„(—imu) and g„(—imu). We then find
fzi, (—im(u) = (—1) Jzg (e/~) J (e/(u) u(0, ep),
f2k+i (—im~) = i(—1) J2k+i —na(e/~) J (e/~) &(ep)
(B1)
g2i, (—imu) = (—1) J2i, (e/w) J (e/u) v(0, ep)
g2)'6+1 ( im~) —i( 1) J2)'e+1 rn (e/~—) J (e/~) y(ep)
(B2)
where the functions u(0, ep) and v(0, ep) are defined in
(3.30), and where
T(EO) ~' J' dv e ' 'sinR( )cos(E7OT),
y(ep) = 4 d~e ( ) cosB(~) sin(spy) .
p
Thus the coefficients f (—imu) and g (—imu) are zero
when e/u is either a zero of Jp(e/u) or a zero of J (e/u).
As shown in Sec. IV, these properties are decisive for the
behavior of the coefficients P (u) of the asymptotic state
specified in the Fourier series (4.5).
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