 Abstract-In this paper, a stereo camera-based video surveillance system using pan/tilt controller is suggested and implemented. Some experiments with video images for 3 moving persons show that a person could be identified with these extracted height and stride parameters. Some experiments with video images for 3 moving persons show that a person could be identified with these extracted height and stride parameters.
the target object, but also for obtaining its real three-dimensional position data. Moreover, by calculating the changes of the location values for the target object between two consecutive frames, the moving target can be tracked or monitored.
Accordingly, in this paper, In the proposed method, face area of the moving target person is extracted from the left image of the input stereo image pair by using a threshold value of YCbCr color model [5] and by carrying out correlation between the face area segmented from this threshold value of YCbCr color model and the right input image, the location coordinates of the target face can be acquired, and then these values are used to control the pan/tilt system through the modified PID-based recursive controller. In addition, the proposed real-time stereo target tracking system is implemented and some experimental results with this system by using a sequence of 780 frames of stereo input image are also included. Fig. 1 shows an operational flowchart of the proposed stereo security surveillance system, which is largely consisted of 2 stages. At the 1st stage, target's face region and location coordinates in the left image plane are detected by use of YCbCr color model and centroid method and then, location coordinates of a moving target in the right image plane are obtained through correlation between the target face extracted from the left image and the right image by using the BPEJTC algorithm. Then, displaced distances from the centers of the left and right image planes to the centers of the target face are calculated and used to control the pan/tilt angles not only for positioning the target face in the center of the camera's FOV and but also for making the focusing points of the right and left cameras coincided on the target face, which is known as a function of convergence control.
II. THE PROPOSED SURVEILLANCE SYSTEM
At the 2nd stage, using a triangulation method with rotated pan/tilt angles and geometry of the pan/tilt system, distances from the left and right cameras to the target face can be computed and then, finally 3D location data of a target person in the world space can be obtained. Moreover, by computing the displacement distance of the target person between two consecutive frames, moving trajectory of a target person can be also obtained. A sequence of stereoscopic video image pairs is captured by two cameras and potential face areas of the target person in the sequential left images are detected by using a skin color model [10] . That is, this algorithm can classify the input left image into the skin and non-skin color pixels in the YCbCr color space [5] , in which Y, Cr and Cb represents the luminance and chrominance of the image, respectively.
Because this technique makes use of intensity values of both luminance and chrominance components of the image, it can detect the potential face areas by exploiting the distribution property of these components as shown in Eq. (1) 
Also, in this paper, as a method to extract the position data by which a change of relative position between two input images can be obtained, the phase-type correlation method is used, in which relative position between the segmented reference frame and the moving target frame can be detected by calculating the correlation peak value from sequential frames. That is, the reference target image and the right image are given by Eq.(1) in the phase-type correlation [3] .
where, 2w is the height of the input display unit ) , ( images, respectively. In this paper, the crossing camera geometry is employed, in which the cameras' optic axis coincides with the convergence point of a target face and the optic axis of the cameras are moved in proportion to the distance of a target face. Here, the distance between the target and stereo camera can be calculated by using the triangulation method [3] .
According to the moving distance values obtained in the 1st stage on the frame basis, the pan/tilt angles can be controlled. That is, moving distances in the x, y direction between two consecutive frames are just given by the values of l l y x   , and these are used for controlling the pan/tilt system to track a moving target. For this purpose, in this paper, moving distance data obtained in each frame are converted into the pan/tilt control angles by using the Kanatani's background compensation algorithm [6] , which could apply to two consecutive frames of the current image 
where, f means a focal length of the stereo camera and  ,  , and  represents an initial inclination, pan and tilt rotation angles of the pan/tilt system, respectively. From Eq. (3), pan and tilt rotation angles can be derived as shown in Eq. (4).
Accordingly, if the location data of the current and previous images are detected then, the corresponding pan and tilt rotation angles of and can be calculated by using Eq. (8) and finally motor control angle can be derived through an encoder of the pan/tilt controlling system.
In this paper, stereo camera is constructed with a crossing geometry, in which the cameras' optic axes coincide with the convergence point of a target face and the optic axes of the cameras are moved in proportion to the distance between the target and stereo camera, which can be computed by using a triangulation of the crossing camera as shown in Fig. 2 . tan tan tan Fig. 3 shows a space model of the proposed pan/tilt-based stereoscopic video surveillance system to extract target's 3D location coordinates and moving trajectory. Some geometric parameters used in the space model are summarized in Table I . where, x and y means the practical position of the target image, which can be estimated from the moving trace of the target image. Also, the height estimation of target person can be calculated by using a method as shown in Fig. 2 . In case a target person stands at an arbitrary point Q in the 3D space as shown in Fig. 4 , the left and right pan/tilt are rotated in proportion to the displacement distances obtained in the 1st stage to adaptively track a target person, in which pan/tilt angles are given by, and, respectively. Using these angle values and structure of a stereo camera system, the distance data from the stereo camera to the target face can be calculated using Eq. (5) and the distance data from the left and right cameras to the target face, r1 and r2, in Fig. 4 can be also obtained from Eq. (6). Accordingly, using pan/tilt angles and distances from the left and right cameras to the target face, 3D location coordinates of a target person in the spherical coordinates can be obtained on the frame basis. That is, two kinds of the spherical location coordinates for the same target person can be obtained; one is originated from the left camera, which is given by , and the other from the right camera and given by , so that the real 3D locations of the target in the Cartesian coordinates can be finally obtained from them through coordinate conversion. As these target's 3D location data can be extracted on the frame basis, not only its moving trajectory but also some target information such as height, stride and moving velocity of a target person useful for target identification can be estimated from them.
Accordingly, the height of the target person can be estimated by using Eq. (7).
( )
III. EXPERIMENTS AND RESULT
In the experiments, two USB-PC cameras of Chung Mack Electronics (MPC-M55) with 320 240 pixels are used for capturing input stereoscopic video image pairs at a speed of 30 frames/s and two pan/tilt systems of Hanwool Robotics (HWR-PT1), on which the left and right cameras are embedded, are also used for tracking a target person. Here, a crossing camera geometry is employed for constructing stereo camera and the distance between the left and right cameras is fixed by 12 cm. Also, the physical heights of the pan/tilt system and the desk on which two pan/tilts are located are measured to be 46cm and 179cm, respectively. A user interface for the proposed stereoscopic video surveillance system has been developed to see an entire operational situation of stereoscopic target detection and tracking processes on the screen. Fig. 4 shows an implemented user interface for the proposed pan/tilt-based stereoscopic video surveillance system. As shown in Fig. 4 , the sequential stereoscopic image pairs caught up by stereo camera are transferred to the host computer through a general graphic card. In the host computer, position values of the target face in each frame are detected through execution of YCbCr skin color and centroid algorithms and then, transmitted to the pan/tilt control board, in which the control signals for pan/tilt systems are generated using the micro controller (89C51) and by using these signals the pan/tilt systems are finally controlled through the motor controller (LM629). The user interface for the proposed stereo video surveillance system is developed in visual C++.
As shown in Fig. 4 , the sequential input stereo image pairs are caught up by the stereo camera embedded on the pan/tilt system and transferred to the host computer through a general graphic card and then, transmitted to the pan/tilt control board, in which the feedback control signals for the pan/tilt are generated using micro controller (89C51) and finally the pan/tilt is controlled by using these signals through the motor controller (LM629). For the sequential 80 frames of stereo input images having a resolution of 640*480 pixels and a 30 frames/sec, randomly selected 3 frames are shown in Fig. 5 . In Fig. 4 , spherical coordinates(r, Φ, θ) composed by using the extracted parameter r, Φ and θ are shown Table 1 , and then spherical coordinates(r, Φ, θ) are converted to Cartesian coordinates (x, y, z) to extract the current position of the target human. The subject's face has been detected within a few frames after entering the field of view (FOV) of the camera.
Table II also shows the extracted center locations of the target face for the above 4 sample frames. Moreover, moving distance of a target person between two consecutive frames can be obtained in each left and right image by computing the location shift of the target face from the center of the input image plane. Here, the center location of (160, 120) in each left and right image plane with 640*480 pixels is taken as the reference coordinates for calculating the moving distance of the target between two consecutive frames. This target's moving distance between two consecutive frames can be used for controlling the left and right pan/tilt systems to track a target person under tracking. The target's moving distance between two consecutive frames is given by number of pixels in the x and y directions, so that moving distances in the x and y direction can be converted into the corresponding pan/tilt control angles of and through encoders of the pan/tilt systems by use of Eq. (8). Finally, these pan/tilt angles are used for controlling the pan/tilt systems to keep the target face at the center of the camera's FOV and to make the focusing points of the right and left camera coincided on the target face, as a result the moving target can be kept to be under tracking.
In the stereo camera system, a distance from the base line of the stereo camera system to the target face, D can be found by using a triangulation method with the left and right pan angles and the distance between the left and right cameras, and distances from the left and right camera to the target face, r1, r2 can be also computed by using Eq. (6) . Those values are illustrated in Table III for 4 sample frames. Finally 3D location coordinates of a target person in the spherical coordinates system can be obtained from the pan/tilt angles pointing to the target from the left and right camera and the distances from the left and right camera to the target mentioned above. Here two kinds of the spherical location coordinates for a target person can be derived; one is originated from the left camera and represented by 1 As this data can be extracted on the frame basis, not only the target's 3D location coordinates at each frame and its moving trajectory can be obtained, but also some personal information such as the height, stride and moving velocity of a target can be also estimated from them. Moreover, as shown in Table III , Z means the height from the top of the camera to the center coordinates of the target face, so that the height of a target person can be calculated by subtracting Z from the physical heights of the pan/tilt and the desk on which two pan/tilts are located. Fig. 5 illustrates the target's moving trajectory in (X, Y, Z) for calculating the height and moving velocity of a target person. From Fig. 5 , it is found that the height (Z) of a target person is estimated to be about 177cm. and the target person might be moving almost upright in the room. From these good experimental results discussed above, it is analyzed that the proposed pan/tilt-based stereoscopic video surveillance system can effectively track a moving target with very low tracking error and with the proposed method a real-time stereoscopic video surveillance system can be implemented. In addition, in the proposed method, using the target's 3D location coordinates at each frame and its moving trajectory, some personal information such as the height, stride and moving velocity of a target could be also estimated from them. Basically, this paper tried to show a possibility of implementation of a pan/tilt-based stereoscopic video surveillance system under the relatively simple situations of one moving target and slow change of backgrounds. Accordingly, as the future works, a sophisticated target detection and tracking algorithm to exactly extract the convergence point of the stereoscopic images and the location coordinates of a moving target, and to accurately track a moving target in various real situations such as multiple targets, single target in the dynamic background, large and occluded target etc., must be studied. And a method to adaptively compensate the mechanical errors of the pan/tilt systems must be researched as well.
IV. CONCLUSION
In this paper, a stereo camera-based video surveillance system using pan/tilt controller is proposed. The proposed system can detect a moving human face from the stereo image sequences captured by the stereo camera system using a threshold value of YCbCr color model, measure its distance and 3D coordinates and then, with these values control the stereo camera by using the pan/tilt system for tracking the moving face in real-time. These experimental results suggest a possibility of implementing a new real-time intelligent surveillance system for robust detection and tracking of a moving target person by using the proposed scheme.
