In order for machines interacting with the real world to have conversations with users about the objects and events around them, they need to understand dynamic audiovisual scenes. The recent revolution of neural network models allows us to combine various modules into a single end-to-end differentiable network. As a result, Audio Visual Scene-Aware Dialog (AVSD) systems for real-world applications can be developed by integrating state-of-the-art technologies from multiple research areas, including end-to-end dialog technologies, visual question answering (VQA) technologies, and video description technologies. In this paper, we introduce a new data set of dialogs about videos of human behaviors, as well as an end-to-end Audio Visual Scene-Aware Dialog (AVSD) model, trained using this new data set, that generates responses in a dialog about a video. By using features that were developed for multimodal attention-based video description, our system improves the quality of generated dialog about dynamic video scenes.
INTRODUCTION
Recently, end-to-end approaches have been shown to better handle flexible conversations between the user and the system by training the model on large conversational data sets [1, 2] . However, current dialog systems cannot understand dynamic scenes captured using multimodal sensor-based input such as vision and non-speech audio. As a result, machines using such dialog systems cannot have a conversation about what's going on in their surroundings. To develop machines that can carry on a conversation about objects and events taking place around the machines or the users, dynamic scene-aware dialog technology is essential. To interact with humans about audiovisual information, systems need to understand both audiovisual scenes and natural language inputs. The recent revolution of neural network models allows us to combine various modules into a single end-to-end differentiable network. Thus, we can simultaneously input visual features and user utterances into an encoder-decoderbased system whose outputs are natural-language responses.
Using this end-to-end framework, visual question answering (VQA) has been intensively researched in the field of computer vision [3] [4] [5] [6] . to generate answers to questions about an imaged scene. As a further step towards conversational visual AI, the new task of visual dialog was introduced [7] , in which an AI agent holds a meaningful dialog with humans about a static image using natural, conversational language [8] . While VQA and visual dialog take significant steps towards human-machine interaction, they only consider a single static image. In contrast, many real-world scenarios involve dynamic scenes that will require a system to understand the content and temporal dynamics of a scene, such as that contained in video data. To capture the semantics of dynamic scenes, recent research has focused on video description. The state of the art in video description uses a multimodal attention mechanism that selectively attends to different input modalities (feature types), such spatiotemporal motion features and audio features, in addition to temporal attention [9] . This framework allows us to build scene aware dialog systems using multimodal information, such as audio and visual features, by combining end-to-end dialog and video description technologies.
In this paper, we propose a new research target: a dialog system that can discuss dynamic scenes with humans. This goal lies at the intersection of multiple avenues of research in natural language processing, computer vision, and audio processing. To advance this goal, we introduce a new model that incorporates technologies for multimodal attention-based video description into an end-to-end dialog system. We also introduce a new data set of human dialogs about videos. We are making our data set, code, and model publicly available for a new Audio Visual Scene-Aware Dialog (AVSD) Challenge at the 7th Dialog System Technology Challenge (DSTC7) [10] .
AUDIO VISUAL SCENE-AWARE DIALOG DATA SET
For this Audio Visual Scene-Aware Dialog (AVSD) data set, we collected text-based conversations about short videos from the Charades [11] video description data set, as described in [12] . In the AVSD track of the Dialog System Technology Challenges 7th edition (DSTC7) 1 , the target is to generate human responses in dialogs using Natural Language Generation (NLG) technologies [10] . In AVSD data collection, two humans, a questioner and an answerer, had a discussion about the events in a video. The answerer, who had already watched the video, answered questions asked by the questioner. The questioner was not allowed to watch the video, but was shown the first, middle, and last frames of the video (three static images) to provide some fundamental grounding in the scene. After 10 rounds of Question (by the questioner) and Answer (by the answerer), the questioner was required to write a description summarizing the events in the video. Currently, we have collected dialogs for most of the Charades training set and all of the validation set, which form the prototype data set described in Table 1 . The final data set for the AVSD track of DSTC7 will include the entire Charades data set. In this experiment, we split the official validation set for the Charades challenge in half, using the two halves as our validation and test sets. 3. AUDIO VISUAL SCENE-AWARE DIALOG SYSTEM We built an end-to-end dialog system that can generate answers in response to user questions about events in a video sequence. Our architecture is similar to the Hierarchical Recurrent Encoder in Das et al. [7] . The question, visual features, and the dialog history are fed into corresponding LSTM-based encoders to build up a context embedding, and then the outputs of the encoders are fed into a LSTMbased decoder to generate an answer. The history consists of encodings of QA pairs. We feed multimodal attention-based video features into the LSTM encoder instead of single static image features. Fig.  2 shows the architecture of our audio visual scene-aware dialog system.
End-to-End Conversation Modeling
This section explains the neural conversation model of [1] , which is designed as a sequence-to-sequence mapping process using recurrent neural networks (RNNs). Let X and Y be input and output sequences, respectively. The model is used to compute posterior probability distribution P (Y |X). For conversation modeling, X corresponds to the sequence of previous sentences in a conversation, and Y is the system response sentence we want to generate. In our model, both X and Y are sequences of words. X contains all of the previous turns of the conversation, concatenated in sequence, separated by markers that indicate to the model not only that a new turn has started, but which speaker said that sentence. The most likely hypothesis of Y is obtained aŝ
where V * denotes a set of sequences of zero or more words in system vocabulary V.
Let X be word sequence x1, . . . , xT and Y be word sequence y1, . . . , yM . The encoder network is used to obtain hidden states ht for t = 1, . . . , T as:
where h0 is initialized with a zero vector. LSTM(·) is a LSTM function with parameter set θenc.
The decoder network is used to compute probabilities P (ym|y1, . . . , ym−1, X) for m = 1, . . . , M as:
where y0 is set to <eos>, a special symbol representing the end of sequence. sm is the mth decoder state. θ dec is a set of decoder parameters, and Wo and bo are a matrix and a vector. In this model, the initial decoder state s0 is given by the final encoder state hT as in Eq. (4), and the probability is estimated from each state sm. To efficiently findŶ in Eq. (1), we use a beam search technique since it is computationally intractable to consider all possible Y .
In the scene-aware dialog scenario, a scene context vector including audio and visual features is also fed to the decoder. We modify the LSTM in Eqs. (4)-(6) as
where gn is the concatenation of question encoding g (q)
n , audiovisual encoding g (av) n and history encoding g (h) n for generating the nth answer An = yn,1, . . . , y n,|Yn| . Note that unlike Eq. (4), we feed all contextual information to the LSTM at every prediction step. This architecture is more flexible since the dimensions of encoder and decoder states can be different. g n . The audio-visual encoding is obtained by multi-modal attention described in the next section. 
Multimodal Attention-Based Video Features
To predict a word sequence in video description, prior work [13] extracted content vectors from image features of VGG-16 and spatiotemporal motion features of C3D, and combined them into one vector in the fusion layer as:
where
and c k,n is a context vector obtained using the kth input modality. We call this approach Naïve Fusion, in which multimodal feature vectors are combined using projection matrices W ck for K different modalities (input sequences x k1 , . . . , x kL for k = 1, . . . , K).
To fuse multimodal information, prior work [9] proposed a method extends the attention mechanism. We call this fusion approach multimodal attention. to predict the word sequence in video description. The number of modalities indicating the number of sequences of input feature vectors is denoted by K.
The following equation shows an approach to perform the attention-based feature fusion:
A similar mechanism for temporal attention is applied to obtain the multimodal attention weights β k,n :
where v k,n = w B tanh(WBg (q) n + V Bk c k,n + b Bk ).
Here the multimodal attention weights are determined by question encoding g (q)
n and the context vector of each modality c k,n as well as temporal attention weights in each modality. WB and V Bk are matrices, wB and b Bk are vectors, and v k,n is a scalar. The multimodal attention weights can change according to the question encoding and the feature vectors (shown in Fig. 2) . This enables the decoder network to attend to a different set of features and/or modalities when predicting each subsequent word in the description. Naïve fusion can be considered a special case of Attentional fusion, in which all modality attention weights, β k,n , are constantly 1.
EXPERIMENTS FOR VIDEO DESCRIPTION
To select the best video features for the audio visual scene-aware dialog system, we first evaluate the performance of video description using multimodal attention-based video features in this paper. We evaluated our proposed feature fusion using the MSVD [14] , MSR-VTT [15] , and Charades [11] video data sets. Details of textual descriptions are summarized in Table 2 . The quality of the automatically generated sentences was evaluated with objective measures to compare the similarity between the generated sentences and the ground truth sentences. We used the evaluation code for MS COCO caption generation 2 for objective evaluation of system outputs, which is a publicly available tool supporting various automated metrics for natural language generation such as BLEU, METEOR, ROUGE L, and CIDEr.
Audio and Video Processing
In our previous work on multimodal attention for video description [9] [16], we used two different types of audio features: concatenated mel-frequency cepstral coefficient (MFCC) features, and SoundNet [17] features. In this paper, we also evaluate features extracted using a new state-of-the-art model, Audio Set VGGish [18] . In this paper, we applied the VGGish model which was trained to predict an ontology of more than 600 audio event classes from only the audio tracks of 2 million human-labeled 10-second YouTube video soundtracks [18] . In this work, we overlap frames of input to the VGGish network by 50%, meaning an Audio Set VGGish feature vector is output every 0.48 seconds.
To understand visual context, the pretrained VGG-16 [19] and the pretrained C3D [20] models were used to generate features for object recognition and short-term spatiotemporal activity. In this experiment, we also adopted the state-of-the-art I3D features [21] , spatiotemporal features that were developed for action recognition. The I3D model inflates the 2D filters and pooling kernels in the Inception V3 network along their temporal dimension, building 3D spatiotemporal ones. We used the output from the "Mixed 5c" layer of the I3D network to be used as video features. In the experiments in Table 3 . Video description evaluation results on the MSVD (YouTube2Text), MSR-VTT Subset [9] and Charades. this paper, we treated I3D-rgb (I3D features computed on a stack of 16 video frame images) and I3D-flow (I3D features computed on a stack of 16 frames of optical flow fields) as two separate modalities that are input to our multimodal attention model. To emphasize this, we refer to I3D in the results tables as I3D (rgb-flow). We used the same encoder-decoder network used in [9] . Table 3 shows the I3D spatiotemporal features outperformed the combination of VGG-16 image features and C3D spatiotemporal features. We believe this is because I3D features already include enough image information for the video description task, since they use the more powerful Inception-V3 network architecture and were trained on the larger (and cleaner) Kinectics [22] data set. As a result, I3D has demonstrated state-of-the-art performance for the task of human action recognition in video sequences [21] . Further, the Inception-V3 architecture has significantly fewer network parameters than the VGG-16 network, making it more efficient. In terms of audio features, the Audio Set VGGish model provided the best performance. First, the VGGish model was trained on more data, and had audio specific labels, whereas SoundNet used pre-trained image classification networks to provide labels for training the audio network. Second, the large Audio Set ontology used to train VGGish likely provides the ability to learn features more relevant to text descriptions than the broad scene/object labels used by SoundNet.
Results and Discussion
Since it is intractable to enumerate all possible word sequences in vocabulary V, we usually limit them to the n-best hypotheses generated by the system. Although in theory the distribution P (Y |X) should be the true distribution, we instead estimate it using the encoder-decoder model.
EXPERIMENTS FOR AVSD
In this paper, we extended an end-to-end dialog system to sceneaware dialog with multimodal fusion, as described in Section 3 and Table 4 . AVSD System response generation evaluation results with objective measures. Note that I3D-rgb and I3D-flow have different attention weights separately. In this experiment, we tested the 733 dialogs by comparing with one groundtruth. The AVSD challenge at DSTC7 compared one response in each dialog with 5 groundtruths for the full set of 1,710 dialogs [10] . shown in Fig. 2 . The decision of which video and audio features to extract was based on the results in Section 4. We evaluated our proposed system using the AVSD data set on Charades that we collected (see Table 1 for details of the data set size). We compared the performance between models trained from various combinations of the QA text, visual features, and audio features. In addition, we tested the efficacy of our multimodal attention mechanism for dialog response generation. We employed an ADAM optimizer [23] with the crossentropy criterion and iterated the training process up to 20 epochs. For each of the encoder-decoder model types, we selected the model with the lowest perplexity on the expanded development set. We used LSTMs with parameter values #layer=2 and #cells=128 to encode dialog history and question sentences. Video features were projected to 256-dimensional feature space before modality fusion. The decoder LSTM also had a structure with #layer=2 and #cells=128. Table 4 evaluates the performance of our models at generating response sentences using objective measures. We investigated different input features including question-answering dialog history plus last question (QA), human-annotated captions (Captions), video features of VGG16 or I3D rgb+flow features (I3D), and audio features (VGGish). We tested these both with and without our multimodal attention (Attentional fusion). All of the objective metrics show that the attentional fusion of I3D and VGGish outperformed other combination of modalities. These results on the Audio Visual Scene-aware Dialog task are entirely consitent with our results from the video description task (Section 4 and Table 3) 6. CONCLUSION In this paper, we propose a new research target: a dialog system that can discuss dynamic scenes with humans. This task lies at the intersection of multiple avenues of research in natural language processing, computer vision, and audio processing. To advance this goal, we introduce a new model that incorporates technologies for multimodal attention-based video description into an end-to-end dialog system. We also introduce a new data set of human dialogs about videos. Our experiments demonstrate that using multimodal features that were developed for multimodal attention-based video description enhances the quality of generated dialog about dynamic scenes. Future work includes (1) finding additional features that can make the word distributions in the audiovisual semantic vector space more distinguishable and (2) applying open-domain language models to video description.
Evaluation Results

