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Abstract. We consider a class of interacting particle models with anisotropic, repulsive-
attractive interaction forces whose orientations depend on an underlying tensor field. An ex-
ample of this class of models is the so-called Kücken-Champod model describing the formation
of fingerprint patterns. This class of models can be regarded as a generalization of a gradient
flow of a nonlocal interaction potential which has a local repulsion and a long-range attraction
structure. In contrast to isotropic interaction models the anisotropic forces in our class of models
cannot be derived from a potential. The underlying tensor field introduces an anisotropy leading
to complex patterns which do not occur in isotropic models. This anisotropy is characterized by
one parameter in the model. We study the variation of this parameter, describing the transition
between the isotropic and the anisotropic model, analytically and numerically. We analyze the
equilibria of the corresponding mean-field partial differential equation and investigate pattern
formation numerically in two dimensions by studying the dependence of the parameters in the
model on the resulting patterns.
1. Introduction
Nonlocal interaction models are mathematical models describing the collective behavior of large
numbers of individuals where each individual can interact not only with its close neighbors but
also with individuals far away. These models serve as basis for biological aggregation and have
given us many tools to understand the fundamental behavior of collective motion and pattern
formation in nature. For instance, these mathematical models are used to explain the complex
phenomena observed in swarms of insects, flocks of birds, schools of fish or colonies of bacteria
[17, 18, 39, 20, 7, 61, 60, 37, 45, 67, 50, 38, 13, 41, 14, 56, 16, 15, 29, 63].
One of the key features of many of these models is the social communication between individ-
uals at different scales which can be described by short- and long-range interactions [7, 56, 41].
Over large distances the individuals in these models can sense each other via sight, sound, smell,
vibrations or other signals. While most models consider only isotropic interactions, pattern forma-
tion in nature is often anisotropic [6] and an anisotropy in the communication between individuals
is essential to describe these phenomena accurately. In this paper, we consider a class of inter-
acting particle models with anisotropic interaction forces. It can be regarded as a generalization
of isotropic interaction models. These anisotropic interaction models capture many important
swarming behaviors which are neglected in the simplified isotropic interaction model.
Isotropic interaction models with radial interaction potentials can be regarded as the simplest
form of interaction models [4]. The resulting patterns are found as stationary points of the N
particle interaction energy
Epx1, . . . , xN q “ 1
2N2
Nÿ
j,k“1
k‰j
W pxj ´ xkq (1.1)
where W pdq “ wp|d|q denotes the radially symmetric interaction potential and xj “ xjptq P Rn for
j “ 1, . . . , N denote the positions of the particles at time t ě 0 [13, 50]. The associated gradient
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flow is:
dxj
dt
“ 1
N
Nÿ
k“1
k‰j
F pxj ´ xkq (1.2)
where F pdq “ ´∇W pdq. Here, F pxj´xkq is a conservative force, aligned along the distance vector
xj ´ xk. Denoting the density of particles at location x P Rn and at time t ą 0 by ρ “ ρpt, xq the
interaction energy is given by
Wrρs “ 1
2
ż
R2
pW ˚ ρq pxqρpdxq
and the continuum equation corresponding to (1.2), also referred to as the aggregation equation
[8, 50, 13, 54], reads
ρt `∇ ¨ pρuq “ 0, u “ ´∇W ˚ ρ (1.3)
where u “ upt, xq is the macroscopic velocity field. The aggregation equation (1.3) whose well-
posedness has been proved in [12] has extensively been studied recently, mainly in terms of its
gradient flow structure [55, 34, 65, 2, 35], the blow-up dynamics for fully attractive potentials
[8, 25, 11, 32], and the rich variety of steady states [43, 44, 7, 62, 27, 26, 11, 4, 3, 66, 67, 5, 21, 24, 27].
If the radially symmetric potential W is purely attractive, e.g. w is an increasing function with
wp0q “ 0, the density of the particles converges to a Dirac Delta function located at the center of
mass of the density [19]. In this case, the Dirac Delta function is the unique stable steady state
and a global attractor [25]. Under certain conditions the collapse towards the Dirac Delta function
can take place in finite time [25, 8, 9, 10].
In biological applications, however, it is not sufficient to consider purely attractive potentials
since the inherently nonlocal interactions between the individual entities occur on different scales
[7, 41, 56]. These interactions are usually described by short-range repulsion to prevent collisions
between the individuals as well as long-range attraction that keeps the swarm cohesive [57, 59].
The associated radially symmetric potentials w, also referred to as repulsive-attractive potentials,
first decrease and then increase as a function of the radius. These potentials lead to possibly more
complex steady states than the purely attractive potentials and can be considered as a minimal
model for pattern formation in large systems of individuals [4].
The 1D nonlocal interaction equation with a repulsive-attractive potential has been studied in
[44, 62, 43]. The authors show that the behavior of the solution strongly depends on the regularity
of the interaction potential. More precisely, the solution converges to a sum of Dirac masses for
regular interaction, while it remains uniformly bounded for singular repulsive potentials.
Pattern formation for repulsive-attractive potentials in multiple dimensions is studied in [13,
67, 50, 66]. The authors perform a linear stability analysis of ring equilibria and derive conditions
on the potential to classify the different instabilities. This analysis can also be used to study
the stability of flock solutions and mill rings in the associated second-order model, see [1] and
[31] for the linear and nonlinear stability of flocks, respectively. A numerical study of the N
particle interaction model for specific repulsion-attraction potentials [50, 13] outlines a wide range
of radially symmetric patterns such as rings, annuli and uniform circular patches, while exceedingly
complex patterns are also possible. In particular, minimizers of the interaction energy (1.1), i.e.
stable stationary states of the microscopic model (1.2), can be radially symmetric even for radially
symmetric potentials. This has been studied and discussed by instabilities of the sphere and
ring solution in [13, 67, 66]. The convergence of radially symmetric solutions towards spherical
shell stationary states in multiple dimensions is discussed in [4]. Another possibility to produce
concentration in lower dimensional sets is to use potentials which are not radially symmetric. This
has been explored recently in the area of dislocations in [58]. Moreover, the nonlocal interaction
equation in heterogeneous environments (where domain boundaries are also allowed) is investigated
in [68]. Besides, interaction energies with boundaries have been studied in [36].
Nonlocal interaction models have been studied for specific types of repulsive-attractive poten-
tials [3, 28, 33, 22, 30, 45]. In [3] the dimensionality of the patterns is analyzed for repulsive-
attractive potentials that are strongly or mildly repulsive at the origin, i.e. potentials with a
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singular Laplacian at the origin satisfying ∆W pdq „ ´|d|´β as d Ñ 0 for some 0 ă β ă n in n
dimensions and potentials whose Laplacian does not blow up at the origin satisfyingW pdq „ ´|d|α
as dÑ 0 for some α ą 2, respectively. In [45] a specific example of a repulsive-attractive potential
is studied, given by a Newtonian potential for the repulsive and a polynomial for the attractive
part, respectively.
In this work, we consider an evolutionary particle model with an anisotropic interaction force in
two dimensions. More precisely, we generalize the extensively studied model (1.2) by considering
an N particle model of the form
dxj
dt
“ 1
N
Nÿ
k“1
k‰j
F pxj ´ xk, T pxjqq (1.4)
where F pxj ´ xk, T pxjqq P R2 describes the force exerted from xk on xj . Here, T pxjq denotes a
tensor field at location xj which is given by T pxq :“ χspxq b spxq ` lpxq b lpxq for orthonormal
vector fields s “ spxq, l “ lpxq P R2 and χ P r0, 1s.
As in the standard particle model (1.2) we assume that the force F pxj ´ xk, T pxjqq is the sum
of repulsion and attraction forces. In (1.2), attraction and repulsion forces are aligned along the
distance vector xj ´ xk so that the total force F pxj ´ xkq is also aligned along xj ´ xk. In the
extended model (1.4), however, the orientation of F pxj ´ xk, T pxjqq depends not only on the
distance vector xj ´ xk but additionally on the tensor field T pxjq at location xj . More precisely,
the attraction force will be assumed to be aligned along the vector T pxjqpxj´xkq. Since T depends
on a parameter χ P r0, 1s the resulting force direction is regulated by χ. In particular, alignment
along the distance vector xj´xk is included in (1.4) for χ “ 1. The additional dependence of (1.4)
on the parameter χ in the definition of the tensor field T introduces an anisotropy to the equation.
This anisotropy leads to more complex, anisotropic patterns that do not occur in the simplified
model (1.2). Due to the dependence on parameter χ the force F is non-conservative in general
so that it cannot be derived from a potential. However, most of the analysis of the interaction
models in the literature relies on the existence of an interaction potential as outlined above. A
particle interaction model of the form (1.4) with a non-conservative force term that depends on an
underlying tensor field T appears not to have been investigated mathematically in the literature
yet.
Due to the generality of the formulation of the anisotropic interaction model (1.4) a better un-
derstanding of the pattern formation in (1.4) can be regarded as a first step towards understanding
anisotropic pattern formation in nature. An example of an N particle model of the form (1.4)
is the model introduced by Kücken and Champod in [51], describing the formation of fingerprint
patterns based on the interaction of Merkel cells and mechanical stress in the epidermis [48]. Even
though the Kücken-Champod model [51] seems to be capable to produce transient patterns that
resemble fingerprint patterns, the pattern formation of the Kücken-Champod model and its de-
pendence on the model parameters have not been studied analytically or numerically before. In
particular, the long-time behavior of solutions to the Kücken-Champod model and its stationary
solutions have not been understood yet. However, stationary solutions to the Kücken-Champod
model are of great interest for simulating fingerprints since fingerprint patterns only change in size
and not in shape after we are born so that every person has the same fingerprints from infancy
to adulthood. Clearly, fingerprint patterns are of great importance in forensic science. Besides,
they are increasingly used in biometric applications. Hence, understanding the model, proposed
in [51], and in particular its pattern formation result in a better understanding of the fingerprint
pattern formation process.
The goal of this work is to study the equilibria of the microscopic model (1.4) and the associated
mean-field PDE analytically and numerically. We investigate the existence of equilibria analyti-
cally. Since numerical simulations are crucial for getting a better understanding of the patterns
which can be generated with the Kücken-Champod model we investigate the impact of the model
parameters on the resulting transient and steady patterns numerically. In particular, we study
the transition of steady states with respect to the parameter χ. Based on the results in this paper
we study the solution to the Kücken-Champod model for non-homogeneous tensor fields, simulate
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the fingerprint pattern formation process and model fingerprint patterns with certain features in
[40].
Note that the modeling involves multiple scales which can be seen in several different ways.
Given the particle model in (1.4) we consider the associated particle density to derive the mean-
field limit. Here, the interaction force exhibits short-range repulsion and long-range attraction.
The direction of the attraction force depends on the parameter χ which is responsible for different
transient and steady state patterns. More precisely, ring equilibria obtained for χ “ 1 evolve into
ellipse patterns and stripe patterns as χ decreases. Besides, large-time asymptotics are considered
for determining the equilibria.
This work is organized as follows. In Section 2, a general formulation of an anisotropic N
particle model (1.4) and the associated mean-field PDE (2.7) are introduced and a connection
to the Kücken-Champod model [51] is established via a specific class of interaction forces. The
solution to the mean-field PDE (2.7) is analyzed in Section 3. More precisely, we discuss the impact
of the parameter χ on the force alignment and on the solution to the model. Besides, we study the
impact of spatially homogeneous tensor fields and we show that the equilibria to the mean-field
PDE (2.7) for any spatially homogeneous tensor field can be regarded as a coordinate transform
of the tensor field T “ χsb s` l b l where s “ p0, 1q and l “ p1, 0q for any parameter χ P r0, 1s.
Hence, we can restrict ourselves to this specific tensor field T for the analysis. We investigate the
existence of equilibria to the mean-field PDE (2.7) whose form depend on the choice of χ. Under
certain assumptions we show that for χ “ 1 there exists at most one radius R ą 0 such that the
ring state of radius R is a nontrivial equilibrium mean-field PDE (2.7) for spatially homogeneous
tensor fields and uniqueness can be guaranteed under an additional assumption, while for χ P r0, 1q
the ring state is no equilibrium. For χ P r0, 1s and R ą 0 sufficiently small there exists at most
one r ą 0 such that an ellipse with major axis R` r and minor axis R whose major axis is aligned
along s is an equilibrium. Besides, the shorter the minor axis of the ellipse, the longer the major
axis of possible ellipse steady states and the smaller the value of χ the longer the major and the
shorter the minor axis of the possible ellipse equilibrium. Section 4 contains a description of the
numerical method and we discuss the simulation results for the Kücken-Champod model (1.4).
The numerical results include an investigation of the stationary solutions and their dependence
on different parameters in the model, including the impact of the parameter χ and the associated
transition between the isotropic and anisotropic model. Besides, we compare the numerical with
the analytical results.
2. Description of the model
Kücken and Champod introduced a particle model in [51] modeling the formation of finger-
print patterns by describing the interaction between so-called Merkel cells on a domain Ω Ď R2.
Merkel cells are epidermal cells that appear in the volar skin at about the 7th week of pregnancy.
From that time onward they start to multiply and organize themselves in lines exactly where
the primary ridges arise. The model introduced in [51] models this pattern formation process as
the rearrangement of Merkel cells from a random initial configuration into roughly parallel ridges
along the lines of smallest compressive stress.
In this section, we describe a general formulation of the anisotropic microscopic model, relate
it to the Kücken-Champod particle model and formulate the corresponding mean-field PDE.
2.1. General formulation of the anisotropic interaction model. In the sequel we consider
N particles at positions xj “ xjptq P R2, j “ 1, . . . , N, at time t. The evolution of the particles can
be described by (1.4) with initial data xjp0q “ xinj , j “ 1, . . . , N . Here, F pxj ´xk, T pxjqq denotes
the total force that particle k exerts on particle j subject to an underlying stress tensor field T pxjq
at xj , describing the local stress field. The dependence on T pxjq is based on the experimental
results in [49] where an alignment of the particles along the local stress lines is observed, i.e. the
evolution of particle j at location xj depends on the the local stress tensor field T pxjq. Note that
(1.4) results from Newton’s second law by neglecting the inertia term.
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The total force F in (1.4) is given by
F pdpxj , xkq, T pxjqq “ FApdpxj , xkq, T pxjqq ` FRpdpxj , xkqq (2.1)
for the distance vector dpxj , xkq “ xj ´ xk P R2. Here, FR denotes the repulsion force that
particle k exerts on particle j and FA is the attraction force exerted on particle j by particle k.
The tensor field T pxjq at xj encodes the direction of the fingerprint lines at xj and is given by
T pxjq “ χspxjq b spxjq ` lpxjq b lpxjq with χ P r0, 1s. Here, s “ spxjq P R2 and l “ lpxjq P R2
are orthonormal vectors, describing the directions of smallest and largest stress, respectively. The
repulsion and attraction forces are of the form
FRpdq “ fRp|d|qd (2.2)
and
FApd “ dpxj , xkq, T pxjqq “ fAp|d|qT pxjqd, (2.3)
respectively, where, again, d “ dpxj , xkq “ xj ´ xk P R2. The direction of the interaction forces
is determined by the parameter χ P r0, 1s in the definition of T . For χ “ 1 the tensor field T is
the two-dimensional unit matrix and the attraction force between two particles is aligned along
their distance vector, while for χ “ 0 the attraction between two particles is oriented along l.
Depending on the choice of the coefficient functions fR and fA in (2.2) and (2.3), respectively, the
forces are repulsive or attractive according to the following local definition:
Definition 2.1 (Strictly repulsive (attractive) forces) Let the vector field G “ Gpx, yq be a con-
tinuous interaction force, i.e. the vector Gpx, yq is the force which is exerted on x by y. Then G
at x in direction x´ y is strictly repulsive (attractive) if
Gpx, yq ¨ px´ yq ą 0 pă 0q.
The meaning of this definition is the following. Let y be fixed and letX “ Xptq be the trajectory
given by
dX
dt
“ GpX, yq, Xp0q “ x,
then |Xptq ´ y| is locally at t “ 0 strictly monotonically increasing (decreasing).
To guarantee that FR and FA are repulsion and attractive forces, we make assumptions on the
coefficient functions fR and fA in (2.2) and (2.3), respectively. Besides, assumptions on the total
force F in (2.1) are necessary to derive the mean-field PDE. In the sequel, we assume that the
following conditions are satisfied:
Assumption 2.2 We assume that fR : R2 Ñ R and fA : R2 Ñ R denote smooth, integrable
coefficient functions satisfying
fRp|d|q ě 0 and fAp|d|q ď 0 for all d P R2, (2.4)
such that the total interaction force F in (2.1) exhibits short-range repulsion and long-range at-
traction forces along l, i.e. there exists a da ą 0 such that
pfA ` fRqp|d|q ď 0 for |d| ą da and pfA ` fRqp|d|q ą 0 for 0 ď |d| ă da.
Also, F P C1 has bounded total derivatives, i.e. there exists some L ě 0 such that
sup
x,x1PR2
|DxF pdpx, x1q, T pxqq| ď L and sup
x,x1PR2
|Dx1F pdpx, x1q, T pxqq| ď L,
where Dx denotes the total derivative with respect to x. This implies that F is Lipschitz continuous
in both arguments. In particular, F grows at most linearly at infinitely.
Remark 2.3 (Existence of an interaction potential) The repulsion force FR of the form (2.2) can
be derived from a radially symmetric potential. For the existence of interaction potentials for the
attractive force FA we restrict ourselves to spatially homogeneous tensor fields first. Let χ P r0, 1s,
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set l “ p1, 0q and s “ p0, 1q, and let T˜ “ χs˜b s˜` l˜b l˜ denote a spatially homogeneous tensor field
for orthonormal vectors l˜, s˜ P R2. Then,
s˜ “ Rϑs and l˜ “ Rϑl, (2.5)
where the angle of rotation ϑ and the corresponding rotation matrix Rϑ are given by
ϑ “
#
arccosps˜2q s˜1 ă 0
2pi ´ arccosps˜2q s˜1 ą 0 , and Rϑ “
ˆ
cospϑq ´ sinpϑq
sinpϑq cospϑq
˙
, (2.6)
respectively, and we have T˜ “ RϑTRTϑ with T “ χsb s` l b l. Hence,
FA
´
d, T˜
¯
“ fA p|d|q
ˆ
cos2 pϑq ` χ sin2 pϑq p1´ χq sin pϑq cos pϑq
p1´ χq sin pϑq cos pϑq χ cos2 pϑq ` sin2 pϑq
˙
d
by (2.3), where d “ pd1, d2q P R2. The condition
BpFAq1
Bd2 “
BpFAq2
Bd1
for FA being a conservative force implies
cos2 pϑq ` χ sin2 pϑq “ χ cos2 pϑq ` sin2 pϑq and p1´ χq sin pϑq cos pϑq “ 0,
which can only be satisfied simultaneously for χ “ 1 and ϑ P r0, 2piq arbitrary. Thus, the attraction
force for spatially homogeneous tensor fields is conservative for χ “ 1 only and the associated
potential is radially symmetric. This also implies that there exists a potential for χ “ 1 for any
tensor field, while for χ P r0, 1q there exists no potential. In particular, a potential that is not
radially symmetric cannot be constructed for the attraction force FA for χ P r0, 1q.
The associated mean-field model for the distribution function ρ “ ρpt, xq at position x P R2
and time t ě 0 can be derived rigorously in the 1-Wasserstein metric from the microscopic model
(1.4) following the procedure described in [47, 23]. The Cauchy problem for the mean-field PDE
reads
Btρpt, xq `∇x ¨ rρpt, xq pF p¨, T pxqq ˚ ρpt, ¨qq pxqs “ 0 in R` ˆ R2 (2.7)
with initial condition ρ|t“0 “ ρin in R2.
2.2. Kücken-Champod particle model. Consider as an example the Kücken-Champod par-
ticle model [51] with a spatially homogeneous tensor field T producing straight parallel ridges,
e.g.
T “
ˆ
1 0
0 χ
˙
,
is considered for studying the pattern formation. For more realistic patterns the tensor field is
generated from 3D finite element simulations [52, 53] or from images of real fingerprints. The
coefficient function fR of the repulsion force FR (2.2) in the Kücken-Champod model (1.4) is
given by
fRpdq “ pα|d|2 ` βq expp´eR|d|q (2.8)
for d P R2 and nonnegative parameters α, β and eR. The coefficient function fA of the attraction
force (2.3) is given by
fApdq “ ´γ|d| expp´eA|d|q (2.9)
for d P R2 and nonnegative constants γ and eA. For the case that the total force (2.1) exhibits
short-range repulsion and long-range attraction along l, we choose the parameters as follows:
α “ 270, β “ 0.1, γ “ 35, eA “ 95, eR “ 100, χ P r0, 1s. (2.10)
The coefficient functions (2.8) and (2.9) for the repulsion and attraction forces (2.2) and (2.3)
in the Kücken-Champod model (1.4) are plotted in Figure 1a for the parameters in (2.10) and
one can easily check that they satisfy Assumption 2.2. If not stated otherwise, we consider the
parameter values in (2.10) for the force coefficient functions (2.8) and (2.9) in the sequel. The
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interaction forces between two particles with distance vectors d “ |d|l and d “ |d|s are given by
ppfR` fAq ¨ idql and ppfR`χfAq ¨ idqs, respectively, and are shown in Figure 1b for χ “ 0.2, while
the corresponding coefficient functions are illustrated in Figure 1a. For the choice of parameters in
(2.10) repulsion dominates for short distances along l to prevent the collision of particles. Besides,
the total force exhibits long-range attraction along l whose absolute value decreases with the
distance between particles. Along s the particles are always repulsive for χ “ 0.2, independent of
the distance, though the repulsion force gets weaker for longer distances.
(a) Force coefficients fR and fA (b) Total force coefficients along l and s
Figure 1. Coefficients fR in (2.8) and fA in (2.9) of repulsion force (2.2) and attraction force
(2.3), respectively, as well as the total interaction force along l and s for χ “ 0.2 (i.e. pfA`fRq¨id
and p0.2fA`fRq¨id, respectively) and its coefficients (i.e. fA`fR and 0.2fA`fR) for parameter
values in (2.10)
3. Analysis of the model
We analyze the equilibria of the mean-field PDE (2.7) in terms of the parameter χ P r0, 1s for
the general formulation of the model, i.e. the total force is given by (2.1) where the repulsion and
the attraction forces are of the form (2.2) and (2.3), respectively.
3.1. Interpretation of the total force. The alignment of the attraction force (2.3) and thus
the pattern formation strongly depend on the choice of the parameter χ P r0, 1s. For χ “ 1 the
total force F in (2.1) can be derived from a radially symmetric potential and the mean-field PDE
(2.7) reduces to the isotropic interaction equations (1.3). In particular, the solution to (2.7) is
radially symmetric for χ “ 1 for radially symmetric initial data [9].
For χ P r0, 1q the attraction force FA of the form (2.3) is not conservative by Remark 2.3 and can
be written as the sum of a conservative and a non-conservative force, given by FA “ FA,1 ` FA,2
with
FA,1pdq “ fAp|d|qd
and
FA,2pdpxj , xkq, T pxjqq “ fAp|d|qpT pxjq ´ Iqd “ fAp|d|q pχ´ 1q pspxjq ¨ dq spxjq,
where d “ dpxj , xkq “ xj ´ xk and I denotes the two-dimensional identity matrix. In particular,
FA,1 does not depend on χ and is equal to the attraction force in (2.3) with χ “ 1. Since the
coefficient function fApχ´ 1q of FA,2 is nonnegative, FA,2 is a repulsion force aligned along spxjq
and leads to an additional advection along spxjq compared to the case χ “ 1. This repulsion force
along spxjq is the larger, the smaller χ. In particular, for the force coefficients fA and fR in the
Kücken-Champod model (1.4), given by (2.9) and (2.8) with parameters in (2.10), the total force
along s is purely repulsive for χ sufficiently small as illustrated in Figure 2.
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For the spatially homogeneous tensor field T “ χsb s` l b l with l “ p1, 0q and s “ p0, 1q the
solution is stretched along the vertical axis for χ ă 1. The smaller the value of χ, the larger the
repulsion force and the more the solution is stretched along the vertical axis. For χ sufficiently
small stretching along the entire vertical axis is possible for solutions to the Kücken-Champod
model (1.4) because of purely repulsive forces along s.
(a) Along l (b) Along s
Figure 2. Total force along l and s (i.e. pfA ` fRq ¨ id and pχfA ` fRq ¨ id for coefficients fA
in (2.9) and fR in (2.8) of the attraction and the repulsion force for parameter values in (2.10),
respectively) for different values of χ
3.2. Impact of spatially homogeneous tensor fields. Let χ P r0, 1s and consider the spatially
homogeneous tensor field T “ χs b s ` l b l with l “ p1, 0q and s “ p0, 1q. The solution of the
particle model (1.4) for any spatially homogeneous tensor field T˜ is a coordinate transform of the
solution of the particle model (1.4) for the tensor field T . Similarly, for the analysis of equilibria
of the microscopic model (1.4) for T˜ it is sufficient to study the equilibria of (1.4) for T . For a
similar statement for the mean-field PDE (2.7) we define the concept of an equilibrium state.
Definition 3.1 (Equilibrium state of (2.7)) A Borel probability measure µ P PpR2q is said to be
an equilibrium state of the mean-field PDE (2.7) if
K P L1loc pdµq and K “ 0 on supppµq µ-a.e. (3.1)
where K “ F p¨, T q ˚ µ µ-a.e.
An equilibrium state of the mean-field equation (2.7) for any spatially homogeneous tensor field
T˜ is the coordinate transform of an equilibrium state to the mean-field equation (2.7) for the
tensor field T . For detailed computations see Appendix A.
3.3. Existence of equilibria. Based on the discussion on the action of the total force in Sec-
tion 3.1 possible shapes of equilibria of the mean-field PDE (2.7) depend on the choice of the
parameter χ P r0, 1s. To analyze the equilibria of the mean-field PDE (2.7) in two dimensions for
any spatially homogeneous tensor field, it is sufficient to consider the tensor field T “ χsbs` lb l
with l “ p1, 0q and s “ p0, 1q in the sequel as outlined in Section 3.2. Note that the forces along l
are assumed to be repulsive-attractive, while the forces along s depend significantly on the choice
of χ and may be repulsive, repulsive-attractive-repulsive or repulsive-attractive. Further note that
the forces only depend on the distance vector for spatially homogeneous tensor fields. To simplify
the analysis, we make the following assumption on F in addition to Assumption 2.2 in this section:
Assumption 3.2 We assume that F is strictly decreasing along l and s on the interval r0, des for
some de ą da where da is defined in Assumption 2.2. In particular, there exits de ą da such that
χfA ` fR is strictly decreasing on r0, des for all χ P r0, 1s.
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3.3.1. Ellipse pattern. Solutions to the the mean-field PDE (2.7) for T “ χs b s ` l b l with
l “ p1, 0q and s “ p0, 1q are stretched along the vertical axis by the discussion in Section 3.1. This
motivates us to consider an ellipse whose major axis is parallel to the vertical axis. Because of the
spatial homogeneity of the tensor field it is sufficient to restrict ourselves to probability measures
with center of mass p0, 0q.
Definition 3.3 Let R ą 0 and let r ě 0. The ellipse state whose minor and major axis are
of lengths R and R ` r, respectively, is the probability measure which is uniformly distributed on
tx “ px1, x2q P R2 : x1 “ R cosφ, x2 “ pR ` rq sinφu. We denote this probability measure by
δpR,rq.
First, we restrict ourselves to nontrivial ring states δpR,0q of radius R ą 0, i.e. we consider the
special case of ellipse states where r “ 0. The existence of ring equilibria for repulsive-attractive
potentials that do not decay faster than 1{d2 as dÑ8 has already been discussed in [4]. However,
the force coefficients (2.8) and (2.9) in the Kücken-Champod model [51] decay exponentially fast
as d Ñ 8. Besides, a repulsive-attractive potential exists for χ “ 1 only by Remark 2.3. To
analyze the ring equilibria we distinguish between the two cases χ “ 1 and χ P r0, 1q, starting
with the case χ “ 1.
Lemma 3.4 Let χ “ 1. The probability measure δpR,0q is a nontrivial ring equilibrium to (2.7)
for radius R ą 0 if and only ifż pi
0
pfA ` fRq
ˆ
R
b
p1´ cosφq2 ` sin2 φ
˙
p1´ cosφqdφ “ 0. (3.2)
Proof. By Definition 3.1 and by symmetry it suffices to show for χ “ 1 that there exists R ą 0
such that
pF p¨, T q ˚ δpR,0qqppR, 0qq “
ż 2pi
0
F pRp1´ cosφ,´ sinφq, T qR dφ “ 0
for nontrivial ring equilibria. A change of variables yieldsż 2pi
pi
F pRp1´ cosφ,´ sinφq, T qR dφ “
ż pi
0
F pRp1´ cosφ, sinφq, T qR dφ.
Hence, by using the simplified form of F pd, T q “ pfA ` fRqp|d|qd for χ “ 1 this implies that it is
sufficient to show the existence of R ą 0 such that
R2
ż pi
0
pfA ` fRq
ˆ
R
b
p1´ cosφq2 ` sin2 φ
˙
p1´ cosφqdφ “ 0.
Since we are interested in nontrivial ring equilibria with radius R ą 0 the condition finally reduces
to (3.2). 
Proposition 3.5 Let χ “ 1. There exists at most one radius R¯ P p0, de2 s such that the ring state
δpR¯,0q of radius R¯ is a nontrivial equilibrium to the mean-field PDE (2.7). Ifż pi
0
pfA ` fRq
ˆ
de
2
b
p1´ cosφq2 ` sin2 φ
˙
p1´ cosφqdφ ă 0 (3.3)
there exists a unique R¯ P pda2 , de2 s such that the ring state δpR¯,0q of radius R¯ is a nontrivial
equilibrium.
Proof. Consider the left-hand side of (3.2) as a function of R denoted by GpRq. By deriving GpRq
with respect to R and using Assumption 3.2 one can easily see that GpRq is strictly decreasing as
a function of R on r0, de2 s. Note that Gp0q ą 0, GpRq ą 0 for R ď da2 and fA, fR are continuous
by Assumption 2.2 on the total force. Since (3.3) is equivalent to Gpde2 q ă 0 this concludes the
proof. 
One can easily check that (3.3) is satisfied for the force coefficients (2.8) and (2.9) in the Kücken-
Champod model (1.4) with parameter values in (2.10) if de is the argument of the minimum of
fA ` fR, see Assumption 3.2. In particular, this implies that there exists a unique nontrivial
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ring equilibrium of radius R P pda2 , de2 s to the mean-field PDE (2.7) for the forces in the Kücken-
Champod model for χ “ 1.
The case χ P r0, 1q can be analyzed similarly as the one for χ “ 1 for ring patterns except that
some of the symmetry arguments do not hold.
Proposition 3.6 Let χ P r0, 1q. There exists no R P p0, de2 s such that the ring state δpR,0q is an
equilibrium to the mean-field PDE (2.7).
Proof. For χ “ 1, pF p¨, T q ˚ δpR,0qqppR, 0qq “ 0 is equivalent to (3.2) by Lemma 3.4, based on the
property pF p¨, T q ˚ δpR,0qqppR, 0qq ¨ s “ 0. Since
F pd, T q “ fAp|d|qpd1, χd2q ` fRp|d|qd
where d “ pd1, d2q, (3.2) also has to be satisfied for χ P r0, 1q. Similarly as in the proof of
Lemma 3.4 one can show that
pF p¨, T q ˚ δpR,0qqpp0, Rqq “
ż 2pi
0
F pRp´ cosφ, 1´ sinφq, T qR dφ “ 0
is equivalent to ż 3pi{2
pi{2
pχfA ` fRq
´
R
a
cos2 φ` p1´ sinφq2
¯
p1´ sinφqdφ “ 0 (3.4)
for R ą 0. Note that (3.2) is equivalent to (3.4) for χ “ 1 by symmetry so that the equilibrium
of radius R P p0, de2 s from Proposition 3.5 satisfies (3.2) and (3.4) simultaneously for χ “ 1.
However, (3.2) and (3.4) are not satisfied simultaneously for any R P p0, d22 s and any χ P r0, 1q
which concludes the proof. 
Next, we analyze the ellipse pattern.
Corollary 3.7 Let χ P r0, 1s be given and define
w1pφ,R, rq “
b
R2p1´ cosφq2 ` pR` rq2 sin2 φ, w2pφ,R, rq “
b
R2 sin2 φ` pR` rq2 cos2 φ.
Then, necessary conditions for a stationary ellipse state δpR,rq where R, r ě 0 are given byż pi
0
pfA ` fRq pw1pφ,R, rqqR p1´ cosφqw2pφ,R, rqdφ “ 0 (3.5)
and ż 3pi{2
pi{2
pχfA ` fRq pw3pφ,R, rqq pR` rq p1´ sinφqw2pφ,R, rqdφ “ 0 (3.6)
where w3pφ,R, rq “
a
R2 cos2 φ` pR` rq2p1´ sinφq2.
Proof. For ellipse equilibria we require pF p¨, T q ˚ δpR,rqqppR, 0qq “ 0 implyingż 2pi
0
F ppRp1´ cosφq,´pR` rq sinφq, T q
b
R2 sin2 φ` pR` rq2 cos2 φ dφ “ 0.
Since e2 ¨ pF p¨, T q ˚ δpR,rqqppR, 0qq “ 0 by symmetry for any χ P r0, 1q where e2 “ p0, 1q and
F pd, T q “ pfAp|d|q ` fRp|d|qq
ˆ
1 0
0 χ
˙
d
this implies that it is sufficient to require (3.5) where
w2pφ,R, rq “
b
R2 sin2 φ` pR` rq2 cos2 φ.
Similarly,
pF p¨, T q ˚ δpR,rqqpp0, R` rqq “ C
ż 2pi
0
F pp´R cosφ, pR` rqp1´ sinφqq, T qw2pφ,R, rqdφ “ 0
for a normalization constant C reduces to the necessary condition (3.6). 
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In the sequel, we denote the left-hand side of (3.5) by GpR, rq.
Assumption 3.8 Given r P r0, deq we assume that there exists Rint P p0, Req such that
d
dR
GpR, rq ą 0 for R P p0, Rintq and d
dR
GpR, rq ă 0 for R P pRint, Req .
Remark 3.9 Since Gp0, rq “ 0 and Assumption 3.8 implies that for r P r0, deq given we have
GpR, rq ą 0 for all R P p0, Rintq. Besides, the uniqueness of stationary ellipse states δpR,rq for
r P r0, deq given is guaranteed by Assumption 3.8.
We have the following existence result for nontrivial ellipse states, including rings for R ą 0
and r “ 0.
Corollary 3.10 Let r P r0, deq and let Re ą 0 such that
w1pφ,R, rq ď de for all φ P r0, pis, R P r0, Res (3.7)
is satisfied and assume thatż pi
0
pfA ` fRq pw1pφ,R, rqq p1´ cosφq
`
R2e `Rer cos2 φ
˘
dφ ă 0. (3.8)
holds. Further define
G1pR, rq “
ż pi
0
pfA ` fRq pw1pφ,R, rqq p1´ cosφqdφ
and
G2pR, rq “
ż pi
0
pfA ` fRq pw1pφ,R, rqq p1´ cosφq cos2 φdφ.
If r satisfies
min tG1p0, rq, G2p0, rqu ą 0 (3.9)
there exists an R P p0, Req such that the necessary condition (3.5) for a nontrivial stationary ellipse
state δpR,rq to the mean-field PDE (2.7) are satisfied. For r satisfying
max tG1p0, rq, G2p0, rqu ă 0 (3.10)
there exists no R P p0, Req such that the ellipse δpR,rq is an equilibrium to the mean-field PDE (2.7)
and the trivial ellipse state δp0,rq is the only equilibrium. If, for r P r0, deq given, Assumption 3.8
is satisfied, then there exists a unique R P pRint, Req such that the necessary condition (3.5) for a
nontrivial stationary ellipse state δpR,rq is satisfied.
Remark 3.11 Condition (3.7) is related to the assumption that fA ` fR is strictly decreasing on
r0, des in Assumption (3.7). Condition (3.8) can be interpreted as the long-range attraction forces
being larger than the short-range repulsion forces. Besides, given r P r0, deq condition (3.10) can be
interpreted as the attractive forces being too strong for the existence of a stationary ellipse patterns
δp0,rq and hence for any stationary ellipse pattern δpR,rq for R ě 0 because the forces are attractive
for R sufficiently large. Condition (3.9) implies that the forces are too repulsive along the vertical
axis for a stationary ellipse state δp0,rq, but as R increases the forces become more attractive which
may result in stationary ellipse state δpR,rq for R ą 0. Assumption 3.8 relaxes condition (3.9), but
requires additionally that Gp¨, rq first increases and then decreases to guarantee the uniqueness of a
stationary ellipse pattern. In Figure 3a the function G is evaluated for certain values of r P r0, deq
for the forces in the Kücken-Champod model (1.4) and one can clearly see that Assumption 3.8 is
satisfied and there exists a unique zero R ą 0, as stated in Corollary 3.10.
Proof. Let r P p0, deq be given. Note that the left-hand side of (3.7) is equal to w1pφ,R, rq for
all φ P r0, pis and w1pφ,R, rq P r0,maxt2R,R ` rus for all φ P r0, pis. Since fA ` fR is strictly
decreasing on r0, des by Assumption 3.2 we only consider R ě 0 such that w1pφ,R, rq P r0, des for
all φ P r0, pis. Clearly, there exists Re ą 0 such that (3.7) is satisfied.
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Since w2 pφ,R, rq „ R` r cos2 φ we approximate (3.5) byż pi
0
pfA ` fRq pw1pφ,R, rqq p1´ cosφq
`
R2 `Rr cos2 φ˘dφ “ 0 (3.11)
Note that pfA ` fRq pw1pφ,R, rqq p1´ cosφq for φ P p0, piq is strictly decreasing as a function of
R because fA ` fR is a strictly decreasing function by Assumption 3.2 and w1pφ,R, rq is strictly
increasing in R for φ P p0, piq fixed. Hence, G1pR, rq is strictly decreasing in R and has a unique
zero R1 P r0, Res, provided r ě 0 satisfies G1p0, rq ą 0 and (3.8). Similarly, one can argue
that G2pR, rq is strictly decreasing in R and has a unique zero R2 P r0, Res if r ě 0 such that
G2p0, rq ą 0 and (3.8) are satisfied. The left-hand side of (3.11) is the rescaled sum of G1 and G2
where id2 ¨ G1p¨, rq as a function of R is nonnegative on r0, R1s and negative on pR1, Res, while
id ¨ rG2p¨, rq as a function of R is nonnegative on r0, R2s and negative on pR2, Res. In particular,
the left-hand side of (3.11) has a zero R P rmintR1, R2u,maxtR1, R2us on p0, Req if r ě 0 satisfies
(3.9) and (3.8), while there exists no zero on p0, Req if r ě 0 satisfies (3.10). If Assumption 3.8
is satisfied, then Gp¨, rq with r P r0, deq given has a zero at R “ 0 and at an R P p0, deq because
Gp¨, rq ą 0 on p0, Rintq, Gp¨, rq strictly decreasing on pRint, Req and GpRe, rq ă 0 by (3.8). This
concludes the proof.

Since the equilibrium condition (3.5) for trivial ellipse states with R “ 0 is clearly satisfied for
all r ě 0 we rewrite GpR, rq “ RgpR, rq for a smooth function g and require gp0, rq “ 0. Since we
are interested in nontrivial states, i.e. r ą 0, we define
g¯prq “
ż pi
0
pfA ` fRq pr| sinφ|q p1´ cosφq | cosφ|dφ “ 0
and and it is sufficient to require g¯prq “ 0 for an r ą 0. Note that g¯prq ą 0 for all r P p0, das since
fA`fR is repulsive on r0, das. Assuming that g¯pdeq ă 0 which is a natural condition for long-range
attraction forces being stronger than short-range repulsive forces there exists a unique r¯ P p0, deq
such that g¯pr¯q “ 0 because g¯ strictly decreases on p0, deq. Besides, the necessary condition (3.6)
reduces to ż 3pi{2
pi{2
pχfA ` fRq pr¯|1´ sinφ|q p1´ sinφq | cosφ| dφ “ 0.
Since fA ď 0 and fR ě 0 by the definition of the attractive and repulsive force, cf. Assumption 2.2,
there exists a unique χ¯ P p0, 1q such that condition (3.6) is satisfied, given by
χ¯ “ ´
ş3pi{2
pi{2 fR pr¯|1´ sinφ|q p1´ sinφq | cosφ| dφş3pi{2
pi{2 fA pr¯|1´ sinφ|q p1´ sinφq | cosφ|dφ
ą 0. (3.12)
Note that χ¯ ă 1 by the assumption that the long-range attraction forces are stronger than the
short-range repulsive forces. In summary, we have the following result.
Lemma 3.12 There exists a unique r¯ P p0, deq such that the necessary condition (3.5) for a
stationary ellipse state δp0,r¯q with g¯pr¯q “ 0 is satisfied. In this case, the second necessary condition
(3.6) is satisfied for a unique χ¯ P r0, 1s, defined by (3.12).
Assumption 3.13 Assume that
(1) If GpR˜, r˜q “ 0 for R˜ ą 0, r˜ ě 0, then GpR˜, rq ă 0.
(2) There exists R ą 0 such that GpR, 0q ă 0.
(3) For all R ą 0 there exists r ě 0 such that GpR, rq ă 0.
Remark 3.14 Note that (1) in Assumption 3.13 implies that if the equilibrium condition for an
ellipse state is satisfied for a specific tuple pR˜, r˜q, then the forces are too attractive for any ellipse
state pR˜, rq with longer major axis R˜ ` r ě R˜ ` r˜ for r ě r˜. Condition (2) in Assumption 3.13
together with Assumption 3.8 implies the existence of a ring equilibrium. Besides, (3) in Assump-
tion 3.13 states that for an ellipse state with a minor axis of length R ą 0 one can choose the
major axis R ` r sufficiently long so that the given forces are too attractive for the ellipse state
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δpR,rq to be stationary. Note that one can easily check that these assumptions are satisfied for the
forces in the Kücken-Champod model with parameters in (2.10).
Proposition 3.15 Let 0 ď r1 ă r2 ă de and let R1, R2 ě 0 such that
w1pφ,R, rq ď de for all φ P r0, pis, R P r0,maxtR1, R2us
and the necessary condition (3.5) for δpR1,r1q and δpR2,r2q being stationary ellipse states are sat-
isfied. Suppose that Assumption 3.13 and Assumption 3.8 hold. Then, R1 ă R2, i.e. the longer
the major axis of the stationary ellipse state, the shorter the minor axis. Besides, there exists
a continuous function qptq “ pRptq, rptqq for t P r0, 1s where Rptq is strictly decreasing, rptq is
strictly increasing, qp0q “ p0, r¯q for the pseudo-ellipse state δp0,r¯q with r¯ ą 0 in Lemma 3.12 and
qp1q “ pR¯, 0q for the unique ring state of radius R¯ in Proposition 3.5.
Proof. Note that Gp0, rq “ 0 for all r ě 0. Further note that pfA ` fRqp0q ą 0 since F is a short-
range repulsive, long-range attractive force by Assumption 2.2, implying that for all R P p0, da{4s
and all r P r0, da{4s we have GpR, rq ą 0. By continuity and since GpR, 0q ă 0 for some R ą 0
there exists R˜ ą 0 such that GpR˜, 0q “ 0. Besides, Assumption 3.13 implies that GpR˜, rq ă 0 for
all r ą 0. In particular, GpR˜, r1q ă 0 and GpR˜, r2q ă 0 for r2 ą r1 ą 0 implies together with
Assumption 3.8 that there exists a unique R˜1 P r0, R˜q such that GpR˜1, r1q “ 0 which implies that
GpR˜1, r2q ă 0 and that there exists R˜2 P r0, R˜1q such that GpR˜2, r2q “ 0. 
In Figure 3b the tuples pR, rq are plotted such that the necessary condition (3.5) for ellipse
equilibria is satisfied. In particular, these tuples pR, rq can be determined independently from χ
from (3.5).
Corollary 3.16 Let HpR, r, χq denote the left-hand side of (3.6) and assume that Hpq1, q2, 1q is
strictly increasing where the function qptq “ pq1ptq, q2ptqq, t P r0, 1s, is defined in Proposition 3.15.
For every tuple pR, rq with R, r ě 0 such that the condition (3.5) is satisfied there exists a unique
χ P r0, 1s so that (3.6) is also satisfied. If additionally Hpq1, q2, χq for all χ P rχ¯, 1s then there
exists a unique tuple pR, rq such that the corresponding ellipse pattern δpR,rq is an equilibrium for
any given χ P rχ¯, 1s. In particular, there exists a continuous, strictly increasing function p “ pptq
for t P r0, 1s with pp0q “ χ¯ and pp1q “ 1 such that for t P r0, 1s given the ellipse state δpq1ptq,q2ptqq
is stationary for a unique value of the parameter χ “ pptq. In other words, the smaller the value
of χ P rχ¯, 1s the longer the major and the shorter the minor axis for ellipse equilibria, i.e. the
smaller the value of χ the more the ellipse is stretched along the vertical axis.
Proof. Note that (3.6) can be rewritten asż pi
0
pχfA ` fRq pw3pφ` pi{2, R, rqq pR` rq p1´ cosφqw2pφ` pi{2, R, rqdφ “ 0 (3.13)
where
w3pφ` pi{2, R, rq “
b
R2 sin2 φ` pR` rq2p1´ cosφq2.
In particular, (3.13) is equal to (3.5) for χ “ 1 and r “ 0, i.e. Hpq1p1q, q2p1q, 1q “ 0. However,
for any tuple pR, rq with r ą 0 satisfying (3.5) we have HpR, r, 1q ă 0 since Hpq1, q2, 1q is strictly
increasing on r0, 1s and Hpq1p1q, q2p1q, 1q “ 0. Besides, Hpq1, q2, 0q ą 0 on r0, 1s since by the
definition of the repulsive force coefficient in Assumption 2.2 we have 1 ´ cosφ ě 0 on r0, pis,
fR ě 0 and w2 ě 0. Since Hpq1ptq, q2ptq, ¨q is strictly decreasing as a function of χ for any t P r0, 1s
fixed by the properties of the attractive force coefficient in Assumption 2.2 for each t P r0, 1s there
exists a unique χ P r0, 1s by continuity of H such that the tuple qptq “ pq1ptq, q2ptqq satisfies
condition (3.6).
To show that for any χ P rχ¯, 1s there exists a unique tuple pR, rq such that δpR,rq is a stationary
ellipse state note that HpR¯, 0, 1q “ 0 by the definition of R¯ in Proposition 3.5 and HpR¯, 0, χq ą 0
for χ P p0, 1s since HpR¯, 0, ¨q strictly decreasing. Similarly, Hp0, r¯, χ¯q “ 0 and Hp0, r¯, χq ă 0 for
all χ P pχ¯, 1s. Since Hpq1, q2, χq is strictly increasing for any χ P rχ¯, 1s by assumption the function
Hpq1, q2, χq for χ P rχ¯, 1s fixed has a unique zero, i.e. there exists a unique tuple pR, rq such that
δpR,rq is a stationary ellipse state. Besides, if δpR1,r1q and δpR2,r2q are stationary ellipse states with
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R1 ă R2 and r1 ą r2 for χ1, χ2 P rχ¯, 1s, respectively, then χ1 ă χ2 since there exist t1, t2 P r0, 1s
with t1 ă t2 such that qpt1q “ pR1, r1q and qpt2q “ pR2, r2q and Hpq1, q2, χq strictly increasing for
any χ P rχ¯, 1s. 
In Figure 3c the functional Hpq1, q2, χq is evaluated for different values of χ and one can see
that for every χ there exists a unique tuple pR, rq such that the equilibrium condition (3.6) is
satisfied. The eccentricity e “a1´ pR{pR` rqq2 of the ellipse is illustrated as a function of χ in
Figure 3d and one can see how the eccentricity increases as χ decreases which corresponds to the
evolution of the ring pattern into a stationary ellipse pattern whose minor axis becomes shorter
and whose major axis becomes longer as χ decreases, proven in Corollary 3.16.
(a) Evaluation of LHS of (3.5) (b) Tuples pR, rq
(c) Evaluation of LHS of (3.6) (d) e “ epχq
Figure 3. Tuples pR, rq for stationary ellipse patterns to the mean-field equation (2.7) satisfying
equilibrium conditions (3.5) and (3.6) for different values of χ and eccentricity e as a function
of χ for the forces in the Kücken-Champod model for parameter values in (2.10)
3.3.2. Stripe pattern. Based on the discussion in Section 3.1 for the tensor field T “ χsbs` lb l
with l “ p1, 0q and s “ p0, 1q, we consider different shapes of vertical stripe patterns in R2 and
discuss whether they are equilibria.
Definition 3.17 Let the center of mass be denoted by xc “ pxc,1, xc,2q P R2. Then we define the
measure δpxc,1,¨q by
δpxc,1,¨qpAq “ λ pAX ptxc,1u ˆ Rqq
for all measurable sets A Ă R2 where λ denotes the one-dimensional Lebesgue measure.
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The measure δpxc,1,¨q is a locally finite measure, but not a probability measures and satisfies
condition (3.1) for equilibria of the mean-field PDE (2.7) for any force satisfying Assumption 2.2
and any χ P r0, 1s since F px´x1, T q “ ´F p´px´x1q, T q for all x, x1 P R2. Note that fully repulsive
forces along the vertical axis are necessary for the occurrence of stable stripe patterns δpxc,1,¨q.
Further note that as χ decreases the attraction forces disappear along the vertical direction and
the mass leaks to infinity driven by purely repulsive forces along the vertical axis so that δpxc,1,¨q
cannot be the limit of an ellipse pattern. Hence, vertical lines are not stable equilibria with
Definition 3.1 for the Kücken-Champod model (1.4) posed in the plane.
To obtain measures concentrating on vertical lines as solutions to the Kücken-Champod model
(1.4) and to guarantee the conservation of mass under the variation of parameter χ, we consider the
associated probability measure on the two-dimensional unit torus T2 instead of the full space R2.
Another possibility to obtain measures concentrating on vertical lines as solutions is to consider
confinement forces, see [58].
Solutions to the mean-field PDE (2.7) satisfying condition (3.1) include measures which are
uniformly distributed on certain intervals along the vertical axis, i.e. on tx “ px1, x2q P R2 : x1 “
xc,1, x2 P ra, bsu for some constants a ă b, as well as measures which are uniformly distributed
on unions of distinct intervals. The former occur if the total force is repulsive-attractive so that
the attraction force restricts the stretching of the solution to certain subsets of the vertical axis.
The latter which look like dashed lines parallel to the vertical axis can be realized by repulsive-
attractive-repulsive forces, i.e. repulsive-attractive forces may lead to accumulations on subsets of
the vertical axis while the additional repulsion force acting on long distances is responsible for the
separation of the different subsets.
After considering these one-dimensional patterns, the question arises whether the corresponding
two-dimensional vertical stripe pattern of width ∆ satisfies the equilibrium condition (3.1) for any
∆ ą 0. Let ∆ ą 0 and consider the two-dimensional vertical stripe pattern of width ∆, given by
g∆pxq “ g∆px1, x2q “
#
1
∆ , x1 P
“
xc,1 ´ ∆2 , xc,1 ` ∆2
‰
,
0, otherwise.
We assume that g∆ satisfies the equilibrium condition (3.1) for the mean-field PDE (2.7), i.e.
g∆ pF ˚ g∆q “ 0, implyingż
rxc,1´∆2 ,xc,1`∆2 sˆR
F px´ x1, T qdx1 “ 0 for all x P
„
xc,1 ´ ∆
2
, xc,1 ` ∆
2

ˆ R.
By linear transformations this reduces toż
r´∆2 ,∆2 sˆR
F ppx1, 0q ´ x1, T qdx1 “ 0 for all x1 P
„
´∆
2
,
∆
2

.
Since F px´ x1, T pxqq “ ´F p´px´ x1q, T pxqq for all x, x1 P R2 we have
e1 ¨
ż
r´∆2 ,∆2 sˆR
F ppx1, 0q ´ x1, T qdx1 “ 0 for all x1 P
„
´∆
2
,
∆
2

and symmetry implies
e1 ¨
ż
rx1,∆´x1sˆR
F px1, T qdx1 “ 0 for all x1 P
„
0,
∆
2
˙
. (3.14)
Hence the equilibrium state can only occur for special choices of the interaction force F . In general,
(3.14) is not satisfied and thus g∆ is not an equilibrium state of the mean-field PDE.
4. Numerical methods and results
In this section, we investigate the long-time behavior of solutions to the Kücken-Champod
model (1.4) and the pattern formation process numerically and we discuss the numerical results by
comparing them to the analytical results of the model in Section 3. These numerical simulations
are necessary for getting a better understanding of the long-time behavior of solutions to the
Kücken-Champod model (1.4) and its stationary states. Since the mean-field limit shows that the
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particle method is convergent with a order given by N´1{2 lnp1`Nq [46, 47] it is sufficient to use
particle simulations instead of the mean-field solvers.
We consider the domain Ω “ T2 where T2 is the 2-dimensional unit torus that can be identified
with the unit square r0, 1q ˆ r0, 1q Ă R2 with periodic boundary conditions. To guarantee that
particles can only interact within a finite range we assume that they cannot interact with each
other if they are separated by a distance of at least 0.5 in each spatial direction, i.e. for i P t1, 2u
and all x P Ω we require that F px ´ x1, T pxqq ¨ ei “ 0 for |x ´ x1| ě 0.5 where ei denotes the
standard basis for the Euclidean plane. This property of the total interaction force F in (2.1) is
referred to as the minimum image criterion [42]. Note that the coefficient functions fR and fA
in (2.8) and (2.9) in the Kücken-Champod model (1.4) satisfy the minimum image criterion if a
spherical cutoff radius of length 0.5 is introduced for the repulsion and attraction forces.
Remark 4.1 (Minimum image criterion) The minimum image criterion is a natural condition for
large systems of interacting particles on a domain with periodic boundary conditions. In numerical
simulations, it is sufficient to record and propagate only the particles in the original simulation
box. Besides, the minimum image criterion guarantees that the size of the domain is large enough
compared to the range of the total force. In particular, non-physical artifacts due to periodic
boundary conditions are prevented.
4.1. Numerical methods. To solve the N particle ODE system (1.4) we consider periodic
boundary conditions and apply either the simple explicit Euler scheme or higher order methods
such as the Runge-Kutta-Dormand-Prince method, all resulting in very similar simulation results.
4.2. Numerical results. We show numerical results for the Kücken-Champod model (1.4) on
the domain Ω “ T 2 where the force coefficients are given by (2.8) and (2.9). In particular,
we investigate the patterns of the corresponding stationary solutions. Unless stated otherwise we
consider the parameter values in (2.10) and the spatially homogeneous tensor field T “ χsbs`lbl
with l “ p1, 0q and s “ p0, 1q. Besides, we assume that the initial condition is a Gaussian with
mean µ “ 0.5 and standard deviation σ “ 0.005 in each spatial direction.
4.2.1. Dependence on the initial distribution. The stationary solution to (1.4) for N “ 1200
particles is shown in Figure 4 for χ “ 0.2 and χ “ 0.7, respectively, for different initial data.
One can clearly see that the long-time behavior of the solution depends on the chosen initial
conditions and the choice of χ. As discussed in Section 3.1 the absence of attraction forces along
s “ p0, 1q for χ “ 0.2 leads to a solution stretched along the entire vertical axis and particles
in a neighborhood of these line patterns are attracted. For χ “ 0.7 the domain of attraction is
significantly smaller and the particles remain isolated or build small clusters if they are initially
too far apart from other particles. This results in many accumulations of smaller numbers of
particles for χ “ 0.7. Note that these accumulations have the shape of ellipses for χ “ 0.7
which is consistent with the analysis in Section 3, independent of the choice of the initial data.
Because of the significantly larger number of clusters for randomly uniformly distributed initial
data the resulting ellipse patterns consist of fewer particles compared to Gaussian initial data
with a small standard deviation. Since initial data spread over the entire simulation domain leads
to multiple copies of the patterns which occur for concentrated initial data, this motivates to
consider concentrated initial data for getting a better understanding of the patterns which can be
generated. In the sequel we restrict ourselves to concentrated initial data so that all particles can
initially interact with each other. Besides, it is sufficient to consider smaller numbers of particles
to get a better understanding of the formation of the stationary pattern to increase the speed of
convergence. Further note that for χ “ 0.2 and randomly uniformly distributed initial data the
convergence to the stationary solution, illustrated in Figure 5, is very slow which implies that
the fingerprint formation might also be slow. However, the Kücken-Champod model (1.4) is able
to generate very interesting patterns over time t, as shown in Figure 5. Besides, it is of interest
how the resulting patterns depend on the initial data and whether the ellipse pattern is stable
for χ “ 0.7. In Figure 6a we consider N “ 600 particles and Gaussian initial data with mean
µ “ 0.5 and standard deviation σ “ 0.005 in each spatial direction. Given the initial position of
the particles for the simulation in Figure 6a we perturb the initial position of each particle j by δZj
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where Zj is drawn from a bivariate standard normal distribution and δ P t0.0001, 0.001, 0.01, 0.1u.
The corresponding stationary patterns are illustrated in Figures 6b to 6e and one can clearly see
that the ellipse pattern is stable under small perturbations.
(a) χ “ 0.2 (b) χ “ 0.7 (c)
χ “ 0.7,
enlarged
(d)
χ “ 0.7,
enlarged
Randomly uniformly distributed
(e) χ “ 0.2 (f) χ “ 0.7 (g)
χ “ 0.7,
enlarged
(h)
χ “ 0.7,
enlarged
Gaussian with σ “ 0.05
Figure 4. Stationary solution to the Kücken-Champod model (1.4) for N “ 1200 and different
initial data for χ “ 0.2 (left) and χ “ 0.7 (right)
(a) t “ 0 (b) t “ 50000 (c) t “ 110000 (d) t “ 710000
Figure 5. Numerical solution to the Kücken-Champod model (1.4) for N “ 1200 and randomly
uniformly distributed initial data for χ “ 0.2 and different times t
4.2.2. Evolution of the pattern. In Figure 7, the numerical solution of the particle model (1.4) on
Ω “ T2 for N “ 1200 is shown for χ “ 0, χ “ 0.2 and χ “ 1.0 for different times t for Gaussian
initial data with mean µ “ 0.5 and standard deviation σ “ 0.005 in each spatial direction.
Compared to the initial data one can clearly see that the solution for χ “ 0 and χ “ 0.2,
respectively, is stretched along the vertical axis, i.e. along s “ p0, 1q, as time increases. This is
consistent with the observations in Section 3.1 since the forces along the vertical axis for χ “ 0
and χ “ 0.2 are purely repulsive. In contrast, the long-range attraction forces for χ “ 1 prohibit
stretching of the solution and the isotropic forces for χ “ 1 lead to ring as stationary solution whose
radius is approximately 0.0017. The different sizes of the stationary patterns are also illustrated in
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(a) δ “ 0 (b)
δ “
0.0001
(c)
δ “
0.001
(d) δ “ 0.01 (e) δ “ 0.1
Figure 6. Stationary solution to the Kücken-Champod model (1.4) for N “ 600 and Gaussian
initial data (µ “ 0.5, σ “ 0.005) in each spatial direction in Figure 6a and perturbation of the
initial position of each particle j by δZj where Zj is drawn from a bivariate standard normal
distribution and δ P t0.0001, 0.001, 0.01, 0.1u in Figures 6b to 6e
Figure 7 where the solutions for χ “ 0 and χ “ 0.2 are shown on the unit square, while a smaller
axis scale is considered for χ “ 1 because of the small radius of the ring for χ “ 1. Besides, the
convergence to the equilibrium state is very fast for χ “ 1 compared to χ “ 0 and χ “ 0.2.
(a) χ “ 0 (b) χ “ 0.2 (c) χ “ 1
Figure 7. Numerical solution to the Kücken-Champod model (1.4) for different times t and
different values of χ for N “ 1200 and Gaussian initial data (µ “ 0.5, σ “ 0.005) in each spatial
direction
4.2.3. Dependence on parameter χ. In this section we investigate the dependence of the equilibria
to (1.4) on the parameter χ which strongly influences the pattern formation. Given N “ 600
particles which are initially equiangular distributed on a circle with center p0.5, 0.5q and radius
0.005 the stationary solution to (1.4) is displayed for different values of χ in Figures 8 and 9.
Note that the same simulation results are shown in Figures 8 and 9 for different axis scales. In
Figure 8 one can see that the size of the pattern is significantly larger for small values of χ due to
stretching along the vertical axis (cf. Section 3). For small values of χ the stationary solution is
a 1D stripe pattern of equally distributed particles along the entire vertical axis, while for larger
values of χ the stationary solution can be a shorter vertical line or accumulations in the shape of
lines and ellipses. The stationary patterns for different values of χ are enlarged in Figure 9 by
considering different axis scales. As χ increases the stationary pattern evolves from a straight line
into a standing ellipse and finally into a ring for χ “ 1.0. Since the same particle numbers and
the same initial data, as well as the same parameters except for the parameter χ are considered in
these simulations, the different stationary patterns strongly depend on the choice of χ. Note that
the length of the minor axis of the ellipse increases as χ increases, while the length of the major
axis of the ellipse gets shorter. Further note that we have a continuous transition of the stationary
patterns as χ increases due to the smoothness of the forces and the continuous dependence of the
forces on parameter χ in the Kücken-Champod model (1.4).
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(a) χ “ 0.08 (b) χ “ 0.24 (c) χ “ 0.40 (d) χ “ 0.56 (e) χ “ 0.72
Figure 8. Comparison of the size of the stationary solution to the Kücken-Champod model
(1.4) for different values of χ where N “ 600 and the initial data is equiangular distributed on
a circle with center p0.5, 0.5q and radius 0.005
(a) χ “ 0.12 (b) χ “ 0.16 (c) χ “ 0.20 (d) χ “ 0.24 (e) χ “ 0.28
(f) χ “ 0.32 (g) χ “ 0.36 (h) χ “ 0.40 (i) χ “ 0.44 (j) χ “ 0.48
(k) χ “ 0.52 (l) χ “ 0.56 (m)
χ “
0.60
(n) χ “ 0.64 (o) χ “ 0.68
(p) χ “ 0.72 (q) χ “ 0.76 (r) χ “ 0.80 (s) χ “ 0.84 (t) χ “ 0.88
Figure 9. Stationary solution to the Kücken-Champod model (1.4) for different values of χ
where N “ 600 and the initial data is equiangular distributed on a circle with center p0.5, 0.5q
and radius 0.005
4.2.4. Dependence on parameter eR. In Figure 10 the stationary solution to (1.4) for N “ 1200
and χ “ 0.2 is shown for different values of eR where a ring of radius 0.005 with center p0.5, 0.5q is
chosen as initial data. One can clearly see that the size of accumulations increases for eR increasing
due to strong long-range repulsion forces for smaller values of eR. Besides, the stationary solution
is spread over the entire domain for smaller values of eR. The spreading of the solution along the
entire horizontal axis can be explained by the fact that for smaller values of eR the total force
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along l, i.e. along the horizontal axis, is no longer short-range repulsive and long-range attractive,
but short-range repulsive, medium-range attractive and long-range repulsive and the long-range
repulsion is the stronger the smaller the value of eR.
(a) eR “ 40 (b) eR “ 50 (c) eR “ 60 (d) eR “ 70 (e) eR “ 80
Figure 10. Stationary solution to the Kücken-Champod model (1.4) for χ “ 0.2 and different
values for eR
4.2.5. Dependence on the size of the attraction force. In this section, we assume that the total
force is given by F pd, T q “ δFApd, T q ` FRpdq for δ P r0, 1s for the spatially homogeneous tensor
field T “ χs b s ` l b l with l “ p1, 0q and s “ p0, 1q instead of (2.1). We consider N “ 600
particles which are initially equiangular distributed on a circle with center p0.5, 0.5q and radius
0.005 and we investigate the influence of the size of the attraction force FA on stationary patterns
by varying its coefficients. While the force is repulsive for small values of δ, resulting in a stationary
solution spread over the entire domain, stripe patterns and ring patterns for χ “ 0.2 and χ “ 1,
respectively, arise as stationary patterns as δ increases as shown in Figures 11. Note that the
radius of the stationary ring pattern decreases as δ increases due to an increasing attraction force.
(a) δ “ 0.1 (b) δ “ 0.3 (c) δ “ 0.5 (d) δ “ 0.7 (e) δ “ 0.9
(f) δ “ 0.1 (g) δ “ 0.3 (h) δ “ 0.5 (i) δ “ 0.7 (j) δ “ 0.9
Figure 11. Stationary solution to the Kücken-Champod model (1.4) for force F pd, T q “
δFApd, T q ` FRpdq for different values of δ (i.e. different sizes of the attraction force FA)
where χ “ 0.2 and χ “ 1 (for different axis scalings) in the first and second row, respectively,
where N “ 600 and the initial data is equiangular distributed on a circle with center p0.5, 0.5q
and radius 0.005
4.2.6. Dependence on the size of the repulsion force. In this section, we consider a force of the form
F pd, T q “ FApd, T q`δFRpdq for δ P r0, 1s for the spatially homogeneous tensor field T “ χsbs`lbl
with l “ p1, 0q and s “ p0, 1q instead of (2.1) and we consider N “ 600 particles which are initially
equiangular distributed on a circle with center p0.5, 0.5q and radius 0.005. The stationary solution
to (1.4) for χ “ 0.2 stretches along the vertical axis as δ increases due to an additional repulsive
force as illustrated in Figure 12. For χ “ 1, the radius of the ring pattern increases as δ, see
Figure 13.
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(a) δ “ 0.1 (b) δ “ 0.3 (c) δ “ 0.5 (d) δ “ 0.7 (e) δ “ 0.9
Figure 12. Stationary solution to the Kücken-Champod model (1.4) for χ “ 0.2 and force
F pd, T q “ FApd, T q ` δFRpdq for different values of δ (i.e. different sizes of the repulsion force
FR) where N “ 600 and the initial data is equiangular distributed on a circle with center
p0.5, 0.5q and radius 0.005
Figure 13. Stationary solution to the Kücken-Champod model (1.4) for χ “ 1 and force
F pd, T q “ FApd, T q ` δFRpdq for different values of δ (i.e. different sizes of the repulsion force
FR) where N “ 600 and the initial data is equiangular distributed on a circle with center
p0.5, 0.5q and radius 0.005
4.2.7. Dependence on the tensor field. In Figures 14 and 15 the numerical solution to the Kücken-
Champod model (1.4) for N “ 600, χ “ 0.2 and randomly uniformly distributed data is shown
for different non-homogeneous tensor fields T “ T pxq and different times t. Since s “ spxq and
l “ lpxq are assumed to be orthonormal vectors, the vector field s “ spxq and the parameter
χ determine the tensor field T “ T pxq. One can clearly see in Figure 14 that the particles are
aligned along the lines of smallest stress s “ spxq. However, these patterns are no equilibria. The
evolution of the numerical solution for different tensor fields is illustrated in Figure 15.
4.3. Discussion of the numerical results. In this section, we study the existence of equilibria
and their stability of the Kücken-Champod model (1.4) for the spatially homogeneous tensor field
T “ χsb s` l b l with l “ p1, 0q and s “ p0, 1q and compare them with the numerical results.
4.3.1. Ellipse. As outlined in Section 3.1 the anisotropic forces for χ P r0, 1q lead to an additional
advection along the vertical axis compared to the horizontal axis for the given tensor field T . Hence,
possible stationary ellipse patterns are stretched along the vertical axis for χ P r0, 1q. Besides, this
advection leads to accumulations within the ellipse pattern, i.e. the distances of the particles are
much longer along the vertical lines (e.g. at the left or right side of the ellipse) than along the
horizontal lines (e.g. at the top or bottom of the ellipse). As in Section 3.3 we denote the length
of the minor and major axis of the ellipse state by R and R` r, respectively.
First, we consider ring patterns of radius R ą 0. We identify R2 with C and consider the ansatz
x¯k “ x¯kpRq “ xc `R exp
ˆ
2piik
N
˙
, k “ 0, . . . , N ´ 1 (4.1)
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(a) Example 1 (b) Example 2
(c) Example 3 (d) Example 4
Figure 14. Different non-homogeneous tensor fields T “ T pxq given by s “ spxq (left) and
the numerical solution to the Kücken-Champod model (1.4) at time t “ 40000 for χ “ 0.2,
T “ T pxq and randomly uniformly distributed initial data (right)
(a) s “ spxq (b) t “ 40000 (c) t “ 200000 (d) t “ 400000
Example 5
(e) s “ spxq (f) t “ 40000 (g) t “ 200000 (h) t “ 400000
Example 6
Figure 15. Different non-homogeneous tensor fields T “ T pxq given by s “ spxq (left) and
the numerical solution to the Kücken-Champod model (1.4) at different times t for χ “ 0.2,
T “ T pxq, N “ 600 and randomly uniformly distributed initial data (right)
with center of mass xc, i.e. the particles are uniformly distributed on a ring of radius R with
center xc. The radius R ą 0 has to be determined such that the ansatz functions x¯j “ x¯jpRq
satisfy
Nÿ
k“1
k‰j
F px¯kpRq ´ x¯jpRq, T q “ 0 (4.2)
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for all j “ 0, . . . , N ´ 1. Denoting the left-hand side of (4.2) by GjpRq, then GjpRq is highly
nonlinear and zeros of Gj can only be determined numerically. By symmetry it is sufficient to
determine the zeros of G0 for χ “ 1. Since =G0pRq “ 0 for all R ą 0 by the definition of F
the condition simplifies to finding R ą 0 such that <G0pRq “ 0. Using Newton’s algorithm the
unique nontrivial zero of <G0 can be computed as R¯ « 0.0017 for the forces (2.8) and (2.9) in
the Kücken-Champod model (1.4) with parameter values from (2.10), N “ 600 and a fixed center
of mass xc. Hence, given xc (4.1) with radius R¯ is the unique ring equilibrium for χ “ 1 and R¯
coincides with the radius of the numerically obtained ring equilibrium in Section 4.2.2. Based
on a linearized stability analysis [64] one can show numerically that the ring pattern is stable for
χ “ 1 for the forces in the Kücken-Champod model for parameters in (2.10) and N “ 1200. Since
<Gj is independent of χ with unique zero R¯ and χfA ď 0, this implies that there exists no R ą 0
such that =GjpR¯q “ 0 for all j “ 0, . . . , N for any χ P r0, 1q, i.e. the ring solution (4.1) is no
equilibrium for χ P r0, 1q and any R ą 0. This is consistent with the analysis of the mean-field
PDE (2.7) in Section 3 and with the numerical results in Section 4.2.
For the general case of an ellipse where r ě 0 we identify R2 with C and regard the equiangular
ansatz
x¯k “ x¯kpr,Rq “ xc `R cos
ˆ
2pik
N
˙
` ipR` rq sin
ˆ
2pik
N
˙
, k “ 0, . . . , N ´ 1, (4.3)
where the distances of the particles are longer along vertical than along horizontal lines. An ellipse
equilibrium has to satisfy
Nÿ
k“1
k‰j
F px¯kpR, rq ´ x¯jpR, rq, T q “ 0 (4.4)
for all j “ 0, . . . , N ´ 1. Tuples pR, rq such that (4.3) is a possible equilibria to (1.4) can be
determined numerically from <G0pR, rq “ 0, where GjppR, rqq for j P t0, . . . , N ´ 1u denotes the
left-hand side of (4.4). For the force coefficients (2.8) and (2.9) in the Kücken-Champod model
for parameter values (2.10) and N “ 600, the condition in (4.4) implies that the larger r the
smaller R, i.e. as r increases the ring of radius R evolves into an ellipse whose major axis of length
2pR`rq gets longer and whose minor axis of length 2R gets shorter as r increases. The numerically
obtained tuples pR, rq are shown in Figure 16a. Besides, it follows from plugging the definition
of the total force for spatially homogeneous tensor fields into (4.4) that each tuple pR, rq can be
associated to an equilibrium for at most one value of χ. Further note that by Section 3.1 the
additional advection along the vertical axis is the stronger the smaller the value of χ, implying that
r increases as χ decreases. Hence, we can conclude that for a given value of χ there exists at most
one tuple pR, rq such that the ansatz (4.3) is an equilibrium to (1.4). This can also be justified
by evaluating =GN{4pR, rq as a function of radius pairs pR, rq for fixed values of χ for N “ 600
particles. The eccentricity e “ a1´ pR{pR` rqq2 of the stationary ellipse pattern as a function
of the parameter χ is shown in Figure 16b. Note that these observations are consistent with the
numerical results in Section 4.2. Further note that the shape of the relation between R and r as
well as the eccentricity curve in Figures 16a and 16b is similar to the ones in the continuous case,
shown in Figures 3b and 3d. However, there are small differences between the radius pairs for the
discrete and the continuous case which is due to the additional functional determinant that has
to be considered if the corresponding integrals in (3.5) and (3.6) are discretized.
4.3.2. Single straight vertical line. Because of the observations in Section 3.1 a natural choice for
line patterns are vertical lines. Identifying R2 with C results in the ansatz
x¯k “ xc ` i2k ´ 1
2N
, k “ 0, . . . , N ´ 1, (4.5)
for a single straight vertical line with the center of mass xc. One can easily see that ansatz
(4.5) defines an equilibrium of (1.4) for all values χ P r0, 1s where the minimum image criterion
is crucial to guarantee that (4.5) is an equilibrium for even values of N . Based on a linearized
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(a) Tuples pR, rq (b) e “ epχq
Figure 16. Tuples pR, rq for stationary ellipse patterns to (1.4) with ansatz (4.3) and eccentric-
ity e as a function of χ for N “ 600 and the forces in the Kücken-Champod model for parameter
values in (2.10)
stability analysis [64] one can show that (4.5) is a stable equilibrium of (1.4) for N “ 1200 for
χ P r0, 0.27s which is consistent with the numerical results in Section 4.2.
Acknowledgments
MB acknowledges support by ERC via Grant EU FP 7 - ERC Consolidator Grant 615216
LifeInverse and by the German Science Foundation DFG via EXC 1003 Cells in Motion Cluster of
Excellence, Münster, Germany. BD has been supported by the Leverhulme Trust research project
grant ‘Novel discretizations for higher-order nonlinear PDE’ (RPG-2015-69). LMK was supported
by the UK Engineering and Physical Sciences Research Council (EPSRC) grant EP/L016516/1.
CBS acknowledges support from Leverhulme Trust project on Breaking the non-convexity barrier,
EPSRC grant Nr. EP/M00483X/1, the EPSRC Centre Nr. EP/N014588/1 and the Cantab
Capital Institute for the Mathematics of Information. The authors would like to thank Carsten
Gottschlich and Stephan Huckemann for introducing them to the Kücken-Champod model and
for very useful discussions on the dynamics required for simulating fingerprints.
Appendix A. Detailed computations of Section 3.2
Let T˜ “ χs˜ b s˜ ` l˜ b l˜ denote a spatially homogeneous tensor field for orthonormal vectors
l˜, s˜ P R2. Given l “ p1, 0q, s “ p0, 1q and angle of rotation ϑ in (2.6), then T˜ “ RϑTRTϑ with
T “ χsb s` l b l and rotation matrix Rϑ in (2.6).
Let xj “ xjptq, j “ 1, . . . , N , denote the solution to the microscopic model (1.4) on R2 for the
tensor field T and define
x˜jptq “ xc `Rϑpxjptq ´ xcq, j “ 1, . . . , N
where xc denotes the center of mass. Then, x˜j “ x˜jptq, j “ 1, . . . , N , is a solution to the micro-
scopic model (1.4) on R2 for the tensor field T˜ . Besides, given an equilibrium x¯j , j “ 1, . . . , N ,
to (1.4) on R2 for the tensor field T , then
¯˜xj “ xc `Rϑpx¯j ´ xcq, j “ 1, . . . , N,
is an equilibrium to (1.4) on R2 for the tensor field T˜ .
We show that x˜j , j “ 1, . . . , N , solves (1.4) for the tensor field T˜ . Since xj , j “ 1, . . . , N,
solves (1.4) for the tensor field T , we have
dxj
dt
“
ÿ
k‰j
fAp|d|q rχ ps ¨ dq s` pl ¨ dq ls ` fRp|d|qd
PATTERN FORMATION OF A NONLOCAL, ANISOTROPIC INTERACTION MODEL 25
for all j “ 1, . . . , N where dpxj , xkq “ xj ´ xk. Note that x˜j ´ x˜k “ Rϑpxj ´ xkq and |x˜j ´ x˜k| “
|xj ´ xk|. Using (2.5) as well as the fact that Rϑ is an orthogonal matrix we get
χ ps˜ ¨ px˜j ´ x˜kqq s˜`
´
l˜ ¨ px˜j ´ x˜kq
¯
l˜ “ Rϑ rχ ps ¨ pxj ´ xkqq s` pl ¨ pxj ´ xkqq ls .
Setting d˜px˜j , x˜kq “ x˜j ´ x˜k this implies
dx˜j
dt
“
ÿ
k‰j
fA
´ˇˇˇ
d˜
ˇˇˇ¯ ”
χ
´
s˜ ¨ d˜
¯
s˜`
´
l˜ ¨ d˜
¯
l˜
ı
` fR
´ˇˇˇ
d˜
ˇˇˇ¯
d˜
for all j “ 1, . . . , N , i.e. x˜j , j “ 1, . . . , N , solves (1.4) for the tensor field T˜ . Similarly, one can
show that ¯˜xj is an equilibrium to (1.4) for the tensor field T˜ , given that x¯j , j “ 1, . . . , N , is an
equilibrium to (1.4) for the tensor field T .
We turn to equilibria of the mean-field equation (2.7) for spatially homogeneous tensor fields
now. Let ρ “ ρpdxq denote an equilibrium state to the mean-field PDE (2.7) on R2 for the tensor
field T and define
ρ˜pxq “ ρ `xc `R´1ϑ px´ xcq˘ a.e. (A.1)
where xc denotes the center of mass. Then, ρ˜ is an equilibrium state to (2.7) for the tensor field
T˜ .
To show this result note that for x P R2 we have
pF p¨, T q ˚ ρ˜q pxc `Rϑpx´ xcqq
“
ż
R2
F pxc `Rϑpx´ xcq ´
`
xc `Rϑpx´ x1cq
˘
, T˜ qρpdx1q
“
ż
R2
”
fRp|x´ x1|qRϑpx´ x1q
` fAp|x´ x1|q
”
χ
`
s˜ ¨ pRϑpx´ x1qq
˘
s˜`
´
l˜ ¨ pRϑpx´ x1qq
¯
l˜
ıı
ρpdx1q
“ Rϑ pF p¨, T q ˚ ρq pxq
where the first equality follows from (A.1) and the substitution rule. The definitions of the
repulsion and attraction forces in (2.2) and (2.3) are used in the second equality and (2.5) is
inserted in the third equality. Since x P supppρ˜q implies x P supppρpxc ` R´1ϑ p¨ ´ xcqqq and
pF p¨, T q ˚ ρ˜q pxq “ Rϑ pF p¨, T q ˚ ρq
`
xc `R´1ϑ px´ xcq
˘
, ρ˜ is an equilibrium state to (2.7) for the
tensor field T˜ provided that ρ is an equilibrium state to (2.7) for the tensor field T .
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