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Abstract
We study the Bipartite Unconstrained 0-1 Quadratic Programming Problem (BQP) which is a relaxation of the Un-
constrained 0-1 Quadratic Programming Problem (QP). Applications of the BQP include mining discrete patterns from
binary data, approximating matrices by rank-one binary matrices, computing cut-norm of a matrix, and solving opti-
mization problems such as maximum weight biclique, bipartite maximum weight cut, maximum weight induced subgraph
of a bipartite graph, etc. We propose several classes of heuristic approaches to solve the BQP and discuss a number of
construction algorithms, local search algorithms and their combinations. Results of extensive computational experiments
are reported to establish the practical performance of our algorithms. For this purpose, we propose several sets of test
instances based on various applications of the BQP. Our algorithms are compared with state-of-the-art heuristics for QP
which can also be used to solve BQP with reformulation. We also study theoretical properties of the neighborhoods and
algorithms. In particular, we establish complexity of all neighborhood search algorithms and establish tight worst-case
performance ratio for the greedy algorithm.
Keywords: heuristics, quadratic programming, 0-1 variables, approximation algorithms, neighborhoods, testbed, local
search
1. Introduction
The Unconstrained 0-1 Quadratic Programming Prob-
lem (QP) is to
maximize f(x) = xTQ′x+ c′x+ c′0
subject to x ∈ {0, 1}n,
where Q′ is an n× n real matrix, c′ is a row vector in Rn,
and c′0 is a constant. QP is a well-studied problem in the
operations research literature (Billionnet, 2004). The fo-
cus of this paper is on a problem closely related to the QP
called the Bipartite Unconstrained 0-1 Quadratic Program-
ming Problem (BQP) (Punnen et al., 2012). The BQP can
be defined as follows:
maximize f(x, y) = xTQy + cx+ dy + c0
subject to x ∈ {0, 1}m, y ∈ {0, 1}n,
whereQ = (qij) is anm×n real matrix, c = (c1, c2, . . . , cm)
is a row vector in Rm, d = (d1, d2, . . . , dn) is a row vector
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in Rn, and c0 is a constant. Without loss of generality,
we assume that m ≤ n and c0 = 0. In what follows, we
denote a BQP instance built on matrix Q, row vectors c
and d and c0 = 0 as BQP(Q, c, d), and (x, y) is a feasible
solution of the BQP if x ∈ {0, 1}m and y ∈ {0, 1}n. Also
xi stands for the ith component of the vector x and yj
stands for the jth component of the vector y.
By a simple transformation, the BQP can be formu-
lated as a QP of size m + n, see (Punnen et al., 2012).
Since any feasible solution of such a QP instance corre-
sponds to a feasible solution of the original BQP, both
exact and heuristic algorithms available to solve the QP
can be used directly to solve the BQP. However, solving
BQP instances by converting them into QP instances and
then applying QP solvers is rather inefficient; indeed, the
obtained QP instances are of larger size, and, further, QP
algorithms cannot exploit the special structure of the prob-
lem. Later in this paper, we discuss this assertion in detail,
supported by experimental results. Thus, in this paper we
focus on heuristics designed specifically for solving BQP
exploiting its special structure.
A graph theoretic interpretation of the BQP can be
given as follows (Punnen et al., 2012). Let I = {1, 2, . . . ,m}
and J = {1, 2, . . . , n}. Consider a bipartite graph G =
(I, J, E). For each node i ∈ I and j ∈ J , respective costs
ci and dj are prescribed. Further, for each (i, j) ∈ E, a
Preprint submitted to Elsevier
cost qij is given. Then the Maximum Weight Induced Sub-
graph Problem on G is to find a subgraph G′ = (I ′, J ′, E′)
such that
∑
i∈I′ ci+
∑
j∈J′ dj+
∑
(i,j)∈E′ qij is maximized,
where I ′ ⊆ I, J ′ ⊆ J and G′ is induced by I ′ ∪ J ′. The
Maximum Weight Induced Subgraph Problem on G is pre-
cisely the BQP, where qij = 0 if (i, j) /∈ E.
There are some other well known combinatorial opti-
mization problems that can be modelled as BQP. Consider
the bipartite graphG = (I, J, E) with wij being the weight
of the edge (i, j) ∈ E. Then theMaximum Weight Biclique
Problem (MWBP) (Ambu¨hl et al., 2011; Tan, 2008) is to
find a biclique in G of maximum total edge-weight. Define
qij =
{
wij if (i, j) ∈ E,
−M otherwise,
where M is a large positive number. Set c and d as zero
vectors. Then BQP(Q, c, d) solves the MWBP (Punnen et al.,
2012). This immediately shows that the BQP is NP-
hard and one can also establish some approximation hard-
ness results with appropriate assumptions (Ambu¨hl et al.,
2011; Tan, 2008). The MWBP has applications in data
mining, clustering and bioinformatics (Chang et al., 2012;
Tanay et al., 2002) which in turn become applications of
BQP.
Another application of BQP arises in approximating
a matrix by a rank-one binary matrix (Gillis and Glineur,
2011; Koyutu¨rk et al., 2005, 2006; Lu et al., 2011; Shen et al.,
2009). For example, let H = (hij) be a given m×n matrix
and we want to find anm×nmatrix A = (aij), where aij =
uivj and ui, vj ∈ {0, 1}, such that
∑m
i=1
∑n
j=1(hij−uivj)
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is minimized. The matrix A is called a rank one approx-
imation of H and can be identified by solving the BQP
with qij = 1 − 2hij , ci = 0 and dj = 0 for all i ∈ I
and j ∈ J . Binary matrix factorization is an important
topic in mining discrete patterns in binary data (Lu et al.,
2011; Shen et al., 2009). If ui and vj are required to be in
{−1, 1} then also the resulting factorization problem can
be formulated as a BQP.
The Maximum Cut Problem on a bipartite graph (Max-
Cut) can be formulated as a BQP (Punnen et al., 2012)
and this gives yet another application of the model. BQP
can also be used to find approximations to the cut-norm
of a matrix (Alon and Naor, 2006).
To the best of our knowledge, heuristic algorithms for
the BQP were never investigated thoroughly in the the
literature except some results on variations of block coor-
dinate descent type algorithm applied to BQP(Q,0m,0n),
where 0k is a zero vector in Rk. In this paper, we examine
BQP systematically from an algorithmic point of view. In
particular, we present very fast construction heuristics and
more involved improvement heuristics. We show that a
greedy type algorithm guarantees a 1m−1 - optimal solution
for BQP in polynomial time for m > 2. For m ≤ 2 the al-
gorithm is shown to produce an optimal solution. We also
introduce various new neighborhoods for BQP which can
be integrated into sophisticated search algorithms. The
power of these neighborhoods is examined experimentally
within a multi-start local search framework. It is shown
that a partitioning problem associated with one of our
neighborhoods is NP-hard. However, approximations to
this partitioning problem can be used effectively to de-
fine related neighborhoods that work well in practice. Our
experimental analysis provides additional insights into the
problem structure and properties various types of problem
instances. Further, our work provide a systematically de-
veloped test-bed that can be used as benchmark for future
research. Results of extensive experimental analysis are
also provided using our algorithms and these are compared
with the best known heuristic for solving QP (Wang et al.,
2012). This comparison confirms the need for developing
special purpose algorithms for BQP.
The paper is organized as follows. In Section 2, we
present several algorithms for quick construction of BQP
solutions. We also provide theoretical analysis on the
performance of the greedy algorithm. In Section 3, we
propose more advanced heuristic approaches to solve the
problem and establish theoretical properties of some of
our neighborhoods. We also provide efficient implemen-
tation details, data structures, and complexity analysis of
all our algorithms. Details of the testbed used in our ex-
perimental analysis is described in Section 4. Results of
extensive computational experiments using our algorithms
and comparison with one of the best-known heuristic for
QP (Wang et al., 2012) are presented in Section 5. Finally,
the concluding remarks are provided in Section 6.
2. Construction Heuristics
Let us start from a general observation. Assume that
for some i ∈ I both ci ≥ 0 and qij ≥ 0 for all j ∈ J . Then
the value of xi can be fixed to 1, and this will preserve
the optimal solutions. If ci ≤ 0 and qij ≤ 0 for all j ∈ J ,
then xi can be fixed to 0. Similar results can be obtained
for the yj variables. Thus, all the NP-hard instances have
mixed positive and negative values of qij and/or ci and dj .
Hence, the objective value of a feasible solution may
be either negative or positive. However, the optimal ob-
jective value is always non-negative since a trivial solution
(x, y) = (0m,0n) achieves f(x, y) = 0 for any problem in-
stance. A trivial solution can be used as a starting point
for an improvement heuristic. However, it is worth not-
ing that this solution may turn out to be a deep local
maximum for some local search neighborhoods and, thus,
should be used carefully.
In order to obtain several different starting points, one
can use random solutions. A random solution (x, y) is
obtained by choosing xi and yj randomly for each i and
j, respectively. Observe that the expected value E[f ] of a
random solution is
E[f ] = n1m1q +m1c+ n1d, (1)
where n1 and m1 are the expected numbers of 1’s in y
and x, respectively, and q, c and d are the averages of
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q, c and d. The values n1 and m1 can be calculated as
n1 = E[
∑
j∈J yj ] = n · p(yj = 1) and m1 = E[
∑
i∈I xi] =
m·p(xi = 1). Thus, if q < 0, c ≤ 0 and d ≤ 0, the expected
objective value E[f ] of a random solution will be negative.
An attempt to improve such a solution with a simple local
search will usually generate a trivial solution.
Thus, a better approach is to use the following con-
struction heuristic. Let positive(v) = v if v ≥ 0 and
positive(v) = 0 otherwise. Let w+i = ci+
∑
j∈J positive(qij).
Order the rows of the problem such that w+i ≥ w
+
i+1 for
i = 1, 2, . . . ,m − 1. On the ith iteration, choose the best
value of xi with the assumption that x1, x2, . . . , xi−1 are
fixed, xi+1 = xi+2 = . . . = xm = 0 and y is selected op-
timally. Note that the latter can be done efficiently since
an optimal value of y = y(x) given a fixed x is as fol-
lows (Punnen et al., 2012):
y(x)j =


1 if j ∈ J and
∑
i∈I
qijxi + dj > 0,
0 otherwise,
(2)
We call this algorithm Greedy and the solution produced
by the Greedy algorithm, a Greedy solution. Our imple-
mentation of the Greedy heuristic (see Algorithm 1) ter-
minates in O(mn) time.
Algorithm 1: The Greedy algorithm implementa-
tion.
1 Order the rows of the problem such that w+i ≥ w
+
i+1
for i ∈ I \ {m};
2 sj ← dj for j ∈ J ;
3 for i← 1 to m do
4 f0 ←
∑
j∈J positive(sj);
5 f1 ← ci +
∑
j∈J positive(sj + qij);
6 if f0 ≥ f1 then xi ← 0;
7 else
8 xi ← 1;
9 sj ← sj + qij for each j ∈ J ;
10 for j ← 1 to n do
11 if sj > 0 then yi ← 1;
12 else yi ← 0;
Below, we provide some properties of the Greedy algo-
rithm.
Remark 1. For m ≤ 2 and arbitrary n, the Greedy algo-
rithm produces an optimal solution.
Proof. Let m = 1. Then the Greedy algorithm tests all
possible values of x and for each of those values it finds
the optimal y, yielding an optimal solution.
Let m = 2. Observe that the Greedy algorithm selects
the best of solutions (x, y), where y ∈ {0, 1}n and x is
x ∈
{
(0, 0)T , (1, 0)T , (1, 1)T
}
. Observe also that if there
exists an optimal solution (x, y) such that x = (0, 1)T ,
then f(x, y) = w+2 and, hence, there exists another optimal
solution (x′, y′) such that x = (1, 0)T and f(x′, y′) = w+1 =
w+2 . This establishes the theorem.
Theorem 1. For m > 2, the Greedy algorithm provides a
1
m−1 -approximation of the optimal solution, and this bound
is sharp.
Proof. Let w+i = ci+
∑
j∈J positive(qij) and the rows to be
ordered such that w+i ≥ w
+
i+1 for i = 1, 2, . . . ,m − 1. We
assume that w+1 > 0 as otherwise the Greedy algorithm
produces a trivial solution which is optimal.
Let (x∗, y∗) be an optimal solution of the problem. As-
sume x∗i = 0 for some i ∈ I. Then the optimal objective
f(x∗, y∗) is at most w+1 ·(m−1). Thus, if (x, y) is a Greedy
solution,
f(x, y)
f(x∗, y∗)
≥
w+1
w+1 · (m− 1)
=
1
m− 1
.
Now assume that x∗i = 1 for each i ∈ I. Let w
∗
i =∑
j∈J qijy
∗
j . Recall that, after two iterations, the Greedy
algorithm produces an optimal solution for the problem
consisting of the first two rows. Thus, w∗1 + w
∗
2 ≤ f(x, y).
At the same time, f(x, y) ≥ w+1 ≥ w
+
i ≥ w
∗
i for any i ∈ I
and, hence,
f(x, y)
f(x∗, y∗)
≥
f(x, y)
f(x, y) + (m− 2)f(x, y)
=
1
m− 1
.
To establish that the 1m−1 bound is sharp, consider the
following example, where m = n and c and d are zero
vectors:
Q =


1 −n −n · · · −n
−n 1 0 · · · 0
−n 0 1 0
...
...
. . .
−n 0 0 1

 .
Observe that (x, y) provides an optimal solution with ob-
jective value f(x, y) = m − 1 if x = y = (0, 1, 1, . . . , 1)T .
Indeed, if x1 = 1, then y2 = y3 = . . . = yn = 0 and
f(x, y) ≤ 1. Since the Greedy algorithm fixes x1 = 1 on
its first iteration, it yields a solution with objective value
1. The result follows.
3. Improvement Algorithms
The Greedy heuristic proposed above is usually very
fast and produce solutions of acceptable quality. One can
further improve the quality of the solutions obtained using
some of the algorithms discussed in this section.
3.1. Alternating Algorithm
This approach is well-known as block coordinate de-
scent algorithm in the non-linear optimization literature
and was used used to solve the BQP(Q,0m,0n) problem.
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We provide a brief description of the algorithm in the con-
text of BQP(Q, c, d) and discuss ways to improve its per-
formance.
Observe that, analogous to (2), given a fixed y, one can
efficiently compute the optimal x = x(y) (Punnen et al.,
2012) using
x(y)i =


1 if i ∈ I and
∑
j∈J
qijyi + ci > 0,
0 otherwise.
(3)
The Alternating Algorithm is a simple heuristic that al-
ternatively fixes x and y to improve y and x, respectively,
until a local optimum is reached. A formal description of
this algorithm is given in Algorithm 2.
Algorithm 2: A naive implementation of the Alter-
nating local search.
1 λ← 1;
2 loop
3 if y(x) 6= y then
4 y ← y(x);
5 else if λ = 0 then break;
6 λ← 0;
7 if y(x) 6= y then
8 y ← y(x);
9 else break;
It takes O(nm) time for the Alternating algorithm to
explore the neighborhood Nalt(x
0, y0) =
{
(x, y0) : x ∈
{0, 1}m
}
∪
{
(x0, y) : y ∈ {0, 1}n
}
. It is easy to verify that
|Nalt(x0, y0)| = 2m + 2n − 1.
Theorem 2. If a solution (x, y) is a local maximum in
Nalt(x, y), then f(x, y) ≥ 0.
Proof. Consider a trivial solution (0m,0n). Observe that
(0m,0n) ∈ Nalt(x, y) for any solution (x, y). Since f(0m,0n) =
0 for any BQP instance, the objective value of the best so-
lution in Nalt(x, y) is at least 0.
Although the general framework of the alternating al-
gorithm is well known, we provide here additional improve-
ments yielding better average running time. We observed
that, in practice, the number of iterations of the Alter-
nating heuristic may be noticeable but, after a couple of
iterations, only a few variables xi and yj are getting up-
dated. By maintaining two arrays, namely s and w, one
can reduce the time needed to calculate x(y) and y(x) to
O(m) are O(n) time, respectively, see Algorithm 3. Up-
dating the arrays s and w, though, takes O(mn) time
in the worst case but it is significantly faster if only a
small number of values of xi or yj are modified. Thus,
the improved implementation provides significantly better
average performance while preserving the worst case time
complexity. Observe also that such an implementation is
much more friendly than Algorithm 2 with regards to CPU
cache (Karapetyan et al., 2009).
Algorithm 3: An efficient implementation of the Al-
ternating local search.
1 sj ← dj +
∑
i∈I qijxi for each j ∈ J ;
2 wi ← ci +
∑
j∈J qijyj for each i ∈ I;
3 λ← −1;
4 while λ ≤ 0 do
5 λ← λ+ 1;
6 for j ← 1 to n do
7 if yj = 0 and sj > 0 then
8 yj ← 1; λ← 0;
9 wi ← wi + qij for each i ∈ I;
10 else if yj = 1 and sj < 0 then
11 yj ← 0; λ← 0;
12 wi ← wi − qij for each i ∈ I;
13 if λ = 1 then break;
14 λ← 1;
15 for i← 1 to m do
16 if xi = 0 and wi > 0 then
17 xi ← 1; λ← 0;
18 sj ← sj + qij for each j ∈ J ;
19 else if xi = 1 and wi < 0 then
20 xi ← 0; λ← 0;
21 sj ← sj − qij for each j ∈ J ;
3.2. Portions-Based Algorithms
Another approach to improve a BQP solution is to
fix several variables xi and solve the resulting constrained
problem. Let BQP(Q, c, d, I∗, x0) be defined as follows:
maximize xTQy + cx+ dy
subject to xi = x
0
i for i /∈ I
∗,
x ∈ {0, 1}m, y ∈ {0, 1}n.
Observe that BQP(Q, c, d, I∗, x0) can be reduced to
BQP(Q∗, c∗, d∗), where Q∗ = (qij) is a k × n matrix, c
is a vector in Rk, d is a vector in Rn and k = |I∗|. Indeed,
let I∗ = {π(1), π(2), . . . , π(k)} and, for i = 1, 2, . . . , k, let
q∗ij = qπ(i),j , c
∗
i = cπ(i) and d
∗
j = dj +
∑
i∈I\I∗
qijx
0
i .
Let (x∗, y∗) be an optimal solution of BQP(Q∗, c∗, d∗),
where Q∗ = (q∗ij) is an |I
∗| × n matrix. Define
xi =
{
x∗r if i = π(r) for some r,
x0i otherwise
and y = y∗ .
Then (x, y) is an optimal solution to BQP(Q, c, d, I∗, x0).
The corresponding neighborhoodNI∗(x
0, y0) =
{
(x, y) :
x ∈ {0, 1}m, y ∈ {0, 1}n, xi = x0i for i /∈ I
∗
}
is of size
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|NI∗(x0, y0)| = 2|I
∗|+n and can be explored in O(mn +
n2|I
∗|) time as it takes O(mn) time to produce a reduced
problem BQP(q∗, c∗, d∗) and O(n2I
∗
) time to solve it. Ob-
serve that, if |I∗| is O(logm), the complexity of the first
stage of the algorithm may dominate that of the second
stage. When several neighborhoods NI∗(x, y) are to be
explored, the total time complexity of the first stage can
be reduced. In particular, by precalculating sj = dj +∑
i∈I qijxi and further maintaining these values, one can
explore κ neighborhoodsNI∗(x, y) inO(mn+κn2
|I∗|) time.
Hereafter, we assume this technique to be used in all im-
plementations of the heuristics derived from this idea.
We now propose several improvement algorithms ex-
ploiting this approach. Consider Exhaustive Portions neigh-
borhood defined as follows:
Nkex(x, y) =
⋃
I∗⊂I,|I∗|=k
NI∗(x, y) .
Observe that the intersection NI∗(x, y)∩NI∗∗(x, y), where
I∗, I∗∗ ⊂ I, may be significant. To avoid re-exploring can-
didate solutions, we start from enumerating all the subsets
I∗ ⊂ I of size 1, then we enumerate all the subsets I∗ ⊂ I
of size 2, etc. For each subset, we only need to test one
value of x = x∗, where
x∗i =
{
1− xi if i ∈ I
∗,
xi otherwise.
(4)
For details see Algorithm 4.
Algorithm 4:An efficient implementation of the Ex-
haustive Portions local search.
1 λ← 1;
2 while λ = 1 do
3 λ← 0;
4 for p← 1 to k do
5 µ← 0;
6 while µ <
(
m
p
)
do
7 Select next I∗ ⊂ I, |I∗| = p;
8 Calculate x∗ according to (4);
9 if f(x∗, y(x∗)) > f(x, y(x)) then
10 x← x∗;
11 µ← 0;
12 if p > 1 then λ← 1;
13 else µ← µ+ 1;
14 if λ = 1 then break;
With the above algorithm, the Exhaustive Portions
neighborhood is of size |Nkex(x, y)| = 2
n ·
∑k
p=0
(
m
p
)
and
can be explored in O(
(
m
k
)
n) ⊂ O(mkn) time. Thus, for a
reasonably large instance, it is normally possible to use the
Exhaustive Portions local search only with a very small k.
When k = 1, the algorithm becomes a simple local search
that we call Flip heuristic. The corresponding neighbor-
hood Nflip(x
0, y0) =
{
(x0, y0)
}
∪
{
(x, y) : x ∈ {0, 1}m,
y ∈ {0, 1}n and
∑
i∈I |xi−x
0
i | = 1
}
is of size |Nflip(x, y)| =
m2n + 1 and can be explored in O(mn) time. Observe
that Nflip(x, y) is larger than Nalt(x, y) although the time
complexity of the corresponding exploration algorithms is
the same. This may indicate superior quality of the Flip
heuristic.
It may be noted that Nflip(x
0, y0) is not exactly equal
to N1ex(x
0, y0). Observe that most of the BQP heuristics
yield solutions such that y is already optimal for the given
x. Thus, in our implementation of the Flip heuristic, we
avoid exploration of solutions that are different from the
given one only in y.
Another strategy is to consider only a limited number
of subsets I∗ ∈ I, each of a larger size k. The resulting
algorithm is called Random Portions improvement heuris-
tic which proceeds as follows. Let k, 1 < k ≤ m, be a
parameter of the algorithm. Randomly select a set I∗ ⊂ I
such that |I∗| = k. Replace the solution (x, y) with the
best solution in NI∗(x, y) and proceed to the next random
set I∗. Terminate when either the prescribed number of
iterations is completed or the given time limit is reached.
The time complexity of the Random Portions algorithm is
O(mn+κn2k), where κ is the number of iterations, and the
size of the explored neighborhoodNk,κport(x
0, y0) is bounded
by |Nk,κport(x
0, y0)| ≤ κ2k+n.
3.3. Variable Neighborhood Descent
Given sufficiently large k, the Random Portions heuris-
tic may be effective in removing a solution from a deep
local maximum but it may be unnecessarily slow when ap-
plied to low quality solutions. Thus, a good strategy is
to start from a fast heuristic and, when it reaches a local
maximum, apply the Random Portions algorithm for an
appropriate value of k. If it succeeds in removing the solu-
tion from the local maximum, go back to the fast heuris-
tic. Otherwise proceed to the Random Portions algorithm
with a larger value of k. Such an algorithm can be viewed
as an implementation of the Variable Neighborhood De-
scent (VND) (Hansen and Mladenovic´, 2003), and we im-
plemented it as discussed in Algorithm 5.
In our VND, the initial solution is constructed with
the Greedy heuristic. Then it is repeatedly improved with
Alternating and Flip heuristics until a local maximum in
Nalt(x, y) ∪Nflip(x, y) is reached. Next, the Random Por-
tions (k = 2) local search is applied. If it does not succeed,
the Random Portions (k = 3) local search is applied, etc.
If at some point the solution is improved, the algorithm
restarts with Alternating and Flip heuristics.
The VND neighborhood NVND(x, y) is defined as fol-
lows:
NVND(x, y) = Nalt(x, y)∪Nflip(x, y)∪
k⋃
p=2
Np,mport(x, y) . (5)
5
Algorithm 5: The VND heuristic.
1 Produce a solution (x, y) with the Greedy algorithm;
2 λ← 1;
3 while λ = 1 do
4 λ← 0;
5 Improve the solution (x, y) with the Alternating
local search;
6 Improve the solution (x, y) with the Flip local
search;
7 if the solution was improved by the Flip local
search then
8 λ← 1;
9 else
10 for k← 2 to p do
11 for ℓ← 1 to m do
12 Select a random I∗ ⊆ I such that
|I∗| = k and ℓ ∈ I∗;
13 Fix xi, i /∈ I∗ and solve the remaining
problem exactly;
14 If the solution was improved, set
λ← 1;
15 return the objective of (x, y) and (x, y);
Let us calculate the intersections of the components of (5).
Observe that the intersection of the first two neighbor-
hoods is small: Nalt(x
0, y0) ∩ Nflip(x0, y0) =
{
(x0, y0)
}
∪{
(x, y0) : x ∈ {0, 1}m
∑
i∈I |xi − x
0
i | = 1
}
. In contrast,
Nalt(x
0, y0) ∩ NI∗(x0, y0) =
{
(x0, y) : y ∈ {0, 1}n
}
∪{
(x, y0) : x ∈ {0, 1}m, xi = x
0
i for i /∈ I
∗
}
, i.e., Nk,mport(x, y)
includes a large part of Nalt(x, y). Moreover, Nflip(x, y) ⊂
Nk,mport(x, y) if the Random Portions heuristic is implemented
as in Algorithm 5.
Let us now estimate the size of Np,mport(x, y)∩N
k,m
port(x, y).
In particular, we will show that the probability of choosing
a set I∗ of size p < k such that NI∗(x, y) ⊂ N
k,m
port(x, y) is
low. Observe that
P (A ⊂ B) =
k
m
·
k − 1
m− 1
· · ·
k − p+ 1
m− p+ 1
=
k! · (m− p)!
m! · (k − p)!
,
if A,B ∈ I are selected randomly, |A| = p and |B| = k.
Thus, the probability thatN I
∗
(x, y) ⊂ Nk,mport(x, y) if |I
∗| =
p is
P
(
N I
∗
(x, y) ⊂ Nk,mport(x, y)
)
= 1−
(
1−
k! · (m− p)!
m! · (k − p)!
)m
.
(6)
Note that, in Algorithm 5, the sets I∗ are not exactly
arbitrary but for simplicity we can ignore it. For small k
and p, 2 ≤ p < k, we have
lim
m→∞
P
(
N I
∗
(x, y) ⊂ Nk,mport(x, y)
)
= lim
m→∞
1−
(
1−
k!
(k − p)!
·
1
mp
)m
= lim
m→∞
1− exp
(
−
k!
(k − p)!mp−1
)
= 0 .
Even if m = 100, k = 3 and p = 2, the probability (6)
is below 6%, i.e., only a small number of neighborhoods
NI∗(x, y) dominated by N
k,m
port(x, y) are selected within
Np,mport(x, y).
Thus, the neighborhoodNVND(x, y) is significantly larger
than any of its components which indicates the potential
of the VND heuristic to yield superior solutions. Although
the quick heuristics Alternating and Flip are mostly dom-
inated by following algorithms, it is expected that they
speed up the VND method.
Another variation of VND that we call VND Exhaus-
tive alternates between the Alternating heuristic and the
Exhaustive Portions algorithm. As for the Flip heuristic,
our implementation of VND Exhaustive does not explore
solutions
{
(x0, y) : y ∈ {0, 1}n
}
within the Exhaustive
Portions local search.
3.4. Multi-Start Algorithms
Multi-Start method is a simple yet efficient technique
that have been applied to many combinatorial optimiza-
tion problems (Mart´ı, 2003). There exist several variations
of the metaheuristic; the one that we used is as follows:
(a) produce a random solution; (b) improve it; (c) save the
obtained solution if it is better than the best one found so
far; (d) terminate if the given time has elapsed or proceed
to the next random solution otherwise.
We have three fast local search algorithms, namely Al-
ternating, Flip and VND Exhaustive (k = 1). These algo-
rithms are embedded within the multi-start framework to
obtain enhanced heuristics.
3.5. Row-Merge Algorithms
Another approach to reduce heuristically the size of the
problem is to partition its rows into clusters and consider
all the rows in each cluster merged together. Let I =
{I1, I2, . . . , Ik} be a partition of I into clusters I1, I2, . . . ,
Ik. Introduce a problem BQP(Q, c, d, I):
maximize xTQy + cx+ dy (7)
subject to xi = xℓ for i, ℓ ∈ C, C ∈ I, (8)
x ∈ {0, 1}m, y ∈ {0, 1}n. (9)
To solve BQP(Q, c, d, I), compute
q∗ij =
∑
r∈Ii
qrj, c
∗
i =
∑
r∈Ii
cr and d
∗ = d
6
for i ∈ {1, 2, . . . , k}. Let (x∗, y∗) be an optimal solution of
BQP(Q∗, c∗, d∗), where Q∗ = (q∗ij) is a k × n matrix. Let
xr = x
∗
i for each r ∈ I
i and i ∈ {1, 2, . . . , k}. Then (x, y∗)
is an optimal solution to BQP(Q, c, d, I).
We call this method Clustering Row-Merge heuristic.
Its quality depends significantly on the partition I. In
particular, it is expected that rows i and ℓ are ‘merged’
only if xi = xℓ in most of near-optimal solutions of the
problem. We propose the following partitioning technique.
Let S1, S2, . . . , Sp be p ‘good solution’ to BQP(Q, c, d).
Create a complete weighted graph G with a node set I.
Let the weight wiℓ of an edge (i, ℓ) in G be the number of
solutions (x, y) ∈ {S1, S2, . . . , Sp} such that xi = xℓ. For
a set of nodes C ⊆ I, let
µ(C) =


min
i6=ℓ∈C
wiℓ if |C| > 1,
p otherwise
and
w(C) = |C| · µ(C) . (10)
Define the Partitioning Problem be the problem of finding
a partition I = {I1, I2, . . . , Ik} of a given size k such that
w(I) =
∑k
i=1 w(I
k) is maximized. Since the weight w(Ii)
of a cluster Ii is proportional to the weight of the lightest
edge in the clique induced by Ii, the elements of such a
partition will tend to have no light edges. It is important
to note that w(C) is also proportional to the cardinality
of C and, hence, it is preferable to have the number of
clusters with light edges as small as possible.
Theorem 3. The Partitioning Problem is strongly NP-
hard even if k = 2.
Proof. We reduce the maximum clique problem to the par-
titioning problem. Let G = (I, E) be a given graph. Let
G′ = (I ′, E′) be a complete weighted graph with node set
I ′ = I ∪ {v}. Let wiℓ = p if (i, ℓ) ∈ E and wiℓ = 0 other-
wise, where wiℓ is a weight assigned to the edge (i, ℓ) ∈ E.
Observe that in such a graph, w(C) = |C|p if C ⊂ I ′ is a
clique and w(C) = 0 otherwise (see 10).
Let k = 2 and I = {I1, I2} be an optimal partition of
I ′. For simplicity, assume v ∈ I1. Then there exist the
following options:
1. If |I| = 1, the problem is trivial, and the maximum
clique in G is I.
2. If w(I) = p, the graph G is an independent set.
Indeed, if there exists an edge (i, ℓ) ∈ E, then setting
I2 = {i, ℓ} and I1 = I ′\I2 would result in w(I) = 2p.
If |I| = 1, the partition I1 = {v} and I2 = I provides
a solution with objective value 2p.
3. If w(I) = |I ′|p, then G is complete. Indeed, if
|I1| > 1, then I1 is not a clique and, thus, w(I1) = 0.
Provided that w(I2) ≤ |I2|p < |I ′|p, we get I1 = {v}
and w(I1) = p. Therefore, w(I2) = |I|p and, thus,
I2 = I is a clique in G, i.e., G is complete.
4. If p < w(I) < |I ′|p, then I2 is a maximum clique in
G. Indeed, if I2 is not a clique in G, then w(I2) = 0
and w(I) ≤ p since w(I1) ≤ p. Thus, I2 is a clique
and |I1| > 1 resulting in w(I1) = 0. Observe that
w(I) = |I2|p and, therefore, I2 is maximized. The
result follows.
5. Note that w(I) ≥ p for any graph G because the
weight of a partition I1 = {v} and I2 = I is at least
p.
Since the Partitioning Problem is NP-hard, we use a
heuristic approach to solve it. Consider the Greedy Parti-
tioning Algorithm that proceeds as follows. Create a par-
tition I =
{
{1}, {2}, . . . , {m}
}
. In each iteration, choose
a pair P,Q ∈ I such that w(I∪ {P ∪Q} \ {P,Q}) is max-
imized and update I← I∪ {P ∪Q} \ {P,Q}. Repeat this
until |I| = k.
The algorithm performs m− k iterations. In each iter-
ation, there are m2 pairs of elements of I to be compared.
It takes O(m2) time to calculate the weight of a merged
cluster. Hence, the time complexity of the Greedy Parti-
tioning Algorithm is O(m5), which is unreasonable even
for moderate instances. The following is a modification of
the algorithm that terminates in O(m2 logm) time.
For P,Q ⊂ I, let δ(P,Q) = w(P ∪ Q) − w(P ) − w(Q)
and µ(P,Q) = µ(P ∪Q). Set µ(P ) = p for each P in the
initial partition I =
{
{1}, {2}, . . . , {m}
}
. Calculate the
values µ(P,Q) for each P 6= Q ∈ I and place all these
pairs in an ordered set L. Sort L by δ(P,Q) in descending
order. Let (P,Q) be the first element in L. Merge P and
Q by updating I ← I ∪ (P ∪ Q) \ {P,Q}. Remove (P,Q)
from L. For each R ∈ I \ {P ∪ Q}, also remove (R,P )
and (R,Q) from L and insert (R,P ∪ Q) such that the
ordering of L is preserved. Note that µ(P ∪Q) = µ(P,Q)
and µ(R,P ∪Q) can be calculated in O(1) time as
µ(R,P ∪Q) = min
{
µ(P,Q), µ(R,P ), µ(R,Q)
}
.
Repeat the procedure until |I| = k. The first iteration
of the algorithm takes O(m2 logm) time. Then, on each
iteration, the algorithm spends O(m logm) time to update
L and the values of µ. Since the number of iterations ism−
k, the total complexity of the algorithm is O(m2 logm).
By exploiting the fact that p is usually a small fixed
number, we are able to further speed up the Greedy Parti-
tioning Algorithm. Observe that −pm ≤ δ(P,Q) ≤ 0. For
each w = −pm,−pm + 1, . . . , 0, introduce a list aw that
contains all the pairs (P,Q) such that δ(P,Q) = w, where
P and Q are in the initial partition. Creating such lists
takes only O(m2) time. On every iteration, select an ar-
bitrary pair of cliques (P,Q) ∈ aw, where w is the largest
index such that aw 6= ∅. Since the number of lists aw is
O(m), this operation takes only O(m) time. The updating
procedure is similar to the one described above and also
takes O(m) time. Thus, the complexity of the algorithm
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is O(m2). We used this implementation in the Clustering
Row-Merge algorithm.
Observe that both implementations of the Greedy Par-
titioning Algorithm require quick operations with pairs
(P,Q). In our implementation, we maintain a hash ta-
ble for each P ∈ I. Such a hash table stores all the pairs
(P,Q), where Q ∈ I. As the hash key, we use the first
vertex Q1 in Q. Since the clusters are non-intersecting,
such a key is unique and limited by 1 ≤ Q1 ≤ m.
The Clustering Row-Merge heuristic effectively exploits
information obtained from several near-optimal solutions
of the problem and, thus, may be useful in evolutionary
algorithms and other metaheuristics. However, if such so-
lutions are unavailable, the Clustering Row-Merge algo-
rithm cannot be used. In order to apply the idea of row
merging in a standalone heuristic, we propose the following
method. Generate a random partition I = {I1, I2, . . . , Ik}
of I such that Ii 6= ∅ for each i. Solve BQP(Q, c, d, I) as
described above and improve the resulting solution with a
fast local search. If the obtained solution is better than
the best known so far, save it. Repeat the procedure until
the given time is elapsed. We call this method Multi-Start
Row-Merge.
The Multi-Start Row-Merge algorithm can be modified
to be used as an improvement procedure. Let (x, y) be the
starting solution. Generate a random partition I(x) of I of
size k such that xi = xℓ for each x, ℓ ∈ C, where C ∈ I(x).
A solution to BQP(Q, c, d, I(x)) is the best solution in
the neighborhood Nmerge(x
0, y0) =
{
(x, y) : x ∈ {0, 1}m,
xi = xℓ if i, ℓ ∈ C, where C ∈ I(x0), and y ∈ {0, 1}n
}
.
The size of this neighborhood is |Nmerge(x
0, y0)| = 2k+n
and it takes O(n2k) time to explore it. Observe that
(x, y) ∈ Nmerge(x, y) and, thus, the corresponding local
search never worsens the solution. We call this improve-
ment procedure Row-Merge Local Search.
Assume (x, y) ∈ Nmerge(x0, y0) is an improvement over
(x0, y0). Then x is different from x0 in at least |C| values,
where C ∈ I(x0). Intuitively, it is unlikely that such an
improvement is possible if (x0, y0) is a near-optimal solu-
tion and the cluster C is large. Thus, this local search
can be efficient only if k is large. Hence, it is impractical
to solve BQP(Q, c, d, I(x)) exactly. Note, however, that a
heuristic solution to BQP(Q, c, d, I(x)) may be worse than
(x0, y0) and, thus, the Row-Merge Local Search algorithm
needs to evaluate a solution before accepting it.
4. Testbed
There are no standard test problems available in the
literature for BQP. Thus, we have created a testbed con-
sisting of five instance types that correspond to some of
the real life applications of the problem.
In order to generate some of the instances, we need
random bipartite graphs. To generate a random bipartite
graph G = (V, U,E), we define seven parameters, namely
m = |V |, n = |U |, d1, d¯1, d2, d¯2 and µ such that 0 ≤ d1 ≤
d¯1 ≤ n, 0 ≤ d2 ≤ d¯2 ≤ m, md1 ≤ nd¯2 and md¯1 ≥ nd2.
The bipartite graph generator proceeds as follows.
1. For each node v ∈ V , set dv as a uniformly dis-
tributed random integer in the range d1 ≤ dv ≤ d¯1.
2. For each node u ∈ U , set du as a uniformly dis-
tributed random integer in the range d2 ≤ du ≤ d¯2.
3. While
∑
v∈V dv 6=
∑
u∈U du, alternatively select a
node in V or U and regenerate its degree as described
above.1
4. Create a bipartite graphG = (V, U,E), whereE = ∅.
5. Select a node v ∈ V such that dv > deg v (if no such
node exists, go to the next step). Let U ′ = {u ∈ U :
deg u < du and (v, u) /∈ E}. If U ′ 6= ∅, select a node
u ∈ U ′ randomly. Otherwise randomly select a node
u ∈ U such that (v, u) /∈ E and du > 0; randomly
select a node v′ ∈ V adjacent to u and delete the
edge (v′, u). Add an edge (v, u). Repeat this step.
6. For each edge (v, u) ∈ E, the weight wvu is a nor-
mally distributed integer (σ = 100 and µ is given).
The following are the instance types used in our com-
putational experiments.
1. The Random instances are as follows: qij , ci and dj
are normally distributed random integers with mean
µ = 0 and standard deviation σ = 100.
2. The Max Biclique instances model the problem of
finding a biclique of the maximum weight in a bipar-
tite graph. Let G = (I, J, E) be a random bipartite
graph with d1 = n/5, d¯1 = n, d2 = m/5, d¯2 = m
and µ = 100. Note that setting µ to 0 would make
the weight of any large biclique likely to be around
0 and, thus, the landscape of the problem would be
rather flat. If wij is the weight of an edge (i, j) ∈ E,
set qij = wij for every i ∈ I and j ∈ J if (i, j) ∈ E
and qij = −M otherwise, where M is large number.
Set c = 0m and d = 0n.
3. TheMax Induced Subgraph instances model the prob-
lem of finding a subset of nodes in a bipartite graph
1In practice, if m(d
1
+ d¯1) ≈ n(d2+ d¯2), this algorithm converges
very quickly. However, in theory it may not terminate in finite time.
Thus, one can update it as follows. If the equality
∑
v∈V dv =∑
u∈U du is not achieved after a certain number of iterations, start
a fixing procedure as follows. Let δ = 1 if
∑
v∈V dv <
∑
u∈U du
and δ = −1 otherwise. While
∑
v∈V dv 6=
∑
u∈U du and md1 ≤
δ+
∑
v∈V dv ≤ md¯1, select randomly v ∈ V such that d1 ≤ dv+ δ ≤
d¯1 and update dv ← dv + δ. While
∑
v∈V dv 6=
∑
u∈U du, select
randomly u ∈ U such that d
2
≤ du−δ ≤ d¯2 and update du ← du−δ.
8
that maximizes the total weight of the resulting in-
duced subgraph. The Max Induced Subgraph in-
stances are similar to the Max Biclique instances ex-
cept that qij = 0 if (i, j) /∈ E and µ = 0. The lat-
ter change is needed because having too many edges
with positive weights would make the problem very
simple (indeed, including all or almost all the nodes
would yield a good solution).
4. The MaxCut instances model the MaxCut problem
as follows. First, we generate a random bipartite
graph as for the Max Induced Subgraph instances.
Then, we set qij = −2wij if (i, j) ∈ E and qij = 0 if
(i, j) /∈ E. Finally, we set ci =
1
2
∑
j∈J qij and dj =
1
2
∑
i∈I qij . For an explanation, see (Punnen et al.,
2012).
5. The Matrix Factorization instances model the prob-
lem of producing a rank one approximation of a bi-
nary matrix. The original matrix H = (hij) (see
Section 1) is generated randomly with probability
0.5 of hij = 1. The values of qij are then calculated
as qij = 1− 2hij , and c = 0m and d = 0n.
The proposed instances are hard to solve exactly. We
have optimal solutions for many small instances but we do
not know optimal objective values of any of the moder-
ate and large instances used in our computational experi-
ments. Thus, in our experiments, we use the best known
objective values to evaluate the quality of the obtained so-
lutions. All our test instances and best known solutions
can be found at http://www.cs.nott.ac.uk/~dxk/. The
best known objective function value is taken from our ex-
tensive experiments during the fine-tuning stages. The
experimental results presented in various tables in this are
obtained for a fixed parameter settings of the correspond-
ing algorithms. We plan to keep the best-known solutions
periodically updated based on our own experiments and
results provided by other researchers.
5. Empirical Evaluation
In this section, we provide empirical analysis of the al-
gorithms discussed in Sections 2 and 3. Our experiments
were conducted on an Intel i7-2600 CPU based PC. All
the algorithms are implemented in C# 4.0, and no con-
currency is used.
Several of the heuristic techniques described in this pa-
per require an exact algorithm to solve a reduced problem.
We are not attempting to provide efficient exact algorithms
here. Since the reduced problems are of small size, some
rudimentary algorithms are sufficient for our purpose. Ob-
viously, more sophisticated exact algorithms will speed up
our heuristics but the solution quality remains unaltered
when the number of iterations is fixed. We tested two ba-
sic approaches to obtain an optimal solution for small size
BQP. Our first approach is called an Exhaustive Enumer-
ation. Since an optimal y for a fixed x can be obtained
efficiently, we only need to try all possible x values in an
enumerative scheme. There are 2m such values to be con-
sidered. Thus, with a careful implementation, such an
exhaustive enumeration algorithm terminates in O(n2m)
time. Our second algorithm uses a mixed integer program-
ming solver applied to the following problem:
maximize
∑
i∈I
∑
j∈J
qijzij +
∑
i∈I
cixi +
∑
j∈J
djyj
subject to
zij ≤ xi for i ∈ I and j ∈ J,
zij ≤ yj for i ∈ I and j ∈ J,
zij ≥ xi + yj − 1 for i ∈ I and j ∈ J,
xi ∈ {0, 1} for i ∈ I,
0 ≤ yj ≤ 1 for j ∈ J,
0 ≤ zij ≤ 1 for i ∈ I and j ∈ J.
We will refer to this as MIP approach.
As a mixed integer programming solver, we used CPLEX
12.4. Setting parameters appropriately to choose suitable
branch and bound strategy in CPLEX is crucial. We found
that the feasibility emphasis setting usually provided bet-
ter performance in our experiments. For the other CPLEX
parameters, we used the default values except that we dis-
abled multithreading. To produce starting solutions for
the MIP approach, we used the Greedy algorithm followed
by the Alternating local search. Giving a starting solution
is not necessary for CPLEX but we found that providing
it speeds up the optimization process.
The results of our experiments with these rudimentary
exact algorithms are reported in Table 1. We report the
running times of the Exhaustive Enumeration method for
the Random instances only because its performance prac-
tically does not depend on the instance type. On our com-
putational platform, the running time of the Exhaustive
Enumeration algorithm can be roughly approximated as
texhaustive(n) = 10
−8 · n2m sec. (11)
In contrast, the behavior of the MIP approach depends
significantly on the size and the type of the problem, see
Table 1. Note, for example, that many matrix elements in
the Max Biclique instances are ‘forbidden’, which allows
the MIP solver eliminate numerous variables each time
some variable xi or yj is fixed to 1. This explains the suc-
cess of the MIP approach with the Max Biclique instances.
Observe that the MIP approach usually outperforms
the Exhaustive Enumeration algorithm, especially for larger
instances. This result, however, holds only for small val-
ues of n. Indeed, the performance of the MIP approach
dramatically depends on the number of columns while the
performance of the Exhaustive Enumeration is linear in n,
see Figure 1. As a result, Exhaustive Enumeration outper-
forms MIP approach even for the Max Biclique instances,
provided n ≫ m. Since the reduced problems arising
within Random Portions, VND and Row-Merge heuristics
preserve the number of columns of the original instance,
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m× n Random Max Bicl. Max Ind. MaxCut Matr. Fact. Exhaustive En.
20× 50 2.2 0.2 0.8 4.2 23.2 0.5
25× 50 64.9 0.4 3.1 55.3 419.9 15.0
30× 50 217.6 1.3 62.4 721.5 4 820.1 475.5
35× 50 10 956.4 0.8 45.8 3 413.6 — 14 211.0
40× 50 — 4.2 124.4 — — ≈ 5.5 · 105
45× 50 — 7.4 691.3 — — ≈ 1.8 · 107
50× 50 — 35.7 2 658.6 — — ≈ 5.6 · 108
Table 1: Evaluation of exact algorithms. For each instance, the running time, in seconds, is reported for the MIP approach (if it does not
exceed 5 hours). The last column reports the running time of the Exhaustive Enumeration algorithm, in seconds, for the Random instances
of the given size (for the instances of size m ≥ 40, the reported times are obtained according to (11)). The running time of the MIP approach
includes the time spent on generating starting solutions.
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Figure 1: The performance of the MIP approach significantly depends on the number of columns n while the running time of the Exhaustive
algorithm is linear in n. The experiment was conducted for Max Biclique instances, m = 20, n = 20, 40, . . . , 500.
we used the Exhaustive Enumeration algorithm in our im-
plementations when an exact solution was needed.
Another interesting observation is that the integer pro-
gramming formulation cannot be used to obtain a good
upper bound for the BQP. The LP relaxation of the prob-
lem provides an objective that is normally several times
larger than that of the optimal solution. One can also use
a mixed integer program solver to find an upper bound
by giving it a limited time. We noticed, however, that, in
case of the BQP, the gap between the lower and the up-
per bounds is usually large until the very last steps of the
algorithm, see Figure 2.
Let us now discuss experimental results using our heuris-
tics. Since there are several basic heuristic approaches
that can be combined to form compound heuristics, it is
important to adapt appropriate naming conventions to in-
dicate the nature of the heuristics (combinations) consid-
ered. Where appropriate, we denote the algorithms as
follows. ‘Rn’, ‘G’, ‘A’ and ‘F’ stand for Random (a proce-
dure that generates a random solution), Greedy, Alternat-
ing and Flip algorithms, respectively. We use parentheses
to indicate the initial solution for a local search. For exam-
ple, ‘A(G)’ denotes the Alternating local search applied to
a Greedy solution. ‘Pk’, ‘Vk’ and V
ex
k stand for Random
Portions, VND and VND Exhaustive algorithms, respec-
tively. Multi-Start metaheuristic is denoted by ‘M’, where
the local search procedure is specified in parentheses. The
Clustering Row-Merge, Multi-Start Row-Merge and Row-
Merge Local Search algorithms are denoted by ‘Rk’, ‘R
m
k ’
and ‘Rlsk ’, respectively. For quick reference, Table 2 pro-
vides a summary of notations for some of the important
heuristics we discuss here.
5.1. Experiments with Small instances
We initially tested the heuristic algorithms on the small
instances. Our experiments showed that the performance
of the fastest algorithms (Greedy, Alternating, Flip and
VND Exhaustive (k = 1)) is relatively good, on average,
but those algorithms rarely reach optimality. Increasing
the value of k in the VND Exhaustive heuristic signifi-
cantly improves the solution quality. However, even when
k = 7, VND Exhaustive was not able to obtain optimal so-
lutions for certain instances while the running time of the
heuristic was roughly 10 minutes for each of the instances
of size 50× 50.
It turns out that one of the most efficient approaches
for the small instances is the Multi-Start heuristic used
with a fast local search. Even being given only 10 it-
erations, M(Vex1 ) produced optimal solutions for almost
all the Random instances.2 With 100 iterations, M(Vex1 )
2In fact, optimal solutions to some of the test problem were not
available to us (see Table 1), in which cases we used the best known
solutions to evaluate the heuristics.
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Figure 2: The progress of the MIP algorithm for a Random instance of size 35 × 50. The gap between the proven upper bound and the
optimal solution remains significant until the very last steps of the algorithm. The starting solution is only 0.68% away from the optimal one,
and the optimal solution is obtained after 966 seconds.
Rn Construction algorithm producing random solutions.
G Greedy construction algorithm.
F Flip local search algorithm.
A Alternating local search algorithm.
V ex1 VND exhaustive algorithm combining Alternating and Flip local searches.
M Multi-Start metaheuristic. In most of the experiments, terminates after a certain amount of time.
Pk Portions local search; k is the ‘portion size’. Terminates after a certain amount of time.
Rk Clustering Row-Merge construction heuristic; k is the number of clusters.
Rmk Multi-Start Row-Merge construction heuristic; k is the number of clusters used in each iteration.
Rlsk Row-Merge local search heuristic; k is the number of clusters.
Table 2: Naming convention of the algorithms.
reaches optimality for all the Random, Max Induced Sub-
graph, MaxCut and Matrix Factorization instances. By
further increasing the number of iterations, we were able
to improve the quality of M(Vex1 ) solutions for the Max
Biclique problems though, even for 100 000 iterations, the
algorithm did not reach the optimal solution for the Max
Biclique problem of size 50× 50. Note, however, that for
most of the test instances, M(Vex1 ) (100 000 iterations) ter-
minated in less than 10 seconds. Moreover, the perfor-
mance of M(Vex1 ) with only 1000 iterations was almost as
good as its performance with 100 000 iterations.
The Row-Merge heuristics also work well for small in-
stances. For example, Rm20, where the reduced problem
is solved using Vex2 with reasonable time restriction (less
than 1 second for most of the instances), yielded optimal
solutions for all the test problems.
Using the insight obtained from experimental results
on small size instances, we have decided on initial param-
eter setting and examined the scalability of the algorithms
using medium and large instances.
5.2. Experiments with Fast Heuristics
We first analyse the performance of our fastest heuris-
tics: Random, Greedy, Alternating, Flip and VND Ex-
haustive (k = 1). The results of the experiments for the
Random and Max Biclique instances can be found in Ta-
bles 3 and 4. For each of the heuristics, the tables reports
the running time and the relative gap between the solution
obtained and the best known solution calculated as
gap(f) =
fbest − f
fbest
· 100% , (12)
where f is the objective value of the solution obtained
and fbest is the objective of the best known solution for
that test instance (note that for any practical instance
fbest > 0). Where uncertainty is present (e.g., in ‘Rn’
or ‘A(Rn)’), the experiment is repeated 10 times, and the
average value is reported. The last row of the table re-
ports the average objective gap and the average running
time for each heuristic. These values, however, should be
considered with caution. For example, the running time
of a heuristic may vary dramatically for different instances
and, thus, the average running time almost does not reflect
the performance of the algorithm for smaller instances.
Recall that the expected objective value of a random
solution can be calculated using equation (1). Since the
expected weights q¯, c¯ and d¯ in these instances are zeros, the
expected objective value of solutions produced by the Ran-
dom heuristic is also zero and the objective gaps are close
to 100%, see (12). This result also holds for the Max In-
duced Subgraph, MaxCut and Matrix Factorization prob-
lems. However, it is different for a Max Biclique instance
for which the expected objective value is a large negative
number (recall that, in a Max Biclique problem, qij = −M
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Gap to the best known, % Time, ms
m× n Rn G A(Rn) A(G) F(Rn) F(G) Vex1 (Rn) V
ex
1 (G) G A(G) F(G) V
ex
1 (G)
100× 1000 97.8 0.7 2.8 0.7 0.1 0.2 0.1 0.2 2.1 2.7 3.4 24.5
200× 1000 103.4 1.8 2.9 0.3 0.3 0.1 0.4 0.2 12.0 14.2 15.7 37.4
400× 1000 101.1 3.0 1.9 1.6 0.5 0.9 0.6 0.5 7.5 11.9 14.7 54.6
600× 1000 98.5 4.7 1.3 1.4 0.6 1.0 0.7 0.8 14.2 21.0 31.8 77.3
800× 1000 100.7 4.1 1.2 0.9 0.5 0.6 0.7 0.8 12.8 19.3 45.6 80.7
1000× 1000 102.9 4.0 1.2 1.2 1.0 0.5 1.0 1.2 20.2 31.2 79.4 109.9
500× 5000 99.5 1.1 3.0 1.0 0.2 0.1 0.2 0.1 42.5 71.5 188.3 471.8
1000× 5000 99.2 2.6 1.7 1.3 0.3 0.3 0.3 0.2 115.5 175.9 421.3 926.4
2000× 5000 99.2 3.4 1.2 0.9 0.4 0.5 0.5 0.4 180.8 337.3 976.9 2940.1
3000× 5000 101.3 3.7 1.1 0.9 0.6 0.3 0.7 0.5 289.9 524.2 2596.9 4195.6
4000× 5000 100.5 4.1 0.9 0.9 0.5 0.6 0.7 0.4 367.7 652.0 1721.3 7538.2
5000× 5000 99.5 4.4 1.0 1.0 0.8 0.9 0.8 1.0 407.9 774.7 4806.9 1750.1
Average 100.3 3.1 1.7 1.0 0.5 0.5 0.6 0.5 122.8 219.6 908.5 1517.2
Table 3: Evaluation of fast heuristics on the Random instances. The running times of the local searches started from random solutions are
close to those started from Greedy solutions. The time needed to generate a random solution is negligible and, thus, is also skipped.
if there is no edge between i and j in the original bipartite
graph). Thus, the objective gaps of the random solutions
for Max Biclique are very large, and the Alternating algo-
rithm applied to a random solution quickly converges to
near-zero solutions (recall that, according to Theorem 2,
the solution improved with the Alternating local search
can never have negative objective). It shows that the Al-
ternating algorithm should not be normally applied to so-
lutions with negative objective values as the Alternating
local search tends to fall into a trivial local maximum of
(x, y) = (0m,0n) in such cases. Also note that, among the
quick heuristics, Vex1 (Rn) shows the best performance for
Max Biclique problems and F(Rn) performs poorly.
Other than that, the performance of the fast heuristics
has the same pattern for the other instance types. The
Greedy algorithm is a good option to obtain a reasonable
solution in a very short time; it is the fastest heuristic in
most of the experiments. The Alternating and Flip algo-
rithms are yet two fast and efficient local searches; the Al-
ternating heuristic performs faster but the Flip algorithm
yields better solutions. The solution quality of Vex1 is sim-
ilar to that of the Flip heuristic though Vex1 is notably
slower. However, the neighborhood of Vex1 is clearly larger
than that of the Flip local search and, thus, being applied
to a near-optimal solution, Vex1 is expected to demonstrate
superior performance.
Whether we start a local search from a random or a
Greedy solution, the performance of the local searches
remains approximately the same. However, we noticed
that starting from the Greedy algorithm yields, on aver-
age, slightly better solutions and, thus, in what follows, we
have used Greedy solutions as the starting ones by default.
5.3. Experiments with Portions-Based and Multi-Start Heuris-
tics
In Tables 5 and 6, we compare Portions-based and
Multi-Start heuristics, which include the VND Exhaustive
(Vexk ), VND (Vk), Random Portions (Pk) and Multi-Start
(M(A), M(F) and M(Vex1 )) algorithms. For a fair competi-
tion, we give each of the Random Portions and Multi-Start
algorithms the same amount of time as the VND (k = 6)
takes to solve the corresponding instance. We also stud-
ied performance of the heuristics being given smaller and
larger times but this did not yield any new observations.
The most successful heuristic in this series of exper-
iments is Multi-Start based on either Flip or Vex1 local
search. Usually, M(F) dominates M(Vex1 ); indeed, accord-
ing to Table 3, Flip is significantly faster than Vex1 and,
thus, Multi-Start is able to complete more iterations when
using the Flip improvement procedure. However, for the
Max Biclique instances, M(F) performs very poorly (see
Table 6) as a result of F(Rn) low performance (see Sec-
tion 5.2) and, therefore, M(Vex1 ) is preferable for the in-
stances like Max Biclique.
It is worth noting that for the Matrix Factorization in-
stances, the Multi-Start algorithms are sometimes domi-
nated by the P3 and/or P4 heuristics although, on average,
M(F) shows slightly better performance; a possible reason
for that is discussed in Section 5.4. In several experiments,
M(F) and M(Vex1 ) were also outperformed by V
ex
2 but at
the cost of unreasonable running times. We recommend
to use Vexk with k > 1 only for relatively small instances.
According to our experiments, the optimal value of k
for the Random Portions heuristic is k = 4 (sometimes
k = 3). We conducted the tests for a wide range of k,
given times and instances, and P4 was the winner in most
such experiments. We believe, however, that, being given
better starting solutions, the Random Portions heuristic
12
Gap to the best known, % Time, ms
m× n Rn G A(Rn) A(G) F(Rn) F(G) Vex1 (Rn) V
ex
1 (G) G A(G) F(G) V
ex
1 (G)
100× 1000 417961.3 1.9 91.6 1.9 0.0 0.0 0.0 0.0 20.1 20.6 20.9 24.0
200× 1000 499709.4 5.5 100.0 5.5 18.9 2.2 1.3 2.2 13.4 14.5 17.6 67.3
400× 1000 560477.3 18.0 100.0 13.2 91.3 7.5 3.2 7.5 6.9 10.2 17.4 48.6
600× 1000 590077.1 22.8 97.4 21.0 92.6 8.3 6.2 8.3 56.5 61.4 76.2 109.9
800× 1000 647673.5 33.1 99.1 30.4 89.5 11.4 6.7 13.4 13.7 19.8 44.1 91.0
1000× 1000 633927.8 47.7 97.7 45.5 85.7 27.2 13.7 30.3 15.7 23.7 50.5 137.9
500× 5000 3239937.6 4.0 100.0 3.6 4.7 0.0 0.0 0.0 44.8 67.8 104.1 248.9
1000× 5000 3924155.1 15.1 100.0 14.6 76.9 2.9 0.5 5.1 85.8 127.7 262.2 638.3
2000× 5000 4506581.7 32.6 99.8 30.8 95.6 13.1 12.1 13.1 164.6 241.2 721.6 1666.6
3000× 5000 4841943.6 49.4 99.4 47.1 96.4 28.5 14.2 28.1 236.0 345.9 950.5 1744.6
4000× 5000 5155697.4 48.4 99.9 33.1 98.9 32.2 12.1 31.9 322.7 478.0 829.1 1448.2
5000× 5000 4918821.7 66.3 99.8 65.5 98.9 45.0 19.0 44.6 379.8 584.8 1156.9 3211.4
Average 2494747.0 28.7 98.7 26.0 70.8 14.9 7.4 15.4 113.3 166.3 354.3 786.4
Table 4: Evaluation of fast heuristics on the Max Biclique instances. The running times of the local searches started from random solutions
are close to those started from Greedy solutions. The time needed to generate a random solution is negligible and, thus, is also skipped.
would benefit from a larger value of k.
Performance of the VND (k = 6) is slightly worse, on
average, than that of P4, and this tendency holds for all
the instance types. In our experiments, we also tried a
modification of the VND heuristic that restarts immedi-
ately after finding an improvement. Considering that the
Pk algorithm is usually significantly slower than the Al-
ternating and Flip local searches, this could speed up the
heuristic. However, our experiments showed that such a
change did not improve the performance of the VND.
5.4. Experiments with Row-Merge Heuristics
Unlike all other algorithms discussed above, the Clus-
tering Row-Merge heuristic requires a number of good so-
lutions to perform row clusterization. In an evolutionary
algorithm, one can, e.g., use a subset of the last genera-
tion for this purpose. In iterative heuristics, one can use
the best p distinct solutions obtained so far. In our ex-
periments, we generate synthetic solutions by producing
p = 100 random solutions which are then further improved
with VND Exhaustive (k = 1). Note that we do not in-
clude the time spent on generating these solutions in the
running time of the Clustering Row-Merge heuristic.
Recall that the Clustering Row-Merge algorithm solves
a constrained version of the BQP. Thus, even if the ob-
tained solution is optimal with respect to the BQP(Q, c, d, I),
it is unlikely that it remains a local maximum for either
of the neighborhoods defined above after relaxation of the
constraints (8). In our experiments, we apply Vex1 to every
solution obtained by the Clustering Row-Merge heuristic.
As it was mentioned in Section 3.5, the Row-Merge
Local Search cannot be efficient if k is small. In particular,
it is necessary to keep the clusters in I small. Thus, we use
k = ⌊m/2⌋, k = ⌊m/3⌋, etc. The resulting reduced BQP
instances are, therefore, too large to be solved exactly. We
use F(G) to obtain a solution (x∗, y∗) of such an instance.
Same approach is used within the Multi-Start Row-Merge
heuristic as Multi-Start Row-Merge also performs better
for small clusters (indeed, if a random cluster is large, then
there is a high chance that neither assigning 0 nor 1 to
the corresponding variable xi∗ is good). These decisions
were made after extensive experimentation with different
construction and improvement procedures.
The results of computational experiments for the most
successful variations of the Row-Merge heuristics are re-
ported in Tables 7 and 8. The Clustering Row-Merge
heuristic shows outstanding performance for the Random
instances and performs similarly to M(F) and M(Vex1 ) for
the other instances. Note, however, that generation of ini-
tial solutions (the corresponding procedure is denoted as
M100 in Tables 7 and 8) for the Clustering Row-Merge
heuristic often takes more time than running the Clus-
tering Row-Merge algorithm itself and produces solutions
superior to the solutions obtained by the Clustering Row-
Merge heuristic. Our experiments with different values of
p showed that reduction on the number of initial solutions
worsens the quality of the Clustering Row-Merge method.
Hence, the Clustering Row-Merge algorithm is impractical
as a standalone heuristic. We also tried to use a heuristic
solver for the BQP(Q, c, d, I) problems in order to increase
the value of k. We noticed that the better is the heuristic
solver and the larger is k, the higher is the quality of the
resulting solutions. However, the best performance was
observed for the exact algorithm for BQP(Q, c, d, I) and
k = 15 or k = 20. It is also worth mentioning that we ex-
pect that using better initial solutions for the Clustering
Row-Merge heuristic would improve its performance.
The Multi-Start Row-Merge and Row-Merge Local Search
algorithms demonstrate very good performance for cer-
tain instances. In particular, the Multi-Start Row-Merge
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Gap to the best known, % Time, sec
m× n Vex1 V
ex
2 V6 M(A) M(F) M(V
ex
1 ) P3 P4 P6 P8 V
ex
1 V
ex
2 V6
100× 1000 0.18 0.04 0.08 0.77 0.00 0.00 0.06 0.05 0.09 0.10 0.0 0.4 0.2
200× 1000 0.15 0.10 0.11 0.80 0.00 0.01 0.11 0.10 0.11 0.15 0.0 1.5 0.5
400× 1000 0.52 0.52 0.52 0.59 0.09 0.08 0.41 0.40 0.37 0.68 0.1 2.5 0.7
600× 1000 0.79 0.57 0.74 0.31 0.11 0.13 0.71 0.63 0.71 0.70 0.1 18.5 1.2
800× 1000 0.77 0.62 0.74 0.46 0.25 0.30 0.54 0.52 0.62 0.54 0.1 37.8 1.4
1000× 1000 1.15 0.98 1.14 0.48 0.35 0.39 0.53 0.56 0.56 0.59 0.1 54.3 2.1
500× 5000 0.05 0.02 0.04 1.88 0.05 0.03 0.16 0.15 0.12 0.11 0.5 66.0 4.7
1000× 5000 0.21 0.19 0.20 1.09 0.15 0.16 0.28 0.30 0.27 0.30 0.9 257.2 10.3
2000× 5000 0.49 0.49 0.49 0.83 0.30 0.33 0.44 0.44 0.47 0.44 2.9 1 243.5 20.4
3000× 5000 0.55 0.55 0.55 0.69 0.36 0.42 0.50 0.49 0.55 0.46 4.2 686.1 34.5
4000× 5000 0.44 0.40 0.44 0.55 0.39 0.45 0.57 0.56 0.58 0.53 7.5 5 490.2 48.5
5000× 5000 0.97 0.62 0.97 0.68 0.57 0.57 0.73 0.80 0.74 0.72 1.8 29 088.8 42.5
Average 0.52 0.43 0.50 0.76 0.22 0.24 0.42 0.42 0.43 0.44 1.5 3 078.9 13.9
Table 5: Evaluation of slow heuristics on the Random instances. The running times of M(A), M(F), M(Vex
1
), P3, P4, P6 and P8 are equal
to that of V6.
and Row-Merge Local Search heuristics outperform, on
average, all other heuristics for the Biclique and Matrix
Factorization instances, respectively. Indeed, iterative im-
provements may not be efficient for the Biclique problems
characterized by deep local maxima. The Multi-Start ap-
proach utilized in the Multi-Start Row-Merge algorithm is
preferable in such a case. In contrast, the landscape of the
Matrix Factorization instances is rather flat and iterative
improvements work well for it. These results hold even if
we allow more or less time to each of the heuristics.
5.5. Transformation Based Solver
Note that the BQP(Q, c, d) can be formulated as a QP
with m+ n variables:
QP(Q¯, c¯): Maximize f(w) = wT Q¯w + c¯w
subject to w ∈ {0, 1}m+n ,
where
Q¯ =
[
Om×m
1
2Q
1
2Q On×n
]
, c¯=
[
c d
]
and wT =
[
x y
]
,
(13)
and On×n and Om×m are zero matrices. Thus, any algo-
rithm (exact or heuristic) to solve QP(Q¯, c¯) can be used to
solve BQP as well. This approach is particularly interest-
ing because the QP problem is very well studied and there
exist highly efficient algorithms for it (see, e.g., Lu¨ et al.
(2010); Wang et al. (2012)). To assess the effectiveness of
this approach, we compared some of our algorithms to a
state-of-the-art heuristic for the QP (Wang et al., 2012).
The parameters of the heuristic were determined empir-
ically; we set the tabu tenure to 100 and the iterations
cutoff to 10000. We call the resulting BQP algorithm QP
Based Solver.
We report some of the results of our experiments in Ta-
ble 9. An interesting observation is that the performance
of the QP Based Solver significantly depends on the type
of the instance. For example, it clearly outperforms other
algorithms for the Matrix Factorisation instances while los-
ing the competition with Random instances. Moreover, it
might be impossible to apply the QP Based Solver to the
Max Biclique problems using the above transformation3.
Another observation is that the QP Based Solver is
performing very well for ‘square’ or ‘near-square’ instances
(i.e., when m ≈ n). However, if m≪ n, the corresponding
QP instance is significantly larger than the original BQP
instance and this worsens the performance of the approach.
The more time the QP Based Solver is given, the bet-
ter is its performance in comparison to the BQP specific
algorithms. Being given less time than in Table 9, the QP
Based Solver may not be able to produce any solution at
all because its initialisation phase takes significant amount
of time. Such a behaviour is typical for a metaheuristic.
All this shows that the QP Based Solver is a viable ap-
proach though BQP specific algorithms are vital in certain
circumstances. Also note that we compare straightforward
implementations of simple algorithms4 with an approach
based on a sophisticated fine-tuned QP metaheuristic.
6. Conclusion
In this work, we considered an important combinato-
rial optimization problem called Bipartite Unconstrained
3Recall that the Max Biclique instances contain large negative
weights to guarantee that only existing edges of the underlying graph
problem are included in optimal or near-optimal solutions. As inter-
mediate solutions may include several of such negative weights, their
objectives often reach very large negative numbers. In case of the
QP solver we were using, such objective were causing overflows.
4Most noticeably, many of our algorithms could benefit from a
more intelligent exact algorithm.
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Gap to the best known, % Time, sec
m× n Vex1 V
ex
2 V6 M(A) M(F) M(V
ex
1 ) P3 P4 P6 P8 V
ex
1 V
ex
2 V6
100× 1000 0.00 0.00 0.00 87.95 0.00 0.00 0.00 0.00 0.00 0.00 0.0 0.2 0.2
200× 1000 2.21 0.00 1.49 94.76 2.74 0.13 1.07 0.60 1.08 1.18 0.1 9.4 0.3
400× 1000 7.51 7.41 7.51 96.81 75.05 3.21 7.53 7.51 7.70 7.52 0.0 6.6 0.6
600× 1000 8.33 1.14 5.61 92.59 85.64 2.38 6.10 6.03 6.00 7.07 0.1 24.2 1.7
800× 1000 13.45 0.49 11.46 95.29 85.40 6.01 11.02 11.75 11.76 12.24 0.1 51.2 1.5
1000× 1000 30.35 11.11 25.64 95.41 78.20 10.88 25.33 24.60 25.54 26.32 0.1 85.7 2.6
500× 5000 0.03 0.03 0.03 98.58 4.72 0.00 0.03 0.03 0.03 0.03 0.2 16.8 3.6
1000× 5000 5.14 0.20 2.33 98.56 1.09 0.40 1.37 2.03 1.45 3.04 0.6 219.5 11.6
2000× 5000 13.12 6.23 12.71 98.47 93.27 12.06 12.82 13.08 13.37 14.06 1.7 1 684.6 20.9
3000× 5000 28.11 4.74 27.36 98.30 94.81 8.13 27.20 27.53 27.58 27.97 1.7 5 205.6 43.3
4000× 5000 31.87 12.70 27.09 98.98 98.02 8.92 28.29 27.95 29.83 30.80 1.4 5 866.5 147.3
5000× 5000 44.62 21.47 43.14 99.12 97.64 15.45 41.85 42.26 42.58 43.89 3.2 9 012.8 121.2
Average 15.39 5.46 13.70 96.24 59.71 5.63 13.55 13.61 13.91 14.51 0.8 1 848.6 29.6
Table 6: Evaluation of slow heuristics on the Max Biclique instances. The running times of M(A), M(F), M(Vex
1
), P3, P4, P6 and P8 are
equal to that of V6.
0-1 Programming Problem. We proposed several heuris-
tic approaches to construct and improve BQP solutions.
Several fast algorithms such as the Greedy construction
heuristic and the Flip local search may be a reasonable
choice if the solution quality requirements are low.
The success of slower techniques significantly depends
on the instance type. In particular, we noticed that sim-
ple Multi-Start heuristics perform very well for the Ran-
dom instances. For the instances with rather flat land-
scapes, iterative improvement methods work better. For
the problems having some ‘structure’ (i.e., not purely ran-
dom instances), the Row-Merge heuristics, being used with
small clusters, provide superior solution quality comparing
to simple Multi-Start algorithms. Thus, we believe, this
technique is of use in real applications.
The Clustering Row-Merge method also performs well
for many problems though it can only be used within some
metaheuristics. A more sophisticated VND algorithm did
not work well in our experiments.
Another viable approach to the BQP is a transforma-
tion of the problem into the QP and then solving it with
well-developed QP algorithms. This works particularly
well for ‘square’ instances (i.e., when n ≈ m) and large
running times.
In addition to the heuristics, we compared two rudi-
mentary exact algorithms, namely the MIP approach and
the Exhaustive algorithm. It was shown that the former
is generally faster for ‘square’ instances, while the latter is
significantly better when n≫ m.
Detailed complexity analysis of all algorithms and worst-
case performance ratio of the greedy algorithm are given.
We believe that our study will motivate other researchers
exploring more efficient algorithms for solving BQP. Since
the trade-off between computational time and solution qual-
ity are often contradictory in nature, no single algorithm
or solution approach is likely to be considered as the best.
In order to reduce the size of the manuscript, we ex-
cluded some of the tables from this paper. The full version
of our experimental results, test instances and best known
solutions is available at http://www.cs.nott.ac.uk/~dxk/.
Acknowledgements: We are thankful to Ying Wang for
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Also, we express our appreciation to the anonymous refer-
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Gap to the best known, % Time, sec
m× n V6 M100 M(F) M(Vex1 ) R15 R20 R
m
⌊m/2⌋ R
m
⌊m/3⌋ R
ls
⌊m/2⌋ V6 M100 R15 R20
100× 1000 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.2 0.5 0.4 10.8
200× 1000 1.49 0.00 2.74 0.13 0.00 0.00 0.00 0.00 0.50 0.3 0.7 0.4 12.1
400× 1000 7.51 3.21 75.05 3.21 3.21 3.21 0.35 0.03 6.60 0.6 2.0 0.5 12.5
600× 1000 5.61 2.38 85.64 2.38 2.38 2.38 0.92 0.61 2.48 1.7 3.0 0.6 11.9
800× 1000 11.46 6.01 85.40 6.01 2.93 2.93 1.70 1.20 4.40 1.5 3.9 0.7 12.2
1000× 1000 25.64 10.88 78.20 10.88 7.79 7.79 1.10 1.65 20.09 2.6 4.2 1.0 12.2
500× 5000 0.03 0.00 4.72 0.00 0.00 0.00 0.00 0.00 0.03 3.6 14.1 2.2 61.1
1000× 5000 2.33 0.36 1.09 0.40 0.31 0.31 0.23 0.46 0.28 11.6 24.0 2.6 58.2
2000× 5000 12.71 12.06 93.27 12.06 12.07 12.07 1.14 0.71 10.19 20.9 61.0 5.7 74.3
3000× 5000 27.36 8.13 94.81 8.13 8.13 8.13 1.58 0.90 10.91 43.3 79.9 10.4 84.4
4000× 5000 27.09 8.92 98.02 8.92 26.63 26.63 1.85 0.81 6.51 147.3 92.2 15.6 82.2
5000× 5000 43.14 15.45 97.64 15.45 15.45 15.45 4.34 3.24 10.08 121.2 122.4 36.1 125.5
Average 13.70 5.62 59.71 5.63 6.58 6.58 1.10 0.80 6.01 29.6 34.0 6.3 46.4
Table 8: Evaluation of the Row-Merge heuristics on the Biclique instances. The running time of M(F), M(Vex
1
), Rm
⌊m/2⌋
, Rm
⌊m/3⌋
and Rls
⌊m/2⌋
is fixed to that of V6. The algorithm M100 denotes M(Vex1 ) terminated after 100 iterations.
Random Max Induced MaxCut Matrix Fact
m× n M(F) Rm⌊m/3⌋ QP M(F) R
m
⌊m/3⌋ QP M(F) R
m
⌊m/3⌋ QP M(F) R
m
⌊m/3⌋ QP
100× 1000 0.00 0.00 0.61 0.00 0.00 1.14 0.71 0.71 9.02 1.33 1.56 0.24
200× 1000 0.00 0.00 0.23 0.03 0.07 0.12 1.55 1.51 4.08 0.64 0.69 0.04
400× 1000 0.09 0.11 0.27 0.04 0.08 0.11 3.25 3.23 2.33 0.40 0.48 0.14
600× 1000 0.11 0.17 0.14 0.27 0.27 0.21 3.52 4.22 1.24 0.31 0.32 0.12
800× 1000 0.25 0.20 0.08 0.35 0.37 0.11 4.52 4.29 1.81 0.83 0.80 0.12
1000× 1000 0.35 0.34 0.16 0.34 0.31 0.07 4.94 4.60 0.72 0.34 0.42 0.11
500× 5000 0.05 0.05 1.41 0.02 0.03 1.60 1.38 1.43 11.74 1.56 1.44 0.60
1000× 5000 0.15 0.13 0.46 0.08 0.10 0.60 1.67 1.79 7.73 0.88 0.84 0.14
2000× 5000 0.30 0.30 0.15 0.23 0.27 0.14 2.70 2.56 2.75 0.58 0.62 0.04
3000× 5000 0.36 0.39 0.07 0.36 0.39 0.12 4.13 3.88 2.02 0.55 0.57 0.07
4000× 5000 0.39 0.39 0.05 0.54 0.53 0.16 4.91 4.79 1.95 0.62 0.58 0.08
5000× 5000 0.57 0.56 0.08 0.54 0.54 0.14 4.92 4.87 1.81 0.60 0.57 0.06
Average 0.22 0.22 0.31 0.23 0.25 0.38 3.18 3.16 3.93 0.72 0.74 0.15
Table 9: Evaluation of the QP Based Solver in comparison to M(F) and Rm
⌊m/3⌋
. The running time of all the solvers is equal to that of V6.
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