I. INTRODUCTION
achine learning is a paradigm that may refer to learning from past experience to improve future performance. Learning refers to modification or improvement of algorithm based on past "experiences" automatically without any external assistance from human [3] . Bill Gates, Former Chairman, Microsoft said that a breakthrough in machine learning would be worth ten Microsofts. Machine learning (ML) is getting computers to program themselves. ML is like farming or gardening. Seed is the algorithm, nutrient is the data, the gardeners are like us and plant in the program. If programming is automation, then machine learning is automating the process of automation. Writing software is bottleneck, we don't have enough good developers. Let the data do the work instead of people. Machine learning is the way to make programming scalable. Machine learning aims to generate classifying expressions simple enough to be understood easily by the human. They must mimic human reasoning sufficiently to provide insight into the decision process. Like statistical approaches, background knowledge may be exploited in development, but operation is assumed without human intervention [2] . Machine learning techniques are used for data analysis and pattern discovery. Thus play a major role in the development of data mining applications [6] . There are many different methods to compare results and to determine the best classification.
Machine learning is concerned with techniques and algorithms for performing tasks that improve with experience at performing specific tasks [1] . The main categories of machine learning tasks are classification, regression, clustering, co-training, relationship discovery, and reinforcement learning.
II. WINE-QUALITY CLASSIFICATION

Wine-quality-white dataset
Wine-quality dataset is taken from real data. There are 11 attributes and 7 classes. All attributes are numeric-valued. The 11 attributes are fixed acidity, volatile acidity, citric acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, sulphates and alcohol.
Supervised machine learning procedure
One standard formulation of the supervised learning task is the classification problem. Inductive machine learning is the process of learning a set of rules from instances, or more generally speaking, creating a classifier that can be used to generalized from new instances. The process of applying supervised ML to a real-world problem is described in Figure 1 . 
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This work focuses on the classification of ML algorithms and determining the most efficient algorithm with highest accuracy and precision.
Classification comparison procedure:
Algorithms compared use same wine quality-white dataset 
Measuring the Central Tendency
Descriptive statistics can give us great insight into the shape of each attribute.
Mean:
The common and most effective numerical measure of the center of a set of data is the (arithmetic) mean. k th Percentile: The k th percentile of a set of data in numerical order is the value x i having the property that k percent of the data entries lies at or below x i . The median is the 50 th percentile. The first quartile, denoted by Q1, is the 25 th percentile; and the third quartile, denoted by Q3, is the 75 th percentile. Standard Deviation: It is measures of data dispersion. It indicates how spread out a data distribution is. A low standard deviation means that the data observations tend to be very close to the mean, while a high standard deviation indicates that the data are spread out over a large range of values. Max-Min Normalization: It performs a linear transformation on the original data. Suppose that min A and max A are the minimum and maximum value of an attribute, A.
Learning Algorithms
Naïve Bayes: A naïve bayes classifier is based on the Bayes theorem. A naive bayes classifier is based on the Bayes theorem. A naïve bayes classifier assumes that the presence of an articular feature of a class is unrelated to the presence of any other feature (input variable is independent). Naïve bayes classification can be trained very efficiently in a supervised learning setting. Parameter estimation for naïve bayes uses the method of maximum likelihood or using bayesian methods. The assumption that input variable is independent is unrealistic for real data. This technique is very effective on a large range of complex problems [5] .
Support Vector Machine(SVM):
SVM is categorized as supervised learning which considered as heuristic algorithm. The main idea in SVM is to determine a hyper plan that optimally separates two classes.
Kernel function is used to solve classification function. There are four basic kernels functions [5] :
-Linear :
RBF is radial basis function. The y, r, and d are kernel parameters. In this paper, Linear Function is used as the kernel function in order to get better accuracy.
k-Nearest Neighbors (KNN) :
This algorithm, also known as "lazy learning algorithm" is the simplest algorithm of all the machine learning models. It compares a given example 'x' with training examples which are similar to it. The training dataset is stored in a n-dimensional pattern space and the algorithm searches the area for the nearest example (k) from the training dataset that is close to the given example x. This algorithm usually is used for classification and regression. Regarding classification, it classifies according to the majority vote of it is nearest k. K is a positive integer. When k = 1, this means it is assigned to the nearest neighbor.
Decision Tree: The representation of decision tree model is a binary tree. Each node represents a single input variable (x) and a split on that variable. The leaf nodes of the tree contain an output variable (y) which is used to make a prediction. Predictions are made by walking the split of the tree until arriving at a leaf node and output the class at that leaf node. Trees are fast to learn and very fast for making predictions. Decision Tree is also accurate for a broad range of problems and do not require any special preparation for data. Decision Tree has a high variance and can yield more accurate predictions when used in an ensemble.
Logistic Regression(LR):
Linear regression can easily be used for classification in domains with numeric attributes. Indeed, we can use any regression technique, whether linear or nonlinear, for classification. The trick is to perform a regression for each class, setting the output equal to one for training instances that belong to the class and zero for those that do not. The result is a linear expression for the class. Then, given a test example of unknown class, calculate the value of each linear expression and choose the one that is largest. This method is sometimes called multiresponse linear regression.
Linear Discriminant Analysis: Linear Discriminant Analysis (LDA) is a statistical technique for binary and multiclass classification. It too assumes a Gaussian distribution for the numerical input variables. LR and LDA are simple linear algorithms.
Algorithm Tuning
Machine learning algorithms are parameterized and modification of those parameters can influence the outcome of the learning process. Think of each algorithm parameter as a dimension on a graph with the values of a given parameter as a point along the axis. Three parameters would be a cube of possible configurations for the algorithm, and n-parameters would be an n-dimensional hypercube of possible configurations for the ISSN 2250-3153 http://dx.doi.org/10.29322/IJSRP.8.5.2018.p7767
www.ijsrp.org algorithm. The objective of algorithm tuning is to find the best point or points in that hypercube for our problem. We will be optimizing against our test harness, so again we cannot underestimate the importance of spending the time to build a trusted test harness. Algorithm parameter tuning is an important step for improving algorithm performance right before presenting results or preparing a system for production.
IV. RESULTS
We use scikit-learn from Python to explore the data both with descriptive statistics and data visualization. We must have a very good handle on how much data we have, both in terms of rows and columns. Too many rows and algorithms may take too long to train. Too few and perhaps we do not have enough data to train the algorithms. Too many features and some algorithms can be distracted or suffer poor performance due to the curse of dimensionality. We can take a look at a summary of each attribute at Figure 1 . This includes the count, mean, the min and max values as well as some percentiles.
Figure 1. Reviewing statistical summary of data and class distribution in the dataset
We can view the number of instances that belong to each class. We can present a histogram of each input variable at Figure 2 . We can view that there are Gaussian-like distributions and perhaps some exponential like distributions for other attributes. We can present same perspective of the data using density plots in Figure 3 . This is useful, we can view that many of the attributes have a skewed distribution. A power transform like a Box-Cox transform that can correct for the skew in distributions might be useful. www.ijsrp.org
Evaluation Algorithms : Basedline
We don't know what algorithms will do well on Wine-qualitywhite dataset. Gut feel suggests distance based algorithms like kNearest Neighbors and Support Vector Machines may do well. We use 10-fold cross-validation. The dataset is not too small and this is a good standard test harness configuration. We evaluate algorithms using the accuracy metric. This is a gross metric that give a quick idea of how correct a given model is. Table 1 shows the accuracy result for each model. We create a baseline of performance on this paper and spotcheck a number of different algorithms. We select a suite of different algorithms capable of working on this classification research. The six algorithms selected include:
• Linear Algorithms: Logistic Regression (LR) and Linear Discriminant Analysis (LDA).
• Nonlinear Algorithms: Classification and Regression Trees (CART), Support Vector Machine (SVM), Gaussian Naïve Bayes (NB) and k-Nearest Neighbors (KNN). There are just mean accuracy values. It is always wise to look at the distribution of accuracy values calculated across-validation folds. We can present that graphically using box and whisker plots in Figure 5 . 
Evaluation Algorithms : Standardize Data
We evaluate the same algorithms with a standardized copy of the dataset. This is where the data is transformed such that each attribute has a mean value of zero and a standard deviation of one. We also need to avoid data leakage when we transform the data.
A good way to avoid leakage is to use pipelines that standardize the data and build the model for each fold in the cross-validation test harness. That way we can get a fair estimation of how each model with standardized data might perform on unseen data. Table 2 describes the accuracy result for each standardized model. We plot the distribution of the accuracy scores using box and whisker plots in Figure 6 . www.ijsrp.org
Algorithm Tuning
According to Table 1 , the results show a tight distribution for CART and SVM are encouraging, suggesting low variance. The poor results for KNN and NB are surprising. According to Table2, we can see that SVM, CART are still doing well, even better than before. We tried to research digging deeper into the SVM and KNN algorithms. It is very likely that configuration beyond the default may yield even more accurate models. We can start off by tuning the number of neighbors for KNN. The default number of neighbors is 7. Below we tried all odd values of k from 1 to21, covering the default value of 7. Each k value is evaluated using 10-fold cross-validation on the training standardized dataset. We can print out configuration that resulted in the highest accuracy as well as the accuracy of all values tried as shown in Figure 7 .
Figure 7.Result of Tuning KNN on the Standardized Dataset
We can tune two key parameters of the SVM algorithm, the value of C (how much to relax the margin) and the type kernel. The default for SVM is to use the Radial Basis Function (RBF) kernel with a C value set to 1.0. Like with KNN, we will perform a grid search using 10-fold cross-validation with a standardized copy of the training dataset. We tried a number simpler kernel types and C values with less bias and more bias. The accuracy 64.954 % is better than what KNN and CART could achieve.
V. CONCLUSION AND RECOMMENDATION
We worked through a classification predictive modeling in machine learning. We have met our objective which is to evaluate and investigate six selected classification algorithms. The best algorithm based on the data is SVM according to algorithm tuning. In Tuning, k=1 for KNN was good, SVM with accuracy 64.954% was the best. Machine Learning classification requires thorough fine tuning of the parameters and at the same time sizeable number of instances for the dataset. It is not a matter of time to build the model for the algorithm only but precision and correct classification. Therefore, the best learning algorithm for a particular data set does not guarantee the precision and accuracy for another set of data whose attribute are logically different from the other [4] . This work recommends that we can improve the performance of algorithms by using ensemble methods. Then we can finalize the model by training it on the entire training dataset and make predictions for the hold-out validation dataset to confirm our findings.
