Abstract. We review progress made in simulating and predicting principal properties of solar cycles using flux-transport dynamo models and predictive tools. We show that such models provide a consistent plausible theory for the following solar cycle properties: cycle period, phase relation between poloidal and toroidal magnetic fields, field symmetry about the equator, cycle 23 polar field amplitudes and reversal timings, timing of the end of cycle 23, and the relative peaks of cycles 16-23, as well as forecasts for the upcoming peak of cycle 24. The same model is also used to show that so-called 'interface' dynamo solutions do not calibrate well to solar observations, and that the current solar dynamo may be a significant source of high amplitude very long lived non-reversing toroidal field in the solar interior.
3 DEUTSCHE PHYSIKALISCHE GESELLSCHAFT model must be 'calibrated' with solar observations. This process also constrains the choice of more poorly known physical parameters, such as the magnetic diffusivity. Once calibrated, the model can be used to simulate and predict departures from the typical cycle, caused by variations in various inputted data, such as observed magnetic fields from previous times.
To be 'calibratible', a solar dynamo model must contain sufficient realism to allow inclusion of known features of the Sun. For example, spherical geometry is essential, but restriction to axisymmetry is possible, because many solar cycle properties can be captured from axisymmetric data. Processes observed to occur with longitude dependence on the Sun, such as the emergence of magnetic flux in active regions, can be averaged to estimate their effects on longitude-averaged solar cycle features. A deep spherical shell configuration is also essential for including the full differential rotation known from helioseismic methods, as well as a closed meridional circulation that conserves mass. On the other hand, local dynamos in cartesian geometry can be and often are used in complementary ways to study particular dynamo processes, including relevant properties of magnetohydrodynamic (MHD) turbulence.
At the same time, there are practical limits to the realism that is possible to include for predictive purposes. Dynamo action in the Sun no doubt occurs on many space and timescales, from the global down to granulation scales (10 −4 of the solar radius), involving many turbulent processes. Capturing all or even most of these scales and processes in one numerical model is obviously impossible. Current three-dimensional (3D) global MHD models for solar differential rotation, convection and magnetic fields are truncated at larger spatial scales than supergranulation (10 −2 of the solar radius), so they must parameterize all smaller-scale turbulent processes. It is therefore not possible to do direct numerical simulations (DNS) for the solar convection zone. They show dynamo action, but no evidence of such basic features as global field reversals yet (Browning et al 2006) . So such models are not currently 'calibratible'. In any case, these simulations are so expensive in supercomputing power as to be impractical to use for multiple cycle simulation, let alone prediction. The earliest such simulation attempts (Gilman 1983) , done with much coarser resolution, did show field reversals but the resulting butterfly diagrams were not solar-like. Toroidal fields produced in them migrated toward the poles rather than the equator.
As a consequence of the above considerations, we and others have focussed attention on a class of dynamo model that has enough physics in it to be calabratible with global solar observations, while at the same time being integratible using modest computing resources. This class of dynamo is the 'flux transport' dynamo, so named (Wang and Sheeley 1991) because of the inclusion of meridional circulation as well as differential rotation in the induction equation. Such models generally parameterize key turbulent processes occurring on scales smaller than the resolution of the model, such as the turbulent transport of magnetic flux, captured by a turbulent magnetic diffusivity, and the turbulent lifting and twisting of magnetic field lines, represented by one or more 'α-effects'. These models also omit others, such as formation and buoyant lifting of magnetic flux tubes, turbulent diamagnetic effects and Alfven wave effects. The success of such a model in simulating and predicting solar cycles can only be judged by studying the output from it, by comparing to the appropriate solar observations. Figure 1 shows a sequence of schematic diagrams that depict qualitatively the succession of processes contained in a flux-transport dynamo solution that leads to cyclic magnetic fields of the correct dominant symmetry about the equator. The extensive legend briefly describes each of these processes. Figures 1(g) and (h) show the role of meridional circulation which, in reality, is transporting poloidal and toroidal flux around the domain during all phases of a magnetic cycle. How quickly this happens of course depends on the amplitude of the meridional flow. Note that, because the model contains magnetic diffusion everywhere, reconnection occurs everywhere that advective and/or diffusive processes bring into close proximity magnetic fields of opposite signs. Particularly active domains of reconnection are high latitudes for poloidal fields and at the equator for toroidal fields. Figure 2 shows a plot of an actual meridional flow used in many of our dynamo calculations, with the poleward flow near the top in agreement with solar observations. The dots on the streamlines mark one-year intervals of time of this 'mean-field' meridional flow (actual particle trajectory would be much more complex, of course). Figure 2 then shows that magnetic flux that starts in low latitudes at the top takes about 20 years to be transported to the poles, down to the bottom of the convection zone (∼r = 0.7R), and back toward the equator. This time is in fact an estimate of the 'memory' of such a model for past magnetic fields, provided the magnetic diffusivity is not so large as to 'short circuit' the meridional flow transport. This means the magnetic Reynolds number associated with the mean meridional flow should be 1. In practical terms (see , this limits turbulent magnetic diffusivities to 3 × 10 11 cm 2 s −1 in the bulk of the convection zone.
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Mathematical formulation
In common with most formulations of the dynamo problem, we begin from the induction equation,
in which B is the vector magnetic field, U is the specified velocity, and η is the magnetic diffusivity. Then applying mean field theory to equation (1) in the standard way, we obtain the dynamo equation (2), written as
in which B is now the mean magnetic field, U the mean differential rotation and meridional circulation (for simplicity we omit the averaging overbars in (2) to distinguish it from the original equation (1)), α a parametric form of production of one component of magnetic field from another by lifting and twisting, such as by kinetic helicity of the turbulent flow, and η is now a turbulent magnetic diffusivity.
To simplify the problem further, we assume axisymmetry for the mean fields and decompose them into toroidal (B φ (r, θ, t) ê φ ) and poloidal (∇ × A(r, θ, t)ê φ ) and separate the vector components of equation (2) into equations for A and B φ :
In equation (3) for the poloidal field we have added a surface poloidal field source term S(r, θ, B φ ), which represents the production of new poloidal field near the outer boundary that originates from toroidal field near the bottom that rises to the surface by magnetic buoyancy to form active regions. In equation (4) (r, θ, t) is the specified differential rotation and in both equations u = u rêr + u θêθ is the specified meridional circulation. In equation (3) α now is an α-effect that arises from instabilities in the overshoot tachocline near the bottom of the domain. The details of the tachocline α-effect we have used, such as its latitudinal profile, are given in Dikpati and Gilman (2001) . Both the surface poloidal source and the α-effect near the bottom of the domain are 'quenched' above a certain field strength, so that the solutions do not grow without bound. This is the only nonlinearity in the system. The boundary conditions we apply to the induced toroidal and poloidal fields in our simulations are shown in figure 3 , for the case of simulations in a single hemisphere. The toroidal field is set to zero on all boundaries, including the poles, while the poloidal field is fitted to a potential field above the top boundary. A = 0 at the poles is required by axisymmetry. A = 0 at the bottom boundary (r = 0.6R) keeps the field out of the deep interior, and ∂A/∂θ = 0 at the equator ensures that the poloidal field is linked between north and south hemispheres. In full sphere calculations, the equatorial boundary conditions are omitted. 
Major results since 1999
We and colleagues have used solutions of equations (3) and (4) to answer an important sequence of questions about basic properties of the solar cycle. To make the model as solar-like as possible, we specify the differential rotation and meridional circulation with guidance from helioseismic and solar surface doppler measurements. We also constrain the poloidal sources and diffusivity values by both observations and theory, as specified in the various papers we cite below.
What determines the period of the solar activity cycle?
A principal result of Dikpati and Charbonneau (1999) was to show that in flux transport dynamos, the dynamo period is approximately inversely proportional to the speed of the meridional flow. By contrast, it is only very weakly dependent on the turbulent diffusivity. In particular it is the speed of the equatorward return flow near r = 0.7R that determines this period, by advecting both poloidal and toroidal field from high latitudes to low there. Agreement between the model cycle period and that of the Sun requires an equatorward return flow of a few m s −1 near the base of the convection zone. While this flow cannot be observed directly, it is consistent with a poleward flow near the solar surface of 15-20 ms −1 , which is observed (Hathaway et al 1996) . The flow is larger near the top because of the substantially lower fluid density there. By contrast, the cycle period in flux-transport dynamos is rather insensitive to the amplitude of the differential rotation, α effects, or the diffusivity. This is quite the opposite of the so-called interface dynamos (Parker 1993) and classical α-ω dynamo (Stix, 1973 It is well known that the polar fields of the Sun reverse near solar maximum, while they are near maximum at the minimum of sunspots. Naval Research Laboratory (NRL) scientists first showed, using a ID flux-transport model applied to the Sun's surface (Wang et al 1989) , that advectivediffusive transport of the Sun's weak magnetic flux arising from the decay of active regions can explain quantitatively the poleward drifts of these flux and the polar reversal that follows. Simulations from a complementary 2D flux-transport model (Dikpati 1996) for a meridional cut in the Sun's convective envelope confirmed the aforementioned calculations. In a detailed BabcockLeighton flux-transport dynamo calculation with solar-like differential rotation, Dikpati and Charbonneau (1999) showed that this phase relation is a natural consequence of the meridional flow of observed amplitude on the Sun. Here, it is the surface poleward-flowing branch that is responsible. Too fast a flow, and the polar fields reverse before sunspot maximum is reached; too slow a flow, and the polar reversals are delayed until well past sunspot maximum. The observed meridional circulation leads to reversal near sunspot maximum. The key to getting the correct phase relation between the peak in the toroidal fields and sunspots, and the surface poloidal fields, particularly the polar field reversals, is having the primary creation of toroidal fields occurring near r = 0.7R, while the poloidal flux is created at the surface and transported toward the pole by surface processes.
What causes the solar dynamo to operate in a mode predominantly antisymmetric about the equator, as exemplified by Hale's polarity laws?
This question arose as soon as Hale's polarity rules were discovered in the early 20th century, but until much more recently has not received very much attention. In building dynamo models applied to the Sun, it has been common practice to solve the dynamo equations for a single hemisphere, with symmetry conditions imposed at the equator. Dikpati and Gilman (2001) addressed the symmetry selection problem in detail. By doing full spherical shell simulations without imposing equatorial symmetry conditions, they showed that the combination of a meridional flow toward the equator at the bottom of the convection zone, together with an α-effect there, favours the antisymmetric mode. Simulations with meridional flow and a surface Babcock-Leighton type poloidal source choose the opposite symmetry, even when started from a previously obtained antisymmetric solution. Furthermore, if the model includes only an α-effect near r = 0.7R, the base of the convection zone, and no meridional flow, so the dynamo is a classical α-ω interface type dynamo, then the symmetric mode is still favoured. Therefore both a meridional flow and an α-effect near r = 0.7R are needed to ensure the correct symmetry.
The physical reason that the antisymmetric mode is favoured in this case is that the α-effect near the base of the convection zone at ∼r = 0.7R produces new poloidal field there that is promptly swept toward the equator by the meridional flow. Turbulent diffusion near the equator annihilates any oppositely directed radial field coming from higher latitudes, resulting in a latitudinal field that connects north and south hemispheres. Then latitudinal differential rotation produces antisymmetric toroidal field there, ensuring that the α-effect subsequently produces antisymmetric poloidal field. By contrast, if the α-effect in the flux transport dynamo is at the top, such as produced by the Babcock-Leighton process of decay of active regions, then the meridional flow has to carry this flux to the poles, down to ∼r = 0.7R and back toward the equator, by which time it has lost much of its strength. In this case therefore the antisymmetric mode is not favoured. However, a Babcock-Leighton poloidal source is observed to exist, so it cannot be ignored. Therefore, two α-effects are needed to get the correct symmetry. Dikpati et al (2004) was the first to apply a flux-transport dynamo to explain specific features of a particular solar cycle, that of cycle 23. That paper focussed on the behaviour of the polar fields in both north and south hemispheres, using time-dependent information about both the surface radial magnetic flux and the meridional circulation. As in section 3.3, we compute the polar field patterns in a full-spherical shell simulation of the flux-transport dynamo model. The equator is not a boundary in this case and therefore no symmetry conditions about the equator were imposed. The model was allowed to pick its symmetry about the equator. There are no other possible symmetries in the problem, and all other boundary conditions are the same as shown in figure 3 .
Can flux-transport dynamos explain features of global solar magnetism specific to a particular solar cycle?
The model was first calibrated against an average solar cycle, and then initialized with magnetic data from cycle 22. Dikpati et al (2004) found that the 1.5 year delay in polar field reversal in cycle 23 compared to an average cycle was primarily due the weaker surface poloidal field sources in cycle 23 compared to 22. When transported to the poles by the meridional circulation, these weaker sources took longer to cancel out the polar field created during cycle 22. These weaker sources also caused the post-reversal polar field of cycle 23 to be weaker than in cycle 22, and take longer to build up.
But the meridional circulation seen during cycle 23 also played a role in the behaviour of the polar fields. In particular, the systematic decrease in meridional field amplitudes during 1996-2002 (Haber et al 2002; Basu and Antia 2003) caused the polar transport of surface radial flux also to slow down, contributing to the ∼1.5 year delay in polar field reversal cited above. In addition, the reversal of the north pole field ∼1 year ahead of that of the south pole is a consequence of the appearance of a submerged high latitude reversed meridional flow cell in the north during 1998-2001 (Haber et al 2002) . In the model simulation, this reversed cell caused a faster cancellation of the remnant polar fields in the north from cycle 22 by the fields of cycle 23, by carrying those remnant fields to a lower latitude where they were cancelled sooner by the new fields.
Can the so-called interface dynamos calibrate well to the Sun?
Parker (1993) defined and applied the first interface dynamo to the Sun. In its simplest form this dynamo contains a radial differential rotation characteristic of the solar tachocline, together with an α -effect just above the tachocline. The magnetic diffusivity is taken to be much smaller in the tachocline than above it. Parker showed that it is capable of producing large amplitude toroidal fields in the tachocline due to the low diffusivity, where they can be stored long enough to reach the strength needed to be the source of sunspots seen in middle and low latitudes.
But does such a solution calibrate well with solar observations? For example, does it produce a butterfly diagram from toroidal field near r = 0.7R and surface radial field that agrees well with that of the real Sun? Markiel and Thomas (1999) performed a detailed calculation of an interface dynamo with a realistic solar rotation profile, and obtained a solar-like low-latitude butterfly diagram. But they did not show what the time-latitude diagram for the surface radial fields would look like and whether it is possible to calibrate simultaneously the low-latitude sunspot butterfly and the high-latitude surface radial field time-latitude diagrams in this class of models.
Also, Garaud (1999) showed that the skin-depth of cyclically reversing poloidal fields near the base of the convection zone can be severely limited by the rapidly declining magnetic diffusivity there. What if conditions are such that these poloidal fields cannot penetrate the tachocline enough to be sheared by the radial rotation gradient there? In that case, a pure interface dynamo might fail completely. Dikpati et al (2005) examined these questions in detail.
To answer the questions posed above, Dikpati et al (2005) performed a series of numerical experiments, the results of which are shown in condensed form in figure 4. They started with a pure interface dynamo qualitatively similar to that used by Parker (1993) . Figure 4(a) shows the resulting butterfly diagram for this case, in which the relative locations of the tachocline radial shear and the diffusivity drop with depth are such that the induced poloidal field can penetrate the tachocline from above. This pattern shows at least two major differences from the Sun: the cycles are very short and highly overlapping, implying that several Sunspot bands of opposite polarity would be present at the same time; and surface poloidal fields migrate toward the equator at all latitudes, while on the Sun in mid and high latitudes they in fact migrate toward the poles. Both these non-solar like features are very hard to eliminate by tuning the interface model. They are in fact very typical of this type of dynamo. These results cast doubt on the 'calibratability' of the interface dynamo to solar observations.
Figure 4(b) shows what happens when the relative locations of the tachocline shear and diffusivity drop are such that the induced cyclic poloidal field cannot penetrate the tachocline. Here the solutions remain cyclic, with a much longer and more solar-like period, but essentially no latitudinal propagation at all. The lack of latitudinal migration is because only latitudinal rotation gradients are inducing toroidal fields, not radial gradients. So this case also does not apply well to the Sun. Figure 4(c) shows what happens when a meridional flow whose amplitude at the top is solar-like (peak flow ∼15 ms −1 poleward) is added. The period becomes too long for the Sun and there is still very little migration of the toroidal fields toward the equator with time. So this case is also deficient for the Sun.
In Figure 4 (d), we have doubled the amplitude of the meridional flow to show what is required, with these dynamo ingredients, to get a solar-like dynamo period. In this case, we also produce a modest phase-shift with latitude in the timing of the peak toroidal field. But this effect is too small for the Sun, even when the meridional flow in the model is twice a reasonable solar value.
In Figure 4 (e), a surface Babcock-Leighton source of radial fields is added, in accordance with solar observations, and the meridional flow is reset to a solar value, and a much more solarlike butterfly diagram results, with a reasonable period. Here while the toroidal field migrates toward the equator at all latitudes, the surface radial field shows a high-latitude poleward branch, and an equatorward branch in low latitudes. The shorter period originates due to the presence of Babcock-Leighton effect that 'short circuits' the equatorward transport of toroidal field and low latitude upward transport of poloidal field. Through the combined actions of rising buoyant fluxtubes, creating active regions together with their subsequent decay, puts new poloidal field at the outer boundary instantly. The poleward migration of surface radial fields is due to the meridional flow advecting poleward the surface radial fields newly deposited in sunspot latitudes by the Babcock-Leighton process. 
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DEUTSCHE PHYSIKALISCHE GESELLSCHAFT Dikpati et al (2005) concluded from these simulations that an interface dynamo will not work for the Sun, whether or not the induced poloidal fields reach tachocline depths. By contrast, fluxtransport dynamos, particularly those with both a surface Babcock-Leighton source for poloidal fields and an α-effect near r = 0.7R, are very calibratible and therefore quite robust for the Sun, even if poloidal fields do not reach tachocline depths. Thus the skin-effect illustrated by Garaud (1999) is not limiting in the flux transport case.
Can the currently operating solar dynamo be a significant source of toroidal flux in the solar interior below the convection zone?
One of the remaining mysteries concerning radiative stellar interiors is whether they contain magnetic fields, and if so, what kind and of what magnitude. Two concepts of longstanding are that such fields are primordial (Cowling 1945; Wrubel 1952) or that they are remnant fields from extinct dynamos (Schussler 1975; Parker 1981) . More recently, Mestel and Weiss (1987) made the suggestion that convection zone dynamos with cycles fluctuating in amplitude could create net interior fields. But have now shown that flux-transport dynamos producing very regular cycles in the convection zone can create substantial non-reversing toroidal fields in the outer part of the stellar interior, provided there is an α-effect near the bottom of the convection zone. They solved the problem using the Sun as a well observed example, but their results should apply to stellar interiors much more broadly.
Since the effective magnetic diffusivity in the solar tachocline is unknown, constrained only by convection zone values above (10 10 -10 12 cm 2 s −1 ) and radiative interior atomic values below (10 2 -10 3 cm 2 s −1 ), Dikpati et al varied the diffusivity in the tachocline with multiple profiles between these extremes, assuming core diffusivity values from 10 9 down to 10 3 cm 2 s −1 . Particularly for the lower values, they ran the dynamo model for more than 10 5 years to obtain clear convergence. Typical field patterns from their results are shown in figure 5, which is adapted from figure 4 of their paper. The three meridional cross-sections shown depict three phases of one sunspot cycle after ∼10 5 years of simulation. In this particular calculation, the core magnetic diffusivity is 10 6 cm 2 s −1 , an intermediate value. Shading denotes the toroidal field, solid and dashed lines the poloidal field. Comparing the left and right cross-sections, we see clearly the reversal in all the fields in the domain above the tachocline (bounded by the pair of dotted circular contours), while the fields below are the same in the three frames.
To get the build-up of non-reversing field below the tachocline requires a small α-effect in the tachocline, which can be produced by one or more MHD instabilities likely to occur there. Depending on the details of the diffusivity profile with depth in and near the tachocline, and particularly how small a diffusivity is attained within it, both reversing and non-reversing toroidal fields as large as 10 2 or even 10 3 kG can be produced. Since the dynamo model used is kinematic, including dynamical jxB type feedbacks might limit these fields to somewhat lower values, but for all diffusivity values taken they will still be so large in the tachocline that the global dynamics of this shell must be that of full MHD with timescale of one solar cycle or even much less. Thus the much longer timescale dynamics invoked in Gough and McIntyre (1998) to understand the existence of the tachocline do not apply. Therefore, the so-called 'slow'tachocline (Gilman 2000) does not exist. (2006) . Note that the fields below the dashed circle at r = 0.7R are steady, while those above are reversing after evolving through half a magnetic cycle.
Can the timing of the end of a cycle and the onset of the next one be predicted?
Since for flux-transport dynamo models the dynamo period is set primarily by the amplitude of the meridional flow, if that flow changes from one cycle to the next or within a given cycle, the period of that cycle will be affected. Time variations in meridional flow on the Sun have been observed only since about 1996 (Basu and Antia 2003) so only the timing of the end of the current cycle 23 can be studied. It was observed that between the years 1996 and 2003 the surface poleward meridional flow slowed down by a few tens of percent. Dikpati (2004 Dikpati ( , 2005 
Can the sequence of observed solar cycle peaks be simulated and predicted?
The first truly dynamo-based simulation of the sequence of peaks of past solar cycles and a forecast of solar cycle 24 was published by Dikpati and co-workers . These simulations and forecast were done by starting from the calibrated flux transport dynamo of Dikpati et al (2004) and making certain modifications. First, in equation (3) for the poloidal field in terms of vector potential A, the link between the toroidal field in the dynamo at the bottom and the poloidal field at the surface is replaced by a surface forcing term that is derived from the waxing and waning of the observed poloidal fields created by the decay of tilted bipolar active regions in previous solar cycles. This represents a form of 2D (time-latitude) data assimilation in the model, a very common practice for meteorological forecast models, but perhaps the first time it has been used in a solar forecasting problem. As a result of the above modification, no quenching of the Babcock-Leighton poloidal source, and no buoyancy mechanism are included in the model. However the nonlinear quenching in the α-effect near the base of the convection zone is retained. Since this α-effect is much smaller compared the Babcock-Leighton surface α-effect, in effect the model is mathematically changed from being a self-contained nonlinear system to a primarily linear system that is forced at the upper boundary by a measure of the Sun's past surface fields. The resulting equation for A is given by
in which, B 0 is the quenching field strength, set to 30 kG. The inclusion of the surface forcing function, F, representing the time variation of past magnetic fields of the Sun imposes on the model the (variable) period of past solar cycles. But as described above and in Dikpati and Charbonneau (1999) , flux-transport dynamos already have their own intrinsic period, determined primarily by the strength of the meridional flow. We do not know directly from velocity observations prior to 1996 what the amplitude of this meridional flow was. In our initial approach, we estimate an average amplitude of meridional flow from the average period of as many past cycles as we have high quality sunspot data for, which takes us back to cycle 12. From this data we get an average period of 10.75 years. A more sophisticated approach might involve an ensemble of 12 cycle simulations with different or time-varying meridional circulation, but that remains for the future.
If we use a meridional flow amplitude determined in this way, but force the model with data that has the observed period of each sunspot cycle, a phase mismatch in the link between the toroidal and poloidal fields grows to an unacceptably large value over several cycles' time integration. This makes simulation and forecast of cycle peaks impossible. To avoid this problem, Dikpati et al stretched and compressed in time the observed data so that each cycle in the surface forcing had the same period, 10.75 years, as the intrinsic period of the dynamo, so that no such destructive phase mismatches would occur. As a result, this method cannot be used to simulate or predict the period of an upcoming cycle, but it can be used to predict the amplitude. with half-width 6
• latitude (figure 7(b)) whose peak matches with spot area curve for that cycle, which migrates toward the equator at a fixed rate. Clearly this representation is not unique, and others should also be tried, particularly ones that capture more of the information present in the observational data.
Strictly speaking, the surface poloidal forcing should come from synoptic observations of the photospheric magnetic flux that originates from the decay of active regions, averaged over longitude to fit the axisymmetric mean-field formulation, but such measurements exist only from 1976. Photospheric magnetic flux and sunspot area averaged over several rotations correlate very well , so we are able to use the much longer sunspot area record to create the forcing.
Starting from a fully converged calibrated model solution, we initialized the model from the beginning of solar cycle 12, and ran it for the next 13 cycles extending through the upcoming cycle 24. The results of our simulations and predictions for the peaks of cycles 12-24 are shown in figures 8(a) and (b), adapted from . In figure 8(a) we compare the observed solar cycles (cycle periods all stretched or compressed to 10.75 years) with the sequence of simulated peaks. It is clear from figure 8(a) that the correspondence between observed and simulated cycles is very good, particularly beyond cycle 15. For the first few cycles the agreement is not as good, because the model is still loading the meridional circulation 'conveyer belt' with fields from previous cycles. The simulations show two curves for the upcoming cycle 24. The solid curve represents the case for which the meridional circulation remains fixed at a value that produces the 10.75 year dynamo period, and shows cycle 24 should have a ∼50% higher peak than cycle 23. The dashed curve represents a simulation that takes account of time variations in observed meridional circulation since 1996, as described above in section 3.7. For this case, cycle 24 is forecast to be ∼30% higher than cycle 23. Thus, even allowing for variations in meridional circulation, we forecast that cycle 24 will be substantially more active than the current cycle. There are many other forecasts for cycle 24, most saying it will be larger than cycle 23, but some saying it will be smaller. But our forecast is the very first one made using a dynamo model with real solar data.
DEUTSCHE PHYSIKALISCHE GESELLSCHAFT
The skill of our forecast model is demonstrated more clearly in the scatterplot shown in figure 8(b) which shows the observed peaks for cycles 12-23 against the peaks of the toroidal flux integral computed for the tachocline between the equator and 45
• . The correlation coefficient for these points is extremely high, 0.987 for cycles 16-23. This calculation was done for a particular value of the magnetic diffusivity in the bulk of the convection zone, namely 5 × 10 10 cm 2 s −1 , but in similar levels are reached for a wide range of diffusivity values, illustrating the robustness of the model.
How the model works to achieve its forecast skill is discussed in detail in . A key element of its workings is shown in figure 10 , in which is plotted the latitudinal poloidal field and the toroidal field at similar phases in cycles 19 and 20. The frames in figure 10 are snapshots from a continuous video animation for cycles 16-23, in which the path followed by new poloidal field of a particular sign in B θ can be tracked until it disappears near the base of the convection zone near the equator 2-3 cycles later. The numbers within the plot denote the cycle of origin of each field tracked in this way through all of cycles 16-23. Figure 10 then saves a sample from this tracking illustrating that there is a memory at high latitudes of the poloidal field from previous cycles, with up to three successive cycles' fields accumulated at high latitudes by the meridional flow. The latitudinal differential rotation shearing these fields produces the toroidal fields shown. The equatorward-flowing bottom branch of the meridional circulation then sweeps both poloidal and toroidal fields toward the equator to put in place the toroidal field that creates the peak of the next cycle.
Other dynamo-based forecast methods
Attempts to build dynamo-based schemes for forecasting upcoming solar cycle properties have been made over more than 40 years. These schemes fall into two categories: (i) qualitative and (ii) quantitative prediction schemes. Schatten (Schatten et al 1978) was the first to develop a qualitative dynamo-based prediction scheme in which a 'magnetic persistence' between the current sunspot cycle's amplitude and previous cycle's polar fields was considered. This scheme, often called the 'polar-field precursor method', has recently been used to predict that the upcoming cycle 24 will be very weak (Schatten 2005; Svalgaard et al 2005) . Another dynamobased scheme, called the 'geomagnetic precursor method', respectively relates the 'in-phase' and 'out-of-phase'components of the geomagnetic activity index to the Sun's spot-producing toroidal field and large-scale poloidal field, was first developed by Feynman (1982) . But in contrast to the polar field precursor method, recent implementation of this scheme has predicted a strong cycle 24 (Hathaway and Wilson 2006) .
Very recently quantitative dynamo-based forecast schemes are being developed. All of them so far have relied on flux-transport type solar dynamo models operating either purely at the surface or in the meridional plane of the Sun's convection zone. We have already discussed in detail in the previous section the predictive tool of the latter type. These schemes use surface magnetic data from many past cycles and integrate the induction equation extending into the future to make quantitative estimation for the upcoming cycle's dynamo-generated flux at the base of the convection zone. A predictive tool based on surface flux-transport model has been constructed by Cameron and Schüussler (2007) who postulated that the cross-equatorial transport of magnetic flux in the late phase of a cycle is an accurate precursor for the strength of the next cycle. By assimilating observed surface magnetic data into their ID model and integrating forward in time, they found a very high correlation (r = 0.90) between the observed amplitude of the next cycle 18 DEUTSCHE PHYSIKALISCHE GESELLSCHAFT and their predicted cross-equatorial transport at the end of the previous cycle, when they represent the latitude information of the surface poloidal source with equatorward migrating Gaussian as in . They also predict a high cycle 24. By contrast, the correlation between the polar fields computed from this model and the observed cycle amplitude is poor. They also noted that the predictive skill goes down significantly with the correlation coefficient declining to 0.45, when the actual latitude information for the spot eruption is incorporated in the model. It is yet to be seen how the results from our flux-transport dynamo-based scheme change when the observed daily latitude profile of the emerged flux is incorporated into the model.
Finally, we note that certain theoretical results of flux-transport type solar dynamos have led to the development of another quantitative dynamo-based scheme that is based on the fact that the latitudinal drift speed of centroid of sunspot zone is positively correlated with the strength of second following cycle (Hathaway and Wilson 2004) . This scheme has also predicted a strong cycle 24.
Criticisms, future calculations and new results
Certain criticisms have been put forward concerning forecasting solar cycle peaks using flux-transport dynamo models (Tobias et al 2006) . This correspondence did not undergo scientific review, and we were not allowed by Nature editors to respond to it. So we respond here and elsewhere.
The authors of this paper state a priori that because they contain parameterizations, flux-transport dynamos have no predictive power. But all weather and climate forecasting models also have many parameterizations, and they have long been demonstrated to have skill. It is a logical certainty that predictive skill of all models, not just flux transport dynamos, can only be judged a posteriori by the results they produce. Furthermore the skill of our model cannot be tested by using some other model with other physics, such as one that omits meridional circulation and the time-latitude data assimilation. Also, much of the uncertainty of the effect of poorly known parameterizations of physical processes is in effect removed by calibrating the model to solar observations, and then forecasting only departures from the calibrated solutions. This is common practice and used with great success in forecast models in other fields, such as meteorology.
Tobias et al also claim that since the dynamo equations are extremely nonlinear, chaos intrinsic to the system makes prediction much more difficult, particularly for longer time periods. Within a solar cycle, there are short-term turbulent features which are probably governed by a variety of nonlinear processes including the buoyant rise of initially toroidal fluxtubes. But we are not attempting to forecast them with our forced linear predictive tool. Obviously there are aggregate effects of many short-term nonlinear events which lead to, for example, the average surface poloidal fields that have a well-defined observed pattern. Our predictive tool captures this pattern. By analogy, mean flow in a river can be forecast without forecasting accurately the various eddies that occur in the flow.
Many additional calculations can and should be done with our solar cycle prediction model to test its robustness with respect to changes and fluctuations with time and space in various parameters currently included in it, such as the meridional circulation, turbulent magnetic diffusivity, α-effects, as well as the form and time dependence of the surface magnetic data from previous cycles. Since the differential rotation is observed to vary very little (torsional 19 DEUTSCHE PHYSIKALISCHE GESELLSCHAFT oscillations are only a few of the mean differential rotation) variations in that input are likely to be less important, at least in kinematic models.
Doing such tests systematically probably would be best done employing so-called 'ensemble-forecast' methods, such as described in a meteorological context by Kalnay (2003) , as well as more sophisticated methods of assimilating observed data and iterating with updated forecast models, such as described in Kalnay (2003) and Talagrand (1997) .
A major goal of such efforts would be to achieve significant skill in simulating and forecasting simultaneously both the amplitude and the duration of solar cycles. How do we achieve that goal, starting from our current model and approaches? The current model contains fixed meridional circulation that is chosen, along with the amplitude of the turbulent magnetic diffusivity in the bulk of the convection zone, to produce a cycle period equal to the average period of cycles 12-24, 10.75 years. The quenching of all α-effects is picked to produce a sequence of cycle peaks of equal amplitude, an amplitude typical of a solar cycle, with a butterfly diagram from tachocline-level toroidal and surface radial fields that is also well calibrated to the Sun. This forms the starting point in time for simulations and predictions from observed surface magnetic data for cycles 12-24, which data has been stretched or compressed also to the observed average cycle period. This is done to ensure that over several cycles the period intrinsic to the model for that meridional circulation, and that of the surface observations, do not lead to a time phase mismatch that seriously degrades the simulation and forecast of cycle amplitudes. The high skill of the amplitude prediction results reviewed above indicate that such degradation has been avoided.
We have recently found that, even with the constraints described above, our model does produce cycles with variable period. Since both the meridional flow and diffusivity are fixed with time, these variations must come from some other source. We find that they are caused by the amplitude variations from cycle to cycle in the input data, as well as the stretching and compression of that data that we have introduced. Despite these variations, we achieve the high skill reported in section 3.8; evidently this effect does not degrade the amplitude forecast. But with our expanded goal of forecasting cycle amplitude and period simultaneously, we need to know how even the current model behaves and why.
The basic result we have found concerning cycle periods in the model is shown in figure 10(a)-(c) . Data for these plots was recovered from the prediction runs shown in with the turbulent magnetic diffusivity η = 5 × 10 10 cm 2 s −1 . Figure 10 (a) shows the correlation between the cycle period from the model and the observed smoothed peak sunspot area. The grey dots are for cycles 12-15, the first four cycles in the simulation, during which the model is loading the conveyor belt with the observed data, while the black dots are for cycles 16-23, produced after the conveyor belt is loaded. We see that the scatter of the periods is much larger for cycles 12-15 than for the later cycles, indicating that cycle amplitude can have a large effect on the period during an initial transient. During the later cycles the variation in period is ∼1.8 years, compared to 4.5 years for the earlier ones. The straight line is fitted only to the later cycles and is associated with a positive correlation coefficient of 0.45. This indicates that bigger cycles tend to have longer periods in the model, but obviously many more cases are needed to pin down the degree of correlation. We could have correlated the model period with the model peak toroidal flux, but since our prediction results show ( figure 8(b) ) such a high correlation between observed spot area and predicted toroidal flux, we should get the same result from such a correlation.
With the method of handling the observed data we used to force the dynamo from the top, the observed peaks are unchanged. However, the stretching and compression in time of the data results in changes in the total surface magnetic flux the dynamo is forced with, in linear proportion to the amount of stretching or compression. In figure 10(b) we show the correlation between the model produced cycle periods and the 'excess' spot area that results from the stretching or compression. We estimate this amount by calculating the change in the 'full width at half maximum' of the sunspot area curve with time for each cycle (see figure 7(a) ). Here again we see much more scatter in the early cycles, and again a variation of about 1.8 years in the periods with the late cycles. Here too, the correlation is positive (r = 0.52), indicating a tendency for cycles for which some flux has been added to be longer.
Thus our handling of the data has introduced an artifact into the determination of the period. We are not using this model to make a forecast of the period, so no harm is done, but clearly when we want to forecast both amplitude and period, we must replace the stretching and compression with some other technique for conditioning the initial data to give an optimum result. Presumably even if we remove this artifact, the cycle period variation with cycle amplitude would remain, though there may be some 'crosstalk' between these two effects in the model. Also, since in the forecast model the forecast of one cycle depends on information from more than one previous cycle (see figure 9 ), the effects of stretching and compression of previous cycles must be playing some role.
Even though we know that there is a weak anti-correlation between the amplitude and the duration of a solar/stellar cycle (Soon et al 1994; Charbonneau and Dikpati 2000) , in the model it is opposite (see figure 10(a) ) because the next cycle takes more time to overcome a strong cycle. This positive correlation between cycle amplitude and period was also seen in Charbonneau and Dikpati (2000) . In figure 10(b) the tendency for a cycle that is stretched to the average period is to be even longer in the simulation, because that cycle has more flux than it would otherwise have had, and therefore it should end late. We must await an ensemble of sensitivity tests such as that outlined previously in this section to investigate whether fluctuations in other quantities lead to the amplitude-duration anti-correlation.
The stretching and compression of the observed input data appears to create another effect, seen in figure 10(c), which shows the correlation between observed and simulated cycle period is modestly negative (r = −0.50). Since from figure 10(a) higher peaks are associated with longer periods, and cycles with observed longer periods had flux removed from them by the compression, their periods should get shorter than before, leading to the negative correlation.
We have demonstrated a simple, first example of data assimilation techniques in solar cycle models in which the timing has been taken out of the calculation by making all cycles the same length in the forcing term. Thus the updating of the model by comparing various simulation outputs with observations has been avoided, and the model focussed purely on amplitude prediction. However, the ultimate goal is to predict many solar cycle features simultaneously, such as the timing, amplitude and the shape of the cycle. Clearly the stretching and compression of the observational data needs to be handled in other ways. For example, we could assume that each cycle retains the same total magnetic flux as measured by the sunspot area curve, rather than the same peak spot area. This is yet to be done. The result might be less artificial variation in the simulated cycle period, but perhaps at the expense of reduced skill in the simulation and forecast of the cycle peak. More importantly, the 'sequential assimilation technique' needs to Three frames respectively show correlations between (a) simulated cycle period and observed peak spot area, (b) simulated cycle period and excess flux in each cycle introduced due to stretching and compressing the original data, (c) simulated cycle period and observed cycle period. Grey dots, representing the first four cycles, are not considered for calculation of correlation coefficients or the straight line fits.
be implemented in the model so that some time-varying model ingredients are updated after a certain time interval in order to optimally adjust the model output with observations.
Concluding remarks
We have shown above that flux-transport dynamos when applied to the Sun can answer many important questions, from what determines the dynamo period to how the fields of previous cycles determine the amplitude of the next one. Building on this success, we plan many sensitivity tests of the model, and expect to generalize it ultimately to forecast both the period and the amplitude, as well as to simulate and even forecast the appearance and evolution of nonaxisymmetric features, such as active longitudes. Such a model would require different parameterizations of some processes than in the axisymmetric case, since more effects would be calculated explicitly. We already know that when we split the observed surface magnetic data into north and south hemispheres, we are able to correctly simulate the large differences in amplitude between hemispheres in later cycles when they occur. In future, we will implement the sequential assimilation technique to simultaneously predict the timing, amplitude and the shape of a cycle.
