Quantitative steganalysis refers to the exercise not only of detecting the presence of hidden stego messages in carrier objects, but also of estimating the secret message length. This problem is well studied, with many detectors proposed but only a sparse analysis of errors in the estimators. A deep understanding of the error model, however, is a fundamental requirement for the assessment and comparison of different detection methods. This paper presents a rationale for a two-factor model for sources of error in quantitative steganalysis, and shows evidence from a dedicated large-scale nested experimental set-up with a total of more than 200 million attacks. Apart from general findings about the distribution functions found in both classes of errors, their respective weight is determined, and implications for statistical hypothesis tests in benchmarking scenarios or regression analyses are demonstrated. The results are based on a rigorous comparison of five different detection methods under many different external conditions, such as size of the carrier, previous JPEG compression, and colour channel selection. We include analyses demonstrating the effects of local variance and cover saturation on the different sources of error, as well as presenting the case for a relative bias model for between-image error.
INTRODUCTION AND MODEL
Quantitative steganalysis refers to the exercise not only of detecting the presence of hidden stego messages in carrier objects, but also of estimating the secret message length. Although quantitative methods have been applied against different embedding functions in various domains, 1 this paper is confined to detectors of LSB replacement steganography in the spatial domain of mono-channel images. This problem is well studied, with many detectors proposed [2] [3] [4] [5] [6] [7] [8] [9] but only a sparse analysis of errors in the estimators. Therefore it is valuable to study the source of these errors, and to determine their influencing factors on the basis of empirical data.
Similar efforts have been made in a recent workshop paper, 10 where the accuracy of two quantitative attacks has been evaluated by means of generalised non-linear regression models. This work goes beyond the previous research in three respects: first, we show that the overall error distribution, which was previously assumed to be Cauchy, should actually be described as a compound distribution with at least two parts. Second, we produce more focussed results showing how the two error components are influenced by other factors, including embedding rate and cover image properties. Third, we have substantial confidence in the results, because of a wider experimental basis consisting of over 200 million attacks, five detection algorithms, and a more representative set of cover images.
The reason for a two-factor model for errors in estimation comes from the estimation processes themselves. In each of the quantitative steganalysis algorithms considered here [2] [3] [4] 8 there are two critical parts to derivation of the method. First, there is an assumption that the hidden message, embedded by replacement of least significant bits, is random in that a) the selection of bits for replacement is random and b) the message itself is uncorrelated with the cover bits replaced. Second, there is some assumption about cover images, specific to the steganalysis method being used. In the literature it is generally acknowledged that the second assumption (the cover image assumption) may not be completely accurate, and that this leads to deviation in the message length estimate. But of the original number of pixels, and also by resampling down to smaller images with 75 %, 50 %, and 25 % of the original number of pixels.
Of the 5 detectors implemented, only the WS method is guaranteed to produce an answer. The methods of RS and SPA can fail because they both involve solving a quadratic equation; if the equation has no roots then the method does not make an estimate for p. It is common practice to return an estimatep = 1 in such circumstances, but we decide to treat such situations as genuine failures and exclude all such cases from our subsequent analyses. The frequency of failure depends on both the cover image and the length of embedded data: there are negligibly few failures when no data is embedded, and the failure rate rises to approximately 0.5 as p approaches 1.
The methods of SPA/LSM and Triples have additional failure modes. Although not noted in Ref. 4 , the SPA/LSM detector is prone to wild inaccuracies when p is close to 1. In practice we would expect to screen this method by first applying a different detector, for example the SPA estimator, and not proceeding to the SPA/LSM method if p appears close to 1. In our experiments we did exactly this, and caused the SPA/LSM method to fail to give an estimate when the SPA estimate was greater than 0.75 or failed. The Triples method is even more prone to failure, suffering from inaccuracies even for moderate values of p. We censored the Triples results whenever the SPA estimate was greater than 0.3.
We plot the observed failure rates of the detectors (excluding WS, which never fails) in Fig. 1 as p varies, for three of the sets of covers (full size grayscale with and without JPEG compression, and the never-compressed grayscale covers subject to reduction to 25 % pixels before embedding). We observe that the Triples method has some failures even at p = 0 and that both SPA/LSM and especially Triples jump up to total failure as p goes above a certain threshold. This is expected behaviour, because of the screening which is designed to force failure (rather than allow an inaccurate result) in such cases. But the fact that the failure rate of Triples and SPA/LSM somewhat decreases as p initially increases from 0 is very surprising. RS and SPA remain at very low failure rates until p = 1, but in the smaller images we also see significant failures at p = 0.8. We postpone further examination of failure rate, and its influences, to future work.
SEPARATION OF ERROR SOURCES
The large body of experiments, including 200 repetitions of each embedding (with different messages) allows us to separate the within-image error (caused by the message) from the between-image error (caused by inaccurate cover assumptions). We call each set of 200 repetitions a cell, in which all conditions other than the hidden message are kept constant (cover image, detection algorithm, embedding ratio) and it represents a sample from a within-image error distribution. Note that there may be fewer than 200 results in each cell, if the steganalysis algorithm fails for some of the repetitions. By taking the mean of the values in each cell we expect to remove (or reduce to insignificance) the effect of within-image error, leaving the between-image error exposed. Figure 2 shows a particular case (the RS detector, messages of length p = 0.2 embedded in the nevercompressed grayscale covers) to illustrate the appearances of the within-and between-image error. It displays It is apparent from the histograms that the within-image error is short-tailed but that the between-image error is heavy-tailed. Further evidence is provided by the quantile-quantile plots below each histogram in Fig. 2 , where the tail probabilities are compared (on a log-log scale) to that predicted by the Gaussian distribution and by the Student-t distribution with 2.5 degrees of freedom (of which more later).
Shape of within-image error
Each cell is a sample, of size up to 200, from the within-image error distribution (plus some constant, determined by the otherwise constant factors such as cover image and detector type). We claim that the parent distribution is Gaussian.
Evidence is provided in Tab. 1. Here, we have taken every cell of our experimental data, and performed a separate normality test on each: using each of the 28 sets of covers (grayscale and colour; with and without prior JPEG compression; full size, cropped to one of three smaller sizes, and resampled to one of three smaller sizes), with 800 covers in each set, and each embedding rate from 0.01 to 1 gives rise to 896000 cells. A few cells, for the SPA/LSM and Triples detectors, were discarded because they contained fewer than 50 data points, leaving approximately 763000 normality tests. We set a significance level of 90 % and report, in Tab. 1, the proportion of cells passing the test, broken down by detector type and embedding rate. If the within-image errors are truly Gaussian, we would expect that 90 % of cells would pass the test. The normality test used was the Shapiro-Wilk test, 11 chosen for its good power in discriminating Gaussian distributions from heavy-tailed alternatives, although we observed similar results with other normality tests.
The table confirms that, in a very wide variety of circumstances, the within-image error has a Gaussian distribution. There are a few anomalous figures in the table, however: the relatively low rate of passes for WS at low embedding rates comes from small images sizes. The gap at p = 0.80 for RS, SPA is difficult to explain, but we found that JPEG compressed images pass the test more frequently (about 62 %) than never-compressed images (58 %). This discrepancy is even stronger for SPA (61 % and 51 %, respectively). We have no particular explanation for these results, but in any case a pass rate of over 50 % indicates that departures from normality are not severe.
We conclude that the claim of normality of within-image error is well supported. This is important for the rest of our analysis, as the Gaussian short tails (which we could also verify using quantile-quantile plots, but have omitted from this paper) mean that there is rapid convergence of cell mean to the true mean. The average of 200 data points should reduce the within-image error by a factor of √ 200, which will make it small enough to ignore. In this way the between-image error can be separated.
As an additional benefit, we can now replace the millions of attacks with a smaller data set: the sample size, mean and standard deviation of each cell-this suffices to describe the data contained in it. It helps to reduce the complexity of subsequent analyses.
Shape of between-image error
As strong as is the evidence that within-image errors are short-tailed Gaussian, so is the evidence that betweenimage errors are not. Given the preceding section, we take the means of cells to indicate estimates with withinimage error removed, and perform normality tests for these values as they vary over the 800 cover images, for each detector and embedding rate separately (approximately 1000 such tests). It is not interesting enough to merit a table, because all fail with p-values below 10 −4 .
The briefest examination reveals that the between-image errors are heavily tailed. In Ref. 10 it was proposed that the compound error (within-and between-image errors not separated) could be modelled by a Cauchy distribution. Our observations indicate that the between-image error is not quite as heavily tailed as the Cauchy distribution (where the cumulative density F satisfies 1 − F (x) ∼ x −1 ) but has a tail index closer to 2 (i.e. the cumulative density satisfies 1 − F (x) ∼ x −2 ). We propose that the between-image error can be well-modeled using the Student-t family of distributions.
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The Student-t family is parameterised by a degrees of freedom parameter ν, as well as standard scale and location parameters. The distributions are defined for ν > 0, are all symmetric about their mean, and smaller ν indicates heavier tails. When ν = 1 the distribution is Cauchy, and as ν → ∞ it approaches the Gaussian distribution. The cumulative density satisfies 1 − F (x) ∼ x −ν and this means that only the moments strictly greater than ν are finite. In particular, when ν ≤ 2 the distribution has infinite variance. Figure 3 compares between-image errors (considering only the case p = 0 and with never-compressed fullsize grayscale covers, i.e. 800 samples from a single between-image distribution) with the Student t-distribution family. The first chart shows the log-likelihood profile for each detector as ν varies-we observe that ν ≈ 2 seems to be the best fit. The other charts plot the sample tail probabilities against those predicted by both Gaussian and t 2 distributions (we use t 2 as a shorthand for the Student-t distribution with 2 degrees of freedom). It is clear that the t 2 distribution is a much better fit for the observed data than the Gaussian distribution (perhaps less so for the Triples detector, which may have lighter tails than the others). We caution the reader against lending too much significance to the last few data points, because they represent only the highest and lowest few observations in the sample and, like all extreme value statistics, are prone to outliers. The left and right tails have been plotted separately, and there does appear to be discrepancies between them, for the SPA/LSM and Triples detectors. We should investigate this asymmetry further, in future work.
The charts in Fig. 3 have been restricted to a single cover image set, with fixed p. This is to control for cover properties and embedding rate, both of which will surely affect the error distribution; we study these influences in Sect. 4. Similar charts, with different choices for the cover set and p, also show that t 2 is a reasonably good fit for the between-image error.
In the preceding analyses we required an estimation of the location and scale parameters of the t 2 distribution so as to fit the quantile-quantile plots correctly. The Maximum Likelihood Estimators (MLE) for scale and location (and, later, for the parameter ν) were used, with the scoring method of Ref. 12 to accelerate convergence. This reference also demonstrates that the MLEs are consistent, at least in the univariate case. However the degrees of freedom parameter is notoriously difficult to estimate accurately, as indeed the reader can already see from the first diagram of Fig. 3 , where the likelihood function has a rather a gentle slope as ν varies. The approximate value of ν = 2 seems at first sight problematic, because ν = 2 is the critical value, only above which variance is finite. Finite variance would allow the use of many traditional statistical methods, including the Central Limit Theorem. However, even if the true value of ν turns out to be a little above 2, any such asymptotic results will have extremely slow convergence and should not be relied upon.
We note that there is no theoretical justification for the t 2 distribution (or any other t-distribution) of between-image errors and we do not seriously advance the distribution as an exact model. However we have demonstrated that it is a much more accurate model than the alternatives, particularly the Gaussian distribution. It has consequences for subsequent analyses, particularly the regressions of Sect. 4 for which the traditional leastsquares minimization methods will not be appropriate.
Comparison of error magnitudes
We wish to compare typical magnitudes of within-and between-image error, obtained from our experiments. Unfortunately it is not obvious how this magnitude should be defined: the usual measures of distributional spread (standard deviation, average absolute error) are not suitable for heavy-tailed distributions, and it is hard to find a sensible like-for-like comparison between one heavy-tailed and one light-tailed distribution. We settled on use of the interquartile range (which we denote as Q 75 − Q 25 with explicit quantiles and abbreviate ∆Q) as a robust measure of distributional spread, while noting that it takes no account of the far tails.
For now taking only the full-size never-compressed grayscale covers, and p ∈ {0.01, 0.1, 0.4, 0.8}, we compute the interquartile range both of within-image error (the distribution X) and of between-image error (Z), tabulating the results in Tab. 2. It illustrates vividly that the between-image error is fairly insignificant for small messages (when p = 0.01 the between-image errors are about 10 times larger than within-image error) but for mediumlength messages the two sources of error are comparable (although the different shape of tails should be born in mind here) and for messages as long as p = 0.8 the within-image error is the more substantial. Curiously, this is not the case for the WS detector, for which the between-image error remains the larger.
It is certainly conceivable that different detectors may be more prone to one type of error or the other. Further, we might expect that the two types of error depend on, for example, the cover image size in different ways. Figure 4 shows how both types of error depend on the embedding rate p, in a variety of sets of cover images. Note how the between-image error decreases, but the within-image error increases, as p increases. The exception here is the WS detector, for which both sources of error increase until, at p = 1, the between-image error suddenly jumps to zero. Although performing rather poorly for p in the range 0.1-0.8 (especially with 
Medium images
Embedding ratio p JPEG covers), the WS detector is in fact the most reliable right at p = 1. In the lower part of Fig. 4 we see how image size affects error: both types of error increase in smaller images, for all detectors.
The visual presentation of Fig. 4 is intuitive, but a more rigorous assessment is needed to properly distinguish the influences of p, image size, and cover image. A multi-factor analysis is presented in the next section.
Location of between-image error
After removing within-image error by taking cell means, we can also strip out between-image error by taking the median of the 800 cell means, for the 800 cover images in each set (median rather than mean for better robustness). What is left is a detector-specific bias, which also depends on the cover image set and the embedding rate p. For the grayscale covers, with and without prior JPEG compression, these biases are plotted in Fig. 5 . Particularly notable features include that a) WS apparently follows a different pattern to the other detectors, b) there is a sudden downward bias at p = 1, particularly for SPA and RS, and c) possible image pre-processing steps change the magnitude and, for some detectors, the structural relationship with p.
We reserve further analysis of this bias for future work, while noting that the negative bias at p = 1 represents a substantial error in the detector output: there is a systematic underestimate of around 0.05, with the SPA and RS detectors. 
FACTORS INFLUENCING DETECTION ACCURACY
Regression models offer an analytical framework to assess the accuracy of quantitative steganalytic methods conditional on influencing factors.
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The decomposition of the estimation error into a within-image and a between-image component allows a more fine-grained analysis of the effects of influencing factors. For both types of error, the dispersion of the error distribution is considered as an indicator of accuracy whereas the deviation of the location is referred to as bias.
Models of image-specific bias
In the comparison of error magnitudes (Sect. 3.3, see also Fig. 4 ) it was evident that the within-image error converges to zero for very small embedding rates, whereas the between-image error remains at a considerable level even when no message is embedded. This is particularly unfortunate because it sets an upper limit on the operating threshold of a stego-detector, and thus a lower limit for the minimum reliably detectable stego message. We use regression models to show the presence of a non-negligible image-specific bias µ i that can be approximated byp (0) i , the detector outcome if nothing is embedded (p = 0) and appears as a persistent additive error across all embedding rates.
Therefore we first formulate a default model without the image-specific part.
with the dependent variablep i being the mean detector result over all 200 random messages per image, to eliminate within-image error from the data. That is, we are working on the level of aggregated cells and consider the meanp i (here) and the empirical standard deviationσ i (later below) as dependent variables which describe the between-and within-image errors, respectively. Vector a = (a 0 , a 1 , a 2 ) contains the coefficients for the location model, and p the true embedding rate used in the simulation experiments.
The coefficients in Tab. 3 have been estimated separately for each detector with a ML approach, considering the t 2 residual distribution. As expected, the coefficients a 0 are close to zero and a 1 close to 1. The interquartile ranges Q 75 − Q 25 of the residuals correspond to the levels shown in Fig. 4 .
The absolute bias model assumes the presence of an image-specific bias µ i which is constant for all embedding ratios and can be approximated byp i . We fix a 0 at zero to keep to a two-parameter model.
There is clear evidence for an image-specific bias as, for all detectors, the absolute bias model fits better than the default model. The superiority can be seen both in the goodness of fit (−log likelihood; accordingly, a likelihood ratio test (LRT) returns highly significant results for all detectors), and in the reduction of residual dispersion. There are theoretical reasons, omitted here, for believing that the message length estimators should follow a relative, as opposed to absolute, bias model. The relative bias model assumes a constant image-specific bias at p = 0 that vanishes with increasing p. We can formalise it as
Insertingp (0) and rewriting as a regression formula yields a model with an interaction term (we keep one coefficient for the whole bracket to avoid estimating more than two parameters):
The results in Tab. 3 clearly show that the relative bias model fits best for all detectors, with coefficients very close to the expected value 1 and remaining residual dispersion between 3 % (SPA) and 67 % (WS) of that in the default model. We conclude that there is solid evidence for relative bias in these detectors.
Moreover, it is interesting to note that the image-specific bias is apparently of similar origin for all detectors, even though some of them are constructed along completely different principles: Tab. 4 displays the pairwise correlations ofp (0) i between detectors applied on the same set of carrier images. The correlation coefficients are in about the same range for never-compressed grayscale and red colour channel data (red not printed), and somewhat lower if the images were subject to JPEG compression before the embedding. We also computed the eigenvectors of the correlation matrices to explore the dimensionality of the underlying structure. It turned out that in all cases only one eigenvalue is larger than one, which leads us to the conclusion that there is just one latent image-specific factor (within the particular set of covers tested) that biases all detectors similarly. 
Influence of local variance
The local variance of an image has been identified as the most influential predictor for detection accuracy among a number of statistical image characteristics. 10 Against the backdrop of a two-factor error model, the aim of this section is to assess the influence of local variance on both error components separately. Therefore the local variance v loci of each source image i, represented as the u × v intensity matrix c
In our sample of never-compressed grayscale images (sized 640 × 458), v loc ranges from 3.0 to 1494.4 with a median at 250.5. As there is no theoretical reason to assume a particular parametric distribution for v loc , we used descriptive and graphical tools to find a suitable working assumption. Surprisingly, the fourth root turned out to fit a Gaussian very well: it passes the Shapiro-Wilk test with P (α) > 0.1 and the QQ-plot diagnostic shows no suspicious deviation (see Fig. 6 , rightmost chart). So we decided to define i = 4 √ v loci as an independent variable in the following regression models. For the dependent variable, we found that a log transform centers the distribution well, so the first model to evaluate the influence of local variance on the magnitude of the within-image error is a log-linear relationship:
The coefficient vector b = (b 0 , b 1 ) has been estimated using ordinary least squares for each detector separately. The results are presented in Tab. 5 together with the estimated parameters for all following models in this section. The intercepts b 0 reflect the overall level of within-image error and the coefficients b 1 show a significant positive linear relationship between local variance and the magnitude of between-image errors for all detectors. A measure for the proportion of explained variance in the dependent variable by its predictors is given by the R 2 statistic.
With values between 12 % (Triples) and 39 % (RS) we see a considerable influence of local variance and some noteworthy detector differences: the Triples estimator is least adversely affected by images with high local variance.
To conduct a similar analysis for the influence of local variance on the dispersion of the between-image error, we specify a heteroscedastic regression model as:
An efficient method to compute estimates for the parameter vectors a and b is given by iterative reweighted least squares scoring which alternates the update steps for the location and scale models.
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The results in Std. errors in brackets; all coefficients significant with P (α) < 0.001
Tab. 5 indicate a positive and significant relationship for all detectors; that is, larger local variance predicts wider between-image errors. However, the influence of the predictor as measured with the R 2 statistic is of the order of 10 times smaller than the influence on the within-image error. This relation remains stable across different embedding rates, with an exception for WS at p = 1 (see Fig. 6 ) so the embedding rate has been fixed for all parameter estimations of models in this section. Albeit to a lesser extent, local variance most affects the RS detector, whereas the WS detector is least influenced. A possible explanation for the latter is that the WS employs a weighting mechanism based on a local variance criterion.
For the model specified in (9), the R 2 statistic has been computed on var(log(λ 2 )) and var(e) after estimating a 0 from data. Note that this is still a suboptimal measure for models with non-Gaussian and especially for those with heavy-tailed residuals. We opted for it despite these concerns because there is no clearly better alternative for the general problem of comparing dispersion between heavy-and short tailed distributions.
Possible effects of local variance on the image-specific bias have been captured with the following model:
Since none of the estimated coefficients a 1 differ significantly from zero (all are below 10 −2 in absolute value), we reject the hypothesis of the existence of a linear relationship between local variance and the image-specific biasp (0) . There is no evidence that high local variance is responsible for bias.
To conclude this section, we have validated the large influence of local variance on detection accuracy. Moreover, we have shown that the overall impact is largely due to the sensitivity of the within-image error and only to a much lesser extent to the sensitivity of the between-image error. Finally, there is no evidence for a linear relationship between local variance and image-specific bias.
Influence of saturation
The last analyses deal with the influence of saturation in images. There is anecdotal evidence that steganalysis, and detection of LSB overwriting in particular, profits from the existence of saturated areas in the carrier images. The influence of saturation on the accuracy of quantitative estimators of hidden message length, however, is likely to be much more complicated. We use regression analysis to assess the influence of saturation on both types of errors in our two-factor model.
We define an independent variable saturation s i as the ratio of pixels in carrier c (i) with intensity c
To asses the influence of saturation on the magnitude of the within-image error, we formulate a model similar to Eq. (7):
Note that we analyse only the colour covers' red channel, because grayscale images might be affected from singular histogram effects due to saturation in individual colour channels. The estimated parameters are reported as model (a) in Tab. 6. The coefficients b 1 are significant and negative for all detectors, indicating that detection accuracy profits from large saturated errors. These improvements account for between 4 % (WS) and 19 % (Triples) of the variance in log(σ).
Modeling the influence of saturation on dispersion of the between-image error follows the methodology from Eq. (9).p
The results in Tab. 7, model (a), indicate positive and highly significant coefficients b 1 for all detectors except Triples. This implies that all but Triples suffer from large saturated areas in terms of between-image error, which might compensate (part of) the improvements of the within-image error. The R 2 statistics-where the same limitations apply as in Sect. 4.2-are somewhat lower than for the within-image error, but not seriously so.
To analyse the influence of saturation on bias of the between-image error we fit the following model:
As all coefficients a 1 turn out to be positive and significant (see model (b) of Tab. 7), we conclude that saturation causes a tendency to overestimate the actual secret message length (this is a rather surprising result and we must temper the conclusion by the possibility that it is due to an artefact of the cover images we tested). Comparing the detectors, Triples reacts least sensitive to adverse influence from saturation, again. Finally, we experimented with an alternative indicator for saturation artifacts that is robust to possible rescaling of the intensity values. Therefore we re-estimate models (11), (12) and (13) with s i replaced by the ratio of pixels at the mode intensity, s i .
The results are reported as model (b) in Tab. 6 and models (c) and (d) in Tab. 7 for influence of s i on withinimage error, between-images error and bias, respectively. Regarding the coefficients, the alternative predictor shows the same direction and strength of linear relationship as the saturation measure s i . The R 2 statistics, however, are considerably higher for the models on error magnitude, which indicates an improved explanatory power of the alternative predictor. Additional regression models including both s i and s i at the same time revealed that both indicators are highly confounded and deliver similar information (models omitted here due to space limitations).
To conclude this section, saturation in carrier images first reduces the magnitudes of within-image errors, second increases the dispersion of between-images errors, and third causes overestimation of the actual message length. A robust measure of saturation has been proposed as the proportion of pixels at the mode intensity. This predictor shows similar influence pattern on bias and error magnitudes, but explains more of the deviation in the error magnitudes than saturation at intensities {0, 255}.
CONCLUSION
We have presented a rationale for a two-factor model for sources of error in quantitative steganalysis, and shown evidence from a nested design, using systematic experimental evidence in great quantity. We have found that the error caused by random hidden messages-which is usually disregarded in the benchmarking of steganalysis methods-has a Gaussian distribution, whereas the error caused by incorrect cover assumptions is long-tailed and well-modelled by the Student-t family. Further, the magnitude of deviation caused by the first error is significant when compared with the second, at least when the hidden message is of moderate length, so researchers should not continue to disregard it.
The relative performance of five quantitative steganalysis estimators has been evaluated. We have shown that some steganalysis attacks are more prone to one type of error than the other. There may be important Further, we have examined how the different detectors' performance is affected by properties of cover images, including local variance and saturation. The findings presented here show the need for a careful assessment of both sources of error, and their respective moderating factors, when benchmarking steganalystic techniques. These, and more complex factor analyses, are the subject of further study. A practical application of this work is in the calculation of a confidence interval for steganalysis estimators, based on observed properties of the image under consideration. This should lead to more reliable steganalysis.
