We consider nonlinear problems governed by the fractional p−Laplacian in presence of nonlocal Neumann boundary conditions. We face two problems. First: the p−superlinear term may not satisfy the Ambrosetti-Rabinowitz condition. Second, and more important: although the topological structure of the underlying functional reminds the one of the linking theorem, the nonlocal nature of the associated eigenfunctions prevents the use of such a classical theorem. For these reasons, we are led to adopt another approach, relying on the notion of linking over cones.
Introduction
In this paper we are concerned with the problem (1) (−∆) s p u = λ|u| p−2 u + g(x, u) in Ω, N s,p u = 0 in R N \ Ω.
Here p ∈ (1, ∞), Ω is a bounded domain with Lipschitz boundary, λ ≥ 0 and g : Ω × R → R is a Carathéodory function. The novelty of our investigation relies on the fact that we study a quasilinear fractional problem in presence of nonlocal Neumann boundary conditions, namely we require that for x ∈ Ω, P.V. being the Cauchy Principal value, see [1, 4, 13] (see also [8] for a related case and [19] for the restricted or regional fractional p−Laplacian. See also [9] for a general overlook on nonlocal operators). Under suitable assumptions on g, we will show that problem (1) admits solutions. As usual, we shall deal with weak solutions, belonging to a suitable function space. In our case, solutions will be sought in the space Of course, below we will give conditions which ensure that the definition above makes sense.
We observe that we shall consider only the case λ ≥ 0. Indeed, the case λ < 0 makes the situation different, since one can apply the Mountain Pass Theorem with the Cerami or with the Palais-Smale condition (see [13] ). In our case the natural geometric structure for the associated functional is the one of linking over cones, as introduced in [2] , for which some suitable topological notions are needed. As usual when dealing with linking structures, it is natural to consider the eigenvalues of the underlying operator; in this case we will employ the sequence of eigenvalues found in [13] by using the Fadell-Rabinowitz index. All these preliminary tools will be recalled in Section 2 below. We also recall that the use of linking theorems for fractional operators with Dirichlet boundary conditions has already appeared in related situations (see [17] and [18] ).
As for the nonlinear source, in Section 3 we assume that g has p−superlinear growth and satisfies different sets of assumptions: in the first case, we will assume that g satisfies the usual Ambrosetti-Rabinowitz condition, while in the second case we will exploit a different general assumption, introduced in [11] . We remark that in both cases we encounter the difficulty of determining the topological structure of the associated functional, while in the second case we have the additional complication related to the proof of the Cerami condition. Finally, in Section 4 we consider the case in which g has p−linear growth.
As a matter of fact, there are two examples with p = 2 that are covered by our results and which explain the nature of our results better:
with q > 2 and q < 2N N −2s if N > 2s, and
with λ < 0 and f ∈ L 2 (Ω). For the first problem the idea is to apply a standard Linking Theorem, while in the second case the variational structure is the one of the classical Weierstrass Theorem. In our results the first situation is widened to cover the quasilinear form of the fractional p−Laplacian, which doesn't let us apply the classical Linking theorem directly, since the nonlinear operator (−∆) s p does not have linear eigenspaces; thus, the use of Linking over cones provides an original opportunity, see [2] , [7] , [15] , [16] for related cases in the local situation.
. Moreover, the possibility of treating nonlinear terms non verifying the classical Abrosetti-Rabinowitz condition, makes our results new also in the easier case p = 2. On the other hand, the easy situation described in problem (2) is enlarged to cover quasilinear problems where a nonlinear term is allowed to be not far from 0, as λ is in (2) (see Theorem 4.1).
Background
First we recall some notions regarding the eigenvalues of fractional p−Laplacian, see [1] and [13] . Consider the nonlinear eigenvalue problem
As usual, if (3) admits a weak solution we say that λ is an eigenvalue of (−∆) s p with p−Neumann boundary conditions. So, there exists a sequence λ m of eigenvalues defined as (4)
where i is the Z 2 -cohomological index of Fadell and Rabinowitz (see [5] ) and
M := u ∈ X :
Notice that λ 1 = 0 is the first (simple) eigenvalue with associated eigenspace made of constant functions (see [13] ). For each λ m , we can define the cones
For further use, we also introduce the notation
, which is closely related to the fractional Gagliardo seminorm. Now we recall some notions on linking sets and Alexander-Spanier cohomology, referring to [2] .
To prove the existence of critical points we will use a particular case of [6, Theorem 3.1]. A smooth version of such a result was already stated in [2, Theorem 2.2] under the validity of the Palais-Smale condition. However, the key point in the proof of [6, Theorem 3.1] is the possibility of defining deformations between sublevels, as it is possible under the validity of the Cerami condition. For this reason we recall that f satisfies the (C) c condition, c ∈ R, if for every (u n ) n such that f (u n ) → c and (1 + u n )f ′ (u n ) → 0 in X ′ , then, up to a subsequence, u n → u in X. Hence, we will need the following version of [6, Theorem 3.1]: Theorem 2.2. Let X be a complete Finsler manifold of class C 1 and let f : X → R be a function of class C 1 . Let D, S, A, B be four subsets of X, with S ⊆ D and B ⊆ A, such that (D, S) links (A, B) and such that sup
Moreover, if f satisfies (C) c , then c is a critical value of f . The geometry we are interested in is described by the following Theorem 2.4 ([2], Theorem 2.8). Let X be a real normed space and let C − , C + be two cones such that C + is closed in X, C − ∩ C + = {0} and such that (X, C − \ {0}) links C + cohomologically in dimension m over K. Let r − , r + > 0 and let
Then the following facts hold:
and assume that r − > r + . Then the following facts hold:
In order to prove our existence result, we shall use assertion (c) in Section 3 and assertion (a) in Section 4, that correspond to the classical linking and saddle geometry, respectively.
We will also take advantage of the following result Corollary 2.5 ([2], Corollary 2.9). Let X be a real normed space and let C − , C + be two symmetric cones in X such that C + is closed in X,
Then the assertion (a)-(d) of Theorem 2.4 hold for m = i(C − \ {0}) and K = Z 2 .
Going back to definitions (5) and (6), we have the following result, which is the transcription in our setting of [2, Theorem 3.2], and whose proof follows that one step-by-step.
Theorem 2.6. Let m ≥ 1 be such that λ m < λ m+1 , then we have
Finally, in order to use Theorem 2.2, the crucial tool is
Linking-like problems
Now, let us go back to problem (1) , that is
We recall that p ∈ (1, ∞), Ω is a bounded domain with Lipschitz boundary, λ ≥ 0 and g : Ω × R → R is a Carathéodory function, that is the map x → g(x, t) is measurable for every t ∈ R and the map t → g(x, t) is continuous for a.e. x ∈ Ω. Of course, we shall assume growth conditions on g which will ensure that any critical point of the C 1 functional I : X → R defined as
is a weak solution of (1).
Remark 3.1. Notice that, quite strangely, the coefficient 1 2 appears in front of the expected 1 p [u] p . This is related to symmetry properties of the double integral in the definition of I, and it justifies the fact that u solves (1) if and only if I ′ (u) = 0, see [1, 13] .
We first we give the following result, which will be useful in any case and which makes precise the statement in [13] related to the (S) property.
Then the functional A ′ : X → X ′ satisfies the (S) + property, that is for every sequence (u n ) n such that u n ⇀ u in X as n → ∞ and
as n → ∞. By the convexity of A, we get that A ′ is a monotone operator, so that
and so
Hence, (9) and (10) imply that
Again by the convexity of A we have that
By (11), A(u) ≥ lim sup A(u n ), and so
By the compact embedding of X into L p (Ω) we also have u n → u in L p (Ω). In the end, u n → u . Hence, by the uniform convexity of X (recall that 1 < p < ∞) , we obtain that u n converges strongly to u in X as n → ∞.
3.1.
With the Ambrosetti-Rabinowitz condition. This case is the easy one, which we present just to show the extension of the approach in [2] to the nonlocal case.
Here we will further assume the following hypotheses on g: (g 1 ) there exist constants a 1 , a 2 > 0 and q > p such that for every t ∈ R and for a.e.
and there existμ > p, a 3 > 0 and a 4 ∈ L 1 (Ω) such that for every t ∈ R and a.e. x ∈ Ω, Our first existence result is Theorem 3.4. If hypotheses (g 1 ) − (g 4 ) hold, then problem (1) admits a nontrivial weak solution.
In order to prove Theorem 3.4 it will be enough to apply Theorem 2.2 to the functional I defined in (7) under the validity of the Palais-Smale condition (of course, if the Cerami condition holds, the Palais-Smale condition holds, as well); hence, we will apply Theorem 2.2 in the version of [2, Theorem 2.2], where the Palais-Smale condition is assumed.
Thus, now we prove that I satisfies the Palais-smale condition at any level c ∈ R -(P S) c for short -, that is for every sequence (u n ) n in X such that I(u n ) → c and I ′ (u n ) → 0 in X ′ , there exists a strongly converging subsequence of (u n ) n . Proof. Let (u n ) n in X be such that I(u n ) → c and I ′ (u n ) → 0 and fix k ∈ (p, µ). We re-write the functional in the following way:
We observe that (13) kI(u n ) − I ′ (u n ), u n ≤ M + N u n for some M, N > 0 and all n ∈ N. On the other hand, by (g 3 ) and (g 1 ) we have
for some constant C ≥ 0. By the Hölder and the Young inequalities, we get that for any ε > 0 we have that for every u ∈ X
for someC ε > 0. Taking ε small enough, we get
This together with (13) implies that (u n ) n is bounded in X. Up to a subsequence, we can assume that u n ⇀ u in X and u n → u in L p (Ω) as n → ∞. By assumption, we have
On the other hand
Since u n → u in L p (Ω), from (g 1 ) we obtain that Ω |u n | p−2 u n (u n − u) dx → 0
and Ω g(x, u n )(u n − u) dx → 0;
so A ′ (u n ), u n − u X ′ ,X → 0 as n → ∞. By Proposition 3.2 we get that u n → u in X, as desired.
Now we are ready to prove Theorem 3.4.
Proof. Let (λ m ) m be the sequence of eigenvalues defined in (4) . Since this sequence is divergent, there exists m ≥ 1 such that λ m ≤ 2λ + 1 < λ m+1 . Defining C − m and C + m as in (5) and (6), we have that C − m ,C + m are two symmetric closed cones in X with C − m ∩ C + m = {0}. We recall that by Theorem 2.6 we have i(C − m \ {0}) = i(X \ C + m ) = m. Now, by (g 1 ) and (g 2 ) it is standard to see that for any ε > 0 there exists C ε > 0 such that
for a.e. x ∈ Ω and all t ∈ R. As a consequence, taking u ∈ C + m , by the inequality in (6) and the Sobolev inequality, we have that
Hence, choosing ε small enough, there exists r + > 0 and α > 0 such that, if u = r + , then I(u) ≥ α.
On the other hand, taking u ∈ C − m , e ∈ X \ C − m and t > 0, by (12) we get that 
3.2.
Without the Ambrosetti-Rabinowitz condition. In this section we consider the problem 
uniformly for a.e. x ∈ Ω. In (f 1 ) we have denoted by p * s the fractional Sobolev exponent of order s, that is
In this way, the embedding in L q (Ω) of W s,p (Ω) (and thus of X) is compact for every q < p * s . As before, we give the definition of a weak solution.
Definition 3.6. Let u ∈ X. We say that u is a weak solution of problem (1) if
Again, any critical point of the C 1 functional E : X → R defined as
is a weak solution of (1). The main result of this section is the following. First of all, we introduce the functionals
where u + := max{u, 0} and u − := max{−u, 0} are the classical positive part and negative part of u, respectively. Notice that E + (u) = E (u) for every u ≥ 0 and E − (u) = E (u) for every u ≤ 0. The following algebraic inequalities will be very useful in the following:
for any x, y ∈ R. The proofs are obvious. Proof. We do the proof for E + , the proof for E − being analogous. Let (u n ) n in X be such that
for some M 1 > 0 and all n ≥ 1, and (20)
ε n h 1 + u n for every h ∈ X and with ε n → 0 as n → ∞, that is
Taking h = −u − n in (21), we obtain
and by (15) we get
As a consequence, we get that (23) u − n → 0 in X as n → ∞. In particular, (u − n ) n is bounded in X.
On the other hand, taking h = −u + n in (21), we get
From (19) we know that
for all n ≥ 1. Now, by (22) and (23), we have that
and so from (25) we get (26) 1 2
for some M 2 > 0 and all n ≥ 1. Adding (26) to (24) we obtain
for some M 3 > 0 and all n ≥ 1, which clearly implies
Now we claim that (u + n ) n is bounded in X, as well. We argue by contradiction. Up to a subsequence, we assume that u + n → ∞ as n → ∞. Defining y n = u + n / u + n , we can assume that (28) y n ⇀ y in X and y n → y in L q (Ω) for every q ∈ (p, p * s ) with y ≥ 0 in Ω. First we deal with the case y ≡ 0. We define Z(y) = {x ∈ Ω : y(x) = 0}, and so we have |Ω \ Z(y)| > 0 and u + n → ∞ for almost every x ∈ Ω \ Z(y) as n → ∞. By (f 2 ), we have Again from (19) we have
for some M 4 > 0 and n ≥ 1. From (17) we get
and from (23)
for some M 5 > 0 and all n ≥ 1, so that
for some c > 0 and all n ≥ 1. Dividing by u + n p and passing to the limit we obtain lim sup
n→∞ Ω
for some M 6 , which is in contradiction with (29), and this concludes the case y = 0. Now, we deal with the case y ≡ 0. We consider the continuous functions γ n : [0, 1] → R, defined as γ n (t) := E + (tu + n ) for any n ≥ 1. So, there exists t n ∈ [0, 1] such that
Now, fixed µ > 0, we define v n := (pµ) 1 p y n ∈ X. From (28) we get that v n → 0 in L q (Ω) for all q ∈ (p, p * s ). From (f 1 ) we know that
as n → ∞. Since u + n → ∞, there exists n 0 ≥ 1 such that (pµ) 1 p / u + n ∈ (0, 1) for all n ≥ n 0 . Then, from (30), we have γ n (t n ) ≥ γ n (pµ) 1 p u + n for all n ≥ n 0 . Thus, we get
From (31) and the fact that v n → 0 in L p (Ω), we get that
where o(1) → 0 as n → ∞. Since µ is arbitrary, we have (32) lim n→∞ E + (t n u + n ) = +∞.
On the other hand, since 0 ≤ t n u + n ≤ u + n for all n ≤ 1, from (f 3 ) we get
for all n ≥ 1.
In addition, we have that E + (0) = 0; moreover, from (18) we get that (19) . Together with (32), these two facts imply the existence of n 1 ≥ n 0 such that t n ∈ (0, 1) for all n ≥ n 1 , namely t n = 0 and t n = 1. Since t n is a maximum point for γ n , we have
Adding (34) to (33), we get
So, from (32), we get
Comparing (27) and (35) we obtain a contradiction, and so the claim follows.
In conclusion, we have proved that (u + n ) n is bounded in X, so from (17) and (23) we have that (u n ) n is bounded in X. Hence, we can assume that (36) u n ⇀ u in X and u n → u in L q (Ω) for every q ∈ (p, p * s ) as n → ∞. Taking h = u n − u in (21), we have (37) 1 2
From (f 1 ) and (36), we have
and Ω |u + n | p−2 u + n (u n − u) → 0 as n → ∞. Passing to the limit in (37), we get Q |u n (x) − u n (y)| p |x − y| N +ps dxdy − Q J p (u n (x) − u n (y))(u(x) − u(y)) |x − y| N +ps dxdy → 0 as n → ∞. From Proposition 3.2 we can conclude that u n → u in X and this concludes the proof that E + satisfies (C) c for every c ∈ R.
Proceeding analogously, we have that E − satisfies (C) c for every c ∈ R, as well. Now we are ready to give the proof Theorem 3.7.
Proof of Theorem 3.7. First, we want to apply Theorem 2.2 to E + . So, as before, let (λ m ) m be the sequence of eigenvalues defined in (4) . As in the proof of Theorem 3.4, there exists m ≥ 1 such that λ m ≤ 2λ + 1 < λ m+1 , and we use the same two symmetric closed cones C − m and C + m with C − m ∩ C + m = {0}. By Theorem 2.6 we also have
In a similar way to the proof of Theorem 3.4, by (f 1 ), (f 4 ) and taking u ∈ C + m we have
for some C > 0. So there exists r + > 0 and α > 0 such that, if u = r + then E + (u) ≥ α.
On the other hand, taking u ∈ C − m , e ∈ X \ C − m with e + = 0 and t > 0, from (f 2 ) we get so that u − ≡ 0 and u ≥ 0. As a consequence, E + (u) = E (u), and so u ≥ 0 is a nontrivial solution of (14) . Arguing in the same way for E − , we can find a nontrivial negative solution v for (14) .
By the maximum principle (see, for instance, [3] and [12] for the Robin problem and also [14] for some linear cases), we can conclude that u > 0 and v < 0 a.e. in R N .
A problem with linear growth
In this section we consider the problem where Ω is as before and g : Ω × R → R is a Carathéodory function with p−linear growth; namely, there exist a ∈ L p ′ (Ω) and b ∈ R such that and so (45) holds also in this case. Since (45) holds for every diverging sequence, (42) holds, as well.
In conclusion, it is easy to show that I is lower semicontinuous, while it is coercive from (42). So we can apply the Weierstrass Theorem to find a minimum for I, which is a solution of problem (38).
