In this paper, we study the scheduling problem of jobs with multiple active intervals. Each job in the problem instance has n (n 1) disjoint active time intervals where it can be executed and a workload characterized by the required number of CPU cycles. Previously, people studied multiple interval job scheduling problem where each job must be assigned enough CPU cycles in one of its active intervals. We study a different practical version where the partial work done by the end of an interval remains valid and each job is considered finished if total CPU cycles assigned to it in all its active intervals reach the requirement. The goal is to find a feasible schedule that minimizes energy consumption. By adapting the algorithm for single interval jobs proposed in Yao, Demers and Shenker (1995) [1], one can still obtain an optimal schedule. However, the two phases in that algorithm (critical interval finding and scheduling the critical interval) can no longer be carried out directly. We present polynomial time algorithms to solve the two phases for jobs with multiple active intervals and therefore can still compute the optimal schedule in polynomial time.
Introduction
The energy efficiency problem in processor scheduling has become increasingly important these years, partly because portable electronic devices which are mainly powered by batteries are widely in use nowadays. Among various techniques aiming to provide possibilities for energy efficient schedules, DVS (Dynamic Voltage Scaling) technique has been adopted by major chip manufacturers like Intel, IBM and AMD. The microprocessors which support DVS allow the speed of the processors to be adjusted in runtime so that the goal of energy efficiency can be achieved if jobs are suitable scheduled.
A theoretical study of min-energy DVS scheduling was initiated by Yao, Demers and Shenker [1] . They formulated the optimization problem and gave an O(n 3 ) algorithm YDS for computing the optimal schedule, which is later improved to O(n 2 log n) in [2] . In their formulation, each job J i has an arrival time a i , a workload R i (which means the number of CPU cycles this job needs in order to finish), and a deadline b i by which the job must be finished. We call these types of jobs single interval jobs. If job J i is run at speed s, then it needs R i /s time to finish. They also assumed a speed to power function P(s) = s α , where α ≥ 2 is a system constant (usually α = 3 according to the cubic-root rule). Their model allows the processor speed to be set at any real value and any feasible schedule must guarantee that each job J i is assigned enough CPU cycles within its interval [a i , b i ].
The seminal paper [1] mentioned above is about the scheduling problems in which each job has a single time interval. There are also some works on the scheduling problem for jobs with multiple time intervals in a processor with constant speed. In their multiple interval setting, a job has n (n 1) disjoint time intervals. Such a job could be scheduled in any of its intervals. If the job is incomplete by the end of one of its intervals, the partial work done is lost. When it is scheduled in a later interval, it has to restart from the very beginning. A job fails when it is still incomplete by the end of the last interval. [3] investigated multiple interval model for unit length jobs and showed that the general problem is NP-complete, but for a special case one can determine in polynomial time whether a feasible schedule exists. [4] proved the NP-hardness of the problem of scheduling real-time jobs that have multiple feasible intervals. They presented an exponential optimal algorithm, and gave some polynomial time heuristics. [5] and [6] considered how to find a schedule in which the number of jobs completed in one of their feasible intervals is maximized. They showed that the maximization problem is NP-hard for both non-preemptive and preemptive jobs, and presented two approximation algorithms for them respectively.
Practically, we observe that there exists another kind of multiple interval jobs as follows: A job with a required amount of workload can be executed in certain discontinuous multiple time intervals (we call these intervals active intervals for this job). The job is regarded finished when the sum of workload done in all active intervals achieves the requirement. Thus, the consideration of energy efficient schedules for these types of jobs naturally arises. In this paper, we investigate how to compute a min-energy schedule for jobs with multiple active intervals. Different from [3] [4] [5] [6] , in our problem, the partial work is not lost by the end of one active interval and the processor we investigate can adjust its speed when executing jobs. We present a polynomial time offline schedule to solve the problem as follows. First we find the critical interval set by adopting a similar method proposed in [1] for single interval jobs, and then schedule the jobs whose intervals are totally included in the critical interval set. For the first step, original methods for single interval jobs [1] needs exponential time and therefore we find another way to calculate the results in polynomial time; for the second step, we observe that EDF scheduling policy, which can guarantee the feasibility for the single interval jobs, cannot guarantee a feasible schedule for the multiple interval jobs, therefore, we use Linear Programming to calculate a feasible schedule in polynomial time. More works investigating different aspects of DVS can be found in [7] [8] [9] [10] [11] [12] [13] [14] .
The rest of this paper is organized as follows. Section 2 describes the model and gives some definitions. Section 3 gives a polynomial time offline method for the min-energy scheduling problem of multiple interval jobs. Finally, we conclude the paper in Section 4.
Preliminaries
We first describe the min-energy scheduling model. Since our model is similar to that described in [1] , we adopt the similar notation for consistency and modify slightly when necessary.
Let J be a set of jobs to be executed during time interval [0, 1]. Each job J k ∈ J is characterized by parameters below.
• T k : a set of time intervals in which J k could be executed. We represent
If job J k is run at constant speed s, then it needs R k s time to finish its workload. A schedule S is a pair of functions (s(t), job(t)) defined over [0, 1] where s(t) 0 is the processor speed at time t and job(t) defines the job being executed at time t (or idle if s(t) = 0). Both s(t) and job(t) are piecewise constant with finitely many discontinuities.
A feasible schedule for an instance J is a schedule S that satisfies
Here, δ(x, y) is 1 if x = y and 0 otherwise, and m k denotes the number of intervals in T k . In other words, S must give each job J k the required number of cycles in its time intervals T k (with perhaps intermittent execution). The total energy consumed by a schedule S is E(S) = 1 0
P(s(t))dt, where power function P(s) is usually assumed to be
Now we present the formalized definition of our scheduling problem below:
and could be executed in a
given finite set of time intervals
the objective is to find a min-energy schedule S = (s(t), job(t)) where each job J k (1 k n) completes workload R k within T k .
We should compute both the optimal speed function s(t) and the related function job(t) which decides the job to be executed at time t.
The offline energy optimal algorithm
We first give two definitions below. 
Definition 2.
Let T * be a set of intervals that maximizes g(T ). We call T * the critical interval set for J, and call the set of jobs
The algorithm we propose is quite similar to the algorithm proposed in [1] for single interval jobs. We proceed by identifying the critical interval set for J, scheduling jobs whose intervals are totally included in the critical interval set, then constructing a subproblem for the remaining jobs and solving it recursively. However, finding the critical interval set and scheduling jobs within the critical interval set are no longer straightforward. Firstly, finding the critical interval set by enumerating all the possible T will require exponential time because of the existence of jobs with multiple active intervals. To overcome this, we find that zero-one fractional programming given in [15] can be specialized to solve our problem in polynomial time. Secondly, even if the critical interval set is found, we observe that the commonly used scheduling policy EDF could no longer guarantee a feasible schedule. Therefore, we propose a method based on linear programming to generate a feasible schedule in the critical interval set. The complete algorithm is given in Algorithm 1.
Algorithm 1 Optimal Schedule for Multiple interval Jobs
Input: a job set J
Output: Optimal Schedule S = (s(t), job(t))
while J = ∅ do
Find the critical interval set T * using the method proposed in Section 3.1. Schedule the critical group J T * using a linear programming method proposed in Section 3.2.
end for end for end while
Finding the critical interval set
We first process our model by dividing the time intervals into pieces, and then prove that finding a critical interval is in fact a special case of zero-one fractional programming problem proposed in [15] . Fig. 1 . Notice that the piece of time during which no jobs can be executed is not counted as a piece. We say a job J i is covered by a set of pieces if T i is contained in the union of the set of pieces. We define the density of a set of pieces as the total workload of the jobs covered by this set of pieces divided by the total length of the set of pieces. Then finding a critical interval set can be interpreted as finding a set of pieces (intervals) with maximum density. Now we describe the zero-one fractional programming problem proposed in [15] .
Suppose f (x) 0 and g(x) > 0 are given polynomials defined for all
The sets A and B are given collections of non-empty non-singleton subsets of {1, . . . , n}, a P 0 for each P ∈ A, and b Q 0 for each Q ∈ B. Since f (x) 0 and g(x) > 0 for all x ∈ L, we have a i 0 and b i > 0 for each i ∈ {1, . . . , n}. The objective is to find x * such that:
We observe that by some transformations we could specialize the zero-one fractional programming problem mentioned above to the problem of finding the critical interval set. Firstly, we specialize f (x) and g(x) a bit as follows by letting B = ∅ in g(x) and incorporating the second term into the first term in f (x). Therefore, we only require P to be non-empty in the following formulation.
Given a minimum energy scheduling problem instance with jobs J = {J 1 , J 2 , . . . , J n } and corresponding pieces {p 1 , p 2 , . . . , p m }, we do the following mapping. For each piece p i , we map it to a variable x i and let b i be equal to the length of p i . For each job J k , we construct one element P in A which consists of all the pieces contained by the job and let a P = R k . Then x i = 1 means piece p i is chosen.
After the transformation, the problem of finding a set of intervals with maximum density becomes a special case of zeroone fractional programming in [15] . Therefore, the set of intervals with maximum density can be computed in polynomial time since zero-one fractional programming problem can be solved in polynomial time [15] .
Scheduling the critical interval set
Even if the critical interval set of some cases is found, we may find that the commonly used scheduling policy EDF, which can guarantee feasibility in the single interval setting, no longer guarantees a feasible schedule in the multiple interval setting. A sample instance with two jobs is shown in Fig. 2 . The parameters are set as 2 5 ]∪[ 3 5 , 1], R 2 = 4. We could easily find the critical interval set T * = [0, 1], the critical group J T * = {J 1 , J 2 }, and the intensity g(T * ) = 6.
There are two possible interpretation of EDF in the multiple interval setting. Firstly, if we treat the latest time a job can be done as its deadline, then according to EDF, J 2 should be executed for 1 5 unit of time first, then J 1 for 1 3 unit. And then there is not enough time left for executing the remaining workload of J 2 using the speed 6 in [ 3 5 , 1]. Secondly, if we treat the ending point of the current active interval as the deadline of a job, then J 2 will be executed in [0, 2 5 ], which makes it impossible for J 1 to be finished in its remaining time [ 2 5 , 3 5 ].
We find a method to solve this problem based on Linear Programming (A similar one is first proposed by [16] for a different problem setting). Given a job set J with the critical interval set T * , the critical group J T * , and the intensity g(T * ), suppose that J T * = {J σ (1) , J σ (2) , . . . , J σ (k) }. And T * is divided into m pieces p 1 , p 2 , . . . , p m using arrival times and deadlines of jobs in J T * .
Suppose the length of the piece p j is l j . We can formulate the scheduling problem in the critical interval set T * into the following linear program:
Here, x i,j represents the length of time assigned to J σ (i) in piece p j . Because g(T * ) is the maximum speed needed in the optimal schedule, the above LP will have a feasible solution.
Optimality proof
In [7] , Bansal et al. proved the optimality of YDS proposed in [1] which deals with tasks with single active interval. They gave an elegant proof by modeling the optimization problem as a convex program. Since our problem also fits into their convex program formulation, their optimality proof can also be used for our problem. We briefly state the proof as follows. Proof. We first show how to express the min-energy scheduling problem for jobs with multiple active intervals as a convex program, and then show that the schedule computed by Algorithm 1 is exactly the solution to this convex program.
To state the energy minimization problem as a convex program, we break time into intervals (pieces) p 1 , p 2 , . . . , p m at release times and deadlines of the tasks t 0 , . . . , t m as shown in Section 3.1 (Any time period where no jobs are available will be removed before we break the time into pieces and this will not affect the optimality of schedules). Let J(i) be the tasks that can be executed during the time interval p i = [t i , t i+1 ], and J −1 (j) be the index of intervals during which task J j can be feasibly executed. We introduce a variable w i,j , for J j ∈ J(i), that represents the work done on task J j during time [t i , t i+1 ]. 
It is easy to verify that program is convex. By applying KKT conditions to this program (for more details, please refer to [7] ), we can conclude that a sufficient condition for a primal feasible solution to be optimal is that:
• For each task J j , the processor runs at the same speed, say s j , in all intervals p i in which task J j is run.
• The processor runs at speed no less than s j during intervals p i where J j ∈ J(i) and task J j is not run.
Algorithm 1 obviously has these properties and hence is optimal.
Conclusion
This paper mainly investigates the min-energy scheduling problem of jobs with multiple active intervals. Different from the previous investigations, in our problem, the partial work done in one interval remains valid and the job only needs to complete the remaining workload in its subsequent active intervals in order to be completed. We show that this problem is polynomial time solvable using a similar algorithmic framework proposed by [1] for single interval jobs, while new techniques need to be used in the major two phases of the algorithm.
