The Demographic and Health Survey program routinely collects nationally representative information on HIV-related risk behaviors in many countries, using face-to-face interviews and a complex sampling scheme. If respondents skip questions about behaviors perceived as socially undesirable, such interviews may introduce bias. We sought to implement a doubly robust estimator to correct for dependent missing data in this context. Methods: We applied 3 methods of adjustment for nonresponse on self-reported commercial sexual contact data from the [2005][2006] India Demographic Health Survey to estimate the prevalence of sexual contact between sexually active men and female sex workers. These methods were inverse-probability weighted regression, outcome regression, and doubly robust estimation-a recently-described approach that is more robust to model misspecification. Results: Compared with an unadjusted prevalence of 0.9% for commercial sexual contact prevalence (95% confidence interval ϭ 0.8%-1.0%), adjustment for nonresponse using doubly robust estimation yielded a prevalence of 1.1% (1.0%-1.2%). We found similar estimates with adjustment by outcome regression and inverse-probability weighting. Marital status was strongly associated with item nonresponse, and correction for nonresponse led to a nearly 80% increase in the prevalence of commercial sexual contact among unmarried men (from 6.9% to 12.1%-12.4%). Conclusions: Failure to correct for nonresponse produced a bias in self-reported commercial sexual contact. To facilitate the application of these methods (including the doubly robust estimator) to complex survey data settings, we provide analytical variance estimators and the corresponding SAS and MATLAB code. These variance estimators remain valid regardless of whether the modeling assumptions are correct.
A ccurate information on high-risk sexual behavior is critical for assessing the spread and persistence of sexually transmitted diseases (STD) including HIV. Studies of sexual behavior generally rely on face-to-face interviews in which participants recall previous behaviors. Although this approach may be economically efficient and may optimize validity in certain populations (eg, low literacy), face-to-face interviews have been shown to introduce bias to the measurement of behaviors perceived as socially undesirable. Multiple studies have shown that face-to-face interviewing results in reduced disclosure compared with techniques such as audio computer-assisted self-interviewing, which do not require an interviewer to administer the survey. [1] [2] [3] [4] Under-reporting of high-risk sexual behavior may underestimate prevalence and hinder the development of effective HIV prevention interventions.
Face-to-face interviews may also lead to systematic bias if participants avoid answering sensitive questions entirely. This "item nonresponse bias" occurs when the observed responses of persons who complete the survey item systematically differ from the unobserved responses of those who did not complete the item. Because the observed data are not a simple random sample of the complete data, conventional analytic approaches that exclude subjects with missing information (eg, complete-case analysis) can yield biased and inefficient results. 5 Such approaches are the default setting in statistical software packages such as SAS (SAS Institute, Cary, NC) and STATA (STATA Corp LP, College Station, TX).
The MEASURE DHS (Demographic and Health Surveys) project began to administer nationally-representative, household-based surveys on HIV knowledge, attitudes, and behavior in 1998. All of these surveys have employed faceto-face interviews. 6 In many of the more than 60 countries where data have been collected, the DHS constitutes the only source of data on HIV-related risk behavior, and organizations such as PEPFAR (US President's Emergency Plan for AIDS Relief) and UNAIDS (United Nations Joint Program on HIV/AIDS) routinely use these surveys to monitor and assess national HIV programs. Despite the potential for bias, face-to-face interviewing can be advantageous in large-scale data collection efforts such as the DHS because it allows for the recruitment and participation of thousands of respondents with varying levels of literacy in a cost-efficient manner.
Precise data on HIV-related risk behavior is especially urgent in India, where an estimated 2.3 million adults are living with HIV. In absolute numbers, this disease burden is second only to South Africa and Nigeria. 7 The primary mode of transmission is heterosexual contact, 8, 9 with female sex workers considered to be the core infected group from which HIV spreads to the general population. 10, 11 Based on detailed cross-sectional information and mapping exercises, the National AIDS Control Organization (NACO) of India estimated that between 0.8 and 1.25 million female sex workers operated within the country in 2004. 12 However, little is known about the size of the male client population, despite its established role in India's HIV epidemic. The only empirically-based estimate used data obtained in the [2005] [2006] India DHS -also known as the National Family Health Survey 3. This study found approximately 0.9% of sexually active Indian men reported either exchanging money for sex or having a sexual partnership with a prostitute during the previous year. 13 However, recent evidence suggests that this estimate, based on face-to-face interviews, may grossly underestimate the actual number of men who exchange money for sex annually. A cross-sectional study carried out in southern India among a household-based sample of men found that disclosure of commercial sexual activity increased more than 3-fold with polling-booth surveys compared with face-to-face interviews. 14 To examine whether the prevalence of commercial sexual contact may be underestimated due to dependent-item nonresponse, we adjusted for missing data and re-estimated the prevalence of commercial sexual contact in the Indian National Family Health Survey 3. Numerous methods have been proposed to correct for nonresponse, including inverse probability weighting and outcome regression. 5 Inverse probability weighting adjusts for nonresponse by weighting the outcomes of participants with nonmissing information by the inverse of the probability of having complete data (obtained by specifying a regression model for the missingness mechanism given fully-observed covariates). Outcome regression specifies a regression model for the outcome data given fully-observed covariates. To yield valid inferences, each of these methods relies on 2 assumptions: Both methods assume that the missingness process and the outcome are independent within levels of the fully-observed covariates; that is, the outcome data are missing at random. In addition, the outcome regression approach requires a correct regression model for the outcome given the fully-observed covariates, whereas inverse-probability weighting relies on a correctly-specified regression model for the missingness process.
The extent to which these assumptions hold is rarely known, especially in observational settings such as the DHS. In an effort to relax the second assumptions, Scharfstein et al (1999) , and Bang and Robins (2005) proposed an alternative method known as doubly robust estimation which combines inverse-probability weighting and outcome regression. 15, 16 A doubly robust estimator has the key advantage of providing 2 opportunities for making valid inferences, as opposed to one under either inverse-probability weighting or outcome regression alone. In other words, a doubly robust estimator will remain unbiased if the model for the missingness mechanism is correctly specified, irrespective of the outcome regression model, and vice versa. 15, 17 When both models are correct, the doubly robust estimator has the advantage of being more efficient than inverse-probability weighting, as the former makes use of the entire sample while the later only uses complete cases. We use these 3 methods to adjust for missing data on commercial sexual contact in a national male respondent sample in India, and we compare the results to the conventional complete-case analysis that discards any subjects with missing outcome data.
METHODS

Study Population
The National Family Health Survey 3 was carried out in 2005-2006 to assess the general health status and family welfare among households in India. A complex sampling scheme was used to create a nationally representative, household-based sample. 18 Within each state, a rural sample was constructed by first selecting villages with probability proportional to the population size. Within each village, households were enumerated and then randomly selected for inclusion in the study. An urban sample was created for each state by first selecting urban wards with probability proportional to size. Within each ward, 1 census enumeration block was then selected, again with probability proportional to size. Finally, households were enumerated and randomly chosen for each selected census enumeration block. This sampling strategy identified 85,373 men aged 15-54 years as eligible for participation; 74,369 completed the survey, for an overall response rate of 87%. 18 Further details regarding the sampling and data collection procedures are available elsewhere. 18 For the purpose of this analysis, we restricted the sample to men who had reported recent sexual activity thereby excluding 24,649 men who reported no sexual intercourse; this left a final analytic sample of 49,720.
We defined commercial sexual contact based on men's reports about their sexual partners (up to a maximum of 3) during the previous year. We classified men who reported one or more "prostitutes" among their 3 most recent sexual partners as positive for commercial sexual contact. In addition, those men who did not report recent commercial partners were asked "In the last 12 months, did you pay anyone in exchange for having sexual intercourse?" We also classified men answering affirmatively to this question as positive for commercial sexual contact. Through this process, we identified 470 men with self-reported commercial sexual contact.
Statistical Analysis
We used 3 approaches to estimate the prevalence of commercial sexual contact adjusted for item nonresponse in the survey: inverse-probability weighting, outcome regression, and doubly robust estimation. 19 In specifying the logistic regression models required for inverse-probability weighting and outcome regression, we considered 24 potential covariates based on the published literature, 20 -22 as well as publically available reports from behavioral surveillance surveys among clients of sex workers in India. 23, 24 These included demographic variables (age, education, type of residence, religion, and current marital status), literacy, time spent away from the home, sexual-behavior indicators (age at first intercourse, number of lifetime sexual partners), symptoms and diagnosis of sexually transmitted infections during the past 12 months, and frequency of alcohol consumption. The survey also assessed gender norms through a series of questions on the rights of a husband to force unwanted sexual intercourse or have sexual intercourse with women other than his wife. Such questions included whether or not a husband was justified in beating his wife if she went out without telling him, neglected the children, argued with him, refused sexual intercourse, burnt the food, was unfaithful, or showed disrespect toward his parents. Because previous studies in India have documented increased levels of physical and sexual violence associated with commercial sex work, we included all of these items as potential predictors. 25 We also created 128 2-way interaction terms by taking the cross-product of each demographic covariate (age, education, type of residence, religion, current marital status, and literacy) with each behavioral covariate (rights of husband, justification for wife beatings, age at first intercourse, number of lifetime sexual partners, symptoms and diagnosis of sexually transmitted infections during the past 12 months, and frequency of alcohol consumption). We included missing indicators for each selected variable to maximize the number of cases included in the final models and to maintain a constant sample size across methods.
Finally, we conducted likelihood-ratio tests to assess nonlinearity for the following covariates: age, education, wealth, literacy, frequency of alcohol consumption, number of trips away from home, age at first intercourse, and number of lifetime sexual partners. Based on the results of these tests, nonlinear terms for age, education, wealth, literacy, and number of lifetime sexual partners were incorporated in the model-building process for inverse-probability weighting. For the outcome regression approach, nonlinear terms for age, frequency of alcohol consumption, education, number of trips away from home, and number of lifetime sexual partners were included in specifying the model.
To build the multivariate logistic regression models required by the inverse-probability weighting and outcome regression approaches, we used a stepwise, forward selection proce-dure to identify covariates from the list of candidate predictors described above. The entry and exit criteria were set to a P Ͻ 0.2.
Inverse-probability Weighted Regression
Inverse-probability weighting adjusts for item nonresponse by creating from the complete cases a pseudo-population, in which individuals are weighted by the inverse of the conditional probability of complete data given the fully observed covariates. In the resulting pseudo-population, the outcomes of participants with complete data represent themselves and those with similar characteristics who were missing data on the outcome. In other words, in the absence of model misspecification and under the missing-at-random assumption, missing outcome information in the pseudo-population is a chance mechanism unrelated to the observed or unobserved information. 26 We began by fitting a multivariate logistic regression model for the indicator of having an observed commercialsexual-contact status, which throughout we denote C ϭ 1, given a subset M of observed covariates; that is we modeled Pr͓C ϭ 1͉M ͔) as followed:
where, M ϭ {M j , j ϭ 1,…, 55} includes the observed covariates identified by the stepwise-forward selection procedure. eTable 1 of eAppendix A (http://links.lww.com/EDE/A428) provides a complete description of the model.
Given the complex sampling framework, the inverseprobability weights were modified to adjust simultaneously for item nonresponse and the probability of being selected into the study population. As described previously by Moore et al 27 in a missing covariate context, the final weight W i * for each individual i was constructed by multiplying the inverse-probability
in the National Family Health Survey 3 database 18 (where i ͑M i ;␣ ͒ denotes the maximum likelihood estimated predicted probability of observing person's commercial sexual contact). That is W i,s * ϭ W i *W i,S . The resulting inverse-probabilityweighted regression estimator is given by the weighted sample
Outcome Regression
To implement the outcome regression approach, we specified a multivariate logistic regression model among complete cases only for commercial sexual contact, which throughout we denote by Y ϭ 1 for those with reported commercial sexual contact and Y ϭ 0 otherwise, given a subset L of observed covariates. That is, we modeled Pr͓Y ϭ 1͉L͔ as 
where, L ϭ {L j , j ϭ 1,…, 50} includes the observed covariates identified by the stepwise-forward selection procedure. eTable 2 of eAppendix A (http://links.lww.com/EDE/A428) provides a complete description of the model. Next, for each subject i in the sample, using the maximumlikelihood estimate ␤, we obtained their predicted mean b i ͑L i ; ␤͒ irrespective of whether Y i was observed. The adjusted population prevalence of commercial sexual contact was then computed by taking the sample weighted average of these predicted values:
Doubly Robust Estimation
As stated earlier, the adjusted prevalence of commercial sexual contact produced by inverse-probability weighted regression will generally be biased if model (1) is incorrect. Similarly the outcome regression estimator will generally be biased if model (2) is incorrect. As we cannot guarantee that either model (1) or model (2) was correctly specified, we implemented a doubly robust estimator.
We adopted the approach of Bang and Robins 15 and defined a pseudo-outcome Ŷ i,DR for each subject in the sample.
The doubly robust estimator is defined as
A demonstration of the doubly robust property of this estimator is instructive. Let ͑␣*, ␤*͒ be the limiting value that ͑␣ , ␤ ͒ is converging to (in probability) as sample size grows to infinity. Then, the large sample bias of the doubly robust estimator DR is approximately
by the law of iterated expectations and the missing at random assumption
The doubly robust property is obtained by noting that the last equation is equal to zero if either, but not necessarily both, of the following hold: ͑M , ␣*͒ ϭ Pr͓C ϭ 1͉M ͔ or b͑L , ␤*͒ ϭ Pr͓Y ϭ 1͉L ͔.
Complete-case Analysis
The complete-case analysis, which discards subjects with missing outcome data as described earlier, will be valid only under the stringent missing-completely-at-random assumption; that is, missingness is a chance mechanism unrelated to any observed or unobserved information. We implemented this approach by fitting an intercept-only, surveyweighted logistic regression model among complete cases only, for commercial sexual contact (Y ϭ 1). The population prevalence of commercial sexual contact was then computed by taking the sample-weighted average of the observed re-
Finally, we empirically assessed which, if any, of our adjusted estimates were approximately unbiased (or more precisely, consistent). As described by Bang and Robins 15 and by Tchetgen Tchetgen and Robins, 28 our test statistic was motivated by the following observation: if the doubly robust estimator is correct, then either the inverse-probability weighting or outcome regression estimate should also be correct, but not necessarily both. 15, 28 If the outcome regression is correct, then the resulting parameter estimate should be close to the doubly robust estimate irrespective of the missingness model being correct, and vice versa. Otherwise the 2 estimators will generally differ beyond sampling variability. To operationalize this observation, we proceed as in the paper by Tchetgen Tchetgen and Robins, 28 and construct 2 test statistics to empirically detect possible model misspecification; the squared standardized difference between the doubly robust estimate and the estimate obtained either through inverse-probability weighting (4) or outcome regression (5). 28
It can be shown that the denominator in equation (4) is a consistent estimate of the variance of ͑ IPW Ϫ DR ͒ under the null hypothesis H 1 that the inverse-probability weights are correctly specified. Similarly, the denominator of equation (5) is a consistent estimator of the variance of ͑ OR Ϫ DR ͒ under the null hypothesis H 2 that the outcome regression is correctly specified. 28, 29 Thus, under the null hypothesis H 1 that the model for the missingness mechanism is correct, T IPW approximately follows a 2 distribution with 1 degree of freedom. Similarly, under the null hypothesis H 2 that the outcome regression is correct, T OR approximately follows a 2 distribution with 1 degree of freedom. To guarantee that both T IPW and T OR are always positive, an analytical estimate of the variance of their respective numerators based on influence function arguments may be used, or an appropriate bootstrap estimator of the variance of the numerators may replace the difference estimator in the denominator of the test statistic. Under the alternative that the doubly robust estimator is correct but the inverse-probability weighting approach is biased, T IPW is approximately scaled noncentral 2 distributed, with the noncentrality parameter determined by the magnitude of the large sample bias of IPW . This is also the case for T OR . Therefore, a statistical test of H 1 (respectively of H 2 ) that rejects the null whenever T IPW Ն 1,0.05 2 (respectively based on T OR Ն 1,0.05 2 ) is more likely to have increased power to reject in those settings where model misspecification results in moderate-to-large bias. If neither the outcome regression or inverse-probability weighting are correct, the test statistic may still be applied. In this scenario, the 2 approaches, along with the doubly robust estimator, will converge to different values and (in theory) both null hypotheses, H 1 and H 2 , will be rejected. However, in finite samples, there may be limited power to reject, especially if both estimates result in similar biases. 28 All statistical analyses were conducted with SAS software version 9.2 (SAS Institute, Cary, NC). Weighted logistic regression models were run using the WEIGHT, STRATA, and CLUSTER statements in PROC SURVEYLOGISTIC and PROC SURVEYREG (eAppendix B, http://links.lww.com/EDE/A428). To appropriately account for the additional uncertainty associated with the first-stage estimation of the required regression models, we used standard Taylor-series expansion arguments to derive accurate large-sample variance estimators for the inverse-probability weighted regression, outcome regression, and doubly robust estimators, which we, in turn, used to construct Wald-type 95% confidence intervals (CIs), using MATLAB 2007a (The MathWorks, Natick, MA). eAppendix C (http://links.lww.com/EDE/A428) provides both the corresponding formulae and MATLAB code. We emphasize that our variance estimators have the key robustness property of remaining valid even under model misspecification (eAppendix D, http://links.lww.com/EDE/A428). For the completecase analyses, variance estimates were obtained in PROC SURVEYLOGISTIC.
RESULTS
The weighted population size of sexually active men, after accounting for probability of selection into National Family Health Survey 3, was 52,359. Of these, 1715 (3%) had incomplete information on self-reported commercial sexual contact (eg, nonrespondents) during the previous year. Nonrespondents were more likely to be under 20 years of age (OR ϭ 3.2 ͓95% CI ϭ 2.4 -4.2͔), not currently married (11.0 ͓9.3-12.8͔), and unemployed (4.2 ͓3.2-5.5͔) and to respond that a husband has the right to have sexual intercourse with another woman (1.6 ͓1.2-2.2͔). Nonrespondents were also more likely to report that a husband was justified in beating his wife for 5 of the 7 reasons assessed in the survey. Missing information on the number of lifetime sexual partners (2.3 ͓1.2-4.6͔), genital sores/ulcers (4.3 ͓2.6 -7.2͔), and genital discharge (4.2 ͓2.5-7.0͔) was significantly associated with missingness in univariate analyses. Table  1 provides a full description of the characteristics of respondents and nonrespondents. Table 2 presents the prevalence of commercial sexual contact before and after adjusting for dependent item nonresponse. Compared with the prevalence in complete-case analysis (0.9% ͓0.8%-1.0%͔), adjustment through doubly robust estimation led to a slight increase in prevalence of commercial sexual contact (1.1% ͓1.0%-1.2%͔). Adjustment using outcome regression and inverse-probability weighting resulted in indistinguishable prevalence estimates of 1.1% (1.0%-1.2%) each.
We noted a discrepancy in nonresponse by current marital status, with 2% of married men compared with nearly 18% of unmarried men having missing information on commercial sexual contact. We therefore assessed the effect of adjustment for item nonresponse for these groups separately. Among married subjects, adjustment for nonresponse did not change the prevalence estimate. However, for unmarried subjects, this adjustment led to considerably higher prevalence estimates with all 3 approaches. Compared with the complete-case analysis estimate of 6.9% (5.8%-8.1%), the doubly robust prevalence estimate was 12.3% (10.8%-13.4%) for the unmarried, a 77% increase over the unadjusted estimate. Similar results were obtained using outcome regression (12.4% ͓11.3%-13.3%͔) and inverse-probability weighting (12.1% ͓10.7%-14.0%͔) ( Table 2 ). Table 3 presents the results for our goodness-of-fit tests organized according to parameters of interest: the overall population mean, the mean among married men, and the mean among unmarried men. Overall, the empirical evidence suggests that both the outcome regression model and missingness model used in inverse-probability weighting provided adequate estimators (T OR ϭ 0.10 with P ϭ 0.75 and T IPW ϭ 0.85 with P ϭ 0.36 for the overall mean outcome regression and inverse-probability weighted regression estimators, respectively). All 3 methods were in agreement in the subgroup analyses of married and unmarried men.
DISCUSSION
We adjusted for missing data using 3 statistical approaches within a complex survey data setting, and we provide the corresponding SAS and MATLAB code to obtain point estimates and confidence intervals. In our assessment of the nearly 50,000 sexually-active Indian men who participated in the National Family Health Survey 3, we found that men with missing data on commercial sexual contact were different from those with complete information. Nonrespondents were more likely to be young, unemployed, and not currently married. Furthermore, missing data on commercial sexual contact was significantly associated with missing data on lifetime sexual partners and STD-like symptoms during the previous year. Finally, we show that adjustment for dependent item nonresponse increased in the estimated overall prevalence whether we used inverse-probability weighting, outcome regression, or doubly robust estimation. Marital status was the strongest predictor of item nonresponse in our study, and the magnitude of the apparent bias in the unadjusted estimates was largest among unmarried men. In India, where the majority of marriages are arranged by the parents, premarital sexual relationships may be considered taboo. Unmarried men may be reluctant to disclose these sexual relationships in a face-to-face interview, especially in settings such as this household survey in which other household members may be present. We note that approximately 83% of the total number of unmarried men in the sample reported no sexual activity and were therefore excluded from the present analysis. This may represent a form of nonresponse bias not addressed in the present study, as men who reported no sexual activity were not further questioned about commercial sexual contact. A recently published study conducted in Southern India found not only higher levels of disclosure of premarital sexual intercourse in polling-booth surveys compared with comparable face-to-face interviews, but the magnitude of the discrepancy was larger for unmarried men. 14 We emphasize that the adjustment for dependent item nonresponse via any of the approaches used in the present study (excluding the complete-case approach, which relies on the data being missing completely at random) the missingat-random assumption is fundamental. Unfortunately, this assumption cannot be empirically verified in observational settings such as the DHS, and its appropriateness depends directly on subject-matter knowledge necessary to identify, measure, and control for all factors that may be associated with nonresponse. The final multivariate models specified for the outcome regression and inverse-probability weighting considered nearly 150 covariates, including numerous nonlinear and interaction terms; the missing-at-random assumption would not hold if an unmeasured factor was associated with nonresponse but not included in this set of covariates. Alternatively, sensitivity analyses are available to explore the robustness of the results to increasingly extreme departures from the missing at random assumption (see the paper by Robins et al 30 for examples). However, these analyses do not seek to assess whether an unmeasured factor exists, but rather the impact of such a covariate if it indeed existed; such analyses are beyond the scope of the present study.
In conclusion, failure to account for missing data in this household-based sample of sexually active Indian men led to bias for self-reported commercial sexual contact. We note that these results may not be generalizable to other countries in which DHS survey data are available or to other HIVrelated risk behaviors measured by the DHS. However, a missing-data analysis should be considered in the assessment of any stigmatized behavior, as there may be important differences between respondents and nonrespondents. In such analyses, doubly robust estimation may be preferable, as it is more robust to model misspecification relative to inverseprobability weighting or outcome regression.
