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Time-dependent renormalized quantum master equation
Akihiro Kimura and Hanayo Tsuzuku
Department of Physics, Graduate School of Science, Nagoya University, Furo-cho, Chikusa-ku, Nagoya, 464-8602,
Japan
Time-dependent renormalization was employed to derive a nonlinear quantum master equation (QME), in which the
dynamics of a non-equilibrium fluctuation in an irrelevant system are fed back into that of a relevant one. In terms
of application, the nonlinear QME was formulated from the viewpoint of the conventional theory for weak electronic
coupling and analyzed numerically. In the case of a large energy gap between sites in the relevant system and the
reorganization energy, the new equation reproduced the results obtained through numerically exact calculations; this
behavior is in contrast with that of the conventional theory.
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1. Introduction
The study of quantum dissipative systems is necessary for
understanding the elementary processes of life and for the de-
velopment and control of quantum devices.1–3) Many theoret-
ical developments have been reported for such systems, and
there are two main investigative approaches: (1) nonperturba-
tive analysis, where the system dynamics are calculated us-
ing computational resources;4–7) and (2) techniques based on
analytical approximation, such as, a perturbative method with
polaron representation or variational principles.8–16) These an-
alytical techniques limit the applicability of quantum dissipa-
tive systems, although they have the advantage that they re-
quire considerably lesser amount of computational resources.
To consider the dynamics of a reference system within
a dissipative system, we must only construct the formalism
for that system. The projection operator technique is an easy
means of deriving the closed equation of the relevant system,
which is called the “quantum master equation (QME)”. After
the closed equation is derived, we can employ the appropriate
approximation for the system. For example, when the total
system consists of two electronic exciton states and nuclear
vibrations, there are two limiting cases. First, when the exci-
tonic coupling is much smaller than the other parameters, the
exciton state is localized at one site but can be transferred to
another site. The transfer rate can be expressed through the
Fo¨rster formula17) by treating the excitonic coupling as a per-
turbation. Second, in the opposite limiting case, the exciton–
phonon interaction is treated as the perturbative term, and
Redfield theory18) describes the reaction dynamics between
each delocalized exciton state.
The projection operator method developed by Nakajima
and by Zwanzig19, 20) reduces the information of the total
system to facilitate the derivation of the QME. However,
since the conventional projection operator simply reduces the
information of the irrelevant system, its dynamics are not
considered by this method. Willis and Picard proposed the
time-dependent projection operator,21, 22) which also incorpo-
rates the dynamics of the irrelevant system. Their derived
QME consists of parallel equations for the relevant and ir-
relevant systems and has nonlinear terms. The merit of this
approach is that it is applicable when the irrelevant system is
in a non-equilibrium state. Furthermore, Linden and May re-
ported the derivation of a QMEwith nonlinear terms achieved
using a time-dependent projection operator technique.23) In
their formalism, the nonlinear QME becomes a linear one
in the Markovian limit. Recently, Degenfeld-Schonburg and
Hartmann developed the self-consistent Mori projector tech-
nique,24) whereby equations of reduced density operators are
analytically derived for a small number of closed parallel non-
linear equations. This indicates that the nonlinear terms in the
nonlinear equation are important for analyzing the dynam-
ics of the reduced density matrix in a many-particle system.
However, the properties of the nonlinear term of the nonlinear
QME in these theories remain unclear.
In this paper, we first utilize time-dependent projection op-
erator techniques to derive a conventional nonlinear QME,
in the manner of Shibata and Hashitsume.25) Next, we ap-
ply time-dependent renormalization to this derived equation,
drastically approximate the new equation to an appropriate
perturbation order, and apply it to the weak electronic cou-
pling model. Furthermore, we present the numerical results
obtained with this new equation and compare them with those
produced by the conventional theory and by a numerically ex-
act calculation. Finally, we discuss the various properties of
the new theory.
2. Derivation of master equations
We start by defining the Hamiltonian and its Liouville oper-
ator. The total system is constructed as the sum of “relevant”
(matter) and “irrelevant” (field) parts that can interact with
each other. Hence, the total Hamiltonian is expressed as
H = Hm + H f + Hm− f , (1)
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Fig. 1. Schematic view of relevant (red) and irrelevant (blue) systems. The
red lines and blue circles represent the possible states of the relevant and
irrelevant systems, respectively. These two systems interact through Hm− f ,
and this interaction is represented by the wavy lines.
where, for example, Hm is the electronic Hamiltonian for the
relevant (matter) system, H f is the irrelevant (field) Hamil-
tonian describing the environment nuclear vibration (phonon
field), and Hm− f is the interaction Hamiltonian between the
relevant and irrelevant systems. Based on the Hamiltonians,
we define each eigenvector as |φ f
i
〉 (|φm
j
〉) of the ith ( jth) quan-
tum number for the relevant (irrelevant) Hamiltonian.
For perturbative approximation, we assume that the total
Hamiltonian of Eq. (1) can be divided into two terms as fol-
lows:
H = H0 + H′, (2)
where H0 is the nonperturbative Hamiltonian, and H′ is the
perturbative Hamiltonian. The definition of the Liouville op-
erator is completely analogous. Based on the Liouville oper-
ator, the Liouville–von Neumann equation in the interaction
representation can be written as
i~
∂WI(t)
∂t
= L′I(t)WI(t) ≡ [H′I(t),WI(t)], (3)
whereWI (t) is the density operator in the interaction represen-
tation and L′
I
(t) is the interaction representation of L′, defined
as U
†
0
(t)L′ ≡ eiL0 t/~L′.
To derive the QME, the time-dependent projection opera-
tor21) is defined as
P(t) = RI(t)Tr f + rI(t)Trm − RI(t)rI(t)Tr, (4)
where Tr f and Trm are the exclusive trace operators for the
irrelevant and relevant systems, respectively (see Fig. 1), and
Tr is defined as Tr fTrm. Finally, rI(t) and RI(t) are the reduced
density operators for the relevant and irrelevant systems, re-
spectively, defined as
rI(t) = Tr f [WI(t)] =
∑
i
〈φ f
i
|WI(t)|φ fi 〉, (5)
RI(t) = Trm[WI(t)] =
∑
j
〈φmj |WI(t)|φmj 〉. (6)
The time-dependent projection operator satisfies the follow-
ing relations: [P(t), ∂/∂t] ≡ −P˙(t), P˙(t)WI(t) = 0, P(t1)P(t2) ≡
P(t1), Q(t1)Q(t2) ≡ Q(t2), and P(t1)Q(t2) ≡ 0, where we de-
fine Q(t) = 1 − P(t).
2.1 Time-convolutionless QME
According to the derivation by Shibata and Hashitsume,25)
applying the time-dependent projection operator of Eq. (4)
to the Liouville–von Neumann equation of Eq. (3) under the
initial condition of Q(0)WI(0) = 0, we obtain the following
equation for the reduced density matrix in the interaction rep-
resentation:
i~
∂P(t)WI(t)
dt
= P(t)L′I(t)Θ(t)P(t)WI(t), (7)
where
UQ(t) = exp+
[
− i
~
∫ t
0
dsQ(s)L′I(s)
]
, (8)
Θ(t) =
[
1 +
i
~
∫ t
0
dsUQ(s)Q(s)L′I(s)P(s)G(t, s)
]−1
, (9)
G(t, s) = exp−
[
− i
~
∫ t
s
ds′L′I(s
′)
]
. (10)
Taking the f or m traces of Eq. (7), and using the definition of
Eqs. (5) and (6), we derive the time-convolutionless QME in
the interaction representation as follows:
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)Θ(t)rI(t)RI(t)], (11)
i~
∂RI(t)
∂t
= Trm[L
′
I(t)Θ(t)rI(t)RI(t)]. (12)
3. Time-dependent renormalized nonlinear QME
3.1 General expression
To renormalize the irrelevant dynamics of Eq. (12) into
the relevant dynamics of Eq. (11), we respectively define the
renormalized nonperturbative and perturbative Hamiltonians
as
H0r(t) = H0 + Chm(t), (13)
H′r(t) = H′ −Chm(t), (14)
where C is an arbitrary real variable, and hm(t) is defined as
the time-dependent operator to renormalize the dynamics of
the irrelevant system into that of the relevant system. Eq. (11)
is an equation of the reduced density matrix rI(t) with respect
to the relevant system. However, the reduced density matrix
RI(t) of the irrelevant system is also included in this equation.
Therefore, it is difficult to obtain the analytical/numerical re-
sults of rI(t) exclusively from Eq. (11), unless we solve the
time dependency of RI(t). For this purpose, a renormaliza-
tion operation is performed such that the renormalized RI(t)
always has an analytical solution that does not depend on
time, yet is necessary to define the initial condition. Based on
2
this strategy, we introduced the factor C to consider the time-
dependency of the renormalized RI(t) perturbatively fluctuat-
ing in the renormalized state. Apparently, Eqs. (13) and (14)
are not renormalized when C = 0 holds. Thus, we define
the renormalized Hamiltonian such that the reduced density
matrix of the irrelevant system is independent of time when
C = 1 holds. The definitions for the renormalized nonper-
turbative and perturbative Liouville operators are completely
analogous.
In the same manner as described in the previous section,
we can derive the time-dependent renormalized QME in the
interaction representation as
i~
∂rI(t)
∂t
= Tr f [L
′r
I (t)Θ
r(t)rI(t)RI(t)], (15)
i~
∂RI(t)
∂t
= Trm[L
′r
I (t)Θ
r(t)rI(t)RI(t)], (16)
where
UrQ(t) = exp+
[
− i
~
∫ t
0
dsQ(s)L′rI (s)
]
, (17)
Θr(t) =
[
1 +
i
~
∫ t
0
dsUrQ(s)Q(s)L′rI (s)P(s)G
r(t, s)
]−1
, (18)
Gr(t, s) = exp−
[
− i
~
∫ t
s
ds′L′rI (s
′)
]
. (19)
Here, we assume the initial condition of Q(0)rI(0) = 0, and
introduce the renormalized perturbative Liouvillian L′rI (t) in
the interaction representation as
L′rI (t)A = [u
†(t)H′r(t)u(t), A], (20)
where we introduce the renormalized nonperturbative propa-
gator u(t) as
u(t) = exp+
[
− i
~
∫ t
0
dsH0r(s)
]
. (21)
In the interaction representation, the index I differs from the
index I in the previous section because of the renormalization.
It should be noticed that, when C = 0 holds, Eqs. (15) and
(16) are equivalent to Eqs. (11) and (12), respectively.
Because of the relation Trm[ARI(t)] = Trm[A]RI(t) for any
superoperator A, Eq. (16) is expressed by the commutator as
i~
∂RI(t)
dt
= [Trm[u
†(t)(H′ −Chm(t))u(t)Θr(t)rI(t)],RI(t)].
(22)
We define the operator hm(t) and its interaction representation
h′m(t) to satisfy ∂tRI(t) = 0 when C = 1 holds, as
hm(t) = u(t)h
′
m(t)u
†(t), (23)
h′m(t) = Trm[H
′r
I (t)Θ
r(t)rI(t)]
1
Trm[Θr(t)rI(t)]
, (24)
where 1/Trm[Θ
r(t)rI(t)] is the inverse superoperator of
Trm[Θ
r(t)rI(t)]. Eq. (24) is expressed by the weight oper-
ator of Θr(t)rI(t) as it averages H′rI (t). Because the opera-
tor Θr(t)rI(t) includes the operator h′m(t), Eq. (24) is a self-
consistent equation without any approximations. The physi-
cal significance of h′m(t), is, therefore, the self-energy for the
relevant system.
In the following, we assume that the initial condition of the
renormalized density operator for the irrelevant system RI(0)
should correspond to the thermal equilibrium state as RI(0) =
ρB = e
−βH f /Tr f [e−βH f ]. The superoperator in the Liouville
space for h′m(t) is defined as l
′
m(t)A = [h
′
m(t), A], for any oper-
ator A. Using the relation Tr f [l
′
m(t)A] = 0, Tr f [L
′r
I (t)A] can be
expressed as Tr f [L
′
I(t)A]. Consequently, the equation rI(t) is
ultimately re-expressed as follows:
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)Θ
r(t)rI(t)RI(t)]. (25)
3.2 Perturbative approximation
In this section, we drastically approximate the renormal-
ized equation of rI(t) in Eq. (25) to the nonlinear QME with
the inclusion of the correction terms for the conventional
QME. For this purpose, we first perturbatively approximate
the operator Θr(t) of Eq. (18) as
Θr(t)A ≃ A − i
~
∫ t
0
dsQ(s)[(H′I(s) − Ch′m(s)), P(s)A], (26)
where we approximate the self-consistent equation of h′m(t) in
Eq. (24) by the lowest order of H′I(t) as
h′m(t) = Trm[u
†(t)H′u(t)rI(t)]. (27)
Hence, by inserting Eq. (26) into Eq. (25), the second-order
perturbative QME for rI(t) is re-expressed as
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)rI(t)RI(t)]
− i
~
∫ t
0
dsTr f [L
′
I(t)Q(s)L
′r
I (s)rI(t)RI(0)], (28)
where we replace the operator RI(t) in the second term on the
r.h.s. in Eq. (28) by R(0), because the perturbative order in its
term is second.
Let us consider that the renormalized nonperturbative prop-
agator u(t) in L′rI (t) in Eq. (28) is perturbatively expanded and
approximated by first order.
L′rI (t) ≃ L′rI (t) +
i
~
∫ t
0
dsCl′m(s)L
′r
I (t). (29)
In the same way, we perturbatively expand the operator RI(t)
by first-order perturbation. Hence, we obtain
RI(t) ≃ ρB − i
~
∫ t
0
dsTrm[(L
′
I(s) −Cl′m(s))rI(s)ρB]. (30)
By inserting Eqs. (29) and (30) into Eq. (28), we obtain the
equation for rI(t) as
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)rI(t)ρB]
− i
~
∫ t
0
dsTr f [L
′
I(t)(1 − (ρBTr f + rI(s)Trm))L′I(s)rI(t)ρB]
3
− (1 − C) i
~
∫ t
0
dsTr f [L
′
I(t)rI(t)Trm[L
′
I(s)rI(s)ρB]]. (31)
In the Markov approximation, we replace the time depen-
dency in the nonlinear QME in Eq. (31) rI(s) with rI(t) , and
then replace the variable s with t − s in the time integration.
Ultimately, we obtain the second-order nonlinear QME as
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)rI(t)ρB]
− i
~
∫ t
0
dsTr f [L
′
I(t)(1 − ρBTr f )L′I(t − s)rI(t)ρB]
+C
i
~
∫ t
0
dsTr f [L
′
I(t)rI(t)TrmL
′
I(t − s)rI(t)ρB]. (32)
It should be noted that Eq. (32) becomes a conventional linear
QME when the parameter C is 0. On the other hand, because
RI(t) is independent of time when the parameter C is 1, Eq.
(32) becomes a nonlinear QME.
When we perform the time integration into infinity in
Markov limit, we obtain the following equation:
i~
∂rI(t)
∂t
= Tr f [L
′
I(t)rI(t)ρB]
− i
~
∫ ∞
0
dsTr f [L
′
I(t)(1 − ρBTr f )L′I(t − s)rI(t)ρB]
+C
i
~
∫ ∞
0
dsTr f [L
′
I(t)rI(t)TrmL
′
I(t − s)rI(t)ρB], (33)
which is a type of Born-Markov approximation to derive the
conventional QME.
4. Analytical application
As an analytical application, we used the following spin-
boson Hamiltonian for a two-electronic state system:
H0 =
∑
i=d,a
Hi|i〉〈i|, (34)
Hi = Ei + H
e−p
i
, (35)
H′ =
d,a∑
i, j
Vi j[|i〉〈 j| + | j〉〈i|], (36)
H
e−p
i
=
∑
k
~ωk[b
†
k
bk + gik(b
†
k
+ bk)], (37)
where Ei is the energy of the electronic excited state |i〉 in
the ith site, and Vi j denotes the exciton coupling strength be-
tween the ith and jth sites. In addition to the electronic states,
we considered the phonon bath for nuclear vibration only: b
†
k
(bk) is the creation (annihilation) operator for the kth phonon
mode, and its frequency is ωk. Finally, gik is the exciton–
phonon coupling strength for the ith excited state and the kth
phonon mode.
In the following section, we numerically analyze the prop-
erty of Eq. (33) under secular approximation. The expression
of the elements of the reduced density matrix rI(t) is given in
the Appendix. Hence, according to Eq. (A·8), we ultimately
obtain the nonlinear QME for the weak electronic coupling
limit as follows:
∂rdd(t)
∂t
= kdaraa(t) − kadrdd(t) −C(kda − kad)rad(t)rda(t),
(38)
∂rda(t)
∂t
= −kadrda(t) +CKda(raa(t) − rdd(t))rda(t), (39)
where kda and Kda are respectively expressed as
kad =
V2
ad
~2
lim
t→∞
∫ t
0
ds[〈eiHd t/~e−iHa s/~e−iHd (t−s)/~〉B
+ 〈eiHd (t−s)/~eiHa s/~e−iHd t/~〉B], (40)
Kda =
V2
ad
~2
lim
t→∞
∫ t
0
ds[〈eiHd t/~e−iHa s/~e−iHd (t−s)/~〉B
− 〈eiHa(t−s)/~eiHd s/~e−iHat/~〉B], (41)
where the bracket 〈· · · 〉B is defined as Tr f [· · · ρB], ρB is
e−βHB/Tr f [e−βHB], and HB is bath Hamiltonian defined as∑
k ~ωkb
†
k
bk.
For Eqs. (40) and (41), we assume that the vibrational
relaxation is very fast, and that the distribution expressed
by ρB may represent a thermal equilibrium state in which
the excitation almost localizes at each electronic state as
e−iHit/~ρBeiHit/~ ≃ ρi, where ρi = e−βHi/Tr f [e−βHi] for i = d or
a. With this assumption, we approximate Eqs. (40) and (41)
as follows:
kad =
V2
ad
~2
∫ ∞
−∞
dτ〈eiHaτ/~e−iHdτ/~〉d, (42)
Kda =
V2
ad
~2
∫ ∞
0
dτ[〈eiHdτ/~e−iHaτ/~〉d − 〈e−iHaτ/~eiHdτ/~〉a],
(43)
where we define the brackets as 〈. . . 〉i = Tr f [. . . ρi]. Accord-
ing to the definition of the Hamiltonian in Eq. (35), the cor-
relation function in the integrand of Eqs. (42) and (43) is ex-
pressed as
〈eiHat/~e−iHd t/~〉d = ei(Ea−Ed+λd+λa)t/~−gd(t)−ga(t), (44)
where
gi(t) =
∫ t
0
dt1
∫ t1
0
dt2
∫ ∞
−∞
dωJi(ω)(n(ω) + 1)e
−iωt2 , (45)
for i = d or a. Here, Ji(ω) is the density of states with the
exciton–phonon interaction
Ji(ω) =
∑
k
ω2g2ikδ(ω − ωk), (46)
and it has the property Ji(−ω) = −Ji(ω).26, 27) Here, n(ω) is
the Bose–Einstein distribution function, and λi is the reorga-
nization energy of the ith state defined as ~
∫ ∞
0
dωJi(ω)/ω.
The factors kad and kda are equivalent to the rate constant
expression in Fo¨rster theory.17) The factor Kda is a constant
that is involved in nonlinear effects and the integrand has the
4
form of the difference between the time correlation functions
of forward and backward reactions. Owing to the expressions
in Eqs. (38) and (39), if the off-diagonal elements rad(t) and
rda(t) of the density operator corresponding to coherence are
zero as in the initial condition, the effect of the nonlinear term
does not appear. In addition, even when the values of the di-
agonal elements of the density operators rdd(t) and raa(t) are
nearly equivalent, the effect of the nonlinear term in Eq. (39)
is small. Taking this aspect into consideration, the next sec-
tion describes numerical calculations of the nonlinear QME,
insofar as the initial condition has some electronic coherence
in the relevant system.
5. Numerical analysis
For the numerical analysis, we assumed that Ji(ω) is inde-
pendent of the state |i〉 by denoting it as J(ω), and we used the
overdamped Brownian oscillator model given by
J(ω) =
2
pi
λγω
~2ω2 + γ2
. (47)
Furthermore, we used the following parameters: exciton
coupling Vad = 20 cm
−1, reorganization energy λ = 200
cm−1 (which is 10 times larger than the value of Vad) to satisfy
the perturbative approximation), cutoff energy γ = 500 cm−1
(which is proportional to the inverse of the relaxation time τB
in the nuclear fluctuations at about 10 fs) to satisfy theMarkov
approximation, and temperature T = 300 K. The energy gap
Ed −Ea between the donor and acceptor was 500 cm−1. It was
apparent that the value of Vad was smaller than the other pa-
rameters. In the site representation, the initial conditions for
the numerical analysis were rdd(0) = 0.9, raa(0) = 0.1, and
rda(0) = rad(0) =
√
rdd(0)raa(0).
We numerically calculated the time-dependency of the di-
agonal element of the density matrix by nonlinear QME
(NLQME) in the case where C = 1 up to tmax = 5 ps,
which was the order of the upper limit of the time region es-
timated as ~γ/V2
ad
by the second-order perturbation. Fig. 2
shows the results by NLQME, linear QME (LQME) for the
case of C = 0, and hierarchical equation (HEOM).6) Indeed
there were some differences between the results by NLQME
(LQME) and HEOM in shorter intervals of time (t < 1 ps)
due to the approximation by the Markovian limit. However,
the results by NLQME were similar to those by HEOM when
t > 1 ps.
To numerically analyze the energy gap Ed − Ea, the cou-
pling strength Vad, and the reorganization energy λ depen-
dencies of the diagonal density matrix element rdd(t) by
NLQME, LQME, and HEOM,we define the average of differ-
ence ∆L−HEOM (∆nonL−HEOM) between the results by NLQME
(LQME) and those by HEOM as:
∆L−HEOM ≡
√
1
tmax
∫ tmax
0
ds(rL
dd
(s) − rHEOM
dd
(s))2, (48)
∆nonL−HEOM ≡
√
1
tmax
∫ tmax
0
ds(rnonL
dd
(s) − rHEOM
dd
(s))2, (49)
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Fig. 2. Time profile of probability rdd(t) calculated using the proposed
theory (red), linear QME (orange), and HEOM (green) in the case where
Vda = 20 cm
−1, λ = 200 cm−1, γ = 500 cm−1, T = 300 K, and Ed−Ea = 500
cm−1. The inset shows the time profile of the same rdd(t) over a short period
of time.
where rnonL
dd
(s) is the diagonal density matrix element calcu-
lated by NLQME and rL
dd
(s) is that by LQME, and rHEOM
dd
(s) is
the diagonal element of the reduced density matrix by HEOM.
The results of the coupling strength Vad and the energy gap
Ed − Ea dependencies of the average differences ∆nonL−HEOM
and ∆L−HEOM are shown in Fig. 3. In the region where the
energy gap is considerable, the NLQME results match the
HEOM results relatively well. In the region of small Vad,
which corresponds to the applicable region from Fo¨rster the-
ory, the results by NLQME are more accurate than the results
by LQME. Hence, the nonlinear term in NLQME plays an
important role in such a case. On the other hand, as the value
of Vad increases, both results by LQME and NLQME fail to
match the HEOM results. However, the value of ∆nonL−HEOM
is smaller than that of ∆L−HEOM. This implies that the appli-
cable parameter region for NLQME is more widened than
that for LQME. In other words, since the applicability by
NLQME improves in the direction of increasing Ed − Ea and
Vad, NLQME can extend the applicability of the theory from
the limit of Fo¨rster theory to the intermediate coupling region.
Fig. 4 shows the reorganization energy λ and the energy
gap Ed − Ea dependencies of the average differences. The re-
producibility of NLQME with respect to the reorganization
energy is better than that of LQME when the energy gap is
more than approximately 400 cm−1. However, there is a re-
gion where the results by LQME are better than those by
NLQME—namely, when the reorganization energy λ is over
400 cm−1 and the energy gap Ed − Ea is smaller than λ.
6. Discussion
At present, many theoretical studies employing QME are
based on conventional projection operators, for which the
dynamics of the irrelevant system must be in strong ther-
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Fig. 3. Vad and Ed − Ea dependency of (a) ∆nonL−HEOM and (b) ∆L−HEOM.
The other parameters are λ = 200 cm−1, γ = 500 cm−1, T = 300 K.
mal equilibrium regardless of the state of the relevant sys-
tem. Here, we focused on the dynamics of the relevant system
interacting with the irrelevant system regardless of the equi-
librium state, because the time-dependent projection operator
techniques provide nonequilibrium dynamics in the irrelevant
system.
We applied time-dependent renormalization to the conven-
tional nonlinear QME. Although Linden and May also de-
rived a time convolution QME using the time-dependent pro-
jection operator by Willis and Picard, they found that the
nonlinear terms in the derived equation cancel identically in
theMarkov approximation.23)Hence, their equation coincides
with the conventional LQME. This cancellation can be at-
tributed to simple perturbative expansion, corresponding to
the case of C = 0 in Eqs. (31) or (32) in our theory. By con-
trast, our proposed formula has a new nonlinear term and the
derived nonlinear terms do not cancel in the Markov approx-
imation. These differences could be due to the renormaliza-
tion in the case of C , 0 in Eqs. (31) or (32) in our theory.
Recently, the formalism for a closed equation of the reduced
density operator based on the self-consistent Mori projector
technique (c-MoP) was offered by Degenfeld-Schonburg and
Hartmann.24) Their numerical analysis in the stationary state
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Fig. 4. λ and Ed − Ea dependency of (a) ∆nonL−HEOM and (b) ∆L−HEOM.
The other parameters are V12 = 20 cm
−1, γ = 500 cm−1, T = 300 K.
demonstrated highly accurate results with the c-MoP compa-
rable with mean field theory. The c-MoP derives closed non-
linear quantum master equations for the N-body system us-
ing traditional projection operators. Derivation of the equa-
tion involves focusing on each element in the reduced density
matrix. Specifically, the derived equations relating to the rel-
evant system are represented exclusively by each element of
the reduced density matrix. By assuming translation invari-
ance by the symmetry of lattice, the derived QME was re-
duced to equations for cluster of subsystems. In the following,
to compare our method by the time-dependent renormaliza-
tion to that by the c-MoP or by Willis and Picard, we briefly
summarize the approximations in this paper.
The starting point is the time-convolutionless equations
(11) and (12). We applied time-dependent renormalization
H0r(t) and H′r(t) as Eqs. (13) and (14) to these equations in
section 3.1. In deriving Eq. (28) from the renormalized time
convolutionless Eq. (25), we performed second-order pertur-
bative expansion with renormalized perturbative term H′r(t),
which corresponds to Born approximation. The first term on
the r.h.s of Eq. (30) which approximates the reduced density
matrix of the irrelevant system RI(t) with first order pertur-
bation, corresponds to that of the initial condition RI(0) by
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Born approximation, and the second term indicates that the
dynamics of the relevant system is considered. Since the ef-
fect of the second term on the r.h.s of Eq. (30) is assumed to
be perturbativelyweak, it causes small fluctuations around the
thermal equilibrium state. One of the reduced density matrices
of the relevant system rI(s) in the second and third terms of
the right-hand side of Eq. (31) depends on the time variable s
indicating non-Markovian character. These originate because
rI(s) of the second term is due to the time-dependent projec-
tion operator Q(s) in Eq. (28), and rI(s) of the third term oc-
curs under the influence of the dynamics in the irrelevant sys-
tem of Eq. (30). By using Markov approximation, rI(s) can
be rewritten as rI(t) and then the equation is approximately
expressed as Eq. (32). In the Markov limit, the final formula
is expressed as Eq. (33), where the effect of renormalization
is included on the third term on the r.h.s of this equation. The
first and second terms of the r.h.s of Eq. (33) are the same as
the conventional linear QME. The time correlation function
in the third term of the r.h.s of Eq. (33) is expressed similar to
that in the second term (see Appendix). Therefore, timescales
τB and τR in the Born-Markov approximation (τB ≪ τR) ap-
plied in Eq. (33) are the correlation time of the bath (τB ∼ ~/γ
in this study) and the relaxation time of the relevant system
(τR ∼ 1/kad in this study) when approximately derived by
the conventional linear QME. The final form of our QME to
which the secular approximation (τS ∼ ~/|Ed − Ea| ≪ τR in
this study) is applied for numerical analysis is expressed by
Eqs. (38) and (39). Our QME is expressed as closed formula
only by the reduced density matrix of the relevant system.
The nonlinear terms that include the coefficientC in our QME
are new terms yielded by the time-dependent renormalization
procedure in this study, while the new coefficient C does not
appear in the methods byWillis and Picard, and by the c-MoP.
In the c-MoP method, Born approximation is applied in the
derivation of the QME. In the method by Willis and Picard,
the Born approximation, the Born-Markov approximation and
the approximation of the Markov limit are stepwise applied
in the derivation of each parallel QME for the relevant and
irrelevant systems. In this study, at each stage of approxima-
tions summarized above, approximation is performed so that
the contribution of the coefficientC included in the renormal-
ized perturbation term remains in the lowest order. Depend-
ing on the value of the coefficient C, the non-linear terms in
our QME contribute to correct the conventional linear QME
in the relevant system through the dynamics in the irrelevant
system. This is not included in the methods by the c-MoP, and
by Willis and Picard, and is a new effect added by this study.
In this paper, through the renormalization technique in
which the dynamics of the irrelevant system are renormal-
ized into the dynamics of the relevant system, the renormal-
ized irrelevant system appears to achieve thermal equilib-
rium in a mathematical sense. In addition, the strength of the
renormalized perturbative terms H′r should be less than that
of the original perturbation terms H′. Hence, the applicable
timescale can be extended beyond that without the renormal-
ization technique. The conspicuous difference between the
numerical analysis of our proposed formalism and that of
the conventional analysis appears when the timescale is much
larger.
The inset of Fig. 2 shows the numerical results over a short
period of time. It can be seen that the initial condition for
numerical analysis with our theory is same as that by HEOM.
With HEOM, however, the probability immediately following
t = 0 increases slightly, because the process is non-Markovian
over a short period of time. In this study, we assumed that the
value of γ is large. This means that the relaxation time is very
fast. When the value of γ is small, the reaction process is non-
Markovian, and the upper limit of the time integration tmax in
Eqs. (48) and (49) is small. In such a case, since the values
of Eqs. (48) and (49) are large, quantitative discrepancies ap-
pear between the numerical results by our theory and those by
HEOM, as shown in Figs. 3 and 4.
The numerical results in Figs. 3 and 4 show that the pro-
posed theory is strongly dependent on the size of the energy
gap. When the size of the energy gap is smaller than the ther-
mal energy, with |Ed − Ea| < kBT , the state immediately af-
ter transition at site |d〉 → site |a〉 in the relevant system is
near the thermal equilibrium state for the irrelevant system
without renormalization. In such a case, the dynamics for the
irrelevant system may be applicable as a thermal bath. How-
ever, in the opposite case, where |Ed − Ea| > kBT , the state
immediately after transition in the relevant system passes far
from the thermal equilibrium state for the irrelevant system
without renormalization. In such situations, insofar as there
is considerable effective relaxation time in the environment
before attaining the steady state, the dynamics of the envi-
ronment might be far from the equilibrium state immediately
after the occurrence of a state transition. Hence, the pertur-
bative approach using the conventional projection operator is
inapplicable in such a situation. The effect of renormalization
in this study should account for the feedback of such nonequi-
librium states on the dynamics of the irrelevant system.
However, there were some quantitative discrepancies be-
tween the results of the proposed theory and those of the
HEOM. This may be due to the delocalization effect caused
by the small energy gap, because the electronic state ap-
proaches resonance in such cases. In this paper, our numerical
analysis considered the transfer process in terms of the theory
for the weak electronic coupling case exclusively. We may
need to analyze the dynamics in the opposite limiting case as
well, that is, using electron-phonon coupling as the perturba-
tion term. The resulting QME could be applied to the relax-
ation processes in the delocalized exciton states. To develop
our theory more generally, the discrepancies between it and
HEOM could be corrected using the perturbative approach in
the modified Redfield theory,26, 28) which reproduces Fo¨rster
theory and Redfield theory for the limiting cases. Recently, a
coherent modified Redfield theory29, 30) was constructed using
a pure dephasing reference system master-equation method31)
based on the modified Redfield theory. However, to use this
modified Redfield theory, we may need to derive a more exact
nonlinear QME in the intermediate coupling case.
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After the analysis shown in Fig. 4, it is clear that the the-
ory by nonlinear QME, namely for the case of C = 1 in Eq.
(32), is difficult to apply in all parameter areas, where it holds
that the energy gap Ed − Ea is smaller than the reorganization
energy λ. In this parameter region, it is evident that the linear
master equation for the case ofC = 0 in Eq. (32) achieves bet-
ter results than the nonlinear formalism. This shows that there
may be a relationship between the parameter region and the
variable C. In other words, the degree of the feedback effect
from the irrelevant system changes depending on the param-
eter region. In order to include this effect, it is necessary to
introduce a formalism that adjusts the variable C according to
the parameter region.
We previously researched the application of a variational
principle to QME (which results in a so-called variational
master equation).11, 12) According to this approach, the free
energy function is used to obtain an optimized trial function
for the variational method. The variational parameters in the
variational master equation should generally vary as functions
of time, although the optimized variational parameter is ap-
plicable to the thermal equilibrium state. Although some trial
functions for the polaron problem have been proposed,13–16)
from the point of view of the polaron transformation, we sup-
pose that the time-dependent renormalization in this paper
corresponds to a polaron transformation. Specifically, our nu-
merical analysis was limited exclusively to strong constraints
in the case of C = 1 for the NLQME. If weaker conditions
could be imposed by including the variable C as a variational
parameter, these problems might be partially or fully over-
come.
The numerical results for the proposed theory show that
this theoretical approach can be applied over large timescales.
For example, in a photosynthetic antenna and its reaction
center, a fast light-harvesting process occurs, followed by a
slower electron transfer reaction. In the leading studies in this
field, attempts have been made to understand the mechanism
that produces electron transfer reactions after excitation en-
ergy is transferred to the reaction center.32, 33) Each of these
elementary reactions has an intrinsic timescale, and they are
hierarchically different from each other. The proposed theory
could apply to cases in which the thermalization process pro-
duced by the nonequilibrium dynamics of the environment
has an important influence on the reactions.
Finally, the only modification to the approximated final
form in the proposed theory is the inclusion of the nonlinear
term in Eq. (31). Concerning the numerical analysis, such a
modification is easy to implement in the source program, and
the computational cost is almost the same as that for conven-
tional QME. Hence, the proposed theory offers advantages for
the analysis of reaction dynamics over large timescales.
7. Conclusion
In this paper, a new QME was constructed by applying
time-dependent renormalization to the nonlinear QME de-
rived by Shibata and Hashitsume.25) The general expression
of the proposed equation, which might account for the in-
fluence of dynamic environmental feedback on the irrelevant
system, has nonlinear terms in addition to the conventional
linear QME. As an example, the transfer dynamics in rele-
vant two-site systems with a nuclear vibrational environment
based on the conventional theory for the weak electronic cou-
pling case were numerically analyzed in a comprehensive pa-
rameter region. We found that, when the energy gap is large,
the proposed theory reproduces the results given by HEOM,
even when the differences between the conventional theory
and HEOM are considerable. Consequently, the proposed the-
ory offers significant advantages when studying the dynamics
of a system over large timescales, particularly when the ther-
malization caused by the non-equilibriumdynamics of the en-
vironment has an important influence on the reactions.
Appendix: Kernel calculation
We first approximate Tr f [L
′
I
(t)rI(t)ρB] as zero by random
phase approximation. The approximated nonlinear QME is
expressed as follows:
∂rI(t)
∂t
= − 1
~2
∫ ∞
0
dsTr f [L
′
I(t)L
′
I(t − s)rI(t)ρB]
+
C
~2
∫ ∞
0
dsTr f [L
′
I(t)rI(t)Trm[L
′
I(t − s)rI(t)ρB]]. (A·1)
Here, we derive the formalisms of the kernel in the integrand
of Eq. (A·1).
First, we analyze the kernel from the first term of the
r.h.s. of Eq. (A·1). The kernel by the Liouville operator is re-
expressed as the commutator as follows:
Tr f [L
′
I(t)L
′
I(t
′)rI(t)ρB] = Tr f [[H′I(t), [H
′
I(t
′), rI(t)ρB]]].
(A·2)
Expanding Eq. (A·2) and taking a matrix element of 〈i| and
| j〉, we obtain
〈i|Tr f [[H′I(t), [H′I(t′), rI(t)ρB]]]| j〉
=
∑
k,l
[〈H′ik(t)H′kl(t′)〉Brl j(t) − 〈H′l j(t′)H′ik(t)〉Brkl(t)
− 〈H′l j(t)H′ik(t′)〉Brkl(t) + 〈H′kl(t′)H′l j(t)〉Brik(t)], (A·3)
where we define the bracket 〈· · · 〉B as Tr f [· · · ρB], 〈i|H′I(t)| j〉
as H′
i j
(t), and 〈i|rI(t)| j〉 as ri j(t).
Second, the kernel from the second term on the r.h.s of Eq.
(A·1) is expressed by the commutator as
Tr f [L
′
I(t)rI(t)Trm[L
′
I(t
′)rI(t)ρB]]
= Tr f [[H
′
I(t), rI(t)Trm[[H
′
I(t
′), rI(t)ρB]]]]. (A·4)
In the same way as Eq. (A·3), the matrix element of 〈i| and | j〉
of Eq. (A·4) is expressed as
〈i|Tr f [[H′I(t), rI(t)Trm[[H′I(t′), rI(t)ρB]]]]| j〉
=
∑
k,l,m
[(〈H′il(t)H′km(t′)〉Brmk(t) − 〈H′mk(t′)H′il(t)〉Brkm(t))rl j(t)
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− (〈H′l j(t)H′km(t′)〉Brmk(t) − 〈H′mk(t′)H′l j(t)〉Brkm(t))ril(t)].
(A·5)
Let us define the following function as
κilkm(t) =
1
~2
∫ ∞
0
ds〈H′il(t)H′km(t − s)〉B. (A·6)
InsertingHamiltonian H0 in Eq. (34) into the correlation func-
tion 〈H′
il
(t)H′
km
(t − s)〉B, it is expressed as
〈H′il(t)H′km(t − s)〉B = V2adei(Ei−Em )t/~e−i(El−Ek)t/~ei(Em−Ek)s/~
× 〈eiHe−pi t/~e−iHe−pl t/~eiHe−pk (t−s)/~e−iHe−pm (t−s)/~〉B. (A·7)
Hence, using the relation κilkm(t) ≃ δimδklκikki(t) by the secular
approximation to ignore the correlation function when Ei −
Em , El −Ek holds, we ultimately obtain the final form of the
QME as follows:
∂ri j(t)
∂t
= −
∑
k
[κikki(t)ri j(t) − δi jκ∗ki jk(t)rkk(t)
− δi jκk jik(t)rkk(t) + κ∗jkk j(t)ri j(t)]
+C
∑
k
[κikki(t) − κ∗kiik(t) − κk j jk(t) + κ∗jkk j(t)]rik(t)rk j(t),
(A·8)
where κikki(t) is expressed as
κikkk(t) =
V2
ad
~2
∫ ∞
0
ds〈eiHi t/~e−iHk s/~e−iHi(t−s)/~〉B. (A·9)
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