Given two phylogenetic trees on the same set of taxa X, the maximum parsimony distance d MP is defined as the maximum, ranging over all characters x on X, of the absolute difference in parsimony score induced by x on the two trees. In this note, we prove that for binary trees there exists a character achieving this maximum that is convex on one of the trees (i.e., the parsimony score induced on that tree is equal to the number of states in the character minus 1) and such that the number of states in the character is at most 7d MP À 5. This is the first non-trivial bound on the number of states required by optimal characters, convex or otherwise. The result potentially has algorithmic significance because, unlike general characters, convex characters with a bounded number of states can be enumerated in polynomial time.
characters can be restricted to characters which are convex (equivalently, homoplasy-free [6] ) on one of the two trees under investigation, i.e., the parsimony score on that tree is the number of states in the character minus 1. This immediately yields a trivial algorithm with running time Oð4 n Á polyðnÞÞ, where n is the number of leaves in the trees: guess which tree is convex, and then guess the subset of the Oð2nÞ edges in this convex tree where mutations occur. This leads naturally to the question: if d MP is bounded (i.e. "small"), is it sufficient to restrict our search to convex characters with a bounded number of states (i.e., to locating bounded-size subsets of mutation edges in the convex tree), irrespective of the number of leaves n in the trees? Such questions are pertinent to the development of fixed parameter tractable algorithms, i.e., algorithms that run quickly on trees with a large number of leaves as long as the distance is small (see, e.g., [9] for related discussions). Prior to this note the best bound on the number of states required was bn=2c [5] , [8] . Here we show that the number of states required can indeed be decoupled from n. In particular we show that optimal convex characters exist with at most 7d MP À 5 states, which is sharp for d MP ¼ 1.
We conclude with a discussion of the rather subtle complexity consequences of this result, and whether there is room to tighten the bound further.
PRELIMINARIES
An unrooted binary phylogenetic X-tree T is a tree T ¼ ðVðT Þ; EðT ÞÞ with only vertices of degree 1 (leaves) or 3 (inner vertices) such that the leaves are bijectively labeled by some finite label set X (where X is often called the set of taxa). For brevity, such a tree will simply be called X-tree in the following. A character on X is a surjective map x : X ! C where C is a set of character states; the number of distinct states in the character is denoted by jxj. An extension x of a character x to a whole X-tree T is a map x : VðT Þ ! C such that xðxÞ ¼ xðxÞ for all x 2 X. A mutation induced by x in T is an edge fu; vg 2 EðT Þ satisfying xðuÞ 6 ¼ xðvÞ, and we write DðT; xÞ for the set of all mutation edges. The extension x is said to be most parsimonious if it achieves the minimum number of mutations over all possible extensions to T of the character x. This leads naturally to the definition of parsimony score. Definition 2.1. Let T be any X-tree and let x be any character on X.
Then the parsimony score of x on T is 'ðT; xÞ :¼ min where the minimum is taken over all possible extensions x of the character x to T .
It is well-known that 'ðT; xÞ ! jxj À 1 . When a character x achieves this 'ðT; xÞ ¼ jxj À 1 minimum, then x is said to be a convex character on T . Some authors follow a slightly different (but equivalent) path, by defining the homoplasy score hðT; xÞ :¼ 'ðT; xÞ À jxj þ 1 of a character x on T [6] . In this terminology, we have hðT; xÞ ! 0 and a character x attaining the hðT; xÞ ¼ 0 minimum is said to be homoplasy-free (with respect to T ). Clearly, a character is convex if and only if it is homoplasy-free.
Although characters are defined on a set X of taxa, this set of taxa will often be made implicit, allowing us to speak of a character on an X-tree. We now use the parsimony score to define a distance function on pairs of X-trees. Definition 2.2. Let ðT 1 ; T 2 Þ be a pair of X-trees.
Then the maximum parsimony distance between T 1 and T 2 is
where the maximum is taken over all possible characters x on X.
1. Computing SPR distance on rooted trees is comparatively tractable [9] , but this is mathematically very different to the problem on unrooted trees. The rooted variant also requires accurate estimation of the root location, which is often nontrivial to achieve in practice.
It is known that d MP is a metric on unrooted phylogenetic trees [5] , hence we call it a distance. However it is not a metric on rooted phylogenetic trees, because then we lose identity of indiscernibles (i.e., we only get a pseudometric).
A character x on a set X of taxa is said to achieve distance k on a pair ðT 1 ; T 2 Þ of X-trees when 'ðT 1 ; xÞ À 'ðT 2 ; xÞ j j ¼ k. If this character achieves distance d MP ðT 1 ; T 2 Þ, then we say that x is an optimal character for this pair of trees.
An optimal character for a pair of trees which has the additional property of being convex on at least one of the trees is (predictably) called an optimal convex character (for this pair of trees).
RESULT
We recall the following earlier result, proven in [5, Theorem 3.6] and [8, Observation 6.1]: [8] Any pair ðT 1 ; T 2 Þ of X-trees admits an optimal convex character with at most bjXj=2c states.
Our main result is the following new bound which is independent of jXj. This is particularly advantageous when d MP is small and jXj is large.
Bounded States Theorem. Any pair ðT 1 ; T 2 Þ of X-trees admits an optimal convex character with at most 7 Á d MP T 1 ; T 2 ð ÞÀ5 states.
We will prove this theorem subsequently, but first we need to introduce some more concepts and lemmas in the following two sections.
The Forest Induced by a Character Extension
In this section we define the forest F induced by an extension x (of a character x to a X-tree T ); this construction will be extensively used in the proof of the Bounded States Theorem.
Let us assume that x creates ðpÀ1Þ mutations in T . If we delete all these mutation edges, we are left with a forest F having p connected components. Each of these components is a subtree of T , whose vertices all share a common character state (assigned by x). We then say that two components of F are adjacent if the two corresponding subtrees of T are connected by one mutation edge (they cannot be connected by more than one mutation edge, since there are no cycles in T ). This yields a graph structure GðF Þ where the vertices are the components of F and the edges are the (unordered) pairs of adjacent components, which can be identified with the mutation edges of T . GðF Þ has p vertices and ðp À 1Þ edges, and must be connected since T is connected: therefore GðF Þ can be seen as a tree in its own right. Fig. 1 gives a concrete example of such an induced forest.
When x is a most parsimonious extension, each component of the forest must contain at least one leaf of T . This in turn implies that a most parsimonious extension never introduces redundant states, i.e., states that were not in the original character. Also, keep in mind that the forest (and its tree structure) depends on the choice of the extension x: even two different most parsimonious extensions may yield different induced forests. We conclude this section with some useful terminology and related lemmas. Definition 3.1. Let F be the forest induced by a most parsimonious extension x of a character x. Let C be the set of states used by x (which will be equal to the set of states used by x). We can distinguish between different kinds of states and components:
a state of x is unique if it is assigned to exactly one component of F , a state of x is repeating if it is assigned to at least two components of F , a component of F is unique if its assigned state is an unique state of x, a component of F is repeating if its assigned state is a repeating state of x. Note that each state is either unique or repeating, but not both.
The following lemma gives useful bounds on the numbers of unique or repeating states and components for a given induced forest. Furthermore, x is convex , h ¼ 0 , all states and components are unique.
Proof. Let us partition C into two sets C U and C R , respectively containing the unique states and the repeating states. The set of components in F is similarly partitioned into two sets
is the number of components in F (see the discussion at the beginning of Section 3.1). Now, according to Definition 3.1 a state is repeating if it is assigned to at least two (repeating) components of F , and every component has exactly one state assigned to it, so we must have 2 jC R j jF R j. It is also clear that jC U j ¼ jF U j, because there is a one-to-one correspondence between unique states and unique components. Using these two observations and the two preceding equalities, we find
Then canceling the jxj term in both sides and combining with the obvious 0 jC R j bound gives the second inequality of the lemma, which in turn lead to all three others: 
Moreover, if h ¼ 0, with the first inequality we get jC U j ¼ jxj, and with the third inequality we get jF U j ¼ jxj, which implies that all states and all components are unique. On the other hand, if all states and components are unique, we have jF R j ¼ 0, which leads to h ¼ 0 by the 4th inequality. This completes the proof.
t u
Note that when h > 0 some of the bounds given in Lemma 3.1 can be strengthened, but only very marginally. Also, for every h ! 0 it is easy to construct a single forest (induced by a most parsimonious extension) with exactly jxj À h unique states/components and 2h repeating components, so those particular bounds are sharp. Significantly, these are the two bounds we use later in the proof of Lemma 3.4.
Relabeling States and Sufficient Conditions for the Existence of "good" Pairs of States
Here relabeling the states of a given character x : X ! C simply means composing it with some surjection ' : C ! C 0 in order to produce a new character x 0 :¼ ' x : X ! C 0 . Clearly, jx 0 j jxj and 'ðT; x 0 Þ 'ðT; xÞ for every X-tree T . The proof of the Bounded States Theorem is based on a relabeling argument in which only one state of the character is relabeled, i.e., when 'ðAÞ ¼ B for two states A; B 2 C but ' stays the identity on states other than A. The highlevel idea is to show that, whenever an optimal convex character exists with more than 7d MP T 1 ; T 2 ð ÞÀ5 states, it will always be possible to find two states A and B such that relabeling A as B causes the parsimony score of both trees to decrease by exactly one. That is, a new optimal convex character with fewer states can be found, and the theorem will follow.
Let ðT 1 ; T 2 Þ be a pair of X-trees and let x be an optimal convex character for this pair. Without loss of generality, let x be convex on T 1 . Let x 1 be a most parsimonious extension of x to T 1 and x 2 a most parsimonious extension of x to T 2 . Let F 1 and F 2 be the forests induced by x 1 and x 2 respectively. We say that two components A and B are F i -adjacent if they are adjacent in the forest F i . (Note that if a state is unique, or we are focussing on F 1 , the term "state" and "component" can be used interchangeably.) Proof. Relabeling A :¼ B within the extension x 1 yields an extension x 0 1 (of x 0 ) such that jDðT 1 ; x 0 1 Þj jDðT 1 ; x 1 Þj À 1. This is because a mutation is saved on the edge generating the adjacency between A and B. Hence, 'ðT 1 ; x 0 Þ 'ðT 1 ; xÞ À 1. Given that jx 0 j ¼ jxj À 1, and the natural lower bound 'ðT 1 ; x 0 Þ ! jx 0 j À 1, it follows that 'ðT 1 ; x 0 Þ ! jx 0 j À 1 ¼ jxj À 2 ¼ 'ðT 1 ; xÞ À 1, and the convexity of x 0 follows. Note that 'ðT 2 ; x 0 Þ 'ðT 2 ; xÞ À 1 must then hold, because otherwise 'ðT 2 ; x 0 Þ À 'ðT 1 ; x 0 Þ > 'ðT 2 ; xÞ À 'ðT 1 ; xÞ which would violate the assumed optimality of x. Finally, regarding the if and only if statement, observe that if 'ðT 2 ; x 0 Þ ¼ 'ðT 2 ; xÞ À 1 then 'ðT 2 ; x 0 Þ À 'ðT 1 ; x 0 Þ ¼ 'ðT 2 ; xÞ À 'ðT 1 ; xÞ and thus x 0 is optimal. Conversely, if 'ðT 2 ; x 0 Þ < 'ðT 2 ; xÞ À 1 then 'ðT 2 ; x 0 Þ À 'ðT 1 ; x 0 Þ < 'ðT 2 ; xÞ À 'ðT 1 ; xÞ and hence x 0 is not optimal. t u
We are thus interested in identifying states A and B with the following property: A and B are F 1 -adjacent and 'ðT 2 ; x 0 Þ ¼ ' ðT 2 ; xÞ À 1 where x 0 is obtained by taking A :¼ B. We call such a pair of states a good pair. Note that, by Observation 3.1 proving 'ðT 2 ; x 0 Þ ! 'ðT 2 ; xÞ À 1 is equivalent to proving 'ðT 2 ; x 0 Þ ¼ 'ðT 2 ; xÞ À 1. In the proofs that follow we prefer the 'ðT 2 ; x 0 Þ ! 'ðT 2 ; xÞ À 1 characterization because it better expresses the intuition that 'ðT 2 ; x 0 Þ should not decrease "too much" with respect to 'ðT 2 ; xÞ.
Given an X-tree T and an edge e of T , deleting e breaks T into two connected components and this naturally induces a bipartition P jQ of X. We say then that P jQ is the split generated in T by e. Lemma 3.2. Let A and B be two distinct states that are F 1 -adjacent and let X A ; X B X be the taxa that are labeled with A; B, respectively. Suppose that in T 2 , there exists an edge e that generates a split P jQ, where X A P and X B Q. Then ðA; BÞ is a good pair.
Proof. It is sufficient to prove 'ðT 2 ; x 0 Þ ! 'ðT 2 ; xÞ À 1. Suppose, for the sake of contradiction, 'ðT 2 ; x 0 Þ 'ðT 2 ; xÞ À 2. Let x 0 2 be a most parsimonious extension of x 0 to T 2 . Deleting e from T 2 breaks VðT 2 Þ into two connected components V A and V B , one containing all taxa X A and the other containing all taxa X B . (Note that here X A ; X B refer to the taxa that were labeled A and B before the relabeling). We adjust x 0 2 as follows: every vertex that is in V A and labeled with state B, is switched to state A. This yields an extension b
x of x to T 2 such that jDðT 2 ; b xÞj jDðT 2 ; x 0 2 Þj þ 1. This is because the only new mutation that can be created is on the edge e. However, this implies
Recall the definitions of unique and repeating from earlier. We emphasise that here we classify states as unique or repeating with reference to F 2 (which is induced by x 2 ). Observation 3.2. Let A and B be two distinct states that are F 1 -adjacent and let A be a unique state. Let X A ; X B X be the taxa that are labeled with A; B respectively. Suppose that in T 2 , there exists an edge e that generates a split X A jðX À X A Þ (i.e. the X A taxa form a "pendant subtree" in T 2 ). Then ðA; BÞ is a good pair. A is a unique state. Assume the situation described in Observation 3.2 does not hold, i.e., there is no edge e which generates a split X A jðX À X A Þ in T 2 . If there exists a unique state C 6 ¼ A such that A and C are F 2 -adjacent and both of degree 2 in GðF 2 Þ, then ðA; BÞ is a good pair.
Proof. If A and B are both unique then we are done, by Observation 3.3. Hence we may assume that B is a repeating state, i.e., there are at least 2 components in F 2 that have state B. Let V A ; V C VðT 2 Þ be those vertices of T 2 that are allocated state A, C (respectively) by x 2 . Let X A ; X B ; X C X be defined similarly for taxa. We have jX A j; jX C j ! 2 because otherwise the situation in Observation 3.2 would trivially apply. (To see this, suppose without loss of generality that jX C j ¼ 1. Then, in T 2 the single taxon assigned state C would trivially constitute a pendant subtree. Given that C is unique, we could then take any state D 6 ¼ C that is F 1 -adjacent to C-such a state D must exist-and together C and D would satisfy the conditions described in Observation 3.2.) Let e AC 2 DðT 2 ; x 2 Þ be the edge of T 2 that defines the adjacency between A and C in F 2 . Let e A 2 DðT 2 ; x 2 Þ be the edge of T 2 that defines the adjacency between A and its other neighbouring component in F 2 . Define e C correspondingly for state C. These three edges are uniquely defined and have no endpoints in common. This is because of the assumption that Observation 3.2 does not apply, the fact that T 2 is a binary tree, and the degree 2 restriction. See Fig. 3 for a schematic depiction of the situation.
Observe that, if P is any simple path (in T 2 ) from a taxon in X A to a taxon in X B , then exactly one of the following two situations must hold: (1) P traverses edge e A ; (2) P traverses both edges e AC and e C . This, again, is a consequence of the degree 2 assumption. We will use this insight in due course.
As usual let x 0 be the character obtained by relabeling A :¼ B within x. (We emphasize that V A ; V C ; X A ; X B ; X C are defined before the relabeling.) Assume, again for the sake of contradiction, that 'ðT 2 ; x 0 Þ 'ðT 2 ; xÞ À 2. Let x 0 2 be a most parsimonious extension of x 0 to T 2 . We say that x 0 2 is left merging if, in x 0 2 , there is a simple path P from some taxon in X A to some taxon in X B such that all vertices on P are allocated state B by x 0 2 and P traverses edge e A . We say that x 0 2 is right merging if, in x 0 2 , there is a simple path P from some taxon in X A to some taxon in X B such that all vertices on P are allocated state B by x 0 2 and P traverses both edges edge e AC and e C . Note that x 0 2 might be left merging, right merging, both or neither. Depending on the exact combination, we use a different relabeling strategy.
The simplest is the case when x 0 2 is neither left merging nor right merging (see Fig. 4 ). In this case, consider the subgraph of T 2 induced by vertices that are allocated state B by x 0 2 . In general this subgraph might be disconnected. Delete all connected components of the subgraph that do not contain at least one taxon from X A . Now, let V 0 be the vertices that remain. We create an extension b
x of x from x 0 2 by relabeling all vertices in V 0 to state A, and leaving the other vertices untouched. (There is no danger that a taxon in X B will be labeled with state A because that would mean x 0 2 was left and/or right merging, which we exclude by assumption.) Given that X A will by construction be a subset of V 0 , b
x is indeed a valid extension of x. Moreover, This is because, due to the fact that x 0 2 is neither left or right merging, the transformation of x 0 2 into b x cannot create any new mutations. This then gives 'ðT 2 ; xÞ
x 0 Þ 'ðT 2 ; xÞ À 2, and we have our desired contradiction.
If x 0 2 is left merging but not right merging (see Fig. 5 ), consider the subgraph of T 2 induced by vertices that are allocated state B by x 0 2 . Delete edge e A from the subgraph. (It will definitely be in the subgraph because x 0 2 is left merging). Next delete all connected components of the subgraph that do not contain at least one taxon from X A . As above, transform x 0 2 into b x, an extension of x, by relabeling all the surviving vertices from B to A. The transformation can only increase the number of mutations by at most 1: on the edge e A . Hence
xÞ À 1, and we again have a contradiction.
If x 0 2 is right merging but not left merging (see Fig. 6 ), we do exactly the same as in the previous paragraph, except that we delete e AC instead of e A . This again yields the contradiction 'ðT 2 ; xÞ 'ðT 2 ; xÞ À 1.
The final, and most complicated case, is when x 0 2 is both left merging and right merging (see Fig. 7 ). Here we convert x 0 2 into b x as follows: all vertices in V A are switched to state A, and all vertices in V C are switched to state C. This can create a new mutation on edge e A . (The relabeling might cause some mutations inside V A to disappear, which can only help us, but for the sake of the proof we shall not assume this advantage exists). The relabeling can also create new mutations on e AC and e C . However, these two mutations are compensated for by the disappearance of at least two mutations inside V C . The argument is as follows. Clearly, C 6 ¼ B because C is unique. The fact that x 0 2 is right merging means that (in x 0 2 ) it is possible to walk along a simple path from some taxon in X A to some taxon in X B , such that every vertex in the path has state B, and the path traverses e AC and e C . Recall that jX C j ! 2 and C was not "pendant" in x 2 (due to the assumption that Observation 3.2 does not hold). Hence in x 0 2 there are at least two mutations of the form B À C on the set of edges whose endpoints are completely contained inside V C . It is precisely these mutations that disappear when we completely relabel V C to state C. Due to this compensation effect the total increase in the number of mutations when transforming x 0 2 into b x is at most 1. This yields the by now familiar conclusion 'ðT 2 ; xÞ 'ðT 2 ; xÞ À 1, and thus a contradiction. t u
The Bounding Function
In this final section we show that, whenever an optimal convex character exists with strictly more than 7d MP T 1 ; T 2 ð ÞÀ5 states, then a good pair of states will definitely exist, allowing us to reduce the number of states in the character whilst preserving optimality and convexity. This will complete the proof of the Bounded States Theorem.
In particular, we will show that at least one of the situations described in Lemma 3.3, Observations 3.2 and 3.3 will hold. To begin we need an auxiliary lemma. Proof. Suppose for the sake of contradiction that this is not true. Let T be a counter-example: all its leaves are red, and jBj ! 3jRj À 4, but the two vertices with the described property (henceforth called a "ðu 1 ; u 2 Þ pair") do not exist. Now, suppose T has an internal vertex v that is red. We introduce a new vertex v 0 , attach it by an edge to v, colour v 0 red and colour v blue. This increases the number of blue vertices by one and preserves the number of red vertices. Moreover, due to the fact that v now has degree at least three, this operation cannot cause a u 1 ; u 2 pair to arise. Hence, this new tree is also a counterexample. We repeat this until we obtain a tree T 0 whose leaves are all red and whose internal vertices are all blue. Let R 0 and B 0 be the set of red and blue vertices of T 0 . By the previous argument, jB 0 j ! 3jR 0 j À 4. Now, if one suppresses all vertices in T 0 of degree 2, we obtain a tree T 00 on jR 0 j leaves with at most jR 0 j À 2 internal vertices and at most 2jR 0 j À 3 edges (note that these values correspond to the binary case). We can obtain T 0 from T 00 by subdividing each edge of T 00 at most once. Hence, jB 0 j jR 0 j À 2 þ ð2jR 0 j À 3Þ ¼ 3jR 0 j À 5;
and this yields a contradiction. t u Now, let x; x 1 ; x 2 ; F 1 ; F 2 ; GðF 2 Þ be defined as at the beginning of the previous section, and let x use strictly more than 7d MP À 5 (i.e., at least 7d MP À 4) states where here we write d MP as short for d MP T 1 ; T 2 ð Þ. If Observation 3.2 or Observation 3.3 holds then we are done. Otherwise, consider the following: T 1 is convex so achieves a parsimony score exactly equal to jxj À 1. T 2 achieves a parsimony score exactly equal to jxj À 1 þ d MP , so the homoplasy score h of T 2 is exactly d MP . Then, by Lemma 3.1 (first inequality) there are at Fig. 5 . Top: The case described by Lemma 3.3 when the most parsimonious extension of the relabeled character is left merging but not right merging. Bottom: "Reversing" the relabeling A :¼ B incurs at most one new mutation, on the edge e A , indicated with a star. Fig. 6 . Top: The case described by Lemma 3.3 when the most parsimonious extension of the relabeled character is right merging but not left merging. Bottom: "Reversing" the relabeling A :¼ B incurs at most one new mutation, on the edge e C , indicated with a star. Fig. 7 . Top: The case described by Lemma 3.3 when the most parsimonious extension of the relabeled character is both left merging and right merging. Bottom: "Reversing" the relabeling A :¼ B by switching V C back to C and V A back to A incurs at most three new mutations, indicated by stars. However, switching V C back to C also saves at least two B À C mutations (i.e., the black-gray edges in the top subfigure), so overall at most one new mutation is created.
least jxj À d MP ! 6d MP À 4 unique states and at most 2d MP (fourth inequality) repeating components (in F 2 ). We know that, because Observation 3.2 does not hold, none of the leaves of GðF 2 Þ are unique states. In particular, all the leaves of GðF 2 Þ are repeating components. Now, if we view repeating components as "red" vertices in Lemma 3.4 and unique states as "blue", we need 6d MP À 4 ! 3ð2d MP Þ À 4 to be able to use Lemma 3.4. This holds, so Lemma 3.4 can then be used in conjunction with Lemma 3.3 to guarantee the existence of a good pair.
Summarizing: suppose we have an optimal convex character that has strictly more than 7d MP À 5 states. If neither Observation 3.2 nor Observation 3.3 applies, then Lemma 3.3 must (via Lemma 3.4) definitely apply. Hence in all cases the number of states can be reduced whilst preserving optimality and convexity. This concludes the proof of the Bounded States Theorem.
DISCUSSION
The bound 7d MP À 5 is sharp for the case d MP ¼ 1: clearly at least two states are needed to achieve a distance of one or more. For d MP ! 2 there is probably room to improve the bound, and this is an interesting direction for future research. For d MP ¼ 2 a slight generalization of the arguments used in the proof of Lemma 3.3, combined with an ad-hoc case analysis can be used to easily reduce the bound from nine to seven. Increasingly complex arguments can be utilized to reduce this further: we conjecture that three states are actually sufficient when d MP ¼ 2. These arguments do not easily lead to any significant improvement in the general 7d MP À 5 bound and are not included here. However, they raise the intriguing (although somewhat speculative) question of whether d MP þ 1 states are always sufficient; the example given later in this section shows that they are sometimes necessary.
From an algorithmic perspective the bound has the following implications. If k is a verified upper bound on d MP , then we can guarantee to find an optimal (convex) character achieving d MP simply by guessing which of T 1 and T 2 is convex and then looping through all at most X 7kÀ5 i¼2 2jXj À 3 i À 1 ;
convex characters with at most 7k À 5 states. This is because a convex character with k states corresponds to a size ðk À 1Þ subset of the edges in the convex tree, and an unrooted tree on jXj taxa has at most 2jXj À 3 edges. Clearly, for constant k this yields a running time polynomial in jXj. (Prior to the Bounded States Theorem a constant upper bound of k states yielded only running times of the form Oðk jXj Þ: there are many more non-convex than convex characters on k states.) However, the bound does not automatically mean that questions such as "Is d MP t?" or "Is d MP ! t?" can be answered in polynomial time for fixed, constant t. This is because in its current form the Bounded States Theorem only holds for optimal characters: if we apply it to suboptimal characters we can still decrease the number of states by merging pairs of states, but the parsimony distance achieved by the new character might increase compared to the old character. (Specifically, the claim in Observation 3.1 that 'ðT 2 ; x 0 Þ 'ðT 2 ; xÞ À 1 is no longer guaranteed to hold.) Expressed differently, the danger exists that for some values d < d MP , all convex characters achieving parsimony distance exactly d will have a huge number of states. This means that the obvious algorithmic stategy, of looping through all convex characters with an increasing number of states, does not have a clear stopping strategy, even for t fixed.
Finally, we remark that optimal non-convex characters might have strictly fewer states than optimal convex characters. In the proof of Lemma 3.7 of [5] the following two trees are shown which have d MP ¼ 2:
ððððððð1; 2Þ; 3Þ; 4Þ; 5Þ; 6Þ; 7Þ; 8Þ; ððð1; 3Þ; ð2; 4ÞÞ; ðð5; 7Þ; ð6; 8ÞÞÞ:
(The fact that d MP ¼ 2 is not proven there, but it can be easily verified computationally). The proof there shows that two states are sufficient to achieve this maximum if non-convex characters are allowed, but three if we restrict to convex characters. It is natural to ask how far apart, in general, the minimum number of required states can be.
