We present a novel method for estimating the number of signals impinging on a uniform linear array using observed sensor data. Unlike other algorithms which apply Rissanen's Minimum Description Length (MDL) principle to the observed data for source enumeration, this method applies it to the prediction errors of a linear model which has been tted to an appropriate data matrix. It is a one-dimensional method which achieves improved performance even for fully correlated signals over contemporary approaches, particularly with short data records and closely spaced signals. Asymptotic consistency is shown and substantiating simulation examples are included.
Introduction
Parameter estimation techniques, particularly eigenstructure-based techniques, have been the focus of increased research activity because of their wide-ranging applications in a number of elds. Many of them, however, rely on prior knowledge of the number of signals whose parameters are of interest.
Determining the actual number of signals impinging on an array of sensors -the detection problem -is generally a critical rst step in solving the source localization problem -estimating their Direction(s)-Of-Arrival (DOA). Two information theoretic criteria for order estimation of an observed process, namely the Akaike Information Criterion (AIC) 1] and Rissanen's Minimum Description Length (MDL) principle 2], have inspired many solutions to the aforementioned problem 11, 14, 9, 15, 16, 7, 5, 6, 17, 8] . Many of the algorithms were derived under a \long data record" assumption and when simpli ed, include a test of equality of the smallest eigenvalues of the array covariance matrix for an observed process. Most of the forementioned methods fail in (fully) correlated or coherent signal environments, as some of the eigenvalues which would normally correspond to the eigenvectors spanning the signal subspace get confounded with those which correspond to the noise subspace. 1 The MDL-based algorithm as rst proposed by Wax and Kailath 5] , su ered from this shortcoming. This de ciency was later overcome by Wax and Ziskind in 6] and by Wax in 7] . Their solutions were based on a multidimensional search of a performance surface, which for a large number of degrees of freedom can become computationally intensive. Moreover, the search may not necessarily converge to an absolute extremum even in a moderately noisy environment.
When the array is uniform and linear, a computationally more attractive solution consists of rst recovering the rank through a smoothing transformation applied to the array covariance matrix, and then applying a Smoothed Rank Pro le (SRP) 2 test 9, 8, 14] . This entails tracking the increase and eventual stabilization of the rank as the rank of the smoothing matrix varies. The point at which the rank stabilizes with probability 1 (w.p.1) 14], corresponds to the number of signals present in the observed process . In the presence of closely spaced coherent signals, however, this techniques exhibits a performance threshold which is due in part to the residual correlation among the averaged diagonal submatrices required by the smoothing transformation. As we later explain in section 3, this \vestigial" correlation, if unaccounted for, can further degrade the performance of even those algorithms which are applicable in a coherent signal environement.
The purpose of this paper is to derive a new, data-domain based signals (possibly fully correlated) enumeration method which ameliorates the above shortcoming(s) when the signals are assumed to impinge on a uniform linear array. 3 This method applies the MDL algorithm to the prediction errors of a linear model which has been tted to an appropriate data matrix. 4 This is in contrast to the solutions in 9, 8, 14] which appply the MDL to encode the data and ultimately include an equality test of eigenvalues of the smoothed array covariance matrix. Simulation results which show improved performance over existing similar approaches are included. This improvement is particularly demon-strated with short data records and closely spaced signals at a moderate computational cost of two Singular Value Decompositions (SVD) 5 . We also show that the technique is asymptotically consistent.
Propagation Model
In the following analysis, we shall consider a uniform linear array composed of L identical, equally spaced, omnidirectional sensors with sensor spacing d = 2 where is the signal wavelength. We assume that M < L narrowband planewaves (centered about the known frequency ! 0 ) impinge on the array from (distinct) directions 1 ; 2 ; : : :; M . The (complex envelopes of the) signals received by this array of sensors can then be expressed as
where x i (t) is the output of the i th sensor, a( k ) = 1; e j! 0 k ; : : :; e j! 0 (L?1) k ] T , k = (d=c) sin k , is the L 1 Direction Of Arrival (DOA) or steering vector of the k th signal, s k (t) is the k th deterministic signal as received at the reference point, sensor 1, and n i (t) is the noise at the i th sensor. The exponent`T' in the above expression for a( k ) denotes transposition, and k represents the propagation delay between two successive sensors for a planar wavefront impinging on the array from the direction k with propagation speed c. We assume that M ? (M 0 ? 1) signals are fully correlated. The e ective rank 6 of the covariance matrix R = Efx H xg, where x = x 1 ; x 2 ; ; x L ] is then M 0 . 5 The computations may further be optimized through recursion. 6 Throughout the remainder of this paper, by the (e ective) rank of R, we mean the number of \large" eigenvalues (or singular values) which is the rank of the noise-free matrix R. When the signals are not fully correlated, the e ective rank corresponds to the number of signals present in the observed process. By abuse of terminology, we will often drop the adjective`e ective'.
We shall assume that the array outputs and the noise are stationary and ergodic, complex-valued normal random processes having zero mean, the noise is uncorrelated with the signals, and the noise terms are mutually uncorrelated with unknown but identical variances, 2 .
The signal enumeration problem is to estimate the number of signals impinging on the above array making a direct use of the data and avoiding to compute the second or higher order statistics. Of greater interest to us is the case where the data record is short, i.e., has length N < 2L.
2 A New Data-Domain Detection Algorithm
Smoothing Transformations
It is well known that signal correlation induces a rank de ciency in the matrix
where the i th column vector of X corresponds to a time record of the signal recorded at the (L ? i + 1) th sensor, and that it is possible to \unfold" the collapsed column space by applying an appropriate smoothing transformation to (2) . . . ; n s ; (5) is the data matrix determined by the i th , p-element subarray comprised of sensors i; i + 1; ; p+i?1. Note that the above data matrix is related to the spatially smoothed array covariance matrix (determined by p-element subarrays), R(p), via the formula R(p) = 1 Nns X(p) H X(p). Since rank R(p)=rank X(p), we can adapt the methods described in 14]
or 9] to unravel the signal structure from the observed process; equivalently, determine M. To this end, we need an e ective way to compute rank X(p). One way to accomplish this is to t a linear model to the rank-enhanced matrix X(p), and then use the fact that its order equals rank X(p). The remainder of this paper will show that this can be done very e ciently if we apply the MDL principle to the prediction errors instead of the entries of X(p).
Computing the Density Function of the Model
Thus, let
where X(p) = x p ; X(p) 0 ], x p , the rst column of X(p), d is the (p?1) 1 linear prediction vector, and e = e(p); e(p + 1); ; e(L)] T is the n s N 1 prediction error vector. For j = 0; ; L ? p, the N 1 subsvector e(p + j) of e is induced by the N p submatrix X(p; j + 1). Without loss of generality, we shall assume that n s N is large, so that the errors (the individual components of e) can be assumed to be normally distributed with covariance matrix ? = E ee H ] having minimal \end e ects" when using the conditional density 18]. The components of an error N-dimensional subvector (e.g., e(p)) are clearly uncorrelated since the time samples are assumed independent. There exists, however, correlation between the error subvectors since successive subblocks of data -elements of X(p) 0 -which are induced by the partitioning of e, have p ? 2 columns in common as can be seen from Eqs. (5) and (6) . In order to apply the MDL principle, we need to compute the probability density function of the ( tted) model (e.g., see 6]).
To simplify the computation of this density, we rst whiten the model error. This, of course, requires explicit knowledge of ?. We accomplish this by rst rewriting (6) as
Recall that if Y is an m n matrix, Vec(Y) is de ned to be the mn 1 (row) vector (y 11 ; ; y m1 ; ; y 1n ; ; y mn ) T . Applying the Vec operator to both sides of (7), we obtain
or,
Each data point has a signal component contaminated with noise, namely, x i (j) = x sci (j) + n i (j); j = 1; : : : ; N; (9) where the subscript sc denotes \the signal component." Denoting the noise components
since the signal components (cisoids) theoretically t the linear model perfectly. Using this expression for e, we can now express ? as
where e I(p) is an n s NP n s NP indicator matrix 9 with 1 and 0 components which result from the covariances of the noise components-e.g. e I(1; 1) = e I(1; Np + 2) = 1-.
Premultiplying (7) (12) or, Y(p)d + " = y p ; (13) where E "" H ] = 2 I.
Using the fact that " is Gaussian, it follows that the conditional probability density function of y p is given by
where = d T ; 2 ].
The MDL-Based Signal Enumeration Criterion
Fitting an optimal linear model to the smoothed observed data is one way of succintly describing (or \best summarizing") the main (\signal") components. The optimality is a result of accounting for the correlation among the data vectors of the various subarrays. Encoding the resulting error is then equivalent to encoding this \best" representation we have of the data. It is thus natural to expect an improved performance when an \optimal" preprocessing of the data is performed, followed by an optimal encoding. The latter optimality is a orded by the MDL principle 2] which intuitively states that the shortest code length which describes all of the relevant data is given by the optimal code. This is equivalent to saying that of all models which can describe an observed data, the most parsimonious one is optimal. The application of this principle to the prediction error can be expressed as
9 where L( ) = ? log f(y p j );
is the number of free parameters and n s N is the length of the vector. Minimizing the length L( ) over the number of free parameters results in an MDL-based signal enumeration test. We refer to this test as Optimized Data Domain DETection test (ODDDET). We should also point out that a similar test, referred to as DDDET can also be based on L(e). It can be derived by assuming that the error covariance matrix ? is diagonal -i.e. the smoothed data vectors are uncorrelated 10 -, avoiding the whitening transformation in Eq. (12) and using f(x(p) j ) for the conditional probability density function.
The minimization of Eq. (15) 
10 This is implicitly used in 9].
Next, for 1 k L, we replace in the normed quantity in (18) Since only k entries of the vector " are used in the minimization, and, given that complex signals are considered herein, the number of adjustable parameters are the 2k entries of " k . 11 We set the smallest singular values by zero and result with the closest matrix in norm to the original matrix. 12 Note that ) ; where
where , as previously de ned, represents the length of the vector x p used in estimating the linear prediction model, and the constant independent of k was left out. The nal step is to repeat this process, successively decreasing p from L to 2 (if necessary), obtaining each time, an order b k (one which minimizes the MDL(k)). If the number of degrees of freedom is su cient, the resulting sequence of model orders will stabilize w.p. 1 14] . The value of b k at which stabilization takes place, is shown in the next section to be a consistent estimate of the number of signals.
The resulting algorithm is summarized below:
Summary of Algorithm (6); 2. Obtain an estimate of the error covariance matrix ? as in (11) 3. Whiten the noise via the inverse hermitian square root of e ? as described in equation (13); 4. Use the norm of for di erent model orders as they are tested to minimize the MDL in equation (21) 
then,
Clearly, log satis es the properties of C N given in equation (23). If we evaluate (21) at k and M, the following di erence can be deduced:
by the rst relation in (24).
and hence,
Eqs. (25), (27), and (28) thus show that
Case 2: k < M : As ! 1, the second relation in (24) is invoked, yielding
Since k < M; one has k " k k > k " M k; (the same argument is used as in case 1), and hence,
and it follows that
Finally, (32) together with the result in (29), yield
or a positive function, thus proving the consistency of the detection criterion. A 10 element array with equal spacing of =2 is considered. Two coherent narrowband signals with a common normalized frequency of f 1(2) = :25 Hz are assumed to impinge on the array from distinct directions ( 1(2) = 2:5 deg). The data record length is N=15 snapshots. A set of 100 random trials is used for each SNR to evaluate the detection performance for di erent methods. The AIC and the MDL were the basis in the derivation of the algorithm described in 5] to detect the number of uncorrelated signals impinging on a uniform linear array. The MDL-based test was later extended to detect coherent signals via a unidimensional search 9, 8] . The latter consisted of applying an MDL-based test on a sequence of smoothed covariance matrices of di erent subarray sizes p. This approach, as previously discussed, assumed a very similar derivation as that rst given by Wax and Kailath 5] . We therefore compare our proposed method to that solution and use the MDL and the AIC criteria in the evaluation.
For each p, an estimate of the e ective rank is obtained. The principle of rank stabilization described earlier, is then applied to determine the rank which corresponds to the number of sources. The DDDET (prior to optimization-i.e. without the additional whitening step) algorithm proposed in section 3 is rst evaluated in this example. In Table  1 , the number of correct order estimates (out of 100) is listed in a column corresponding to each of the algorithms under study, for various subarray sizes. The AIC-based solution turned out to be consistently overestimating the number of sources, and its performance further degrades as the subarray size increases (equivalently the number of subarrays decreases). As the number of subarrays decreases, the averaging procedure which e ects the smoothing is over fewer overlapping submatrices. This results in slower enhancement of the eigenvalues and makes their delineation more di cult. This is particularly true when the coherent signals are closely spaced (spatial correlation), and this correlation is thus not adequately reduced. The MDL-based SRP test performs well at high SNR, and exhibits a sharp and sudden drop in performance in a moderately noisy environment. This sharp degradation in performance is partly due to an underlying asymptotic assumption which clearly is not met, but also, as discussed earlier, to the subarrays correlation which is not taken into account. The latter limiting factor clearly a ects the performance of DDDET, which still, shows an improvement in performance through a smoother degradation in performance at similar SNR. The unsatisfactory performance of the DDDET at low SNR may thus be attributed to the invalidity of the assumed model error covariance matrix ?.
The e ect becomes more pronounced for higher spatial correlation (more closely spaced signals) as illustrated in Fig. 1 , where the rank stabilization rule is applied at 17:5 dB to compare the performances of the above methods as a function of spatial correlation.
Example 2
In this example we consider the same signal scenario as in example 1. By accounting for the existing subarrays inter-correlation, we estimate the error covariance matrix and perform the additional processing to achieve the whitening of the modeling error. The resulting test, referred to as ODDDET, leads to an improved detection breakdown threshold as illustrated in Fig. 2 . The performance, as noted earlier, will be commensurate with the quality of the estimated noise covariance matrix and with the data record length.
In Fig. 3 , the rank stabilization criterion is applied at 15 dB to conclude a rank of 2, as the stabilization has taken place over 3 consecutive subarray sizes. We note that the spatial correlation combined with the temporal, increase the amount of required smoothing to delineate the smallest signal eigenvalue from the largest noise eigenvalue. The stabilization, however, which holds w.p.1 as discussed in 14], is the signi cant factor as it is used to determine the number of signals. The overall detection performance is summarized in Table 2 .
The e ciency and robustness of signals enumeration (even if fully correlated) via coding of the prediction errors of a model tted to an appropriately constructed data matrix, is re ected by the performance improvement even for relatively short data records.
Example 3
In order to demonstrate the performance of the algorithm in an environment where only a subgroup of the arriving signals are correlated, we consider a scenario with two closely spaced coherent sources and one uncorrelated source. The coherent signals have a common frequency f 1;2 = :25 Hz and arrive at 1;2 = 2:5 deg, while the uncorrelated signal has a frequency f 3 = :35 Hz and impinges from 3 = 7:5 deg. The SNR is taken to be 15 dB and the observation time is equivalent to N = 15 snapshots. In Table 3 , the performance of the algorithm in presence of this scenario of signals (correlated and uncorrelated) is shown. The ability of this algorithm to cope with di erent signal scenarios and to resolve closely spaced signals is nicely demonstrated.
In Table 4 , for the same signal scenario, the performance is monitored for several SNR. 
