In recent papers it was shown that, under certain conditions, the C 0 -semigroup describing a flow on a network (metric graph) that contains terminal strong (ergodic) components converges to the direct sum of periodic semigroups generated by the flows on these components. In this note we shall provide an explicit description of these limit semigroups in terms of the components of the adjacency matrix of the line graph of the network. The result is based on the Frobenius-Perron theory and the estimates of long term behaviour of iterates reducible matrices.
Introduction
Dynamical problems on networks have been considered recently in many papers, see e.g. [1, 3, 5, 6, 9, 13, 15] and also the monograph [16] . Here we focus on transport on networks, modelled by a system of first order transport equations on the edges of the digraph representing the network. The equations are coupled by Kirchhoff's conditions at the vertices of the diagraph. The problem lends itself to a semigroup theoretical approach which, in particular, allows for proving elegant results on the long term behaviour of the flow on the network, see e.g. [1, 9, 14, 17] . The main result of these papers is that, under certain assumptions on the structure of the network and on the speeds of the flow along each edge, the flow is asymptotically periodic. More precisely, the semigroup generated by the flow converges exponentially to the direct sum of periodic semigroups on strong terminal (ergodic) components of the network. While theoretically very interesting, such a result is somehow incomplete from the practical point of view as it does not provide any explicit formulae for the limit semigroups. In other words, to be able to use the limit periodic semigroups as an approximation of the original flow, one needs to provide the appropriate initial conditions for them and this requires precisely knowing how the material from the transient parts enters the ergodic part of the network.
In this paper we complete the theory by deriving the explicit formulae for the action of the limit semigroups by expressing them by the coefficients of the weighted adjacency matrix of the line graph of the original network.
The approach is based on the proof of asymptotic periodicity given in [1] that uses the representation of the flow as the composition of the iterates of the adjacency matrix of the line graph and the solutions of the transport equations on the edges. Then limit periodic semigroups are then defined by the spectral decomposition of this matrix. If the adjacency matrix in question is primitive, then the relation between its iterates and its spectral decomposition is well-known. However, in general, the adjacency matrix related to the flow is reducible with imprimitive irreducible components and its spectral decomposition becomes too complicated for practical purposes. Though for such matrices there is a well-developed theory of Cesàro limits, see e.g. [19, Section 8.4] or [12, Section 8.6] , it only provides information about the averaged behaviour of the iterates and thus it is not immediately useful to analyse the finer details of the limit periodic structure of the flow.
We observe that the structure of spectra of imprimitive reducible matrices recently has come under scrutiny, e.g. in [18] , but the goals of the op. cit. are different from ours. To the author's knowledge there have been few papers dealing with iterates of reducible or imprimitive matrices. In [8] the author focused on reducible matrices with primitive diagonal blocks. The reference [20] specifically deals with Leslie matrices which might be imprimitive and, in Section 3, the author uses an idea that is similar to ours but stops short of finding the formulae for the limit dynamics. None of these results can be directly applied to qualitatively describe the limit periodic semigroups of a network flow which is the main aim of this note.
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Transport on networks
We consider a network represented by a simple (no loops or multiple edges) directed metric graph
with r vertices v 1 , . . . , v r and m edges (arcs), e 1 , . . . , e m . It is assumed that G is connected but not necessarily strongly connected. To shorten notation, we let M = {1, . . . , m}. If the vertex v i has more than one outgoing edge, we place a weight w ij > 0 on the outgoing edge e j such that, for each v i , ej outgoing from vi w ij = 1.
The line graph Q of G is defined by Q = (V (Q), E(Q)) = (E(G), E(Q)), where E(Q) = {uv; u, v ∈ E(G), the head of u coincides with the tail of v}.
By B we denote the weighted adjacency matrix for the line graph whose coefficients are given by
otherwise. If there is an outgoing edge at each vertex, then B is column stochastic.
A vertex v will be called a source if there are no incoming edges towards it and a sink if there are no edges outgoing from it.
We are interested in a flow on a closed network G. We parameterise the edges of G so as to identify each of them with the interval [0, 1], where 0 is the tail and 1 is the head. Then we write any function on G as u(
The flow on G is described by u(x, t) = (u j (x, t)) j∈M , where u j (x, t) is the density of particles at position x ∈ [0, 1] and time t ≥ 0, moving along edge e j from the tail 0 to the head 1 with a continuous velocity c j (x) > 0. The standard assumption is that the flow satisfies the Kirchhoff law at each vertex v i , incoming edges
which in this context expresses mass conservation at each vertex. Let
Then the above transport problem can be written as
if (and only if) G does not contain a sink, [1] . In short, we consider in X = (L 1 ([0, 1])) m the abstract Cauchy problem
where A is the realization of the expression
There is a strongly continuous semigroup (T A (t)) t≥0 solving (3), (even if K is an arbitrary matrix, [3] ).
This semigroup has nontrivial long term asymptotic behaviour if the speeds c j , j ∈ M, are somehow commensurate. Here we assume that
For constant speeds, this condition is the same as in [1, 14] , but it is less general than in [17, Definition 4.8] . Under (4), we rescale time as τ = ct and, for each j ∈ M, make the change v j = c j u j and introduce the spatial variable
This converts (2) into an analogous problem but with the unit speed on each edge e j , the matrix K changed into B but with the edge e j having length l j . However, since each l j is a natural number, we can subdivide each interval (0, l j ) into l j intervals of unit length. This will create a new graph, say G, with χ(m) new edges, where the dividing points become new vertices. Then a function u on G will be transformed into a vector of χ(m) functions which are defined on the new edges and are assumed continuous across the new vertices. This continuity requirement defines the Kirchhoff conditions at the new vertices, while the Kirchhoff conditions at the old vertices are left unchanged, see [1] .
Since the problem on G has the same structure as the original one on G, there is a semigroup (T A (t)) t≥0 solving it. It can be proved that the above construction provides an isomorphism S :
such that
The motivation behind the representation (5) 
where, with some abuse of notation, we use the same symbol K to denote both the adjacency matrix of the line graph of G and the operator on X induced by the pointwise multiplication of a function f ∈ X by the matrix K.
Hence, in what follows we will assume that in (2) we have c j = 1, j ∈ M. Therefore K = B and hence the analysis of the long term behaviour of (T A (t)) t≥0 reduces to that of the iterates of B (see [1] for the precise relation between the quantitative properties of (T A (t)) t≥0 and the model with unit speeds).
If G is connected, but not strongly connected, then one can subdivide G, and so the line graph Q = L(G), into the acyclic part, the part containing transient strong components and the ergodic (terminal) strong components, [4] . Strong components of G correspond in a one-to-one manner to strong components of Q, [1] . Then, by simultaneous permutation of rows and columns, the adjacency matrix of Q, B, can be put in the so-called normal form, [11, p. 90] . Moreover, by the topological sorting of Q (or [7, ), we see that in the part of B corresponding to Q 1 , the acyclic part of Q, the only nonzero entries can occur below the diagonal. Thus, reordering the vertices so that the sources in Q 1 appear first, followed by other vertices from Q 1 , and noting that the sources correspond to zero rows, we obtain the representation
Since B is column stochastic, it has a positive left eigenvector which can be taken to be 1 = (1, . . . , 1). Using [11, Theorem 6, Chapter III], we find that for some g > 2 the spectral radii 
where v k l occupies coordinates from n l−1 + 1 to n l , corresponding to the indices of the block row of T l . Then {V 
We note that this theorem is valid under a more general condition than (4) , that only involves commensurability of average times of traversing the ergodic cycles, [9, 17] . For our purpose we need an explicit expression of (T A (t)) t≥0 , that is the basis of the proof in [1] . It uses the spectral decomposition of B:
where p λ (n) is a matrix valued polynomial in n of order smaller than the algebraic multiplicity of λ (which does not change for larger n) and F λ k l is the spectral projection
Recalling (6) and (9), we have, for u ∈ X, n ∈ N, 0 ≤ n + x − t < 1,
The second term decays exponentially. Let us fix l = g, . . . , s, and denote
0 ≤ n + x − t < 1, n ∈ N, we see that (T A,l (t)) t≥0 restricted to X l extends to a periodic group with period equal to the imprimitivity index d l of T l . Summarizing, we have
where ω = − ln α and α < 1 is any number satisfying α > max |σ(B) \ σ p (B)|.
Explicit formulae for (T A,l (t)) t≥0
In the first step we simplify B. By writing (7) as
where B l = (B l,1 , . . . B l,g−1 ) for l = g, . . . , s, we have
This shows that each block-row l = g, . . . , s only contains inputs from the blockmatrix B 0 (the transient part) and from itself but not from other block-rows of the ergodic part. Hence, it is sufficient to consider separately iterates of
for l = g, . . . , s. Note that, in general,B is no longer column stochastic but, as before ρ(B 0 ) < 1 and ρ(T l ) = 1 with σ p (T l ) (and thus σ p (B)) consisting of simple eigenvalues. The long term behaviour ofB n crucially depends on the matrix T l . There are two cases:
In what follows we shall drop index l from the notation.
Primitive T
This case is well-known, see [8, 12, 19 ], but we shall recall it to make the considerations in the reducible case more clear. Here, 1 is a strictly dominant eigenvalue with strictly positive eigenvector v normalized so as 1 · v = 1. Then V = (0, v) is the eigenvector ofB corresponding to the eigenvalue 1 ofB. Since, in general,B is no longer column stochastic, its left eigenvector W = (w 1 , w 2 ) is found from hence w 2 = 1 and, introducing by R(λ, B 0 ) = (λI − B 0 )
where, for vectors a, b we define a ⊗ b = (a i b j ) i,j and, as it will be established later in a more general situation,
Example 1. Consider transport on the network given on Fig. 1 , occurring according to the adjacency matrix B of the line graph given by 
The characteristic equation of the 4 × 4 ergodic part T is λ(λ 3 − 0.5λ − 0.5) = 0, with eigenvalues 1, 0, −0.5 ± 0.5i, and thus T is primitive. We have
Since the Perron eigenvector of T is given by v = 1 5 (2, 1, 1, 1), we find that the flow on G asymptotically is given by the semigroup
In other words, the flow becomes separated into periodic flows on disconnected edges of the ergodic part of G, weighted by the components of the Perron eigenvectors. Note that there is no periodic flow on the network despite the fact that the ergodic part of G consists of cycles. 
the corresponding eigenvectors ofB, normalized so that U l · V l = 1. This allows for the following asymptotic expression
where α is an arbitrary number satisfying max{|σ(B) \ σ p (B)|} < α < 1 and V and W are the Perron eigenvectors ofB, as in Subsection 3.1.
Our aim is to express the coefficients (W·x)V and (W l ·x)V l , l = 1, . . . , d−1, explicitly in terms of coefficients ofB, as then we will have formulae for the spectral projections F λ l of the limit periodic semigroups in (12) . 
Then
Proof. We haveB
where
as in (15) , but this time neither T n nor Z n has a limit as n → ∞. We first show that in analysing Z n for large n we may assume that T is periodic; that is, σ(T) = {e 2πi d j } 0≤j≤d−1 . Indeed, by the spectral decomposition of T,
where M 2 is a constant and we can choose α = β < 1), we obtain
Hence, by α, β < 1,
Therefore in what follows we assume that σ(T) = {e
+ . . . + T r BB dp 0 + dp−1 l=0
, i = 0, 1, . . . , r converge to 0 as p → ∞, we can focus on the last term. Here, grouping terms within each period dp−1 l=0 T l+r+1 BB dp−l−1 0
where we used the periodicity of T. Thus
Thus, using (18), (20) and (17), we get for r = 0, 1, . .
In other words, we have the following system of equations for C 0 = (W ·x)V and C r = (W r ·x)V r , r = 1, . . . , d − 1, 
