Calculation of the Maxwell stress tensor and the Poisson-Boltzmann force on a solvated molecular surface using hypersingular boundary integrals J. Chem. Phys. 123, 084904 (2005) In this approach, a stable equilibrium molecular system is described by a phase field that takes one constant value in the solute region and a different constant value in the solvent region, and smoothly changes its value on a thin transition layer representing a smeared solute-solvent interface or dielectric boundary. Such a phase field minimizes an effective solvation free-energy functional that consists of the solute-solvent interfacial energy, solute-solvent van der Waals interaction energy, and electrostatic free energy described by the Poisson-Boltzmann theory. We apply our model and methods to the solvation of single ions, two parallel plates, and protein complexes BphC and p53/MDM2 to demonstrate the capability and efficiency of our approach at different levels. With a diffuse dielectric boundary, our new approach can describe the dielectric asymmetry in the solute-solvent interfacial region. Our theory is developed based on rigorous mathematical studies and is also connected to the Lum-Chandler-Weeks theory (1999). We discuss these connections and possible extensions of our theory and methods. C 2015 AIP Publishing LLC.
I. INTRODUCTION
Aqueous solvent plays a central role in biological molecular processes such as conformational change, molecular recognition, and molecular assembly. [1] [2] [3] [4] [5] [6] Detailed descriptions of individual solvent molecules, however, can be very costly due to the large number of such molecules necessary to be included in an underlying system. Dielectric boundary based implicitsolvent models [7] [8] [9] [10] [11] [12] provide efficient descriptions of coarsegrained effects, particularly the electrostatic effect, of aqueous solvent through a few macroscopic parameters such as the surface tension, dielectric coefficients, bulk solvent density, and bulk ionic concentrations. In such a model, one first determines a dielectric boundary that separates a charged molecular region from the solvent region, with the dielectric coefficients of these regions close to 1 and 80, respectively, and then applies the a) H. Sun, J. Wen, and Y. Zhao contributed equally to this work. b) Electronic mail: hus003@ucsd.edu c) Electronic mail: wen.jiayi.thomas@gmail.com d) Electronic mail: yxzhao@email.gwu.edu e) Electronic mail: bli@math.ucsd.edu f) Electronic mail: jmccammon@ucsd.edu Poisson-Boltzmann (PB) theory [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] or the generalized Born (GB) model 25, 26 to calculate the electrostatic free energy. The question here is how to define and computationally determine a dielectric boundary as it is critical to the freeenergy estimation. For instance, the classical Born model 27 predicts the free energy of hydration of a single ion in water to be inversely proportional to an effective radius of the ion; any relative error in such a radius will therefore lead to a relative error of same order in the free-energy estimation. For a biological molecule such as a protein, one can efficiently generate a dielectric boundary as a van der Waals surface (vdWS), solvent-excluded surface (SES), or solvent-accessible surface (SAS), [28] [29] [30] [31] [32] leaving though many parameters to adjust. Moreover, in calculating the surface energy that is an important component of the total free energy with such a fixed surface, a curvature correction 33 to surface tension can hardly be made systematically. Such correction is known to be crucial, as cavitation free energies do not scale with surface area for high curvatures. [34] [35] [36] [37] [38] A more subtle and important situation occurs around a hydrophobic pocket, a region inside or on the surface of a protein where a few water molecules fluctuate, making dry-wet transitions. Experiment and molecular dynamics (MD) simulations have suggested that such pockets and the associated dry-wet transitions are crucial in proteinligand binding, and molecular recognition in general. [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] [53] [54] [55] [56] [57] [58] As the size of such a pocket is large enough to contain a few water molecules, it is evident that the fluctuating pocket surface can be hardly described by any kinds of fixed surfaces.
In general, determining a dielectric boundary requires taking into account multi-body effects, including solute-solvent interactions, solute charge and solvent polarization effects, and many others. This is exactly one of the principles behind a recently developed, dielectric boundary based, implicitsolvent model: variational implicit-solvent model (VISM). 59, 60 In VISM, one minimizes a macroscopic, mean-field freeenergy functional of all possible solute-solvent interfaces or dielectric boundaries. The free-energy functional consists of surface energy, solute excluded volume and solute-solvent vdW interaction energy, and continuum electrostatic free energy, all coupled together through a given solute-solvent interface, i.e., dielectric boundary. Moreover, the curvature correction to surface tension can be systematically incorporated in the VISM free-energy functional. Minimization of the functional determines the solvation free energy and stable equilibrium solutesolvent interfaces. Computationally, such minimization can be realized by a robust level-set numerical method. [61] [62] [63] [64] [65] Extensive level-set computational results with comparison to experiment and MD simulations have demonstrated the success of this new approach to the solvation of charged molecular systems in capturing efficiently different hydration states, providing qualitatively good estimates of solvation free energies, and describing subtle electrostatic effects; cf. Refs. [61] [62] [63] [64] [65] [66] [67] [68] [69] [70] [71] [72] . In general, stable equilibrium solute-solvent interfaces determined by the levelset VISM can be quite different from vdWS, SES, or SAS, particularly when it comes to the description of hydrophobic interactions. 1, 2, 39, [73] [74] [75] [76] [77] Perhaps, the most significant feature of VISM is that its free-energy functional exhibits a complex energy landscape with multiple local minima corresponding to different equilibrium hydration states.
We notice that several related issues, such as coupling the solvent boundary to optimization of overall energy, the curvature effect to surface energy, and dewetting transition, have been discussed in the literature; and the related models and methods have also been proposed. 10, 12, 36, 45, [78] [79] [80] In this work, we develop a phase-field variational implicitsolvent model (PF-VISM) with the PB electrostatics. It is an alternative to the original VISM that uses a sharp-interface formulation, and it extends our previous work 81, 82 that only used the Coulomb-field approximation (CFA) of electrostatic free energy. We aim at making these approaches more flexible in describing possibly detailed solute-solvent interfacial structures, and introducing fluctuations in the future.
The phase-field theory and methods have been widely used to study many interfacial problems in materials physics, complex fluids, biomembranes, and other scientific areas; cf., e.g., Refs. 83-94 and the references therein. The key idea here is to describe a diffuse interface that separates two regions by a smooth function φ, called a phase field, that takes its value close to one constant in one of the regions and another constant in the other region, but smoothly changes its value from one of the constants to another in a thin transition layer, forming the diffuse interface. The area of such an interface is approximated by the phase-field area S ξ [φ], defined by
where ξ > 0 is a small parameter characterizing the width of transition layer and W is a properly chosen double-well potential, e.g.,
If the surface area S ξ [φ] is small, then the W -term forces the phase field φ to be close to the two wells of W , partitioning the entire system into two regions with a thin transition layer, and the gradient term penalizes such partition. In our case, these two regions are the solvent region {φ ≈ 0} and solute region {φ ≈ 1}, respectively, and the thin transition layer is the diffuse solute-solvent interface. As the parameter ξ becomes smaller and smaller, the transition layer converges to a sharp interface and the corresponding integral value converges to the interfacial area. 81, 95, 96 This well established mathematical theory is the foundation of the phasefield approach. Note that, in terms of the mathematical form, the integral S ξ [φ] is exactly the first term of the Hamiltonian of large-scale solvent density in the Lum-Chandler-Weeks theory 97 for hydrophobic interactions. We minimize our PF-VISM free-energy functional to determine a stable equilibrium molecular conformation and its corresponding solvation free energy. As in the sharp-interface VISM, our total solvation free-energy functional consists of three parts: (1) The surface energy γ 0 S ξ [φ] with γ 0 an effective surface tension; (2) The solute-solvent interaction energy determined by the bulk water density ρ w and the Lennard-Jones (LJ) parameters for the individual solute-solvent pairwise interactions; and (3) The electrostatic free energy determined by the PB theory in which the dielectric coefficient ε = ε(φ) depends smoothly on the phase field φ and takes the solvent and solute dielectric coefficients for φ ≈ 0 and φ ≈ 1, respectively. Note that we have not directly included the curvature correction to the surface tension, for otherwise, such inclusion can be computationally costly. Rather, we tune the effective parameters γ 0 ad ξ to make our free-energy calculations more accurate. Note also that we shall use the linearized PB equation as we consider charged molecules in a dilute aqueous solution.
One of the new features of our PF-VISM with the PB electrostatics is its flexibility in the detailed description of the dielectric environment in the thin solute-solvent interfacial layer. 98 This is related to the basic issue of defining a dielectric boundary. There are different kinds of solute-solvent interfaces; and most of them are defined using the fluctuating solvent density. 99, 100 Such an interface can be conceptually different from a dielectric boundary defined as a sharp surface that separates the solute region with one dielectric constant from the solvent region with another dielectric constant. In our previous VISM calculations, after we minimized the free-energy functional, we shifted the free-energy minimizing dielectric boundary inward to the solute to finally calculate the electrostatic free energy. We found that such a boundary shift provided better results on electrostatics in comparison with experiment and MD simulations. 65, 67, 69, 70 Similarly, calculations reported in Ref. 101 show that a tight vdWS is a better dielectric boundary than a molecular surface (i.e., SES). In our PF-VISM, we construct analytic forms of the dielectric coefficient ε = ε(φ) to mimic experimental data, allowing the asymmetry with respect to φ ≈ 0 for the solvent region and φ ≈ 1 for the solute region. 98 We shall demonstrate that this may be a first step toward a detailed description of solute-solvent interfacial structures using an implicit-solvent approach.
To minimize our PF-VISM free-energy functional F ξ [φ], where the PB equation for the electrostatic potential ψ = ψ φ is a constraint, we solve numerically the gradient-flow (i.e., relaxation dynamics) partial differential equations ∂ t φ = −δ φ F ξ [φ] together with the PB equation for ψ φ that depends now on the phase field φ through mainly the dielectric coefficient ε = ε(φ). In our recent mathematical work, 102 we derived rigorously the first variation δ φ F ξ [φ] and also proved that in the sharp-interface limit as ξ → 0, our phasefield relaxation dynamics converges to the sharp-interface VISM relaxation dynamics. Here, we first present the main steps in the calculation of first variation for the electrostatic part of the free energy. We then use an implicit scheme for the Laplacian of φ and other linear terms and an explicit scheme for nonlinear terms in the time discretization of the gradient-flow partial differential equations. In each time step, we solve several systems of linear equations with the preconditioning conjugate gradient method. These schemes and methods are shown to be convergent in the expected order. In coding our algorithms, we used the computational software PETSc. 103 We apply our theory and method to several charged molecular systems of different complexities. First, we consider the hydration of some single ions and compare our phase-field calculations with experimental results. Notice that it is in general difficult to experimentally measure the ionic hydration free energy and effective radius for a single ion. The experimental data (a lot, if not all), reported in the past century and collected in Ref. 104 , seem so dispersive. We shall demonstrate that, with reasonable adjustment of certain parameters, our approach can provide good estimates of hydration free energies for single ions. Second, we consider two parallel, initially hydrophobic plates, where the plate charge is a free parameter and gradually increased. We study the influence of charging on the hydrophobic interactions, the system balance between dry and wet equilibrium states, and the resulting hysteresis in the potential of mean force. Third, we consider two real protein systems. One is the two domain protein BphC and the other is the protein complex p53/MDM2. For each of these systems, we show the charge effect captured by our approach and also the difference between our PF-VISM dielectric boundary and a vdWS. In all of our computations, we do not shift our phasefield dielectric boundary.
We organize the rest of our paper as follows: In Section II, we present our phase-field solvation free-energy functional and derive its first variations. In Section III, we describe our numerical methods for solving the gradient-flow partial differential equations for minimizing the free-energy functional. In Section IV, we present our computational results for single ions, two charged plates, the two-domain protein BphC, and the protein complex p53/MDM2. Finally, in Section V, we draw conclusions of our studies, discuss several issues of our approach, and point out some possible extensions. 
II. THEORY
We consider the solvation of a charged molecule (or a group of charged molecules) in aqueous solvent and assume that the solvation system occupies a bounded region Ω ⊂ R 3 . This region is divided into the solute region Ω p (p stands for protein) that contains all the solute atoms, the solvent region Ω w (w stands for water), and a thin transition layer that is a smeared solute-solvent interface Γ, cf. Fig. 1 . We assume that there are N solute atoms, located at x i ∈ Ω and carrying partial charges Q i (1 ≤ i ≤ N), respectively. These atoms are assumed to be fixed as we only consider here the equilibrium properties of the solvation system.
A. Free-energy functional
Let ξ > 0 be a small, numerical parameter with the unit of length that characterizes the size of solute-solvent transition layer. We minimize the following effective, solvation freeenergy functional of phase field φ = φ(x):
where
The geometrical part F geom,ξ [φ] consists of two terms. In the first term, P is the difference between the solvent liquid pressure and solute vapor pressure. The integral term approximates the volume of solute region described by φ ≈ 1 for a phase field φ with a low free energy. Note that this term is usually very small compared with the others and is therefore often neglected. (We shall set P = 0 in this work.) The second term in F geom,ξ [φ] describes the solute-solvent interfacial energy, where γ 0 is an effective surface tension and W (φ) = 18φ
If the free energy F ξ [φ] is small, then the Wterm forces the phase field φ to be close to 0 or 1 in the entire solvation region Ω, with {φ ≈ 1} and {φ ≈ 0} the solute and solvent regions, respectively, except a thin transition layer. The van der Waals (vdW) part F vdW [φ], in which ρ w is the bulk solvent density, describes the solute-solvent interaction that includes both the solute excluded volume and solute-solvent vdW attraction. We take the potential U vdW = U vdW (x) to be the sum of pairwise interactions
 is the LJ potential for the interaction of the ith solute particle and a solvent molecule or ion. The term (φ − 1) 2 in the integrand indicates that the integral is over the solvent region {φ ≈ 0}.
Finally, the electrostatic free energy
is defined by the PB theory. In F PB ele [φ], ψ φ is the electrostatic potential. It is the unique solution to the boundary-value problem of PB equation in the phase-field formulation
is the solute point charge density and ψ ∞ is a given function. In F PB ele [φ], ψ reac,φ = ψ φ − ψ vac is the reaction field, and
is the electrostatic potential in the reference state with ε p the solute dielectric coefficient and ε 0 the vacuum permittivity. Since −ε p ε 0 ∆ψ vac = ρ f and ψ vac (∞) = 0, we can reformulate the boundary-value problem of PB equation into
2), and Eq. (2.4) is given by
for linearized PB, where β = 1/(k B T) with k B the Boltzmann constant and T the temperature, q j = Z j e with e the elementary charge, and Z j and c ∞ j are the valence and bulk concentrations of the jth ionic species, respectively, and κ is the inverse Debye length,
Here, we assume there are M ionic species. Note for the linearized PB that the integral term in the free energy F PB ele [φ] vanishes. The phase-field dielectric coefficient ε(φ) is a smooth and monotonic function of φ such that ε(φ) = ε p ε 0 if φ ≥ 1 and ε(φ) = ε w ε 0 if φ ≤ 0, where ε w is the solvent dielectric coefficient. An example of such a function is
Note that the profile of ε = ε(φ) is rather symmetric, cf. Fig. 2 (left). However, it is known experimentally 98 that the profile of dielectric coefficient in the region of transition from charges to aqueous ionic solution is not symmetric, cf. Fig. 2 (right). Therefore, we introduce two adjustable parameters φ p and φ w such that 0 ≤ φ w < φ p ≤ 1 and define the corresponding, shifted, phase-field dielectric coefficient by
Based on experiment, 98 we often choose φ w > 0 (e.g., φ w = 0.25 or 0.33) and φ p = 1. Fig. 2 shows the profile of the original ε = ε(φ) defined in (2.6) and that of a shifted one with φ w = 1/3 and φ p = 1, respectively.
We recall the CFA of electrostatic free energy, 67,81,82,105
where the term (φ − 1) 2 indicates again that the integral is over the solvent region {φ ≈ 0} and
Note that the ionic effect is neglected in the CFA. Here, we shall use the CFA to speed up our computations, as it does not require the solution of any partial differential equations.
B. First variation and relaxation dynamics
We minimize free-energy functional (2.1) by solving the equation of relaxation dynamics
Thick curve is the profile of the original, symmetric phase-field dielectric coefficient ε = ε(φ) defined in (2.6). Thin curve is the profile of an asymmetric phase-field dielectric coefficient ε = ε(φ) defined in (2.7) with φ w = 1/3 and φ p = 1. φ = φ(x,t), together with PB equation (2.4) , to obtain an equilibrium solution for which φ = 1/2 determines the solutesolvent interface and F ξ [φ] is the solvation free energy for the equilibrium conformation.
To calculate the first variation δ φ F ξ [φ], we first approximate the point charges ρ f =  N i=1 Q i δ x i by the sum of Gaussian type functions centered at solute atoms
We denote still by ρ f this smoothened solute charge density. The potential ψ φ with such a smoothened charge density is no longer singular at x i (1 ≤ i ≤ N). In the same way, we smooth out the reference potential ψ vac . We now rewrite the PB electrostatic free energy F PB ele [φ] . Multiplying both sides of PBE (2.2) by ψ φ and integrating them over Ω using integration by parts, we obtain with appropriate boundary conditions
where the right-hand side denotes
Denoting by δφ and δ φ ψ φ , respectively, the variations of φ and ψ φ with respect to φ, we then obtain by (2.1) and the Chain Rule that
where in the last step, we used (2.10). Consequently,
To summarize, we shall solve numerically the following initial-boundary-value problem for φ = φ(x,t) and ψ = ψ(x,t):
where ψ = ψ reac + ψ vac , together with the boundary conditions φ = 0 and ψ = ψ ∞ on ∂Ω, and the initial condition φ(x, 0) = φ 0 (x) for all x ∈ Ω for some given function φ 0 = φ 0 (x). To speed up our computations, we shall first relax the total solvation free energy with CFA (2.8) before switching to the PB free energy. Relaxing the solvation free-energy functional with CFA amounts to solving only the phase-field equation
where U CFA is defined in (2.9).
C. Potential of mean force
We now consider the solvation of two solute objects (e.g., a protein and a ligand) and the effective, solvent-mediated interaction of these two objects by the potential of mean force (PMF) with respect to certain reaction coordinate and reference state. Let us assume that the two solute objects consist of N 1 and N 2 atoms, with N 1 + N 2 = N the total number of solute atoms, located at x 1 , . . . , x N 1 and x N 1 +1 , . . . , x N , respectively. We also assume that the relative positions of all atoms in the same object are fixed. We choose the reaction coordinate d between these two solutes to be the distance between their geometrical centers (
. We also choose the reference state to be that with d = d ref = ∞, i.e., the two solutes are at infinite separation.
For a finite coordinate d, let us denote by φ d a corresponding free-energy minimizing phase field. We define the (total) PMF as the sum of its separate contributions 67, 82 where a quantity at ∞ is understood as the limit of that quantity at a coordinate d ′ as d ′ → ∞, and where
is the LJ potential of interaction of solute atoms at x i and x j , respectively. Any free energy (total or a component) at ∞ can be computed as the sum of the corresponding individual free energies for the two solute objects, respectively. Note for a small reaction coordinate d that the solute-solute vdW interaction, defined by the double sum of U (i, j) LJ (|x i − x j |), can be very large, dominating over all other parts in the total PMF. Therefore, in order to better understand the solvent influence in the PMF for small d, it is reasonable to look only at the PMF that excludes the solute-solute vdW interaction.
We remark that, for a given reaction coordinate d, there can be multiple, stable equilibrium phase fields φ d that are different local minimizers of solvation free-energy functional (2.1). Such local minimizers describe different hydration states, such as dry and wet states. Their different solvation freeenergy values define different branches of the PMF along the reaction coordinate d and can lead to hysteresis. 63, [65] [66] [67] 82 Strictly speaking, each of the branches is not a PMF; and the true PMF should be the Boltzmann average of all such branches.
D. Radially symmetric system of a single particle
We now consider the solvation of a single, charged particle (e.g., an ion) by placing a point charge Q at the origin immersed in an aqueous solvent. This corresponds to the case N = 1, x 1 = O (the origin), σ = σ 1 , and ε = ε 1 . By the radial symmetry, we assume now the system region is Ω = {x ∈ R 3 : r = |x| < R ∞ } for some large R ∞ > 0, and that both the phase field φ = φ(r) and the electrostatic potential ψ = ψ(r) only depend on r = |x|. The phase-field, solvation free-energy functional is now
where ψ φ = ψ φ (r) is the electrostatic potential that depends on φ. The corresponding reaction field ψ reac,φ = ψ φ − ψ vac solves PB equation (2.4), which is now
where we assumed that φ = 1 near r = 0. Since φ and ψ φ depend only on r, we can convert the integral in (2.11) to obtain the corresponding relaxation dynamics for φ = φ(r,t) and ψ φ = ψ φ (r,t),
where we absorbed the factor 4π by rescaling the relaxation time variable t, together with PB equation (2.16) for each time t. We use the boundary conditions
, where ψ ∞ is now a given constant. We often choose
which is the value at R ∞ of the Debye-Hückel potential (analytical solution to the linearized PB equation) for a sphere of radius R 0 with point charge Q at center immersed in the ionic solution with κ being the inverse Debye length. We estimate R 0 to be close to the LJ parameter σ. We choose our initial phase field φ 0 = φ 0 (r) to be
) .
If we apply the linearized PB equation, then the last integral in F ξ [φ] in (2.15) vanishes. Moreover, we can compare with the sharp-interface formulation in which a possible dielectric boundary is determined by the radius R of the spherically charged particle, and the solvation free energy becomes
This simple one-dimensional function can be minimized numerically with a very high accuracy. The optimal R can be used as our R 0 in ψ ∞ and φ 0 (r).
In the case that κ = 0, i.e., the ionic effect is very small and can be neglected, we can solve Poisson's equation (2.16) together with the boundary condition that ψ ′ reac,φ (0) = 0 to obtain
This implies that r 2 ψ ′ φ (r) = −Q/(4πε(φ(r))), where the value at r = 0 is understood as the limit as r → 0. This limit exists and is the same as lim r → 0 r 2 ψ ′ vac (r) = −Q/(4πε p ε 0 ). Consequently, since V = 0 in this case, Eq. (2.17) becomes
where we used the fact that φ(r) = 1, and hence ε ′ (φ(r)) = 0, for r near 0. Note in this case that we do not need to solve any equation for the electrostatic potential. Once we obtain a stable equilibrium phase-field φ, we can obtain by (2.19) and the boundary condition ψ φ (R ∞ ) = Q/(4πε w ε 0 ) that
Finally, the electrostatic energy is
where we note that φ(s) = 1 near s = 0. If R 0 is the optimal, sharp, dielectric boundary defined by φ(R 0 ) = 1/2, and we replace φ(s) by its sharp-interface version, φ(s) = 1 for s < R 0 and φ(s) = 0 for s > R 0 , then we obtain exactly the Born energy
.
III. NUMERICAL METHODS

A. Discretization and algorithm
We choose some L > 0 and set
We choose a positive integer N g and cover Ω by a uniform grid with N g × N g × N g grid cells. All the grid points are labeled by (i, j, k). We also choose a time step ∆t > 0 and set t n = n∆t for n = 1, 2, . . .. For a given function u = u(x,t), we denote by u (n) (x) and u (n) i, j,k approximations of u(x,t n ) and u(x i, j,k ,t n ), respectively.
Given φ (n) and ψ (n)
, hence also ψ
We approximate the left-hand side ∂ t φ of Eq. (2.12) by (φ
)/∆t. We approximate φ by φ (n+1) in −2Pφ and γ 0 ∆φ and approximate φ and ψ by φ (n) and ψ (n) in all the other terms on the right-hand side of (2.12). Once we get φ . After working out details, we obtain the following semiimplicit scheme:
These, together with the boundary conditions φ (n+1) = 0 and ψ (n+1) reac = ψ ∞ − ψ vac on ∂Ω, determine uniquely φ (n+1) and ψ (n+1) reac . For the nonlinear PB equation, we can use Newton's iteration with linearization around ψ (n) to solve (3.2). We use the central difference scheme for spatial discretization of ∆φ and ∇ · ε(φ)∇ψ. The coefficient matrices of the resulting linear systems are symmetric positive definite. We use the conjugate gradient method or multigrid method to solve these systems of equations. To speed up our computations, we shall first use CFA and then switch to the PB equation. In a similar way, we can discretize equation (2.14) to obtain
Note that we choose some ζ ∈ (0, 0.5) and after we solve Eq. (3.1) or (3.3), set φ (n+1) = 1 at any grid point that is inside any ball B(x i , σ i,cut ) with σ i,cut = max{1, ζ σ i } for each i (1 ≤ i ≤ N) .
We use two different types of initial phase fields φ
One is a tight wrap. It corresponds to a molecular surface. The other is a loose wrap that corresponds to a large surface (e.g., a sphere) that encloses all the solute atoms. Practically, we use
where B(x i ,r i ) is the ball of radius r i centered at x i and all r i are adjustable parameters and modify φ (0) so that it takes the value 1 close to any x i (1 ≤ i ≤ N).
Algorithm
Step 1. Input all the parameters. Set the geometrical center of x 1 , . . . , x N to be the origin. Define a uniform grid covering Ω = (−L, L) 3 and choose a time step ∆t. Compute U vdW (x i, j,k ) and U CFA (x i, j,k ) at all the grid points x i, j,k that are not locations of any solute atoms. Choose ζ ∈ (0, 0.5). Generate an initial phase field φ (0) . Step 2. Choose an integer N CFA . For n = 0, . . . , N CFA , solve Eq. (3.3) with the boundary conditions φ (n+1) = 0 on ∂Ω. Set φ (n+1) = 1 at grid points that have distance to x i smaller than max{1, ζ σ i } (1 ≤ i ≤ N). Set n = 0 and φ (0) = φ (N CFA +1) and choose an error tolerance parameter ε tor .
Step 3. Solve Eq. (3.1) with the boundary condition φ (n+1) = 0 on ∂Ω. Set φ (n+1) = 1 at grid points that have distance to x i smaller than max{1, ζ σ i } (1 ≤ i ≤ N). Then solve PB equation (2.13) with the boundary condition
≤ ε tor , then stop. Otherwise, set n := n + 1 and repeat this step.
Step 4. Let φ and ψ be the solutions from last step. Compute the free energy F ξ [φ]. Set {x ∈ Ω : φ(x) = 1/2} as the equilibrium solute-solvent interface.
B. Convergence test
We first test our code for solving Equations (2.12) and (2.13). They are both of the type
where a = a(x), b = b(x), f = f (x), and u ∞ = u ∞ (x) are smooth and bounded functions, and a is bounded below by a positive constant and b is nonnegative. We set Ω = (−5, 5) × (−5, 5) × (−5, 5) and consider two cases. In the first case, we mimic the coefficients in φ-equation (2.12) and set a = 0.001, b = 1, u ∞ = 0, and f is obtained by (3.4) with the exact solution u(x, y, z) = sin (πx) sin (π y) sin (πz) .
In the second case, we set a(x, y, z) = 80 + 70 sin (x + y + z), b = (η − 1) 2 with η(x, y, z) = sin (πx/10) sin (π y/10) sin(πz/ 10), and f and u ∞ by (3.4) and (3.5) with the exact solution
We discretize these equations using central finite difference schemes and solve the resulting systems of equations using a preconditioned conjugate gradient method. For each of the two cases, we use a grid of N g × N g × N g grid points with N g ∈ {50, 51, . . . , 147, 148}. In Fig. 3 , we plot in the log-log scale the absolute errors of our numerical solutions in different norms vs. the number of grid points N g in one direction. We see that our numerical method achieves a second-order convergence rate as expected.
We now test our model and algorithm for a spherical particle with a point charge Q at center immersed in an ionic solution to demonstrate that our phase-field model "converges" to the corresponding sharp-interface model as the numeri- cal parameter ξ → 0. We choose ξ = 0.1, 0.05, 0.02, 0.01, and 0.005 in the unit Å and Q = 0.0, 0.5, 1.0, 1.5, and 2.0 in the unit of elementary charge e. For each of these values Q and ξ, we minimize the solvation free-energy functional F ξ [φ] defined in (2.15) with the linearized PB electrostatics and obtain the optimal radius R min , the minimum total free energy F tot , and all the corresponding components of the free energy: the surface energy F surf , the solute-solvent vdW energy F vdW , and the electrostatic energy F ele . The minimization is done by solving Equations (2.17) and (2.16) with the corresponding initial solution for φ and boundary conditions for both φ and ψ φ . The sharp-interface solvation free-energy functional with the linearized PB electrostatics is given as a one-variable function G = G[R] defined in (2.18). We minimize it numerically and obtain the optimal radius, total free energy, and all the components of the free energy. We use the following parameters: the pressure difference P = 0 bar, effective surface tension γ 0 = 0.175 k B T/Å 2 , solvent bulk density ρ w = 0.0333 Å −3 , LJ parameters ε = 0.3 k B T and σ = 3.5 Å, dielectric coefficients ε p = 1 and ε w = 80, and the inverse Debye length κ = 0.1 Å −1 . (For the case Q = 0 e, we set κ = 0 Å −1 .) We summarize our test results in Table I . It is clear that as ξ becomes smaller and smaller, the corresponding optimal radii and total free energies are closer and closer to those of the sharp-interface model.
IV. RESULTS
A. Single ions: Solvation free energy and dielectric boundary
We use our PF-VISM to calculate the hydration free energies for single ions K interplay between the ionic geometry, vdW dispersive force, and the charge effect can contribute to the hydration free energy of a single ion through a few adjustable parameters. We shall also show how the flexibility of a diffuse interface can possibly describe microscopic properties in the solute-solvent interfacial layer, particularly boundary locations for different kinds of interfaces. Experimental data are used here more as guidelines, as such data are very dispersive. 104 For all of these ions, we use the following parameters and data: T = 298 K; P = 0 bar; γ 0 = 0.06 k B T/Å 2 ; (this is calculated using the curvature correction 1 − 2δ/R to the usual planar surface tension value 0.175 k B T/Å 2 with the Tolman length δ ≈ 1 Å and with the ionic radius R ≈ 3 Å) ρ w = 0.0333 Å −3 ; Q = 1 e (elementary charge) for K + and Na + and Q = −1 e for Cl − and F − ; ε 0 = 1.417 65 × 10 −4 e 2 (k B T) −1 Å −1 ; ε p = 1; ε w = 80; κ = 0 Å; (this approximation results from our assumption that there are no other ions nearby in the system) and ξ = 0.5, 0.1, 0.05 Å. We use two sets of ion-water LJ parameters ε in k B T and σ in Å. One is averaged from 4-8 data sets collected in Ref. 106 and will be denoted by ε ave and σ ave . The other is optimally designed in the same work 106 and will be denoted by ε spec and σ spec . We converted the units of energy to k B T. We compare two sets of experimental values of ionic hydration free energies in k B T. One is averaged from a few dozens of data collected in Ref. 104 and will be marked as E ave . The other is from Ref. 107 and will be marked E spec . We converted the units to k B T.
Due to the radial symmetry and since κ = 0, we need only to solve φ-equation (2.20) without solving the ψ-equation and evaluate the free energy by (2.21). We choose initially very fine spatial finite difference grid (e.g., the grid size h = 0.001), very small time step (e.g., ∆t = 0.000 01), and very large number of total time iteration steps (e.g., 10
6 -10 7 ). We then reduce largely the number of grid points, increased the time step, and reduced the total number of time iterations. For both sets of these numerical parameters, we obtain almost the same results. In average, we need only a few minutes to half an hour to finish one run. Note that we do not shift our final phase-field dielectric boundary to calculate the electrostatic free energy.
In Table II , we display our PF-VISM calculation results. We observe that overall our PF-VISM predicted hydration free energies agree with experimental data very well, with better results for cations than anions. The best parameters for all the ionic systems are the averaged LJ parameters ε ave , σ ave , the amount of dielectric shift 1/3, and the numerical value ξ = 0.5. By a more careful check, we find that the 10% reduction of ξ from ξ = 0.5 to ξ = 0.05 leads to a 10%-5% reduction of the free energy, consistent for all the systems. In a MD forcefield, the ion-water LJ parameter σ for an anion can be in general larger than that for a cation with the same crystal radius, since a water molecule is often considered to be centered near the center of oxygen. Therefore, we introduce the new LJ parameters σ new = σ ave − 0.5 Å and ε new = ε ave for the anions Cl − and F − . With such LJ parameters, we then obtain much better PF-VISM estimates for the hydration free energies for the anions, cf. Table III . 
B. Two charged parallel plates: Potential of mean force
We now consider a system of two parallel solute plates in an aqueous solution. Due to its unique geometrical features, such and similar systems have been used extensively to study the hydrophobic interaction and charge effect. 41, 43, 54, 55, 58, 61, 65, 67, 82, 108 The specific two-plate system we study here is the same as that studied by MD simulations in Ref. 41 ξ = 1. We assign the charges q 1 and q 2 to the center of each solute atom in the first and second plates, respectively, with
The total charges of these two plates are 36q 1 and 36q 2 , respectively. We choose the values of (q 1 , q 2 ) to be (0 e,0 e), (+0.1 e,−0.1 e), (+0.1 e,+0.1 e), (+0.2 e, −0.2 e), and (+0.2 e,+0.2 e), respectively. We define the center-tocenter distance between these two parallel plates as the reaction coordinate and denote it by d with the unit Å. For each of a few selected d values, we use two different types of initial phase fields. One is a tight wrap which consists of two surfaces tightly wrapping up the two plates, respectively. The other is a loose wrap, a large box containing both of the plates.
Once an initial phase field is chosen, we solve Eqs. (2.12) and (2.13) on the computational box Ω = (−L, L) 3 with L = 25 Å to obtain a steady-state solution which in turn determines a stable equilibrium solute-solvent interface.
In Fig. 5 , we display our PF-VISM equilibrium solutesolvent interfaces of the two-plate system with d = 12 Å, tight initial phase fields (top) and loose initial phase fields (bottom), and the charges (q 1 , q 2 ) = (0 e, 0 e) (left), (q 1 , q 2 ) = (0.1 e, 0.1 e) (middle), and (q 1 , q 2 ) = (−0.1 e, 0.1 e) (right). We see that the PF-VISM equilibrium surfaces obtained with tight initials are all very similar to a molecular surface (i.e., SES). Moreover, it is clear that the PF-VISM with tight and loose initials predict wet and dry states, respectively, and that the electrostatics wets the inter-plate region, agreeing with MD simulations and previous level-set VISM calculations. 41, 43, 61, 65, 67, 82, 108 Note that the dielectric boundary force always directs from the high dielectric solvent region to the low dielectric solute region, and the PB based continuum electrostatics theory predicts such a force direction. 105, [109] [110] [111] This is the reason that with the solute partial charges, the dielectric boundary is pushed in to wet the system. The asymmetric charges (q 1 , q 2 ) = (−0.1 e, 0.1 e) give rise to a stronger electric field and hence a larger dielectric boundary force. It drags more polar water into the void, and the system (bottom-right) is wetter than that (bottom-middle) with symmetric charges (q 1 , q 2 ) = (0.1 e, 0.1 e). Fig. 6 shows the two different PMF branches for the twoplate system with several, different values of partial charges. These PMFs exhibit clearly the bimodal behavior and hysteresis of the system. For the neutral plates (cf. Fig. 5, left) , a strong hysteresis is present for 6 d 16 Å. Adding charges influences the free-energy branches and hysteresis as shown in Fig. 6 (middle and right) . The charge effect with oppositely charged plates is most significant as a strong electrostatic field develops in between the hydrophobic plates.
In Figs. 7 and 8 , we plot the different components of the PMF with loose and tight initial surfaces, respectively. For the loose initials (Fig. 7) , the geometric part (i.e., the surface energy part) displays a strong attraction below a critical distance d c at which capillary evaporation begins. This crossover distance decreases from d c ≃ 22 Å for (q 1 , q 2 ) = (0 e,0 e) down to 8 Å for (q 1 , q 2 ) = (−2 e,2 e). The value 22 Å is larger than 14 Å predicted by the sharp-interface VISM where the curvature correction was included. Note that the opposite charging has a much stronger effect than like-charging due to the electrostatic field distribution discussed above. Also, the solutesolvent vdW part of the interaction is strongly affected by electrostatics due to the very different surface geometries induced by charging. Both curves G PMF geom (d) and G PMF vdW (d) demonstrate the strong sensitivity of nonpolar hydration to local electrostatics when capillary evaporation occurs and very "soft" surfaces are present. For the surfaces resulting from the tight initials (Fig. 8) , the situation is a bit less sensitive to electrostatics as the final surface is close to the molecular surface for d c 8 Å.
C. Proteins BphC and p53/MDM2: Dry/wet states and charge effect
Two-domain protein Bphc
The protein biphenyl-2,3-diol-1,2-dioxygenase (BphC) is a key enzyme of biphenyl biodegradation pathway in Pseudomonos sp. The functional unit of this protein is a homo-octamer, and each subunit consists of two domains. The separation of the two domains in the native configuration in crystal structure has the 0 Å separation (PDB code: 1dhy). It has been shown that the behavior of water molecules between the two domains depends heavily on both nonpolar and polar interactions with the protein. 39 To demonstrate that our PF-VISM can describe such behavior, particularly the charge effect, here we consider the case that the two domains are separated in 14 Å. We use the following parameters in our PF-VISM calculations for this system: the effective surface tension γ 0 = 0.1 k B T/Å 2 , the bulk solvent density ρ w = 0.0333 Å −3 , the dielectric constants ε p = 1 and ε w = 78, the inverse Debye length κ = 0.1 Å −1 , and the numerical parameter ξ = 1 Å. We use the solute-solvent LJ parameters same as those in our previous works. 67, 82 In Fig. 9 , we display our PF-VISM surfaces for BphC with the two domains separated at 14 Å, without (left) and with (right) atomic partial charges. It is clear that, without the charges, the necking region between the two domains is largely dry, with water molecules being pushed away from this region. When the charges are turned on, the electrostatic force pushes the solute-solvent interface inward and the necking region is quite wet, filled with many water molecules. In Fig. 10 , we show some cross sections of the same threedimensional conformations displayed in Fig. 9 . Fig. 10 (left) is the superposition of the wet state indicated by the black curve and the dry state indicated by the color maroon using the computed phase field. Fig. 10 (right) is the distribution of the corresponding electrostatic potential, with blue for positive and red for negative values, for the case with the atomic partial charges included. We see again that the strong charge effect in pushing water molecules into the necking region.
The protein complex p53/MDM2
The protein p53 is known as a tumor suppressor, and the receptor protein MDM2 acts as a negative regulator of p53. Hydration of the p53/MDM2 complex plays an important role in its binding process. This system exhibits a strong hydrophobic character at the binding interface: 70% of the residues at the binding interface are apolar. 112, 113 However, the edge of the binding pocket is decorated by polar hydrophilic residues. To study the heterogeneous hydration behaviors around the protein during the p53/MDM2 binding, we choose the interdomain distance between these two proteins to be 5 Å. We use the parameters γ 0 , ρ w , ε p , ε w , κ, and ξ same as in the calculation for BphC.
In Fig. 11 , we display our PF-VISM surface of the complex p53/MDM2, where the color code indicates the value of electrostatic potential, with blue for positive and red for negative values. In Fig. 12 , we show the distribution of electrostatic potential in a cross section of this complex, with the same color code. In Fig. 13 (left) , we show the cross section of a wet state of the system p53/MDM2 obtained by generating the vdW surface. One observes some pocket regions. In Fig. 13 (right), we show the cross section of a dry state of the system p53/MDM2 obtained by our PF-VISM PB calculation using a loose initial surface.
V. CONCLUSIONS
We have developed a PF-VISM with the PB electrostatics for charged molecules in aqueous solvent. Central in this model is a solvation free-energy functional of all possible phase fields, consisting of solute-solvent interfacial energy, solute excluded volume and solute-solvent vdW interaction energy, and the electrostatic free energy. We have designed, implemented, and tested efficient and accurate numerical methods for solving the gradient-flow partial differential equations to relax such a free-energy functional. Applications to the hydration of single ions, solvent-mediated interactions of two parallel plates, and solvation of protein complexes BphC and p53/MDM2 have demonstrated that our phase-field approach is a good alternative to the level-set VISM in capturing dry and wet hydration states, describing subtle electrostatic effects, and providing qualitatively good estimates of solvation free energies. Note that we do not shift our final, phase-field dielectric boundary to calculate the electrostatic free energy.
A distinguished feature of our new phase-field approach is its flexibility in describing the complex solute-solvent interfacial structure. Our PF-VISM computations of the hydration of single ions have shown that there are two different interfaces, with one closely related to the electrostatic effect. While one can question if the two boundaries will eventually merge after the code runs much longer time, it is clear that such a twoboundary interfacial structure is rather persistent. This may provide a way to resolve the boundary-shift issue in the levelset implementation, calling for further studies. Another quite different aspect of our phase-field implementation of VISM is that we need to adjust an additional numerical parameter ξ. Usually, we use ξ = 1 or 0.5 Å. In principle, a very small value of ξ will lead to results that are close to those by the level-set VISM. But, for stable numerical computations in our PF-VISM with a very small ξ value, we would need to use many more spatial grid points, often not practical. Moreover, a diffuse interface will not easily move in the computation with a small ξ. A too large value of ξ may not be good either as the term S ξ [φ] will not be close to the interfacial area. More tests are therefore needed to determine optimal values of this parameter ξ. Finally, in comparison with the level-set VISM, we have not included the curvature correction to the surface tension in our PF-VISM. Such inclusion may well increase the computational cost. 91, 114 An optimal choice of the numerical value of ξ may describe such curvature effect.
There are several issues that exist in the general VISM approach, regardless of the level-set or phase-field numerical realization. First, the efficiency of both implementations is compatible, usually ranging from minutes to hours. Due to the coupling with the electrostatics, we have to choose very small time steps in the phase-field calculations, similar to that in the level-set VISM calculations. In general, VISM is much more efficient than MD simulations, hours vs. days or weeks. But, in generating the optimal dielectric boundary, the current version of either the level-set method or our phase-field method implementing VISM is still much slower than generating a vdWS, SES, or SAS. One possible way to speed up our computations is to use the GPU computing.
Second, VISM is an implicit-solvent model. It has a minimum number of parameters to adjust. These include the surface tension, bulk solvent density, solute and solvent dielectric coefficients, and solute-solvent LJ parameters in a forcefield of MD simulations. For nonpolar systems, such LJ parameters work well in VISM. But for charged molecules, errors can be large with using some of the LJ parameters. In addition, the charge asymmetry [115] [116] [117] is a common issue in the continuum modeling of electrostatics. Therefore, determining VISM parameters for charged systems is important and needs to be done.
Finally, introducing the fluctuations in our VISM approach is crucial to sampling different hydration states and calculating accurately the free energy. VISM calculations can often provide quickly both tight wrap and loose wrap surfaces around an underlying charged molecule. Surface fluctuations here will then be needed only in between such VISM surfaces, making it possible to speed up the sampling process. Including such fluctuations in either the level-set or phase-field implementation of VISM amounts to solving numerically stochastic partial differential equations. 118 We are currently working on these computational modeling and implementation.
