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a b s t r a c t
Let G be a reductive algebraic group scheme defined over the finite field Fp, with Frobenius
kernel G1. The tilting modules of G are defined as rational G-modules for which both the
module itself and its dual have good filtrations. In 1997, J.E. Humphreys conjectured that
the support varieties of certain tilting modules for regular weights should be given by the
Lusztig bijection between cells of the affine Weyl group and nilpotent orbits of G, when
p > h, where h is the Coxeter number. We present a conjecture for the support varieties of
tilting modules when G = GLn. Our conjecture is equivalent to Humphreys’ conjecture for
p ≥ h and regular weights, but our formulation allows us to consider small p or singular
weights as well. We obtain results for several infinite classes of tilting modules, including
the case p = 2, and tilting modules whose support variety corresponds to a hook partition.
In the case p = 2, we prove the conjecture by S. Donkin for the support varieties of tilting
modules.
© 2010 Published by Elsevier B.V.
1. Introduction
1.1. Support varieties and tilting modules
Cohomology is a powerful toolwhich allows us to study themaps between algebraic objects and to determine how simple
objects fit together to formmore complicated structures. One of the most useful innovations in representation theory is the
support variety, which is defined using cohomological operations. Support varieties were first defined for modules over
finite groups by Carlson in the early 1980s and have been a key to learning more about the representation theory of finite
groups. The theory of support varieties was later extended to the Frobenius kernel of an algebraic group scheme G (denoted
G1) by Friedlander and Parshall [7]. For G1, support varieties are intimately connected with the geometry of the restricted
nullconeN1(g)which can be identified with the spectrum of the cohomology of the restricted Lie algebra g of G.
The tilting modules of G are rational G-modules for which both the module itself and its dual have good filtrations. See
Section 2.3 for the precise definition of tiltingmodules. Thesemodules are an integral part of the representation theory of G.
There are connections between the theory of tilting modules and the theory of Young modules for symmetric groups [5,6]
when the underlying root system for G is of type A.
There are also connections with the problem of the determination of the characters of the simple modules for G, at
least for large p. This problem has a conjectural answer for large p through the Lusztig Conjecture, which says there
should be a connection between the characters of the simple modules for G and the combinatorics of Kazhdan–Lusztig
polynomials. There is a similar conjecture for the characters of the tilting modules, at least in a certain region; the truth of
this conjecturewould imply the Lusztig conjecture [12, E.10]. Therefore, the character theory of tiltingmodules is connected
to the Kazhdan–Lusztig combinatorics of the affine Weyl group of G.
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1.2. Humphreys’ conjecture
In [11, Section 12] , Humphreys stated a conjecture for the support variety of an indecomposable tiltingmodulewhen the
highest weight of the module is regular (which implies that p ≥ h, where h is the Coxeter number), for arbitrary reductive
G. The basic idea is that the support variety only depends on the Kazhdan–Lusztig two-sided cell region of the affine Weyl
groupWp to which the weight belongs. Let Ow denote the nilpotent orbit corresponding the two-sided cell of w ∈ Wp via
the Lusztig bijection, and let C be the integral weights in the bottom alcove.
Conjecture 1.2.1. Let λ ∈ X(T )+ be a regular weight inw · C for somew ∈ Wp; then the support variety of the indecomposable
tilting module of highest weight λ is the closure of Ow .
The aforementioned conjecture requires that the weight be regular, because it is not evident how to determine to which
cell region the singular weights should belong. Humphreys’ Conjecture has been shown to be true for quantum groups over
characteristic 0 by Ostrik [17] (for type A) and Bezrukavnikov [1] (in general), by using the validity of the Lusztig Conjecture
for quantum groups over characteristic 0. We do not yet know that the Lusztig conjecture is true for algebraic groups, so the
proofs for quantum groups over characteristic 0 do not apply in this case, and in fact Humphreys’ Conjecture is still open
in this setting. Any calculation of a support variety of a tilting module for G which agrees with Humphreys’ Conjecture is
suggestive of evidence for the Lusztig Conjecture for algebraic groups.
A calculation of the support varieties of tilting modules is also closely related to the calculation of support varieties for
H0(λ), which was completed by Nakano, Parshall, and Vella in [16] for algebraic groups (cf. [17] and [2] for the quantum
group case). This important result is essential to any tilting module calculation.
This paper arose from of an attempt to compute support varieties of tilting modules for algebraic groups of type A. We
have a new conjecture:
Conjecture 1.2.2. Let λ be a dominant weight (regular or singular). The support variety of the indecomposable tilting module of
highest weight λ is the closure of the nilpotent orbit corresponding to the partition c(λ).
See Section 3.1 for the combinatorial definition of c(λ). This conjecture predicts the support varieties of indecomposable
tilting modules T (λ) for all primes p and all dominant weights λ (regular or singular). It agrees with Humphreys’ Conjecture
for type A in the cases where they overlap, and with Donkin’s Conjecture for p = 2 [6, Section 6], with a small correction
from the published version. The nontrivial proof of the agreement involves Greene’s Theorem—an elegant result from the
combinatorics of posets [9].
This conjecture comes along with two new ways of calculating the cell regions for type A. One of them involves root
system structures and is very useful for calculating lower bounds on support varieties. The other is a new generalization of
the Robinson–Schensted correspondence to the affineWeyl group. It involves a variation of Young tableaux. Other attempts
at this generalization can be found in [20] and [18]. Our new method is an applicable algorithm which associates a finite
tableau to each elementw ∈ Wp; the shape of the tableau is the partition corresponding via the Lusztig bijection to the cell
containing w. Compare [18] which associates an infinite tableau to each element w; and [20], whose generalization is not
easily applicable to any elements inWp not in the finite Weyl group.
The new conjecture and methods for calculating the cell regions allow us to compute the support varieties for several
important classes of tilting modules. See Section 7 for the results of these computations. In particular, we calculate the
support varieties for tilting modules whose highest weights lie in cell regions corresponding to hook partitions; also, we
calculate the support variety of all tilting modules when p = 2, thus proving Donkin’s Conjecture. This is strong evidence
that our conjecture is correct for singular weights, since every weight is singular for p = 2 and n > 1. We also calculate the
support variety for a large infinite class of tiltingmoduleswhose highestweights lie in a set of alcoveswhich intersects every
cell region. All of our calculations, both for regular and singular weights, provide evidence in favor of our generalization of
Humphreys’ Conjecture. In addition, in Theorem 9.1.1 we reduce the problem to the restricted region, thereby making the
problem finite for given n.
2. Preliminaries
2.1. Notation
The conventions and notation throughout this paper will generally follow those in [12]. Let k be an algebraically closed
field of characteristic p > 0. Let G = GLn, considered as a reductive algebraic group scheme defined and split over the finite
field Fp Fix T the subgroup consisting of diagonal matrices, which is a split maximal torus. Let X(T ) be the set of integral
weights of G. Define i ∈ X(T ) to be the function that returns the (i, i)-entry of a matrix in T ; the set {1, . . . , n} is a basis
for X(T ). We have a root systemΦ of type An−1. The positive roots with respect to this basis are denotedΦ+. In the -basis,
we have
Φ+ = {i − j : i < j}.
This yields a base of simple roots∆ = {α1, α2, . . . , αn−1}.
Let B be a Borel subgroup containing T corresponding to the negative roots. The inner product on X(T ) will be denoted
by 〈 , 〉. Let α∨ = α be the coroot corresponding to α ∈ Φ . The set of dominant integral weights is defined as
X(T )+ = {λ ∈ X(T ) : 0 ≤ 〈λ, α∨〉 for all α ∈ ∆}.
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For any I ⊆ ∆, let LI denote the standard Levi factor of the parabolic subgroup PI ofG corresponding to I , with root system
ΦI . LetΦ+I be the set of positive roots of LI . To each I ⊆ ∆, we can assign a partition pi(I) of n as follows: We have
ΦI ∼= Ai1−1 × Ai2−1 × · · · × Ait−1
for some {i1, i2, . . . , it}, ij ∈ Z, ij ≥ ij+1 > 1 for all j. Define pi(I) = (i1, i2, . . . , it , 1, . . . , 1) ` n.
In the -basis, a dominant weight λ is a nonincreasing sequence of n integers. Let ρ = 12
∑
α∈Φ+ α; let δ = (n, n −
1, . . . , 2, 1) in the  basis. Note that for all λ ∈ X(T ), we have
〈λ+ ρ, α∨〉 = 〈λ+ δ, α∨〉
We will often be dealing with λ+ δ in the  basis.
Let W be the Weyl group corresponding to Φ and Wp be the affine Weyl group with translations scaled by p. We will
consider the dot action ofWp on E = X(T )⊗ R defined byw · λ = w(λ+ ρ)− ρ for λ ∈ X(T ). Write N = {1, . . . , n}.
2.2. Orbit theory
Let N be the variety of nilpotent elements in g = Lie(G) = gln(k). The group G acts on N by conjugation. The G-orbits
are parameterized by partitions of n. We will use the exponent notation for partitions, where (rd11 , r
d2
2 , . . .) denotes the
partition with ri appearing di times. Let pi = (rd11 , rd22 , . . .) be a partition of n. We will use Opi to denote the G-orbit of N
which contains the element in Jordan canonical form with di blocks of size ri for all i.
The elements of Wp are partitioned into sets called two-sided cells or cells for short. For w ∈ Wp, let h(w) denote the
partition of n such thatOh(w) = Ow . Here, Ow is the nilpotent orbit corresponding via the Lusztig bijection to the two-sided
cell containingw, as in Conjecture 1.2.1. We will use the combinatorial work of [20] as a reference for calculating cells. See
Section 4.1 for the details.
For the reader’s convenience, we quote the definition of dominance order on partitions. Let pi, σ be partitions of n, and
write pi = (pi1, . . . , pit), σ = (σ1, . . . , σs). We have pi ≥ σ if for all 1 ≤ k ≤ n,
k∑
j=1
pij ≥
k∑
j=1
σj
With this order, we can calculate the (Zariski) closure of an orbit of G inN [4, 6.2] (cf. [10] for the extension to characteristic
p):
Opi =
⋃
σ≤pi
Oσ
Wewill need a least upper bound property for the dominance ordering on partitions, as in [15, I.1, exercise 7]. Note that
this property does not hold for arbitrary posets.
Lemma 2.2.1. Let P = {pi1, pi2, . . . , pi t} be a set of partitions of n. There exists a unique minimal partition σ of n such that
σ ≥ pi i for all i.
2.3. Tilting modules
For λ ∈ X(T )+, let H0(λ) = indGBλ (respectively, H0LI (λ) = ind
LI
PI
λ). These will be referred to as the ‘‘induced modules’’.
The simple G-module of highest weight λ will be denoted L(λ). The Weyl modules are V (λ) = H0(−w0λ)∗ for λ ∈ X(T )+.
Herew0 is the long element inW and−∗ represents taking the dualmodule. AG-moduleM has a good (resp.Weyl) filtration
if there exists a filtration ofM such that all the subquotients are induced modules (resp. Weyl modules).
A (partial) tilting module is defined to be a module with both a good filtration and a Weyl filtration. See [12, II:E] for
a discussion on tilting modules. The indecomposable tilting modules are indexed by their highest weights, which must be
dominant. Wewill denote the indecomposable tilting module over G (resp. LI ) with highest weight λ by TG(λ) = T (λ) (resp.
TLI (λ)). Tilting modules satisfy the following basic properties:
(i) IfM,N are tilting modules, thenM ⊗ N is a tilting module.
(ii) IfM is a direct summand of a tilting module N , thenM is a tilting module.
(iii) If N is a tilting G-module, then N ↓LI is a tilting LI-module for any Levi subgroup LI .
2.4. Support varieties
Let A be a finite k-group scheme and let
R =
{
H2•(A, k) if char k 6= 2
H•(A, k) if char k = 2.
According to [8], the cohomology ring R is a commutative, finitely generated k-algebra. For finite-dimensionalM ∈ A-mod,
define the support variety VA(M) as follows. Yoneda composition defines an action of R on Ext•A(M,M). Let J = JA(M) be the
annihilator ideal in R for this action. Set VA(M) equal to the maximum ideal spectrum of R/J .
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We can consider G, LI as algebraic group schemes (not finite) over k. For an algebraic group scheme H over k, let
F : H → H(1) be the Frobenius morphism. In the case that H = G = GLn, F is the map which takes the matrix entries
to the pth power. Set H1 = ker F . Now H1 is a finite k-group scheme, so we can consider support varieties of H1-modules.
The Lie algebra h = Lie(H) is a restricted Lie algebra with p-mapping x→ x[p]. In [19, (1.6), (5.11)] it is proven that VH1(k)
is homeomorphic to N1(h) := {x ∈ h : x[p] = 0 }. We will use this identification frequently, without explicit mention.
Note that ifM is an H-module, then VH1(M) is an H-stable subvariety ofN1(h) under conjugation. Note that for G, what we
are doing is equivalent to looking at the modules and support varieties for u(g)where g = Lie(G) and u(g) is the restricted
universal enveloping algebra of G.
Support varieties behave nicely with respect to many module operations; we will use the following properties
(cf. [16, 2.2]). LetM,N be H-modules, and K a closed normal subgroup of H , then
(i) VH1(M) ∩ VH1(N) = VH1(M ⊗ N);
(ii) VH1(M) ∪ VH1(N) = VH1(M ⊕ N);
(iii) H · VK1(M ↓K ) = VH1(M).
In general, N1(g) is a G-stable subvariety of N and when p ≥ h, N = N1(g). If p < h, then N1(g) = O(pd,r) where
n = pd+ r , 0 ≤ r < p [3, 3.1].
For I ⊆ ∆, G · N1(lI) = Opi(I) ∩ N1(g) where lI = Lie(LI). Also, we have a Levi decomposition g = u+I ⊕ lI ⊕ uI , and
G · uI = Opi(I)t where−t denotes the dual partition [14, 2.2].
For each G-module M , VG1(M) is a G-stable subvariety of N1(g), so VG1(M) =
⋃
Opi i for some set {pi i} of partitions of n
which may be taken to be pairwise incomparable. Note that each pi i must be dominated by (pd, r).
We will frequently use [16, (6.2.1) Thm.] due to Nakano, Parshall, and Vella, which computes the support variety of an
induced module. For λ ∈ X(T )+, let Φλ = {α ∈ Φ : 〈λ+ ρ, α∨〉 ∈ pZ}. Since Φ is of type A, there exists w ∈ W such that
w(Φλ) = ΦI for some I ⊆ ∆.
Theorem 2.4.1. For λ ∈ X(T )+, choose I ⊆ ∆ so thatw(Φλ) = ΦI for somew ∈ W. Then VG1(H0(λ)) = G · uI = Opi(I)t .
When we apply this theorem, we will use the identification
〈λ+ ρ, α∨〉 = 〈λ+ δ, α∨〉
Note that the results of Nakano, Parshall and Vella apply to arbitrary type, and the result for GLn was proven originally
in [13].
2.5. Notch tableaux
We will consider a tableau to be a Young diagram with the boxes filled with integers, with one distinction: we do not
require the rows of the diagram to be nonincreasing in length. We will call these tableaux notch tableaux. Note that re-
arranging the order of the rows yields a traditional tableau. We obtain a partition as the shape of a notch tableau, where the
parts of the partition are given by the lengths of the rows of the diagram. We re-arrange the parts to be in nonincreasing
order if necessary. The partition whose parts are the column lengths is the transpose of the partition whose parts are the
row lengths, just as for traditional tableaux. See Section 10 for examples of notch tableaux.
2.6. Visualizing cells in the affine Weyl group of type A
The affineWeyl groupWa of type An−1 can be visualized by looking at its action on an n−1-dimensional Euclidean space,
E = X(T )⊗R, via reflections through hyperplanes corresponding to root vectors, and translations by roots. We will always
scale the translations by p. The resulting group of transformations of E is identifiedwithWp, the semidirect product ofW and
the group of translations by pθ for θ ∈ ZΦ . Let CR be the bottom alcove of E, defined as the set {λ ∈ E : 0 < 〈λ+ρ, α∨〉 < p
for all α ∈ Φ+}. Let C be the set of dominant integral weights in CR. Then for any w ∈ W , the set w · CR is an alcove. Thus,
we can label the alcoves by the elements ofWp. We will usually identify the element with its alcove. Throughout this paper,
we only consider alcoves that are contained in the dominant chamber.
The cells partition the elements ofWp;wewill define a corresponding partition of E. In order to do so,weneed a definition.
Letw ∈ Wp be given. As in [12, II 6.1], there exists a unique integer nα for each α such that
nαp < 〈λ+ ρ, α∨〉 < (nα + 1)p
for all λ ∈ w · CR. We define the lower closure of the alcovew · CR to be the set
{λ ∈ E : nαp ≤ 〈λ+ ρ, α∨〉 < (nα + 1)p}.
One should compare this to the definition of upper closure [12, II 6]. Note that the lower closure of an alcove can contain
integral weights, even if the interior of the alcove does not (i.e. if p < h). Given any λ ∈ E, there exists a unique w ∈ Wp
such that λ is in the lower closure ofw · CR (cf. [12, II 6.11]).
Now, we define a partition of E into cell regions via an equivalence relation: Given λ,µ ∈ E, letw, y ∈ Wp be such that λ
is in the lower closure of w · CR and µ is in the lower closure of y · CR. Then λ and µ are in the same cell region if and only
if w and y belong to the same cell. So the weights which are in the lower closure of an alcove will belong to the same cell
region as the alcove. In this paper, we give evidence that this is the correct region in which to place the singular weights. It is
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easy to describe the cell regions in A2 geometrically (cf. [20, p. 30]). We will describe their intersection with the dominant
chamber. Consider R(3) = CR, the bottom alcove. This alcove corresponds to the identity element ofWp, which is always the
unique element in its cell region. This cell region is described geometrically as
R(3) = {λ ∈ E : 0 < 〈λ+ ρ, (α1 + α2)∨〉 < p}.
If p ≥ 3, then R(3) contains integral weights. Next we look at R(2,1). This cell region is described geometrically as
R(2,1) = {λ ∈ E : p ≤ 〈λ+ ρ, (α1 + α2)∨〉, 0 < 〈λ+ ρ, α∨i 〉 < p for some i ∈ {1, 2}}.
For any p, R(2,1) contains integral weights. This region consists of the lower closure of all the alcoves inside and adjacent
to the boundary of the dominant chamber, except the bottom alcove. Finally, consider R(1,1,1). This cell region is described
geometrically as
R(1,1,1) = {λ ∈ E : p ≤ 〈λ+ ρ, α∨i 〉 for all i ∈ {1, 2}}.
For any p, R(1,1,1) contains integral weights. This region consists of the lower closure of alcoves in the dominant chamber,
translated by pρ.
In this paper, we discuss a similar geometric description for any dominant cell region in any dimension. We will have
three different methods of calculating this geometric description. One method is a useful way of associating a notch tableau
to an alcove, where the shape of the tableau gives h(w), the partition associated with the cell of the alcove. Note that we
have labeled our cell regions in A2 above with the partitions of n = 3. The other two methods arise from the fact that we
can associate to any cell region certain hyperplanes which separate the cell region from C; or certain hyperplanes which do
not separate the cell region from C . This distinction is surprisingly subtle.
3. A conjecture for the support varieties of tilting modules
3.1. Definition of c(λ)
We start with a method for calculating the cell regions geometrically. Let λ ∈ X(T )+. Define
Ψλ = {α ∈ Φ+ : 〈λ+ δ, α∨〉 < p}.
In the -basis, we have that Ψλ is the set of all i − j such that λi − λj + j− i < p. To each α ∈ Φ+ there corresponds a
hyperplane Hα = {µ ∈ X(T ) : 〈µ+ δ, α∨〉 = p}. The elements in Ψλ are the roots for which Hα does not lie betweenw · C
and C where λ is in the lower closure ofw · C . If λ andµ are in the lower closure of the same alcovew · C , then for all α such
that 〈λ+ δ, α∨〉 < pwe have 〈µ+ δ, α∨〉 < p. So in this case, Ψλ = Ψµ .
Now, we define c(λ) as the minimal partition such that c(λ) ≥ pi(I) for all I satisfyingΦ+I ⊆ Ψλ. Such a partition exists
by Lemma 2.2.1.
Equivalently, c(λ)1 is the maximal cardinality of a subset X ⊆ N with 〈λ + δ, (i − j)∨〉 < p for i, j ∈ X, i < j; in
general,
∑t
i=1 c(λ)i is the maximal cardinality of a disjoint union of subsets X1, . . . , Xt ⊆ N with 〈λ+ δ, (i − j)∨〉 < p for
i, j ∈ Xl, i < j. Such a subset Xl corresponds to a set of roots Il = {i − j : i, j ∈ Xl}withΦ+Il ⊆ Ψλ.
Suppose that Ψλ = Φ+I for some I ⊆ ∆. For any J ⊆ ∆ such that Φ+J ⊆ Ψλ, we must have J ⊆ I , which implies that
pi(J) ≤ pi(I). Therefore, in this case c(λ) = pi(I).
Lemma 3.1.1. For all λ ∈ X(T )+, Oc(λ) ⊆ N1(g).
Proof. Recall thatN1(g) = O(pd,r) where n = pd+ r . Let I ⊆ ∆withΦ+I ⊆ Ψλ. If β ∈ Φ+ with the height of β greater than
p− 1, then 〈λ+ δ, β∨〉 ≥ p because λ is dominant. So the roots in Ψλ must all have height less than p. Therefore,ΦI cannot
contain an irreducible subsystem with rank bigger than p − 1, which implies that pi(I) ≤ (pd, r). The minimal partition
dominating all such pi(I)must therefore be less than or equal to (pd, r). 
3.2. The conjecture
Now, we formulate a conjecture for the support variety of any indecomposable tilting module for G = GLn. Note that λ
may be either regular or singular, in contrast to Humphreys’ Conjecture 1.2.1.
Conjecture 3.2.1. Let λ ∈ X(T )+. Then VG1(T (λ)) = Oc(λ).
Note that we have VG1(T (λ)) ⊆ N1(g) = O(pd,r); compare Lemma 3.1.1.
4. Combinatorics and cell regions
4.1. Determining the cells using Γλ
A geometricmethod for calculating the cell regions in type A is given by Shi in [20] and quoted in [17].Wewill paraphrase
the relevant portion.
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Let λ ∈ X(T )+ be a regular weight, with λ ∈ w · C for somew ∈ Wp. Let
Γλ = {α ∈ Φ+ : 〈λ+ δ, α∨〉 ≥ p}
This corresponds to considering the set of roots α such that the hyperplanes Hα do lie betweenw ·CR and CR (the reader can
contrast this with Ψλ). We say that i, j ∈ {1, 2, . . . , n} = N are λ-connected if i − j ∈ Γλ. A subset of N is λ-connected if its
elements are pairwise λ-connected.
We can define a partition of n, s(λ), by letting s(λ)1 be the size of the largest λ-connected subset of N; s(λ)1 + s(λ)2 be
the size of the largest subset of N which can be written as a disjoint union of exactly two λ-connected sets, and in general∑m
i=1 s(λ)i is defined as the size of the largest subset of N which can be written as a disjoint union of exactlym λ-connected
sets. This construction will create the parts of s(λ) in nonincreasing order (cf. Section 5). A λ-connected subset S of N gives
rise to a set of positive roots J = {i − j : i, j ∈ S}, and there exists y ∈ W and I ⊆ ∆ such that y(Φ+I ) = J (cf. [13, 2.7]).
This implies that s(λ) is the least partition which dominates all pi(I), for all I ⊆ ∆ satisfying y(Φ+I ) ⊆ Γλ for some y ∈ W .
Recall that h(w) is defined in Section 2.2. It is shown in [20, 6.3] that
h(w) = s(λ)t .
Note that thismethod, as given, does not requireλ to be regular:Γλ is still well defined ifλ is singular. This is not explicitly
mentioned in either [20] or [17], although [17] uses it implicitly. If λ is singular then s(λ)t = h(w)wherew ·CR is the alcove
which contains λ in its lower closure. We will frequently use this extension of Shi’s work in the sequel.
4.2. Determining the cells via tableaux
We now present another way of calculating the cell regions, which is in the spirit of the Robinson–Schensted algorithm,
in the case of the affineWeyl group of type A. We have the following technical assumption on S ⊆ Φ+whichwill be satisfied
by all the sets to which we associate tableaux.
Assumption 4.2.1. For i < j < m, if j − m 6∈ S, then i − m 6∈ S.
If λ ∈ X(T )+, then Ψλ satisfies Assumption 4.2.1. If 〈λ + δ, (j − m)∨〉 ≥ p for j < m, then 〈λ + δ, (i − m)∨〉 ≥ p for
all i < j.
We can construct a row-permuted tableau DS with n boxes which satisfies the following condition:
Condition 4.2.2. If i, j are numbers in the same column of DS , then i − j 6∈ S.
We construct DS inductively. At each step, the numbers in DS are strictly increasing across the rows and down the
columns. For the first step, start with a box containing 1:
1
For the second step, we place a box containing 2 under the first box if 1 − 2 = α1 6∈ S
1
2
Otherwise, we place a box containing 2 to the right of the first box
1 2
At the ith step, we will specify in which column and row to place a box containing i. We will place the box in the leftmost
column such that Condition 4.2.2 holds. Note that Condition 4.2.2 is satisfied trivially if we start a new rightmost column
with the box containing i. Let j be the index such that we are placing the box containing i in the jth column. If j = 1, we
start a new row directly below the previous bottom row with the box containing i. Otherwise, let r be the number in the
bottommost box in the (j − 1)th column. We claim that the row containing r has exactly j − 1 boxes. Assuming the claim,
we will place the box containing i directly to the right of the box containing r . Note that there cannot be any boxes in the jth
column below the box containing i, since there are no boxes in the (j − 1)th column below the box containing r and each
row is built from left to right.
To see the claim, we work by contradiction. If the row containing r has more than j− 1 boxes, then there would be a box
directly to the right of r , in the jth column, containing some number q > r . We have q − i 6∈ S since we can place the box
containing i in the jth column, which implies that r − i 6∈ S by Assumption 4.2.1. Note also that the numbers above r in the
(j− 1)th column are less than r , so s− i 6∈ S for any s in the (j− 1)th column, by another application of Assumption 4.2.1.
This implies that we can place the box containing i below r in the (j − 1)th column, which is a contradiction. So the row
containing r has exactly j−1 boxes. Finally, note that we have placed the box containing i at the end of a row and the bottom
of a column, so the numbers in the boxes are still strictly increasing across the rows and down the columns.
The row-permuted tableau DS gives us a partition of n whose parts are the lengths of the rows of DS . Call this partition
σ(DS). In order to apply this algorithm to a weight λ ∈ X(T )+, we use S = Ψλ. We denote DΨλ by Dλ. It will be shown below
that σ(Dλ) = h(w) for λ in the lower closure ofw · CR. See Section 10.1 for an example of constructing Dλ.
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5. Equivalence of these approaches
5.1. Proof of equivalence
We now have three different ways to start with a weight λ (equivalently, an elementw ∈ W such that λ is contained in
the lower closure of w · C) and obtain a partition: we have σ(Dλ) using the algorithm to obtain a row-permuted tableaux,
s(λ)t using Γλ, and c(λ) using Ψλ.
In this section, we will show that, in fact, these methods always give the same answer. Thus we can use any of these
methods to distinguish which cell an element of w or its alcove belongs to, using the labeling of the cells by partitions via
the Lusztig bijection. Furthermore, we can use any of thesemethods in our conjecture to compute support varieties of tilting
modules.
We will need the following combinatorial result from [9, Thm 1.6]:
Lemma 5.1.1. Let P be a finite poset. Let di be the size of the largest subset of P which can be partitioned into i chains; let di
be the size of the largest subset of P which can be partitioned into i antichains. Define partitions pi, σ by pii = di − di−1 and
σi = di − di−1. Then pi = σ t .
Theorem 5.1.2. Let λ ∈ X(T )+. Letw ∈ Wp be such that λ is in the lower closure ofw ·C. Then σ(Dλ) = s(λ)t = c(λ) = h(w),
where we use the extension of the definition of s(λ) to singular weights as in Section 4.1.
Proof. First, we show that σ(Dλ)t = s(λ). By definition, σ(Dλ)t is the partition whose parts are the lengths of the columns
of Dλ.
Define Sk = {i : i occurs in a box in the first k columns of Dλ}. We have
|Sk| =
k∑
j=1
σ(Dλ)tj
By Condition 4.2.2, Sk is a subset of N which is a disjoint union of k λ-connected sets, for all k. Comparing the definition of
s(λ), we have s(λ) ≥ σ(Dλ)t .
Thus it suffices to show that s(λ) ≤ σ(Dλ)t . We proceed by contradiction. Suppose s(λ) 6≤ σ(Dλ)t . This would mean
there exists an index m such that
∑m
j=1 σ(Dλ)
t
j <
∑m
j=1 s(λ)j. This in turn implies that there exists a set R ⊆ N such that R
is a disjoint union of k or fewer λ-connected sets, and |R| > |Sk|.
Write Sk = {s1 = 1, s2, . . . , st} with si < si+1; write R = {r1, r2, . . . , rt+1, . . .} with ri < ri+1. We claim that rt+1 6∈ Sk,
but Sk ∪ {rt+1} is a disjoint union of k or fewer λ-connected subsets with cardinality t + 1. Assuming the claim, we have
a contradiction: rt+1 must be λ-connected to some number in Sk because Sk is already a disjoint union of k (and no fewer)
λ-connected subsets. This implies that the box containing rt+1 would be placed in one of the first k columns of Dλ, which is
a contradiction.
It remains to show the claim. We use induction by showing that {s1, . . . , si, ri+1, . . . , rt+1} is a disjoint union of k or
fewer λ-connected subsets, with si < ri+1, for all i ≤ t . The basis step may be argued thus. We have s1 = 1 ≤ r1 by the
construction of Dλ. Let rj ∈ R be such that rj is λ-connected to r1. Then r1 − rj 6∈ Ψλ; that is, 〈λ+ δ, (r1 − rj)∨〉 ≥ p. Since
λ is dominant, this implies that
〈λ+ δ, (1 − rj)∨〉 = 〈λ+ δ, (1 − r1)∨〉 + 〈λ+ δ, (r1 − rj)∨〉 ≥ p
So rj is λ-connected to 1 = s1. This implies that {s1, r2, . . . , rt+1} is a disjoint union of k or fewer λ-connected sets. Finally,
s1 = 1 < r2 is clear.
For the inductive step, assume that {s1, . . . , si, ri+1, ri+2, . . . , rt+1} is a disjoint union of k or fewer λ-connected subsets.
Note that si+1 may be characterized as the least integer such that {s1, . . . , si} ∪ {si+1} is a disjoint union of k or fewer
λ-connected subsets with cardinality i+ 1. Since ri+1 is such an integer by induction, we have si+1 ≤ ri+1.
Now the same argument as in the basis step shows that for rj > ri+1, if rj is λ-connected to ri+1, then rj is λ-connected
to si+1. Thus, {s1, . . . , si+1, ri+2, . . . , rt+1} is a disjoint union of k or fewer λ-connected subsets with ri+2 > ri+1 ≥ si+1. So
σ(Dλ)t = s(λ).
Next, we show that c(λ) = s(λ)t — that is, using Γλ or Ψλ does not change the partition. We have λ in the lower closure
of some alcove w · C for some unique w ∈ Wp. For this portion of the proof, we will rely heavily on notation and results
from [20]. In the notation of [20, p. 97], σ(w)t = s(λ)t . We want to show that c(λ) = σ(w)t . As in [20, 6.1], write kwij for the
unique integer which satisfies:
kwij p ≤ 〈λ+ δ, (i − j)∨〉 < (kwij + 1)p.
Thus we have i − j ∈ Ψλ if and only if kwij = 0. Thus, c(λ)1 is the maximal cardinal of a subset X ⊆ N with kwij = 0 for
i, j ∈ X, i < j; in general,∑ti=1 c(λ)i is the maximal cardinal of a disjoint union of subsets X1, . . . , Xt ⊆ N with kwij = 0 for
i, j ∈ Xl, i < j.
Let a denote amodulo n. By [20, Lemma 6.3.2], we have kwij = 0 if and only if for all u1, u2 ∈ Z with {u1, u2} = {i, j},
u1 < u2 H⇒ u1w−1 < u2w−1. Here,w is considered as a permutation of Z: see [20, p. 67]. This lemma implies that each Xl
above corresponds to an antichain in the partial order defined on [20, p. 74].
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The definition of σ(w) is on [20, p. 77]; it is defined using chains in the partial order defined on [20, p. 74]. Now we can
apply Greene’s Lemma 5.1.1 to obtain c(λ) = σ(w)t .
Finally, we have h(w) = s(λ)t by [20, 6.3]. 
6. Lower and upper bounds
6.1. Lower bound
A major advantage of the approach using Ψλ is its amenability to the calculation of a lower bound of the variety of a
tilting module. In fact, we get almost exactly what we need by simply looking at the restriction of the tilting module to a
well-chosen Levi subgroup. Note that part (b) of the following lemma appears in a stronger form in [5, (1.5) (ii)].
Lemma 6.1.1. Let I ⊆ ∆ and λ ∈ X(T )+.
(a) If 〈λ+ δ, α∨〉 < p for all α ∈ I , then V(LI )1(TLI (λ)) = N (lI).
(b) TLI (λ) is a direct summand of T (λ) ↓LI for all I ⊆ ∆.
Proof. For part (a), since 〈λ+ δ, α∨〉 < p for all α ∈ I , λ and 0 belong to the same facet for LI (cf. [12, II 6]). This implies that
TLI (λ) = H0LI (λ) [12, E.1]. Since λ and 0 belong to the same facet for LI , we have
V(LI )1(H
0
LI (λ)) = V(LI )1(H0LI (0)) = V(LI )1(k) = N (lI)
For part (b), since λ is a weight of T (λ), there exists a vector vλ ∈ T (λ) ↓LI of weight λ. Because T (λ) ↓LI is a tilting module
for LI , vλ ∈ TLI (µ) for some µ ∈ X(T )+, where TLI (µ) is an indecomposable summand of T (λ) ↓LI . This implies that λ ≤ µ.
Now, similarly, theremust be a vector vµ ∈ TLI (µ) of weightµ; and since TLI (µ) is a direct summand of T (λ) ↓LI , this means
that µ is a weight of T (λ). This implies that µ ≤ λ; so µ = λ. 
Theorem 6.1.2. Let I ⊆ ∆ and λ ∈ X(T )+ with Φ+I ⊆ Ψλ. Then G · N (lI) ⊆ VG1(T (λ)). Thus, for all I such that Φ+I ⊂ Ψλ,
Opi(I) ⊆ VG1(T (λ)).
Proof. First, note that I and λ satisfy the hypothesis of Lemma 6.1.1(a). Using Lemma 6.1.1, we calculate as follows:
N (lI) = VLI1 (TLI (λ)) ⊆ VLI 1(T (λ) ↓LI ) ⊆ VG1(T (λ))
Since VG1(T (λ)) is closed under conjugation by G, the result is proved. 
In particular, if there exists an I ⊆ ∆ such that Φ+I ⊆ Ψλ and c(λ) = pi(I), then this theorem shows that Oc(λ) ⊆
VG1(T (λ)); so one inclusion of the conjecture is proven in this common case. In general, we have
⋃t
i=1 Opi i ⊆ VG1(T (λ))
where {pi i} is a set of incomparable partitions less than c(λ). Each pi i = pi(I i) for some I i such that Φ+I i ⊆ Ψλ. This reduces
the problem of finding a lower bound of the support variety to showing that the variety is irreducible. For another reduction
of the problem, see Theorem 9.1.1.
6.2. Upper bound
The following proposition is the basis for all the upper bound calculations in this paper.
Proposition 6.2.1. Let λ,µ ∈ X(T )+ satisfy λ− µ ∈ X(T )+. Then VG1(T (λ)) ⊆ VG1(T (µ)).
Proof. Consider T (µ) ⊗ T (λ − µ), which is a tilting module over G. If T (λ) is a direct summand of this module, then
VG1(T (λ)) ⊆ VG1(T (µ) ⊗ T (λ − µ)); this implies the lemma. So it suffices to show that T (λ) is a direct summand. There
exists a vector vλ in this tensor product of weight λ = µ+ λ− µ; in particular, vλ ∈ T (γ ) for some T (γ )which is a direct
summand of T (µ)⊗ T (λ−µ). We have λ ≤ γ . Since γ is a weight in the tensor product, we can write γ = γ1 + γ2 where
γ1 is a weight of T (µ) and γ2 is a weight of T (λ− µ). So γ1 ≤ µ and γ2 ≤ λ− µ; this implies that γ ≤ λ. So λ = γ . 
7. Computations
7.1. Complete root systems
Throughout this subsection, let λ ∈ X(T )+, with Ψλ = Φ+I for some I ⊆ ∆. Thus Ψλ is a complete set of positive roots
for some Levi subgroup of G.
Given any partition pi of n, there exists at least one set of simple roots I ⊆ ∆ such that pi(I) = pi ; and given any such root
system I with pi(I) ≤ (pd, r), there exists a weight λ in X(T )+ such that Ψλ = Φ+I . In fact, if I 6= ∆, then there are infinitely
many such λ. So we are considering a large class of tilting modules which intersects every cell region. We can prove our
conjecture for this class of tilting modules.
Theorem 7.1.1. If λ ∈ X(T )+ and Ψλ = Φ+I , then VG1(T (λ)) = Oc(λ).
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Proof. We start by showing that VG1(T (λ)) ⊆ Oc(λ). We will construct a weight µ ∈ X(T ) satisfying the following
properties:
(i) λ− µ ∈ X(T )+
(ii) Φµ ∼= An1 × An2 × · · · × Ans where (n1 + 1, n2 + 1, . . . ., ns + 1, 1l) = c(λ)t
(iii) µ ∈ X(T )+
For the moment, suppose such a weight exists. Let S ⊆ ∆ be such thatw(Φµ) = ΦS for somew ∈ W . Using Theorem 2.4.1,
we have VG1(H
0(µ)) = G · uS = Opi(S)t = Oc(λ).
Since λ and µ satisfy the hypotheses of Proposition 6.2.1, VG1(T (λ)) ⊆ VG1(T (µ)). We have a filtration of T (µ) with
successive subquotientsH0(µ1), . . . ,H0(µi)where theµj are each strongly linked toµ (cf. [12, II 6]). Thuswe haveΦµj = Φµ
for all j, so VG1(H
0(µj)) = VG1(H0(µ)) by [16], which implies that
VG1(T (µ)) ⊆ VG1(H0(µ)) = Oc(λ)
Thus it will suffice to show that µ exists.
Consider the notch tableau Dλ. The shape of this tableau gives c(λ) reading across the rows, and c(λ)t reading down
columns. We build a new tableau Eλ, using the shape of Dλ, but with different numbers inside. Fill the top left box of Eλ with
an arbitrary integer x. Now, fill the first row with the consecutive decreasing numbers x− 1, x− 2, . . .. For the second row,
start with x− p in the leftmost box. Note that x− pmust be strictly less than the least number on the first row, because no
row can have more than p boxes. Fill the second row with the consecutive decreasing numbers x − p − 1, x − p − 2, . . ..
Continue in this fashion: for the ith row, start with x− (i− 1)p in the leftmost box, which will be strictly less than the least
number in the row above. Fill the row with consecutive decreasing integers, in order.
Now,wehave constructedµ+δ: this is defined as the vectorwhose coefficients in the -basis ofX(T ) are given by reading
the integers across the rows of Eλ in order. Because these numbers are strictly decreasing, it follows thatµ is dominant. We
haveΦµ ∼= An1 × An2 × · · · × Ans , by construction. One can see this by reading down the columns.
It remains to show that λ − µ ∈ X(T )+. This is equivalent to λ + δ − (µ + δ) ∈ X(T )+; we can check this condition
by looking at inner products with simple roots. We want to show that 〈λ + δ − (µ + δ), α∨i 〉 ≥ 0 for all αi ∈ ∆, which
is equivalent to 〈λ + δ, α∨i 〉 ≥ 〈µ + δ, α∨i 〉 for all αi ∈ ∆. If αi 6∈ Ψλ, then we have 〈λ + δ, α∨i 〉 ≥ p by definition of Ψλ,
and 〈µ + δ, α∨i 〉 ≤ p by construction. If αi ∈ Ψλ, then we have 〈λ + δ, α∨i 〉 ≥ 1 because λ is dominant. We claim that〈µ + δ, α∨i 〉 = 1, so the condition holds for such αi. In order to verify the claim, we will prove that if αi ∈ Ψλ, then the
boxes containing i and i + 1 are next to each other in the same row of Dλ. This follows from the fact that if αi ∈ Ψλ, then
the box containing i+ 1 does not start a new row in Dλ, and is placed at the right end of the current bottommost row in Dλ
during the construction. We prove this by induction. For i = 1, this can be verified from the construction. Now, suppose by
induction that this is true for all i ≤ m for somem, and suppose that αm ∈ Ψλ. Consider the diagram Dλ, with only the boxes
containing numbers less than or equal tom. We will show that the box containingm+ 1 is placed at the end of the current
bottommost row in Dλ. Let l be the number in the bottom row, leftmost column. By induction,m was placed in the bottom
row (possibly m = l started this row), so either l − m ∈ Ψλ or l = m. Either way, we have i − m+1 ∈ Ψλ for all i in the
bottom row, since Ψλ is a root system. This means that we cannot placem+ 1 below any boxes on the current bottom row,
so it cannot start a new row. Note that by induction, we must have l−1 − l 6∈ Ψλ (otherwise l would have been placed on
the previous bottommost row), so s − m+1 6∈ Ψλ for all s < l. This means we can place m + 1 in the bottom row directly
to the right ofm. This proves the claim, and allows us to conclude that 〈µ+ δ, α∨i 〉 = 1.
For the lower bound, note that we have c(λ) = pi(I). Thus, the results of Section 6.1 imply that Oc(λ) ⊆ VG1(T (λ)). 
See Section 10.2 to see this proof worked out on an example.
7.2. Hook partitions
A partition is called a hook partition if it has at most one part bigger than 1. If λ is a weight for which c(λ) is a hook
partition, we show how the variety of T (λ) can be calculated using the results of Section 6 and the row-permuted tableaux
Dλ. The following theoremprovides an upper bound and a lower bound for the support variety of any indecomposable tilting
module. When c(λ) is a hook partition, the lower bound and upper bounds agree and we have equality.
Theorem 7.2.1. Let λ ∈ X(T ) be such that c(λ) = (c1, c2, . . . , ct) with ct > 0. Let σ = (n − (t − 1), 1(t−1)) ; let
τ = (c1, 1(n−c1)). Then σ is the least hook partition dominating c(λ) and τ is the greatest hook partition dominated by c(λ).
(a) For any λ ∈ X(T ), we have Oτ ⊆ VG1(T (λ)) ⊆ Oσ .
(b) If c(λ) is a hook partition, then VG1(T (λ)) = Oc(λ).
Proof. Since ci ≥ 1 for all i > 1, we have c(λ) ≥ τ , and any hook partition greater than τ must have first part larger than
c1, so τ is the greatest hook partition dominated by c(λ).
To show that σ ≥ c(λ), we can calculate using the fact that ci ≥ 1. We have
m∑
i=1
ci = n−
∑
i = m+ 1tci ≤ n− (t −m) =
m∑
i=1
σi.
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Any hook partition which dominates c(λ)must not have more parts than c(λ), so it must have less than or equal to t parts.
The hook partitions are ordered linearly by the dominance ordering, and their order is determined by howmany parts they
have. Since σ has t parts, it is the least hook partition dominating c(λ).
(a) As in the proof of Theorem 7.1.1, for the upper bound it suffices to construct a weight µ which satisfies three
conditions:
(i) λ− µ ∈ X(T )+;
(ii) Φµ ∼= An1 × An2 × · · · × Ans where (n1 + 1, n2 + 1, . . . , ns + 1, 1l) ≥ σ t (that is, n1 + 1 ≥ t);
(iii) µ ∈ X(T )+.
We build a new tableau Eλ, using the shape of Dλ as in Theorem 7.1.1, but with a slightly different technique. First,
fill down the first column of Eλ with x, x − p, x − 2p, . . .. To fill in the other boxes, we proceed inductively. Suppose all
boxes which correspond in Dλ to numbers less than s have been filled in Eλ, and the box corresponding to s has not yet
been filled. Suppose the box corresponding to s − 1 is filled with the integer m. Then fill the box corresponding to s with
m− 〈λ+ δ, (s−1 − s)∨〉.
Working in this way, we can fill all the boxes. Now, we have constructedµ+δ: this is simply defined as the vector whose
coefficients in the -basis ofX(T ) are givenby reading the integers across the rowsof Eλ, in the order givenby the tableauxDλ.
We need to verify the three conditions above. The second condition is verified from the construction, as in the proof of
Theorem 7.1.1. Note that we only need to look at the first column of Eλ for this. To show the first condition holds, it suffices
to show that 〈λ+ δ − (µ+ δ), α∨i 〉 ≥ 0 for all αi ∈ ∆. For all αi ∈ ∆, we want to show that 〈λ+ δ, α∨i 〉 = 〈λ+ δ, α∨i 〉 ≥〈µ+ δ, α∨i 〉. In fact, equality holds unless i+ 1 is in the first column of Dλ. In this case, i+ 1 > 1 so there exists j in the first
column of Dλ directly above i + 1. Observe that 〈µ + δ, (j − i+1)∨〉 = p ≤ 〈λ + δ, (j − i+1)∨〉. Also, since none of the
numbers strictly between j and i+1 are in the first column of Dλ, we have 〈µ+ δ, (j− i)∨〉 = 〈λ+ δ, (j− i)∨〉. We have
〈µ+ δ, α∨i 〉 = 〈µ+ δ, (j − i+1)∨〉 − 〈µ+ δ, (j − i)∨〉
= p− 〈µ+ δ, (j − i)∨〉
≤ p− 〈λ+ δ, (j − i)∨〉
≤ 〈λ+ δ, (j − i+1)∨〉 − 〈λ+ δ, (j − i)∨〉
= 〈λ+ δ, α∨i 〉.
Finally, we need to show that µ ∈ X(T )+. We have 〈µ + δ, α∨i 〉 = 〈λ + δ, α∨i 〉 > 0 for any i such that i + 1 is not in
the first column of Dλ. If i + 1 > 1 is in the first column of Dλ, then there exists j in the first column of Dλ directly above
i + 1. We will argue by contradiction to show that in this case 〈µ + δ, α∨i 〉 > 0. As above, 〈µ + δ, (j − i+1)∨〉 = p. If〈µ + δ, (i − i+1)∨〉 ≤ 0, then 〈µ + δ, (j − i)∨〉 ≥ p. Since 〈λ + δ, (j − i)∨〉 ≥ 〈µ + δ, (j − i)∨〉, this would mean
that 〈λ+ δ, (j − i)∨〉 ≥ p. However, in this case some number smaller than i+ 1 would have been placed directly below
j in the construction of Dλ, a contradiction. So µ is dominant.
For the lower bound, we want to apply the results of Section 6.1 to imply that VG1(T (λ)) ⊇ Oτ . In order to do this, we
need to find a set I ⊆ ∆ such that Φ+I ⊆ Ψλ, with pi(I) = τ . Note that if τ = (1, 1, . . . , 1), then we can take I = ∅.
Otherwise, the shape of Dλ has a maximal row (not necessarily unique) with length equal to c1 > 1.
Let j be the number in the rightmost box of this row in Dλ. When this box was placed on the diagram, at the jth step, we
compared j to at least c1 − 1 numbers less than j before placing it. Thus, 〈λ + δ, ((j−c1+1) − j)∨〉 < p. We can therefore
take I = {α(j−c1+1), . . . , αj−1}.
(b) In the case that c(λ) is a hook partition, we have c(λ) = (c1, 1, . . . , 1) = τ = σ ; so the result of (a) reduces to
equality. 
See Section 10.3 for an example of a weight which corresponds to a hook partition, with the above proof worked out in
this case.
7.3. The case p = 2
In the introduction, we noted that if p < h then the interior of the alcoves contain no integral weights. As a result of this,
certain cell regionswill no longer contain integralweights. For example, C is always a cell region by itself andwill not contain
integral weights whenever p < h. For smaller p, there will be fewer and fewer cell regions containing integral weights: in
fact, the cell regions containing integral weights will be exactly the cell regions corresponding to partitions dominated by
(pd, r). Compare Lemma 3.1.1, and note that these partitions correspond exactly to the orbit closures which can appear as
the support varieties of tilting modules.
This behavior limits the possible varieties of tilting modules for small p, which actually simplifies the problem. In fact,
the lower and upper bounds which have been given are powerful enough to allow us to prove the conjecture when p = 2.
Theorem 7.3.1. When p = 2, we have VG1(T (λ)) = Oc(λ) for all λ ∈ X(T )+.
Proof. We know that VG1(T (λ)) ⊆ N1(g) = O(2d,r) where n = 2d + r . All partitions of n which are dominated by (2d, r)
are of the form (2m, 1(n−2m)). These partitions are linearly ordered by the dominance ordering. The linear ordering of these
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partitions implies that VG1(T (λ)) must be an irreducible variety. Therefore, Oc(λ) ⊆ VG1(T (λ)) by Theorem 6.1.2 and the
remarks afterward.
Write VG1(T (λ)) = Oτ where τ is a partition of n. We have τ ≥ c(λ). Write c(λ) = (2m, 1(n−2m)). By Theorem 7.2.1(a),
we have VG1(T (λ)) ⊆ Oσ where σ = (m + 1, 1(n−(m+1))). So VG1(T (λ)) ⊆ Oσ ∩ O(2d,r). Thus, τ ≤ σ . This means that∑s
j=1 τj ≤
∑s
j=1 σj = m+ s for all s. So whenm < s, we must have τs ≤ 1; that is, τ has at least n− (2m) parts equal to 1.
So τ ≤ c(λ), and the result is proved. 
8. Comparing Conjecture 3.2.1 to Donkin’s conjecture
8.1. Donkin’s conjecture
In [6, Section 6], Donkin states a conjecture for the support varieties of tilting modules for p = 2 where the highest
weight of the tilting module is a polynomial weight. A weight λ ∈ X(T )+ is a polynomial weight if all coefficients of the
weight in the -basis are nonnegative. We paraphrase the relevant portion of [6, Section 6]. For λ ∈ X(T )+ where λ is a
polynomial weight, let λ¯ be a partition of n defined as follows: let ai be the number of coefficients of λ in the -basis which
are equal to i. Then λ¯ is the partition formed by reordering (a0, a1, . . .) in nondecreasing order. We say that a partition µ of
n is a refinement of a partition pi = (pi1, pi2, . . . , pit) if there exist µ1 ` pi1, µ2 ` pi2, . . . , µt ` pit such that µ is equal to
the concatenation of the µi, reordered if necessary.
Conjecture 8.1.1. Let p = 2, and let λ ∈ X(T )+ be a polynomial weight, and µ a partition of n. Then Oµ ⊆ VG1(T (λ)) if and
only if µ is a refinement of λ¯.
As stated this is slightly inaccurate. One can take G = GL3 and λ = (1, 1, 1) in the -basis (i.e. the determinant
representation). Then T (1, 1, 1) = L(1, 1, 1) is one-dimensional so VG1(T (1, 1, 1)) = N1(g) = O(2,1). But according to
Donkin’s Conjecture as stated, λ¯ = (3) and O(3) ⊆ VG1(T (1, 1, 1)). After an e-mail communication with Donkin, we have
the following correction:
Conjecture 8.1.2. Let p = 2, and let λ ∈ X(T )+ be a polynomial weight, and µ a partition of n. Then Oµ ⊆ VG1(T (λ)) if and
only if µ is a refinement of λ¯ and all parts of µ are less than or equal to 2.
We will now show that this corrected conjecture is equivalent to Conjecture 3.2.1 for p = 2. This means that
Theorem 7.3.1 proves Donkin’s Conjecture.
For x ∈ Q, let dxe denote the greatest integer less than or equal to x. Write λ¯ = (pi1, pi2, . . . , pit); and let
m =
t∑
i=1
⌈pii
2
⌉
.
Now define d(λ) = (2m, 1r) ` n. Note that d(λ) is a refinement of λ¯.
Lemma 8.1.3. The conclusion to Conjecture 8.1.2 is equivalent to VG1(T (λ)) = Od(λ).
Proof. Wewant to show thatOµ ⊆ Od(λ) if and only if µ is a refinement of λ¯with all parts less than or equal to 2. We have
Oµ ⊆ Od(λ) if and only if µ ≤ d(λ) in the dominance order. First, let µ ≤ d(λ). Since d(λ) = (2m, 1r), we have µ = (2s, 1q)
with s ≤ m. This implies that µ is a refinement of d(λ), which implies that µ is a refinement of λ¯. So µ is a refinement of λ¯
with all parts less than or equal to 2. Conversely, note that ifµ is a refinement of λ¯with all parts less than or equal to 2, then
µ = (2s, 1q) for some s. Each part pii of λ¯ can contribute to µ at most
⌈
pii
2
⌉
parts equal to 2, so s ≤ m. Therefore µ ≤ d(λ).
Theorem 8.1.4. Let p = 2 and let λ ∈ X(T )+ be a polynomial weight. Then d(λ) = c(λ). Thus, Donkin’s Conjecture is equivalent
to Conjecture 3.2.1 for p = 2, and Donkin’s Conjecture holds by Theorem 7.3.1.
Proof. We work by induction on n. If n = 2, we split into two cases. If α1 ∈ Ψλ, then 〈λ + δ, α∨1 〉 = 1 since p = 2, so
λ = s1 + s2 for some nonnegative integer s. So d(λ) = (2) = c(λ) in this case. Otherwise, if α1 6∈ Ψλ, then λ = s1 + t2
for some s 6= t . So d(λ) = (1, 1) = c(λ) in this case.
Now, suppose that the conclusion holds for all ranks less than n, and we will show it holds for n. Note that Ψλ ⊆ ∆ since
p = 2. We split into two cases again. IfΨλ = ∆, then 〈λ+ δ, α∨i 〉 = 1 for all αi ∈ ∆. This means that λ = s
∑n
i=1 i for some
nonnegative integer s. So λ¯ = (n) and d(λ) = (2d, 1r) = c(λ)where n = 2d+ r , 0 ≤ r < 2.
Otherwise, fix an i such that αi 6∈ Ψλ. Set I = {αj : j < i} and J = {αj : j > i}. Write λ = (λ1, . . . , λn) in the
-basis; let λI = (λ1, . . . , λi) and let λJ = (λi, . . . , λn). Note that since αi 6∈ Ψλ, we have αi 6∈ K for any K ⊆ ∆ such that
Φ+K ⊆ Ψλ. So c(λ) is the partition formed by concatenating c(λI) and c(λJ) and reordering if necessary. Since λi 6= λi+1, λ¯
is the partition formed by concatenating λI and λJ and reordering if necessary; thus d(λ) is formed similarly from d(λI) and
d(λJ). By induction, d(λI) = c(λI) and d(λJ) = c(λJ). Thus d(λ) = c(λ). 
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9. Reduction to the restricted region
9.1. Making the problem finite
In this section, we prove that it suffices to look at weights in the restricted region X(T )1 = {λ ∈ X(T ) : 〈λ + δ, α∨〉 ≤
p for all α ∈ ∆} in order to calculate the support varieties of all indecomposable tilting modules. This reduces the problem
to a finite number of weights for any given n.
Theorem 9.1.1. If VG1(T (µ)) = Oc(µ) for all µ in the restricted region, then VG1(T (λ)) = Oc(λ) for all λ ∈ X(T )+.
Proof. For the upper bound, suppose the condition holds for all weights in the restricted region. Let λ ∈ X(T )+ be given,
and let µ be a weight in X(T )1 satisfying:
〈µ+ δ, α∨i 〉 =
{〈λ+ δ, α∨i 〉 if αi ∈ Ψλ
p if αi /∈ Ψλ
Note thatΨµ = Ψλ, so c(µ) = c(λ). We have λ−µ ∈ X(T )+, so by Proposition 6.2.1, VG1(T (λ)) ⊆ VG1(T (µ)) ⊆ Oc(µ) =
Oc(λ). Thus, the upper bound holds.
For the lower bound, we will argue by induction on n. For n = 2, if λ 6∈ X(T )+ then c(λ) = (1, 1) and O(1,1) = {0} ⊆
VG1(T (λ)). Now, suppose the hypothesis is true for all k ≤ n, and the conclusion holds for all k < n. We will show the
conclusion holds for n.
First, note that if λ ∈ X(T )+ but λ is not in the restricted region, then there exists αi ∈ ∆ such that αi 6∈ Ψλ. Fix such an
i. Set I = {αj : j < i} and J = {αj : j > i}. Write λ = (λ1, . . . , λn) in the fundamental weight basis; let λI = (λ1, . . . , λi−1)
and let λJ = (λi+1, . . . , λn). Note that since αi 6∈ Ψλ, we have αi 6∈ K for any K ⊆ ∆ such that Φ+K ⊆ Ψλ. So c(λ) is the
partition formed by concatenating c(λI) and c(λJ) and reordering if necessary.
By our induction hypothesis, V(LI )1(TLI (λI)) contains a nilpotent matrix with Jordan block sizes given by c(λI). Similarly,
V(LJ )1(TLJ (λI)) contains a nilpotent matrix with Jordan block sizes given by c(λJ). Let K = I ∪ J; these two results imply that
V(LK )1(TLK (λ)) contains a nilpotent matrix with Jordan block sizes given by the concatenation of c(λI) and c(λJ). Let A be an
n× n nilpotent matrix in Jordan form with block sizes given by the concatenation of c(λI) and c(λJ).
By Lemma 6.1.1(b), TLK (λ) is a direct summand of T (λ) ↓K . As in the proof of Theorem 6.1.2, we have
VG1(T (λ)) ⊇ G · A = Oc(λ). 
10. Examples
Throughout this section, we will use the following five examples to demonstrate the various theorems and explain
subtleties which arise in proving upper and lower bounds in general. The first three examples are representatives of large
classes of weights λ such that T (λ) can be computed. In the last two examples, we cannot calculate the variety of T (λ) using
the methods in this paper.
(9.1) The complete subroot system case. Take p = 5 and n = 7. Let λ1 = (21, 18, 14, 13, 12, 6, 4, 0) in the -basis. The
tilting module T (λ1) is a representative of the largest class of tilting modules for which the variety can be calculated
using the methods in this paper.
(9.2) The hook partition case. Take p = 7 and n = 7. Let λ2 = (36, 23, 11, 10, 9, 9, 8, 0).
(9.3) The p = 2 case. Take p = 2 and n = 9. Let λ3 = (6, 6, 6, 3, 3, 3, 3, 1, 1, 0). This example will be used to demonstrate
the general proof for p = 2.
(9.4) A subtle upper bound case. Take p = 5 and n = 4. Let λ4 = (6, 6, 3, 0).
(9.5) A subtle lower bound case. Take p = 5 and n = 5. Let λ5 = (4, 2, 2, 2, 2, 0).
10.1. Using tableaux
Let S = Ψλ1 . We have Ψλ1 = {α1, α3, α4, α6, α3 + α4}. We can find the partition by just looking at the structure of Ψλ.
If we let I = {α1, α3, α4, α6}, then we have Ψλ1 = Φ+I . So c(λ1) = pi(I) = (3, 22, 1). We can also get this result using the
notch tableau construction given in Section 4.2.
Since α1 ∈ S, the tableau after two steps is
1 2
Since 1 − 3 = α1 + α2 6∈ Ψλ1 , Condition 4.2.2 will be satisfied if the box containing 3 is put at the bottom of the first
column, so this is what we do:
1 2
3
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Since 3 − 4 = α3 ∈ Ψλ1 , Condition 4.2.2 will not be satisfied if we place the box containing 4 in the first column;
however, we can place the box containing 4 in the second column because 2 − 4 = α2 + α3 6∈ Ψλ1 .
1 2
3 4
Condition 4.2.2 will not be satisfied if the box containing 5 is placed in either the first or second column. It must be
placed starting a new column and according to the stated construction, we must attach it to the bottommost row possible.
This gives us:
1 2
3 4 5
Continuing in this manner, we can construct DS ; when finished, it looks like this:
1 2
3 4 5
6 7
8
We can read off the partition from this notch tableau: σ(Dλ) = (3, 22, 1).
10.2. Complete root system
Nowwe can use λ1 to demonstrate the proof of Theorem 7.1.1. Let x = 15, and recall that p = 5. Then Eλ is the following
notch tableau:
15 14
10 9 8
5 4
0
Thus, µ + δ = (15, 14, 10, 9, 8, 5, 4, 0) in the -basis. The interested reader can check that Φµ ∼= A3 × A2; thus
VG1(T (λ1)) ⊆ O(4,3,1)t = Oc(λ). For the lower bound, we can apply Theorem 6.1.2 with I = Ψλ.
10.3. Hook partition
Consider λ2. To calculate the support variety, we will demonstrate the proof of Theorem 7.2.1. Constructing Dλ
yields
1
2
3 4 5 6
7
8
Here c(λ) = (4, 14). Recall that p = 7, and let x = 35. Following the proof of Theorem 7.2.1, we have Eλ as
35
28
21 19 17 16
14
7
Thus, µ + δ = (35, 28, 21, 19, 17, 16, 14, 7) in the -basis. The interested reader can check that Φµ ∼= A4; thus
VG1(T (λ1)) ⊆ O(5,13)t = Oc(λ). For the lower bound, we can apply Theorem 6.1.2 with I = {α3, α4, α5}.
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10.4. The case p = 2
Now, consider the case of λ3. Constructing Dλ yields
1 2
3
4 5
6 7
8 9
10
Here c(λ3) = (24, 12). We have t = 6 in Theorem 7.2.1, which gives VG1(T (λ3)) ⊆ O(5,15). In fact, using the fact that p = 2,
we have
VG1(T (λ3)) ⊆ O(5,15) ∩N1(g)
⊆ O(5,15) ∩ O(25)
⊆ O(24,12)
⊆ Oc(λ3)
by a dominance order calculation. For the lower bound, we can apply Theorem 6.1.2 with I = {α1, α4, α6, α8}.
10.5
Finally, we demonstrate some of the subtleties involved in extending the results in this paper to all indecomposable
tilting modules.
10.5.1. Upper bound
Unfortunately, Proposition 6.2.1 is not strong enough to provide the upper bound wewant for all indecomposable tilting
modules. Consider the case of λ4. Constructing Dλ yields
1 2
3
4 5
Here c(λ4) = (22, 1), and c(λ)t = (3, 2). In order to use Proposition 6.2.1 to obtain a tight upper bound on the variety, we
would need to find a dominant weight µ such that λ4 −µ is dominant, withΦµ ∼= A2 × A1. A brute force check shows that
such a weight cannot exist.
10.5.2. Lower bound
Consider an example where the lower bound given by Theorem 6.1.2 is not quite big enough. Constructing Dλ for λ = λ5
yields
1 2 3 5
4 6
We have c(λ5) = (4, 2). Let I1 = {α2, α3, α4} and I2 = {α1, α2, α4, α5}: these satisfy Φ+Ii ⊂ Ψλ for i = 1, 2. Thus
Theorem (4.1) gives
Opi(I1) ∪ Opi(I2) = O(4,12) ∪ O(3,3) ⊆ VG1(T (λ5))
There is no I such that pi(I) = (4, 2) andΦ+I ⊆ Ψ (λ5); therefore, we cannot get a tight lower bound from Theorem 6.1.2.
Other methods will be needed to calculate the support variety of this tilting module.
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