As the amount of recoded TV content is increasing rapidly, people need active and interactive browsing methods. In this paper, we use both text information from closed captions and visual information from video frames to generate links to enable one to explore not only the original video content but also augmented information from the Web. This solution especially shows its superiority when the video content cannot be well represented only by closed captions. A prototype system was implemented and some experiments were carried out to prove the effectiveness and efficiency.
INTRODUCTION
Nowadays, millions of homes enjoy interactive television. Web-like technologies such as pay-per-view, personal video recording, video-on-demand etc. are revolutionizing our way of watching television. Watching television is becoming an active entertainment and the viewers are evolving from a passive to an active role.
Although television programs are well-edited by professionals, the details and scope of the information are limited to meet public taste. More additional information and related materials are required for the diversity of personal information needs. In some web-based TV recommendation systems [1, 2] , users can view their personalized TV guides in specially customized HTML or WML pages. Furthermore, some efforts [6, 8] have been initiated to provide links to further information and data inside television programs.
In [7] , the concept of "webified video" is proposed, which helps users to acquire value-added content from Web content when they view the original TV programs. The TV program is divided into different levels of segments using close captions attached to it. Then the Web content relevant to these structured text data is retrieved and hyperlinks are created to associate the TV program with the Web pages. Accordingly, the videos and links to further information are integrated in a Web-based browser. However, this solution is based on the assumption that the topic of a video scene can be represented by word distribution of closed captions. Many TV programs, such as news videos, can conform well to the assumption. However, in some cases such as animations or dramas, the video structure does not directly correspond to the closed captions and the relationship between visual content of the scene and the closed captions is weak. Therefore, it is often difficult to generate video structures and retrieve the correct related information only by closed captions
In this paper, we utilize both the text information from closed captures and visual content from video frames to produce external links to Web content and internal links to other scenes in TV programs. Considering that pure text information may not well describe the TV content, we first combine text information and visual information to generate a hierarchical video structure. Based on the structured video, relevant Web content is respectively retrieved based on similarity of text and visual appearance. Then the Web content is fused in the TV program display in a zooming and adaptive manner. The external links to related Web content and internal links in TV programs are listed on the side storyboard as Figure 1 . Viewers can easily access related information in detail and from different viewpoints. They can also look through the video content from the information provided by fast forwarding. Since the links can be built by the visual similarities among the videos, the viewer can even switch to another scene with an identical character or an identical prominent object.
The system mainly consists of three modules: hierarchical video structure generation, creation of internal and external links and adaptive information display. 
HIERARCHICAL VIDEO STRUCTURE GENERATION
We first carry out hierarchical segmentation to extract three level structures in the TV program, which are defined as segments, topics and sub-topics sequentially in our system. As mentioned above, the closed captions may not synchronize well with the video content in some types of videos. In this case, the word distribution in closed captions is not so well-regulated that it is difficult to judge video boundaries by pure text information. Therefore, a two-step process is adopted in our solution. First, the video is initially divided into a series of segments according to the statistical differences of visual content between video frames. Based on the visual content-based segmentation results, the second step is to adjust the segment boundaries using the information of word contributions in corresponding closed captions, followed by iterant dividing processes into topics and sub-topics.
Since it is not necessary to achieve very high accuracy in the initial segmentation, a common color histogram method is adopted in the initial visual content based segmentation. A running histogram method similar to the algorithm described in [10] is performed and two thresholds are used. The high threshold is for declaring a cut and the low threshold is assumed for the gradual shot transition.
By the above segmentation method based on visual features, the original TV program S can be divided into a series of initial segments S 1 S 2 …S n . Here we assume the prior probability of segmentation Si to be normal with respect to the distance of frame numbers D(N i , N x ) between the detected boundary frame i and a certain frame x, that is:
Then we consider the statistical word distributions in corresponding closed captions. Let 
According to the Maximum A Posterior (MAP) principle, the most likely segmentation i S can be denoted as:
since ( ) P W is a constant for a given text span W. ( | ) i P W S can be represented by the number of each different word in the text span W [9] . We update the segmentation 1 2 n S S S S = using the dynamic programming approach in [7] .
Similar text based segmentation in [7] is done to the updated video segments
Consequently, the segments are divided into topics and the topics into sub-topics. The original TV program is divided into three-level structured data hierarchically.
EXTERNAL AND INTERNAL LINK CREATION
As shown in Figure 2 , we produce two kinds of links to be displayed on the storyboard beside the video shows: external links to the related Web pages and internal links to the related video topics. Both are created respectively by text-based retrieval and visual content matching.
Creation of text-based links
In this text based processing step, a complementary information retrieval method [6] is used to find related Web content and similar topics in the TV programs. First, topic structures are extracted from hierarchically segmented TV programs. Four types of queries are generated using the topic structures: content-deepening, subject-deepening, subject-broadening and content-broadening queries. These queries are issued to the Web search engine such as Google.
The top results are collected and their URLs are integrated as text-based external links. Similarly, the internal links are built up according to the similarity of extracted topics.
Creation of visual content-based links
The visual video content is also used to update the external and internal links on a storyboard. It can be described in an example scenario. If the viewer is interested in an object in the current scene when watching TV, he/she can simply pause the show and the current picture will be matched in the image database to find online resources and other possible scenes including an identical object. Generally, the task of finding similar scenes by visual appearance turns to the traditional Content Based Image Retrieval (CBIR) method. However, systems built this way generally aim at finding images with some similar visual features to the query image. This coarse-grain matching method is not suitable for our task because of its limited accuracy. We expect to find pictures containing the same prominent object or scene as the query image.
Therefore, a fine-grain matching scheme is designed based on local descriptors of key points in the image as shown in Figure 3 . The image database can be composed of Web image collections or the video frames from TV programs. For the former image database, as shown in Figure 4 , key frames are extracted from video segments to search the matched images. Cached web pages containing those matched images would be selected to build up external links for reference. For the latter database, current scene can be used to find the matched video frames to create the internal links.
The SIFT algorithm [5] is employed to detect local key points for all the images in the database. The 128-D SIFT features around the key points are extracted to be represented by local descriptors. The SIFT descriptor deals well with image scaling, crop, shearing, rotation, partial occlusions, brightness and contrast change etc. The descriptors of images in the database are computed as feature vectors and sequentially stored in a feature database.
The picture for query is also processed in a same way as above and produces a set of local feature vectors. The scenes with identical objects are assumed to be proportional to the similarity of the feature vectors. Since a single image may generate hundreds to thousands of key points and features, an individual query may need to match millions of high-dimensional local features in the image database. The method of sequential scan for matching is computationally prohibitive in a large image set. The common highdimensional indexing solution is to regard a local feature as a point in high-dimensional feature space. Then a similarity search, such as a nearest-neighbor search or a -range search, is performed within the feature space to achieve effective retrieval of similar local features.
In the image matching process, we adopt an index structure based on unsupervised clustering with a Growing Cell Structures (GCS) [4] artificial neural network, which has good performance in higher dimensional space. Suppose there are N feature vectors in the feature database, we choose [ ] N cells, a two-dimensional neighborhood relationship and the KNN cluster algorithm here. For each local point in the query picture, we select n nearest local points with neighborhood relationships in feature space as the matched correspondences. Moreover, if there are only m (m < n) points with neighborhood relationship to the query point, n equals m. The value of n depends on the whole point number in the image database. We experimentally bestow 20 n = in the prototype implementation.
A direct way to judge the similarity of the scene can be to vote on the amount of matched points for each image in the image database. However, there would be many outliers in the matched point pairs by this method because the pair is from a similarity search. In order to eliminate such false matches, we validate the matched points in each image using spatial constraints.
Generally transform changes for the identical object in different scenes can be modeled by the combinations of the following three transforms: rotation transform, scale transform and shear transform. The changes can be represented in an affine transform [3] between different coordinate systems as follows:
, , Considering the presence of many data outliers, the RANdom SAmple Consensus (RANSAC) algorithm [3] is adopted to judge if the pairs can be aligned by a certain affine transform. The process is described as follows. If there are some matched point pairs between a query image and a database image, two of the pairs will be selected to estimate the coefficients in Equation 5 as an initial model. Some other point pairs will be sampled and added to fit the model. After a given K times iterations, if the probability that a given trial is a failure is below a specified value, the image pair is judged as a matched pair. Thus, the visual links can be established by the validated image matches with high precision.
ADAPTIVE INFORMATION DISPLAY
A similar zooming user interface in [7] is adopted to enable viewers to access more information in different levels of detail. Zoom-in and zoom-out functions can switch a display containing only one TV program and one containing several programs. The search range for internal links also varies within the displayed content.
EXPERIMENTS
A prototype system was implemented and we carried out some experiments on it to evaluate our solution from the viewpoints of computational cost and accuracy of retrieved information. We used three animations recoded from NHK in different time. The duration of each was 721 seconds and the resolution was 640x480 pixels. An image database was set up, which consisted of 302 images from captured TV frames, 7137 images from NHK animation websites and 2264 images from Google Image Search results by eight animation names. The excessively small or banner-like images had been removed beforehand. The image dimensions ranged from 100 to 1440 pixels. We extracted the SIFT features and built up the index for all the images offline. The prototype ran on a PC with an Intel P4 3.2GHZ CPU, 2G RAM and MS Windows XP system.
First, a preliminary user study was conducted to give a comparative evaluation of current retrieval results and the results retrieved only by closed captions. All the participants found the function of listing links on the storyboard can provide useful complementary information for them. Most of them (5 out of 6) considered the results produced by the current solution to be superior to the output results based only on closed captions since more visual related information were provided. Second, the above three animations were structurized by the proposed method. We extracted 552 key frames from them as query pictures to generate visual links. The accuracy of links by text-based and visual content-based retrieval methods are listed in Table 1 . This indicates that more than half of the links provide related information which is judged by the users, i.e. they can easily find helpful information through the given links.
Third, we analyzed the computational cost for all the above three animations and the time consumption is recorded stage by stage in Table 2 . It can be seen that visual content-based segmentation is the most time-consuming procedure in the whole process. Fortunately, this segmentation can usually be processed beforehand for recoded TV programs.
CONCLUSIONS
We have proposed a solution to generate links for browsing recoded TV programs in a Web-like manner. Unlike previous work, a hierarchical video structure is generated by integrating both the text information from closed captions and visual information from video frames. Both the textbased search method and the visual content-based search method are employed to generate external links to related Web pages and internal links to other scenes. In future work, we plan to improve the search method, particularly the image matching algorithm.
