Combinatorial constructions for optimal supersaturated designs  by Fang, Kai-Tai et al.
Discrete Mathematics 279 (2004) 191–202
www.elsevier.com/locate/disc
Combinatorial constructions for optimal
supersaturated designs
Kai-Tai Fanga , Gennian Geb;∗ , Min-Qian Liuc , Hong Qind;a
aDepartment of Mathematics, Hong Kong Baptist University, Kowloon Tong, Hong Kong, People’s
Republic of China
bDepartment of Mathematics, Zhejiang University, Hangzhou 310027, Zhejiang, People’s Republic of
China
cDepartment of Statistics, Nankai University, Tianjin 300071, People’s Republic of China
dDepartment of Statistics, Central China Normal University, Wuhan 430079, People’s Republic of China
Received 12 September 2002; received in revised form 24 April 2003; accepted 9 June 2003
Abstract
Combinatorial designs have long had substantial application in the statistical design of exper-
iments, and in the theory of error-correcting codes. Applications in experimental and theoretical
computer science, communications, cryptography and networking have also emerged in recent
years. In this paper, we focus on a new application of combinatorial design theory in experi-
mental design theory. E(fNOD) criterion is used as a measure of non-orthogonality of U-type
designs, and a lower bound of E(fNOD) which can serve as a benchmark of design optimal-
ity is obtained. A U-type design is E(fNOD)-optimal if its E(fNOD) value achieves the lower
bound. In most cases, E(fNOD)-optimal U-type designs are supersaturated. We show that a
kind of E(fNOD)-optimal designs are equivalent to uniformly resolvable designs. Based on this
equivalence, several new in<nite classes for the existence of E(fNOD)-optimal designs are then
obtained.
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1. Introduction
Combinatorial designs have long had substantial application in the statistical de-
sign of experiments, and in the theory of error-correcting codes. Applications in ex-
perimental and theoretical computer science, communications, cryptography and net-
working have also emerged in recent years (see, for example, [8]). In this paper,
we focus on a new application of combinatorial design theory in experimental design
theory.
Sometimes scientists and engineers may meet in conducting experiments that, from
a large number of factors, they need to screen out a few signi<cant ones in a rela-
tively small number of experimental runs. In such situations supersaturated designs
in which the number of main eJects is greater than the number of experimental
runs may be useful. Booth and Cox [3] <rst examined these designs systematically.
Such designs have become increasingly popular in recent years because of their
potential in saving run size and the technical novelty. Most studies (see, for example,
[4,6,11,18–23,25,30,31,33]) have focused on two-level supersaturated designs. How-
ever, designs with multi-level and mixed-level are also requested in industrial and
scienti<c experiments for exploring nonlinear eJects of the factors. Such works in-
clude [34] and [32] on 3-level designs, [13] and [16] on multi-level designs and [15]
on mixed-level designs.
Let U (n; q1; : : : ; qm) denote a design of n runs and m factors with respective q1; : : : ; qm
levels. This design corresponds to an n × m matrix X = (x1; : : : ; xm) such that the
ith column xi takes values from a set of qi elements, say {1; : : : ; qi}, equally of-
ten. The set of all such designs, called U-type designs in the statistical literature
(see [14]), is denoted by U(n; q1; : : : ; qm). Obviously, n must be a multiple of qi;
16 i6m. When some qi’s are the same, we denote it by U(n; q
r1
1 · · · qrll ) with
∑l
i=1
ri =m. Note that the rows and columns of X are identi<ed with the runs and factors,
respectively. And the equal occurrence property of the elements in each column is
desirable for most factorial plans (see [12]) and thus will be used here. Two columns
are called orthogonal if all of their level-combinations appear equally often. When∑m
i=1 (qi − 1)= n− 1, the design is called saturated, and when
∑m
i=1 (qi − 1)¿n− 1,
the design is called supersaturated, under the consideration of the non-identi<ability
of estimation.
A popular criterion for evaluating supersaturated designs in the literature is the E(s2)
criterion proposed in [3], which is limited to the two-level case. The extensions of
E(s2) to the multi-level case are not unique. One extension is the ave 2 criterion (see
[34]), which measures the goodness of a three-level supersaturated design. Another
extension is the E(fNOD) criterion proposed in [15], which is motivated by taking
(x)= x and (x)= x2 from the work of Ma et al. [24]. Fang et al. [15] has provided
strong justi<cations for using minimizing E(fNOD) as a criterion for U-type designs.
And it will be used to measure the non-orthogonality of a U-type design here. A
design U (n; q1; : : : ; qm) is said to be E(fNOD)-optimal, if it minimizes E(fNOD) over
U(n; q1; : : : ; qm). When an E(fNOD)-optimal design is supersaturated (or saturated), it
is also called an E(fNOD)-optimal supersaturated (or saturated) design (EOSD for
simplicity). And an EOSD U (n; qr11 · · · qrll ) is denoted by Sn(qr11 · · · qrll ).
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Yamada et al. [32] and Fang et al. [16] employed some powerful optimization meth-
ods to search Sn(qm) designs over U(n; qm). Their approaches can be applied only for
the cases where n; q and m are small. The main purpose of this paper is to propose
some combinatorial constructions for EOSDs. We establish a one-to-one correspondence
between a kind of Sn(q
r1
1 · · · qrll ) and uniformly resolvable designs (URDs), the latter
are well-studied structures in combinatorial design theory. By collecting the known
ways to construct URDs, such as from resolvable balanced incomplete block designs
(RBIBDs), from resolvable group divisible designs (RGDDs), and from orthogonal
Latin squares, many new EOSDs are obtained without any computer search.
The paper is organized as follows. The lower bound of E(fNOD) is obtained in
Section 2, which can serve as a benchmark of design optimality. In Section 3, the
correspondence between a certain kind of block design and a U-type design, as well
as the equivalence between a kind of E(fNOD)-optimal design and a uniformly resolv-
able design are both established. This equivalence serves as an important theory and
plays a crucial role in the construction of E(fNOD)-optimal designs. The last section
contains some remarks. Some in<nite classes for the existence of EOSDs are tabulated
in Appendix A.
2. Lower bound of E(fNOD)
For a design X ∈U (n; q1; : : : ; qm), the E(fNOD) criterion is de<ned as minimizing
E(fNOD) =
∑
16i¡j6m
fijNOD
/(
m
2
)
; (1)
where fijNOD =
qi∑
u=1
qj∑
v=1
(
n(ij)uv −
n
qiqj
)2
; (2)
n(ij)uv is the number of (u; v)-pairs in columns xi and xj, and n=(qiqj) stands for the
average frequency of level-combinations in each pair of xi and xj. Here, the subscript
‘NOD’ stands for non-orthogonality of the design. It is easy to see that the E(fNOD)
criterion is an extension of the E(s2) and ave 2 criteria. The fijNOD value gives a
non-orthogonality measure for xi and xj.
For any design X ∈U(n; q1; : : : ; qm), let
 =
∑m
i=1 n=qi − m
n− 1 ; (3)
 =  , d = (n − 1)( + 1 −  ), and d+1 = (n − 1)( − ), where x denotes the
integer part of x. Let  ij be the number of coincidences of components between rows
xi and xj. Then for E(fNOD), the following theorem gives its expression in terms of
 ij’s and a lower bound over U(n; q1; : : : ; qm).
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Theorem 1. For any design X ∈U(n; q1; : : : ; qm), we have
E(fNOD) =
1
m(m− 1)
∑
16i =j6n
 2ij + C(n; q1; : : : ; qm) (4)
¿
n(n− 1)
m(m− 1) [(+ 1−  )( − ) +  
2] + C(n; q1; : : : ; qm); (5)
where C(n; q1; : : : ; qm) = nm=(m− 1)− (1=m(m− 1))(
∑m
i=1 n
2=qi +
∑
16i =j6m n
2=qiqj)
depends on X only through n; q1; : : : ; qm, and the lower bound of E(fNOD) on the right
hand side of (5) can be achieved if and only if for any run xi, among the (n − 1)
values of  ij (j 	= i), there are d with the value  and d+1 with the value + 1.
Proof. (4) is obtained in Theorem 1 of [15]. Now we only need to prove the
other assertions.
For any <xed i, let  i be the integer vector containing the (n−1) elements  ij (j 	= i),
and let f( i) =
∑n
j=1; j =i  
2
ij . As  i satis<es
1′ i =
n∑
j=1; j =i
 ij =
m∑
k=1
n
qk
− m: (6)
Then in order to prove the lower bound holds, we only need to show that for any
<xed i,
f( i)¿ (n− 1)[(+ 1−  )( − ) +  2]
holds under condition (6). De<ne fmin=min{f( i):  i satis<es (6)}, and let f( opt)=
fmin, then we have that the elements of  opt = ( opt; k) must satisfy
| opt; k −  opt; l|6 1 for all k; l: (7)
Otherwise, suppose that (7) is false, i.e., there exists some k and l, such that  opt; k −
 opt; l ¿ 1. Let  ∗=( ∗; j) be obtained from  opt, where  ∗; k = opt; k −1,  ∗; l= opt; l+1,
and  ∗; j =  opt; j, for j 	= k; l. Obviously, the vector  ∗ satis<es (6) with all elements
being integers. Then we have f( ∗)¡f( opt) = fmin, which is a contradiction.
Given (7), it follows that all the elements of  opt must take the integer values  or
 + 1. The condition (6) determines d and d+1, i.e. the frequencies of  and  + 1
appearing in  opt. Substituting  for d values of  ij (j 	= i) and +1 for d+1 values
of  ij (j 	= i) into (4) for 16 i6 n leads to (5) after some straightforward algebraic
manipulation. And the condition to achieve the lower bound then follows.
Expression (4) converts the problem of studying relationships between the factors to
that of investigating relationships between the runs, which can reduce the computation
complexity of E(fNOD). And the lower bound of E(fNOD) can serve as a benchmark
of design optimality. Obviously, when the E(fNOD) value of a U-type design achieves
the lower bound in (5), it is E(fNOD)-optimal. In this paper, we concentrate on the
construction of Sn(q
r1
1 · · · qrll ) for the case of  ij =  for all 16 i 	= j6 n, i.e.  is
an integer,  =  and d = n − 1 in Theorem 1. As we will see in the following
sections, the incidence matrix of an important combinatorial design, i.e. URD, reaches
the lower bound in (5), and there exists a strong connection between the EOSD in this
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case and URD (see Theorem 3 and the discussion above it), and hence such EOSDs
can be constructed from URDs, which have been studied extensively and have fruitful
existence results.
3. Relation between EOSDs and uniformly resolvable designs
The block design is an important kind of experimental design as well as an im-
portant object in combinatorial design theory. Its basic ideas come from agricultural
and biological experiments. But now the applications of these ideas are found in many
areas of sciences and engineering. In this paper block designs are utilized to construct
a class of E(fNOD)-optimal multi-level and mixed-level supersaturated designs. First
let us introduce some knowledge related to uniformly resolvable designs.
Suppose n treatments are arranged into b blocks, such that the jth block contains
kj experimental units and the ith treatment appears mi times in the entire design,
i=1; : : : ; n; j=1; : : : ; b: Let zij be the number of times that the ith treatment appears in
the jth block, then the matrix Z = (zij) of size n× b is called the incidence matrix of
the design. A block design with at least one zero in Z is called incomplete. Moreover
a block design is said to be equireplicate if mi = m for all i, proper if kj = k for all
j, and binary if zij = 1 or 0. Note that the notations of n and m have been previously
used as the number of runs and factors, and this is consistent as we can see from
the discussion follows. Equireplicate, proper and binary incomplete block designs have
received much attention among block designs, and the most widely-used one is the
balanced incomplete block design (BIBD), denoted by BIBD(n; b; m; k; ), in which
every pair of treatments occurs altogether in exact  blocks. It is easy to see that the
<ve parameters satisfy the following two relations:
nm= bk and (n− 1) = m(k − 1):
Hence, we can write a BIBD with the three parameters n; k;  as BIBD(n; k; ).
A block design is said to be resolvable if its blocks can be partitioned into parallel
classes, each of which consists of a set of blocks that partition all the treatments. A
parallel class is uniform if every block in the parallel class is of the same size. It is
obvious that a resolvable block design is also equireplicate and binary. A resolvable
BIBD(n; k; ) is denoted by RBIBD(n; k; ).
Let K be a subset containing the diJerent values of the block sizes, R be a multiset
with |R|=|K| (|K| denotes the cardinality of the setK). Suppose that for each k ∈K
there corresponds a positive rk ∈R such that there are exactly rk parallel classes of
block size k. We use URBD(n;K;Z) to denote a resolvable incomplete block design
with uniform parallel classes. A URBD(n;K;Z) with the property that every pair
of treatments occurs in exactly  blocks is called a uniformly resolvable design in
combinatorial design theory, denoted by URD(n;K; ;R). For such a URD, if K =
{k1; : : : ; kl}, and R= {r1; : : : ; rl}, it is obviously that
(n− 1) =
l∑
i=1
ri(ki − 1): (8)
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For a thorough discussion of block designs and the general background on design
theory, the reader may refer to [5] and [2].
We now establish the relationship between U-type designs and block designs. For
each column xi=(xij) of X ∈U(n; q1; : : : ; qm), let Z i=(ziju) be an n×qi matrix, where
ziju =
{
1; if xij = u;
0; otherwise;
j = 1; : : : ; n; u= 1; : : : ; qi; (9)
and let Z=(Z1; : : : ;Zm), which is called the induced matrix of X . This matrix Z can
be regarded as the incidence matrix of a block design. First, let us see an example for
illustration.
Example 1. Suppose we have a design X ∈U(6; 2133), where
X =


1 1 2 3
1 2 3 1
1 3 1 2
2 1 3 2
2 2 1 3
2 3 2 1


;
then it can be veri<ed that the induced matrix Z is
Z =


10 100 010 001
10 010 001 100
10 001 100 010
01 100 001 010
01 010 100 001
01 001 010 100


:
Take the matrix Z as the incidence matrix of a block design, it can be easily seen
that n = 6 treatments are arranged into b = 11 blocks of size kj from K = {3; 2},
such that each treatment appears in exactly four parallel classes, which are denoted
by P1;P2;P3 and P4, and shown below (in each parallel class, a {· · ·} represents a
block).
P1 = {{1; 2; 3}; {4; 5; 6}};
P2 = {{1; 4}; {2; 5}; {3; 6}};
P3 = {{3; 5}; {1; 6}; {2; 4}};
P4 = {{2; 6}; {3; 4}; {1; 5}}:
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This block design is a URBD(6; {3; 2};Z). Furthermore, this URBD has the property
that every pair of treatments occurs in exactly = 1 block, so it is a URD(6; {3; 2}; 1;
{1; 3}).
From (9) and Example 1, we see that the induced matrix Z of a X ∈U(n; q1; : : : ; qm)
is just the incidence matrix of a URBD(n;K;Z), where K = {n=q1; : : : ; n=qm}. Par-
ticularly, when X ∈U(n; qr11 · · · qrll ), we have K = {n=q1; : : : ; n=ql}. On the contrary,
from the incidence matrix Z = (Z1; : : : ;Zm) of a URBD(n; {n=q1; : : : ; n=qm};Z), we
can obtain a U-type design X by the following correspondence
xij = u; if z
i
ju = 1; for i = 1; : : : ; m; j = 1; : : : ; n; and u= 1; : : : ; qi: (10)
So we conclude that
Theorem 2. A URBD(n; {n=q1; : : : ; n=qm};Z) and a design X ∈U(n; q1; : : : ; qm) are cor-
responded to each other through the incidence matrix Z .
For a design X ∈U(n; q1; : : : ; qm), from (9), it can be easily veri<ed that the induced
matrix Z satis<es
ZZ ′ = ( ij): (11)
From this equation, we know that for the corresponding URBD(n;K;Z),  ij is in fact
the number of blocks in which the pair of treatments i and j appears together. For a
URD, it is known that  ij is a constant for all i 	= j, which means that from the URD’s
incidence matrix, the U-type design constructed through (10) reaches the lower bound
in (5). So from Theorems 1 and 2, we have the following theorem which plays an
important role in our constructions of EOSDs.
Theorem 3. There exists an Sn((n=k1)r1 · · · (n=kl)rl) with  ij =  for all 16 i 	= j6 n
if and only if there exists a URD(n;K;  ;R), where K={k1; : : : ; kl}, R={r1; : : : ; rl}.
The equivalence between a URD(n;K;  ;R) and an Sn((n=k1)r1 · · · (n=kl)rl) with  ij=
 for all 16 i 	= j6 n has been illustrated in Example 1 through the incidence matrix
Z . In that example, the U-type design X is in fact an S6(2133), where =  = 1. To
close this section, now let us see another example to construct an EOSD from a URD.
Example 2. Suppose we have a URD(12; {2; 3}; 1; {5; 3}) with the treatment set V=
{1; 2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12} and the eight parallel classes below:
P1 = {{1; 2}; {3; 4}; {5; 6}; {7; 8}; {9; 10}; {11; 12}};
P2 = {{1; 3}; {2; 4}; {5; 7}; {6; 8}; {9; 11}; {10; 12}};
P3 = {{1; 4}; {2; 3}; {5; 8}; {6; 7}; {9; 12}; {10; 11}};
P4 = {{1; 7}; {2; 8}; {3; 12}; {4; 9}; {5; 10}; {6; 11}};
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Table 1
An S12(6543)
Run 1 2 3 4 5 6 7 8
1 1 1 1 1 3 1 1 1
2 1 2 2 2 4 2 2 2
3 2 1 2 3 1 3 3 3
4 2 2 1 4 2 4 4 4
5 3 3 3 5 1 1 4 2
6 3 4 4 6 2 2 1 3
7 4 3 4 1 5 3 2 4
8 4 4 3 2 6 4 3 1
9 5 5 5 4 6 1 2 3
10 5 6 6 5 3 2 3 4
11 6 5 6 6 4 3 4 1
12 6 6 5 3 5 4 1 2
P5 = {{3; 5}; {4; 6}; {1; 10}; {2; 11}; {7; 12}; {8; 9}};
P6 = {{1; 5; 9}; {2; 6; 10}; {3; 7; 11}; {4; 8; 12}};
P7 = {{1; 6; 12}; {2; 7; 9}; {3; 8; 10}; {4; 5; 11}};
P8 = {{1; 8; 11}; {2; 5; 12}; {3; 6; 9}; {4; 7; 10}}:
From this URD, we can construct an S12(6543) shown in Table 1. On the contrary, we
can also form the corresponding URD(12; {2; 3}; 1; {5; 3}) from this S12(6543) through
its induced matrix Z .
4. Concluding remarks
In this paper we employ E(fNOD) as a measure of non-orthogonality and study
E(fNOD)-optimal supersaturated (or saturated) designs, i.e. EOSDs. The one-to-one
correspondence between EOSDs with  ij=  for all 16 i 	= j6 n and URDs has been
established, which has set up an important bridge between supersaturated designs and
uniformly resolvable designs. By collecting the known constructions for URDs, such
as constructions from RBIBDs, RGDDs and orthogonal Latin squares etc., several new
in<nite classes of EOSDs are obtained and tabulated in Appendix A.
In a U-type design, two columns are called fully aliased if one column can be
obtained from another by permuting levels. It is necessary that all the columns are
not fully aliased, as we cannot use two fully aliased columns to accommodate two
diJerent factors. Note that the EOSDs obtained here are all constructed from URDs
with =1, which means that in anyone of those new designs, there are no fully aliased
factors and any of the possible level-combinations between any two factors appears at
most once. The latter is a desirable property when the orthogonality between any two
columns cannot be satis<ed in a supersaturated design.
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For ¿ 2, EOSDs can be obtained similarly from existing URD(n;K; ;R)’s. How
about the properties of the resulting EOSDs? When  in (3) is an integer but one
cannot have  ij =  for all 16 i 	= j6 n, or when  is not an integer, how to
construct EOSDs? These are open problems for further study.
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Appendix A
Index table to E(fNOD)-optimal designs
Design Conditions Reference
Sn
((
n
3
)n−1
2
)
n ≡ 3 (mod 6) [7]
Sn
((
n
4
)n−1
3
)
n ≡ 4 (mod 12) [7]
Sn
((
n
5
)n−1
4
)
n ≡ 5 (mod 20); n 	∈ {45; 225; 345; 465; 645} [1]
Sn
((
n
g
)1 (
n
2
)(n−g))
n ≡ 0 (mod 2); n ≡ 0 (mod g) [29]
Sn
((
n
g
)1 (
n
3
)n−g
2
)
n ≡ g (mod 2); n ≡ 0 (mod 3); n ≡ 0 (mod g), [27]
(g; n) 	∈ {(2; 6); (2; 12); (6; 18)}
S3p
(
p1
(
3p
4
)(p−1))
p ≡ 0 (mod 4); p 	∈ {4; 88; 124} [17]
S12p(p1(3p)(4p−4)) p 	∈ {1; 2; 3; 17; 18; 23; 27} [17]
S60p(51(15p)16p) [28]
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Index table to E(fNOD)-optimal designs (Continued)
Design Conditions Reference
S120p(61(24p)25p) [28]
Skg(k1gg) g is a prime power, 16 k6 g [7]
S2g(21gg) [7]
S3g(31gg) g 	∈ {2; 6} [7]
S4g(41gg) g 	∈ {2; 3; 6; 10} [7]
S5g(51gg) g 	∈ {2; 3; 4; 6; 10; 14; 18; 22} [7]
S6g(61gg) g¿ 6; g 	∈ {10; 14; 15; 18; 20; 22; 26; 30; 34;
38; 46; 60; 62}
[7]
Sn
((
n
3
)n−1−r
2
(
n
2
)r)
n ≡ 0 (mod 6), 16 r6 n − 3, (n; r) 	∈
{(6; 1); (12; 1)}
[26]
Sn
(
pr
(
n
3
)(n−1)−r(g−1)
2
)
g ≡ 3 (mod 6), p is odd, n= gp, [10]
r6 p−12 if p is a prime power congruent
to 1mod 6;
r6 pq if p is composite and q is any factor
of p
such that N
(
p
q
)
¿ g− 1
Sn
((
n
3
)( n
2−5
) (
n
4
)3)
n ≡ 12 (mod 24), n 	∈ {12; 84; 156} [9]
Sn
((
n
3
)( n
2−3r−2
) (
n
4
)(2r+1))
g ≡ 3 (mod 6), g 	∈ {3; 21; 39} and n ≡
4g (mod 8g),
[9]
r6 (n − 4g)=8g if n=4g is a prime power
congruent to 1mod 6;
r6 n4gq where q is the smallest proper fac-
tor of n=4g,
if n=4g is composite and N
(
n
4gq
)
¿ g− 1
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