Abstract. Let P n be the class of algebraic polynomials of degree at most n and P = R |P (t)| 2 dσ(t) 1/2 , where dσ(t) is a measure corresponding to the classical orthogonal polynomials. We study extremal problems of Markov's type
Introduction
Let P n be the class of all algebraic polynomials of degree at most n and dσ(t) be the measure of the classical orthogonal polynomials, i.e., dσ(t) = w(t) dt on (a, b) with the weight t → w(t) satisfying the differential equation of the first order and t → B(t) is a polynomial of the first degree.
In this paper we study extremal problems of Markov's type
where
We will find the best constant C n,m (dσ) in three following cases:
Some extremal problems for differential operators were investigated by Stein [6] and Džafarov [2] .
A General Consideration
Let P ∈ P n , dσ(t) = w(t) dt on (a, b), and D m be given by (1.3 ). An application of integration by parts gives
using Cauchy-Schwarz inequality we obtain
, with equality if and only if
where λ is an arbitrary constant.
Taking a norm with respect to the measure dσ m (t) = A m dσ(t) = A m w dt, we have (2.1)
, with equality if and only if F m P = λP , i.e.,
We are interested only in polynomial solutions of this equation. If they exist, then from the eigenvalue problem (2.2) and the inequality (2.1), we can determine the best constant in the extremal problem (1.2). Namely,
where λ ν,m are eigenvalues of the operator F m . Then, the extremal polynomial is the eigenfunction corresponding to the maximal eigenvalue.
The Legendre Case
In the Legendre case when dσ(t) = dt on (−1, 1), the differential equation (2.2) reduces to
which has polynomial solutions if
The supremum in (1.2) is attained only if P (t) = γC m+1/2 n (t), where C µ n is the Gegenbauer polynomial of degree n which is orthogonal to P n−1 , with respect to the weight function t → (1−t 2 ) µ−1/2 on the interval (−1, 1), and γ ( = 0) is an arbitrary real constant.
Proof. Let µ = m + 1/2. We start with the Gegenbauer equation in the SturmLiouville form (cf. Szegő [7] )
A polynomial solution of this equation is the Gegenbauer polynomial y = C m+1/2 n . Using (3.4) for m = 1 and putting u = (1 − t 2 )C 3/2 n (t), a direct calculation shows that u is a solution of the following differential equation of the second order (1 − t 2 )u + (n + 1)(n + 2)u = 0.
By induction on m we can prove a general case, i.e., that the polynomial t →
Using the following recurrence relations for Gegenbauer polynomials (cf. Szegő [7] )
and C m+3/2 n−1
we have that
Now, basing on the induction hypothesis (3.5) we find that
Finally, using the differentiation formula
we conclude that (3.5) holds for m + 1.
Putting P (t) = C m+1/2 n (t) and comparing (3.5) and (3.1), where λ = λ n,m is given by (3.2), we see that λ n,m and C is an arbitrary constant. 
The Laguerre and the Hermite Cases
In the Laguerre case when dσ(t) = e −t dt on (0, +∞), the differential equation
with polynomial solutions for
Let t → L m n (t) be the generalized Laguerre polynomial of degree n which is orthogonal to all polynomials of degree at most n − 1 with respect to the weight function t → t m e −t on (0, +∞). Similarly as in the previous section, using the differential equation for generalized Laguerre polynomials (cf. Szegő [7] ) d dt t m+1 e −t y + nt m e −t y = 0, the recurrence relations
and the differentiation formula e −t L m n (t) = −e −t L m+1 n (t), we can prove that the
According to this result and the general consideration in Section 2 we have: This result can be found in Ph. D. Thesis of Shampine [5] (see also, Dörfler [1] and Milovanović [3] ). The case m = 1 was investigated by Schmidt [4] and Turán [8] .
