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CENTRAL LIMIT THEOREM FOR THE FREE ENERGY
OF THE RANDOM FIELD ISING MODEL
SOURAV CHATTERJEE
Abstract. A central limit theorem is proved for the free energy of the
random field Ising model with all plus or all minus boundary condition,
at any temperature (including zero temperature) and any dimension.
This solves a problem posed by Wehr and Aizenman in 1990. The proof
uses a variant of Stein’s method.
1. Introduction
Take any d ≥ 1. Let Λ be any finite subset of Zd. Let ∂Λ be the set
of all x ∈ Zd \ Λ that are adjacent to some point of Λ. Let Σ = {−1, 1}Λ,
Γ = {−1, 1}∂Λ and Φ = RΛ. Given σ ∈ Σ, γ ∈ Γ and φ ∈ Φ, define
Hγ,φ(σ) := −1
2
∑
x,y∈Λ,
x∼y
σxσy −
∑
x∈Λ, y∈∂Λ,
x∼y
σxγy −
∑
x∈Λ
φxσx,
where x ∼ y means that x and y are neighbors. Take any β ∈ [0,∞].
The Ising model on Λ with boundary condition γ, inverse temperature β,
and external field φ, is the probability measure on Σ with probability mass
function proportional to e−βHγ,φ(σ). When β =∞, this is simply the uniform
probability measure on the configurations that minimize the energy.
Now suppose that (φx)x∈Λ are i.i.d. random variables instead of fixed
constants. Then the probability measure defined above becomes a random
probability measure. This is known as the random field Ising model (RFIM).
We will refer to the law of φx as the random field distribution.
The random field Ising model was introduced by Imry and Ma [16] in
1975 as a simple example of a disordered system. Imry and Ma predicted
that the model does not have an ordered phase in dimensions one and two,
but does exhibit a phase transition in dimensions three and higher. The
existence of the phase transition in dimension three was partially proved by
Imbrie [14, 15], who showed that there are two macroscopic ground states
in the 3D RFIM. The phase transition at nonzero temperature was finally
established by Bricmont and Kupiainen [6, 7] in 1987, settling the Imry–
Ma conjecture in d ≥ 3. A few years later, Aizenman and Wehr [3, 4]
proved the non-existence of an ordered phase in d ≤ 2. The proof of the
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Imry–Ma conjecture is regarded as a notable success story of mathematical
physics, because there was considerable debate within the theoretical physics
community about the validity of the conjecture. See Bovier [5, Chapter 7]
for more details.
Another important paper on the random field Ising model is the 1990
paper of Wehr and Aizenman [20] on the fluctuations of the free energy of
the RFIM and related models. The free energy of the RFIM on Λ at inverse
temperature β and boundary condition γ is defined as
F (γ, φ, β) := − 1
β
log
∑
σ∈Σ
e−βHγ,φ(σ).
When β =∞, the free energy is simply the ground state energy:
F (γ, φ,∞) = min
σ∈Σ
Hγ,φ(σ).
Wehr and Aizenman [20] proved that under mild conditions on the random
field distribution, the variance of F is upper and lower bounded by constant
multiples of the size of Λ. In the same paper, Wehr and Aizenman posed the
problem of proving a central limit theorem for F as the size of Λ tends to
infinity. The main result of this paper is a solution of this question for the
RFIM with plus or minus boundary condition. The plus boundary condition
is the boundary condition γ where γ(x) = +1 for all x ∈ ∂Λ. Similarly, the
minus boundary condition has γ(x) = −1 for all x ∈ ∂Λ. When d ≤ 2, the
result holds for any boundary condition.
Results about fluctuations of the free energy have a number of applica-
tions. As stated in [20], bounds on fluctuations of the free energy were
instrumental in the proof of rounding effects of the quenched randomness
on first-order phase transitions in low-dimensional systems. Another ap-
plication in a different model, also discussed in [20], is an inequality for
characteristic exponents of the model of directed polymers in a random en-
vironment. Central limit theorems give the most precise information about
fluctuations, and they are also mathematically interesting in their own right.
Central limit theorems for the free energy have been proved for disordered
systems with mean-field interactions such as the Sherrington–Kirkpatrick
model of spin glasses [1, 12, 13]. But as far as I am aware, no such results
were available for disordered systems on lattices prior to this paper.
The main result has two parts, corresponding to the cases β < ∞ and
β =∞. The β <∞ case is the following.
Theorem 1.1. Take any d ≥ 1. Let {Λn}n≥1 be a sequence of finite
nonempty subsets of Zd. For each n, consider the RFIM on Λn with plus
boundary condition, at inverse temperature β ∈ (0,∞). Suppose that the
random field distribution has finite moment generating function. Let Fn be
the free energy of the model. Suppose that |∂Λn| = o(|Λn|) as n→∞. Then
there is a finite positive constant σ2, depending only on β, d and the random
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field distribution (and not on the sequence {Λn}n≥1), such that
lim
n→∞
Var(Fn)
|Λn| = σ
2,
and
Fn − E(Fn)√|Λn|
D→ N (0, σ2),
where
D→ denotes convergence in law, and N (0, σ2) is the normal distribution
with mean zero and variance σ2. The same result holds for minus boundary
condition, possibly with a different value of σ2. If d ≤ 2, then the above
conclusion holds under any arbitrary sequence of boundary conditions.
Note that in Theorem 1.1, the only condition that we imposed on the ran-
dom field distribution is that it has finite moment generating function. For
the β =∞ case, our proof technique requires that (a) the random field dis-
tribution is continuous, and (b) it is a push-forward of the standard normal
distribution under a Lipschitz map (with arbitrary Lipschitz constant). For
example, the normal distribution with any mean and any variance belongs
to this class. The uniform distribution on any interval is another example.
Theorem 1.2. Take any d ≥ 1 and let {Λn}n≥1 be a sequence of finite
subsets of Zd. Suppose, as in Theorem 1.1, that |∂Λn| = o(|Λn|) as n→∞.
Let Gn be the ground state energy of the RFIM on Λn with plus boundary
condition. Suppose that the random field distribution satisfies the conditions
stated above. Then there is a finite positive constant σ2, depending only on
d and the random field distribution (and not on the sequence {Λn}n≥1), such
that
lim
n→∞
Var(Gn)
|Λn| = σ
2,
and
Gn − E(Gn)√|Λn|
D→ N (0, σ2).
The same result holds for minus boundary condition, possibly with a different
value of σ2. If d ≤ 2, then the above conclusion holds under any arbitrary
sequence of boundary conditions.
The main tool for proving Theorem 1.1 is a method of normal approxi-
mation introduced in [8], where it was developed as an extension of Stein’s
method [18, 19]. A ‘continuous’ version of this method, developed in [9],
is our tool for proving Theorem 1.2. The extension to arbitrary boundary
conditions in d ≤ 2 is possible because of the uniqueness of the infinite vol-
ume Gibbs state in d ≤ 2, famously proved by Aizenman and Wehr [4]. A
quantitative version of the Aizenman–Wehr result, such as the ones recently
proved in [10] and [2], can be used to obtain rates of convergence in Theo-
rems 1.1 and 1.2 when d ≤ 2. In particular, if the rate from [2] is used, then
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it should be possible to prove a rate of convergence of order n−α for some
small positive constant α using the methods of this paper.
There are several questions that remain open about central limit theorems
for the RFIM. The foremost is proving (or disproving) central limit theorems
under arbitrary boundary conditions in d ≥ 3. The main technical difficulty
is that for arbitrary boundary conditions, it is not clear how to establish a
result like inequality (3.2) of Section 3, which is crucial for the proof.
Another problem is to express the limiting variance σ2 in some kind of
a closed form, instead of just saying that it exists. The problem of getting
any rate of convergence in d ≥ 3 is also interesting and beyond the reach of
existing ideas.
Lastly, one may wonder if the methods of this paper can be applied to
prove CLTs in other disordered systems on lattices, such as the Ising spin
glass. In principle the method should work as long as a decay of correlation
result like inequality (3.2) of Section 3 can be established. At present,
however, it is not known how to establish decay of correlations in the Ising
spin glass except at high temperature.
2. Technique
First, let us briefly review the main result of [8]. Recall that the Wasser-
stein distance dW(µ, ν) between the two probability measures µ and ν on R
is defined to be the supremum of | ∫ fdµ−∫ fdν| over all Lipschitz f : R→ R
with Lipschitz constant 1.
Let X be a measurable space and suppose that X = (X1, . . . ,Xn) is a
vector of independent X -valued random variables. Let X ′ = (X ′1, . . . ,X ′n)
be an independent copy of X. Let [n] = {1, . . . , n}, and for each A ⊆ [n],
define the random vector XA as
XAi =
{
X ′i if i ∈ A,
Xi if i 6∈ A.
For each i, let
∆if(X) := f(X)− f(X{i}),
and for each A ⊆ [n] and i 6∈ A, let
∆if(X
A) := f(XA)− f(XA∪{i}).
Let
T :=
1
2
n∑
i=1
∑
A⊆[n]\{i}
∆if(X)∆if(X
A)
n
(n−1
|A|
) .
The following theorem is the main result of [8].
Theorem 2.1 ([8]). Let all terms be defined as above, and let W = f(X).
Suppose that W has finite second moment, and let σ2 := Var(W ). Let µ be
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the law of (W − E(W ))/σ and ν be the standard normal distribution on the
real line. Then E(T ) = σ2 and
dW(µ, ν) ≤
√
Var(E(T |W ))
σ2
+
1
2σ3
n∑
i=1
E|∆if(X)|3.
Recall that the Kolmogorov distance between two probability measures µ
and ν on the real line is defined as
dK(µ, ν) := sup
t∈R
|µ((−∞, t]) − ν((−∞, t])|.
The Kolmogorov distance is more commonly used in probability and statis-
tics than the Wasserstein distance. The bound on dW(µ, ν) in Theorem 2.1
can be used to get a bound on dK(µ, ν) using the following simple observa-
tion made in Chatterjee and Soundararajan [11]: Let ν denote the standard
normal distribution and let µ be any probability measure on R. Then
dK(µ, ν) ≤ 2
√
dW(µ, ν). (2.1)
The combination of Theorem 2.1 and inequality (2.1) usually yields a sub-
optimal bound for the Kolmogorov distance. There is a recent improvement
of Theorem 2.1 by Lachie`ze-Rey and Peccati [17] that gives optimal bounds
for the Kolmogorov distance in many problems.
Theorem 2.1 by itself is a bit difficult to directly apply to the problem at
hand. We will now synthesize a corollary of Theorem 2.1 that will be more
easily applicable for the random field Ising model. The main idea here is to
approximate the discrete derivative ∆if(X) by a function that depends ‘on
only a few coordinates’. We will continue to work in the setting introduced
above.
For each 1 ≤ i ≤ n, let gi : X n × X → R be a measurable map. For each
i and each p ≥ 1, let
mp,i := ‖∆if(X)‖Lp = (E|∆if(X)|p)1/p
and let
ǫp,i := ‖∆if(X)− gi(X,X ′i)‖Lp .
First, we have the following generalization of Theorem 2.1.
Theorem 2.2. Let all notation be as above, and let µ, ν and σ be as in
Theorem 2.1. Let
S :=
1
2
n∑
i=1
∑
A⊆[n]\{i}
gi(X,X
′
i)gi(X
A,X ′i)
n
(n−1
|A|
) .
Then
|σ2 − E(S)| ≤ 1
2
n∑
i=1
(2ǫ2,im2,i + ǫ
2
2,i),
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and
dW(µ, ν) ≤ 1
2σ2
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i) +
√
VarS
σ2
+
1
2σ3
n∑
i=1
m33,i.
Proof. For simplicity of notation, let Yi := gi(X,Xi) and Y
A
i := gi(X
A,X ′i).
Note that for any A and any i 6∈ A,
‖∆if(X)∆if(XA)− YiY Ai ‖L2
≤ ‖(∆if(X)− Yi)∆if(XA)‖L2 + ‖Yi(∆if(XA)− Y Ai )‖L2
≤ ‖∆if(X)− Yi‖L4‖∆if(XA)‖L4 + ‖Yi‖L4‖∆if(XA)− Y Ai ‖L4
= ǫ4,i(m4,i + ‖Yi‖L4)
≤ ǫ4,i(m4,i + ‖Yi −∆if(X)‖L4 + ‖∆if(X)‖L4)
= 2ǫ4,im4,i + ǫ
2
4,i. (2.2)
Now, for each i,
∑
A⊆[n]\{i}
1
n
(n−1
|A|
) = n−1∑
k=0
|{A : A ⊆ [n] \ {i}, |A| = k}|
n
(n−1
k
) = 1. (2.3)
Therefore,
‖T − S‖L2 ≤
1
2
n∑
i=1
∑
A⊆[n]\{i}
‖∆if(X)∆if(XA)− YiY Ai ‖L2
n
(n−1
|A|
)
≤ 1
2
n∑
i=1
∑
A⊆[n]\{i}
2ǫ4,im4,i + ǫ
2
4,i
n
(
n−1
|A|
)
=
1
2
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i).
Consequently, √
Var(T ) ≤ ‖T − E(S)‖L2
≤ ‖T − S‖L2 +
√
Var(S)
≤ 1
2
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i) +
√
Var(S).
This bound, together with Theorem 2.1 and the observation that
Var(E(T |W )) ≤ Var(T ),
gives the second inequality in the statement of Theorem 2.2. For the first
inequality, recall from Theorem 2.1 that E(T ) = σ2. Then retrace the steps
in the derivation of (2.2) starting with the L1 norm instead of the L2 norm,
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and finally use the identity (2.3), to get
|E(T )− E(S)| ≤ 1
2
n∑
i=1
∑
A⊆[n]\{i}
E|∆if(X)∆if(XA)− YiY Ai |
n
(
n−1
|A|
)
≤ 1
2
n∑
i=1
∑
A⊆[n]\{i}
2ǫ2,im2,i + ǫ
2
2,i
n
(n−1
|A|
)
=
1
2
n∑
i=1
(2ǫ2,im2,i + ǫ
2
2,i).
This completes the proof of the theorem. 
Theorem 2.2 can be useful only when it is easier to understand Var(S)
than Var(T ). The following result gives such a criterion.
Proposition 2.3. Let gi and S be as in Theorem 2.2. Suppose that for each
i, there is a set Ni ⊆ [n] such that gi(x, x′i) is a function of only (xj)j∈Ni
and x′i. Then
Var(S) ≤ 1
4
∑
i,j:Ni∩Nj 6=∅
(m4,i + ǫ4,i)
2(m4,j + ǫ4,j)
2.
Proof. Let Yi and Y
A
i be as in the proof of Theorem 2.2. Note that
Var(S) =
1
4
n∑
i,j=1
∑
A⊆[n]\{i},
B⊆[n]\{j}
Cov(YiY
A
i , YjY
B
j )
n2
(n−1
|A|
)(n−1
|B|
) .
By independence of coordinates, whenever Ni ∩Nj = ∅,
Cov(YiY
A
i , YjY
B
j ) = 0.
Moreover, for any i, j, A and B,
|Cov(YiY Ai , YjY Bj )| ≤ ‖YiY Ai ‖L2‖YjY Bj ‖L2
≤ ‖Yi‖2L4‖Yj‖2L4
≤ (m4,i + ǫ4,i)2(m4,j + ǫ4,j)2.
By (2.3), this completes the proof. 
Combining Theorem 2.2 and Proposition 2.3, we get the following result.
This is our main tool for proving Theorem 1.1.
Theorem 2.4. Let all notation be as in Theorem 2.2. Let Ni be as in
Proposition 2.3. Then
|σ2 − E(S)| ≤ 1
2
n∑
i=1
(2ǫ2,im2,i + ǫ
2
2,i),
8 SOURAV CHATTERJEE
and
dW(µ, ν) ≤ 1
2σ2
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i)
+
1
2σ2
( ∑
i,j:Ni∩Nj 6=∅
(m4,i + ǫ4,i)
2(m4,j + ǫ4,j)
2
)1/2
+
1
2σ3
n∑
i=1
m33,i.
Theorem 2.4 will be used in Section 3 to prove Theorem 1.1. However,
I have not been able to use Theorem 2.4 to prove Theorem 1.2 (the CLT
for the ground state energy). Instead, a ‘continuous version’ of Theorem 2.4
will be used to prove Theorem 1.2. This is presented as Theorem 2.6 below.
Let f : Rn → R be a differentiable function. Let ∂if denote the par-
tial derivative of f in the ith coordinate, and let ∇f = (∂1f, . . . , ∂nf) be
the gradient of f . Let Z = (Z1, . . . , Zn) be a vector of i.i.d. standard nor-
mal random variables. The main ingredient in the proof of Theorem 2.6
is the following lemma, which is a slightly modified version of Lemma 5.3
from Chatterjee [9]. Recall that the total variation distance between two
probability measures µ and ν on the real line is defined as
dTV(µ, ν) := sup
A
|µ(A)− ν(A)|,
where the supremum is taken over all Borel subsets of R.
Lemma 2.5 ([9]). Let f and Z be as in the above paragraph and let W :=
f(Z). Assume that ‖f(Z)‖L4 < ∞ and ‖∂if(Z)‖L4 < ∞ for all i. Let
σ2 := Var(W ). Let Z ′ be an independent copy of Z, and let
T :=
∫ 1
0
1
2
√
t
∇f(Z) · ∇f(√tZ +√1− tZ ′)dt.
Let µ be the law of (W−E(W ))/σ and ν be the standard normal distribution.
Then E(T ) = σ2 and
dTV(µ, ν) ≤ 2
√
Var(T )
σ2
.
The above lemma is the starting point for the method of ‘second order
Poincare´ inequalities’ developed in [9]. For proving the CLT for the ground
state energy of the RFIM, however, I could not construct a proof using
second order Poincare´ inequalities. Instead, the above lemma needs to be
used in a different way, more along the lines of Theorem 2.4.
For each 1 ≤ i ≤ n, let gi : Rn → R be a measurable function and let Ni
be a set of coordinates such that the value of gi(x1, . . . , xn) is determined
by (xj)j∈Ni . Suppose that ‖gi(Z)‖L4 <∞ for all i. For each 1 ≤ i ≤ n and
p ≥ 1, let
mp,i := ‖∂if(Z)‖Lp (2.4)
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and
ǫp,i := ‖∂if(Z)− gi(Z)‖Lp . (2.5)
Let g : Rn → Rn be the function whose ith coordinate map is gi. For
0 ≤ t ≤ 1, let
Zt :=
√
tZ +
√
1− tZ ′,
and let
S :=
∫ 1
0
1
2
√
t
g(Z) · g(Zt)dt. (2.6)
The following theorem gives a continuous analog of Theorem 2.4, in the
setting of Lemma 2.5.
Theorem 2.6. Let ǫp,i and mp,i be defined as above and let all other vari-
ables be defined as in Lemma 2.5. Then
|σ2 − E(S)| ≤
n∑
i=1
(2ǫ2,im2,i + ǫ
2
2,i),
and
dTV(µ, ν) ≤ 2
σ2
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i)
+
2
σ2
( ∑
i,j:Ni∩Nj 6=∅
(m4.i + ǫ4,i)
2(m4,j + ǫ4,j)
2
)1/2
.
Proof. Note that
‖T − S‖L2 ≤
∫ 1
0
1
2
√
t
‖∇f(Z) · ∇f(Zt)− g(Z) · g(Zt)‖L2dt.
But for any t,
‖∇f(Z) · ∇f(Zt)− g(Z) · g(Zt)‖L2
≤ ‖(∇f(Z)− g(Z)) · ∇f(Zt)‖L2 + ‖g(Z) · (∇f(Zt)− g(Zt))‖L2
≤
n∑
i=1
(‖(∂if(Z)− gi(Z))∂if(Zt)‖L2 + ‖gi(Z)(∂if(Zt)− gi(Zt))‖L2)
≤
n∑
i=1
(‖∂if(Z)− gi(Z)‖L4‖∂if(Zt)‖L4 + ‖gi(Z)‖L4‖∂if(Zt)− gi(Zt)‖L4)
=
n∑
i=1
(ǫ4,im4,i + ‖gi(Z)‖L4ǫ4,i)
≤
n∑
i=1
(ǫ4,im4,i + (m4,i + ǫ4,i)ǫ4,i).
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Thus,
‖T − S‖L2 ≤
n∑
i=1
(2ǫ4,im4,i + ǫ
2
4,i). (2.7)
On the other hand,√
Var(T ) ≤ ‖T − E(S)‖L2
≤ ‖T − S‖L2 +
√
Var(S). (2.8)
By Jensen’s inequality,
Var(S) = E
(∫ 1
0
1
2
√
t
(g(Z) · g(Zt)− E(g(Z) · g(Zt)))dt
)2
≤
∫ 1
0
1
2
√
t
Var(g(Z) · g(Zt))dt
=
∫ 1
0
1
2
√
t
n∑
i,j=1
Cov(gi(Z)gi(Z
t), gj(Z)gj(Z
t))dt.
Now note that if Ni ∩Nj = ∅, then
Cov(gi(Z)gi(Z
t), gj(Z)gj(Z
t)) = 0,
and for any i and j,
Cov(gi(Z)gi(Z
t), gj(Z)gj(Z
t)) ≤ ‖gi(Z)gi(Zt)‖L2‖gj(Z)gj(Zt)‖L2
≤ ‖gi(Z)‖2L4‖gj(Z)‖2L4
≤ (m4,i + ǫ4,i)2(m4,j + ǫ4,j)2.
This shows that
Var(S) ≤
∑
i,j:Ni∩Nj 6=∅
(m4.i + ǫ4,i)
2(m4,j + ǫ4,j)
2.
Combining this with (2.7), (2.8) and Lemma 2.5, we get the desired bound
on dTV(µ, ν). For the bound on |σ2 − E(S)|, we proceed as in the proof
of (2.7) to obtain a bound on ‖T − S‖L1 , and then use Lemma 2.5 for the
identity σ2 = E(T ). 
Theorem 2.6 will be used to prove Theorem 1.2 in Section 4. In that proof,
f will be the ground state energy of the RFIM on a finite set, considered as
a function of the random field. However, it is not a differentiable function of
the random field. To take care of this issue, we need to extend Theorem 2.6
to the slightly larger class of functions.
Proposition 2.7. For each k, let fk : R
n → R be a differentiable function.
Suppose that f(x) = limk→∞ fk(x) exists almost everywhere. Further, as-
sume that for each i, limk→∞ ∂ifk(x) exists almost everywhere, and call the
limit ∂if(x). Lastly, suppose that for some ǫ > 0,
sup
k
‖fk(Z)‖L4+ǫ <∞ and sup
i,k
‖∂ifk(Z)‖L4+ǫ <∞, (2.9)
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where Z = (Z1, . . . , Zn) is a vector of i.i.d. standard normal random vari-
ables. Take any g1, . . . , gn as in the paragraph preceding the statement of
Theorem 2.6, and define mp,i and ǫp,i as in (2.4) and (2.5), assuming that
‖gi(Z)‖L4+ǫ <∞ for each i. Then the conclusions of Theorem 2.6 hold for
the function f , treating ∂if as its derivative in the i
th coordinate.
Proof. Let Wk := fk(Z), σ
2
k := Var(Wk), and µk be the law of (Wk −
E(Wk))/σk. Let S be defined as in (2.6). Let ν be the standard normal
distribution. Then Theorem 2.6 gives upper bounds on |σ2k − E(S)| and
dTV(µk, ν) in terms of the L
2 and L4 norms of ∂ifk(Z) and ∂ifk(Z)− gi(Z).
As k → ∞, the a.e. convergence of ∂ifk to ∂if and the condition (2.9)
ensure that these norms converge to the corresponding norms of ∂if(Z) and
∂if(Z)− gi(Z). This immediately implies the validity of the first inequality
of Theorem 2.6 for the function f .
Next, note that the a.e. convergence of fk to f and the condition (2.9)
ensure that (Wk −E(Wk))/σk converges almost surely to (W −E(W ))/σ as
k → ∞. This implies that µk converges to µ weakly. By the well-known
coupling characterization of total variation distance, for each k there exists
a probability measure γk on R
2 whose one-dimensional marginals are µk and
ν, and
γk(V ) = dTV(µk, ν),
where
V := {(x, y) ∈ R2 : x 6= y}.
Since µk converges weakly to µ, it follows that the sequence {γk}k≥1 is a
tight family of probability measures on R2. Let {γkj}j≥1 be a subsequence
converging to a limit γ. Then γ has marginals µ and ν. Moreover, since V
is an open set,
dTV(µ, ν) ≤ γ(V ) ≤ lim inf
j→∞
γkj (V )
= lim inf
j→∞
dTV(µkj , ν).
This completes the proof of the proposition. 
3. Proof of Theorem 1.1
In this proof, C will denote any positive constant that depends only on
β, d and the random field distribution. The value of C may change from
line to line or even within a line.
We will prove the result under the plus boundary condition only, since
the argument for the minus boundary condition is the same. Fix an inverse
temperature β. Let 〈σi〉Λ,γ denote the expected value of the spin at site i
under the RFIM on Λ with boundary condition γ, at inverse temperature
β. By the FKG property of the random field Ising model, it is a standard
fact that for any Λ and any i ∈ Λ, 〈σi〉Λ,γ is a monotone increasing function
of the boundary condition γ. From this and the Markovian nature of the
model, it follows that 〈σi〉Λ,+ ≥ 〈σi〉Λ′,+ whenever i ∈ Λ ⊆ Λ′.
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Take any i ∈ Zd. For each k, let Λi,k be the cube of side-length 2k + 1
centered at i. Then the above inequality shows that the limit
〈σi〉+ := lim
k→∞
〈σi〉Λi,k,+
exists. Therefore, if we let
δk := E|〈σi〉Λi,k,+ − 〈σi〉+|, (3.1)
then by translation-invariance, δk depends only on k and not on i, and
lim
k→∞
δk = 0.
(Note that the absolute value in (3.1) is unnecessary, since the random
variable inside is nonnegative. But we keep it anyway, to emphasize the point
that 〈σi〉Λi,k ,+ ≈ 〈σi〉+ with high probability when k is large.) Moreover,
given any k and Λ such that Λi,k ⊆ Λ,
〈σi〉+ ≤ 〈σi〉Λ,+ ≤ 〈σi〉Λi,k ,+.
Consequently,
E|〈σi〉Λ,+ − 〈σi〉Λi,k,+| ≤ δk. (3.2)
Now take any nonempty set Λ ⊆ Zd. Fix β and let F be the free energy
of the RFIM on Λ with plus boundary condition, at inverse temperature β.
Consider F as a function of the random field (φi)i∈Λ, and let ∆iF be the
change in the value of F when φi is replaced by an independent copy φ
′
i, as
in Theorem 2.1. Let
αi := β(φ
′
i − φi).
Then note that
∆iF = − 1
β
log〈eαiσi〉Λ,+
= − 1
β
log〈coshαi + σi sinhαi〉Λ,+
= − 1
β
log(coshαi + 〈σi〉Λ,+ sinhαi).
In particular,
‖∆iF‖L4 ≤
‖αi‖L4
β
≤ C. (3.3)
Now fix some k ≥ 1. For each i ∈ Λ, let
Ni := Λi,k ∩ Λ.
Let
gi := − 1
β
log(coshαi + 〈σi〉Ni,+ sinhαi).
Clearly,
‖gi‖L4 ≤ C. (3.4)
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For any x ∈ [−1, 1], the quantity coshαi+x sinhαi lies between the numbers
e−αi and eαi . The derivative of the logarithm function in this interval is
bounded above by e|αi|. Therefore, for any x, y ∈ [−1, 1],
| log(coshαi + x sinhαi)− log(coshαi + y sinhαi)| ≤ e|αi||x− y|.
Thus,
|∆iF − gi| ≤ e|αi||〈σi〉Λ,+ − 〈σi〉Ni,+|,
and so
‖∆iF − gi‖L4 ≤ ‖e|αi|‖L8‖〈σi〉Λ,+ − 〈σi〉Ni,+‖L8
≤ C(E|〈σi〉Λ,+ − 〈σi〉Ni,+|)1/8.
Let Λ′ be the set of all i ∈ Λ that are at a distance at least k from the
boundary of Λ. Then for each i ∈ Λ′, Ni = Λi,k, and therefore by (3.2),
‖∆iF − gi‖L4 ≤ Cδ1/8k . (3.5)
On the other hand, if i 6∈ Λ′, then by (3.3) and (3.4),
‖∆iF − gi‖L4 ≤ C. (3.6)
For each i ∈ Λ, note that the number of j such that Ni ∩Nj 6= ∅ is bounded
by Ckd. Also, clearly,
|Λ \ Λ′| ≤ Ckd|∂Λ|. (3.7)
Finally, from [20], we know that
Var(F ) ≥ C|Λ|. (3.8)
We now have all the estimates required for using Theorem 2.4. Let
mp,i := ‖∆iF‖Lp
and
ǫp,i := ‖∆iF − gi‖Lp .
By the estimates obtained above,∑
i∈Λ
(2ǫ4,im4,i + ǫ
2
4,i) ≤ C|Λ′|δ1/8k + C|Λ \ Λ′|
≤ C|Λ|δ1/8k + Ckd|∂Λ|.
Next, note that ∑
i,j:Ni∩Nj 6=∅
(m4,i + ǫ4,i)
2(m4,j + ǫ4,j)
2 ≤ Ckd|Λ|.
Finally, ∑
i∈Λ
m33,i ≤ C|Λ|.
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Let µ denote the law of (F −E(F ))/√Var(F ) and let ν denote the standard
normal distribution. Plugging the above bounds into Theorem 2.4, and
using the lower bound (3.8), we get
dW(µ, ν) ≤ Cδ1/8k + Ckd
|∂Λ|
|Λ| +
Ckd/2√|Λ| .
Let Fn and Λn be as in the statement of the theorem. Let µn be the law of
(Fn−E(Fn))/
√
Var(Fn). Since |∂Λn| = o(|Λn|) as n→∞, the above bound
shows that
lim sup
n→∞
dW(µn, ν) ≤ Cδ1/8k .
However, k is arbitrary, and δk → 0 as k →∞. This shows that µn converges
to ν in the Wasserstein metric.
To complete the proof of Theorem 1.1, it only remains to show that the
ratio Var(Fn)/|Λn| tends to a finite nonzero limit. For this, we will use the
first inequality of Theorem 2.4 and the following simple lemma.
Lemma 3.1. For any integers m ≥ l ≥ 0 and n ≥ 0,
n∑
k=0
(n
k
)
(
n+m
k+l
) = n+m+ 1
(m+ 1)
(m
l
) .
Proof. By the well-known formula for the beta integral,∫ 1
0
xk+l(1− x)n+m−k−ldx = (k + l)!(n+m− k − l)!
(n +m+ 1)!
=
1
(n+m+ 1)
(n+m
k+l
) .
Thus, again by the beta integral formula,
n∑
k=0
(n
k
)
(
n+m
k+l
) = ∫ 1
0
(n+m+ 1)
n∑
k=0
(
n
k
)
xk+l(1− x)n+m−k−ldx
=
∫ 1
0
(n+m+ 1)xl(1− x)m−ldx
=
(n+m+ 1)l!(m− l)!
(m+ 1)!
.
This completes the proof of the lemma. 
We will now show that under the conditions of Theorem 1.1, Var(Fn)/|Λn|
tends to a finite nonzero limit. Fix k ≥ 1 and let Ni and gi be as before.
Consider gi as a function of (φj)j∈Λ. For each A ⊆ Λ such that i 6∈ A, let gAi
be the value of gi after replacing φj with an independent copy φ
′
j for each
j ∈ A. Then the quantity S of Theorem 2.4 is simply
1
2
∑
i∈Λ
∑
A⊆Λ\{i}
gig
A
i
|Λ|(|Λ|−1
|A|
) .
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This can be rewritten as
1
2
∑
i∈Λ
∑
A1⊆Ni\{i}
∑
A2⊆Λ\Ni
gig
A1∪A2
i
|Λ|( |Λ|−1
|A1|+|A2|
) .
But for any i, A1 and A2 as in the above display, the definition of gi implies
that
gA1∪A2i = g
A1
i .
Thus,
S =
∑
i∈Λ
Si,
where
Si :=
1
2
∑
A1⊆Ni\{i}
gig
A1
i
( ∑
A2⊆Λ\Ni
1
|Λ|( |Λ|−1
|A1|+|A2|
)
)
. (3.9)
Let p(Λ, i, A1) denote the term within the brackets in the above display.
Note that by (2.3),
∑
A1⊆Ni\{i}
p(Λ, i, A1) =
∑
A⊆Λ\{i}
1
|Λ|(|Λ|−1
|A|
) = 1.
Consequently, for any i ∈ Λ,
E|Si| ≤ 1
2
∑
A1⊆Ni\{i}
p(Λ, i, A1)E|gigA1i | ≤ C. (3.10)
On the other hand, it is not difficult to see from the expression (3.9) and the
definitions of gi, Ni and Λ
′ that E(Si) is the same for all i ∈ Λ′. Without
loss of generality, suppose that the origin 0 is in Λ′. Then by the preceding
remark,
E(S) = |Λ′|E(S0) +
∑
i∈Λ\Λ′
E(Si).
By (3.10) and (3.7), this gives
|E(S)− |Λ|E(S0)| ≤ Ckd|∂Λ|. (3.11)
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On the other hand, by Lemma 3.1, for any A1 ⊆ N0,
p(Λ, 0, A1) =
1
|Λ|
∑
A2⊆Λ\N0
1( |Λ|−1
|A1|+|A2|
)
=
1
|Λ|
|Λ\N0|∑
k=0
∑
A2⊆Λ\N0, |A2|=k
1( |Λ|−1
|A1|+k
)
=
1
|Λ|
|Λ\N0|∑
k=0
(|Λ\N0|
k
)
( |Λ|−1
|A1|+k
)
=
1
|N0|
(|N0|−1
|A1|
) .
This shows that when 0 ∈ Λ′, E(S0) depends only on k, β, d and the random
field distribution, and not on Λ.
On the other hand, by the first inequality of Theorem 2.4,
|Var(F )− E(S)| ≤ 1
2
∑
i∈Λ
(2ǫ2,im2,i + ǫ
2
2,i), (3.12)
where m2,i = ‖∆iF‖L2 and ǫ2,i = ‖∆iF − gi‖L2 , as before. Proceeding as in
the proof of (3.3), we get m2,i ≤ C for all i. Similarly, proceeding as in the
proofs of (3.5) and (3.6), we get that for any i ∈ Λ, ǫ2,i ≤ C, and for i ∈ Λ′,
ǫ2,i ≤ Cδ1/4k ,
where δk is defined as in (3.1). By (3.7) and (3.12), this gives
|Var(F )− E(S)| ≤ Cδ1/4k |Λ|+ Ckd|∂Λ|. (3.13)
Now let Fn and Λn be as in the statement of Theorem 1.1. By (3.11) and
(3.13), it follows that for each k, there is some number ak depending only on
k, β, d and the random field distribution, and not on the sequence {Λn}n≥1,
such that
lim sup
n→∞
∣∣∣∣Var(Fn)|Λn| − ak
∣∣∣∣ ≤ Cδ1/4k .
Since δk → 0 as k → ∞, this shows that {ak}k≥1 is a Cauchy sequence.
Let a be the limit of this sequence. Then a depends only on β, d and
the random field distribution, and Var(Fn)/|Λn| converges to a as n → ∞.
This completes the proof of Theorem 1.1, except for the last assertion about
d ≤ 2. When d ≤ 2, the famous uniqueness result of Aizenman and Wehr
[4] for the infinite volume Gibbs state implies that
lim
k→∞
〈σi〉Λi,k,+ = lim
k→∞
〈σi〉Λi,k ,−.
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This, together with FKG, implies that instead of (3.2) we have the stronger
estimate
E(sup
γ
|〈σi〉Λ,γ − 〈σi〉Λi,k,+|) ≤ E|〈σi〉Λi,k ,− − 〈σi〉Λi,k,+| → 0 as k →∞.
The rest of the proof goes through as before.
4. Proof of Theorem 1.2
In this section C will denote any positive constant that depends only on
d and the random field distribution. The value of C may change from line
to line or even within a line. As before, we will only present the proof for
the plus boundary condition, since the argument for the minus boundary
condition is the same.
Fix a finite nonempty set Λ ⊆ Zd and consider the RFIM on Λ with
plus boundary condition. By the assumed condition on the random field
distribution, the random field φi at a site i ∈ Λ can be expressed as u(Zi),
where (Zi)i∈Λ are i.i.d. standard normal random variables and u is a Lips-
chitz map. Moreover, since the random field distribution is continuous, the
ground state is unique with probability one. Let σˆ denote the ground state
and let G denote the energy of the ground state. Let Fβ denote the free
energy at inverse temperature β and let 〈σi〉β denote the expected value of
σi at inverse temperature β (on Λ, under plus boundary condition). Then
it is not hard to show that
G = lim
β→∞
Fβ.
Moreover, by the uniqueness of the ground state, it follows easily that almost
surely,
σˆi = lim
β→∞
〈σi〉β. (4.1)
Let ∂iFβ be the derivative of Fβ with respect to Zi. Then
∂iFβ = −u′(Zi)〈σi〉β.
Thus, with probability one,
lim
β→∞
∂iFβ = −u′(Zi)σˆi.
Call the above limit ∂iG. It is now easy to see from Proposition 2.7 that
Theorem 2.6 may be applied to the function G, treating ∂iG as its partial
derivative with respect to Zi.
For each i ∈ Zd, let σˆki be the ground state value of the spin at site i in
the RFIM on a box of side-length 2k + 1 centered at i with plus boundary
condition. By (4.1) and the FKG property of the RFIM, it follows (similarly
as in the proof of Theorem 1.1) that σˆki ≥ σˆk+1i for all k. Let
σˆ∞i := lim
k→∞
σˆki .
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In particular, if we let
δk := E|σˆki − σˆ∞i |, (4.2)
then
lim
k→∞
δk = 0.
Now fix some k. If Λ′ is defined as in the proof of Theorem 1.1, then for any
i ∈ Λ′,
E|σˆi − σˆki | ≤ δk.
Let gi := −u′(Zi)σˆki . Then the above inequality shows that when i ∈ Λ′,
ǫ4,i := ‖∂iG− gi‖L4 ≤ Cδ1/4k .
When i ∈ Λ \ Λ′, we trivially have ǫ4,i ≤ C. Also, clearly,
m4,i := ‖∂iG‖L4 ≤ C.
Let Ni be as in the proof of Theorem 1.1. From [20], we know that
σ2 := Var(G) ≥ C|Λ|.
Armed with these estimates, we may now proceed as in the proof of Theo-
rem 1.1, and using Theorem 2.6 instead of Theorem 2.4, we get
dTV(µ, ν) ≤ Cδ1/4k + Ckd
|∂Λ|
|Λ| +
Ckd/2√|Λ| ,
where µ is the law of (G−E(G))/σ, and ν is the standard normal distribu-
tion.
Let Gn and Λn be as in the statement of Theorem 1.2. Let µn be the law
of (Gn − E(Gn))/
√
Var(Gn). Since |∂Λn| = o(|Λn|) as n → ∞, the above
bound shows that
lim sup
n→∞
dW(µn, ν) ≤ Cδ1/4k .
However, k is arbitrary, and δk → 0 as k →∞. This shows that µn converges
to ν in the Wasserstein metric.
To complete the proof of Theorem 1.2, it only remains to show that the
ratio Var(Gn)/|Λn| tends to a finite nonzero limit. As before, fix k ≥ 1 and
let Ni and gi be as above. Consider gi as a function of (Zj)j∈Λ. For each i,
let Z ′i be an independent copy of Zi, and for each 0 ≤ t ≤ 1, let
Zti :=
√
tZi +
√
1− tZ ′i.
Let gti be the value of gi after replacing each Zj by Z
t
j . Then the quantity
S of Theorem 2.6 is simply ∫ 1
0
1
2
√
t
∑
i∈Λ
gig
t
idt.
This can be rewritten as
S =
∑
i∈Λ
Si,
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where
Si :=
∫ 1
0
1
2
√
t
gig
t
idt.
By the definitions of gi, Ni and Λ
′, it follows that E(Si) is the same for all
i ∈ Λ′. Without loss of generality, suppose that the origin 0 is in Λ′. Thus,
E(S) = |Λ′|E(S0) +
∑
i∈Λ\Λ′
E(Si).
As in the proof of Theorem 1.1, this gives
|E(S)− |Λ|E(S0)| ≤ Ckd|∂Λ|. (4.3)
Moreover, it is clear that when 0 ∈ Λ′, E(S0) depends only on k, d and the
random field distribution, and not on Λ. On the other hand, by the first
inequality of Theorem 2.6,
|Var(G)− E(S)| ≤
∑
i∈Λ
(2ǫ2,im2,i + ǫ
2
2,i),
where m2,i = ‖∂iG‖L2 and ǫ2,i = ‖∂iG − gi‖L2 . Proceeding as in the proof
of Theorem 1.1, this gives
|Var(G) − E(S)| ≤ Cδ1/2k |Λ|+ Ckd|∂Λ|, (4.4)
where δk is now defined as in (4.2).
Let Gn and Λn be as in the statement of Theorem 1.2. By (4.3) and (4.4),
it follows that for each k, there is some number ak depending only on k, d
and the random field distribution, and not on the sequence {Λn}n≥1, such
that
lim sup
n→∞
∣∣∣∣Var(Gn)|Λn| − ak
∣∣∣∣ ≤ Cδ1/2k .
It is now easy to complete proof as in the last part of the proof of Theo-
rem 1.1. The case d ≤ 2 also follows as before, using the uniqueness theorem
of Aizenman and Wehr [4] (which also holds for the ground state).
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