The extrema of Wiener processes are relevant to the pricing of so-called exotic options, which have many financial applications. The probability densities of such extrema are well known for one dimensional Wiener processes. We employ elementary methods to derive analytical expressions for the densities for multidimensional Wiener processes, with multiple extrema. These take the form of (possibly infinite) series expansions of Gaussian densities. This is undertaken using the characterization of the Wiener process by the heat equation, a well known connection in mathematical physics.
Background
It is natural to model many financial variables as Wiener processes: examples may be found in asset returns, interest rates, bond yields as well as inflation and commodity prices. In fact, any stationary variable (and any variable integrated of order zero ( )
) is amenable to such modelling. The markets relating to such variables reflect their various characteristics in terms of long run behaviour, volatility and higher order moments.
Exotic derivatives are designed to exploit the higher order characteristics through their dependence on the evolution of variables over finite time periods. This is where the behaviour of extrema of Wiener processes becomes relevant and important.
There are well known results for the extrema for a one dimensional Wiener processes. For such a process, the extrema are either the maximum or minimum. But in practice financial variables cannot be viewed to operate in isolation, and it is the interplay between several variables that leads to complexity and richness in
Characterisation of Extrema
The simplest way of viewing the role of extrema is in discrete time, with a random walk in D dimensions. Such a walk starts at 0 and proceeds in steps of 1 ± in one of the 2D possible directions, all with equal probability.
Thus after n periods there are ( ) , , = y y y . We suppose that A is of full row rank, so there is no redundancy in the constraints. Without loss of generality we may also take 
It is well known that the limit as n → ∞ of the random walk is the Wiener process in D dimensions [3] . We exploit this property to establish the characterisation of the constrained Wiener process in continuous time. However the random walk must be scaled for this to occur; as the standard random walk produces a variance of n/D after n steps, we need to employ a scaling factor of n D in measuring the level attained after n steps. For a given period t in continuous time, we thus consider nt steps to reach a level of n D x . (The values of n must be chosen to give this meaning-that is, n/D must be a perfect square and nt must be an integer. However all this is possible since we consider only the behaviour as n → ∞ .) Then the probability
might be considered to converge to a density, with the factor ( ) 2 
4
D n D being required to allow for the discrete spacing 2 n D across each dimension of x . All levels, including the constraints y need to be so scaled.
The following operators are used:
The discrete time problem in (1) converges to the heat PDE as follows. Proposition 1. Suppose that the probability distribution converges to a continuous time density. Then that density is of the constrained Wiener process 
Solving the Heat Equation Using Random Walks
The above result suggests that Dirichlet problems for the heat equation may be solved numerically with a sufficient number of steps of a random walk. This is an efficient alternative to finite difference methods for numerical solution.
An example is for the constraints
as set out in Figure 1 .
In fact the constraints need not be linear; the same process applies to exponential constraints of the form 
Solution of the Heat Equation
The integrable, and has the time derivative
However we have the identity 
where the surface integral on U ∂ follows from the divergence theorem and equals zero. Since both
are non-negative, we must have 0 ψ = , giving only one solution to the heat equation.
An Initial Condition Problem
We will replace the boundary conditions under the Dirichlet problem with initial conditions that lead to the same solution. First we introduce the reflection operator about a hyperplane
. This is given by T where The group generated by
Coxeter group with a complex structure. We use it to generate initial conditions under the following process.
Generating Process for Heat Sources/Sinks Let
{ } 0 S = 0 be the initial singleton set. Then for 1, 2, i = let
after removing any points which have appeared previously in 0
Then an alternative initial value problem can formulated as:
This method of construction ensures that:
for only one value of i;  For any i ∈ T  , the delta function at x has the opposite sign to that at The proposition extends the method of images used for the heat equation to many dimensions and types of constraint. However the images method is but one of several group theoretic methods, also known as similarity methods [5] .
They are of practical importance as the solution to the IC problem in many cases can be written down as the summation of Gaussian densities, viz This result was originally derived in a stochastic setting by [6] , and indirectly in an option pricing setting in [2] . However from a much older historical perspective, this problem is identical to that of finding the temperature in a rod of length 2, where both ends at y y y = − . The form of this solution is more complex than the Gaussian form above, as it contains oscillatory elements, and is thus less preferred for calculation purposes. The equality of (4) and (5) is known as Jacobi's identity [7] .
Where only a maximum is relevant, the density reduces to the well known
1 2π e e .
Analytic Solutions
The examples given above demonstrate that analytic solutions of the extremum problem can always be found for 1 D = . In higher dimensions this is not always so. This may be because:  the Dirichlet problem may not be extensible to the whole of Where these issues arise, it is always possible to resort to the numerical procedure of solving the heat equation by using random walks as presented in section 3.1. In addition it sometimes happens that a slight variation in the constraints will lead to an analytic solution. The possibilities are illustrated in this section.
As a general rule, the most successful cases where the IC approach leads to an analytic solution are where the heat sources and sinks become infinitely dispersed under the Coxeter reflection group, as evident for the 2 extrema case for 1 D = .
The most serious difficulties are where the Coexter group is finite [8] , as this may lead to the Dirichlet problem being inextensible, in contrast to the assertions given in [9] .
Remark. For computational purposes, it is convenient to transform the affine reflections involved into linear reflections. This can be done by imbedding 
The Case m = 1
An example of a single constraint for 2 D = is shown in Figure 3 .
For this possibility, all densities are well behaved and are similar to the case for 1 D = .
The Case m = 2
An example of two constraints for 2 D = is shown in Figure 4 . Most of the cases are well behaved. However the constraints 
The Case m ≥ 3
Examples of multiple constraints are shown in Figure 8 and Figure 9 .
No difficulties are evident, except that the larger the number of constraints, the greater the possibility of clustering and therefore of computational problems.
Slight variations in the constraints may resolve these difficulties, as in Figure 6 . 
Time of First Breach
The density ( ) In particular, if k denotes a specific extremum, the density of the process which obeys all the constraints apart from k, which is breached at some time, is: 
Application to Option Pricing
We now conclude with our initial motivation for considering extrema of Wiener processes-option pricing. This is based, not on asset prices or variables being modelled as Wiener processes, but more commonly as asset returns being such The general expression for call options with strike K on the assets is ( )
The exponent appearing in the price is of the form ( )
First, the exponent contains the drift term ( ) . This is dealt with next.
Non-Linear Constraints for Wiener Processes
Where the time period involved does not allow the exponential of a Wiener process to be approximated, two approaches can be considered.
One of these is direct-to solve the heat equation with non-linear constraints.
The random walk of Section 3.1 shows this can be handled numerically and efficiently.
The second approach is to approximate the non-linear constraints with an envelope of linear ones. The example of Section 3.1 shows how this might be feasible computationally.
Example
[2] use a similar technique to that employed above for finding analytic solutions for exotic option pricing for 1 D = . The technique is also called `the method of images'. However the reason for this is less obvious than that of this paper as the authors consider, not the PDE for the Wiener process, but that for the option price V under the Black Scholes PDE, namely Its is straightforward to show this PDE can be reduced to the heat equation 
The Case of Steel
Since the commodities are stationary in their own right, the price of a call option at 500 is given by 
Conclusion
Though the connection between the Wiener process and the heat equation has long been known, there has been little research to exploit it. The context of constrained processes provides a natural setting for deriving computational, and even analytic, solutions for these problems. The power of group theoretic methods, embodied in Kelvin's method of images, is only touched on in this paper, but it is evident they have a much greater role to play in mathematical finance.
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