This paper explores the feasibility of using O 2 A-band reflectance spectra in the retrieval of cloud optical and physical properties. Analyses demonstrate that these reflection spectra are sensitive to optical properties of clouds such as optical depth c and phase function, vertical profile information including cloud-top pressure, pressure thickness, and the surface albedo. An estimation method is developed to demonstrate how well this information might be retrieved from synthetic spectra calculated by a line-by-line spectral multiple scattering model assuming realistic instrument parameters (spectral resolution, calibration accuracy, and signal-to-noise properties). The quality of the retrievals is expressed in terms of two indices, one relating to total error and another that quantifies the extent of reliance of the retrieval on the measurement, or conversely on other a priori information. Sources of total error include instrument-related errors, forward model errors including phase function errors, and errors in a priori data.
Introduction
Two obstacles that limit both our understanding of climate change and our ability to predict this change are our lack of definition of climate forcing and our inability to quantify the response of the climate system to this forcing. Both, in one way or another, require knowledge of the optical properties of the particulate matter in the global atmosphere, either as aerosol or clouds. This knowledge further requires progress on a number of fronts, including improvements on the detection of thin layers of cloud or aerosol over bright land and snowcovered surfaces, clarifying the ambiguity introduced by nonspherical particle scattering, complications introduced by the 3D structure of the scattering layers (which is not solved simply by increasing the spatial resolution of observations) and a critical lack of vertical resolution of current observations.
In a related paper (Stephens and Heidinger 2000 , hereafter referred to as Part I), it was demonstrated how the growth of absorbing lines under the influence of multiple scattering might be used to extract information about the scattering particles that affect this absorption. The approach proposed in Part I considers reflection of solar radiation in the oxygen A band between 0.759 and 0.771 m and the advantage of the method that is able VOLUME 
J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S FIG. 1. Variation of the total column optical depth in the O 2 A band for a midlatitude summer atmosphere for the instrument resolutions
given.
to address some of the aforementioned shortcomings was noted. This paper is a continuation of Part I, developing the theoretical results of that study into a practical retrieval method. The paper begins with a brief review of the absorption properties of the O 2 A band. The theory of the retrieval approach is presented in section 3 and a detailed discussion of the sources of error and how estimates of these errors are arrived at is also included in that section. Sample retrievals of singlelayered clouds are presented in section 5 and the retrieval of multilayered cloud systems is discussed in section 6. The benefits of combining A-band retrievals with active systems is addressed in section 7. A review of past research concerning remote sensing of cloud properties in the O 2 A band is given by O'Brien and Mitchell (1992) . Most research has focused on the estimation of cloud-top pressure from reflection spectra in the O 2 A band, an idea first proposed by Hanel (1961) and Yamamoto and Wark (1961) . Observations of A-band reflectance spectra recorded during Gemini 5 missions were used by Saiedy et al. (1967) to produce the estimates of cloud-top pressure. Comparison of these and later observations (Wu 1985) with true cloud heights showed the need for proper accounting of the additional oxygen absorption due to multiple scattering in cloud layers. Several more recent theoretical works have studied the accuracy of cloud-top pressure estimation from high-spectral resolution A-band spectra (O'Brien and Mitchell 1992); Fischer and Grassl 1991) .
The O 2 A band
In Part I, the characteristics of oxygen absorption in the A band were discussed. In this section, we review those properties of the A band most relevant to the remote sensing of cloud properties. As described in Part I, remote sensing of cloud properties from A band reflectance spectra requires measurements over a range of column optical depths of O 2 absorption, . The spec-* O 2 tral variation in the total column optical depth in the A band is shown in the upper-left panel in Fig. 1 based on line-by-line (lbl) computations performed at a resolution of 0.0005 cm Ϫ1 using Voigt line shapes and line parameters extracted from the HITRAN 96 database (Rothman et al. 1987) . The model midlatitude summer atmosphere of McClatchey et al. (1972) is used to create these spectra.
The lbl optical depths, , lbl , vary over several orders of magnitude from approximately 0.0001 to in excess of 100.0. Most instruments, however, are characterized by a filter response function, f chan (), of finite spectral width and the range of effective optical depth, defined as
which is smaller than the monochromatic optical depth as highlighted in Fig. 1 . A triangular filter function with the spectral resolution defining the spectral distance between the half-power points of the channel response
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Variation of optical properties in the visible to near-infrared spectrum computed from Lorentz-Mie theory using model stratocumulus and cirrus size distributions.
function was used. The range of this band-averaged A-band optical depth is significantly reduced as f chan () is broadened. The spectral resolution of the instrument effectively sets the upper limit to . * O 2 Throughout this paper, as in Part I, the optical depth of particles, c , the single-scatter albedo of particles 0 , and the asymmetry parameter of scattering g are taken to be constant across the O 2 A band. This is supported in Fig. 2 , which shows the spectral variation in the extinction coefficient, ext , 0 , and g computed using Lorentz-Mie theory for two particle size distributions. The size distributions were chosen to approximate those observed in a stratocumulus clouds (e.g., Stephens 1979) and cirrus clouds (e.g., Stackhouse and Stephens 1991) . As this figure shows, scattering in the O 2 A band is conservative. The asymmetry parameter for cloud particles also varies little from wavelengths of 0.5 to 0.8 m although g does differ between cirrus and boundary layer clouds. Figure 2 also indicates how cloud properties obtained at A-band wavelengths are also representative of the entire visible portion of the spectrum.
a. Approximate treatment of gaseous absorption
We introduce an assumption that simplifies calculation of the gaseous absorption along vertical paths of varying O 2 . Using the Lorentz line shape and assuming that the absorption is not dominated by absorption near line centers, the optical depth from the top of the atmosphere to a pressure level, p, is given by
2 2 2g p 0 where r is the mixing ratio of the gas, S is the line strength, ␣ l is the Lorentz half width, p 0 is the surface pressure, and * is the total column optical depth. The above expression holds for a well-mixed gas, like O 2 , in an isothermal atmosphere where line wing absorption dominates. While this assumption is not valid for O 2 absorption as a whole, it is adopted here since it allows us to discuss retrievals entirely in terms of total column optical depth rather than frequency. Comparisons between A-band spectra simulated using (2) and rigorous lbl computations show that this approximation adequately captures the growth of absorption with increasing , which is the requirement for this study (Hei-* O 2 dinger 1997). In addition, the temperature dependence of O 2 absorption in the A band has been neglected here. It is assumed here that the uncertainties in the modeling of the A-band spectra are much less than the errors in the instrument and in the forward model used in the retrievals. As noted by Fischer and Grassl (1991) , retrievals using actual data will need to use some sort of a priori temperature profile information.
b. Parameters controlling the O 2 A-band spectra
The physical parameters that influence the measured A-band reflectance spectra were identified in Part I. To facilitate understanding of the retrievals presented be-
low, we briefly revisit the results of Part I. Consider single-scatter theory applied to a single cloud layer with optical thickness, c , with a cloud-top pressure of p t , and a cloud-base pressure of p b situated over a surface with an albedo defined by ␣ sfc . If the scattering is assumed to be distributed uniformly with pressure within the layer and if the vertical distribution of gaseous absorption is given by (2), single-scatter theory predicts the nadir radiance at the top of the atmosphere to be
where F 0 is the incident solar energy at the top of the atmosphere, is the zenith angle of observation, 0 is the solar zenith angle cosine, and m is airmass factor (1/ ϩ 1/ 0 ). From this expression, we see that the following parameters, R c ϭ particle or continuum optical depth, R P(, 0 ) ϭ particle phase function, R 0,c ϭ particle or continuum single-scatter albedo, R p t ϭ pressure top of scattering layer, R ⌬ p ϭ pressure thickness of scattering layer, and R ␣ sfc ϭ surface albedo, govern the nature of the radiance measured at the top of the atmosphere and are therefore all potentially retrievable. We thus consider the retrieval vector x as
The retrieval vector x consists of three sets of properties: the scattering properties of the layer given by c ,g, and 0,c ; the scattering properties of the surface given by ␣ sfc ; and the geometric properties of the scattering layer (or layers as we see later) represented by p t and ⌬ p . This entire set of properties cannot be retrieved from A-band spectra under all conditions. Furthermore, clouds scatter conservatively across the spectral region of the A band (see Fig. 2 ) and 0,c can be taken to be known for this study.
As mentioned in Part I, the vector of observables, y, for these retrievals will consist of spectral radiances, I , and spectral radiance ratios, s defined relative to the continuum radiance, I c , as
I c
Note, the above definition differs than that used in Part I where s ϭ 1 Ϫ I /I c . The continuum refers here to spectral regions is the A band where ഠ 0. * O 2
Retrieval theory
The retrieval method introduced in this study is based on the optimal estimation method of Rodgers (1976) . This method or variations on this method have been applied previously to retrieval of profile quantities such as temperature and gaseous concentrations (Marks and Rodgers 1993; Fishbein et al. 1996) . The approach has not yet been applied to the estimate of cloud or aerosol properties. A significant advantage of this approach over other existing cloud retrieval methods is its ability to self-diagnose the validity of the retrieval. The method requires that the sources of errors be quantified, a task often overlooked in cloud property retrievals.
The optimal estimator method of Rodgers (1976) seeks to minimize a cost function, ⌽,
where the first term represents constraints introduced by the appearance of a priori data as characterized by the error covariance matrix, S a . The second term is the contribution by the simulated radiances, f(x), relative to the measurements, y. The error covariance matrix, S y , characterizes the errors of the measurements, both actual and simulated. In the absence of any a priori data (S a ϭ ϱ), (4) simplifies to the standard weighted linear least squares estimate (e.g., Menke 1989) . A Newton iteration method is applied to minimize the above cost function, ⌽, so that the retrieved parameter vector, x, is updated at each iteration using the following expression
where K is the kernel matrix containing the sensitivities of each simulated measurement to each retrieved parameter
A is the model resolution matrix (Menke 1989) as is given by where S x is the error covariance of the vector x, which can be expressed as
Note that the sensitivity analyses of Part I were expressed in terms of the quantity ‫ץ‬ f ‫ץ(/‬ lnx), which represents the absolute change in f given a unit change in x. These sensitivities are related to the kernel matrix in an obvious way. A retrieval of this form produces a number of diagnostic products and the retrievals presented below will be expressed in terms of two of these products. One is the error in the retrieved property,
͙ and the second is the reliance of the estimate of x(i) on the x a given by A (i, i) . The quality of the retrieval ultimately relies on an appropriate forward model and a meaningful estimate of the individual error sources that contribute to S y and S a . Sources of retrieval errors and estimation of the magnitudes of these errors are now described. Although the error estimates are specific to the problem under consideration, the nature of these errors more generally apply to a number of retrieval problems.
a. Measurement error
The error covariance matrix of measurements, S y , is composed of two terms (e.g., Marks and Rodgers 1993) , the first being the error in the measurements S ỹ and the second being the error in the forward model S f such that
The measurement error matrix, S ỹ , represents the uncertainty of the actual radiometric measurements. We represent this error in terms of shot noise, ⑀ shot , and the error due to calibration errors, ⑀ cal :
For the retrievals presented below, the shot noise is assumed to vary randomly for each measurement with a magnitude governed by the signal-to-noise ratio (snr) referenced to some absolute radiance value. Unless stated otherwise, this absolute radiance value used for computing ⑀ y will taken to be the radiance reflected from a 5% Lambertian surface since this represents the case of a very low signal. The calibration error is assumed to be constant for all channels, which is reasonable for a spectrometer designed with a single detector.
b. Forward model error
Errors that arise from the choice of the forward model are generally ignored in most cloud-based retrievals despite the significance of this error. Failure to account for uncertainties in the forward model can overly constrain the solution and produce unrealistic retrievals with unrealistic errors. For the present application, the forward model error considers such factors as R errors due to the discretization of a vertically varying atmosphere into contiguous homogeneous layers; R discretization of the radiance field into a finite number of streams; R the necessity to assume some form of the particle phase function in the model that differs from the real phase function of the real atmosphere; R the inability of the forward model to account for horizontal variability in the retrieved parameters; R uncertainties in the spectroscopic data used in the computation of A-band spectra.
The first two sources of forward model error are easy to quantify since they are solely a function of the computational cost of the forward model. Using a simulated cirrus cloud with an optical depth of 1.0 and a phase function given by the double Henyey-Greenstein form described later, the effect of reducing the number of layers and the number of radiance streams can be computed. As is consistent with the forward model used in Part I, the number of layers in Fig. 3 refers to the number of sublayers used to represent the cloud (300-400 mb) and the Rayleigh scattering (400-1000 mb) layers. The errors are computed relative to a simulation performed with 128 streams and 10 sublayers in each region. Errors associated with the discretization assumptions can be held below 1%-2% when 16 streams and 4 layers are used.
Phase function uncertainties are treated differently for water clouds than for ice clouds. The uncertainty for VOLUME 57 water clouds is estimated as follows. We use LorentzMie theory to calculate phase functions assuming droplet distributions representative of water clouds. The work of Han et al. (1994) implies that the range of the effective radius r e for low water clouds varies broadly between 8 and 20 m. This range in particle size produces the range in phase function indicated in Fig. 4 . Also shown in Fig. 4 is the phase function computed at 0.60 m for the C1 size distribution of Deirmendjian (1969) . We use this range to define the extent of the phase function uncertainty and calculate the reflection spectrum of a low cloud using phase functions computed with r e ϭ 8 m and r e ϭ 20 m, c ϭ 10, 0 ϭ 0.8, and three values of the surface albedo listed. The corresponding differences in I and s calculated this way are shown in Fig. 5 . These differences will be interpreted as error in the I and s and this error increases with increasing . This behavior is explained by noting that * O 2 as the amount of O 2 absorption increases, the contribution of multiple scattering to the radiance decreases resulting in a greater contribution by single scatter and an increased sensitivity to the details of the phase function. The ratio quantity, s , is also sensitive to phase function in a way that varies with O 2 absorption for reasons discussed in Part I. In the continuum region of the spectrum, multiple scattering dominates whereas single scattering becomes increasingly more important as O 2 absorption increases. Phase function sensitivities no longer cancel as they do in a purely single-scattering atmosphere (refer to Part I).
Phase function uncertainties for low clouds (waterdroplet clouds) are incorporated into S y as follows. A constant 1% radiance error is assumed for phase function error on I consistent with the results of Fig. 5 . The s error associated with phase function uncertainty was empirically approximated by
where ⑀ In a rigorous sense, these errors should be tabulated as a function of solar zenith angle and cloud properties. In an actual retrieval, these properties are not known a priori and the above errors values are assumed for all low cloud scenarios. Estimating the retrieval error associated with phase function uncertainty is much more difficult for cirrus clouds. These clouds are composed of ice crystals that vary in shape and size in a complex way. The phase functions are also complex and highly variable. Calculations for nonspherical crystals (e.g., Takano and Liou 1989; Macke et al. 1998) show that ice crystal phase functions differ significantly from phase functions derived for spheres of equivalent radius (mass or volume) . In this study, we use a simple functional form for ice crystal phase function rather than use a specific function calculated for a specific crystal habit. The rationale FIG. 6 . Comparisons of dHg phase functions for a realistic range in g eff . Included for reference is the phase function computed for hexagonal crystals by Takano and Liou (1989) .
FIG. 7. Errors in I and s derived as differences between the g ϭ 0.7 m and the g ϭ 0.9 dHG phase functions shown in Fig. 6 .
Assumed values are used in estimation of forward model error.
for this approach is predicated on the assumption that specific information about ice crystal geometry will not be known a priori and use of more complex forms of phase functions cannot be justified without this information. For comparison, Fig. 6 presents phase functions obtained for hexagonal crystals and the double HG (dHG) phase function given by
where P HG is the standard Henyey-Greenstein phase function (van de Hulst 1980) . The asymmetry parameter, g, for this dHG function is
The smoother nature of the dHG phase function is consistent with the observation that phase function structure for cloud volumes consisting of many differently sized and shaped particles tends to be smoother than the function for a specific geometry crystal. The shaded region of Fig. 6 indicates the differences between dHG functions derived for g ϭ 0.7 and g ϭ 0.9. This is supposed to represent a range in asymmetry parameter that is expected for ice crystal clouds and is a range that is used to define phase function uncertainty of cirrus in this study. Figure 7 presents the corresponding errors in I and s due to this phase function range. These differences were computed assuming c ϭ 1.0, 0 ϭ 0.8, and the same values of surface albedo used to produce Fig. 5 . The more optically thin the cloud, the more sensitive are both I and s to phase function. The effects of phase function error also depends on ␣ sfc . The errors in radiance decrease with increasing ␣ sfc since the surface contribution to the observed radiance is less sensitive to the phase function. Because of the error dependence on ␣ sfc , two error values will be used; one for a reflecting lower surface and another for a nonreflecting surface. The radiance errors due to phase function uncertainty will be assumed to be 25% for a dark surface and 5% for a bright surface. The error in s is also assumed to take the form given by (8) with ⑀ max ϭ 0.05 for a dark surface and ⑀ max ϭ 0.5 for a bright surface. These assumed error levels are shown in Fig. 7 and are compared to the forward model errors. The latter errors and their simple representation in the retrieval are significantly larger than the errors associated with phase function effects for low clouds. The final error considered here is the error of the forward model that results from its inability to treat the effects of 3D transport. It is difficult to quantify this error in general as it ultimately depends on an assumed form of the spatial distribution of cloud. It was shown in Part I how the assumption of 1D transport introduces a bias in the retrieval of c . The sign of this bias was shown to differ when c is retrieved from observations of I compared to a retrieval based on observations of s . The magnitude and sign differences of these biases can be used to diagnose when the presence of cloud heterogeneity is likely to prevent accurate optical depth retrievals. In the next paper of this series (Heidinger and Stephens 2000 , manuscript submitted to J. Atmos.
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Sci., hereafter Part III), the effects of three-dimensional cloud variability on A-band retrievals are explored in greater detail. For this paper, we assume an error of 5% for radiance and 2% for radiance ratios. The actual errors can be much larger depending on the particular retrieval scenario. The levels of error used in this retrieval assume that an approach like that described in Part I and pursued in Part III is available to flag when these errors become intolerable.
c. A priori error
If a retrieval fails to estimate a parameter meaningfully, either as a result of a lack of sensitivity or a result of a poor measurement, then the retrieval is forced to rely on a priori information. In this sense, a priori data can be thought of as virtual measurements. It is imperative then to assign meaningful values to the uncertainties of these data since they establish the extent to which a given retrieval should be constrained to such data. One way of defining this uncertainty is to bracket its magnitude using known ranges of values of relevant parameters. This is relatively straightforward in more common applications of temperature and constituents sounding for which suitable a priori information and uncertainty are generally available either from climatology or meteorological forecast models.
The a priori information imbedded in cloud and aerosol retrievals is much less obvious and quantitative definition of errors are lacking. In this study we establish these a priori uncertainties as follows. The uncertainty in the surface albedo is assumed to be 0.05. This level of uncertainty, it may be argued, could be achieved with a simple scene identification scheme. The uncertainty in the cloud-top pressure is assumed to be 200 mb. As results will show later, the sensitivity of the retrievals to a priori uncertainties in both ␣ sfc and p t is small and it is less critical to define these errors accurately. The largest a priori uncertainties occur for c and ⌬p. For these values, we assign an uncertainty of 100%. The results of Minnis et al. (1992) showed that for the stratocumulus cloud fields observed, the following relation was derived between c and the geometrical thickness of the layer, H,
where H is in meters. Using this relationship, we see that for a range of stratocumulus optical depths of 4 to 40, the range observed by Minnis, corresponds to geometrical depths of about 100-500 m or to about 10-50 mb. This range of pressure thickness is consistent with a value of 100% for the a priori uncertainty. A value of 100% in the a priori value of c is more difficult to justify. To make an a priori estimate of c accurate to within 100%, an initial retrieval using only the continuum radiance channel along with the a priori value of ␣ sfc could be used to provide an initial guess to c . This approach to the initial estimate of c is similar in nature to retrievals of c using a single visible channel from the current radiometers flown on both polar and geostationary meteorological satellites and limited information on the surface albedo. An uncertainty of 100% on this type of retrieval is a conservative estimate of the error.
Single-layer cloud retrievals
The sensitivities of both I and s to changes in x, discussed in Part I, are now exploited to retrieve x. Results in this section are limited to single layers of scatters in an atmosphere composed of vertically varying Rayleigh scattering and gaseous absorption. The previously deduced estimates of a priori uncertainties and forward model errors will be used to define S x . Results will be expressed in terms of the estimated error of each property and in terms of the corresponding diagonal elements of the A matrix. As noted above, the latter quantity indicates the level of reliance of the retrieved value on the a priori values. The calculation and physical meaning of the S x and A were described in the previous section.
The retrievals were performed for radiances obtained for a large number of channels (10) with value of * O 2 ranging from 0 to 4. This is a range consistent with an A-band radiometer possessing a spectral resolution of 0.5 cm Ϫ1 . Information content analyses, such as shown in section 5, indicate that a few channels can contain virtually all information within the spectrum. A large number of channels were used here to ensure that the retrieval results were not influenced by improper channel selection. In an actual operational retrieval, the number of channels could be optimized (e.g., Rodgers 1996) to minimize the computational burden. This number was chosen to ensure that all information was extracted from the spectral.
a. Boundary layer clouds
The following results apply to a low cloud positioned between 800 and 900 mb illuminated by a sun at 0 ϭ 0.8. Results obtained for different values of this solar zenith angle do not differ in significant detail and are not shown. The phase function of low water clouds is well approximated by the Lorentz-Mie phase function derived for r e ϭ 10 m. Phase function uncertainty is relatively small for these clouds as described above, and it is not necessary (or possible) to retrieve any information about this parameter for these clouds. The vector of x thus follows as
Low cloud retrievals are presented in Fig. 8 horizontal variability). The right-hand panels show the corresponding element of the A matrix. Each row in Fig.  8 corresponds to a different retrieved property. The results of Fig. 8 can be summarized as follows. The simulated retrievals with the estimated forward model errors show that the elements of x are retrieved with an accuracy generally below 10% except for the case of optically thin low cloud over a bright surface. For the latter scenario, the retrieval is forced to rely significantly on the a priori values of respective quantities as demonstrated by the departure of A from 1.0. With this case aside, the results of Fig. 8 suggest that the specific retrieval error levels are less than 5% for c and ␣ sfc although the errors of the latter grow for c Ͼ 10 due to the decreasing sensitivity of the nadir radiance to surface reflection. The errors in p t are generally less than 1% for most of the simulated range in c , a result expected from the large sensitivity of radiances to cloud-top pressure. This result also reinforces the well-known cloudtop pressure application of past A-band measurements. The results of Fig. 8 also suggests that the retrieval appears to be able to estimate the pressure thickness ⌬p to within 10% and with little reliance on a priori data. It should be noted that no passive instrument has demonstrated an ability to estimate this quantity without heavy reliance on extraneous information. The regions
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FIG. 9. Sample retrieval results for a low cloud scenario with a three-dimensional error of 5% included in radiance and a variable error in s .
of weakness in the retrievals, indicated by the largest errors, are also reflected in the departure of the diagonal elements of A from unity. A similar set of retrievals are shown in Fig. 9 for low clouds with all conditions the same as those used to produce Fig. 8 except that errors due to spatial variability are added to the error covariance matrix, S y . The results in Fig. 9 , while similar to those of Fig. 8 , differ from the latter in quantitative detail. For example, errors are now increased generally by about 20% from the case when no 3D error is assumed. It is clear from this example that meaningful retrievals can be performed under conditions that exhibit some degree of three-dimensional spatial variability but the magnitude of these 3D effects must be known to be small.
b. Cirrus cloud retrievals
A similar analysis is repeated here for cirrus clouds. Simulations were carried out for a cirrus cloud layer located between 300 and 400 mb illuminated by a sun at 0 ϭ 0.8. In contrast to the problem of low cloud, we cannot assume the phase function is well known and the retrievals assume the errors discussed in relation to Figs. 5 and 7 applied to S y . Figure 10 shows simulated cirrus cloud retrievals pre- Fig. 8 but for cirrus clouds. These retrievals are based on no attempt to deduce phase function information.
H E I D I N G E R A N D S T E P H E N S FIG. 10. As in
sented in the same manner as for low clouds. It is not surprising that the results for cirrus contain significantly larger errors when contrasted against the low cloud results. For example, the errors in c are generally 10% for optically thick cirrus and much greater for optically thin cirrus. Cloud-top pressure can be estimated only to about 15% or approximately 45 mb according to these simulations. It also appears that meaningful information about the pressure thickness of cirrus layers can only be deduced for optically thick layers over a dark surface. The above cirrus retrievals were performed assuming that the measurements contain no phase function information. As shown in Part I, A-band spectra contain information about the phase function and we now show how the retrievals are improved if this information, albeit of limited direct value, is also derived. Figure 11 provides some idea of the extent of phase function information contained in the A-band spectral measurements. This diagram presents contours of I and s plotted as a function of c and the phase function asymmetry parameter, g. The phase function was assumed to be given by the dHG formula. A simple way of interpreting the results of Fig. 11 is that where the I and s contours in c -g space are orthogonal to each other is where c effects in the measurements might be separated from g effects. The upper left panel shows the contours of ra- diance for three differing values of and the upper * O 2 right panel shows the contours of radiance for selected values of surface albedo. As these results show, estimating both c and g from radiance measurements alone is not feasible as is well known. The bottom panels are identical to the top panels except that the contours are now of constant radiance ratio. These simulations show the radiance ratios actually contain different information about g and especially over bright surfaces when Ͼ 0.5. Figure 12 illustrates the benefits to the retrieval of cirrus properties when the phase function information contained in A-band spectra is used. The curve in the left panel of Fig. 12 shows the variation of the continuum radiance, I c , with the asymmetry parameter, g, computed for a cirrus cloud with c ϭ 1.0 and a dHG phase function. The curve in the right panel is the variation in the radiance ratio, s for ϭ 1.0 for the same cirrus * O 2 conditions. Current estimates of g at A-band wavelengths range from 0.7 to 0.9 depending on the assumed ice crystal shape and size distributions. The light gray shaded region in each panel represents the uncertainty in the A-band spectra I c or s ) due to the uncertainty in g. Also shown in each panel is a horizontal line representing the value computed using the hexagonal crystal phase function. Using the hexagonal crystal phase function for the true cirrus phase function, a retrieval was performed assuming the dHG representation of the phase function. A-band spectra were then computed with the true cirrus optical properties except that the hexagonal phase phase function was replaced by the dHG phase function using the retrieved value of g. The resulting values for I c and s using the retrieved phase function are shown as horizontal lines in both panels. The dark shaded region represents the error due the reliance of the forward model on the assumed phase function form (dHG), which did not well represent the true (hexagonal crystal) phase function. The relative size of the two shaded regions represents the reduction in the sensitivity of an A-band retrieval to the assumed phase function. Further research may show that other representations of the phase function are more appropriate than the dHG, but the actual form of the assumed phase function would not qualitatively change the results of Fig. 12 . In section 7, a combined A-band-lidar retrieval technique will be presented, which allows for additional information about the phase function to be retrieved.
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As stated above, retrieving information about g effectively increases the accuracy of the forward model. If no attempt is made to estimate g, then the errors in I c and s are given by the a priori range of g in cirrus clouds (taken to be 0.7-0.9) resulting in a large error in these radiance quantities. The ability to estimate g, however, greatly reduces these errors and thus removes the large source of retrieval uncertainty. Figure 13 shows retrieval results for cirrus clouds when g is also simultaneously retrieved. Comparison of Fig. 13 with Fig. 10 indicates how errors in all quantities are reduced significantly.
Profile retrievals
Part I discusses how radiances measured in channels with varying values of can distinguish the effects * O 2 of scattering in the atmosphere from scattering occurring at or near the surface. The same principle can be extended to the separation of scattering layers at different levels in the atmosphere.
This section explores the extent to which it is possible to retrieve vertical profiles of extinction. The example chosen to highlight this capability is that of a cirrus layer overlying a low-level cloud. The cirrus cloud was placed between 300 and 400 mb with c ϭ 1.0 and the low-level cloud was placed between 800 and 900 mb with c ϭ 10.0. The extinction profile is shown in the left panels of Figs. 16 and 19. All remaining parameters are identical to those used in the single-layer retrievals described above.
An eigenvector analysis of the kernel matrix K provides a way of estimating the amount of vertical information contained in spectral measurements (e.g., Twomey 1966) . This analysis is presented in Fig. 14 Fig. 14 . The eigenvectors may be thought of as representing the patterns of the retrieved extinction profile. These profiles are generally broad and the relative importance of each profile is defined by the respective value of the eigenvalue.
The number of significant pieces of profile information contained in the spectrum is represented by the number of significant eigenvalues (significant relative to the noise properties of the instrument). The latter depends not only on the number and spectral location of the channels but also on the accuracy of the measurements. Figure 15 shows contours of the number of significant eigenvalues computed as a function of the number of channels and maximum channel opacity for the cirrus low cloud case. The three panels of Fig. 15 correspond to measurement errors of 0.5, 2, and 5%. A value of 2% has been assumed throughout the singlelayer retrievals. The addition of more channels for highly accurate measurements results in more significant eigenvalues and therefore an increase in the vertical resolution of the retrieval. As the error in the measurements increases, the addition of more channels offers less additional significant eigenvalues and little new profile information. Only by increasing the spectral resolution (i.e., increasing ) does more vertical resolution be-* O 2 come available. Figure 15 is not only a convenient way of demonstrating the amount of vertical profile information in the measurements, but is also a convenient way of comparing this information content for resolutions characteristic of different types of instruments. For example, the three A-band channels on the MCR (Curran et al. 1981 ) had a spectral resolution of about 10 cm Ϫ1 , which corresponds to ഠ 1.5. This instrument * O 2 has only about two significant eigenvalues.
The above analysis indicates that an A-band spectrometer with a spectral resolution of 0.5 cm Ϫ1 and an accuracy of 2% or better should be able to provide information that would allow four to five layers of extinction to be retrieved. We now demonstrate this result using the two-cloud-layer example described above. Figure 16 shows the results of a retrieval of extinction VOLUME 57 profile based on use of reflected nadir radiances. The center panel is the extinction profile obtained assuming a five-layer retrieval. No a priori information about the vertical structure was assumed and the layers were taken to be of equal pressure thickness (200 mb). The layer above 200 mb was assumed to be cloud free. As this result shows, the retrieval is successful in not only identifying low and high cloud but also reasonably estimates the magnitude of the extinction of two cloud layers. The right panel of Fig. 16 shows the same retrieval attempted on ten 100-mb thick layers. This is more vertical resolution than is contained in the measurements and spurious profiles of extinction result.
Combined active-passive retrievals
The inherent resolution of profile information contained in A-band reflectance spectra from a moderate spectral resolution (0.5 cm Ϫ1 ) instrument with realistic noise characteristics is limited to about four to five layers. As the above exercise showed, attempting to retrieve too many layers of extinction results in spurious extinction profiles. The situation is greatly improved, however, with application of a priori constraints that may be provided by simultaneous measurements from active systems such as lidar or radar. As has been recently demonstrated by the Lidar In Space Technology Ex- periment (Platt and Winker 1994) , one of the fundamental products of space-borne active systems is the identification of layers of cloud and aerosol in the atmosphere. The ability of A-band retrievals to estimate extinction coupled with the ability of active sensors to locate layers in the vertical provides a synergy that represents an important advancement over the capabilities of each individual instrument.
In the context of the single-layer retrievals performed earlier, an active system can be assumed to offer accurate information about p t and ⌬p. To show the effect of how this information can improve the quality of the retrievals of other parameters, we consider the cases of high and low cloud over a bright surface since these are difficult cases for any retrieval scheme. Figure 17 presents the results for low cloud and Fig. 18 presents the results for cirrus. As these results show, a priori knowledge of the vertical distribution of the scatters greatly enhances the accuracy of the estimation of optical depth of the layer.
Information added from active sensors also has obvious benefits in the retrieval of vertical profiles of extinction. Figure 19 revisits the two-layer example discussed above. Using only the layer boundary information from the active system, the extinction profile shown in the right-hand panel is retrieved. The reason for the dramatic increase in accuracy is the improvement provided by the forward model when the location of the scattering layers are specified.
A specific example of a retrieval from combined A-band and calibrated LIDAR data
The examples above only consider the benefits of cloud boundary information. Active systems when calibrated also provide additional information that may better constrain the retrievals. For example, the different geometries associated with the different sources that illuminate the cloud, as observed by the A-band spectrometer and as observed by a lidar offer different information about the scattering by cloud and aerosol layers. To illustrate the usefulness of this information, consider a cirrus cloud located between 9 and 10 km with a uniform extinction of 1 km Ϫ1 and 0 ϭ 1.0. The true VOLUME 57 phase function will be assumed to be a double HenyeyGreenstein phase function with g eff ϭ 0.85, 0 ϭ 0.707, and the surface is Lambertian with an albedo of 0.15. The lidar is assumed to have a beam width of 0.5 -radians and to be located 5 km above cloud top. The distribution of the radiances per order of scatter for each instrument are shown in Fig. 20 . While the continuum A-band radiances contain significant contributions from the first five orders of scatter, the lidar return is dominated by first-order scatter. The main reason for these differences is the difference in the source and observation geometries of the two measurements. The lidar simulation performed here used no gating approximation, which means that all photons were allowed to travel back to lidar. The lidar signal may in fact be gated, which would separate those photons that are multiply scattered. In this case, the differences in Fig. 20 would be even more dramatic. As a consequence, the lidar and A-band measurements are governed by different regions of the phase function. While the lidar signal is dominated by backscatter, the A-band radiance is governed by the entire phase function as a consequence of the multiple scattering occurring. with ␣ sfc ϭ 0.15, increasing the optical depth decreases I lidar . In addition, single-scatter theory predicts an increasing sensitivity to g for I lidar as c increases, which is again consistent with Fig. 21 . Due to multiple scattering, the radiance measured by the A band tends to follow the contour of c (1 Ϫ g), known as the effective optical depth. For very small values of c , the radiance measured by the passive sensor will also be dominated by single scattering, which would theoretically allow for the determination of two points of the phase function. Note that the enhanced ability to measure g using lidar measurements would also apply to other visible radiance data, not only A-band measurements. It may also be possible to retrieve more information about the phase function than just g, the asymmetry parameter. While radiances measured in the presence of optically thick media are governed mainly by g, the radiances scattered by typical aerosol and thin cirrus layers are effected by the details of the phase function owing to the relative importance of low-order scattering in these cases. Up to now, a certain form of the double Henyey-Greenstein phase function has been used and the retrieved values of g have always been relative to that assumed phase function. Combined A-band and lidar backscatter data can be used to retrieve not only g but also g 1 , another parameter of the dHG phase function. Consider the four phase functions shown in Fig.  22 . The phase function labeled truth was used to generate the measurements while the a priori phase function was used as the first guess. Based on A-band measurements alone, not enough information is available to retrieve any more information than g and the actual shape of the retrieved phase function is significantly in error. Coupled with lidar data, the retrieval is now able to estimate g and the value of g 1 used in the dHG representation of the phase function. As a consequence, the phase function retrieved with additional lidar data is closer to the true shape used in computing the measurements.
A direct consequence of the ability to better resolve the phase function is an improved retrieval of optical depth. This is highlighted in Fig. 23 , which shows a VOLUME 57 sample retrieval for a cirrus cloud situated between 9 and 10 km. The true value of c is 1.0 and the phase function is described by the dHG parameters g 1 ϭ 0.90, g 2 ϭ Ϫ0.6, and g eff ϭ 0.80. As described earlier, this phase function is a rough approximation of the phase function typical to cirrus particles. The retrievals are carried out assuming the following a priori assumption about the phase function g 1 ϭ 0.95, g 2 ϭ Ϫ0.6, and g eff ϭ 0.85. With A-band data alone, only g can be retrieved and the resulting error in the a priori estimate of the phase function causes the overestimation in the retrieved c shown in Fig. 23 . With lidar data added to the retrieval, a value of g 1 is also retrieved and the corresponding errors in the optical depth are greatly reduced. The sensitivity of the retrieved optical depths to the actual shape of the phase function will be reduced for larger values of c where multiple scattering dominates.
Conclusions
This paper examines the extent to which it is possible to retrieve cloud optical properties using spectral measurements of reflected sunlight in an absorbing band of a uniformly mixed gas, in this case molecular oxygen. The basis of the approach is to use the known properties of the absorption by this gas and its known distribution in the atmosphere to decipher particle scattering effects that affect line absorption. These effects can be determined from spectral measurements of nadir radiance and the ratio of spectral to continuum radiance; the latter being related to the line profile (e.g., Chamberlain and Hunten 1987) . The study is a continuation of a related study by Stephens and Heidinger (2000) extending the theoretical results of that study into a practical retrieval form. That previous study showed how the following parameters, R c ϭ continuum optical depth, R P(, 0 ) ϭ particle phase function, R 0,c ϭ continuum single-scatter albedo, R p t ϭ pressure top of scattering layer, R ⌬p ϭ pressure thickness of scattering layer, and R ␣ sfc ϭ surface albedo, affect the measured reflectances in a way that varies according to the strength of the absorption by molecular oxygen. The ability to retrieve this information from synthetic oxygen A-band spectra is demonstrated for low and high clouds. The advantage to be gained by making measurements of these spectra along with an active profiling instrument like lidar or a cloud profiling radar is also demonstrated. The retrievals presented indicate under what conditions the above parameters might be derived and with what accuracy assuming realistic instrument accuracy scenarios.
The method of retrieval developed for this study to demonstrate the information content of A-band is based on the optimal estimation method of Rodgers (1976) , which has been widely used for constituent and temperature soundings, but is relatively unexplored in the case of retrievals of particle scattering properties. A significant advantage of this approach for this purpose is the diagnosis of both retrieval error and retrieval validity. A unique aspect of this study is the attempt to quantify sources of error in detail. Among these sources are the following. R Angular and vertical discretization errors of the forward model. These were shown to be of 1%-2% magnitude, which is small in comparison to other sources of error. R Phase function errors of the forward model. This error is a recognition that in real applications the actual phase function is not known a priori and some approximation to this phase function is required. This is a significant source of error for cirrus clouds composed of nonspherical ice crystals, but is a significantly smaller error for water clouds. The approach assumed in this study for cirrus clouds is to adopt a simple form of phase function since it is unlikely that the specific details of ice crystal geometry will be known a priori. As such, this simple phase function represents error that is estimated based loosely on the range of phase function variation expected for different crystals based on scattering calculations. R The inability of the forward model to account for horizontal transport effects and subpixel variability in the retrieved parameters. This error is difficult to quantify without some assumed form of the spatial distribution of cloud. This topic is pursued in another paper as part of the present series of papers.
Specific conclusions are as follows.
R Low cloud retrievals: The simulated retrievals of low clouds complete with the estimated forward model errors show that the elements of x can be retrieved with an accuracy better than 10% for the most part except for optically thin low cloud over a bright surface. In this case the retrieval is forced to rely significantly on the a priori values of respective quantities. In general, the retrieved error in c and ␣ sfc are less than 5%. The errors in p t are less than 1% for most of the simulated range in c . In addition, the retrieval appears to be able to estimate the pressure thickness of the layer, ⌬p, to within 10% with little reliance on any priori data. This is a unique characteristic of high-resolution measurements of absorption lines. No broadband passive instrument has shown an ability to provide this quantity without an overwhelmingly significant reliance on a priori information. The regions of weakness of the retrievals, shown by the largest errors, are also reflected in an overreliance on the a priori data. R High cloud retrievals: Simulated retrievals for high clouds show significantly larger errors than is the case of low cloud. This error occurs primarily as a result of the large a priori range of assumed phase functions (expressed, say, in terms of the asymmetry parameter) for ice crystal clouds. If no attempt is made to estimate information about the phase function, then the large errors in I c and s lead to errors in c that are at the 10% level for optically thick cirrus and are much greater for optically thin cirrus. R Retrieval of phase function information: The sensitivities of I and s to phase function differ from one to another and vary as the amount of O 2 absorption changes. The sensitivities generally increase as absorption increases since the contribution of singlescattered photons to the measured signal increases, producing a greater influence of the details of the phase function on these signals. This sensitivity can VOLUME 57 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S be used to constrain the retrievals further, reducing the dependency of the retrieval on phase function and thus reducing the overall error of the retrieval. An analysis is presented to show that it is possible to retrieve g sufficiently well to improve the accuracy of the forward model leading to a reduction in c errors. R Profile information: The pressure information about scattering layers suggests that it may be possible to obtain limited vertical profile information. Information content analyses indicated that the A-band spectrometer with a spectral resolution of 0.5 cm Ϫ1 and an accuracy of 2% or better should be able to provide four to five layers of information. A specific examples was shown that indicated the capability of both detecting the presence of thin high cloud above lower brighter cloud and estimating the optical depths of both clouds. R Synergy of active and passive sensors: Additional profile information from lidar (or equally from radar) when incorporated in the retrieval improves the quality of extinction sounding. An example of a combined A-band and lidar retrieval was presented wherein the lidar included additional radiometric information about backscattering by ice crystals. This extra information helped constrain further the scattering phase function reducing errors in c from 50% to less than 10% for the example given.
