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PRIMALITY OF CLOSED PATHS POLYOMINOES
CARMELO CISTO, FRANCESCO NAVARRA
Abstract. In this paper we introduce a new class of polyominoes, namely closed paths, and we
study the primality of their associated ideal. Inspired by an existing conjecture that characterizes
the primality of a polyomino ideal by non existence of zig-zag walks, we classify all closed paths
which do not contain zig-zag walks, and we give opportune toric representations of the associated
ideals. To support the conjecture we prove that having no zig-zag walks is a necessary and sufficient
condition for the primality of the associated ideal of a closed path. Eventually, we present some
classes of prime polyominoes viewed as generalizations of closed paths.
1. Introduction
Polyominoes are plane figures, made up of squares of the same size joining edge by edge. They
appeared for the first time in recreational mathematics and combinatorics about sixty years ago and
they are studied especially in tiling problems of the plane. In 2012 Asloob A. Qureshi connected
polyominoes to Commutative Algebra, assigning to every polyomino P the ideal of inner 2-minors,
called polyomino ideal, denoted by IP([14]). In literature there are many studies about the ideals
of t-minors of a m× n matrix of indeterminates, for any integer 1 ≤ t ≤ min{m,n}, and the ideals
generated by all t-minors of a one or two sided ladder ([2], [3], [4]). The ideals of adjacent 2-minors
are discussed in several papers ([5],[13],[11]) as well as the ideals generated by an arbitrary set of
2-minors in a 2 × n matrix ([6]). The class of polyomino ideals generalizes the class of the ideals
generated by 2-minors of m× n matrices.
The goal is to investigate the main algebraic properties of IP , depending on the shape of P, in
particular it is interesting to study its primality. We know that polyomino ideals, attached to a
simple polyomino, are prime ideals. Roughly speaking, a simple polyomino is a polyomino without
holes. The primality of simple polyominoes has been proved in [8], showing that simple and balanced
polyominoes are equivalent and using the fact that a polyomino ideal, associated to a balanced one,
is prime (see [9]). Independent of this, in [15] it has been showed that polyomino ideals associated
to simple polyominoes are prime, by identifying their quotient ring with toric rings of a weakly
chordal graph. The study is applied to multiply connected polyominoes, that are polyominoes with
one or more holes. In [10] and [16], it is discussed a family of prime polyominoes, obtained by
removing a convex polyomino from a rectangle in N2. It is a not easy challenge to give a complete
classification of all polyominoes whose ideal is prime. In [12] the authors give an interesting tool,
which seems to be very useful to characterize the primality of multiply connected polyominoes.
They define a particular sequence of inner intervals of P, called a zig-zag walk, and they prove that
its no existence in P is a necessary condition to the primality of IP . Moreover they show that it
is a sufficient condition for polyominoes made up of at most fourteen cells, using a computational
method. It seems that no existence of zig-zag walks in a polyomino should characterize its primality.
In this paper we study the primality of other classes of polyomino ideals, in particular we introduce
a class of polyominoes, namely closed paths, in which having no zig-zag walks is a sufficient condition
for the associated ideal to be prime. In Section 2 we introduce the preliminary notions. In Section
3 we define a particular class of multiply connected polyominoes, which we call closed paths, and
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we give two sufficient geometric conditions in order to it does not contain zig-zag walks. In fact
we introduce the L-configuration, that consists of a path of five cells A1, . . . , A5 such that the two
blocks A1, A2, A3 and A3, A4, A5 go in ortogonal directions, and we prove that if a closed path has
an L-configuration, then it does not contain zig-zag walks. Moreover we define a ladder with at
least three steps in a closed path and we show that this structure is a sufficient condition to have no
zig-zag walks. In Section 4 and 5 we give a toric representation of a closed path respectively with
an L-configuration or a ladder, using a method similar to Shikama’s one in [16] and attaching the
hole variable only to a particular set of vertices of the L-configuration or ladder. In Section 6 we
present the main result of the paper. At first we show that having an L-configuration or a ladder
with at least three steps is a necessary and sufficient condition in order to have no zig-zag walks
for a closed path. This result characterizes the structure of closed paths which contain no zig-zag
walks, and makes possible to prove that the conjecture in [12] is true for such a class. At the end
of this work we study some particular classes of prime polyominoes, that we can build using paths
and simple polyominoes. They are a weak generalization of closed paths. We give some sufficient
conditions for the primality of the related ideals. Necessary conditions for primality, and so proving
the conjecture of [12] for such classes, are difficult to find out and leave here as open questions.
2. Basics on polyominoes and polyomino ideals
We consider the natural partial order on N2: given a = (i, j) and b = (k, l) in N2, we say a ≤ b
if i ≤ k and j ≤ l. The set [a, b] = {(r, s) ∈ N2 : i ≤ r ≤ k, j ≤ s ≤ l} is called an interval of N2.
If i < k and j < l, we say that [a, b] is a proper interval. The elements a, b are called the diagonal
corners and c = (i, l), d = (k, j) the anti-diagonal corners of [a, b]. If j = l (or i = k) we say that a
and b are in horizontal (or vertical) position. An elementary interval of the form C = [a, a+ (1, 1)]
is a cell with lower left corner a. The elements a, a+ (0, 1), a+ (1, 0) and a+ (1, 1) are called the
vertices or corners of C and the sets {a, a + (1, 0)}, {a + (1, 0), a + (1, 1)}, {a + (0, 1), a + (1, 1)}
and {a, a + (0, 1)} are called the edges of C. We denote the set of the vertices and the edges of C
respectively by V (C) and E(C).
Let P be a collection of cells of N2. We denote the set of the vertices of P by V (P) =
⋃
C∈P V (C)
and the set of the edges of P by E(P) =
⋃
C∈P E(C). Let A and B be two cells of N
2 with lower
left corners (i, j) and (k, l). The cell interval, denoted by [A,B], is the set of the cells of N2 with
lower left corner (r, s) for i 6 r 6 k and j 6 s 6 l. If (i, j) and (k, l) are in horizontal position,
we say that the cells A and B are in horizontal position. Similarly one defines two cells in vertical
position.
Let C and D be two cells of P. We say that C and D are connected if there exists a sequence of
cells C : C = C1, . . . , Cm = D such that Ci ∩ Ci+1 is an edge for i = 1, . . . ,m − 1. If in addiction
Ci 6= Cj for all i 6= j, then C is called a path from C to D. We denote by (ai, bi) the lower left corner
of Ci for all i = 1, . . . ,m and we observe that a path can change direction in one of the following
ways:
(1) North, if (ai+1 − ai, bi+1 − bi) = (0, 1) for some i = 1, . . . ,m− 1;
(2) South, if (ai+1 − ai, bi+1 − bi) = (0,−1) for some i = 1, . . . ,m− 1;
(3) East, if (ai+1 − ai, bi+1 − bi) = (1, 0) for some i = 1, . . . ,m− 1;
(4) West, if (ai+1 − ai, bi+1 − bi) = (−1, 0) for some i = 1, . . . ,m− 1.
The collection of cells P is called polyomino if any two cells of P are connected.
Let P be a polyomino. We say that P is simple if for any two cells C and D of N2, not in P,
there exists a path C : C = C1, . . . , Cm = D such that Ci /∈ P for all i = 1, . . . ,m− 1. For example,
the polyomino in Figure 1 is not simple.
A collection of cells H not in P is a hole of P if any two cells F and G of H are connected by a path
F : F = F1, . . . , Ft = G such that Fj ∈ H for all j = 1, . . . , t− 1 and H is maximal with respect to
the inclusion. We observe that each hole of a polyomino P is a simple polyomino and P is simple if
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Figure 1. A polyomino.
and only if it has not any hole. An interval [a, b] with a = (i, j) and b = (k, j) is called a horizontal
edge interval of P if the sets {(ℓ, j), (ℓ + 1, j)} are edges of cells of P for all ℓ = i, . . . , k − 1. In
addiction, if {(i − 1, j), (i, j)} and {(k, j), (k + 1, j)} do not belong to E(P), then [a, b] is called a
maximal horizontal edge interval. Similarly we define vertical edge intervals and maximal vertical
edge intervals. A proper interval [a, b] is called an inner interval if all cells of [a, b] belong to P.
Following [12], we call zig-zag walk a sequence W : I1, . . . , Iℓ of distinct inner intervals of P, with
vi, zi diagonal (anti-diagonal) corners and ui, vi+1 anti-diagonal (diagonal) corners of Ii for all
i = 1, . . . , ℓ, such that:
(1) I1 ∩ Iℓ = {v1 = vℓ+1} and Ii ∩ Ii+1 = {vi+1}, for all i = 1, . . . , ℓ− 1;
(2) vi and vi+1 are on the same edge interval of P, for all i = 1, . . . , ℓ;
(3) for all i, j ∈ {1, . . . , ℓ} with i 6= j, there exists no inner interval J of P such that zi, zj
belong to J .
Let P be a polyomino. Let K be a field and we denote by S the polynomial ring over K with
variables xv with v ∈ V (P). To each proper interval [a, b], where a and b are the diagonal vertices
and c and d the antidiagonal ones, we associate the binomial xaxb−xcxd. If [a, b] is an inner interval,
the binomial xaxb − xcxd is called an inner 2-minor of P. The ideal IP ⊂ S generated by all the
inner 2-minors of P is called the polyomino ideal of P and K[P] = S/IP the coordinate ring of P.
3. Closed paths
Definition 3.1. A polyomino P is called a closed path if it is a sequence of cells A1, . . . , An, An+1
(n > 2) such that:
(1) A1 = An+1;
(2) Ai ∩Ai+1 is a common edge, for all i = 1, . . . , n;
(3) Ai 6= Aj , for all i 6= j and i, j ∈ {1, . . . , n};
(4) For all i ∈ {1, . . . , n} and for all j /∈ {i − 2, i − 1, i, i + 1, i + 2} then V (Ai) ∩ V (Aj) = ∅,
where A−1 = An−1, A0 = An, An+1 = A1 and An+2 = A2.
Figure 2. A closed path.
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Intuitively a closed path is a path, in which the two ends meet and the cells have common edges
only with the previous and next ones. Roughly speaking, it is similar to a pearl necklace on a table.
Proposition 3.2. Let P be a closed path. Then P is a not simple polyomino.
Proof. P is a polyomino because it is a path. We prove that P is not simple. Suppose that P is
simple. Let A be a cell of P and let a and b be its diagonal vertices. Since P is a closed path,
then there exists a sequence of cells A,A2, . . . , An, An+1 = A, having the properties in Definition
3.1. A ∩ A2 is an edge of A and A2 and A ∩ An is an edge of A and An, then A ∩ A2 ⊃ {b} or
A ∩A2 ⊃ {a} and A ∩An ⊃ {b} or A ∩An ⊃ {a}. Suppose A ∩A2 ⊃ {b} and A ∩An ⊃ {b}. The
argument is similar in other cases. Let C and D be the cells of N2, having respectively a and b as
right upper vertex and left lower one, see Figure 3. C and D do not belong to P. Since P is simple,
Figure 3
there exists a path F , which connects C and D, and any F ∈ F do not belong to P. P is a closed
path, then P ∩ F 6= ∅ but it is a contradiction. 
Remark 3.3. We showed that if P is a closed path then it is a not simple polyomino. It is not
difficult to see that in such a case P has a unique “inner hole” H.
Let P be a polyomino. A path of five cells A1, A2, A3, A4, A5 of P is called an L-configuration if
the two sequences A1, A2, A3 and A3, A4, A5 go in two ortogonal directions.
Figure 4. A closed path with an L-configuration.
Proposition 3.4. Let P be a closed path. If P has at least an L-configuration, then P contains no
zig-zag walks.
Proof. We suppose that P contains a zig-zag walk W : I1, . . . , Iℓ. Let A1, A2, A3, A4, A5 be an
L-configuration. We denote by a, b the diagonal corners of A3 and by c, d the anti-diagonals ones.
We may suppose that E(A2) ∩ E(A3) = {a, d} and E(A3) ∩ E(A4) = {d, b}. The arguments are
the same in the other cases. Since Ii ∩ Ii+1 6= ∅ for all i ∈ {1, . . . , ℓ− 1}, there exists r ∈ {1, . . . , ℓ}
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Figure 5
such that A1, A2 ∈ Ir and A4, A5 ∈ Is, where s = r + 1 or s = r − 1, with I0 = Iℓ and Iℓ+1 = I1.
We may suppose that s = r + 1 (see Figure 5). We prove that vr+1 = d. If vr+1 6= d, then
{vr+1, d} ⊆ V (Ir)∩V (Ir+1), that is a contradiction. Since vr+1 = d and Ir ⊇ {A2}, the antidiagonal
corner zr of Ir is equal to the vertex a of A3. Let F be the cell of P such that Ir+1 = [A4, F ].
Then [zr, zr+1] = [A3, F ]. [A3, F ] is an inner interval of P such that zr, zr+1 belong to it. This is a
contradiction. 
Remark 3.5. Notice that it is possible to build closed paths, which contain no L-configurations
and no zig-zag walks, see Figure 6.
Figure 6
Let P be a closed path and let A and B be two cells of P in vertical or horizontal position. A
cell interval [A,B] is called a block of length n if any cell C of [A,B] belongs to P and n is the
number of cells in [A,B]. A block [A,B] of finite length is defined maximal if does not exist any
block [A′, B′] of P such that [A,B] ⊂ [A′, B′] (see Figure 7).
Figure 7. [A,B] is a maximal block.
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Remark 3.6. If P is a closed path and B1,B2 are two maximal horizontal (or vertical) blocks of
P, then |V (B1) ∩ V (B2)| = 2 or V (B1) ∩ V (B2) = ∅. If V (B1) ∩ V (B2) = {a, b} then [a, b] is an
edge of the cell belonging to B1 ∩B2. Observe also that P is an union of blocks with the properties
described above.
Let P be a closed path. Let B = {Bi}i=1,...,n be a set of maximal horizontal (or vertical) blocks
with length at least two and with V (Bi)∩ V (Bi+1) = {ai, bi} for all i = 1, . . . , n− 1. We say that B
is a ladder of n steps if [ai, bi] is not on the same edge interval of [ai+1, bi+1] for all i = 1, . . . , n− 2.
Figure 8. A closed path with a ladder of 4 steps.
Proposition 3.7. Let P be a closed path. If P has at least a ladder of at least three steps, then P
contains no zig-zag walks.
Proof. Let B = {Bi}i=1,...,n be a ladder of n steps. We may assume that n = 3 because for n > 3
the arguments are similar. We can suppose B1,B2,B3 in horizontal position and the ladder is going
up, otherwise we can reduce to this case by reflections or rotations (see Figure 9). Let a, b, c, d be
Figure 9
the vertices of P such that V (B1)∩ V (B2) = {a, b} and V (B2)∩ V (B3) = {c, d}. We assume that P
contains a zig-zag walkW : I1, . . . , Iℓ. We suppose that there exists i ∈ {1, . . . , ℓ} such that Ii ⊆ B1,
Ii+1 ⊆ B2 and Ii+2 ⊆ B3. One of the following cases can occur:
(1) Ii ∩ Ii+1 = {a} and Ii+1 ∩ Ii+2 = {c};
(2) Ii ∩ Ii+1 = {a} and Ii+1 ∩ Ii+2 = {d};
(3) Ii ∩ Ii+1 = {b} and Ii+1 ∩ Ii+2 = {c};
(4) Ii ∩ Ii+1 = {b} and Ii+1 ∩ Ii+2 = {d}.
If the first one occurs, then a, c should be on the same edge interval, a contradiction. The arguments
are similar in the other cases.
Let A1 and A2 be the cells, belonging respectively to B1 and B2, which have in common the edge
{a, b}. Now we suppose that there exists j ∈ {1, . . . , ℓ} such that Ij contains A1 and A2. Then there
exists r ∈ {1, . . . , ℓ} such that Ir contains at least a cell in B2 ∪ B3, where r = j − 1 or r = j + 1,
with I0 = Iℓ and Iℓ+1 = I1. We may suppose that r = j+1. Then we observe that it is not possible
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that vj and vj+1 belong to the same edge interval, so this is a contradiction to the definition of a
zig-zag walk. The argument is similar if there exists j ∈ {1, . . . , ℓ} such that Ij contains the cells
B2 of B2 and B3 of B3, that have in common the edge {c, d}. 
Remark 3.8. We note it is possible to build closed paths, which contain no ladders of n ≥ 2 steps
and no zig-zag walks, see Figure 10.
Figure 10. A closed path without any ladder.
4. Toric representation of closed paths with L-configurations
Let P be a closed path with an L-configuration, consisting of the sequence of cells
A1, A2, A3, A4, A5. We denote by a, b the diagonal corners of A3 and by c, d the anti-diagonal
ones. We may suppose that E(A2)∩E(A3) = {b, d} and E(A3)∩E(A4) = {c, b}, otherwise we can
consider opportune reflections or rotations in order to have such an L-configuration. We also set
A3 = A (see Figure 11).
A1A2A3 = A
A4
A5
a
bc
d
Figure 11
Let {Vi}i∈I be the set of the maximal vertical edge intervals of P and {Hj}j∈J be the set of
the maximal horizontal edge intervals of P. Let {vi}i∈I and {hj}j∈J be the set of the variables
associated respectively to {Vi}i∈I and {Hj}j∈J . Let w be another variable different from vi and hj .
We define the following map:
α : V (P) −→ K[{vi, hj , w} : i ∈ I, j ∈ J ]
r 7−→ vihjw
k
with r ∈ Vi ∩Hj and where k = 0 if r /∈ V (A), and k = 1, if r ∈ V (A).
The toric ring, denoted by TP , is K[α(v) : v ∈ V (P)]. We denote by S the polynomial ring
K[xr : r ∈ V (P)] and we consider the following surjective ring homomorphism
φ : S −→ TP
φ(xr) = α(r)
The toric ideal JP is the kernel of φ. Following [16], we introduce some notations and definitions.
Let f = f+ − f− be a binomial in JP . We denote by V
+
f the set of the vertices v, such that xv
appears in f+, and by V −f the set of the vertices v, such that xv appears in f
−. A binomial f in a
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binomial ideal I ⊂ S is called redundant if it can be expressed as a linear combination of binomials
in I of lower degree. A binomial is called irredundant if it is not redundant.
Proposition 4.1. Let P be a closed path with an L-configuration. Then IP ⊆ JP .
Proof. Let f be a binomial in IP . Then there exists an inner interval [p, q] of P, such that f =
xpxq − xrxs, where r, s be the anti-diagonal corners of [p, q]. We prove that f ∈ JP . Since [p, q]
is an inner interval, the vertices p, r and q, s are respectively on the same maximal vertical edge
intervals and, similarly, the vertices p, s and q, r are respectively on the same maximal horizontal
edge intervals. If V ([p, q]) ∩ V (A) = ∅, then it is clear that f ∈ JP . If [p, q] = A, then p, q
are the diagonal corners of A and r, s are the anti-diagonal ones or the contrary, so f ∈ JP . If
V ([p, q]) ∩ V (A) 6= ∅ and A 6= [p, q], then there exists a corner of [p, q], which belongs to V (A), and
another corner, which is not in V (A). We may assume that p ∈ V (A), in particular that p = a.
Then q /∈ V (A), otherwise [p, q] = A. Since r and s are the anti-diagonal corners of [p, q], then r = c
and s /∈ A. It follows that f ∈ JP . The arguments are similar in the other cases. 
Using the Proposition 4.1 and the same arguments, given by Shikama in [16, Lemma 2.2], we
have the next result.
Lemma 4.2. Let P be a closed path with an L-configuration and f = f+ − f− be a binomial in
JP with deg f ≥ 3. If there exist three vertices p, q ∈ V
+
f and r ∈ V
−
f such that p, q are diagonal
(respectively anti-diagonal) corners of an inner interval and r is one of anti-diagonal (respectively
diagonal) corners of the inner interval, then f is redundant in JP .
Proof. Let I be the inner interval of P, such that p,q are the diagonal vertices and r is an anti-
diagonal one. We denote by s the other corner of I. We set fI = xpxq−xrxs and fJ = xs
f+
xpxq
− f
−
xr
.
We have:
f = f+ − f− =
(
xpxq − xrxs
) f+
xpxq
+ xr
(
xs
f+
xpxq
−
f−
xr
)
= fI
f+
xpxq
+ xrfJ .
From Proposition 4.1 it follows that fI ∈ JP . Since f, fI ∈ JP , we have fJ ∈ JP . We observe that
deg fI and deg fJ are strictly less than deg f , so we have the desired conclusion. 
Observe that the same claim of the previous result holds also if p, q ∈ V −f and r ∈ V
+
f , by the
same argument.
Theorem 4.3. Let P be a closed path with an L-configuration. Then IP = JP .
Proof. By Proposition 4.1 we have IP ⊆ JP . We prove that JP ⊆ IP , showing the following two
facts:
(1) every binomial of degree two in JP belongs to IP ;
(2) every irredundant binomial in JP is of degree two.
We prove (1). Let f = xpxq − xrxs be a not zero binomial in JP . We prove that the variables
xp, xq, xr, xs are associated to the corners of an inner interval [p, q] of P, with r, s as anti-diagonal
corners. First of all, we show that xp, xq, xr, xs are variables, which come from an interval of N2,
where the corners p, q are the diagonal corners and r, s the anti-diagonal ones. Observe that p, q are
trivially the diagonal corners of an interval I of N2. We prove that r, s are the anti-diagonal corners
of I. We denote by vp, hp and vq, hq the variables associated to the maximal horizontal and vertical
edge intervals, which contain respectively p and q. We have the following possible three cases.
(I) Both diagonal corners belong to A. We observe that φ(xpxq) = w
2vphpvqhq. Since f ∈ JP ,
then w2 divides φ(xr)φ(xs). Then w divides φ(xr) and φ(xs), so r, s ∈ A. If φ(xr) = vphpw
and φ(xs) = vqhqw, then r = p and s = q, so f = 0, that is a contradiction. Then either
φ(xr) = vphqw and φ(xs) = vqhpw or φ(xr) = vqhpw and φ(xs) = vphqw. Then r, s are
anti-diagonal corners of I and I = A.
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(II) One of the diagonal corners belongs to A. We may assume that p ∈ A and q /∈ A. Then
φ(xpxq) = wvphpvqhq. Since f ∈ JP , then w divides either φ(xr) or φ(xs). We suppose that
w divides φ(xr), so that implies that r ∈ A. If φ(xr) = vphpw, then φ(xs) = vqhq and so
f = 0, that is a contradiction. The same holds if φ(xr) = vqhqw. If φ(xr) = vphqw, then
φ(xs) = vqhp, that is r, s are anti-diagonal corners of I. The same holds if φ(xr) = vqhpw.
Similar arguments hold if p /∈ A and q ∈ A.
(III) Both diagonal corners do not belong to A. The arguments are similar to the previous case.
Now we prove that [p, q] is an inner interval of P. We suppose that [p, q] is not an inner interval of
P. Let H be the unique inner hole of P, so we have the following three cases:
(I) H * [p, q] and H∩ [p, q] 6= ∅. Then at least one of the [p, r], [p, s], [s, q] and [r, q] is not an edge
interval of P. We suppose that [p, r] is not an edge interval of P. Then p and r belong to
two distinct vertical edge intervals of P. We denote by Vp the maximal vertical edge interval
of P, which contains p (but not r). Then vp divides φ(xp), and so vp divides φ(xr) or φ(xs).
The corner s does not belong to the same vertical edge interval of p and r /∈ Vp. It is a
contradiction.
(II) H ∩ [p, q] = ∅. Following the same previous arguments, we have a contradiction.
(III) H ⊆ [p, q]. If at least one of the [p, r], [p, s], [s, q] and [r, q] is not an edge interval, then
we have a contradiction, following the same arguments of the first case. We suppose that
[p, r], [p, s], [s, q] and [r, q] are edge intervals of P. Then at least one of the corners p, q, r and
s belongs to A. We may assume that p ∈ A. Then w divides φ(xp)φ(xq) and so w divides
φ(xr) or φ(xs). From w|φ(xr) (resp. w|φ(xs)) it follows that r ∈ A (resp. s ∈ A). Since
H ⊆ [p, q], we have either r or s does not belong to A, so it is a contradiction.
A A A
(I) (II) (III)
p
q
p
q
p
q
Figure 12. Some possible positions of [p, q].
We prove (2). We suppose that there exists a binomial f in JP with deg f ≥ 3, such that f is
irredundant. We suppose that every variable of f is in {xa : a ∈ V (P)\V (A)}. We denote by P
′ the
simple polyomino obtained by removing the cells having vertices in A. We define the map φ′ as the
restriction of φ in K[xa : a ∈ V (P)\V (A)] and we denote by JP ′ the kernel of φ
′. By Theorem 2.2 in
[15], we have that JP ′ = IP ′ , where IP ′ is the polyomino ideal associated to P
′. We observe that f
is a binomial in JP ′ . Since JP ′ ⊂ JP and f is irredundant in JP , then f is irredundant in JP ′ . Then
f is irredundant in IP ′ , that is a contradiction. It follows that there exists at least one variable in
f , which comes from a vertex of A. We remember that f = f+ − f− ∈ JP , so φ(f
+) = φ(f−). We
may suppose that there exists v1 ∈ A, such that xv1 divides f
+, that is v1 ∈ V
+
f . Then w divides
φ(f+) = φ(f−), so there exists v′1 ∈ A, such that xv′1 divides f
−, that is v′1 ∈ V
−
f . If v1 = v
′
1,
then f = xv1(f˜
+ − f˜−), where f˜+ − f˜− ∈ JP and deg(f˜
+ − f˜−) < deg f , but it is a contradiction.
Then v1 6= v
′
1. Let Vv1 and Hv1 be the maximal vertical and horizontal edge intervals of P, which
contain v1. Then vv1 divides φ(f
+) = φ(f−), so there exists v′2 ∈ Vv1 such that xv′2 divides f
−.
Moreover hv1 divides φ(f
+) = φ(f−), so there exists v′3 ∈ Hv1 such that xv′3 divides f
−. Let Vv′
1
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and Hv′
1
be the maximal vertical and horizontal edge intervals of P, which contain v′1. Then vv′1
divides φ(f−) = φ(f+), so there exists v2 ∈ Vv′
1
such that xv2 divides f
+. Moreover hv′
1
divides
φ(f−) = φ(f+), so there exists v3 ∈ Hv′
1
such that xv3 divides f
+. The following cases could occour:
(I) v1 and v
′
1 are on the same vertical edge interval of P. For the structure of P either v3 or v
′
3
A
v1
v′1
v′3
Figure 13
is a vertex, which identifies an inner interval of P along with v1 and v
′
1 (see Figure 13). By
using Lemma 4.2, we have a contradiction.
(II) v1 and v
′
1 are on the same horizontal interval of P. For the structure of P either v2 or v
′
2 is a
A
v1 v′1
v2
Figure 14
vertex, which identifies an inner interval of P along with v1 and v
′
1 (see Figure 14). By using
Lemma 4.2, we have a contradiction.
(III) v1 and v
′
1 are the diagonal corners of A. We may suppose that v1 = a and v
′
1 = b. We prove
that v′3 can not be anti-diagonal corner of A. If v
′
3 is anti-diagonal corners of A, then v
′
3 = d
and w2 divides φ(f+), so c ∈ V +f . For the structure of P either v2 or v
′
2 is a vertex which
identifies an inner interval of P respectively with v1 or v
′
3. If [v1, v2] is an inner interval, then
we have a contradiction, applying Lemma 4.2 to v1, v
′
3, v2. If the interval with anti-diagonal
corners v′2, v
′
1 is an inner interval, then we have a contradiction, by Lemma 4.2 to v
′
2, c, v
′
1.
By similar arguments, v3, v2 or v
′
2 can not be anti-diagonal vertices of A.
For the structure of P either v3 or v
′
3 is a vertex, which identifies an inner interval of P
respectively with v1 or v
′
1. We assume that [v1, v3] is an inner interval of P. We denote by
g, h the anti-diagonal corners of [v1, v3]. For the structure of P, either v2 or v
′
2 is such that
the interval identifies by g, v2 or v
′
1, v
′
2 are inner to P. We assume that [g, v2] is the inner
interval of P (see Figure 15).
Then:
f = f+ − f− =
f+
xv1xv3
(xv1xv3 − xgxh) +
f+
xv1xv3
xgxh − f
−.
Since [v1, v3] is an inner interval of P, then xv1xv3−xgxh ∈ IP ⊆ JP . We set f˜ =
f+
xv1xv3
xgxh−
f−, f1 =
f+
xv1xv3
xgxh and f2 = f
−, so f˜ = f1 − f2. We observe that f˜ ∈ JP , xv2xg divides f1
and xv′
1
divides f2. Since v2, g ∈ V
+
f˜
and v′1 ∈ V
−
f˜
, using the Lemma 4.2, we have that f˜ is
PRIMALITY OF CLOSED PATHS POLYOMINOES 11
v1
v3g
h
v2
A
v′1
Figure 15
redundant in JP . Then f in redundant in JP , that is a contradiction. For the other cases we
can conclude by similar arguments.
(IV) v1 and v
′
1 are anti-diagonal corners of A. Using similar arguments of previous case, we deduce
that this one is not possible.
Then f is a redundant binomial in JP . In conclusion we have JP ⊆ IP , hence JP = IP . 
Corollary 4.4. Let P be a closed path with an L-configuration. Then IP is prime.
5. Toric representation of closed paths with ladders of at least three steps
Let B = {Bi}i=1,...,m a ladder of m steps, with m > 2. After some convenient reflections or
rotations of P, we can suppose that B1, . . . ,Bm are in horizontal position and the ladder is going
down. We suppose that the block Bm−1 is made up of n cells, which we denote A1, . . . , An from left
to right. We also denote by ai the lower left corner of Ai, for all i = 1, . . . , n. Let A be the cell of
Bm, having an edge in common with An. We denote by a, b the diagonal corners of A and by d the
other anti-diagonal corner (see Figure 16).
Figure 16
We also set IB = {a1, . . . , an, d, a, b}. As in the previous section, we denote by {Vi}i∈I the set of
the maximal edge intervals of P and by {Hj}j∈J the set of the maximal horizontal edge intervals
of P. Let {vi}i∈I and {hj}j∈J be the sets of the variables associated respectively to {Vi}i∈I and
{Hj}j∈J . Let H be the hole of P and w be another variable. We define the following map:
α : V (P) −→ K[{vi, hj , w} : i ∈ I, j ∈ J ]
r 7−→ vihjw
k
12 CARMELO CISTO, FRANCESCO NAVARRA
with Vi ∩Hj = {r} and where k = 0, if r /∈ IB, and k = 1, if r ∈ IB.
We denote by TP the toric ring K[α(v) : v ∈ V (P)] and by JP the kernel of the following surjective
ring homomorphism:
φ : S −→ TP
φ(xr) = α(r)
Proposition 5.1. Let P be a closed path with a ladder of m steps (m > 2). Then IP ⊆ JP .
Proof. Let f be a binomial in IP . Then there exists an inner interval [p, q] of P, such that f =
xpxq − xrxs, where r, s are the anti-diagonal corners of [p, q]. If [p, q] ∩ IB = ∅, then f ∈ JP . We
suppose that [p, q] ∩ IB 6= ∅. If p, q ∈ IB, then [p, q] = A, so f ∈ JP . If p ∈ IB and q /∈ IB, we have
that either r or s belong to IB for the structure of P, so f ∈ JP . The arguments are similar when
p /∈ IB and q ∈ IB. Then the desired conclusion follows. 
By Proposition 5.1 and similar arguments by Shikama in [16, Lemma 2.2], we have the next
result.
Lemma 5.2. Let P be a closed path with a ladder of m steps (m > 2) and f = f+ − f− be a
binomial in JP with deg f ≥ 3. If there exist three vertices p, q ∈ V
+
f and r ∈ V
−
f , such that p, q
are diagonal (respectively anti-diagonal) corners of an inner interval and r is one of anti-diagonal
(respectively diagonal) corners of the inner interval, then f is redundant in JP .
Observe that the same claim of the previous result holds also if p, q ∈ V −f and r ∈ V
+
f .
Theorem 5.3. Let P be a closed path with a ladder of m steps (m > 2). Then IP = JP .
Proof. By Proposition 5.1, we have IP ⊆ JP . Similar arguments as in (1) of Proposition 4.3 allow
to prove that every binomial of degree two in JP belongs to IP . We prove that every irredundant
binomial in JP is of degree two. We suppose that there exists a binomial f in JP with deg f ≥ 3,
such that f is irredundant. We prove that in f there are not any variables, associated to the vertices
of IB. We suppose that there exists v1 ∈ IB, such that xv1 divides f
+, that is v1 ∈ V
+
f . As in the
proof of Proposition 4.3, we can find a vertex v′1 ∈ IB ∩ V
−
f , two vertices v
′
2, v
′
3 ∈ V
−
f which are
respectively on the same maximal vertical and horizontal edge intervals of P containing v1, and two
vertices v2, v3 ∈ V
+
f which are respectively on the same vertical and horizontal edge intervals of P
containing v′1. The following cases could occur:
(I) v1 and v
′
1 are on the same vertical edge interval of P. For the structure of P either v3 or v
′
3
B1
Bm−2
Bm−1
Bm
Av1
v′1 v3
Figure 17
is a vertex which identifies an inner interval of P along with v1 and v
′
1 (see Figure 17). By
using Lemma 5.2, we have a contradiction.
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(II) v1 and v
′
1 are on the same horizontal edge interval of P. If {v1, v
′
1} = {a, d} or {v1, v
′
1} =
{an, b} or {v1, v
′
1} ⊆ {a1, . . . , an−1} with n > 2, then either v2 or v
′
2 is a vertex which identifies
an inner interval along with v1 and v
′
1. By using Lemma 5.2, we have a contradiction. We
suppose that v1 ∈ {a1, . . . , an−1} and v
′
1 ∈ {an, b} or vice versa. We may assume that v
′
1 = b,
because the arguments are the same when v′1 = an. If v2 /∈ IB, then we have a contradiction,
using Lemma 5.2 to the vertices v1, v
′
1 and v2. Let v2 be in IB, in particular the only possibility
is v2 = d. Let hv2 be the variable associated with the vertical interval of v2, then hv2 divides
φ(f+) = φ(f−), so we have two possibilities. The first one, v2 ∈ V
−
f , so f = xv2(f˜
+ − f˜−),
that is f is not irredundant. The second one, there exists v˜ ∈ V −f such that v˜ is in the same
horizontal edge interval of v2, in particular f is not irredundant by Lemma 5.2 applied to the
vertices v′1, v2, v˜. In both cases we have a contradiction.
(III) v1 and v
′
1 are not on the same horizontal or vertical edge intervals of P. If they are diagonal
or anti-diagonal vertices of A, then we have a contradiction, by reasoning as in the last case
(III) of Proposition 4.3. We suppose that v1 ∈ {a1, . . . , an−1} and v
′
1 ∈ {a, d} (or vice versa).
We may assume that v′1 = d, because the arguments are the same when v
′
1 = a. The vertex
v2 does not belong to IB, otherwise we have a contradiction using the arguments done in
the previous case, so [v1, v2] is an inner interval of P. We denote by g, h the anti-diagonal
vertices of [v1, v2]. We observe that v3 /∈ IB, otherwise we have a contradiction using the
usual considerations to vertices v2, v3, v
′
1. Then h, v3 identify an inner interval of P, whose v
′
1
is a diagonal corner (see Figure 18 ).
B1
Bm−2
Bm−1
Bm
Av1
v′1
v2g
v3
h
Figure 18
Then:
f = f+ − f− =
f+
xv1xv2
(xv1xv2 − xgxh) +
f+
xv1xv2
xgxh − f
−.
Since [v1, v2] is an inner interval of P, then xv1xv2−xgxh ∈ IP ⊆ JP . We set f˜ =
f+
xv1xv2
xgxh−
f−, f1 =
f+
xv1xv2
xgxh and f2 = f
−, so f˜ = f1 − f2. We observe that f˜ ∈ JP , xv3xh divides
f1 and xv′
1
divides f2. Since v3, h ∈ V
+
f˜
and v′1 ∈ V
−
f˜
, by Lemma 4.2, we have that f˜ is
redundant in JP . Then f is redundant in JP , that is a contradiction.
Then in f there are not any variables, associated to any vertices of IB. We denote by bi the upper
right corner of the cell Ai, for all i = 1, . . . , n. We prove that in f there is no variable associated to a
vertex in {b2, . . . , bn}. We suppose that there exists i ∈ {2, . . . , n} such that xbi divides f
+. Let Vbi
be the maximal vertical edge interval of P. Since bi ∈ V
+
f , then there exists a vertex v ∈ Vbi\{vbi},
such that xv divides f
−. For the structure of P, the vertex v belongs to IB and v ∈ V
−
f , that is
a contradiction. Now we set F = IB ∪ {b2, . . . , bn}. Then in f there are only variables xv, such
that v ∈ V (P)\F . We denote by P ′ the simple polyomino, obtained by removing the cells having
vertices in F , and by IP ′ the polyomino ideal associated to P
′. By Theorem 2.2 in [15], we have that
JP ′ = IP ′ and we observe that f is a binomial in JP ′ . Since JP ′ ⊂ JP and f is irredundant in JP ,
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then f is irredundant in JP ′ . Then f is irredundant in IP ′ , that is a contradiction. In conclusion
we have JP ⊆ IP . 
Corollary 5.4. Let P be a closed path with a ladder of m steps (m > 2). Then IP is prime.
6. Primality of closed paths and zig-zag walks
Let P be a polyomino. In [12] the authors have shown that if IP is prime then P contains no
zig-zag walks and they have conjectured that it is a sufficient condition for the primality of IP . We
recall that the rank of P, denoted by rank(P), is the number of the cells of P. Using a computational
method, they have shown that the conjecture is verified when rank(P) ≤ 14. Here we prove that
the conjecture is true for the class of closed paths.
Proposition 6.1. Let P be a closed path and suppose that P has no zig-zag walks. Then P has an
L-configuration or a ladder with at least three steps.
Proof. Let I1, . . . , Iℓ be a sequence of distinct inner intervals of P such that |I1 ∩ Iℓ| = 1 and
|Ii ∩ Ii+1| = 1 for all i = 1, . . . , ℓ − 1. The structure of P assures that there exists at least a
sequence of such intervals. Let I1 ∩ Iℓ = {v1 = vℓ+1} and let Ii ∩ Ii+1 = {vi+1}.
Suppose that vℓ and v1 are not in the same edge interval. We can assume in such a case that
P has no L-configurations, otherwise we have finished. Considering appropriate reflections or
rotations, we can suppose that I1 is a horizontal interval with vℓ and v1 diagonal corners. Let B
be the maximal horizontal block containing I1. If B contains at least three cells then a piece of
the polyomino has the shape of Figure 19(A), where vℓ is one of the black points and v1 is one of
the red points. So we have a ladder with at least three steps. If B = I1 and it contains exactly
two cells then a piece of the polyomino has the shape of Figure 19(B), where vℓ is the black point
and v1 is the red point, and also in this case we have a ladder with at least three steps. Now we
consider the case in which I1 is a cell. If B is a cell then we are in the condition of Figure 19(C),
in particular there is a ladder with at least three steps.
(a) (b) (c)
Figure 19
It remains to consider the case in which I1 is a cell and B contains two cells. We prove that also
in this case we obtain at the end an L-configuration or a ladder with at least three steps. After
an appropriate reflection we can reduce to the case in Figure 20(A). Observe that if there is a cell
in the direction West with respect to the cell A (that is the first cell of Iℓ), or in the direction
North with respect to the cell D (that is the first cell of I2), then P has a ladder with at least three
steps. So we can suppose that P continues in direction South with respect to A and in direction
East with respect to D. In such a case we can define another sequence of intervals I ′1, . . . , I
′
ℓ−1,
with I ′ℓ−2 = Iℓ ∪ B, I
′
ℓ−1 = I2 ∪ C and I
′
i = Ii+2 for i ∈ {1, . . . , ℓ − 3}, in particular we define
I ′i ∩ I
′
i+1 = {v
′
i} for i ∈ {1, . . . , ℓ−1}. So, we are in the situation of Figure 20(B). Now suppose that
v′ℓ−1 and v
′
1 are not in the same edge interval, that is the situation of Figure 20(C), where one of
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the cells with dashed lines belongs to P and, starting from F , the direction of P can be North or
East. It is not difficult to see that in every case we obtain an L-configuration or a ladder with at
least three steps. So we can assume that v′ℓ−1 and v
′
1 are in the same edge interval.
(a) (b) (c)
Figure 20
Considering the vertices v′1 and v
′
2 we can argue in the same way as above and at the end we
can assume that they are in the same edge interval, and so on. Therefore we can reduce the proof
to the case that in the initial sequence of intervals I1, . . . , Iℓ the vertices vi and vi+1 belong to the
same edge interval for every i ∈ {1, . . . , ℓ}. Since P has no zig-zag walks then there exist zi and
zj vertices of an inner interval J of P such that vi and zi are the diagonal or anti-diagonal corners
of Ii, and vj and zj are the diagonal or anti-diagonal corners of Ij . From the structure of P the
only possibilities are j = i + 1 or j = i − 1. We can assume that j = i + 1 and vi+i is a diagonal
corner of Ii+1, so vi is an anti-diagonal corner of Ii. Moreover Ii and Ii+1 are not both in horizontal
or vertical position, since J is an interval of P that is a closed path. So we can assume that Ii
is in vertical position and Ii+1 is in horizontal position. Let Bi,Bi+1 be the maximal blocks of P
containing Ii and Ii+1 respectively. Observe that each block has at least three cells, in particular see
Figure 21 for the arrangement of this situation, observing that some appropriate cells with dashed
lines must belong to the polyomino. Therefore J ⊆ Bi ∪ Bi+1, in particular Bi ∪ Bi+1 contains an
L-configuration.
Figure 21

By Proposition 3.4 and Proposition 3.7 we deduce that having an L-configuration or a ladder
with at least three steps is a necessary and sufficient condition in order to have no zig-zag walks for
a closed path. Now we are ready to state and to prove the main result of this work.
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Theorem 6.2. Let P be a closed path. IP is prime if and only if P contains no zig zag walks.
Proof. The necessary condition is shown in [12, Corollary 3.6]. The sufficient one follows by the
Proposition 6.1, Corollary 4.4 and Corollary 5.4. 
7. Primality of other classes of polyominoes with paths
Actually the arguments in the proofs of the results contained in this work can provide also the
primality for a larger class of polyominoes. Now we show these facts. We call trimino a polyomino
with three cells not aligned, see for instance Figure 22. Referring to the figure, we call the vertices
a and b hook vertices. Moreover we call hook edges with respect to a the couple of edges V and W
such that V ∩W = {a} (in the same way we define the hook edges with respect to b). A polyomino
satisfying all conditions except the first one in Definition 3.1 is called a non-closed path.
Figure 22. A trimino
Definition 7.1. Let S be a simple polyomino, C be a non-closed path and T1 and T2 be two
triminoes. Moreover we denote with a1, b1 the hook vertices of T1 and with a2, b2 the hook vertices
of T2. We denote by P(S, C) a polyomino satisfying the following conditions:
(1) P(S, C) = S ∪ C ∪ T1 ∪ T2.
(2) V (S) ∩ V (C) = ∅.
(3) E(S)∩E(T1) = {V1} where V1 is an hook edge with respect to a1 and E(S)∩E(T2) = {V2}
where V2 is an hook edge with respect to a2.
(4) E(C)∩E(T1) = {W1} whereW1 is an hook edge with respect to b1 and E(C)∩E(T2) = {W2}
where W2 is an hook edge with respect to b2.
(5) |V (C) ∩ V (T1)| = |V (S) ∩ V (T1)| = |V (S) ∩ V (T2)| = |V (C) ∩ V (T2)| = 2.
C
T1
T2
S
Figure 23. An example of P(S, C).
Remark 7.2. Following Proposition 3.2, it is easy to prove that a polyomino P(S, C), where S is
a simple polyomino and C is a non-closed path, is a not simple polyomino.
Theorem 7.3. Let P = P(S, C) be a polyomino with S a simple polyomino and C a non-closed
path. Suppose that C contains an L-configuration or a ladder with at least three steps. Then IP is
a prime ideal.
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Proof. If C contains an L-configuration then by defining the toric ideal like in Section 4 we obtain
the claim following the same steps in Proposition 4.1 and Theorem 4.3, since the structure of P
allows it. If C contains a ladder with at least three steps occurs the same, considering the toric ideal
in Section 5 and Proposition 5.1 and Theorem 5.3. 
Remark 7.4. Observe that if C contains an L-configuration or a ladder with at least three steps
then P(S, C) has no zig-zag walks.The converse is not true (see Figure 24), so it is an open question
to ask what are the conditions allowing P(S, C) has no zig-zag walks. In particular, we ask if the
conjecture in [12] is true also for polyominoes like P(S, C).
C
T1
T2
S
Figure 24
In [16] the author studied the polyomino ideal, attached to a polyomino obtained by removing
a convex polyomino from its ambient rectangle R. Our idea is to built a not simple polyomino
starting from a rectangle R and adding non-closed paths and a simple polyomino.
Definition 7.5. Let R be a rectangle polyomino, associated to the interval [(1, 1), (m,n)], where
m ≥ 4 and n ≥ 2. Let S be a simple polyomino, P1 : C1, . . . , Ct and P2 : F1, . . . , Fp be two non-closed
paths. We call rectangle linked to a simple polyomino by two paths, denoted by P(R,P1, S,P2), a
polyomino satisfying the following conditions after opportune reflections or rotations:
(1) P(R,P1, S,P2) = R ∪ P1 ∪ S ∪ P2.
(2) V (S) ∩ V (R) = ∅ and V (P1) ∩ V (P2) = ∅.
(3) The lower left corner of C1 is (1, n), V (R) ∩ V (P1) = {(1, n), (2, n)}, V (Ci) ∩ V (R) = ∅ for
all i ∈ {2, . . . , t}.
(4) We denote by at and bt the corners of the last cell Ct of P1, which do not belong to Ct−1.
Then ∅ ( V (S) ∩ V (Ct) ⊆ {at, bt}.
(5) We denote by a′1 and b
′
1 the corners of the first cell F1 of P2, which do not belong to F2.
Then V (P2) ∩ V (S) = {a
′
1, b
′
1}.
(6) V (Fj) ∩ V (R) = ∅, for all j ∈ {1, . . . , p− 2}.
(7) The edges of the cell Fp, which do not belong to Fp−1, are called free edges. Then |E(R) ∩
E(P2)| = 1 and E(R) ∩ E(P2) contains one of the free edges of Fp.
Remark 7.6. A rectangle linked to a simple polyomino by two paths is not a simple polyomino.
In fact, from the definition it follows that it has an unique hole.
Definition 7.7. Let R, S, P1 and P2 be as in the previous definition. A polyomino P =
P(R,P1, S,P2) is called an L-rectangle linked to a simple polyomino by two paths, if
(1) it satisfies all conditions in Definition 7.5,
(2) the lower left corner of C2 is (1, n + 1),
(3) let V be the free edge of Fp, such that E(R)∩E(P2) = {V }. Then V ∈
{
{(k, n), (k+1, n)} :
k = 3 . . . ,m − 1
}
∪
{
{(m, l), (m, l + 1)} : l = 1 . . . , n − 1
}
∪
{
{(h, 1), (h + 1, 1)} : h =
3 . . . ,m− 1
}
.
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Let V1 and V2 be the maximal vertical edge intervals of P, which contain respectively the vertices
(1, n) and (2, n), and we denote by EV1,V2 the shortest maximal vertical edge interval between V1
and V2. Moreover, for all k ∈ {1, . . . , n} let Hk be the maximal horizontal edge interval containing
(1, k) and we denote by Fk the shortest one between Hk and Hk+1 for each k ∈ {1, . . . , n− 1}. We
say that P is good if the following belong to P:
• all cells having an edge in EV1,V2 and lying between V1 and V2;
• all cells having an edge in Fk and lying between Hk and Hk+1, for all k ∈ {1, . . . , n− 1}.
R
P1
S
P2
R
P1
S
P2
Figure 25. L-rectangles linked to a simple polyomino by two paths.
For example the polyominoes in Figure 26 (A) and (B) are L-rectangle linked to a simple poly-
omino by two paths but not good, while in (C) there is a good one. We note also that the polyomi-
noes in Figure 25 are good ones.
Figure 26
Proposition 7.8. Let P = P(R,P1, S,P2) be a good L-rectangle linked to a simple polyomino by
two paths. Then IP is prime.
Proof. We denote by e the vertex (2, n). We define the toric ideal JP like in the Section 5, where
Ie = {v ∈ V (R) : v ≤ e}. Following the same arguments of the proof of Proposition 5.1 and
Theorem 5.3, we have IP = JP , because of the good structure of P. 
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Definition 7.9. A polyomino P(R,P1, S,P2) is called a ladder-rectangle linked to a simple poly-
omino by two paths, if
(1) it satisfies all conditions in Definition 7.5,
(2) P1 contains two maximal horizontal blocks [C1, Cs] and [Cs+1, Cq], where 2 ≤ s < s + 1 <
q ≤ t, and the lower left corner of Cs+1 is the upper left one of Cs,
(3) let V be the free edge of Fp, such that E(R)∩E(P2) = {V }, then V ∈
{
{(k, n), (k+1, n)} :
k = 3, . . . ,m− 1
}
.
C1Cs
Cs+1Ck
R
P1
S
P2
Figure 27. A ladder-rectangle linked to a simple polyomino by two paths.
Proposition 7.10. Let P = P(R,P1, S,P2) be a ladder-rectangle linked to a simple polyomino by
two paths. Then IP is prime.
Proof. We denote by e the vertex (2, n) and by ai the lower left corner of the cell Ci of P1, for
all i ∈ {1, . . . , s}. We define the toric ideal JP like in Section 5, where Ie = {v ∈ V (R) : v ≤
e}∪{a2, . . . , as}, so we have IP = JP by similar arguments in Proposition 5.1 and Theorem 5.3. 
Remark 7.11. We observe that for the class of polyominoes P(R,P1, S,P2) the following:
(1) P(R,P1, S,P2) is a good L-rectangle linked to a simple polyomino by two paths,
(2) P(R,P1, S,P2) is a ladder-rectangle linked to a simple polyomino by two paths.
are sufficient conditions in order to it does not contain zig-zag walks. Necessary conditions to have
no zig-zag walks and a positive answer to the conjecture in [12] for polyominoes like P(R,P1, S,P2)
are open questions.
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