We study the low-bias stabilization of active magnetic bearings (AMBs) subject to voltage saturation based on a recently proposed model for the AMB switching mode of operation. Using a forwarding-like approach, we construct a stabilizing controller of arbitrarily small amplitude and a control-Lyapunov function for the AMB dynamics. We illustrate our construction using a numerical example.
main differences between our approach and [16] are: (i) we allow the use of different saturation functions (both 'hard' and 'soft'), thus providing more flexibility in the control implementation, and (ii) we provide an explicit construction for a 'global' control Lyapunov function (CLF) for the system. This contrasts with the result of [16] , which relies on the standard 'hard' saturation and whose Lyapunov-like function is only an 'asymptotic' CLF for the system, i.e., a CLF only when the system operates in a certain region of the state space.
The rest of this paper is organized as follows. In Section 2, we introduce the AMB model and motivate our stabilization problem. In Section 3, we prove a lemma that constructs a stabilizing controller of arbitrarily small amplitude and a CLF for a three-dimensional chain of integrators. In Section 4, we use our lemma to construct a CLF and corresponding stabilizing feedback for the AMB model. We provide a numerical example in Section 5, and we close in Section 6 with a summary of our work.
AMB Model and Problem Statement
The original nonlinear electromechanical model of the one degree-of-freedom AMB system shown in Figure 1 below can be subdivided into the mechanical subsystem dynamics, the magnetic force equation, and the electrical subsystem dynamics. The mechanical subsystem is governed by
where m is the rotor mass, y ∈ R represents the position of the rotor center, Φ i ∈ R is the magnetic flux in the ith electromagnet, F i (Φ i ) ∈ R denotes the force produced by the ith electromagnet, given by [18] 
µ 0 is the permeability of air, and A is the cross-sectional area of the electromagnet. The electrical subsystem is governed by the equations [18] 
where N denotes the number of coil turns in the electromagnet, R i is the resistance of the ith electromagnet coil, v i ∈ R is the input control voltage of the ith electromagnet, I i ∈ R is the current in the ith electromagnet which is related to the flux according to [18] 
and g 0 is the nominal air gap.
In this paper, we use the new form proposed in [16, 17] for the AMB dynamics in the switching mode of operation. We only outline the model derivation here, and refer the reader to [17] for the details and justification. Consider that the flux is given by
where Φ 0 > 0 is the constant bias flux and φ i is the control flux. Let the generalized control flux be defined as
and consider the voltage switching strategy
where v is the generalized control voltage. Based on (5)- (7), the AMB model (1)- (3) has the equivalent form
whereΦ 0 = Φ 0 + min {φ 1 (0), φ 2 (0)} and the coil resistance was neglected for simplicity. Now, consider that the input voltages to the original AMB model are amplitude limited, i.e., |v i | ≤ v max , i = 1, 2 where v max is the known limit. Defining the states x 1 = y, x 2 =ẏ, and x 3 = φ and the change of input v = N u, the above model becomesẋ
where β 0 = 2Φ 0 /(mµ 0 A) and β 1 = 1/(mµ 0 A), with the input constraint |u| ≤ v max /N . Our goal in this work is to design a feedback control law u(x), satisfying the above saturation constraint, such that x = 0 is GAS where x = (x 1 , x 2 , x 3 )
⊤ . The GAS property means there is a continuously differentiable (C 1 ) function V : R 3 → [0, ∞) that is radially unbounded and zero only at the origin, and for which the derivativeV along all trajectories of the system in closed-loop with the controller u(x) is negative definite. A function V satisfying these requirements for some feedback u(x) is called a CLF for (9) [5] . See [17] for a discussion on the relation between the global asymptotic stability of x and the stability of the original AMB states.
Preliminary Result
In the following lemma, we use a forwarding-like approach based on [8] to construct a CLF and corresponding stabilizing state feedback of arbitrarily small amplitude for a three-dimensional chain of integrators. We let σ denote the standard saturation projecting R onto [−1, +1], i.e., σ(s) = s when |s| ≤ 1 and σ(s) = sign(s) otherwise. However, see Remark 1 below for a version of our construction where the hard saturation σ is replaced by a smoother function.
Lemma 1 Consider the chain of integratorsξ
where µ ∈ R is the control input. Let c 1 , c 2 > 0 be given and
Define the change of variables
and the functions
Then the function
is a CLF for (10) since its derivative along the trajectories of system (10) in closed loop with the control
is negative definite. In particular, the bounded control (16) renders (10) GAS to the origin.
Remark 2
The saturation function σ from Lemma 1 is Lipschitz continuous but not continuously differentiable. We chose this hard saturation for simplicity of analysis. However, one can prove a similar result with smoother saturation functions. For example, if one instead chooses the C 1 function
then the only change in the statement of Lemma 1 is to the right-hand side of the inequality (11) . The proof for this saturation is similar to the proof we give below.
Remark 3
Condition (11) in Lemma 1 allows cases where c 1 is arbitrarily large and δ is as small as desired, as well as cases where max{c 1 , c 2 , δ} is arbitrarily small, including the case where
Proof. We use (12) and µ = −c 1 σ(z 2 ) + α, where α is the new control input, to transform (10) intȯ
We first perform a Lyapunov-type analysis on the (z 2 , z 3 )-subsystem using the function
where U (z 2 , z 3 ) was defined in (13) . By separately considering the cases where |z 2 | > 1 and |z 2 | ≤ 1, one can easily verify that (18) is positive-definite and radially unbounded for δ < 2. In fact, if |z 2 | ≤ 1, then
On the other hand, if
The time derivative of (18) along the trajectories of the (z 2 , z 3 )-subsystem is given bẏ
Since |σ(z 2 )| ≤ |z 2 | and |z 2 σ(z 2 )| = z 2 σ(z 2 ) give
(21) becomesV
We now distinguish between two cases:
, and since δ ≤ 4/3, we geṫ
2. |z 2 | > 1. Then σ(z 2 ) = sign(z 2 ), z 2 σ(z 2 ) = |z 2 |, and Finally, we perform a Lyapunov-type analysis on the whole system (17) using the positive definite radially unbounded function V from (15) . Since V (z 1 , z 2 , z 3 ) = V 1 (z 2 , z 3 ) + z1 0 σ(s)ds, where V 1 (z 2 , z 3 ) was defined in (18) , it follows from (24) that the time derivative of (15) along the system trajectories satisfieṡ
We again distinguish between two cases:
2. |z 2 | > 1. Then (25) holds and since |z 2 − σ(z 2 )| ≤ |z 2 | and δ ≤ c 1 , we again get (27).
Thus, (27) holds for all z 2 . Using α = −c 2 σ(g(z 1 , z 2 , z 3 )) and (14), (27) becomeṡ
by separately considering the cases |g| ≥ 1 and |g| < 1, i.e.,V is negative definite. One can easily verify that the origin is a unique equilibrium point of (17) in closed loop with α = −c 2 σ(g(z 1 , z 2 , z 3 )). Thus, (z 1 , z 2 , z 3 ) = 0 is GAS [3] . It follows from (12) that (ξ 1 , ξ 2 , ξ 3 ) = 0 is GAS, and that (15) is a CLF for (10).
Main Result
We are now ready to state our main result on the global asymptotic stabilization of (9) with control saturation.
Theorem 4
The control law
where µ(·) was defined in (16) and
in closed loop with (9) ensures x = 0 is GAS, and has arbitrarily small amplitude. Moreover, with the choice (15), the function x → V (x 1 , x 2 , X 3 ) is a CLF for (9) .
Proof. We use the change of variable (30) and the change of input (29) to transform (9) into the chain of integratorṡ
After setting µ to (16) with ξ 1 = x 1 , ξ 2 = x 2 , and ξ 3 = X 3 , we can invoke Lemma 1 to conclude (x 1 , x 2 , X 3 ) = 0 is GAS for (31). It then follows from (30) that x = 0 is GAS for the system (9) in closed loop with the feedback (29)-(30). The fact that x → V (x 1 , x 2 , X 3 ) is a CLF for the AMB dynamics follows from the proof of Lemma 1.
Remark 5
Notice that the control law (29) has arbitrarily small amplitude since along the closed-loop trajectories,
Thus, one can choose c 1 , c 2 such that
to ensure the AMB voltages satisfy the voltage constraint |v i (t)| ≤ v max , i = 1, 2 ∀t ≥ 0. From (33), one can also see that the control gains can be adjusted to accommodate sufficiently small bias levels due to the direct dependency of β 0 on the bias flux Φ 0 (i.e., a low-bias control). However, one cannot set Φ 0 = 0 since the control may have a singularity.
Remark 6
It is worth comparing our construction from Theorem 4 with the AMB controller from Section VI of [16] , where the stabilizing controller took the form of nested hard saturations. In [16] , the proof that the control stabilizes the AMB system is based on the method of [13] , which uses the hardness of the saturation σ in an essential way. The argument shows that the nested hard saturations cause the AMB dynamics (9) to assume a simplified form after sufficiently large time. Then one shows that this new system of 'asymptotic' equations is GAS using a Lyapunov-like analysis. Unfortunately, the Lyapunov function used in the analysis of [16] is not a CLF for the AMB dynamics (9) . On the other hand, our construction is not restricted to the standard hard saturation as explained in Remark 1, and thus can lead to smoother stabilizing controllers. Also, the Lyapunov function from Theorem 4 is negative definite along the closed-loop AMB trajectories with the feedback (29) for all time, and thus is a CLF for the AMB dynamics (9) .
Remark 7
Knowing a global CLF V (x) and corresponding globally stabilizing feedback u(x) for the AMB dynamics, we can construct a feedback K(x) that renders the system input-to-state stable (ISS) to exogenous disturbances [11] . Choosing V (x) and u(x) from our theorem, and lettingẋ = F (x, u) denote the open-loop AMB dynamics, it follows from [9, Theorem 1] that the systemẋ = F (x, K(x)+d) is ISS relative to relative to any measurable locally essentially bounded (e.g., locally bounded piecewise continuous), exogenous disturbance d(t) under the combined feedback K(x) = u(x) − ∂V (x)/∂x 3 . This is because the term ∂V (x)/∂x 3 in the feedback is the Lie derivative of V in the direction of the constant vector field x −→ (0, 0, 1) ⊺ that multiplies the input in the AMB dynamics. Note that in this case the feedback K(x) is not necessarily saturated. This is because if K(x) were any saturated feedback renderingẋ = F (x, d) ISS, and ifK were a positive global bound on K(x), then the third component of the dynamiċ x 3 = K(x) + d would have unbounded trajectories when the disturbance is for example d(t) ≡ 2K , thus violating the ISS requirement. Hence, there is no globally saturated feedback that renders the AMB dynamics ISS to exogenous disturbances. Moreover, the CLF allows us to construct a feedbackK(x) rendering the noisy systemẋ = F (x,K(x + e) + d) ISS with respect to the disturbance d for small measurement errors e(t) in the controller [12] . In the context of AMBs, d could represent rotor unbalance or vibrations transmitted through the bearing foundation while e could represent inaccuracies in sensing displacement, velocity, and/or flux.
Numerical Example
The proposed control law from Theorem 4 above was simulated on the same high-fidelity model of the one degree-offreedom magnetic levitation system [4, 6] used in [16] . The model includes flux leakage, magnetic material saturation, coil resistance, voltage saturation, and flexible modes, and thus is a fairly accurate representation of the actual system test rig [6] . We refer the reader to [6] for a complete description of the system model.
As in [16] , the system was simulated with Φ 0 = 10 µWb, v max = 10 V, and initial conditions set to y(0) = 0.15 mrad,ẏ(0) = 0 mrad/s, Φ 1 (0) = 20 µWb, and Φ 2 (0) = 60 µWb. The above flux values are for the total flux in the magnetic levitation system, i.e., including gap flux and flux leakage. The control parameters c 1 , c 2 , δ were selected according to (33) and (11) to yield the fastest convergence possible for the state y. This resulted in the following parameter values: c 1 = 5465, c 2 = 5300, and δ = 4/3. The simulation results for the system states y,ẏ, and Φ gi (i = 1, 2), and for the control voltages v i (i = 1, 2) are shown in Figure 2 below, where Φ gi denotes the gap flux. When compared with the simulation of the controller from Section VI of [16] (see Figure 8 of [16] ), the our control yields similar closed-loop performance although it can be tuned to produce a faster response as seen from Figure 2 . 
