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A decision support system for addressing food 
security in the United Kingdom































subsystems	 with	 expert	 domains	 supported	 by	 sophis-
ticated	 probabilistic	 models.	 Recent	 increases	 in	 food	
poverty	 in	 the	 United	 Kingdom	 have	 raised	 the	 ques-
tions	about	the	main	drivers	of	food	insecurity,	how	this	
may	 be	 changing	 over	 time	 and	 how	 evidence	 can	 be	
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1 |  INTRODUCTION
This	 paper	 gives	 a	 proof	 of	 concept	 practical	 application	 of	 the	 recently	 developed	 statistical	
























1.2 | The UK picture
The	recent	increase	in	household	food	insecurity	in	the	United	Kingdom	is	well	known	through	





As	 a	 nation,	 the	 United	 Kingdom	 is	 wealthy	 and	 one	 of	 the	 world’s	 most	 food	 secure;	 in	
2017	 it	was	 third	of	113,	 just	after	 Ireland	and	 the	United	States	 (The	Economist	 Intelligence	
Unit,	2019)	but	by	April	2021	had	declined	to	sixth	place.	The	UK	government	has	a	legal	duty	
under	the	International	Covenant	on	Economic,	Social	and	Cultural	Rights	to	take	appropriate	
steps	 to	realise	 the	right	of	everyone	 to	be	 free	of	hunger	 (United	Nations	Office	of	 the	High	
Commissioner,	1966).	Relative	 to	other	advanced	western	economies,	Britain	had	higher	gen-
eral	inflation,	higher	food,	fuel	and	housing	price	inflation,	lower	growth	in	wages	in	the	years	
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For	 many	 years,	 the	 exact	 scale	 of	 household	 food	 insecurity	 in	 the	 United	 Kingdom	 was	

















10%	 low	 or	 very	 low	 food	 security	Table	 3.)	 In	 2020,	 younger	 adults	 were	 more	 likely	 to	 re-
port	 that	 they	 were	 food	 insecure	 than	 older	 adults	 and	 food	 insecurity	 was	 higher	 on	 low	
income	households.	Food	security	was	higher	in	most	employment	groups	compared	to	those	
who	were	long	term	unemployed	or	had	never	worked.	Food	security	rates	were	also	higher	in	
















households	with	children	and	5%	of	 respondents	 reported	 that	 they	had	used	a	 food	bank	or	
emergency	food.	Rising	food	prices	can	quickly	lead	to	food	insecurity	with	serious	public	health	
consequences	(Barons	&	Aspinall,	2020).
1.3 | Comparison with the United States and Canada
The	United	States	and	Canada	are	similar	 to	 the	United	Kingdom	in	 their	profiles	of	poverty	
and	types	of	government.	This	allows	us	to	draw	on	their	research	where	UK	data	and	evidence	


































subsystems	 within	 domain	 expertise,	 many	 supported	 by	 sophisticated	 probabilistic	 models.	
Within	the	food	system,	examples	of	these	are	medium	to	long	range	weather,	which	influences	











2 |  INTEGRATING DECISION SUPPORT SYSTEMS











T A B L E  3 	 Poverty	measures	across	three	countries
United Kingdom United States Canada
Overall	poverty 19.0% 11.8% 9.5%
Child	poverty 26.5% 16.2% 9.0%
Working	adults	with	no	children 16.4% –	 –	
Adults	18–	64 –	 10.7% –	
Pensioners 13.5% 9.7% 3.9%










































2.1 | Technical underpinning
In	this	section,	we	briefly	review	the	recent	methodological	developments	to	support	inference	
for	decision	support	as	they	apply	here.	Full	details	and	proofs	are	provided	in	Smith	et al.	(2017).











depends	on	a	reward	function	R(Y, d),	Y ∈ RY,	d ∈.	Let	U(R(Y, d))	be	the	utility	function	for	de-



























If	 the	 graph	 is	 defined	 as	 a	 directed	 acyclic	 graph	 (DAG),	 then	 the	 joint	 distribution	 of	









fi(yBi | yΠBi ),
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univariate	nodes.	It	is	also	usually	assumed	that	the	graph	structure	does	not	change	over	time,	
that	is,	the	dependencies	between	variables	are	static.	Consider	the	general	setting	such	that	
with	{Yit : i = 1, …, n, t = 1, …, T}	a	multivariate	time	series	composing	a	DAG	whose	vertices	are	






with	it ∼ N[0, Vit]	and	it ∼ N[0d, Wit]	and	it ∈ Θi ⊂ ℜ
d.	The	errors	are	assumed	to	be	indepen-
dent	of	each	other	and	through	time	and	Fit,	Git	are	assumed	to	be	known	at	time	t.	Given	the	initial	




Let	Dt = (yt , Dt−1)	be	the	information	available	at	time	t.	Inference	about	it	is	based	on	for-
ward	filtering	equations	to	obtain	posterior	moments	at	time	t:
–	 Posterior	 distribution	 at	 time	 t  −  1:	 i,t−1 |Dt−1 ∼ N[mi,t−1, Ci,t−1];
–	 Prior	distribution	at	time	t:	it |Dt−1 ∼ N[ait, Rit],	with	ait = Gitmi,t−1	and	Rit = GitCi,t−1G�it +Wit	;
–	 One	step	ahead	prediction:	yit |ytΠi , Dt−1 ∼ N[fit, Qit],	with	fit = F
�
it
ait	and	Qit = F�itRitFit + Vit;
–	 Posterior	 distribution	 at	 time	 t:	 it |Dt ∼ N[mit, Cit],	 with	 mit = ait +Aiteit	 and	
Cit = Rit − AitQitA
�
it
	and	eit = yit − fit,	Ait = RitFitQ−1it .
If	data	are	observed	from	time	1	to	T,	then	backward	smoothing	may	be	used	to	obtain	the	
posterior	moments	of	it |DT,	t = 1, …, T.	Thus,	
with	 hit =mit + CitG�i,t+1R
−1
i,t+1























(3)fi,t(yit |ytΠi , y
t−1
i ) = ∫Θi






it |i,t+1,DT ∼ N(hit,Hit),
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(1997),	we	let	the	variance	Vit = −1it 	and	i,t−1 |Dt−1 ∼ Gamma(ni,t−1∕2, di,t−1∕2).	The	Gamma	
evolution	model	is	given	by	
with	∗i ∈ (0, 1)	 being	 the	 discount	 factors.	 For	 this	 evolution	E[it |Dt−1] = E[i,t−1 |Dt−1]	 but	
Var[it |Dt−1] = Var[t−1 |Dt−1]∕∗	implying	an	increase	in	the	variance	as	time	evolves	controlled	
by	∗.	The	posterior	distribution	at	time	t	is	obtained	analytically	as	it|Dt ∼ Gamma(nit∕2, dit∕2)	
with	nit = ∗i ni,t−1 + 1	and	dit = 
∗









and	 select	 the	 best	 configuration	 of	 (i, ∗i )	 using	 model	 comparison	 via	 Bayes	 factors	 (Kass	
&	 Raftery,	 1995).	 In	 particular,	 the	 marginal	 likelihood	 was	 approximated	 using	 the	 Shifted-	
Gamma	estimator	(Raftery	et al.,	2007).	Given	simulations	from	the	analytical	posterior	distri-
butions	of	(t , t)	,	the	density	in	the	observational	equation	p(yt|, , , ∗)	may	be	evaluated	
for	all	simulated	state	parameters	and	the	densities	may	be	used	to	estimate	the	marginal	dis-
tribution	of	Yt	given	(, ∗).	This	can	be	easily	repeated	for	several	competing	models	and	the	






The	 predictive	 densities	 f (y |, ∗)	 are	 approximated	 using	 the	 shifted-	gamma	 estimator	
(Raftery	 et  al.,	 2007)	 which	 considers	 the	 sequence	 of	 log-	likelihood	 values	
{lk = log(f (y | (k), , ∗)) : k = 1, …, M}	 with	(k)	 simulated	 from	 its	 posterior	 distribution.	 In	 the	
model	choice	problem,	2 log(B12)	greater	 than	2	 indicates	positive	evidence	 in	 favour	of	Model	
1	and	values	greater	than	10	indicates	very	strong	evidence	according	to	guidelines	in	Kass	and	
Raftery	(1995).
2.3 | Expected utility computation and scenario evaluation
The	 predictive	 posterior	 distribution	 for	 a	 replicated	 observation	 ỹ	 is	 obtained	 using	 f (ỹ)	
as	 defined	 in	 Equations	 (2)	 and	 (3).	 When	 the	 utility	 function	 is	 assumed	 to	 be	 linear,	 then	
U(R(Y, d)) =
∑
i∈[n] ki Ui(Ri(Yi, d)),	so	that	the	expected	utility	is	given	by	











that	1:T	 was	 simulated	 using	 the	 forward	 filtering	 and	 backwards	 sampling	 algorithm	 as	 de-
scribed	in	Section	2.2.	Then,	Ui(d | yΠi )	can	be	obtained	by	simulating	from	the	observation	den-






































ki Ui(d | yΠi ), and
Ui(d | yΠi ) = ∫Θi∫yi
Ui(Ri(yit, d)) git(yit | ytΠi , y
t−1
i , i) i(it | y
t
Πi
, yt−1i )dyi di.
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3.1 | Structure of the IDSS
For	potentially	massive	and	very	heterogeneously	informed	graphical	models,	it	is	usually	wise	























3.2 | Expert panels
Having	identified	the	factors	influencing	household	food	security	in	the	United	Kingdom,	the	
























3.3 | MDM IDSS for food security
In	every	decision	support	scenario,	it	is	essential	to	clarify	the	goals	of	the	DM.	Support	for	house-










































(6)U(z) = a + bz4 +
3∑
i=1
1 − exp(− cizi),
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patient	was	diagnosed	with,	and	would	 therefore	being	 treated	 for	malnutrition	during	 the	
episode	of	care.
•	 Education—	the	 gap	 index	 measuring	 the	 differences	 between	 the	 disadvantaged	 and	 non-	
disadvantaged	groups	in	key	stages	2	and	4	(Hill,	2014).	The	index	is	the	mean	rank	for	all	the	
disadvantaged	and	non-	disadvantaged	pupils	divided	by	the	number	of	pupils	in	each	cohort.	
This	decimal	mean	rank	difference	 is	scaled	 to	10	and	ranges	 from	0	 to	10,	where	a	higher	











log(Healtht) = 01,t+11,t HIncomet+21,t CFoodt+ht,
log(Educationt) = 02,t+12,t HIncomet+22,t CFoodt+et.
(7)
(Healtht) = 01,t+11,t HIncomet+21,t CFoodt+ht,
(Educationt) = 02,t+12,t HIncomet+22,t CFoodt+et.
HIncomet = 01,t + 11,t Lendingt + 21,t Taxt + 31,t Benefitst + 41,t CLivingt + 1t .
CFoodt = 02,t + 12,t , FProductiont + 22,t FImportst + 32,t CEnergyt + 2t .













4 |  MODEL OUTPUTS AND SCENARIO EVALUATION
The	MDM	dynamic	coefficients	and	variances	were	estimated	based	on	the	best	hyperparameter	
configuration	as	detailed	in	Section	2.2.	With	11	time	points,	we	keep	the	model	parsimonious	






0) = (0.85, 0.95)	and	these	values	were	used	to	evaluate	the	
posterior	distribution	of	the	utility	function	of	interest.
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Figure	3	presents	the	fit	and	effects	of	household	income	and	food	costs	on	health	and	edu-
cation	obtained	by	recursively	updating	of	posterior	moments	based	on	the	forward	filtering	and	


















0 0.85 66.24 71.14 70.75
0.90 35.61 41.48 37.29
0.95 22.62 13.39 17.69
0.95 3.08 0.00 0.06
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might	prove	useful,	as	 the	entire	distribution	 is	shown.	However,	 for	decision-	makers	with	









food	 security	 has	 been	 measured	 for	 a	 number	 of	 years	 and	 therefore	 the	 understanding	 of	















 (baseline) Policy 2 Policy 3 Policy 4























































 Policy 2: 25% increase in food costs
 Policy 3: 25% decrease in food costs
 Policy 4: 15% decrease in food cost and 15% increase in income
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tion	 is	usually	accompanied	by	other	diagnoses	 such	as	diseases	of	digestive	 system,	cancers,	
dementia	and	Alzheimer’s	disease.	Thus,	the	increase	of	deaths	with	malnutrition	as	a	contribu-
tory	factor	might	be	due	to	ageing	of	the	population	and	not	due	to	food	insecurity.	Regarding	





























ment	of	non-	disadvantaged	compared	 to	disadvantaged	pupils.	The	 index	aims	 to	be	resilient	
to	changes	in	the	grading	systems	and	in	the	assessments	and	curricula,	and	may	be	used	for	
temporal	comparisons.























–	 HIncome:	 Real	 net	 households	 adjusted	 disposable	 income	 per	 capita	 less	 the	 final	 con-
sumption	 expenditure	 per	 head.	 Data	 source:	 http://www.ons.gov.uk
Panel	G2	(food	costs)	is	represented	by	the	variable	CFood	and	is	defined	as	follows:
–	 CFood:	 CPI	 index	 of	 nine	 food	 groups,	 2015  =  100.	 Food	 costs	 was	 measured	 by	 a	 com-
bination	 of	 CPI	 indices	 of	 items	 representing	 household	 dietary	 diversity	 (Kennedy	 et  al.,	
2012).	 The	 score	 is	 formed	 by	 nine	 food	 groups:	 cereals,	 meat,	 fish,	 eggs,	 milk,	 oils	 and	
fat,	 fruits,	 vegetables	 and	 beverages.	 Data	 source:	 http://www.ons.gov.uk
Panel	G3	(income)	accounts	for	access	to	credit	(Lending),	tax	on	the	income	(Tax),	unemploy-
ment	rate	and	social	benefits	and	is	defined	as	follows:
–	 Lending:	 Net	 lending	 (+)/net	 borrowing	 (-	)	 by	 sector	 as	 a	 percentage	 of	 GDP	 -	 Household	
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Panel	 G4	 (costs	 of	 living)	 accounts	 for	 expenditure	 per	 head	 (Living)	 and	 housing	 costs	
(Chousing)	and	is	defined	as	follows:
–	 CLiving:	 Consumer	 price	 indices	 of	 the	 main	 variables	 composing	 the	 expenditures	 of	 a	
household:	 housing,	 including	 energy	 (CHousing),	 food	 (CFood),	 recreation	 (CRecreation),	
and	 transport	 (CTransport).	 Data	 source:	 http://www.ons.gov.uk
–	 CHousing:	CPI	of	housing,	water	and	fuels.	Data	source:	http://www.ons.gov.uk
Panel	 G5	 (food	 supply)	 accounts	 for	 output	 of	 food	 production	 (FProduction)	 and	 imports	
from	European	Union	and	other	countries	and	is	defined	as	follows:















–	 Frost:	 Number	 of	 days	 of	 air	 frost.	 Data	 source:	 http://www.metof	fice.gov.uk
Panel	G9	(Economy)	accounts	for	economic	context	represented	by	Gross	D	domestic	Product	
(GDP):
–	 GDP:	 Gross	 Domestic	 Product	 at	 market	 prices,	 seasonally	 adjusted.	 Data	 source:	 http://
www.ons.gov.uk
APPENDIX C. R CODE AND DATA USED FOR ANALYSIS
The	R	codes	and	data	used	in	the	analysis	of	UK	food	security	are	freely	available	for	download	
at	the	link:	https://github.com/thais	cofon	seca/foodn	etwork.git
