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Os sinais de eletroencefalografia (EEG) podem ser utilizados para aplicações clínicas,
como análises de níveis de sono, diagnósticos e acompanhamento de epilepsia, monitoramento
e reabilitação. Esse tipo de sinal também é usado no contexto de interação cérebro-máquina
(BCI do inglês, Brain Computer Interface), e seu uso é crescente em várias aplicações deste
tipo, como controle de cadeiras de rodas, computadores e automóveis. Sendo assim, existem
problemas comumente encontrados, por exemplo, na aquisição desse sinal.
Muitas das vezes são necessárias de dezenas a centenas de eletrodos, além de que podem
ocorrer falhas de contato exigindo trocas periódicas ou renovação de gel condutor. Outras
dificuldades encontradas dizem respeito ao armazenamento e transmissão desses dados em
dispositivos móveis e com restrição de consumo de energia. Portanto, existem técnicas de
processamento de sinais diversas que podem diminuir o número de sensores necessários e
reduzir os custos de armazenamento e transmissão.
A proposta desta pesquisa é implementar e avaliar o Compressive Sensing (CS) e mais
outras 4 técnicas aplicadas à compressão de sinais de EEG, visando compará-las quanto ao
nível de esparsificação e à qualidade de sinais reconstruídos a partir da mesma quantidade
de coeficientes. As técnicas utilizadas são o CS, a análise de componentes principais (PCA),
análise de componentes independentes (ICA), 30 famílias de wavelets implementadas com
base em bancos de filtros de decomposição e a transformada discreta de cossenos (DCT). O
CS é destas técnicas a mais recentemente desenvolvida e apresenta possíveis vantagens na
fase de aquisição com relação às demais, e o trabalho deseja avaliar sua viabilidade.
Para a avaliação são considerados dois bancos de dados de sinais reais, um de polissono-
grafia chamado Sleep Heart Health Study e um estudo em crianças do Instituto de Tecnologia
de Massachusetts (MIT), ambos disponíveis publicamente. O estudo se baseia na transfor-
mação, quantização, codificação e em seus processos inversos para reconstrução do sinal. A
partir dos resultados são realizadas comparações entre os sinais reconstruídos utilizando as
diferentes representações escolhidas. Para a comparação, são usadas métricas quantitativas
de razão do sinal-ruído (SNR), fator de compressão (CF), um tipo de diferença percentual
residual (PRD1) e medidas de tempo.
Foi observado que os algoritmos podem reconstruir os sinais com menos de 1/3 dos
coeficientes originais dependendo da técnica utilizada. Em geral a DCT e a PCA têm um
melhor resultado contra as outras nas métricas utilizadas. Porém cabe ressaltar que o CS
permite menor custo de aquisição, possivelmente requisitando um hardware mais simples
para isso. De fato, toda a aquisição realizada com base em CS pôde ser feita com medidas
obtidas usando apenas soma dos sinais dos eletrodos, sem perdas em relação a matrizes de
medidas que envolvem também multiplicações.
Admitindo, por exemplo, uma reconstrução a partir de 50% do número de coeficientes
do sinal no banco do MIT, a DCT conseguiu uma relação de SNR de 27, 8 dB entre o sinal
original e a reconstrução. O PCA teve 24, 0 dB e as melhores wavelets ficaram na faixa dos
19 dB, já o CS com 8, 3 dB e o ICA apenas 1, 1 dB. Para esse mesmo banco, com 50% de
CF, o PRD1 resultou em 27, 8% na DCT, 24, 0% na PCA, 17, 2% na wavelet biortogonal
2.2, 8, 3% no CS–10 e 1, 1% no ICA.
Portanto, o estudo e uso do CS é justificado pela diferença de complexidade da fase de
aquisição com relação a outras técnicas, inclusive tendo melhores resultados do que algumas
delas. Na próxima etapa da pesquisa, pretende-se avaliar a compressão multicanal, para
verificar o desempenho de cada técnica ao explorar a redundância entre os canais. Além de
ferramentas que possam ajudar no desempenho do CS, como fontes de informação a priori e
pré-filtragem dos sinais.
Palavras-chave: Eletroencefalograma (EEG), Compressive Sensing (CS), análise de com-
ponentes principais (PCA), banco de filtros de decomposição wavelets, transformada discreta
de cossenos (DCT), compressão de sinais fisiológicos.
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Abstract
Electroencephalography (EEG) signals can be used for clinical applications such as sleep
level analysis, diagnosis and monitoring of epilepsy, monitoring and rehabilitation. This type
of signal is also used in the context of the Brain Computer Interface (BCI), and its use is
increasing in many applications of this type, such as wheelchair, computer and automobile
control. Thus, there are problems commonly encountered, for example, in the acquisition of
this signal.
Often times, it is necessary tens to thousands of electrodes, besides of contact failures may
occur requiring periodic changes or conductive gel renewal. Other difficulties encountered
relate to the storage and transmission of this data in mobile devices and with restricted energy
consumption. Therefore, there are several signal processing techniques that can reduce the
number of sensors required and also save storage and transmission costs.
The purpose of this research is to implement and evaluate the Compressive Sensing (CS)
and other 4 techniques applied to the compression of EEG signals, in order to compare
them with the level of scattering and the quality of reconstructed signals from the same
number of coefficients. The techniques used are CS, Principal Component Analysis (PCA),
Independent Component Analysis (ICA), 30 families of wavelets implemented on the basis
of decomposition filter banks and DCT (discrete cosine transform). CS is one of the most
recently developed techniques and presents possible advantages in the acquisition phase in
relation to the others, and the work wants to evaluate its viability.
Two real-signal databases, a polysomnography called the Sleep Heart Health Study and
one study of children at the Massachusetts Institute of Technology (MIT), both publicly avai-
lable, are considered for the evaluation. The study is based on transformation, quantization,
coding and its inverse processes for signal reconstruction. From the results are made com-
parisons between the reconstructed signals using the different representations chosen. For
comparison, quantitative measurements of signal-to-noise ratio (SNR), compression factor
(CF), a type of residual percentage difference (PRD1), and time measurements are used.
It was observed that the algorithms can reconstruct the signals with less than 1/3 of
the original coefficients depending on the technique used. In general, DCT and PCA have
a better result comparing the others depending the metrics used. However, it is worth
mentioning that CS allows lower cost of acquisition, possibly requesting a simpler hardware
for this. In fact, all the acquisition based on CS could be done with measurements obtained
using only the sum of the signals of the electrodes, without losses in relation to matrices of
measures that also involve multiplications.
Assuming, for example, a reconstruction from 50 % of the number of signal coefficients
in the MIT database, the DCT achieved a SNR ratio of 27.8 dB between the original signal
and the reconstruction. The PCA had 24.0 dB and the best wavelets were in the 19 dB
range, the CS with 8.3 dB and the ICA only 1.1 dB. For this same database, with 50 % of
CF, PRD1 resulted in 27.8% by DCT, 24.0% by PCA, 17.2% by biortogonal wavelet 2.2,
8.3% by CS–10 and 1.1% by ICA.
Therefore, the study and use of CS is justified by the difference in complexity of the ac-
quisition phase in relation to other techniques, including having better results than some of
them. In the next step of the research, it is intended to evaluate the multichannel compres-
sion, to verify the performance of each technique when exploring the redundancy between
the channels. In addition to tools that can help in the performance of the CS, as sources of
information a priori and pre-filtering the signals.
Keywords: Electroencephalogram (EEG), Compressive Sensing (CS), principal component
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O sinal elétrico do eletroencefalograma (EEG) é um sinal fisiológico proveniente da sobre-
posição dos potenciais de ativação das células nervosas que compõem o cérebro. Os eletrodos
geralmente são posicionados em uma distribuição padrão no escalpo chamada de sistema in-
ternacional de posicionamento 10-20, mostrado na Figura 1.1. São 21 pontos de localização
baseados nas seguintes nomenclaturas: frontal polar (Fp), frontal (F), temporal (T), central
(C), parietal (P) e occipital (O) [93].
Figura 1.1. Localização do eletrodos do EEG no sistema internacional 10-20.
Fonte: [93].
O EEG tem várias aplicações como em análises clínicas incluindo a da epilepsia [43, 42],
dos derrames [95, 86], os estudos do sono [48], do monitoramento de sinais e diagnósticos
clínicos (até mesmo em tempo-real) [5] e em avaliação de potenciais evocados [31, 24, 33, 74].
Há ainda diversas aplicações em termos do avanço da neurociência [17, 85, 88], como
no estudo de reações cerebrais a estímulos de diversos tipos [85], comparação de estados
mentais semelhantes provocados por experiências distintas [88], tentativa de formalização de
possíveis correspondências entre alterações funcionais detectadas em ressonância funcional
e potenciais superficiais [17] e no auxílio a reconhecimento de padrões [60]. A Figura 1.2
caracteriza alguns desses padrões de ondas no EEG.
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Figura 1.2. Diferentes características padrões em eventos no EEG. Fonte: [4].
Além disso, existem muitos estudos sobre a interação humano-máquina, que pode ser
feita de várias formas e uma delas é pela medição direta da atividade cerebral. Alguns desses
sistemas utilizam o EEG para comunicar um indivíduo com um computador e fazem parte
da classe de interfaces cérebro-máquina (BCI, do inglês Brain-Computer Interface) [56, 34].
Já há hoje algumas ferramentas mais acessíveis capazes de extrair sinais desse tipo,
como o EMOTIV EPOCR© [32], e que já foram utilizadas em alguns trabalhos da área [58,
51]. Exemplos de aplicação são no controle de cadeiras de rodas [96, 19] ou até mesmo de
carros [47, 46]. As investigações atuais incluem possíveis futuras soluções para locomoção
de indivíduos com amputação, portadores de doenças congênitas, lesões cervicais resultantes
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em paraplegia ou tetraplegia e esclerose múltipla [44, 37, 56]. A Figura 1.3 ilustra algumas
dessas aplicações e mostra mais sobre o dispositivo, mostrando inclusive a localização dos
eletrodos de EEG no sistema internacional 10-20 de posicionamento.
Figura 1.3. (a) Visão lateral do EMOTIV EPOCR© [32]. (b) Aplicação no movimento
de automóveis [46]. (c) Aplicação em movimento de uma cadeira de rodas [26]. (d)
Localização dos eletrodos do EMOTIV EPOCR© seguindo o sistema internacional 10-
20 [32]. Adaptado de: [32, 46, 26].
Outra aplicação diz respeito ao monitoramento de sinais de EEG em pacientes que sofrem
de epilepsia, doença que faz com que o paciente venha a ter recorrentes convulsões [43, 42].
Isso acontece a partir de uma súbita alteração elétrica no cérebro, com sobrecargas que
correspondem a uma perturbação nervosa temporária no sistema de mensagens entre as
células cerebrais [69]. Sendo assim, o uso do EEG no monitoramento desses tipos de paciente
é bem comum [80]. Já em estudos do sono, podem ser identificados, a partir do EEG, os
níveis de sono de uma pessoa [48], inclusive alguns dos sinais utilizados nesse trabalho são
pertencentes a estudos desse tipo [27, 76, 77].
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1.2 Definição do problema científico
Mesmo existindo muitos estudos na área, o sinal de EEG ainda é um dos mais comple-
xos biopotenciais elétricos, pois ele, além de ser bastante suscetível a ruídos, é um sinal de
difícil caracterização a olho nú. A quantidade de aplicações práticas ainda é limitada em
comparação às de outros sinais mais comuns, como a eletrocardiografia [18, 45, 92]. Algumas
limitações estão ligadas à forma como esses sinais são medidos, armazenados, processados e
transmitidos. Equipamentos que apresentam muitos sensores, por exemplo, necessitam de
mais espaço para armazenamento, têm maiores custo de poder computacional para proces-
samento, necessitam de mais canais para transmissão ou transmitem de uma forma mais
lenta. Além de representarem um incômodo pelo número de cabos e sensores necessários
para seu funcionamento, o que pode limitar seu uso em tarefas cotidianas [66]. Muitas vezes
exigem gel condutivo nos eletrodos, que acaba aderindo ao cabelo, e exigem longo tempo
de preparação para o processo [66, 89]. A Figura 1.4 mostra duas configurações de EEG de
diferentes níveis de complexidade e tipos de fixação, sendo a segunda mais simples, porém
apresentando problemas de fixação. Apesar de tudo, o EEG é uma ferramenta importante
para monitoramento em tempo-real, para análise de diagnósticos, na neurociência e outras
aplicações.
Figura 1.4. (a) Exame de EEG multicanal com os 21 eletrodos do sistema inter-
nacional 10-20 [32]. (b) Aquisição de um sinal de EEG para um exame de terapia
ocupacional [89]. Adaptado de: [66, 89].
Sabendo que um dispositivo comum de EEG transfere no máximo 1500 bits por segundo
[79] [73], que para se amostrar um canal por 24 horas numa resolução de 10 bits de um sinal
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de EEG são necessários por volta de 165 megabytes (MB). Sabe-se que atualmente também
é comum que sejam utilizadas maiores resoluções, o que aumenta mais ainda os requisitos
de memória dos sistemas. Sendo assim, verifica-se mais uma necessidade em reduzir os bits
necessários para representação de um sinal. Isso é possível por compressão de sinal, e deve ser
feito de forma a não distorcer os sinais acima de uma tolerância, que depende da aplicação.
O processo inclui não só a compressão quanto também a reconstrução do sinal. Dependendo
da aplicação é necessária uma reconstrução com alta razão sinal-ruído, o que é ainda mais
desafiador no caso de sinais de EEG.
Visto isso, existem técnicas de processamento de sinais diversas que podem diminuir o
número de sensores e reduzir o custo computacional. Este trabalho objetiva aplicar diferentes
algoritmos e avaliá-los, sendo que o principal foco é no Compressive Sensing [10], uma técnica
relativamente nova comparada às demais e que ainda carece de estudos mais aprofundados,
sobretudo ao se tratar do EEG. Sendo assim, o trabalho propõe o estudo dessas técnicas na
compressão de sinais de EEG. Isso futuramente pode permitir o uso de aparelhos mais prá-
ticos, compactos e acessíveis para a medição. As outras quatro técnicas que serão utilizadas
são a análise de componentes principais (PCA, do inglês Principal Component Analysis), a
análise de componentes independentes (ICA, do inglês Independent Component Analysis),
um banco de filtros de decomposição wavelet com o uso de várias famílias (30 tipos ao todo)
e a transformada discreta de cossenos (DCT, do inglês Discrete Cosine Transform).
O CS apresenta vantagens na fase de aquisição, necessitando, dependendo das condições,
de um hardware menos complexo. O estudo enfatiza a compressão dos sinais, mostrando
o valor dessa técnica para o fim. Em síntese, o CS diz respeito a um conjunto de teorias
e algoritmos que permitem representar a informação de um sinal com base em um número
limitado de medidas lineares, desde que satisfeitas condições bem conhecidas [61, 10].
Os sinais avaliados serão reconstruídos e, posteriormente, os resultados das diferentes
técnicas serão comparados entre si utilizando métricas quantitativas. Serão medidos a relação
sinal-ruído (SNR, do inglês signal-to-noise ratio) entre os sinais originais e os reconstruídos,
além do tempo de execução dos algoritmos, o fator de compressão (CF, do inglês Compression





Esta pesquisa tem como objetivo avaliar quantitativamente técnicas de compressão de si-
nais de EEG e verificar a viabilidade no uso do CS nesta aplicação, devido às suas vantagens
na aquisição, comparando os resultados com outras técnicas de compressão por transforma-
das já usuais em diferentes abordagens.
1.3.2 Objetivos Específicos
Para o cumprimento do objetivo geral da pesquisa, são propostos os seguintes objetivos
intermediários:
• Implementação de diferentes algoritmos de compressão a partir das seguintes técnicas:
- Proposta utilizando medidas de Compressive Sensing (CS);
- Algoritmo baseado em análise de componentes principais (PCA);
- Algoritmo baseado em análise de componentes independentes (ICA);
- Algoritmo baseado em banco de filtros wavelets de 30 famílias;
- Algoritmo baseado em transformada discreta de cossenos (DCT).
• Teste desses algoritmos de compressão em exemplos reais de EEG;
• Análise da qualidade, distorção, taxa de compressão e tempo das reconstruções utili-
zando diferentes métricas:
- SNR (Relação Sinal Ruído);
- PRD1 (Diferença Percentual Residual);
- CF (Fator de Compressão);
- Medidas de tempo.
• Comparação e discussão dos resultados obtidos nos testes.
25
1.4 Justificativa
O uso do CS em compressão de sinais de EEG ajudaria, a partir de suas aplicações,
a simplificar vários processos, tornando-os mais rápidos e eficientes. Sendo assim, com as
melhorias nos métodos e aplicações, pacientes com diferentes doenças ou deficiências seriam
beneficiados. Isso porque o CS permite reconstruções a partir de um número limitado de
medidas, inclusive esse número de medidas podem ser menores do que os definidos pelo
critério de Nyquest. O hardware de aquisição seria mais simples e teria a função apenas
de adquirir esse número limitado sinais e armazenar ou transmitir para um hardware mais
robusto, onde seriam feitos os cálculos de reconstrução que são mais custosos. O CS, por
exemplo, poderia permitir uma possível diminuição: Do tempo de aquisição e processamento
prévio ao armazenamento, classificação ou transmissão; Do número de sensores de aquisição;
Do custo computacional e armazenamento; Do preço dos equipamentos de aquisição.
Essas diminuições de complexidade poderiam permitir aplicações com boas relações
custo/benefício na escolha de hardware, podendo este ficar mais prático, compacto, barato
e usual. Além de permitir a utilização das técnicas em monitoramento diário e contínuo
pelo baixo custo computacional e armazenamento. Possíveis aplicações para as técnicas in-
cluem, por exemplo, um sistema embarcado a uma cadeira de rodas para que o deficiente
possa movimentá-la utilizando os sinais do EEG. Isso poderia permitir o desenvolvimento
de uma cadeira de rodas mais leve e usual associada a um hardware de aquisição de EEG
mais simples e de menor consumo. Cadeirantes frequentemente buscam cadeiras de rodas
mais estéticas e leves, que tenham tecnologia para mantê-los estáveis, o que é mais complexo
quando a cadeira depende de uma bateria de grande porte. Há até cadeiras que permitem o
cadeirante se locomover em pé. Uma segunda proposta poderia ser o monitoramento on-line
de um paciente epiléptico, criando uma forma de diário com os sinais, de maneira a poten-
cialmente revelar padrões de sinais que antecedem um ataque de convulsão. Cabe destacar
ainda a possibilidade do desenvolvimento de equipamentos portáteis para estudo de níveis
do sono ou prevendo disfunções como derrames.
As aplicações de compressão em geral estão em praticamente todo projeto de engenharia
que armazena ou transmite grandes volumes de informação. É crucial a comparação entre
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técnicas mais consolidadas com novas alternativas, como o CS que ainda carece de estudos.
Aprofundar no estudo de novas técnicas e métodos de processamento de sinais é importante
para aspectos de pesquisa e desenvolvimento em tecnologia, tanto para futuras aplicações em
sinais de EEG, como também em outros sinais fisiológicos e imagens médicas. Visto isso, é
possível verificar um aspecto social e de engenharia do estudo com outras aplicações futuras,
como por exemplo no uso das técnicas de compressão para diminuir o tempo de exames.
1.5 Estrutura da dissertação
O Capítulo 2 apresenta conceitos de EEG, processamento de sinais e técnicas de com-
pressão. É caracterizado um sinal de EEG e são explicadas as técnicas de PCA, ICA, DCT,
banco de filtros, transformadas wavelets e CS.
O Capítulo 3 descreve cada uma das implementações do algoritmos de compressão basea-
dos na teoria, descreve os bancos de dados utilizados e os métodos de avaliação dos resultados,
feito a partir das métricas e comparações dos processos.
O Capítulo 4 apresenta e discute os resultados da pesquisa, incluindo os gráficos e tabelas
comparativas de SNR com relação a porcentagem de coeficientes, tempos de execuções,
expressões da compressão pelo número de bits dados pelo CF e o PRD1, além de discussões
sobre a viabilidade do uso de CS, com suas vantagens para a aquisição de sinais de EEG.
O Capítulo 5 mostra como o CS pode ser aplicado, assim como possíveis melhorias e
ideias de projetos para sua aplicação. Mostra ainda as diferenças e conclusões sobre o uso
do CS na compressão comparado a outras técnicas testadas, com suas vantagens em custos
computacionais. Apresenta ainda, com base nas conclusões do trabalho, as propostas do
autor para suas pesquisas futuras na área.
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2 Fundamentação teórica e estado da arte
2.1 Geração e caracterização do sinal de EEG
O sinal de eletroencefalograma (EEG) é composto pela sobreposição de sinais elétricos
associados a impulsos nervosos do cérebro, mais especificamente do encéfalo. No caso do
EEG superficial, os sinais são adquiridos com uso de eletrodos fixados no couro cabeludo
e a maioria desses sinais estão em baixa frequência, de 1 a 20Hz [75]. O EEG permite o
monitoramento da soma das sobreposições dos biopotenciais de ativação do couro cabeludo,
em método que pode ser realizado de forma não-invasiva. Os eletrodos geralmente são fixados
sobre o escalpo por cima de um gel condutor que ajuda na captura do sinal. Resumidamente
o EEG é a gravação das atividades elétricas do cérebro durante um determinado período de
tempo. A origem dos sinais de EEG é dada no sistema nervoso central [57]. Este sistema
é mostrado na Figura 2.1 e é composto basicamente por cérebro, cerebelo, ponte, bulbo e
medula espinhal.
Figura 2.1. Gráfico esquemático do potencial de ação em uma membrana celular.
Fonte: [3].
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As células especializadas do sistema nervoso são os neurônios, que são compostos basi-
camente por dendritos, corpo celular e axônio. Essa célula é mostrada na Figura 2.2. São
pelos neurônios que passam os impulsos elétricos, que são gerados por influxo de íons na
membrana celular [57]. Esse movimento gera uma despolarização da célula e o surgimento
de um potencial de ação seguido pela repolarização. A sinapse nervosa, por sua vez, é o meio
pelo qual os neurônios se comunicam uns com os outros [21]. Existe o neurônio pré-sináptico
e o pôs-sináptico. O primeiro deles secreta uma substância chamada neurotransmissor, que
se liga a receptores pós-sinápticos. Esse processo cria o potencial de ação elétrico, que pode
ter uma resposta excitatória ou inibitória [57, 21].
Figura 2.2. Estrutura de um neurônio. Fonte: [3].
O cérebro humano é uma das estruturas mais complexas estudas e resumidamente é com-
posto por células neurais, vias neurais e sinapses nervosas, que por sua vez são constituídos
hormônios, enzimas e outras substâncias químicas. São aproximadamente 170 bilhões de
células, sendo que cerca de 86 bilhões são neurônios [2], formando por volta de 100 trilhôes
de sinapses [7]. O cérebro pesa 1,4 kg em média e com os neurônios operando em paralelo
ele consegue fazer por volta de 10 quatrilhões de interconexões por segundo, o que nenhum
computador existente consegue fazer até hoje, mesmo com uma frequência de operação muito
maior do que a do cérebro [7].
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O EEG foi inventado pelo psiquiatra alemão Hans Berger em 1929, quando ele descobriu
as atividades elétricas contínuas do cérebro e conseguiu registrá-las. Ele mostrou que mesmo
sem técnicas invasivas era possível aferir essas atividades e registrá-las em papel, e denominou
a técnica de eletroencefalograma. Ele observou que os registros eram relacionados a estados
funcionais do cérebro, como sono, anestesia, hipóxia, doenças nervosas, etc [7].
Os biopotenciais medidos em um EEG são provenientes da movimentação de íons de sódio
(Na+) e potássio (K+) através da membrana celular, resultando em atividades eletroquími-
cas celulares que geram esses potenciais elétricos [21]. Quando estimuladas algumas células
variam de potencial rapidamente; elas são também denominadas de células excitáveis e geral-
mente apresentam uma tensão de repouso entre -50 e -100mV. Toda vez em que a membrana
celular está em repouso e é despolarizada, forma-se o potencial de ação. Uma célula é dita em
estado ativo quando ela é capaz de conduzir potenciais de ação e é corretamente estimulada.
Os potenciais de ativação também dão origem a outros tipos de sinais no organismo, como
o eletrocardiograma (ECG), o eletromiograma (EMG) e o eletroneurograma (ENG) [7, 59].
A Figura 2.3 mostra como os potenciais de ação se comportam na membrana de uma
célula. Na despolarização os canais de sódio são abertos e permitem o influxo de íons de
Na+. No pico da curva o neurônio fica positivo com relação ao ambiente extracelular.
A despolarização acontece quando um neurônio recebe um impulso excitatório de outro
neurônio. Esse fenômeno só acontece se a tensão de excitação for maior que o limiar de
disparo. Sendo assim, a fase de repolarização da célula inicia com a abertura dos canais de
potássio, permitindo a saída de íon de K+. Essa abertura busca o equilíbrio químico do
neurônio novamente. Os canais de potássio se abrem com um certo atraso com relação à
fase de despolarização, porém eles têm a característica de permitirem um maior fluxo de íons
na saída. Portanto, devido a alta permeabilidade da membrana de potássio é gerada uma
hiperpolarização no meio, pois nessa fase o neurônio se encontra ainda mais negativo do que
o potencial de repouso da membrana. E finalmente, com o tempo, o potencial de repouso é
restaurado [21, 2].
Muitos problemas de saúde podem ser relacionados com esse sinal, fazendo dele matéria
imprescindível na medicina. Exemplos do uso são em problemas como: avaliação inicial de
síndromes epilépticas, encefalites, comas, morte encefálica, intoxicações, síndromes demen-
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Figura 2.3. Gráfico esquemático do potencial de ação em uma membrana celular.
Fonte: [16].
ciais, crises não epilépticas e distúrbios metabólicos [75].
Outra utilidade dos sinais de EEG diz respeito a um tipo específico de interface humano-
máquina. Essas interfaces geralmente apresentam diversas aplicações de interesse prático,
existindo diversos estudos de diferentes abordagens [17, 85, 88]. A interface humano-máquina,
quando feita por meio da aquisição de informação proveniente do cérebro, é dita cérebro-
máquina (BCI, do inglês Brain-Computer Interface)) [56, 34], por exemplo, com o uso do
EEG [96, 47, 44, 37]. O BCI é resultado dos biopotenciais elétricos associados aos poten-
ciais de ativação dos neurônios para comunicar um indivíduo com o computador [47]. Já
há hoje algumas ferramentas mais acessíveis e práticas capazes de extrair o EEG, como o
EMOTIV EPOCR© [32], que é um hardware de aquisição leve, com poucos sensores, sem-fio,
entre outras vantagens e que já foi utilizado em alguns trabalhos na área [56].
Apesar dos diversos estudos recentes na área de BCI e de eletroencefalografia, ainda há
comparativa escassez de pesquisas acerca de aquisição e processamento de sinais de EEG
especificamente, quando comparados a outros sinais bioelétricos, como o eletrocardiograma.
Um exemplo diz respeito a estudos sistemáticos de técnicas de compressão, bem mais comuns
para sinais de ECG do que para sinais de EEG. Considerando que muitos métodos em BCI se
baseiam em sinais de EEG adquiridos com um número elevado de canais (tipicamente 16, 32,
64 ou até mesmo 128), percebe-se a necessidade de estudos mais aprofundados em compressão
de EEG. Equipamentos que apresentam muitos sensores, por exemplo, necessitam de mais
espaço para armazenamento, têm maiores custo de poder computacional para processamento,
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necessitam de mais canais para transmissão ou transmitem de uma forma mais lenta. No
caso do EEG, podem representar ainda uma inviabilidade prática, dado o seu peso, número
de fios e eletrodos necessários para seu funcionamento, necessidade de aplicação de gel nos
eletrodos mais comuns, e o tempo de preparação de todo o aparato [90].
2.2 Compressão de sinais por transformadas
A Figura 2.4 mostra o diagrama de blocos geral do sistema de compressão realizado
no trabalho para todas as técnicas. A compressão serve para diminuir o número de bits
necessários para se representar um sinal, e por consequência se ter menores custos como
no armazenamento e transmissão. Técnicas de compressão têm como princípio remover
redundâncias para atingirem seus objetivos [18].
Figura 2.4. Diagrama geral de blocos de uma compressão por transformada.
Fonte: [18].
A compressão por transformadas é uma das maneiras possíveis de se comprimir um
sinal. Ela se dá a partir de um sequência de amostras de entrada que são transformadas em
um domínio no qual se tem a maioria da informação concentrada em poucos coeficientes.
Por meio da operação inversa o sinal pode voltar para seu domínio original, ou seja, a
operação da transformada em si é inversível. Por outro lado, transformando um sinal para
um desses domínios e considerando-se apenas os coeficientes mais relevantes, temos um sinal
comprimido, e nesse caso a transformada inversa permite reconstruir um sinal próximo ao
original – o que constitui uma reconstrução com perdas [18].
Esse procedimento consiste em três partes: transformação, quantificação e codificação.
32
A quantificação aplicada no sinal depois do processo da transformada tem o objetivo de
representar os coeficientes selecionados por um número pré-especificado de bits, essa etapa
pode comprimir ainda mais o sinal, porém nela são introduzidos alguns erros de aproxi-
mação. Após o sinal ser quantizado ele é codificado por um codificador sem perdas que
pode comprimir novamente o sinal, o processo consiste em converter o sinal quantizado para
um código conhecido para que seja decifrado no futuro na fase de decodificação, atrelando
sequências a valores de forma eficiente [18]. Ambos os processos apresentam uma variedade
de tipos a serem estudados e aplicados nas próximas futuras etapas da pesquisa no contexto
de EEG e incluindo representações baseadas em CS. O presente trabalho foca na comparação
de transformadas para a compressão, sendo utilizada apenas uma técnica de quantização e
codificação. Sendo assim, foram utilizados na pesquisa a quantização escalar e a codificação
de comprimento de corrida (RLE, do inglês Run-Length Encoding).
2.3 Análise de Componentes Principais (PCA)
A Análise de Componentes Principais (PCA) foi inventada em 1901 por Karl Pearson e é
a transformada mais antiga das aqui estudadas [72, 8]. Essa análise é feita pela projeção do
sinal de interesse em funções de base ortogonais, calculadas a partir de vários sinais de exem-
plo de forma a tentar anular a covariância entre os coeficientes resultantes [72, 8]. Ela é muito
usada para análise exploratória de dados e para fazer modelos preditivos. Primeiramente, é
realizado um procedimento de cálculo para se estimar a matriz de autocovariâncias do sinal,
tratado como um processo estocástico, a partir de várias realizações deste processo. Depois
são calculados os auto-valores e auto-vetores da matriz de autocovariância. Posteriormente a
informação de um sinal de interesse é concentrada, a partir da projeção nas funções de base
previamente calculadas, e pode-se reconstruir o sinal usando parte dos coeficientes, ordenados
por sua variância, a partir dos quais são extraídas as características do sinal [84, 64, 8]. Note
que as projeções completas do sinal sobre autovetores da matriz de autocovariância formam
a denominada Transformada de Karhunen-Loève, que também é conhecida por KLT. Logo,
sua expressão de transformação pode ser escrita como: Y = KLT{x} [90]. Resumidamente,
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a transformação acontece seguindo a seguinte sequência:
• Obtém-se a matriz de autocovariâncias (C);
• São calculados os auto-vetores de C e é feito o ordenamento de ordem decrescente da
energia;
• Cada auto-vetor é uma linha da matriz de transformação (T);
• Multiplica-se T pelo sinal de interesse e obtém-se o sinal no domínio KLT.
Com esses passos resumidos, é possível obter uma matriz de transformação (T), logo
também pode-se ter o sinal transformado. Note que a matriz de autocovariâncias é estimada
a partir de sinais de exemplo (ou de treinamento), que no caso desse trabalho são de EEG,
nas mesmas condições dos sinais que serão testados, chamados de validação [84, 64, 72, 8].
Mais detalhadamente, o cálculo da PCA é feita com base nos seguintes passos:
• Organizar o conjunto de sinais de exemplo (neste trabalho EEG). Os N sinais de
dimensão M são dispostos como colunas de uma matriz MxN;
• Calcular a média de cada coluna (sinal) e formar um vetor de médias. A fórmula da




X[m,n], em que u[m] é a média resultante, X[m,n]
é a matriz de sinais;
• Calcular os desvios da média, ou seja, subtrair o vetor de médias de cada sinal original.
B = X−u[m], em que B é a matriz de diferenças, X é o sinal e u[m] o vetor de médias;
• Calcular a matriz de autovetores (V ) que diagonaliza a matriz de covariância (C). Esse
procedimento segue a equação: V −1CV = D, D é a matriz diagonal de autovalores de
C. A matriz V [m,m] contém os auto-vetores da matriz C;
• A matriz T é composta por linhas da matriz de autovetores (V) ordenadas por seus
autovalores;
• Projetar as pontuações-Z dos dados na nova base. Esses vetores projetados são as
colunas da matriz: Y = W ∗Z = KLT{x}, onde a matriz W ∗ é a conjugada transposta
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da matriz de autovetores e a as colunas da matriz Y representam a transformada KLT
dos vetores sinais nas colunas da matriz X.
A Figura 2.5 mostra um exemplo de compressão por PCA realizado num sinal de ECG. O
sinal original é passado para o domínio transformado, do qual é concentrado os coeficientes
de maior energia em ordem decrescente, então são mantidos 20% desses coeficientes e o
sinal é reconstruído pela transformação inversa. É possível observar que visualmente o sinal
mantem sua forma e suas informações principais sem alteração.
Figura 2.5. (a) Sinal de ECG original. (b) Sinal de ECG no domínio da PCA. (c)
Sinal de ECG reconstruído por PCA com 20% do coeficientes de maior energia.
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2.4 Análise de Componentes Independentes (ICA)
A motivação da ICA é semelhante à da PCA, sendo que a ICA é bastante usada para
separar ou extrair características de sinais, além de poder ser usada para redução de ruídos
e compressão, tanto em imagens quanto para sinais como de áudio [40]. Considere, por
exemplo, um sinal de EEG, que consiste em gravações de diferentes lugares do escalpo, e os
potenciais elétricos provêm de várias atividades diferentes, mas com alto grau de dependência
entre as medidas. A ICA pode extrair características interessantes do sinal, a serem discu-
tidas adiante, além de poder ser usado para filtragem, compressão ou separação [40]. Isso é
possível por meio da geração de medidas supostamente independentes, mas que refletem a
mesma informação das amostras (dependentes entre si) anteriores à transformação.
A análise de componentes independentes é análoga à PCA no sentido da transformação
do sinal no domínio original, sendo que as duas técnicas buscam uma representação em que
se quer diminuir a redundância dos coeficientes. Entretanto, em vez de se fundamentar
em funções de base que anulam a covariância entre os coeficientes gerados, a ICA busca
anular a dependência estatística entre eles, por meio de um processo de otimização numérica.
De fato, considerando que nem todo processo não-correlato é independente, mas que todo
processo independente é não-correlato e não-redundante, a ICA a princípio permite uma
melhor representação em casos mais gerais do que a PCA. Entretanto, não há uma solução
em forma fechada geral para a ICA, ao contrário do que ocorre com a PCA, o que é bem
relevante de se considerar em cada caso, podendo dar diferenças de resultados tanto positivas
quanto negativas já que critérios de parada e de inicialização diferentes durante a otimização
podem garantir ou não a obtenção de coeficientes de fato independentes [64, 40].
2.5 Banco de Filtros - Wavelets
2.5.1 Transformadas Wavelets
As transformadas wavelets são baseadas em pequenas ondas de duração limitada para
projeção dos sinais de interesse. Suas diferentes funções permitem a projeção dos sinais
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teoricamente sem perda de informação, e a escolha das funções define uma transformada
Wavelet específica. Características como amplitude e fases da onda são variadas, preservando
a identidade de cada grupo. Cada uma dessas pequenas ondas serve para analisar sinais
com características específicas [20, 8]. Ou seja, cada família terá vantagem na extração de
características em cada tipo de sinal. Por exemplo, as wavelets de Daubechies mostram bom
desempenho em análises de sinais de ECG [18].
Cada família de wavelets é constituída de diferentes bases com características específi-
cas. As wavelets de Daubechies, por exemplo, apresentam 45 tipos integrantes, sendo que o
primeiro tipo equivale à wavelet de Haar. Existem também as symlets, as biortogonais, as
coiflets e a meyer. Neste trabalho foram testados 30 tipos de wavelets de todas essas famílias
citadas. A primeira wavelet testada foi a de Haar, que coincide com a primeira wavelet da
família de Daubechies e cujo nome foi dado em homenagem a seu criador, Alfrd Haar, em
1909. Porém a formalização do conceito de wavelets surgiu só com Jean Morlet em 1984.
E só em 1985 surge o segundo tipo chamado de Discrete Meyer por Yves Meyer. A partir
daí os estudos foram se desenvolvendo e então surgiram mais termos e conceitos, como as
transformadas Daubechies em 1988 e a transformada rápida de wavelet em 1989 [20, 8].
Essas transformadas surgiram para suprir necessidades em se encontrar determinadas
frequências nos sinais, mas com localização no tempo, e não só na frequência como acontece
em Fourier. Portanto, as wavelets destacam trechos do sinal que são relevantes para uma
determinada análise. Ou seja, essas transformadas são bem eficientes quando se quer fazer
uma análise em sinais não-estacionários, que não mantêm as mesmas frequências durante o
tempo, que é o caso de sinais reais provenientes do corpo humano [18].
A definição matemática da Transformada de Wavelets Contínua no Tempo é dada pri-
meiro pela definição da função wavelet mãe, que é definida por ψ(t) ∈ L2(R). Essa tem
algumas características importantes: ela é limitada no domínio do tempo, é uma função
normalizada e tem média zero. A função wavelet mãe deve satisfazer às condições [20, 8]
∞∫
−∞





ψ(t)ψ∗(t)dt = 1. (2.2)
Com as propriedades da dilatação e translação, a função wavelet mãe pode formar um












em que u é o parâmetro de translação, indicando a região de suporte. Já s é um parâmetro de
escala, esse valor é sempre maior que zero, e valores negativos são indefinidos nesse cenário.
Quando 0 < s < 1, a wavelet é diminuída, e quando s > 1 ela é aumentada. Sendo assim,
os coeficientes resultantes da projeção em cada função de base são a própria Transformada
de Wavelets Contínua [20], ou seja,

















A Equação 2.4 de transformação permite a análise de um sinal unidimensional f(t) que
se torna função de duas variáveis s e u, sendo que u representa o posicionamento do suporte
da função de base correspondente, e s representa a escala.



























sendo que Ψ(ω) é a transformada de Fourier de ψ(ω). A Equação 2.6 também é chamada
de condição de admissibilidade, o que garante que a transformada possua uma inversa [20].
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2.5.2 Transformada Discreta de Wavelets (DWT)
A transformada discreta de wavelets leva em consideração sinais discretos (digitais), e não
sinais contínuos (analógicos). Ou seja, se o sinal estiver no domínio analógico é necessário
fazer uma conversão A/D (analógico/digital). Uma representação bem adequada para cálculo
computacional é a L2(R), onde é assumido dilatações binárias e translações unitárias (a0 = 2













2.5.3 Banco de Filtros Wavelets - (BWT)
Bancos de filtros multitaxa permitem decompor sinais em componentes corresponden-
tes a diferentes bandas de frequência com diferentes larguras de banda, obtendo diferentes
compromissos entre resolução em tempo e frequência. Os bancos do tipo QMF (do inglês,
quadrature mirror filterbanks), efetivamente decompõem os sinais de entrada em termos de
suas transformadas wavelets discretas, sendo que os filtros passa-baixas e passa-altas defi-
nem a família wavelet correspondente [50]. Para se analisar todas as escalas são utilizados
filtros passa-baixas e passa-altas, quando esses bancos de filtros são formados por wavelets
o sistema é chamado de BWT, do inglês Block Wavelet Transform.
Resumindo, a transformada analisa diferentes bandas de frequência, com diferentes am-
plitudes (de acordo com a família de filtros utilizadas), decompondo o sinal original em
componentes de frequências mais altas (detalhes) e componentes de frequências mais bai-
xas (aproximação). Isso é feito sucessivas vezes, como mostrado na Figura 2.6, onde G˜
representam os filtros passa-alta e H˜ passa-baixa, esse processo também é conhecido como
decomposição piramidal [78]. A Figura 2.7 mostra o perfil dos filtros resultantes de uma
decomposição wavelets de Daubechies 5 em 4 níveis, um dos bancos de filtros utilizados no
trabalho.
Figura 2.6. Diagrama de um banco de filtros de decomposição QMF em 4 níveis.
Fonte: [78].
O resultado da etapa de decomposição é uma divisão bem caracterizada. É importante
saber que a cada nível de decomposição a resolução no tempo diminui pela metade. Portanto,
existe um limite de decomposições para um sinal, esse limite para um sinal exemplo de
tamanho 512 é de 9 decomposições (29 = 512). Já em bancos de filtros de reconstrução
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Figura 2.7. Perfil da resposta em frequência dos filtros de decomposição QMF em 4
níveis utilizando Daubechies 5.
o que acontece é o contrário, o sinal dobra de tamanho e apresenta um pequeno atraso
em seu início, ficando deslocado [18]. A Figura 2.8 mostra um exemplo de sinal de EEG
com tamanho 2560 amostras após ser decomposto por um banco de filtros de 4 níveis de
wavelets biortogonais 2.2. Os coeficientes da saída sj−4 é 16 vezes menor que o sinal original
e corresponde ao subespaço V−4, já os resultados dj−4, dj−3, dj−2 e dj−1, correspondem aos
subespaços W−4, W−3, W−2 e W−1 respectivamente [78].
Na pesquisa, os coeficientes de menor energia são zerados para compressão antes da
reconstrução. Sendo assim, um exemplo no qual 30% desses coeficientes foram zerados pode
ser visto na Figura 2.9.
O processo de reconstrução do sinal pode ser chamado de síntese e os sinais passam por
um processo inverso, um banco de filtros de recomposição como mostrado na Figura 2.10.
Os filtros passa-alta e passa-baixa utilizados devem ser dependentes um do outro para
que a reconstrução seja possível. Uma relação bastante utilizada, inclusive empregada neste
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Figura 2.8. Sinal de EEG resultante de uma decomposição BWT de 4 níveis.
Figura 2.9. Sinal de EEG resultante de uma decomposição BWT de 4 níveis, no qual
foram zerados 30% dos coeficientes de menor energia.
trabalho, é a chamada de filtros QMF e sua relação é descrita pela fórmula [18]
g[L− 1− n] = (−1)nh[n], (2.11)
do qual g[n] é o passa-alta, h[n] o passa-baixa e L o comprimento do filtro. Para um sistema
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Figura 2.10. Diagrama de um banco de filtros de recomposição (síntese) de QMF de
4 níveis. Fonte: [78].
de compressão BWT sem perdas algumas identidades são definidas com relação aos filtros
utilizados. Esses processos são ditos como reconstruções perfeitas de banco de filtros (PRFB,
do inglês Perfect Reconstruction Filter Bank). A identidade em questão é definida por [78]
H˜H + G˜G = I. (2.12)
A partir disso também são definidos para os filtros de análise e síntese como sendo [78]
H˜H = I, H˜G = 0, G˜H = I, G˜G = 0. (2.13)
O processo genérico completo de uma compressão de imagem por BWT é mostrado na
Figura 2.11. Os erros da reconstrução são introduzidos na etapa em que são zerados os
coeficientes de menor energia da BWT e na quantização.
Figura 2.11. Diagrama de blocos de uma compressão de imagem genérica por BWT.
Fonte: [78].
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2.6 Transformada discreta de cossenos (DCT)
A DCT (do inglês, Discrete Cosine Transform) é uma transformada bastante usada
para compressão de sinais e imagens. Uma razão é pela característica da periodicidade
presente [13, 82, 8]. Essa técnica matemática transforma um sinal de amplitudes no tempo
em um sinal de frequências espaciais chamada matriz de coeficientes [12, 25, 8]. Outra
característica é que a DCT concentra energia em seus primeiros coeficientes do sinal [12, 25,
8]. O DCT em si não introduz perda no sinal, esse efeito acontece somente após o descarte
de componentes de menor energia e preenchimento por zeros para compressão, introduzindo
uma perda irreversível de informação [12, 13, 25, 8].
A ideia é transformar o sinal para um domínio que seja facilmente alocado e princi-
palmente por meio de uma operação inversível para que a informação original seja recons-
truída [13, 82, 8]. Um sinal de N amostras é transformado por uma matriz transformação
T de tamanho N × N , o sinal original multiplicado por T gera o sinal transformado. A
volta é feita pelo sinal no domínio da transformada por T−1, voltando o sinal para sua forma
original [13, 8]. Considerando um sinal de entrada x = {x1, x2, ..., xN−1} e δk` (Delta de
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. (2.14)
Essa representação foi escolhida, pois é a utilizada na pesquisa, proveniente da função pronta
padrão do MATLAB encontrada no próprio manual [55]. Já a função de DCT inversa usada





pi(2m− 1)(k − 1)
2M






, k = 1√
2
M
, 2 ≤ k ≤M.
(2.16)
As wavelets foram bastante utilizadas para JPEG2000 até por volta de 1998 [83]. Porém,
em geral, para imagens as wavelets foram substituídas pela DCT, que introduziram o JPEG
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– ou JPG (do inglês, Joint Photographic Experts Group), que desempenham melhores re-
sultados de compressão [38, 39]. Inclusive, é possível ver aplicações recentes de DCT até
mesmo em compressão de áudio [12] e vídeo, presente, por exemplo, nos Codecs MPGEG-2
, H.264 e HEVC [87].
Ela também é utilizada para pré-filtrar [54] ou esparsificar uma matriz de dados para
ser usada, por exemplo, no CS. Seu uso é justificado pelas características das matrizes de
frequências geradas que são bastante úteis para o Compressive Sensing (CS), extraindo ca-
racterísticas importantes do sinal [12] fazendo o CS ficar mais eficiente [11, 50, 63, 28]. O
algoritmo da DCT já dispõe de alguns algoritmos de transformada rápida, esses algoritmos
são baseados na fatoração esparsa da matriz DCT, e muitos deles são recursivos [12]. Esse
método é útil quando embarcado em sistemas portáteis e de baixo consumo [12].
Além de todas as aplicações, é possível ver a DCT para diversos tipos de sinais, como
até mesmo para o próprio sinal de EEG [9, 51, 65, 12]. Em [51], o autor avalia e compara
compressões de sinais de EEG por DCT e FFT (transformada rápida de Fourier, do inglês
Fast Fourier Transform). Ele captura sinais de EEG utilizando o EMOTIV EPOCR© [32],
transforma os sinais usando a DCT–2, reconstroi e usa as métricas comparativas do CR e
do PRD. Esse procedimento é semelhante ao adotado nesta pesquisa com a DCT.
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2.7 Compressive Sensing (CS)
A teoria e os métodos de Compressive Sensing são relativamente novos em relação às
outras técnicas aqui investigadas, e é de grande importância um estudo mais detalhado para
se determinar seu potencial em diferentes aplicações. Uma vantagem, logo de início, é na fase
de aquisição. De fato, esta aquisição é associada a um menor custo computacional, já que o
processo de medição do sinal pode ser feito em muitos casos utilizando-se apenas de operações
mais simples como somas e subtrações, que são menos custosas computacionalmente do que
as multiplicações necessárias nas transformadas, em processadores comuns e de baixo custo.
Essas técnicas não precisam do sinal original completo para permitir reconstrução. Elas
permitem a reconstrução do sinal com um baixo número de amostras ou medidas lineares,
inclusive com taxas de amostragem menores do que as do critério de Nyquist, contanto que
alguns critérios sejam seguidos [70].
O fato das medidas do sinal serem dados na aquisição por um número menor de amos-
tras, como se o sinal já estivesse comprimido, leva a se ter um custo computacional baixo
na aquisição, além de possivelmente rapidez, facilitando no hardware de aquisição, no ar-
mazenamento e na transmissão desses sinais. Isso permite uma aquisição mais compacta e
usual. Sendo assim, pode se ter também menos sensores, fios e uma diminuição no tempo
de um exame. Os processos são mostrados na Figura 2.12, é possível observar a diferença
do processo do CS com relação a técnicas de compressão usuais mostradas nos parágrafos
anteriores. Observe que a quantidade de medidas l é muito menor do que a dimensão N
do sinal, que no entanto pode ser reconstruído teoricamente sem erros se forem satisfeitas
determinadas condições (descritas posteriormente), fazendo com que o sistema economize
processamento e memória. Ele também pode reconstruir o sinal nos interstícios (espaços),
diminuindo o problema com perdas de sinal.
A desvantagem do CS é um custo de descompressão alto, ou seja, na hora da reconstrução
o processamento pode ser equivalente ao de uma transformada tradicional. Porém, esse
alto custo de reconstrução pode ser solucionado espacializando-se um hardware mais simples
para aquisição e outro mais robusto somente para a função de receber essas poucas medidas e
remontar os sinais. Uma ideia visual simplificada desse sistema é apresentada na Figura 2.13.
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Figura 2.12. Diagrama de blocos comparando um sistema de compressão tradicional
com o Compressive Sensing. Adaptado de: [41].
Figura 2.13. Diagrama de blocos comparando um sistema de compressão tradicional
com o Compressive Sensing.
No caso do EEG, considere l o número de medidas, que são representadas no vetor de
medidas b. Sabe-se que l << N , sendo N a dimensão do sinal completo original. O hardware
é o responsável pela saída do vetor b. O sinal original é chamado de x, que tem tamanho
N de medidas. A reconstrução de x a partir de b, segundo a teoria de CS, exige que x
tenha representação xˆ esparsa num domínio definido pela matriz de transformação T , ou
seja, xˆ = Tx. A equação que representa b é: b = Mx, onde M tem o tamanho lxN e é
chamada matriz de medidas [70] [50]. Substituindo, b também pode ser representado por
b = MT−1xˆ, sendo que assim tem-se
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MT−1xˆ− b = 0. (2.17)
Os principais critérios que permitem o uso do Compressive Sensing (CS) são:
• Esparsidade: O sinal deve ser esparso, com apenas alguns valores diferentes de 0, em
um domínio conhecido;
• Incoerência: Sinais esparsos no domínio transformado devem ser bem distribuídos no
domínio de medidas, ou seja, as linhas de M não podem ser esparsas no domínio
definido por T .
O sistema descrito na equação 2.17 é subdeterminado, pois l << N . Portanto, em geral,
ele admite infinitas soluções. A reconstrução do sinal exige portanto informações adicionais
sobre a natureza do sinal, o que em CS se faz por meio de um problema de otimização com
restrição, que explora a esparsidade no domínio definido por T. Uma condição suficiente
para que esse problema de otimização tenha uma solução estável é que a matrizM respeite a
regra da isometria restrita [70] [50]. Considerando um sinal x com um número de coeficientes
não-nulos (η) na representação esparsa, a matriz A = MT (−1) é dita satisfazer a propriedade
de isometria restrita (RIP, do inglês Restricted Isometry Property), se e somente se para






em que  é um termo de tolerância que deve assumir valores menores para que se sejam
obtidas maiores estabilidades no processo de reconstrução.
É possível destacar também que quanto mais próximo de zero é  mais estável é a solução.
Sobre a incoerência, essa também é uma condição associada a reconstrução estável, porém
não suficiente como a RIP. A propriedade estabelece que as linhas de M não podem ser
esparsas no domínio definido por T . O fato é que uma matriz M construída aleatoriamente
com valores identicamente distribuídos e uma distribuição Gaussiana tem uma probabili-
dade alta de satisfazer as propriedades acima, conforme estabelecido por Candès e Tao [50].
Portanto, uma matriz construída seguindo a equação
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em que k é constante, permite criar M`xN com um probabilidade arbitrariamente alta de
solucionar o sistema estavelmente [50].
Existem alguns tipos de solução para problemas de Compressive Sensing, que são siste-
mas subdeterminados, ou seja, apresentam infinitas soluções. A reconstrução exige portanto
alguma informação adicional sobre o sinal, que no caso de CS é a existência de uma repre-
sentação esparsa no domínio T . De fato, dado o vetor b, deve-se encontrar o vetor xˆ mais
esparso que satisfaz às medidas, o que conduz a um problema de otimização. Essa é uma
típica representação de um problema de minimização de `0, onde se deve determinar como
solução os coeficientes não-nulos do sinal xˆ. Essa otimização numérica pode ser representada
por [50]
xˆ∗ = arg min ‖xˆ‖0,
s. t. M.T−1xˆ = b,
(2.20)
em que s.t. representa "sujeito a".
A solução direta do problema 2.20 porém é muito custosa computacionalmente, não
sendo viável na maioria das situações práticas. Trata-se de um problema de complexidade
combinatorial [50]. Outra possibilidade de solução é a minimização `2, que é dada por
xˆ∗ = arg min ‖xˆ‖2,
s. t. .M.T−1xˆ = b.
(2.21)
O problema de otimização 2.21 é o único problema de minimização para solução de um
sistema subdeterminado que apresenta a forma fechada e portanto não iterativa. Essa solução
em forma fechada é dada por
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xˆ∗ = (MT−1)H(MT−1(MT−1)H)−1b, (2.22)
em que H é definido pelo operador Hermitiana (auto-adjunta), que é uma matriz idêntica à
sua transposta conjugada.
Essa minimização pode ser vista na Figura 2.14. O gráfico mostra o espaço de soluções do
sistema linear representado pela reta em azul. A bola em vermelho (bola `2) foi aumentada
até que se chegasse no ponto em vermelho mostrado, que é a solução encontrada pelo sistema.
Ou seja, o ponto de interseção entre a função linear e a bola é a solução encontrada pela
minimização. Porém a solução acontece de tal forma que a energia mínima encontrada não
garante a esparsidade.
Figura 2.14. Espaço de soluções da minimização de norma `2, onde a solução não é
esparsa. Fonte: [70].
Portanto, apesar de apresentar a conveniência de uma solução em forma fechada, a mini-
mização da `2 em geral não conduz à reconstrução do sinal correto. Existe também a solução
de tipo `1, apresentada como [50]
xˆ∗ = arg min ‖xˆ‖1,
s. t. M.T−1xˆ = b.
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(2.23)
Já a solução 2.23 é uma boa alternativa ao problema proposto. Apesar de não haver
uma solução fechada para a `1, a otimização 2.23 é do tipo convexa, e pode ser resolvida por
cálculos iterativos, e permite reconstruir xˆ desde que sejam satisfeitos os mesmos critérios
anteriores e que a quantidade de medidas seja suficiente.
A Figura 2.15 representa essa solução, o comportamento é parecido com o da Figura 2.14,
a bola da norma `1 é aumentada até que aconteça a solução de menor `1 do sistema. Porém,
diferentemente do que se acontece com a `2, no exemplo de `1 apresentado a solução é esparsa,
pois uma de suas abcissas de solução é nula.
No método do `1 existe uma chance da solução não ser esparsa, o que acontece quando a
reta de soluções é praticamente ou de fato paralela à bola `1. Portanto, quando aumenta-se
o valor da bola, pode-se obter qualquer solução no espaço de soluções e ficar com as duas
abscissas não nulas.
Figura 2.15. Espaço de soluções da minimização de norma `1, onde no exemplo a
solução é esparsa. Fonte: [70].
Geralmente, esses métodos apresentam complexidade polinomial, que já se torna viá-
vel em aplicações práticas. A partir dessa ideia, existem também as soluções do tipo `p
apresentadas por [50]
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s. t. M.T−1xˆ = b.
(2.24)
Esta solução 2.24 é a escolhida para o trabalho, pois foi essa que mais apresentou bons
resultados para reconstrução em termos do número de medidas exigidas [61]. Trata-se de
problema de otimização não-convexo, mas que pode ser resolvido com diferentes técnicas,
como o método iterativo dos mínimos quadrados reponderado (IRLS, do inglês Iteratively
reweighted least-squares) [61, 62]. Teoricamente, quanto menor o p escolhido, menor também
é o número de medidas necessárias, porém mais instável é a otimização e, portanto, maior
o custo de reconstrução. A `p é uma generalização da `1, o valor de p deve satisfazer a
igualdade 0 < p ≤ 1, no contexto de CS sendo p = 1 a representação da própria `1 [50].
Dois exemplos de reconstrução por `p podem ser vistos nas Figuras 2.16 e 2.17, onde
o p está igual a 0, 4 [70] e 0, 1, respectivamente. É possível afirmar que quanto menor o
valor de p maior a chance de se ter uma resposta esparsa. Isso acontece porque quanto
menor o p mais próximo das abscissas fica a bola vermelha da norma que será incrementada,
dando maior chances dessas pontas encontrarem a reta de solução com uma das componentes
nulas [50]. Vale ressaltar que a bola `p utilizada neste trabalho é a de p = 0, 1 apresentado
na Figura 2.17.
O algoritmo do CS – IRLS aplicado neste pesquisa é apresentado em [61, 62].
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Figura 2.16. Espaço de soluções da minimização de norma `p, onde no exemplo a
solução é esparsa e p = 0, 4. Fonte: [70].
Figura 2.17. Espaço de soluções da minimização de norma `p, onde no exemplo a
solução é esparsa e p = 0, 1.
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2.8 Quantização e Codificação
2.8.1 Quantização
A quantização vetorial consiste em codificar, ao invés de amostras individuais, um con-
junto de amostras, os chamados vetores. A operaçãoQ() é aplicada num vetor x = {x1, x2, ..., xk−1}
resultando num vetor quantizado y = {y1, y2, ..., yk−1} [25, 71, 8]. Isso é dado vetor a ve-
tor gerando um banco finito de N vetores quantizado chamado de dicionário [25, 71, 8]. A
quantização vetorial é expressa por [25, 8]
y = Q(x) [25]. (2.25)
Já a quantização escalar, utilizada na pesquisa, é dada ponto a ponto. Primeiramente, se
verifica o valor máximo e o mínimo do sinal analisado com o objetivo de achar as proporções
da quantização. Depois se define o número de bits em que o sinal será quantizado. A
operação da equação ?? é dada amostra a amostra e gera uma amostra quantizada do vetor
−→y a partir de uma amostra do vetor entrada −→x . As amostras de −→y são dadas por [83, 15, 8]
yk−1 = (−1 + 2b).xk−1 − xmin
xmax − xmin , (2.26)
sendo b o número de bits da quantização.
A Figura 2.18 mostra um sinal analógico qualquer sendo passado para o domínio discreto
(digital). Quando o sinal já está no domínio discreto, pode também ser reduzido o número
de bits de quantização, o que significa mapear os valores de entrada em um número menor
de níveis, com um maior ruído de quantização e portanto redução da qualidade final de
reconstrução. Ou seja, a resolução do sinal é dada por um número de bits escolhidos: quanto
maior essa resolução mais detalhes do sinal será mostrado e mais próximo do sinal real
(analógico) será a representação.
2.8.2 Codificação de comprimento de corrida (RLE)
A codificação de comprimento de corrida (RLE, do inglês Run Length Encoding) é um
método bastante utilizado e foi escolhido para ser usado no trabalho. Um motivo importante
para escolha é que depois das transformações utilizadas são zerados vários termos de menor
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Figura 2.18. Sinal analógico genérico quantizado. Fonte: [71].
energia para a compressão, além da quantização. No CS isso acontece para sinais definidos
com baixos valores de ELL (número de coeficientes não-nulos), pois também apresentam um
elevado número de amostras nulas [18, 83, 8].
Em geral, o algoritmo do RLE apresenta uma sequência de números repetidos mais
eficientemente. Isso acontece porque o algoritmo baseia-se em ditar a amplitude da amostra
seguido por sua frequência de ocorrência [18, 52, 94, 8]. O mecanismo pode ser explicado
pelo simples exemplo:
[50, 230, 35, 35, 0, 0, 0, 0, 2, 0, 0, 0, 0, 0, 0, 0, 0]→ [50, 340, 35, 35, 0, 4, 2, 0, 8]
.
Neste exemplo, cada sequência de valores nulos é mapeada em um único valor zero seguido
da quantidade de zeros, ou seja, valores diferentes de zero ficam inalterados. Isso reduz o
número de valores numéricos utilizados para representar a mesma informação. A codificação
em questão é dita sem perdas, pois nenhuma informação é alterada, apenas passada para
um outro tipo de linguagem (codificada) e inclusive possivelmente reduzida a depender das
características do sinal (comprimida) [52, 94, 6, 8].
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3 Metodologia
Para avaliação das representações transformadas, os sinais de EEG são comprimidos e
reconstruídos, sendo depois comparados aos dados de EEG originais para cálculo de algumas
métricas. Os sinais de EEG considerados são adquiridos a partir da base de dados da Phy-
sionet, banco de dados de sinais fisiológicos de livre acesso. Foram levados em conta para
apresentação dos resultados dois banco de dados específicos que serão descritos posterior-
mente nas Subseções 3.1.1 e 3.1.2.
No primeiro banco de sinais foi feito a escolha de se abordar apenas um paciente do
banco de dados. A escolha foi baseada em se fazer um estudo inicial com as técnicas, onde
apenas um longo sinal de 9 horas de duração de um só canal seria considerado. Neste
estudo o sinal iria manter uma certa constância. Já no segundo, a ideia era se ter uma
maior variabilidade de características dos sinais e verificar se isso traria alguma diferença
nos resultados das reconstruções. No caso, será verificado 23 canais de pequenos sinais de 5
minutos cada para vários pacientes, formando um banco de analise mais variável. A primeira
analise é melhor descrita na Subseção 3.1.1 e a segunda situação com vários pequenos sinais
de pessoas diferentes será explicado na Subseção 3.1.2.
O trabalho irá avaliar as reconstruções por valores quantitativos, que depois serão com-
parados e discutidos. As principais métricas escolhidas são:
• Porcentagem de coeficientes mantidos;
• Relação sinal-ruído (SNR);
• Fator de compressão (CF);
• Diferença percentual residual independente do valor da média (PRD1).
Sendo assim, foram escolhidas duas métricas que avaliam quantidade de informação uti-
lizada para reconstrução e duas que avaliam a qualidade da reconstrução em si. Os gráficos
comparativos em geral buscam associar essas duas diferentes naturezas de informação para
quantizar o desempenho das técnicas. A porcentagem de coeficientes e o SNR foram avalia-
dos em todos experimentos. Porém é importante ressaltar, que CF e PRD1 levam em conta
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cálculos com relação a número de bits, exigindo etapas de quantização e codificação, feitas
apenas para o segundo banco de dados. Em cada um dos casos, a quantidade de coeficientes
eliminados (para efeito de compressão) variou de 0 a 100%, e para cada valor foi avaliada a
qualidade média do sinal reconstruído em termos de relação sinal-ruído (SNR) – média esta





















em que n é dado pelo índice da amostra, sk é a amostra do sinal original e rk é do ruído.
Na fase inicial, para o cálculo de erros serão consideradas medidas de SNR e discussões
qualitativas com gráficos, tabelas e interpretações. É importante ressaltar que o SNR é
uma métrica para qualidade de reconstrução das mais usadas na área de compressão e foi
por isso que foi uma das escolhidas, facilitando comparações futuras dos resultados. O
PRD1 e o CF são mais específicos para sinais de EEG e também foram escolhidos por essa
razão [14, 30, 91, 11, 68, 23, 51].
Serão apresentados também, durante a compressão, as etapas de quantização e codificação
para o banco de sinais CHB-MIT Scalp EEG (descrita na Subseção 3.1.2). Isso permite
comparações em termos mais reais, com métricas em bits e avaliações da qualidade do sinal
reconstruído. Serão levados em conta medidas como fator de compressão (CF, do inglês





em que Os é a quantidade de bits do sinal original e Cs no sinal comprimido [91].
Vale ressaltar que também existe uma métrica igualmente usada intitulada de taxa de






O CR também é uma métrica bastante utilizada em trabalhos de compressão, porém,
por convenção, é mais comum para casos de compressão de EEG e EMG o uso do CF [91,
30, 68, 51]. Sendo assim, o CR não será utilizado neste trabalho e sim o CF.
Uma outra métrica avaliativa bastante usada para compressão é a diferença percentual
residual (PRD, do inglês percentage root-mean-square difference) [14, 91, 11, 68, 23, 51]. A
PRD apresenta uma versão que tem valores independentes do valor da média, o valor de
base DC do sinal (PRD1, do inglês percentage root-mean-square difference independent of
the mean value) [1]. Esse valor DC pode atrapalhar para sinais que não estejam definidos










em que x é o sinal original, xˆ é o sinal reconstruído, x¯ é a média do sinal original e N é o
número de amostras total do sinal [1].
Também serão considerados valores de tempo de execução para cada uma das técnicas
utilizando-se de um mesmo computador padrão com as seguintes configuração a seguir:
• Processador Intel i7, 3a geração, 2.4GHz;
• 32GB de memória RAM;
• Placa de Vídeo NVIDIA GeForce GTX 670-MX.
Os tempos medidos são de programas da mesma linguagem C++ e rodados no software
MatLab. Porém, alguns programas levam em consideração funções prontas do próprioMatLab
(linguagem interpretada), como a DCT e as Wavelets e outros programas foram criadas as
funções do início (linguagem compilada), como o CS, a PCA e a ICA. Essas diferenças geram
influências no tempo de execução de cada programa, isso porque linguagens interpretadas são
geralmente mais velozes, extremamente eficientes e desenvolvidas pelas grandes empresas,
que levam em consideração algoritmos rápidos e o fato da linguagem ser criada, inserida e
rodada pela própria plataforma. Resumindo, possivelmente a DCT e as Wavelets irão ter
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boa relação de medidas de tempo comparadas aos outros algoritmos, porém mesmo assim
verificou-se como boa prática a medição e explanação desses resultados de tempo.
3.1 Descrição dos bancos de dados
3.1.1 Banco de dados 1 – Polissonografia – SHHS Polysomnography
Database
Na primeira parte foi adotado um estudo de polissonografia denominado Estudo de Saúde
do Sono do Coração (do inglês, Sleep Heart Health Study) [27] [76] [77]. O estudo tinha o
intuito de investigar a relação entre respiração desordenada no sono e doenças cardiovascula-
res [76]. Os sinais são reais e pertencem ao Instituto Nacional do Coração, Pulmão e Sangue
(do inglês, National Heart, Lung and Blood Institute) que fica em Bethesda, Estados Unidos.
O estudo incluiu adultos de 40 anos de idade ou mais, sem histórico de tratamento da ap-
neia do sono, feito traqueostomia ou uso de tratamento de oxigênio. Os sinais aproveitados
foram adquiridos a uma taxa de 125 Hz na posição C4/A1 do sistema internacional 10-20
(Figura 1.1) [53, 76]. Foi utilizado um filtro analógico passa-alta de 0,15 Hz e os eletrodos
utilizados são os de cúpula de ouro, garantindo ótima condutividade. O acervo completo
contém 9736 exames de polissonografia, feitos em vários momentos e lugares desde 1995 até
2003.
O arquivo escolhido foi o de caminho "shhs/files/polysomnography/edfs/shhs2/shhs2-
200077.edf", encontrado no banco de dados do site referente a um paciente. Neste estudo
comparativo das representações transformadas, o canal 8 é referente ao EEG, os outros
canais são outros sinais fisiológicos e não foram considerados. São adotados os registros
correspondentes a cerca de 9 horas de duração (4.065.000 amostras). Esse sinal foi dividido
em janelas iguais de 10 segundos (1250 amostras), gerando 3252 sinais. Isso permitiu a
geração de uma matriz de sinais de treinamento a ser usada nas 5 técnicas de processamento
descritas a seguir.
Todas as 3252 janelas de 10 segundos passaram pelas técnicas, apenas no CS o processo
foi um pouco reduzido em número de janelas testadas, devido ao tempo de processamento
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como descrito na Seção 3.4.5 (foram testados 100 sinais para esta técnica). A tabela 3.1
mostra o resumo de informações referente a esse primeiro banco de dados.
Tabela 3.1. Descrição do sinal do paciente pertencente ao banco de dados do SHHS
Polysomnography
Frequência de amostragem 125 Hz
Canais do EEG 1
Pacientes 1
Tempo considerado 9 horas ou 32400 segundos
Número total de amostras 4.050.000
Tempo de cada sinal no janelamento 10 segundos
Número de amostras de cada sinal 1250
Número total de sinais 3240
3.1.2 Banco de dados 2 – CHB-MIT Scalp EEG
O banco de dados CHB-MIT Scalp EEG é um banco de sinais de EEG de superfície
que diz respeito a uma pesquisa em jovens no Hospital da Criança de Boston (CHB, do
inglês Children?s Hospital Boston). O estudo foi conduzido por um grupo de pesquisa
do Instituto de Tecnologia de Massachusetts (MIT, do inglês Massachusetts Institute of
Technology) [81, 36]. São 24 casos, sendo que 5 são sujeitos masculinos (entre 3 e 22 anos
de idade) e 17 são femininos (entre 1,5 e 19 anos de idade). Todas as gravações têm entre 1
e 4 horas de duração com pelo menos 23 canais cada, além de apresentarem uma frequência
de amostragem de 256 Hz e 16 bits de resolução [81, 36]. A configuração do posicionamento
dos sensores utilizada foi a do sistema internacional 10-20 (Figura 1.1) [53]. Ao todo são 664
arquivos de extensão ".edf", sendo que cada paciente tem de 9 a 42 arquivos cada [81, 36].
Para o banco de sinais CHB-MIT Scalp EEG foram verificados as mesmas 5 técnicas de
compressão, onde dessa vez serão medidos além do SNR por porcentagem de coeficientes
mantidos, também valores de PRD1 e CF. Nesse trabalho foram usados os 5 primeiros
minutos dos casos de 1 a 10 e as características dos sujeitos podem ser vistas na Tabela 3.2.
Foram considerados em todos casos os 23 canais que por sua vez têm características diferentes
pela posição que foram afixados os eletrodos no escalpo do paciente, conforme especificado
na Tabela 3.3.
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Tabela 3.2. Características dos sujeitos analisados no banco de dados do CHB-MIT
Scalp EEG.











Tabela 3.3. Posições dos eletrodos afixados em cada canal de acordo com o sistema
internacional 10-20.
Canal Posição Canal Posição
1 FP1-F7 13 FP2-F8
2 F7-T7 14 F8-T8
3 T7-P7 15 T8-P8
4 P7-O1 16 P8-O2
5 FP1-F3 17 FZ-CZ
6 F3-C3 18 CZ-PZ
7 C3-P3 19 P7-T7
8 P3-O1 20 T7-FT9
9 FP2-F4 21 FT9-FT10
10 F4-C4 22 FT10-T8
11 C4-P4 23 T8-P8
12 P4-O2
Os sinais foram janelados em blocos de sinais de 10 segundos de duração, para formar
pequenos sinais facilitando a analise. Depois foram embaralhados, criando uma aleatoriedade
de informação, isso é importante pois não serão testados todo o banco de sinal gerado nesta
parte do trabalho. Serão testados apenas 100 sinais para cada técnica e fazendo-se assim
é considerado sinais de todas as partes da matriz de dados, evitando vícios por parte do
sistema e pegando vários tipos de sinais diferentes. Sendo assim, agora se tem 6900 sinais
de EEG embaralhados de 2560 amostras ou 10 segundos de duração cada. Um resumo de
todas essas informações é fornecido na Tabela 3.4.
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Tabela 3.4. Descrição do banco de dados CHB-MIT Scalp EEG.
Frequência de amostragem 256 Hz
Resolução 16-bits
Canais do EEG 23
Pacientes 10
Tempo considerado de cada paciente 5 minutos ou 300 segundos
Número total de amostras 17664000
Tempo de cada sinal no janelamento 10 segundos
Número de amostras de cada sinal 2056
Número total de sinais 6900
3.2 Escolha da matriz de medidas (M) para o Compressive
Sensing
Um teste relevante que deve ser feito é com relação à escolha da matriz de medidas (M).
Essa escolha irá ditar ainda mais o custo computacional do CS. Foram escolhidos 3 tipos de
matrizes:
• M com distribuição aleatória de valores 1 e 0 – CS–10.
• M com distribuição aleatória de valores 1 e -1 – CS–11.
• M com distribuição aleatória Gaussiana de média 0 e variância 1 – CS–G.
Sendo assim, serão comparadas as eficiências dos algoritmos utilizando-se métricas quan-
titativas de qualidade e taxa de reconstrução e a partir do resultado será escolhido a matriz
que será levada em consideração nas comparações com as outras técnicas. O CS–10 é o
menos custoso computacionalmente [10], pois só se leva em consideração somas na aquisição.
O CS–11 admitiria somas e subtrações, já o CS–G teria o uso também de uma distribuição
gaussiana e multiplicações.
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3.3 Comparação do desempenho dos métodos de com-
pressão em função do número de bits
A etapa de quantização utilizada variou em termos da resolução. Quanto maior essa
resolução, maior o nível de detalhes, porém maior o número de bits exigidos para preservar
a informação. Sendo assim, é preciso reconstruir utilizando diferente valores de resoluções e
comparar a compensação entre tamanho e qualidade dos sinais reconstruídos. Sabendo que
os sinais em questão – CHB-MIT Scalp EEG – foram amostrados a 16 bits, o limite superior
para a quantização também é de 16 bits. Portanto, foram escolhidos para comparação 3
valores de propriedade de bits: 8, 12 e 16 bits.
3.4 Desenvolvimento dos algoritmos
3.4.1 Análise de Componentes Principais (PCA)
O Algoritmo 1 mostra o cálculo das funções de base utilizadas na análise de componentes
principais, seguindo os princípios apresentados na Seção 2.3.
Algorithm 1 Algoritmo de PCA–Transformada de Karhunen-Loève (KLT).
1: procedure T = KLT (x) . x é a matriz de sinais.
2: C = estimador_matriz_covariancia(x); . Calcula a matriz de covariância.
3: [p, l] = eig(C); . Calcula os auto-vetores de C.
4: [l, i] = sort(diag(l),′ descend′); . Ordenamento.
5: p = p(:, i);
6: p = p./repmat(sum(abs(p).2, 1), N, 1);
7: T = p′; . Matriz de transformação (T ).
A Figura 3.1 mostra o diagrama de blocos geral para o sistema apresentado.
A matriz de transformação (T ) calculada é multiplicada por cada sinal de EEG a ser
transformado. O resultado dessa operação é o sinal em domínio de transformada da PCA.
Como primeira etapa de compressão, e tendo em vista que os coeficientes são ordenados
considerando os autovalores da matriz empírica de covariâncias, devem ser zerados os últimos
coeficientes do sinal no domínio da transformada. Para se reconstruir o sinal posteriormente
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Figura 3.1. Diagrama de blocos geral do método da PCA empregado no trabalho.
completa-se com zeros o vetor com os coeficientes PCA previamente selecionados, e calcula-se
a transformada inversa do vetor completo.
Para a primeira matriz de dados, por exemplo, o sinal foi dividido em janelas de 1250
amostras cada (SHHS Polysomnography) e 2560 na segunda (CHB-MIT Scalp EEG). Isso
significa que a matriz de covariância também tem tamanho 1250 e 2560 respectivamente.
Nos dois casos os sinais tem aproximadamente 10 segundos cada, dado a frequência de
amostragem das matrizes de dados, 125 Hz e 256 Hz. Para o treinamento do sistema foram
considerados 70% dos sinais, e são utilizados os outros 30% para validação. Em suma, para
obtenção da matriz de transformação:
• Janela-se o sinal em blocos de sinais de 10 segundos.
• Divide-se a matriz em 70% para treinamento e 30% para a validação;
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• Aplica-se o algoritmo de transformação PCA (Algoritmo 1) nos 70% correspondentes
ao treinamento e obtém-se a matriz de transformação (TPCA);
• Multiplica-se a matriz TPCA por cada sinal de validação (30% restantes) para calcular
as saídas do sistema.
No primeiro caso (SHHS Polysomnography), calcula-se apenas as SNRs das reconstruções.
Já no segundo banco (CHB-MIT Scalp EEG) o sinal transformado também é quantizado e
codificado (RLE) antes de ser reconstruído, isso é feito para poder se calcular o PRD1 e o
CF. A escolha foi feita a partir, principalmente, de que o primeiro estudo (SHHS Polysom-
nography) foi apenas um estudo de caso pré-eliminar para se verificar resultados em EEG
mono-canal e de longa duração. Outro motivo é a qualidade dos bancos de sinais, melhor
apresentada no banco de dados CHB-MIT Scalp EEG, que entre os dois é um banco de sinais
mais consolidado para estudos de compressão, apresentando mais canais disponíveis e maior
taxa de frequência de amostragem.
3.4.2 Análise de Componentes Independentes (ICA)
A análise baseada em ICA é similar àquela que tem por base a PCA, ambas levam em
consideração uma matriz de funções de bases a partir do banco de dados, que é chamada
de matriz de treinamento. A diferença diz respeito à técnica de criação dessa matriz trans-
formada (T). Para essa matriz se utilizou um algoritmo de otimização para geração das
funções de base, com o objetivo de se obter um conjunto de coeficientes independentes após
a transformação dos sinais de EEG. Isso é diferente do que acontece no PCA, em que o efeito
anulado é o da covariância.
Na prática, nesta pesquisa, foi utilizada a função ica().m fornecida pelo SCCN (Swartz
Center for Computational Neuroscience) para implementação da ICA [35]. Essa função
calcula a matriz de coeficientes do ICA. Sendo assim, uma vez calculados estes coeficientes,
os processos seguintes foram realizados de forma análoga à descrita na seção anterior 3.4.1.
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3.4.3 Banco de Filtros - Wavelets
Para decomposição wavelets dos sinais, foi utilizado um banco de filtros de quatro níveis,
do tipo em quadratura espelhado (QMF, do inglês Quadrature Mirror Filterbank). Foram
escolhidos 4 níveis de forma empírica: a partir de alguns testes prévios foi avaliado que
4 níveis eram suficientes para reconstruir com uma qualidade consideravelmente boa e em
tempos hábeis para os testes sistemáticos.
Para comparação foram utilizados 17 tipos de wavelets diferentes para o primeiro banco
(SHHS Polysomnography), incluindo duas famílias de JPEG2000 do artigo [83]. No segundo
banco de dados (CHB-MIT Scalp EEG) foram utilizados todas essas 17 e mais 13 diferentes
famílias, totalizando 30 tipos. Eles foram escolhidos tendo em vista as famílias mais utilizadas
e conhecidas, muitas delas com seus coeficientes já disponíveis no próprio software usado,
o MatLab. Posteriormente foram escolhidas as melhores wavelets de cada família testada
em termos de qualidade de reconstrução para serem comparadas às outras quatro técnicas
(PCA, ICA, DCT e CS). A técnica consiste basicamente em processar os sinais usando os
4 níveis de decomposição, ordenar os coeficientes por níveis de energia e posteriormente
zerar os menores coeficientes. No segundo banco (CHB-MIT Scalp EEG), os sinais também
passam pelas etapas de quantização e codificação, direta e indireta. Para a reconstrução do
sinal na transformada wavelet em questão, os coeficientes passam novamente por 4 níveis de
filtros de recomposição (etapa de síntese) e são aferidos os critérios de análise.
3.4.4 Transformada discreta de cossenos (DCT)
Nesta etapa os procedimentos se assemelham aos da PCA e ICA, com diferença da função
transformada usada que agora é a DCT. Primeiro foram lidas as matrizes de dados. A DCT
foi aplicada a todos os sinais e foram registrados os coeficientes obtidos e os tempos de
processamento. Após a transformação dos sinais se inicia a avaliação principal, em que os
sinais são dispostos em ordem aleatória e os coeficientes de cada DCT são ordenados em
ordem decrescente de magnitude, sendo zerados os coeficientes mais baixos de 100% a 0%
do sinal. A parte principal desse laço pode ser vista e explicada em Algoritmo 2.
A função da DCT do MatLab apresenta algumas possíveis entradas como dimensão e tipo
da transformada. Em sua configuração padrão, utilizada no trabalho, a DCT fica como tipo
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Algorithm 2 Algoritmo de DCT pela função de transformada encontrada no MatLab.
1: T = p(:, f); . Carrega a DCT já calculada.
2: x = eeg_data(:, f); . Carrega o sinal correspondente.
3: [ , ind] = sort(abs(T ),′ descend′); . Ordena os coeficientes em ordem decrescente.
4: T (ind(k : end)) = 0; . Zera os coeficientes com menos informação.
5: z = idct(T ); . Sinal reconstruído a partir da DCT inversa.
II de dimensão N igual ao tamanho do vetor transformado [55]. E a função da DCT inversa
é representada pelo comando "idct()".
Para o segundo banco de dados (CHB-MIT Scalp EEG), os sinais quando no Estado 5
do Algoritmo 2, são quantizados e codificados. Então, finalmente, são reconstruídos pelas
operações inversas para realização dos cálculo dos parâmetros quantitativos do trabalho
(SNR, PRD1 e CF).
3.4.5 Compressive Sensing (CS)
Para avaliação dos métodos de CS, foram gerados diferentes tipos de medidas lineares
(vetor b) a partir dos sinais a serem comprimidos, e levando em conta diferentes quantidades
de medidas ` testadas. Em seguida, os sinais foram reconstruídos utilizando o algoritmo
iterativo dos mínimos quadrados reponderados (IRLS). O processo foi realizado 10 vezes
com cada Matriz de Medidas (M), ao invés de 100 vezes como nos outros procedimentos,
pelo longo tempo de simulação para cada sinal.
Primeiro fez-se alguns exemplos com 100 sinais, depois foi comparados os resultados
com testes com apenas 10 sinais e os resultados praticamente não variaram. Visto isso, foi
tomada a decisão de se reconstruir para todos os exemplos apenas 10 vezes, com o intuito
de se ganhar tempo nos testes. Outra diferenciação da técnica com relação a outras foi
que os coeficientes (neste caso o tamanho do vetor `) foram sendo zerados de 10 em 10,
e não de 1 em 1 como nos outros, também com o intuito de diminuir o tempo total da
simulação. Essas duas adaptações deixaram o teste mais viável e os resultados não ficaram
distantes dos resultados que seriam obtidos por testes sem as adaptações. O teste foi feito
100 em algumas situações (valores `) para comprovar que não se tinha muita variabilidade
nos resultados. Por exemplo, para construção da tabelas de resultados para 4 valores de `
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fixos apresentados (25%, 50%, 75% e 90%) foram realizados os testes em "loops"de 100 para
haver uma concordância experimental comparativa mais precisa com os outros métodos.
Vale ressaltar que em aplicações de compressão usando CS deve-se obter o vetor de
medidas b diretamente do hardware. Ou seja, a técnica de CS tem a vantagem de permitir
a obtenção da representação comprimida com menor esforço computacional.
Para a simulação é preciso escolher uma matriz esparsificante (T). Uma vez calculada a
matriz esparsificante não se altera. Para este trabalho escolheu-se o algoritmo da transfor-
mada PCA como esparsificante. A escolha foi devido ao fato do PCA obter bons resultados
de reconstrução nos testes anteriores e apresentar solução de forma fechada, determinística.
A PCA destaca as componentes principais da matriz de dados, ou seja, ela extrai e separa as
características de maior relevância do sinal, que vem da importância de se obter as redundân-
cias para o uso do CS. Porém nada impede o uso da DCT, FFT ou de outra transformação
qualquer. A escolha da PCA foi arbitrária, porém testes também foram feitos com a própria
DCT como esparsificante.
É também importante relembrar que são considerados três tipos diferentes de matrizes de
medidas (M) nas simulações com CS. Elas são comparadas e apenas um método é escolhido
para comparação e avaliação geral dos resultados com relação ao CS e as outras técnicas. A
matriz de medidas (M) escolhida para o CS foi a de valores 0 e 1 distribuídos aleatoriamente
(CS–10). Nessa opção criou-se uma matriz de valores 0 e 1 aleatórios distribuídos em pro-
babilidades iguais, conforme proposto em [10]. O CS–10 tem a vantagem de fazer com que o
hardware fique mais simples, pois só terá que gerar somas de potenciais medidos. O CS–11 é
outra possibilidade estudada, com o hardware gerando −1 e 1, porém um pouco mais custoso
que o CS–10, pois agora envolve a operação de subtração também. E por último foi utilizado
o CS–G, que é uma distribuição Gaussiana de média 0 e variância 1. O CS–G atende em
geral à RIP, mas que resulta num processo mais complexo de obtenção das medidas lineares.
Esses 3 testes são melhor explicados na Seção 3.2.
O algoritmo para obtenção do vetor de saída do hardware (b) pode ser descrito sucinta-
mente pelos itens abaixo:
• Carrega-se o sinal de EEG, que é dividido em sinais menores de tamanho 10 segundos
de duração cada (janelamento);
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• Dividem-se os sinais em 70% para treinamento e 30% de validação;
• Faz-se a PCA na matriz de sinais de treinamento para ser a esparsificante;
• Escolhe-se quantas vezes vai ser realizada a reconstrução (foi escolhido reconstruir 10
sinais de validação aleatórios);
• Delimita-se o tamanho do sinal de entrada recebido do hardware (`), que será como o
número de coeficientes mantidos para compressão;
• Cria-se a matriz de medidas (M) de 3 diferentes formas pensadas, simulando a saída
do hardware;
• Aplica-se a esparsificante no sinal original;
• Descobre-se o vetor b, que seria a saída do hardware (b = M.x);
Sendo assim, com o vetor de medidas (b) disponível, aplica-se o CS – IRLS e faz-se a
reconstrução do sinal. O algoritmo do CS–IRLS é mostrado no Algoritmo 3, sua programação
e implementação também podem ser encontradas no artigo [62]. Esse algoritmo é dito
como um processo de otimização, ou seja, as iterações buscam se aproximar de parâmetros
previamente definidos que serão mostrados, e tem como dados entradas: os sinais oriundos
da máquina b, a matriz esparcificante A (que no caso é o PCA da matriz de dados), o valor
de p da lp usada, o erro entre o sinal original e o reconstruído, número máximo de iterações
e um coeficiente que mede o erro entre o sinal de reconstrução anterior com a atual.
Algorithm 3 Algoritmo genérico do método IRLS implementado no trabalho para recons-
trução de sinais no CS com informação a priori [62].
p > 0,A,b,µ,τ ,Φ . Entradas.
Passo 1: xˆ(0) e Q(0) . Inicia valores segundo as Equações 3.6 e 3.7.
Passo 2.1: m := 1 . Inicializa variável.
Passo 2.2: Q(m) . Atualiza o valor seguindo as Equações 3.9 e 3.10.
Passo 2.3: xˆ(m) . Calcula usando a Equação 3.11.
Passo 2.4: . Se a Equação 3.12 satisfeita passa para Passo 3, senão volta para Passo 2.2.
Passo 3: µ := µ/10. . Atualiza o parâmetro de regulamentação.
Passo 4: µ < 10−8. . Se satisfeito, termina. Senão, volta para Passo 2.
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A partir das entradas, o sinal xˆ(0) e a matriz de pesos Q(0) são iniciados. Para as entradas
do programa foram definidos os valores:
• Valor de p da lp: p = 0, 1;
• A = M/T , sendoM definidos por 3 diferentes casos (Seção 3.2) e T definido pela PCA;
• b = M.x, sendo M novamente (Seção 3.2) e x o sinal original;
• Φ é um parâmetro de informação a priori;
• ∆ = 100, é o parâmetro que define o número de iterações máximas da otimização;
• µ = 10−8, é o parâmetro de regularização;
• τ = 10−16, é a tolerância usada para definição do critério de parada.
A partir dos parâmetros de entrada é possível definir o primeiro passo da otimização, que
é o valor de xˆ(0), dado por [62]
xˆ(0) = Q(0)AT (AQ(0)AT )−1b. (3.6)














 1, se k /∈ Φτ 2−p, caso contrário. (3.8)
Calculadas essas matrizes as iterações se iniciam. Na primeira iteração (m = 1) calcula-se
os valores de xˆ(1) e Q(1) a partir de [62]




∣∣∣xˆ(m−1)k ∣∣∣2−p + µ, se k /∈ Φ
τ 2−p
∣∣∣xˆ(m−1)k ∣∣∣2−p + µ, caso contrário. (3.10)
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e,
xˆ(m) = Q(m)AT (AQ(m)AT )−1b. (3.11)
Os valores calculados nas Equações 3.9, 3.10 e 3.11 são testados e se a condição [62]∥∥xˆ(m) − xˆ(m−1)∥∥





da Equação 3.12 for satisfeita, o algoritmo vai para o Passo 3. Senão, o programa volta para
o Passo 2.2 e segue as iterações até que os valores convirjam (m = m+ 1).
Se satisfeita, no Passo 3 ele é atualizado dividindo-o por 10 para conversão e um novo
teste é feito para saber se ele é baixo o suficiente como definido (µ < 10−18). Por fim, com
o sinal reconstruído, calculam-se os valores de SNR (dB), CF, PRD1, tempos de execução.
3.4.6 Quantização e Codificação
A etapa de quantização foi baseada no algoritmo em [15], que permite a forma vetorial e
a escalar [52, 82]. É empregado, basicamente, verificar uma proporção baseada no número de
valores da quantização amostra por amostra [83, 82, 6, 8] como é mostrada no Algoritmo 4 e
na teoria da Seção 2.8.1. A aplicação exemplo em questão é uma compressão por DCT dada
num sinal aleatório de ECG por meio da técnica denominada "Amplitude Thresholding" e
codificação RLE [15].
Algorithm 4 Algoritmo genérico de quantização escalar de 16 bits utilizado [15].
Passo 1: max_xˆ = max(y); . Amplitude máxima do sinal transformado.
Passo 2: min_xˆ = min(y); . Amplitude mínima do sinal transformado.
Passo 3: xˆQ = round(−1 + 216). y−min_xˆmax_xˆ−min_xˆ ; . Sinal transformado quantizado.
A codificação foi dada por um codificador sem perdas do tipo codificação RLE, que é
mostrado no Passo 3 do Algoritmo 5, como é feito também em [15, 83]. Porém dessa vez é
usada a ideia de uma função encontrada em [29]. Essa codificação é classificada como sem
perdas, independentemente do tipo de informação. Ele é usado quando o sinal apresenta uma
longa sequência de valores repetidos, como é o caso, e por isso esse modelo foi escolhido para a
implementação. A sequência de valores é substituída pelo valor em questão seguido pela sua
quantidade. Essa codificação é bem simples e usa apenas representações textuais [52, 94, 6].
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Algorithm 5 Algoritmo genérico de codificação/decodificação de entropia RLE [29].
function data = rle(x) . Define a função.
Passo 1: if iscell(x) . Se 1 -> Passo 2. Senão -> Passo 3.
Passo 2: %Decoding . Decodificador.
Passo 2.1: i = cumsum([ 1 x{2} ]); j = zeros(1, i(end)-1);. Extraí e organiza dados que
estavam repetidos e codificados.
Passo 2.2: j(i(1:end-1)) = 1; . Compõe vetor com amplitude e número de repetições.
Passo 2.3: data = x{1}(cumsum(j)); . Grava valor decodificado numa variável.
Passo 3: else %Encoding. . Codificador.
Passo 3.1: if size(x,1) > size(x,2), x = x’; end . Se x é vetor coluna, transpõe.
Passo 3.2: i = [find(x(1:end-1) ˜ = x(2:end)) length(x)];. Procura amplitudes repetidas.
Passo 3.3: data2 = diff([ 0 i ]); . Grava valor das ocorrências do sinal codificado.
Passo 3.4: data1 = x(i); end . Grava amplitudes do sinal codificado.
Após a codificação é feita a medida do CF levando em consideração a Equação 3.3. Então
acontece o processo de decodificação mostrado no Passo 2 do Algoritmo 5.
E finalmente o processo é concluído com a quantização reversa, onde o sinal reconstruído
é obtido, permitindo se fazer as últimas medidas comparativas entre o resultado e o sinal
original. A quantização reversa é calculada por
xˆR = (xˆQ +min_xˆ).
(max_xˆ−min_xˆ)
(−1 + 216) , (3.13)
em que xˆR é o sinal reconstruído, xˆQ é o sinal reconstruído quantizado, max_xˆ é a amplitude
máxima do sinal original e min_xˆ é a amplitude mínima. As métricas de SNR em dB, CF
e PRD1 mencionadas são mostradas nas Equações 3.2, 3.3 e 3.5, respectivamente.
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3.5 Avaliação experimental do sistema
3.5.1 Relação sinal-ruído (SNR) em função da porcentagem de co-
eficientes mantidos (%)
Para avaliar os métodos foi gerado um gráfico entre ganho SNR do sinal original e o re-
construído e a relação entre a porcentagem de coeficientes usados na reconstrução. Portanto,
foi comparado o quanto do sinal foi usado pelo resultado da qualidade da reconstrução em
SNR (dB). Isso foi feito para todas as técnicas e suas famílias, e foram escolhidas algumas
composições de resultados para serem apresentados no gráfico. Uma primeira composição
considera os melhores em cada família de wavelets, PCA, ICA, DCT e CS. No primeiro
banco de dados (SHHS Polysomnography – que é menor do que o segundo) foram feitos
testes em todos os sinais contidos e 100 vezes nos casos do CS. Já no segundo banco de sinais
(CHB-MIT Scalp EEG) foram realizados testes em 100 sinais de cada técnica ao todo e em
10 sinais nos casos com CS. As Tabelas 3.5 e 3.6 mostram os números de sinais dos banco e
a quantidade de como foram feitos os testes com cada técnica.
Tabela 3.5. Número de sinais disponíveis em cada um dos bancos de dados.
SHHS Polysomnography CHB-MIT Scalp EEG
Sinais de treinamento 2268 Sinais de treinamento 4830
Sinais de validação 972 Sinais de validação 2070
Sinais totais 3240 Sinais totais 6900
Tamanho de cada sinal 1250 Tamanho de cada sinal 2560
Tabela 3.6. Número de sinais testados para cada um dos bancos de dados.
SHHS Polysomnography CHB-MIT Scalp EEG
PCA 3240 PCA 100
ICA 3240 ICA 100
DCT 3240 DCT 100
Wavelets 3240 Wavelets 100
CS 100 CS 10
Já a comparação foi feita seguindo em geral os seguintes passos:
• Carrega-se o sinal em questão;
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• Divide-se o sinal em 70% para treinamento e 30% de validação;
• Carrega-se a matriz de transformação equivalente;
• Aplica-se a transformada nos sinais;
• Quantiza e codifica quando aplicável;
• São reconstruídos os sinais variando N do início ao fim de cada sinal (número de
coeficientes);
• São observadas as curvas de SNR em função do número de coeficientes.
Além disso, por meio dos resultados obtidos, um exemplo num sinal aleatório proveni-
ente das reconstruções do CHB-MIT Scalp EEG será mostrado (original, transformado e
reconstruído). Para essa simulação foi escolhido a DCT pela velocidade e simplicidade do
algoritmo. O sinal reconstruído leva em conta 30% dos coeficientes do sinal transformado
apenas (N = 768).
Finalmente, foram analisados para todas as técnicas, todos os valores de SNR, quando os
sinais foram reconstruídos com 25%, 50%, 75% e 90% de seu tamanho original para que seja
montada uma tabela comparativa entre as técnicas. Para isso bastou extrair os valores dos
gráficos já montados, levando-se em conta os resultados com dados das matrizes de validação.
3.5.2 Relação sinal-ruído (SNR) em função do fator de compressão
(CF)
Nesses testes a quantidade de sinais experimentados continuou a mesma das Tabelas 3.5
e 3.6. Salvo que desta vez as medidas foram feitas apenas para o segundo banco de sinais
(CHB-MIT Scalp EEG). A escolha de se ter a analise completa apenas para o banco CHB-
MIT Scalp EEG é dada como uma segunda parte do trabalho, o banco de dados em questão é
mais utilizado universalmente para análises de EEG, facilitando a comparação dos resultados
obtidos mais objetivamente [49, 23, 22, 68, 67]. As medidas de SNR em dB são dadas pela
Equação 3.2 e o CF é dado pela Equação 3.3 já apresentadas. Nos resultados os gráficos
terão eixo horizontal correspondendo ao fator de compressão e o eixo vertical ao SNR em
dB.
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3.5.3 Diferença percentual residual (PRD1) em função do fator de
compressão (CF)
O PRD1 e o CF também são calculados apenas para o segundo banco de dados (CHB-
MIT Scalp EEG), com a mesma justificativa, a vasta disponibilidade de artigos que utilizam
esses sinais para fazer comparações [49, 23, 22, 68, 67]. A quantidade de sinais testados segue
nas Tabelas 3.5 e 3.6. No eixo vertical dos gráficos ficam o PRD1 definido na Equação 3.5 e
no eixo horizontal fica o fator de compressão definido na Equação 3.3.
3.5.4 Tempos de execução em segundos em função da porcentagem
de coeficientes mantidos (%)
Por último foram medidos os tempos médios dos laços principais dos processos no segundo
banco (CHB-MIT Scalp EEG). O primeiro conjunto de tempos diz respeito à simulação da
matriz transformada (T), presentes nos processos do PCA, ICA e DCT, considerando o
banco de sinais completo. Nas wavelets os tempos são referentes ao sinal processado pelo
banco de filtros de decomposição, que é o primeiro passo da compressão. Finalmente, nos
casos de CS, os tempos são relacionados à simulação do vetor de saída do hardware b.
O segundo conjunto de tempos se refere para todos os casos à execução da reconstrução
em si. Na PCA, ICA e DCT são reconstruções por transformada inversa, nas wavelets é
dado pela etapa de síntese e no CS dado pelo algoritmo do IRLS. Todos os dados de tempos
mensurados são reunidos e comparados em tabelas.
Vale lembrar que existe diferenças de implementações, das quais para a DCT e as wavelets
as funções utilizadas foram as do próprioMatLab, levando vantagem de tempo comparadas as
funções implementadas externamente das outras técnicas. Mesmo assim, viu-se necessário,
por boas práticas, calcular todos os tempos que o programas demoravam para executar.
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4 Resultados e Discussões
4.1 Comparação do desempenho dos métodos compres-
são em função do número de bits
A Figura 4.1 mostra o gráfico obtido da relação sinal-ruído em função do porcentual de
coeficientes mantidos na representação transformada (0 a 100%), para diferentes números de
valores (Nq) de quantização e considerando a compressão baseada na DCT.
Observe que, para os 3 casos considerados (Nq = 8 bits, Nq = 12 bits e Nq = 16 bits), a
relação sinal-ruído aumenta com o percentual de coeficientes mantidos. Isso era esperado,
porque para cada coeficiente eliminado no processo de compressão há uma perda associada
à energia desse coeficiente, embora essa perda seja reduzida pela escolha dos coeficientes de
menor magnitude para o processo de eliminação. Para a curva de 16 bits de quantização
observa-se um melhor compromisso de qualidade de compressão, pois para esse caso o sinal
preserva mais detalhes, seguido pelo de 12 bits e por último o que tem menor nível de
detalhamento (8 bits). Considerando-se a reconstrução por DCT, por exemplo com 75% de
coeficientes mantidos, a quantização de 16 bits resultou 38, 1 dB, a de 12 bits 37, 8 dB e a
de 8 bits 29, 6 dB. Alguns valores dessa configuração são apresentados na Tabela 4.1.
Por outro lado, observa-se que a diferença entre as 3 curvas nas Figuras 4.2 e 4.3 é pe-
quena. Considerando-se a reconstrução por DCT, por exemplo em 75% de CF, a quantização
de 16 bits resultou 16, 5 dB, a de 12 bits também com 16, 5 dB e a de 8 bits um valor próximo
de 16, 3 dB. Alguns valores dessa configuração são apresentados na Tabela 4.2. É possível
ainda ressaltar que na Figura 4.3 as curvas estão praticamente sobrepostas, fazendo com
que fique difícil até mesmo a diferenciação devido a semelhança dos resultados. A pequena
diferença entre os valores pode ser vista na Tabela 4.3.
Essa pequena diferença entre os resultados acontece pois agora é considerado qualidade
de compressão (SNR e PRD1) por porcentagem de compressão em bits. Portanto, a quanti-
zação de 16 bits reconstruir melhor é compensado negativamente pelo fato dele ocupar mais
memória em bits por amostra. Isso acontece para todos os três casos. A quantização de 12
bits por amostra tem uma qualidade de compressão intermediária e um tamanho de sinal
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Tabela 4.1. Valores de compressão por DCT em sinais do CHB-MIT Scalp EEG
utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente à SNR e ao
número de coeficientes utilizados.
SNR em dB
Tipo de reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
DCT-16 19,5 27,8 38,1 50,3
DCT-12 19,5 27,7 37,8 48,1
DCT-8 18,8 25,1 29,6 31,2
em bits também intermediário. E por último os sinais quantizados em 8 bits por amostra
são menores, porém têm as piores qualidades de reconstrução, pois são os que perdem mais
informação escalar por coeficiente quantizado.
Pode-se concluir, que existe pouca diferença no uso de diferentes resoluções na quantiza-
ção para esses casos em específico. Mesmo assim, é possível dizer que a resolução de 16 bits
apresentou melhores resultados em todas as comparações. Visto isso, para o restante dos
testes todos foi escolhido utilizar apenas a resolução de 16 bits. Para verificar o número de
bits do sinal comprimido (Cs), simplesmente se multiplica o número de amostras do sinal
comprimido pelo peso de cada amostra na quantização, que no caso é 16 bits.
Tabela 4.2. Valores de compressão por DCT em sinais do CHB-MIT Scalp EEG
utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente à SNR e ao
CF.
SNR em dB
Tipo de reconstrução 25% de CF 50% de CF 75% de CF 90% de CF
DCT-16 31,1 23,6 16,5 11,5
DCT-12 31,0 23,6 16,5 11,5
DCT-8 31,0 22,8 16,3 11,4
Tabela 4.3. Valores de compressão por DCT em sinais do CHB-MIT Scalp EEG
utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente à PRD1 e
ao CF.
PRD1 (%) com
Tipo de reconstrução 25% de CF 50% de CF 75% de CF 90% de CF
DCT-16 3,8 8,6 18,3 30,7
DCT-12 3,7 8,6 18,2 30,6
DCT-8 2,9 8,7 18,2 30,6
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Figura 4.1. Comparação das curvas de compressão por DCT em sinais do CHB-MIT
Scalp EEG utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente
à SNR e ao número de coeficientes utilizados.
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Figura 4.2. Comparação das curvas de compressão por DCT em sinais do CHB-MIT
Scalp EEG utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente
à SNR e ao CF.
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Figura 4.3. Comparação das curvas de compressão por DCT em sinais do CHB-MIT
Scalp EEG utilizando diferentes tamanhos de quantização – 8, 12 e 16 bits – referente
à PRD1 e ao CF.
80
4.2 Escolha da matriz de medidas (M) para o Compressive
Sensing
4.2.1 Banco de dados 1 – Polissonografia - SHHS Polysomnography
Database
Na Figura 4.4 e na Tabela 4.4 é possível ver valores de SNR para 3 casos de configurações
em CS. Os processos diferem com relação as matrizes de medidas (M) usadas (CS–10, CS–
11 e CS–G). Para a escolha da matriz foram considerados cálculos de SNR em dB por
porcentagem de coeficientes mantidos em reconstruções dos 3 tipos em CS. É possível verificar
que os valores ficaram próximos para as 3 composições, assim como em suas curvas. Já que
os valores foram próximos foi escolhido usar a menos custosa entre elas, justificando um
possível uso do CS para compressão. Essa opção é a matriz M composta de valores de 0 e
1 distribuídos aleatoriamente com uma mesma probabilidade (CS–10) [10].
Pode ser observado na Figura 4.4 que o caso em vermelho (CS–11), em geral, é o de
maior valor de SNR, seguido pela curva em azul (CS–10) e depois pela curva em preto (CS–
G). Mas é possível dizer também que as curvas apresentam um comportamento de certo
modo análogo, apresentando crescimento característico parecido entre as funções. Isso pode
ser observado com uma diferença de no máximo 1, 7 dB entre os resultados mostrados na
Tabela 4.4. O fato de que as 3 matrizes de medidas (M) resultaram em comportamentos
semelhantes em termos de SNR sugere que, para a transformada esparsificante T em questão
(PCA), as 3 matrizes MT−1 resultantes satisfizeram a RIP com intensidades parecidas (o
que significa dizer com a mesma tolerância ). Essa análise justifica a escolha do CS–10
(curva azul), pois apesar de não ser a melhor curva, apresenta resultados próximos da curva
em vermelho (CS–11) e o CS–10 é a composição que apresenta o menor custo computacional,
onde só se leva em consideração somas na aquisição.
A Figura 4.4 também apresenta alguns valores de SNR negativos. No gráfico isso acon-
tece quando se tem poucos coeficientes para reconstrução e provavelmente indica que esses
coeficientes utilizados não foram suficientes para reconstruir o sinal original.
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Tabela 4.4. Valores em diferentes pontos para comparação das curvas de compressão
por CS em um sinal de EEG utilizando diferentes tipos de matrizes de medidas.
Valor do SNR (dB)
M 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–10 2,2 5,7 11,7 20,9
CS–11 2,4 6,4 13,0 21,8
CS–G 2,1 5,6 11,9 19,9
Figura 4.4. Comparação das curvas de compressão por CS em um sinal de EEG
utilizando diferentes tipos de matrizes de medidas.
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4.2.2 Banco de dados 2 – CHB-MIT Scalp EEG
O mesmo acontecido no primeiro banco de dados foi observado nesta parte do estudo.
As Figuras 4.5, 4.6 e 4.7 mostram que a variação de desempenho para os 3 matrizes de
medidas é muito pequena, permitindo o uso de qualquer uma das três com pouco prejuízo
de qualidade. A Figura 4.5 mostra valores de SNR em dB para diferentes porcentagens de
coeficientes mantidos numa reconstrução.
Figura 4.5. Comparação das curvas de compressão por CS em sinais do CHB-MIT
Scalp EEG utilizando diferentes tipos de matrizes de medidas da relação de SNR e
porcentagem de coeficientes utilizados.
A Figura 4.6 mostra um gráfico de SNR em dB pelo fator de compressão obtido.
E a Figura 4.7 mostra um gráfico de PRD1 com relação ao fator de compressão obtido. Ou
seja, uma medida de qualidade de compressão em bits por uma métrica de taxa de compressão
em bits. Novamente apareceram no início do gráfico da Figura 4.5 alguns valores negativos,
devido a reconstrução não ter sido bem sucedida, pois o número de coeficientes não foram
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Figura 4.6. Comparação das curvas de compressão por CS em sinais do CHB-MIT
Scalp EEG mostrados através da relação de SNR em dB da reconstrução e o CF.
suficientes para dar a informação do sinal original. Esse resultado é refletido no final do
gráfico das Figuras 4.6 e 4.7, dos quais a compressão é grande e a informação também não
é suficiente para uma reconstrução de mínima qualidade (SNR negativo e PRD1 maior que
100%).
Finalmente a Tabela 4.5 mostra o quão próximos os desempenhos foram com valores
absolutos de SNR em dB para 4 ocasiões de coeficientes mantidos para reconstrução. Na
Tabela 4.5 é possível observar um melhor desempenho do CS–10, comparados aos outros
dois, que se revezam um com o outro na segunda posição.
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Figura 4.7. Comparação das curvas de compressão por CS em sinais do CHB-MIT
Scalp EEG da relação PRD1 e CF.
Tabela 4.5. Valores em diferentes pontos para comparação das curvas de compressão
por CS em sinais do CHB-MIT Scalp EEG utilizando diferentes tipos de matrizes de
medidas.
Valor do SNR (dB)
M 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–10 4,5 8,3 13,6 20,9
CS–11 4,2 8,1 13,6 20,6
CS–G 4,4 8,2 13,4 20,4
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4.3 Avaliação experimental do sistema
4.3.1 Relação sinal-ruído (SNR) em função da porcentagem de co-
eficientes mantidos (%)
Banco de dados 1 – Polissonografia - SHHS Polysomnography Database
A Tabela 4.6 apresenta os valores médios de relação sinal-ruído (SNR) obtidos pela re-
construção das janelas de EEG usando 25%, 50%, 75% e 90% dos coeficientes de cada sinal.
Observe que 50% dos sinais, os métodos da DCT e PCA permitem reconstruções com SNR
acima dos 20 dB, os maiores encontrados com os métodos testados. Já a Figura 4.8 apresenta
as curvas de (SNR) dos métodos testados em função da porcentagem de coeficientes utiliza-
dos na representação transformada. Em geral, quanto maior a porcentagem de coeficientes
utilizados melhor a qualidade de reconstrução.
Figura 4.8. Comparação das curvas de técnicas de compressão em um sinal de EEG.
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Tabela 4.6. Valores de SNR dos métodos para uma reconstrução com 25%, 50%, 75%
e 90% dos coeficientes mantidos.
Valor de SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–10 2,3 5,7 11,7 21,8
DCT 17,5 27,3 39,0 51,6
PCA 12,2 20,2 32,0 42,6
ICA 0,5 2,2 5,9 11,8
Biortog. 2.2 11,9 16,0 20,2 23,4
Biortog. 4.4 11,6 15,0 17,8 20,2
Biortog. 5.3 1,5 1,6 1,7 1,8
Biortog. 5.5 11,2 14,0 16,7 19,0
Biortog. 6.8 11,4 14,3 16,3 17,8
Biortog. 9.7 1,4 1,5 1,6 1,7
Coiflets 3 11,0 13,9 16,2 17,9
Coiflets 5 10,6 12,8 14,4 15,7
Daubechies 2 11,2 14,6 16,2 23,4
Daubechies 3 11,5 15,1 17,8 23,8
Daubechies 4 11,4 15,0 16,6 22,9
Daubechies 5 11,4 15,0 19,4 22,6
Daubechies 6 11,3 14,6 17,7 20,3
Daubechies 8 11,1 14,1 16,6 18,8
Daubechies 9 11,0 13,8 16,1 18,1
Dmey 9,3 10,1 10,5 10,7
Haar 10,2 13,1 16,7 20,9
Symlets 5 11,2 14,8 19,0 22,0
Symlets 7 11,4 14,5 18,1 20,4
Symlets 8 11,1 14,0 17,2 19,5
Como visto a DCT e a PCA se mostraram os métodos mais eficientes, seguido da maioria
das wavelets, posteriormente o CS, a ICA e as transformadas de ondas biortogonais de tipo
5.3 e 6.8. O uso da DCT conseguiu comprimir uma amostra com 25% do número de coefi-
cientes do sinal original com até 17, 5 dB. Já a ICA pode ter sido inferior pelos parâmetros
de otimização utilizados na transformação da função. Posteriormente, se necessário, esses
valores podem ser estudados e ajustados para se verificar uma melhor resposta nesta aplica-
ção, porém isso requer um maior grau de investigação. Outro fator para o mal desempenho
da ICA é que a matriz de dados apresenta possivelmente poucos exemplos para esse tipo de
treinamento, não sendo suficientes para se extrair as características de reconstrução. Já o
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bom desempenho da PCA pode ser explicado pelo fato de ter uma solução dada em forma
fechada, ou seja, não depende de um processo de otimização (iterativo como na ICA). A
DCT, por sua vez, independe de um treinamento, por utilizar funções de base fixas.
Porém vale ressaltar que o CS apesar de ter tido desempenho abaixo do melhor desempe-
nho encontrado (o da DCT) apresentou uma curva de crescimento semelhante, e ainda tem
suas vantagens na fase da aquisição. Ele já recebe o sinal comprimido, em menos coeficientes
(`) e fica menos custoso computacionalmente na aquisição, não necessitando de fases onero-
sas como da transformada a cada sinal. Além do fato de ser possível utilizar uma matriz de
medidas simples como a escolhida na Seção 4.2 que viabiliza mais ainda o hardware.
Outro fato interessante é que talvez pelo EEG ser um tipo de sinal biopotencial, como os
sinais de ECG e EMG, alguns resultados foram semelhantes, em termos de comportamento
relativo entre as representações, a outros estudos. Por exemplo, em [18] as famílias de
wavelets tiveram um ordenamento semelhante de desempenho ao aqui observados, embora
os valores de SNR tenham sido maiores no caso dos sinais de ECG em [18].
É possível ainda observar uma leve vantagem das wavelets biortogonais em comparação
com as outras famílias (exceto as voltadas para JPEG2000 [83] que não tiveram aqui bom
desempenho). Essa pequena diferença é discutida em [94], considerando diversas vantagens
e desvantagens. Um fator de vantagem, por exemplo, é o fato de filtros ortonormais não
terem fases lineares (salvo filtros "two-tap") [94]. Malvar também identificou e discutiu
algumas vantagens da linearidade em aplicações com imagens e codificação em [54]. O
mal resultado das wavelets biortogonais 5.3 e 9.7 pode ser explicado pelo fato de que as
biortogonais enfatizam filtros de fase linear, mais apropriadas para manutenção da fase nas
versões filtradas do que para a ortogonalidade. A fase linear provê melhor desempenho para
imagens, mas empiricamente não se mostrou a melhor opção para o EEG [54, 55].
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Banco de dados 2 – CHB-MIT Scalp EEG
As Figuras 4.9, 4.10 e 4.11 mostram um exemplo de sinal do CHB-MIT Scalp EEG
que passou pelo processo completo de reconstrução pela DCT, incluindo os processos de
quantização e codificação direta e inversa. O sinal em questão foi reconstruído com 30%
dos coeficientes da transformada DCT ordenada. O processo resultou em 17, 55 dB de SNR,
13, 25% de PRD1 e 56, 91% de CF. A Figura 4.9 mostra os dois sinais sobrepostos, o original
e o reconstruído. Já a Figura 4.10 mostra o sinal original transformado pela DCT com a
marcação em vermelho em 30% dos coeficientes. Finalmente, a Figura 4.11 mostra o módulo
do sinal transformado ordenado em sua forma decrescente de energia, com a marcação em
vermelho mostrando a manutenção de 30% dos coeficientes mais significantes.
Figura 4.9. Comparação do sinal com sua reconstrução por DCT no CHB-MIT Scalp
EEG – 30% do coeficientes usados.
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Figura 4.10. Sinal transformado – DCT em um sinal do CHB-MIT Scalp EEG com
marcação em 30% do coeficientes.
Figura 4.11. Módulo do sinal transformado ordenado de forma decrescente – DCT
em um sinal do CHB-MIT Scalp EEG com marcação em 30% do coeficientes.
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A Figura 4.12 sintetiza algumas observações acerca das principais técnicas utilizadas
para o segundo banco de sinais (CHB-MIT Scalp EEG). A comparação ilustra que a DCT e
PCA continuam tendo melhores resultados, seguidos pelas wavelets, CS e ICA. O gráfico em
questão relaciona a qualidade da reconstrução em SNR com a porcentagem de coeficientes
usados.
Figura 4.12. Comparação das curvas de compressão das principais técnicas em sinais
do CHB-MIT Scalp EEG.
A Tabela 4.7 explicita alguns valores de SNR em dB para certas técnicas. As tabelas têm
o intuito de deixar mais explícita a diferença numérica entre as técnicas. É possível observar
que a lógica do banco de testes 1 foi mantida, porém com valores ainda maiores. Isso pode
ser explicado talvez pela melhor qualidade dos sinais deste banco em questão (CHB-MIT
Scalp EEG). De fato os sinais estão mais bem definidos, com maior taxa de amostragem e
visualmente menos ruidosos.
As Tabelas 4.8, 4.9, 4.10, 4.11, 4.12 e 4.13 mostram vários tipos de famílias. Sendo que
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Tabela 4.7. Valores de SNR em dB em 4 casos de porcentagens de coeficientes mantidos
do CS, DCT, PCA, ICA, Haar e Dmey.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–10 4,5 8,3 13,6 20,9
DCT 19,5 27,8 38,1 50,3
PCA 15,4 24,0 33,3 42,2
ICA 0,1 1,1 4,3 9,4
Haar 14,0 17,2 20,8 25,5
Dmey 14,4 15,8 16,7 17,4
em geral as biortogonais mantêm melhor resultados quando comparadas a outras famílias de
wavelets. Apesar que todas elas tendem a ter um resultado mediano muito próximo entre si.
As Figuras 4.13, 4.14, 4.15, 4.16, 4.17 e 4.18 são para enfatizar visualmente as tendências
e semelhanças entre as famílias. Cada uma delas concentra uma família de wavelet e seus
tipos. É possível ver mais gráficos como esses no Apêndice A. Lá foram colocados mais
exemplos e é possível ver todas as funções de wavelets testadas e presentes nas tabelas.
São mostrados mais biortogonais nas Figuras A.1 e A.2, Daubechies em A.3, biortogonais
reversas em A.4 e A.5, e Symlets em A.6.
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Tabela 4.8. Valores de SNR em dB em 4 casos de porcentagens de coeficientes mantidos
da reconstrução com wavelets biortogonais.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Biortog. 1.1 14,0 17,2 20,8 25,5
Biortog. 1.3 13,6 16,7 20,2 23,7
Biortog. 1.5 13,2 16,4 19,3 22,7
Biortog. 2.2 16,3 20,1 23,9 27,3
Biortog. 2.4 16,2 19,8 23,3 26,6
Biortog. 2.6 16,0 19,5 22,2 25,1
Biortog. 2.8 15,9 19,1 21,6 24,1
Biortog. 3.1 14,1 19,4 23,5 27,9
Biortog. 3.3 15,3 19,4 23,1 27,1
Biortog. 3.5 15,6 19,7 22,7 25,4
Biortog. 3.7 15,9 19,8 22,7 25,1
Biortog. 3.9 15,5 19,4 22,0 23,9
Biortog. 4.4 16,0 19,5 22,8 26,1
Biortog. 5.3 1,9 1,9 1,9 1,9
Biortog. 5.5 15,3 18,2 21,3 24,4
Biortog. 6.8 15,8 19,0 21,7 24,2
Biortog. 9.7 1,7 1,7 1,7 1,7
Tabela 4.9. Valores de SNR em dB em 4 casos de porcentagens de coeficientes mantidos
da reconstrução com wavelets coiflets.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Coiflets 1 15,6 18,9 22,5 26,2
Coiflets 2 15,7 18,9 21,9 25,2
Coiflets 3 15,5 18,8 21,5 24,3
Coiflets 4 15,3 18,3 20,9 23,3
Coiflets 5 15,2 18,1 20,5 22,4
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Tabela 4.10. Valores de SNR em dB em 4 casos de porcentagens de coeficientes
mantidos da reconstrução com wavelets daubechies.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Daubechies 2 15,5 19,0 22,7 26,8
Daubechies 3 15,8 19,2 23,0 27,2
Daubechies 4 15,9 19,4 22,9 26,4
Daubechies 5 15,8 19,4 22,9 26,6
Daubechies 6 15,7 19,1 22,3 25,8
Daubechies 7 15,4 18,5 21,5 24,6
Daubechies 8 15,5 18,8 21,8 24,8
Daubechies 9 15,4 18,7 21,6 24,6
Daubechies 10 15,3 18,3 21,0 23,7
Tabela 4.11. Valores de SNR em dB em 4 casos de porcentagens de coeficientes
mantidos da reconstrução com wavelets fejer-korovkin.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Fejer-Korovkin 4 14,4 17,7 21,5 26,0
Fejer-Korovkin 6 15,7 19,2 23,0 27,2
Fejer-Korovkin 8 15,7 19,3 23,0 27,1
Fejer-Korovkin 14 15,6 18,9 22,2 25,6
Fejer-Korovkin 22 15,2 18,3 21,0 23,7
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Tabela 4.12. Valores de SNR em dB em 4 casos de porcentagens de coeficientes
mantidos da reconstrução com wavelets biortogonais reversas.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Biortog. Reversa 1.1 14,0 17,2 20,8 25,5
Biortog. Reversa 1.3 15,6 19,0 22,3 25,6
Biortog. Reversa 1.5 15,5 18,7 21,7 24,7
Biortog. Reversa 2.2 13,1 16,1 19,2 22,9
Biortog. Reversa 2.4 14,3 17,2 20,3 23,8
Biortog. Reversa 2.6 14,5 17,3 20,3 23,3
Biortog. Reversa 2.8 14,4 17,0 19,8 22,6
Biortog. Reversa 3.1 0,6 3,9 7,5 11,6
Biortog. Reversa 3.3 10,0 12,6 15,9 19,5
Biortog. Reversa 3.5 11,7 14,0 16,8 20,3
Biortog. Reversa 3.7 12,4 14,6 17,4 20,5
Biortog. Reversa 3.9 12,6 15,0 17,6 20,4
Biortog. Reversa 4.4 15,2 18,6 21,9 25,2
Biortog. Reversa 5.5 15,8 19,4 22,7 26,0
Biortog. Reversa 6.8 15,3 18,3 21,0 23,5
Tabela 4.13. Valores de SNR em dB em 4 casos de porcentagens de coeficientes
mantidos da reconstrução com wavelets symlets.
Valor do SNR (dB)
Reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
Symlets 2 15,5 19,0 22,7 26,8
Symlets 3 15,8 19,2 23,0 27,2
Symlets 4 15,7 19,0 22,5 26,4
Symlets 5 15,8 19,2 22,7 26,1
Symlets 6 15,7 19,0 22,0 25,3
Symlets 7 15,8 19,0 22,1 25,0
Symlets 8 15,6 18,7 21,3 24,1
Symlets 9 15,7 18,9 21,7 24,3
Symlets 10 15,6 18,5 21,3 23,7
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Figura 4.13. Comparação das curvas de compressão usando Wavelets da família
Coiflets em sinais do CHB-MIT Scalp EEG.
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Figura 4.14. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais 1 e 2 em sinais do CHB-MIT Scalp EEG.
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Figura 4.15. Comparação das curvas de compressão usando Wavelets da família de
Daubechies de 6 a 10 em sinais do CHB-MIT Scalp EEG.
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Figura 4.16. Comparação das curvas de compressão usando Wavelets da família de
Fejer-Korovkin em sinais do CHB-MIT Scalp EEG.
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Figura 4.17. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais Reversas 1 e 2 em sinais do CHB-MIT Scalp EEG.
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Figura 4.18. Comparação das curvas de compressão usando Wavelets da família de
Symlets de 6 a 10 em sinais do CHB-MIT Scalp EEG.
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4.3.2 Relação sinal-ruído (SNR) em função do fator de compressão
(CF)
Banco de dados 2 – CHB-MIT Scalp EEG
A Figura 4.19 mostra o SNR em dB com relação ao fator de compressão, que é uma
métrica que mede em termos da relação de bits entre o ruído do sinal reconstruído com o
original e o próprio sinal original (Equação 3.3). Essa métrica é importante, pois é ela define
a proporção que o sinal está sendo comprimido com relação ao original.
Por exemplo, para um sinal com fator de compressão 30%, ou seja, 30% menos bits que
o original, é possível observar o ICA obtendo 3, 2 dB. Esse valor é relativamente baixo e é
possível afirmar que a técnica não conseguiu reconstruir adequadamente o sinal. Já o CS
resultou em 7, 8 dB, a wavelet biortogonal 2.2 20, 6 dB, a DCT 29, 3 dB e a PCA 31, 2 dB.
As técnicas PCA e DCT ficaram bem próximas para todos os valores, com a PCA inclusive
estando melhor que a DCT em boa parte dos valores. Esse fato é diferente do que acontece
quando se é comparada apenas a porcentagem de coeficientes utilizados, pois lá a DCT se
destaca mais, permanecendo maior para praticamente todos os valores. A PCA está melhor
do início até por volta do valor de CF 55%, onde a DCT passa a ser melhor um pouco que
a PCA.
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Figura 4.19. Comparação das curvas de compressão das principais técnicas em sinais
do CHB-MIT Scalp EEG mostrados através da relação de SNR em dB da reconstrução
e o CF.
103
4.3.3 Diferença percentual residual (PRD1) em função do fator de
compressão (CF)
Banco de dados 2 – CHB-MIT Scalp EEG
A Figura 4.20 mostra o CF com relação a outra métrica, o PRD1. Essa métrica também
mede qualidade de reconstrução, como o SNR faz. Porém a diferença é que essa qualidade é
dada em uma relação de bits. O calculo considera a relação entre o ruído de reconstrução em
bits com a sinal original também em número de bits subtraído da linha de base – sinal DC –
(Equação 3.5). Quanto menor o valor do PRD1 melhor a reconstrução. Novamente o ICA não
obteve resultado válido de desempenho para configuração adotada, inclusive apresentando
valores acima dos 100% em alguns pontos, significando que não reconstruiu o sinal original.
O CS resultou em PRDs na faixa de 4, 5% a 21, 0%. As wavelets ficaram próximas entre si
em termos de PRD1, ficando com resultados ainda abaixo da PCA e da DCT. Já essas duas
obtiveram resultados de desempenho no PRD1 parecidos, sendo os mais altos. Com 50% de
CF a DCT resultou em 27, 8% de PRD1, a PCA resultou em 24, 0%, a wavelet biortogonal
2.2 teve 17, 2%, o CS–10 com 8, 3% e o ICA com 1, 1%. Os resultados de compressão em EEG
utilizando essas métricas em técnicas convencionais (exceto o CS) tiveram um desempenho
similar aos alcançados no trabalho e podem ser encontrados para comparação por exemplo
em [91, 1, 51, 23, 68, 11].
Tabela 4.14. Valores de PRD1 para várias porcentagens de CF para as principais
técnicas
PRD1 (%) com
Tipo de reconstrução 25% de CF 50% de CF 75% de CF 90% de CF
CS–10 4,5 8,3 13,6 20,9
DCT 19,5 27,8 38,1 50,3
PCA 15,4 24,0 33,3 42,2
ICA 4,3 1,1 4,3 9,4
Wavelets - Biortogonal 2.2 14,0 17,2 20,8 25,5
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Figura 4.20. Comparação das curvas de compressão das principais técnicas em sinais
do CHB-MIT Scalp EEG da relação PRD1 e CF.
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4.3.4 Tempos de execução em segundos em função da porcentagem
de coeficientes mantidos (%)
Banco de dados 2 – CHB-MIT Scalp EEG
O tempo de processamento necessário para cada compressão de sinal realizada foi regis-
trado para comparação das diferentes abordagens descritas nas Seções 4.1 a 4.3.4.
A Tabela 4.15 sintetiza os tempos das principais técnicas em estudo. É possível observar
que o PCA e o ICA exigem maiores tempos de processamento, devido à necessidade de avaliar
matrizes de covariâncias e, no segundo caso, de realizar processos iterativos. Sendo assim,
talvez mesmo com o bom desempenho, o PCA não seja viável para algumas aplicações, como
no caso em que as condições de aquisição possam variar exigindo atualização das funções
de base, necessitando de um novo treinamento baseado na matriz de dados. Note que se as
funções de base forem mantidas (por exemplo, no uso exclusivo para sinais do mesmo tipo
adquiridos em condições semelhantes) o tempo de cálculo das funções de base deixa de ser
relevante.
A ICA não teve bons resultados de reconstrução e teve um alto tempo de execução.
Ela exigiu 14 horas para cálculo da matriz de transformação (T) na configuração adotada.
A PCA exigiu apenas 19, 23 segundos, porém foi a segunda mais demorada entre todas as
técnicas (Tabela 4.16).
Todas as wavelets, independentemente dos resultados de qualidade de reconstrução, le-
varam por volta de 20 segundos para cada execução. A Biortogonal 2.2 foi considerada para
ilustrar os resultados das wavelets na Tabela 4.15 pelo seu bom resultado nas reconstruções.
Esse tempo leva em conta todo o processo, todos os bancos de filtros com quantização e
codificação. Porém se considerados apenas os bancos de filtros de decomposição (síntese), o
processo demora apenas de 1 a 2 segundos para cada sinal, como mostrado na Tabela 4.16.
A DCT foi a técnica que teve melhores resultados e com o menor tempo, tanto nos
tempos de transformar o banco de sinais (Tabela 4.16) quanto para as reconstruções em si
(Tabela 4.15). Por exemplo, para transformada levou-se apenas 0, 21 segundos em média para
cada sinal, enquanto as outras técnicas demoraram de 4 vezes mais a 14 horas (ICA). Para
as reconstruções foram gastos 4 segundos para reconstruir cada sinal, incluindo quantização
e codificação, valor 4 vezes menor que as wavelets, por exemplo.
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O CS teve um bom desempenho de tempo para obtenção da representação comprimida
e por ainda ter vantagens de menor memória armazenada no hardware apresenta boas apli-
cações conforme ilustrado nas Tabelas 4.15 e 4.16. É possível ver na Tabela 4.17 que os três
tipos ficaram próximos. O CS–10 e o CS–G obtiveram tempos mais parecidos, já o CS–11
foi um pouco mais demorado, como era esperado. Praticamente o mesmo acontece para a
simulação de formação do vetor de medidas (b) para os três casos, mostrado na Tabela 4.18.
Outro fato a se observar é que quanto maior o número de coeficientes mantidos `, maior o
tempo do algoritmo de otimização para reconstrução (IRLS). Esses tempos são apresentados
na Tabela 4.17 para 25%, 50%, 75% e 90% dos coeficientes mantidos (`) para os 3 tipos de
CS empregados na pesquisa e pelos resultados é verificado que o tempo de 25% para 90%
mais do que dobra. Por essa razão, o CS para aplicações com menos coeficientes não nulos
passa a ser mais útil do que para um valor muito alto. Esse valor depende da aplicação, que
considera o tempo de resposta do algoritmo e a qualidade da reconstrução, ambos variando
com o valor de `.
Tabela 4.15. Tempos de execução das reconstruções entre as principais técnicas uti-
lizadas.









Tabela 4.16. Tempos de cálculo das funções de base e das transformações das princi-
pais técnicas.
Tipo de transformação
Tempos de calculo das funções








Tabela 4.17. Tempos de execução da reconstrução com diferentes matrizes (M) em
CS.
Tempos de execução (s) usando
Tipo de reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–11 17,54 24,59 39,36 47,73
CS–10 14,78 23,26 39,01 47,32
CS–G 12,49 24,82 39,44 46,77
Tabela 4.18. Tempos de criação do vetor de medidas (b) com diferentes matrizes (M)
em CS.
Tempos de criação do vetor (b) em segundos usando
Tipo de reconstrução 25% dos coef. 50% dos coef. 75% dos coef. 90% dos coef.
CS–11 0,74 0,80 1,03 1,15
CS–10 0,67 0,79 1,00 1,15
CS–G 0,54 0,70 0,92 1,05
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5 Conclusão
Este trabalho compara algumas representações transformadas em termos de qualidade
objetiva de reconstrução de sinais de EEG a partir de quantidades limitadas de coeficientes.
O intuito é avaliar que tipo de representação pode ser melhor utilizada para compressão
de sinais de EEG e principalmente verificar como o compressive sensing (CS) se comporta
com relação às transformadas tradicionais escolhidas. Foram escolhidas duas métricas para
medir as qualidades das reconstruções (SNR e PRD1) e duas para medir a taxa de compres-
são (porcentagem de coeficientes mantidos e CF). O SNR e a porcentagem de coeficientes
mantidos são utilizados para medidas no domínio de coeficientes, já o PRD1 e o CF para
medir qualidade e taxa em bits.
O método da transformada discreta de cossenos e a análise de componentes principais
demonstraram melhores desempenhos nos termos quantitativos escolhidos quando compa-
rados as wavelets com quatro níveis de decomposição, ao algoritmo utilizado de análise de
componentes independentes e ao CS. Porém, baseando-se em outras vantagens, o CS ainda
merece algum destaque, pois tem vantagem nas etapas de aquisição do sinal, por já adquirir
o sinal de EEG na sua forma comprimida e dispensar um cálculo oneroso de transformada
no hardware de aquisição.
Nos resultados dos testes com o banco de sinais SHHS Polysomnography Database, o
CS–10 resultou em 2, 2 dB a 20, 9 dB, e com o banco de sinais CHB-MIT Scalp EEG valores
entre 4, 5 dB a 21, 0 dB. Comparando todas as técnicas utilizadas para os dois bancos
de dados analisados é possível observar que as formas de onda e os valores dos resultados
foram bem semelhantes. Esta semelhança foi importante para a validação do sistema, pois
os testes foram executados em bancos de sinais de EEG com características diferentes de
frequência de amostragem, número de amostras, quantidade e qualidade. Além dos sinais
serem de natureza de pesquisa e configurações de posicionamento dos eletrodos diferentes.
O resultado do CS–10 se aproximou da maioria das famílias de wavelets, como por exemplo,
a Haar que resultou valores de SNR entre 14, 0 dB e 25, 5 dB.
O CS–10, para um fator de compressão (CF) de 30%, calculados apenas no banco CHB-
MIT Scalp EEG, teve o SNR de 7, 8 dB, ainda um valor intermediário comparado a outras
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técnicas. O PRD1, dado em função de 50% de CF, ficou em 8, 3 %, também valor próximo
a média das famílias de wavelets por exemplo. Os tempos de execução para cada sinal
exigiram de 14, 78 a 47, 32 segundos, mais altos do que os da DCT, porém viáveis e próximos
aos das wavelets. Vale ressaltar também, que os tempos do CS–10 ficaram bem abaixo da
PCA e da ICA, que tiveram média de 329, 11 e 121, 83 segundos, respectivamente. O valores
resultantes foram próximos, podendo ser observados e comparados a resultados de artigos
utilizando o mesmo banco de sinais (CHB-MIT Scalp EEG) [49, 23, 22, 68, 67].
As medições feitas em bits foram desempenhadas apenas no segundo banco de dados
(CHB-MIT Scalp EEG). As soluções de quantização escalar e codificação RLE empregados
melhoraram ainda mais a compressão dos sinais, tanto em qualidade quanto em taxas de
compressão. Pôde-se observar uma melhora principalmente na etapa de codificação, uma
vez que essa etapa é otimizada em sinais que apresentam bastante valores nulos repetidos,
como de fato acontece, pois as técnicas de compressão consistem em zerar amostras antes da
codificação.
Foi importante a verificação e comparação das técnicas de transformadas tradicionais
com o CS e foi possível observar algumas vantagens e desvantagens entre eles. A aplicação
da técnica CS–10 resultou em níveis de sinal-ruído abaixo, porém, de certo modo, próximos
da média geral entre todas as técnicas em qualidade de reconstrução. Entretanto, o uso
do CS é importante, pois apresenta vantagens na aquisição, com possíveis ganhos de custo
computacional. Outro fato a se atentar é que atualmente, se têm computadores mais efici-
entes, rápidos e com mais memória. Isso viabiliza o uso de técnicas que antes não eram tão
usadas por limitações, avançando as pesquisas e aplicações em áreas de modos que não eram
possíveis, um exemplo disso é o uso do PCA e da ICA para compressão.
Uma observação importante foi o fato da escolha da matriz de medidas (M) que mais se
adaptava a aplicação. O CS tem algumas variações, uma delas é na escolha dessa matriz.
Foram testadas três tipos de matrizes diferentes (CS–10, CS–11 e CS–G). Os resultados de
qualidade de reconstrução, taxas de compressão e tempo de execução foram próximos. Porém
a opção que mais soluciona o problema é o CS–10, que tem um menor custo computacional
em suas operações, requisitando menos do processador do hardware.
De fato, a tecnologia atual viabiliza todas as técnicas deste trabalho, a depender dos
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requisitos da aplicação. Porém o CS apresenta grandes avanços na fase de aquisição e deve
ser melhor investigado, pois suas contribuições em custos computacionais e armazenamento
podem resultar em avanços como simplicidade, preço, tamanho do hardware, número de
sensores e etc. Ainda mais por ser uma técnica nova e comparativamente pouco explorada
no contexto de sinais de EEG. Além disso, existe a possibilidade da diminuição de tempo de
aquisição e processamento prévio ao armazenamento, classificação ou transmissão dos dados.
Finalmente, com todas essas melhoras, permitir a utilização das técnicas em aplicações como
monitoramento diário e contínuo.
Sendo assim, para a escolha de uma técnica de compressão deve-se levar muito em conta
a aplicação. Por exemplo, se a qualidade de reconstrução é muito importante, no caso do
EEG, deve-se usar a DCT, a PCA, ou até mesmo algum banco de filtros wavelets. Caso
contrário, e a qualidade do CS sendo suficiente para a reconstrução, então é bastante viável
utilizá-lo, pois se trata de uma solução mais simples e leve computacionalmente na aquisição
depois de uma vez implementada.
Com base nos resultados, podem ser sugeridos alguns futuros trabalhos com relação
a parâmetros e aplicações. Essas sugestões são viabilizadas pelo fato de que o sinal foi
comprimido com sucesso usando-se apenas uma pequena parte de sua informação original.
Por exemplo, com cerca de 25%, o sinal apresentou uma alta SNR como resposta, que vai ser
suficiente ou não variando com a aplicação dessa compressão. O importante agora é objetivar
uma dessas aplicações e relacionar os custos-benefícios de cada técnica. Um exemplo seria
talvez criar um hardware com os algoritmos embarcados, por exemplo para estudo do sono,
ao qual se relaciona um dos bancos de dados (SHHS Polysomnography Database). Com o uso
do CS nessa aplicação é possível se ter exames de diagnósticos com EEG menos incômodos,
pois podem ser mais rápidos e com menos sensores, pois a técnica reconstruí a partir de um
número bem limitado de medidas. Além de ser requerido menos memória dos computadores
de captura, devido ao novo tamanho do sinal comprimido.
Foi observado um baixo desempenho do algoritmo de ICA. A técnica não se mostrou
própria para a aplicação de compressão de sinais de EEG como foi feita no trabalho, ou seja,
as métricas de qualidade de reconstrução resultaram em valores muito abaixo das demais
técnicas. Por exemplo, para 50% de coeficientes o SNR resultou em apenas 2, 2 dB. Talvez
111
o fato de sua solução não ser dada em forma fechada, como o PCA, tenha prejudicado o seu
desempenho, tendo em vista que não foi realizado um ajuste dos parâmetros de otimização,
como critérios de parada e parâmetros de regularização. É possível também que a quantidade
de sinais de treinamento tenha sido insuficiente. Assim, é necessário investigar a ICA em
mais detalhes para a aplicação em questão, por meio do uso de um banco de sinais maior e
de uma análise de todos os parâmetros de otimização.
As próximas etapas da pesquisa se darão no doutorado e visam a investigação de compres-
são multicanal, explorando as redundâncias de informação entre os canais de EEG, com mais
aplicações e testes com o CS. O EEG normalmente é adquirido com dezenas a centenas de
canais, e a redundância entre eles pode permitir maiores taxas de compressão e levar a uma
diferença no desempenho relativo entre as várias técnicas testadas. Além disso, é possível
utilizar ainda técnicas de pré-filtragem, diferentes condicionamentos de sinais e informações
a priori proveniente de aprendizagem de máquina (ML, do inglês Machine Learning), DCT,
processos estocásticos e etc. Além do uso de CS para outros tipos de sinais biológicos como
bidimensionais, ou seja, imagens, por exemplo, ressonância magnética (RM).
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Figura A.1. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais 3 em sinais do CHB-MIT Scalp EEG.
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Figura A.2. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais diversas em sinais do CHB-MIT Scalp EEG.
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Figura A.3. Comparação das curvas de compressão usando Wavelets da família de
Daubechies de 1 a 5 em sinais do CHB-MIT Scalp EEG.
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Figura A.4. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais Reversas 3 em sinais do CHB-MIT Scalp EEG.
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Figura A.5. Comparação das curvas de compressão usando Wavelets da família de
Biortogonais Reversas diversas em sinais do CHB-MIT Scalp EEG.
129
Figura A.6. Comparação das curvas de compressão usando Wavelets da família de
Symlets de 2 a 5 e Meyer Discreta em sinais do CHB-MIT Scalp EEG.
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Figura A.7. Comparação das melhores curvas de compressão de cada família Wavelet
em sinais do CHB-MIT Scalp EEG.
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