The Atmospheric Radiation Tables (ART) 
Introduction
In the general circulation model now being run at the National Center for Atmospheric Research (NCAR) (Kasahara and Washington, 1967) , one would like to carry out the numerical integration of the radiative transfer equation simultaneously with the integration of the dynamical differential equations. However, even with the use of a high speed computer, an accurate calculation of the atmospheric radiation by exact integration of the transfer equation is time consuming. A simplified method has been suggested by Rodgers and Walshaw (1966) , based on cooling to space. They show a high degree of accuracy using this method, especially in its application to high altitudes.
In a comprehensive model of the general circulation, the atmospheric radiation calculation is related not only to the cooling of the atmosphere but also to the energy budget at the earth's surface.
Hence, it is desirable to prepare a numerical program which is simple and feasible for both the radiation flux and flux divergence calculations.
A radiation chart may be one of the adequate methods because it is simple enough and also permits the inclusion of the important effects of clouds in the calculations.
Method of radiative flux calculation
At a specified height, z, in a plane-parallel atmosphere, the downward and upward fluxes through a unit horizontal surface are determined by the following quantity, called mean absorptivity (Elsasser and Culbertson, 1960) :
where u is the effective amount of gas in a vertical air column of unit cross section, T is the temperature, B is Planck's radiation function
expressed in flux at frequency 1), and T f represents the mean transmissivity Tf(u)
where Au is a small frequency interval within which B is nearly constant, Ei is the third exponential integral, and n is the absorption coefficient.
If the absorbing gas is distributed in an atmosphere of variable pressure, the effective path length is given by u = q dP ,
P 1
where g is the gravity constant, q is the mixing ratio of the absorbing gas, Po is the standard pressure, and PI and P2 are the pressures at the top and bottom of the air column, respectively. This approximation is based on the assumptions that the absorption lines change their width in linear proportion to the pressure and that the center of the line is perfectly opaque.
Extensive numerical tables of R(u,T) have been published by Elsasser and Culbertson (1960) for various absorption bands of water vapor, carbon dioxide, and ozone. The authors assume that the temperature dependency of the absorption coefficient can be taken into account in the flux calculation by using the absorption coefficient at the temperature of a slab from which the radiation is emitted. As pointed out by Godson (1953) , however, this assumption is valid only if temperature variation is sufficiently small along the whole path of the radiation. If temperature changes appreciably along the path, the assumption inevitably introduces an error in the transmissivity. In such a case, the optical path length, n u, assumed in the calculation of Tf is obviously not equal to the true path length, which must be a function of the temperature distribution along the whole path of the radiation.
In an actual atmosphere of variable temperature, therefore, the tables should be applied with careful consideration of whether or not the assumed absorption coefficient will permit an accurate flux calculation.
Under the assumptions noted above, the downward and upward fluxes at level z in a cloudless atmosphere are given by
0 and 4 T(z)
where o is Stefan's constant, 8.13 x 1011 cal/(cm2 deg min); the temperature at the top of the atmosphere is assumed to be zero; and the ground surface is perfectly black.
The rate of the temperature change is obtained by
where p is the air density at z, and C is the specific heat of air at constant pressure.
To read R(u,T) from ART, a cubic interpolation formula in terms of u and T was used. Then the numerical integrations in Eqs. (4) and (5) Howard, Burch, and Williams (1956) and Palmer (1960) . It is interesting to compare the results from different calculation techniques using the same meteorological data (London, 1952) . As shown in Fig. 1 , similar trends in the cooling rate distribution are obtained by both ART and
McClatchey, but the results by ART show slightly smaller cooling rates.
In order to see the effect of the temperature correction used in ART, we also made the cooling rate calculation with a different assumption about the absorption coefficient. We assumed that the coefficient is entirely constant with respect to temperature. Table 10 The reason for this peculiar result will be discussed later when the flux computations in various radiation charts are compared.
In order to compare the results of ART for whole frequency intervals, including the window, we chose the calculation by Rodgers and Walshaw (1966) as the standard because it is considered the most reliable calculation recently made. The meteorological data used were for a tropical atmosphere (Nairobi, 7 January 1960) and for an arctic atmosphere The difference in net fluxes is due mainly to different evaluations of the downward flux in the two radiation charts.
Comparisons of calculations to the observed downward flux are shown in Table 1 . Observations were made under various conditions of clear sky. Using radiosonde measurements of temperature, pressure, and humidity, the downward flux was calculated by ART. For the sake of comparison, the hand calculations using the charts of Yamamoto and
Elsasser have been reproduced from Yamamoto and Sasamori (1953) . Our results by machine calculation (using Yamamoto's chart) agree well with Fig. 4 the absorption curves used in each radiation chart.
For the sake of easier comparison of the absorption curves at various temperatures, we transformed R(u,T) to the normalized absorptivity A(u,T):
The downward flux is written
As shown in Fig. 4 , the ART curves are the lowest of all the curves. calculation, rather than improving its accuracy.
Simplified radiation calculation
In the previous discussion we reviewed the results of ART by comparing them with those of other methods. Because Yamamoto's chart is reliable in the computation of downward flux (although it was checked only at the ground), we decided to use it for the radiation calculation in our general circulation experiments. However, the flux calculation using absorptivity given by the numerical tables is not suitable if it is carried out repeatedly in the course of dynamical calculations. Therefore, we simplified the numerical procedure by replacing the tables with empirical formulas.
Empirical formulas for mean absorptivities. As shown in Fig. 4 
In the first integral of Eq. (9), A(u,T') may be regarded as an approximate function of u only, disregarding the direct dependency on T'. In the second integral, u(T(zl)) -u(T(z)) can be regarded as constant with
T' because of the definition of z . Therefore, Eq. (9) may be approximated by T(z)
where A (u) denotes the average absorption function, A(u,T'), for the range of temperature from 30 to -50C, and
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In the formulation of A , we require the following restrictions:
and
where p is Planck's mean absorption coefficient. The first restriction is obvious by definition, and the second is deduced from Eqs. (1) and (2).
Empirical formulas for water vapor. Planck's mean of the absorption coefficient of 6 . • HO0
"Throughout the paper the common logarithm (base 10) is used.
The mean absorptivity, A, is evaluated in Yamamoto's chart by integration of A with temperature, and the empirical formula is as follows:
for (14) for ( Empirical formulas for carbon dioxide. By assuming that p = 0.377 per cm of pure CO 2 gas at standard temperature and pressure (STP) (Goody, 1964) , the absorption curve for CO 2 is fitted by 
CO 2
The formulas of A for CO 2 , obtained from Yamamoto's chart, assume that T = -60C and that A is not a function of temperature. The formulas are: 
and the empirical fit is shown in Fig. 8 .
Empirical formulas for ozone. By assuming n = 0.288 per cm of pure 03 (STP) (Goody, 1964) , the mean absorption is 
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A is assumed to be temperature independent and is based on the value of ART at -60C:
A 0.0122 log (u 0 + 6.5 x 10 ) + 0.0385 .
A and A are compared with the original results by ART in Fig. 9 .
The overlapping of the 9.6p band of ozone on the water vapor band is taken into account by assuming that the -transmission of water vapor is grey in this region and that the absorption coefficient is 0.1 per gm of water (Elsasser and Culbertson, 1960) .
Results of calculations using empirical formulas. By using the empirical formulas, the downward and upward fluxes were calculated for a model atmosphere by London. The cooling rate calculated by the empirical formula is shown in Fig. 11 . This six-layer calculation is compared with results from
Yamamoto's chart, and from Rodgers and Walshaw's chart. They agree well with each other.
Summary and concluding remarks
To prepare the radiation calculation program for the NCAR general circulation model, we examined the accuracy of radiation charts which are currently available. Our primary concern was with the tables by
Elsasser and Culbertson, because they are the most comprehensive ones
and can be applied directly to the numerical integration of the radiative flux. However, the test calculations described in this paper led us to conclude that the downward flux obtained with these tables is too small and hence creates difficulties in calculating the radiation balance at the earth's surface.
Yamamoto's radiation chart was then transformed for use in our numerical program by replacing the absorption functions with simplified empirical formulas. The accuracy using this numerical program was found to be adequate for both flux and flux divergence calculations.
The computing time for the calculation of flux and flux divergence is about 0.06 sec on the CDC 6600 for a single temperature profile (six grid points) of the atmosphere.
In this paper we have been concerned with radiation calculations in a cloudless atmosphere. In the six-layer NCAR general circulation model, however, the effects of clouds are taken into account in the radiation calculation by a method similar to one described by Manabe and Strickler (1964) . We assume that the cloud layer has infinitesimal thickness and that cloud layers coincide with the grid point levels in the vertical. If actual clouds (such as cumulus or altocumulus) extend deep into the atmosphere, we assume the same fractional cloudiness in all the levels between the top and bottom of these clouds. Fig. 1 Comparison of the cooling rate by water vapor bands (excluding the window), based on meteorological data by London (1952) . 
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