ABSTRACT In this article, we provide a novel improved model-free temporal-difference control algorithm, namely, Expected Sarsa(λ), using the average value as an update target and introducing eligibility traces in wireless communication networks. In particular, we construct the update target using the average action value of all possible successive actions, and apply eligibility traces to record the historical access of every state action pair, which greatly improve the model's convergence property and learning efficiency. Numerical results demonstrate that the proposed algorithm has the advantage of high learning efficiency and a higher learning-rate tolerance range than Q Learning, Sarsa, Expected Sarsa, and Sarsa(λ) in the tabular case of a finite Markov decision process, thereby providing an efficient solution for the study and design wireless communication networks. This provides an efficient and effective solution to design further artificial intelligent communication networks.
I. INTRODUCTION
With the development of artificial intelligence technology, it has become a new trend to apply machine learning in real environments to solve practical physical communication problems [1] . As an important branch of machine learning, reinforcement learning is widely used in policy optimization control problems [2] . This is a learning method in which the machine actively interacts with the environment and obtains information to optimize the control policy. Compared with other machine learning methods, reinforcement learning can learn on its own by trial and error without too much environmental information or even an environmental model. It has strong environmental adaptability and perception, and also has the characteristics of online learning [3] , [4] . Therefore, reinforcement learning provides a feasible and effective solution to the problem of sequential decision-making in complex environments.
Model-free reinforcement learning is widely used in the problem of sequential decision making control with unknown
The associate editor coordinating the review of this article and approving it for publication was Guan Gui. network with multiple wireless transmitters, multiple amplify-and-forward relays, and one destination. In addition, Venkatraman et al. [12] proposed an opportunistic spectrum access scheme based on an enhanced learning Q-learning algorithm to improve the spectrum utilization efficiency. This algorithm was based on prior information without environmental characteristics or evolution.
The above-mentioned studies on the applications of the reinforcement learning framework generally regard state and action variables as discrete or discretize continuous variables. This introduces certain quantization errors and destroys the continuity of space. Therefore, it is difficult to find the optimal control policy to address the problem of continuous variables. For the reinforcement learning problem of continuous variables, we can use an actor-critic algorithm based on a policy gradient [13] . Notably, a policy gradient belongs to policy-based reinforcement learning. Its basic principle is to optimize the policy through gradient updates, which can be used to directly learn the general stochastic policy. The authors in [14] proposed an actor-critic algorithm based on a policy gradient for heterogeneous networks using hybrid energy to perform user scheduling and energy allocation, thereby improving the energy efficiency of the system. In reality, the actor-critic algorithm guarantees the continuity of some elements in the state and action vectors. The actor is used to generate random actions, and the critic uses the estimate function and evaluates the policy to guide the actor, i.e., the policy gradient evaluated by the critic is used to update the policy. To deal with complex practical tasks, the existing literature combined reinforcement learning with deep learning algorithms. To be specific, the authors in [15] proposed a deep Q-network using neural networks. The authors in [16] proposed a novel spatial-temporal value matrix aided deep learning based intelligent network traffic control system. In [17] , the authors provided a convolutional long short-term memory network-based deep learning method for predicting the downlink channel state information from the uplink channel state information directly.
In this paper, we present a novel improved model-free reinforcement learning algorithm in wireless communication networks that combines Expected Sarsa and eligibility traces. To be specific, we construct the update target by the average value of all possible successive actions, thereby reducing the variance caused by random sampling. As we use the average value of all possible actions under the successive state to construct the update target, the estimation of the action-value function is updated along the direction of the average value rather than in the direction of a sample value. Furthermore, when constructing the current update target, we introduce eligibility traces to record the history access for every state action pair to consider the influence of a series of state action pairs experienced previously.
The remainder of this paper is organized as follows. Section II presents the agent-environment interface and value functions. In Section III, the proposed algorithm and other typical model-free reinforcement learning algorithms are derived and investigated. Section IV provides numerical results and discussion. Finally, our conclusions are presented in Section V.
II. SYSTEM MODEL
In this section, we first discuss the agent-environment interface. Subsequently, we derive and investigate the value functions. 
A. AGENT-ENVIRONMENT INTERFACE
As demonstrated in [18] , the interaction process between the agent and environment in reinforcement learning can be defined as a Markov decision process, as shown in Fig. 1 . In this section, we discuss the tabular case of a finite Markov process, in which the state, action, and reward space all contain a finite number of discrete elements. The agent interacts with the environment in a series of discrete time steps. In light of this, we define the environmental state of time step t as S t ∈ S = {s 0 , s 1 , . . . , s n−1 } and the action taken by the agent at time step t as A t ∈ A = {a 0 , a 1 , . . . , a m−1 }. Therefore, at any time step t and the following time steps, the agent interacts with the environment as follows:
Step 1: The agent observes the environments and obtains the environmental state S t ;
Step 2: The agent decides to take action A t based on the current policy according to S t ;
Step 3: After a time step, the agent gets the reward R t+1 of the environmental feedback and observes that the environment transitions to a new state S t+1 .
Next, we define immediate reward R t+1 at time step t + 1 to reflect that R t+1 and S t+1 are jointly determined by state S t and action A t at the current time step t. Meanwhile, according to the property of the finite Markov decision process, the environmental state and immediate reward of the successive time step t + 1 depends only on the environmental state and the agent action of current time step t. Therefore, we can define the environmental dynamics as the following discrete probability distribution:
It is worth mentioning that s ∈ S, r ∈ R, s ∈ S, and a ∈ A represent possible values of the corresponding random variables. In the Markov decision process, the probabilities (1) can be used to fully describe the environmental dynamics; that is, the possible values of S t+1 and R t+1 are related only to the preceding state and the actions S t and A t , and does not depend on the previous states and actions. VOLUME 7, 2019 Intuitively, in a sequential decision-making problem of reinforcement learning, the actions taken by the agent at a certain time step will not only influence the current immediate reward but also the subsequent environmental state and future rewards. This feature seems to contradict the Markov property of environmental dynamics. However, in reality, when defining the state, we assume that the state has summarized all the useful information of the history. Once the agent gets the current state, it can ignore the previous history. Therefore, when the definition of the state is reasonable, we can model the reinforcement learning problem into a Markov decision process. It is worth mentioning that the goal of the agent is to maximize the cumulative reward. Therefore, based on the reward trajectory after time step t and introducing a discounted factor, we can define the expected discounted return for time step t as
where k denotes the iteration number, γ is the discounted factor, which satisfies 0 ≤ γ ≤ 1.
B. VALUE FUNCTIONS
In general, value functions are a particularly important concept in most reinforcement learning algorithms. There are two types of value functions: the state-value function and the action-value function. The former is the expected discounted return that can be obtained from a state s following a certain policy π. The latter is the expected discounted return starting from state s, taking action a, and following policy π. We consider the general stochastic policy π(a|s), which means the probability of taking action a under state s and satisfies a π(a|s) = 1. The state-value function and the action-value function for policy π can be defined as V π (s) and Q π (s, a), i.e.,
where E π [·] represents the expectation of the expected discounted return under the policy π. Next, we can derive the state-value function as
Similarly, the action-value function can be expressed as
It is worth mentioning that (5) and (6) comprise the Bellman equation, which indicates the recursive relation of value functions between the current state action pair and the successive state action pair. Furthermore, the state-value function and the action-value function have the following relations derived from (5) and (6):
In the finite Markov decision process, when the agent is fully aware of the environmental dynamics, i.e., the transition probability p(s , r|s, a) is known to the agent, then the sequential decision making problem can be directly solved by iteration of the Bellman equation to calculate the exact state value and action value.
We first consider how to solve the optimal policy of the finite Markov decision process when the environmental dynamics are known, i.e., to find a policy to maximize the rewards. This actually becomes a dynamic programming problem. Here, if V π (s) ≥ V π (s) for all states s ∈ S, then we define that strategy π is better than strategy π [19] . According to the theory of dynamic programming, there is at least one optimal strategy π * , which has an optimal statevalue function V * (s) and an optimal action value function Q * (s, a) as
It is worth mentioning that (9) and (10) comprise the Bellman optimality equation, which must conform to the structure of the Bellman equation. Therefore, the Bellman optimality equation implicitly implies the following optimality policy:
The above-mentioned policy is actually a deterministic policy, which is called the greedy policy. This means that once we obtain the exact Q * value or V * value, we can determine the optimal policy. When the model of the Markov decision process is assumed to be completely known, we can use a typical dynamic programming algorithm to directly calculate the optimal value function in an iterative form through the Bellman optimality equation, and thereafter use the greedy criterion as our policy. Common methods in dynamic programming are policy iteration and value iteration.
Notably, in a real reinforcement learning problem, the perfect environmental dynamics p(s , r|s, a) are unknown to the agent, and it is difficult to directly introduce the Bellman equation to solve the optimal policy. Therefore, the agent needs to obtain an accurate estimation of the value function as much as possible under the condition of limited computational power and programming feasibility conditions. This leads to a model-free reinforcement learning framework, in which the agent only needs to rely on its experience obtained from the interaction with the environment to learn the optimal policy without knowing the environmental dynamics.
III. MODEL-FREE METHODS
In this section, we derive the optimal policy of the finite Markov decision process when the perfect environmental dynamics are not given to the agent or little environmental prior information is known to the agent. For this reason, the Bellman optimality equation can be rewritten as
Most reinforcement learning algorithms need to obtain a proper estimate of the above-mentioned equations (12) and (13) . In practice, we usually use the empirical mean return instead of the expected return of the random variable, and to facilitate computer programming, we will use the incremental mean to calculate. Here, taking the estimation of the action-value function of the Bellman equations as an example, suppose that we have a set of samples G 1 , G 2 , . . . , G k of return, which are all samples of return obtained by following the policy π after taking the same action a in the same state s. Subsequently, we can obtain the estimate of the action-value function:
We then write (14) in an incremental form (k ≥ 2):
It is worth mentioning that (15) is a typical iterative form. To be specific, when we obtain the k-th sample G k , we can adopt the estimate Q k−1 (s, a) of the previous iteration to calculate the increment G k − Q k−1 (s, a) and update the estimate of the k-th iteration Q k (s, a) . Similarly, the estimate of the state-value function can be expressed as
Here, notably, G k in (16) is a sample obtained by following policy π in the same state s. Therefore, whenever a new return sample is obtained, an iteration can be performed to update the estimate of the value functions. Normally, the step size 1/k is set to a fixed small positive value α which is also called the learning rate. As the number of samples increases, the estimate of the value functions becomes more accurate.
A. MONTE CARLO METHOD
Notably, G k in (16) can be seen as an update target. Each sample-based iteration estimates the value functions V (s) or Q(s, a) approach the update target with a certain step size α. If we consider a finite Markov decision process with a termination state, the trajectory of the agent from the initial state through a series of action selections and state transitions to the termination state can be defined as an episode. Whenever the agent completes an episode, we can calculate the actual return as
where T denotes the time step of the termination state. When the samples G t are obtained with the completion of every episode, an update can be performed using (15) . When the number of samples approaches infinity, the estimate of the value function approaches true. The above-mentioned method can be defined as the Incremental Monte Carlo Method. As the Monte Carlo method directly samples the return G t of the complete episode, it does not introduce a bias when estimating value functions, i.e., the return G t is an unbiased sample of value functions. However, the Monte Carlo method can only be applied to episodic tasks with a termination state, and each time the estimate is updated, it needs to wait until the agent completes an episode to obtain the actual return. This is an episode-by-episode learning method.
B. TEMPORAL-DIFFERENCE LEARNING
The similarity between temporal-difference (TD) learning and the Monte Carlo method is that they all learn value functions directly from experience to obtain the optimal policy. However, compared with the Monte Carlo method, TD learning is a step-by-step method and does not need to wait for the agent to complete an episode and then update the estimated value. Instead, the agent performs an update to the estimate of VOLUME 7, 2019 value functions every time it performs a time step. In reality, TD learning is essentially derived from the recursive form of the Bellman equation, which can be expressed as
Here, let us consider the estimation of the state-value function. We can choose to sample R t+1 + γ V π (S t+1 ) to calculate the sample mean and hence obtain an unbiased estimate of V π (s). In reality, we only need to perform the observation and sampling on the next time step, and this can be used for the estimation update immediately. However, in a real reinforcement learning problem, the true value of the value function is unknown. It is the target we need to estimate. Although we can directly sample R t+1 and S t+1 , we still cannot calculate V π (S t+1 ), so we cannot determine the sample of the update target R t+1 + γ V π (S t+1 ) in the actual calculation.
To ensure the actual step-by-step update, we have to introduce a certain bias. In general, TD learning sets the update target based on the obtained estimated value, i.e., R t+1 + γ V (S t+1 ) is the update target of estimating the state-value function. This is the biased sample of V π (s), and its bias is introduced by the estimate V (S t+1 ). This method is called bootstrapping. Therefore, we can obtain the update of the estimate of the state-value function of time step t as
where V t represents the earlier estimate of the state-value function for time step t, V t+1 is the later estimate for the statevalue function, and α is the learning rate. Each update only needs to sample the immediate reward R t+1 and the one-step successive state S t+1 . The TD update target R t+1 +γ V t (S t+1 ) is constructed at time step t + 1 and guides the update of the estimate of the state-value function. It is worth mentioning that when a reasonable learning rate is selected, V t (s) will approach the true value, i.e., V t (s) → V π (s), as time t tends to be infinite. In the model-free Markov decision process framework, we usually refer to the estimate of the state-value function as model-free prediction, and the estimate of the action-value function as model-free control. In general, TD learning can also be used to estimate the action-value functions. We will discuss several typical algorithms below.
1) Q LEARNING
One of the representative algorithms for model-free reinforcement learning is Q Learning, which belongs to an offpolicy TD control. The essence of the Q Learning algorithm is to derive the estimated value of Q directly from the Bellman optimality equation. Combined with the idea of TD learning, once we know the optimal action value Q * (s , a ) corresponding to all possible actions a of state s of the successive time step, we only need to select the action with the max action value according to the greedy policy. Subsequently, we can obtain the estimate of Q * (s, a) for the current time step as
Here, we adopt the sample mean instead of the expected value, and we use an incremental mean calculation. Subsequently, we introduce the unbiased sample R t+1 + γ max a ∈A Q * (S t+1,a ) of Q * (s, a) as the update target. In view of this, we need to sample R t+1 and S t+1 at time step t + 1 and build an update target to ensure that this is step-by-step learning. Similar to the model-free prediction, as the true optimal action value is unknown, we can apply bootstrapping, which uses the biased sample R t+1 + γ max a ∈A Q(S t+1 , a ) as the update target with the current estimate for estimating the optimal action-value function. In addition, the Q Learning algorithm uses an off-policy structure that consists of two policies: target policy and behavior policy. The former uses the greedy policy to build update targets; the latter uses the ε − greedy policy to generate the actual action. Generally speaking, the behavior policy belongs to the soft policy, i.e., all actions have a certain probability to be selected so that the agent can be guaranteed to search for the entire action space. The ε − greedy strategy is to select the action with the max Q value and a probability of 1 − ε in a certain state, and randomly selects one from all possible actions of the state with the ε probability, which can be expressed as
where |A(s)| represents the number of all possible actions in state s. Based on this, the update formula of Q Learning can be expressed as
− Q t (S t , A t ) (23) where Q t represents the estimate of the action-value function for time step t, and Q t+1 is the later estimate of the actionvalue function for the successive step. In light of this, each update only needs to sample the immediate reward R t+1 and the successive state S t+1 . The update target R t+1 + γ max a ∈A(s) Q t (S t+1 , a ) can be constructed at time step t +1.
2) SARSA
Sarsa is an on-policy TD control. Sarsa's target policy and behavior policy are both ε − greedy policies. Its essence is to use the action-value function of the Bellman equations to estimate the corresponding action-value of the greedy policy. To address this issue, we use R t+1 + γ a ∈A π(a |S t+1 )Q(S t+1 , a ) as the update target to guide the estimate of the true action-value function. The update target only needs to consider the sampling of R t+1 and S t+1 . However, to reduce the computational burden, we can consider to choose further sampling, and use R t+1 + γ Q(S t+1 , A t+1 ) as the update target. That is, while considering the sampling of successive state S t+1 and the immediate reward R t+1 , the successive action A t+1 is also sampled. The update target is constructed at time step t + 1, and the following update to the estimate of the action-value function can be expressed as
The above-mentioned formula also obviously performs bootstrapping, i.e., the item Q t (S t+1 , A t+1 ) and each update only need to obtain the one-step transition (S t , A t , R t+1 , S t+1 , A t+1 ) of the state action pair.
The ε − greedy policy of Sarsa depends on the value of Q. Although the policy can be gradually improved by estimating the value of Q through each iteration, owing to the characteristics of the ε−greedy policy (i.e. selecting one from all possible actions evenly and randomly with the probability of ε), Sarsa will eventually converge to the near-optimal policy, and the actual optimal policy cannot be obtained. However, if ε decreases with time (e.g. ε = 1/t), we can also conclude that the Sarsa algorithm gets the optimal policy when it converges.
3) EXPECTED SARSA WITH ELIGIBILITY TRACES
Both Q Learning and Sarsa are generally suitable for solving most tabular cases in the Markov decision process, i.e., the state space and action space are a collection of discrete values, and the total number of state action pairs is not particularly large. In this way, under limited storage space and computing power, it is feasible to establish a lookup table for all state action pairs and apply the greedy policy or ε − greedy policy derived from Q. Here, we should mention that when the state and action spaces are exceptionally large, even continuous, it is crucial to use function approximation. The scenario discussed in this paper is a tabular case under a finite Markov decision process. In this case, Q Learning and Sarsa, which use TD learning, are step-by-step full online learning methods. The agent takes the state action pair as the entry point of the lookup table, and each time step of the episode is performed. The estimate of the value function of the corresponding state action pair in the lookup table is updated by bootstrapping.
Notably, the update target of Sarsa is R t+1 +γ Q(S t+1 , A t+1 ), i.e., it considers the sampling of (R t+1 , S t+1 , A t+1 ). Because when sampling the successive action A t+1 , the ε − greedy policy will randomly select one from all of the actions with a certain probability ε, the randomness of A t+1 will bring a large variance to the update target when ε has not been decremented to a small extent. To reduce the variance of the online performance of Sarsa, we can once again review the action-value function of the Bellman equation in the Markov decision process as
To overcome the above-mentioned issue, we can use Expected Sarsa. To be specific, we no longer construct the update target by sampling the Q value of a successive action. Instead, we can construct the update target by using the average Q value of all possible successive actions, i.e., R t+1 + γ π(a |S t+1 )Q(S t+1 , a ). This reduces the variance caused by random sampling. As we use the average Q value of all possible actions under the successive state S t+1 to construct the update target, the estimate of the action-value function will be updated along the direction of the average Q value and not in the direction of a sample Q value. In addition, if we approach ε to 0 in an appropriate way, then ε − greedy policy will eventually approach the greedy policy. Therefore, if ε → 0, then the R t+1 + γ a ∈A π(a |S t+1 )Q(S t+1 , a ) → R t+1 + γ max a ∈A Q(S t+1 , a ), which ensures that Expected Sarsa will find the optimal policy when convergence occurs. The update formula of Expected Sarsa can be expressed as
As shown in Fig. 2 , Q Learning, Sarsa, and Expected Sarsa use one-step look ahead, which uses immediate rewards and the one-step future expected reward to build update targets. By contrast, in reinforcement learning, actions taken by an agent in the state of a certain time step will affect not only the immediate reward but also the successive state and future rewards. Therefore, when constructing the update target in the current time step, it is necessary to consider the effect of a series of state actions that have been experienced previously. This can improve the learning efficiency and online performance of the algorithm to a certain extent. Usually, we use eligibility traces, and in the tabular case of the finite Markov decision process, we can directly create an eligibility trace for all state action pairs to record the historical access of each state action pair. When describing the eligibility of a state action pair, we generally believe that the most frequently visited and recently accessed state action pairs have the highest eligibilities, and over time, the eligibilities of the state action pairs that are not accessed will decline. We define E as the eligibility trace. This stores the eligibilities of all state action pairs. The update of the eligibility traces at time step t can be expressed as
where E t represents the eligibility trace at current time step t, and E t−1 is the eligibility trace of the previous time step. Parameter γ ∈ [0, 1) is the discounted factor, and parameter λ ∈ [0, 1) is the eligibility trace decay factor. Item 1 (S t = s, A t = a) indicates that only when the current state action pair (S t , A t ) is (s, a) will its value will be 1; otherwise, it will be 0. When both state space S and action space A are a set of finite discrete elements, the eligibility trace is equivalent to a lookup table with N = |S| × |A| elements, and each state action pair is the entry point of the table. At each time step, all N elements in the eligibility trace are decayed by γ λ, and only the eligibilities of the state action pairs accessed at that time step increase. The more frequently accessed and the nearer accessed the state action pairs, the greater are their eligibilities. This is called the accumulating eligibility trace. Another type of eligibility trace is called the replacing traces, which does not consider the frequency of access, but only the neartermness of the access. The update of this eligibility trace will set the eligibility of the currently accessed state action pair to 1 instead of accumulating eligibility. All elements of the replacing eligibility trace are then decayed by γ λ. Next, we can use the TD error of Expected Sarsa and eligibility traces to jointly guide the update of the estimate of the action-value function as
where δ t is the TD error of time step t, and E t is the eligibility trace. Observing the above-mentioned formula, it can be noted that at each time step, action values of all state action pairs need to be updated, although this adds a certain amount of computation compared to the algorithms with eligibility traces. However, the action-value function and eligibility traces in the tabular case can be constructed as lookup tables, and operations between them can be quickly implemented by matrix operations. TD learning using eligibility traces actually converts the forward views (λ-return) into backward views. The λ-return is not suitable for online learning, while the backward views can be applied to online learning. One-step TD learning is actually a special case of λ = 0, and the Monte Carlo method corresponds to the special case of λ = 1. Generally speaking, to achieve the best online performance of the algorithm, the value of λ will be between the two above-mentioned cases, which can be obtained by combining specific application scenarios. This paper considers episodic tasks with a termination state, and the complete proposed algorithm is given in Algorithm 1: Choose A from S using ε − greedy policy derived from Q Take action A, observe R,
For all s ∈ S, a ∈ A(s):
IV. NUMERICAL RESULTS AND DISCUSSIONS
In this section, we compare the difference between on-policy and off-policy TD controls. Furthermore, we choose Cliff Walking which is a typical tabular case in a finite Markov process, to demonstrate the superiority of the proposed Expected Sarsa(λ). As shown in Fig. 3 , each cell represents the state of the Cliff Walking environment. The actions that the agent can take under each cell can be organized as follows: move up, down, left, or right, and move one cell at a time. If the agent encounters the boundary of GridWorld, it will remain in place. Different from the general GridWorld, we divided a special region called Cliff in the environment. Once the agent enters the Cliff, it receives reward = −40, and the agent immediately returns to the start state. The immediate reward and state transition are the same as in GridWorld, i.e., the agent receives reward = −1 at every time step except when reaching the goal state, and when the agent reaches the goal state, it receives reward = +10 and the episode is considered to be completed. In addition, we do not consider the randomness of the agent's transfer between cells, i.e., the agent will move in the direction specified by the action except when it enters the Cliff or encounters the boundary.
A. OFF-POLICY VS. ON-POLICY
In this part, we compare the difference between the on-policy and off-policy control algorithms in Cliff Walking. Let us take Q Learning (off-policy) and Sarsa (on-policy) as examples. The parameters are set to ε = 0.1 and α = 0.2. Let the agent perform 250 episodes and operate for a total of 10 runs. By averaging over 10 runs, the results (smoothed) are shown in Figs. 4 and 5. It can be observed that when the algorithms tend to converge, the online performance of Q Learning, which indicates the complete reward of an episode, is slightly worse than that of Sarsa. Meanwhile, with regard to the length of the time step used per episode, as shown in the slope of the curves in Fig. 5 , the length of Q Learning is significantly shorter than that of Sarsa, which means that Q Learning finds shorter optimal paths than Sarsa. This is because Q Learning actually learns the optimal policy. That is, it moves toward the goal along the edge of the Cliff, but because the behavior policy of Q Learning is the ε − greedy policy, the agent is more likely to fall off the Cliff when moving along the Cliff edge, which results in a lot of punishment. By contrast, Sarsa learns a safer path, which means that the agent will move toward the goal on a path farther from the Cliff, and the probability of going wrong into Cliff is even lower. Therefore, in Cliff Walking, the online performance of Sarsa is better than that of Q Learning, but Q Learning finds a shorter path than Sarsa to reach the goal.
B. INTERIM PERFORMANCE OF TD CONTROL WITH DIFFERENT LEARNING RATES
In this part, we discuss the effect of different learning rates on each TD control algorithm. As we want the agent to learn the optimal algorithms faster and better, i.e., the algorithm to attain a superior online performance faster, we choose the interim performance of the algorithm learning process. Therefore, we select the first 100 episodes performed by the agent as our observation window (regardless of whether the algorithm has tended to converge), and perform 10 runs for each learning rate. The learning rate is increased from 0.1 to 0.9 in steps of 0.1, and the other parameters per run are set as follows: ε = 0.1, the decay factor of eligibility traces of Sarsa(λ) and Expected Sarsa(λ) is set to λ = 0.5, and we use accumulating eligibility traces. Figure 6 shows the sum of rewards per episode averaged over first 100 episodes and 10 runs. It can be observed that the online performance of Sarsa and Sarsa(λ) increases first and then decreases as the learning rate increases, while the overall trend of the online performance of the other three algorithms rises. Furthermore, Sarsa(λ) and Expected Sarsa(λ) using eligibility traces have better online performance than the other three algorithms when the learning rate is lower than 0.6. However, with an increase in the learning rate, the performance of Sarsa(λ) begins to decline, while the performance of Expected Sarsa(λ) continues to rise. In addition, under the different learning rates, the online performance of Expected Sarsa(λ) is superior to that of the other four algorithms.
The reasons for these phenomena are as follows: the introduction of eligibility traces improves learning efficiency and greatly reduces the number of episodes that algorithms require to converge to the optimum. Hence, Sarsa(λ) and Expected Sarsa(λ) have faster learning speeds. Using the expected values of all possible succeeding actions to construct the update target increases the learning-rate tolerance range of the algorithm. In the case of a high learning rate, the algorithm can also perform well online and converge to the optimum. Therefore, with an increase in the learning rate, the performance of Expected Sarsa and Expected Sarsa(λ) improves, while the performance of Sarsa(λ) and Sarsa decreases significantly. Q Learning uses the max action value of succeeding actions to construct the update target, so it also has a good tolerance for the learning rate. Expected Sarsa(λ), which combines eligibility traces and constructs update targets with the expected action value, has two advantages: high learning efficiency and high learning-rate tolerance range. It also outperforms the other algorithms in the Cliff Walking environment.
C. DIFFERENT ELIGIBILITY TRACES
In this part, we discuss the interim performance of Sarsa(λ) and Expected Sarsa(λ) using different eligibility traces at different learning rates. We choose three kinds of eligibility traces: accumulating, replacing and replacing with clearing. The first two were introduced in Part B of Section III. The last eligibility trace not only replaces the eligibility of the accessed state action pair with 1, but also zeros the eligibility of the other non-accessed state action pairs. Figs. 7 and 8 show that when the learning rate increases, the interim performance of Sarsa(λ) increases first and then decreases. However, the online performance of Expected Sarsa(λ) rises constantly. Furthermore, Sarsa(λ) using the accumulating eligibility trace has the largest decline, while Sarsa(λ) that replaces the eligibility trace has a more moderate decline. Overall, Expected Sarsa(λ) using different eligibility traces does not show a significant difference as the learning rate increases.
