Fitting of experimental data with a polynomial determined by Gaussian least-squares analysis is a common and well-established praxis. However, there seems to be a lack in consistency if the resulting fit parameters are to be interpreted as physically meaningful quantities. Therefore, a detailed investigation of the fitting procedure itself as well as of the measuring process, including possible improvements of the resulting fit-parameters are presented in this paper.
Introduction
To describe measured data-sets {x, / (x)} a simple polynomial calculated from Gaussian least-squares analysis is often used. However, a problem which may arise is the interpretation of the resulting fit-parameters. If a polynomial of finite degree m is fitted to data which can be represented in terms of physically meaningful parameters f k only by a power series f(x) of infinite degree, erroneous and spurious interpretations of the resulting fit-parameters may be given on account of the applied Gaussian least-squares fit. This problem is known for quite a long time [1] and discussed in the framework of analyzing pVT-data of C0 2 , but obviously no further treatment was given up to now.
Let us first assume, that the "correct" and physically meaningful power-series is given by
Examples may be the thermodynamic equation of state (x = g = molar density, f(x) = Z = qJq = (p/RT)/q, go = molar density of the perfect gas, f k = B k = thermodynamic virial coefficient, describing intermolecular interactions between k+1 particles), or the evaluation of the dipole polarizability in terms of Cauchy moments (x = co 2 = squared frequency, /(x) = a (a;) = linear dipole polarizability, and f k = S( -2k -2) = dipole oscillator sums, which are related to excitaReprint requests to Dr. U. Hohm, Institut für Physikalische und Theoretische Chemie, Technische Universität Braunschweig, Hans-Sommer-Straße 10,38106-Braunschweig, FRG.
0932-0784 / 93 / 0800-890 S 01.30/0. -Please orde tions of all degrees of freedom), respectively. Usually, the N measured data points {x f , / (x f )} are fitted by the following polynomial of finite degree m < N-1:
where the a ( k m> now are the fit parameters of the applied Gaussian least-squares fit. It is important to note that in general a k m> 4= f k . But instead of this trivial statement, it is common praxis to interpret a[ m) as the corresponding physically meaningful parameters f k . Of course, in many cases this may be done without significant loss of accuracy. However, sometimes controverse and erroneous interpretations of the a£ m) are given. Based on these statements it will be shown how the measurements itselves may be performed (free choice of x,-is provided) to get a ( k m> «f k . Moreover, if any relationship between the physically meaningful parameters f k is known, an iterative improvement of the a ( k m) can be applied to come close to the desired f k , as will be shown below.
Formulation of the Procedure
Assuming that the measured N data-points {x h f (x ; )} are correctly described by (1), the problem is to minimize the squared deviation
with respect to the "unknown" a ( k m) of (2). Well-known and straightforward analysis leads to the matrix equar a reprint rather than making your own copy. tion (set of so-called "normal equations") XA=S, (4) where the elements of the (1 +m) x (1 +m) matrix X are given by
The elements of the 1 x(l+m) column-vector S are given by
.7=1 fc = 0 j=l fc = 0
and A is the 1 x (1 +m) solution vector with elements ,1=1,...,1+m.
The solution of this problem can be formulated as the matrix equation
which gives a relation between the fit-parameters a\™\ and the desired parameters f k of the polynomial (1):
x n being the elements of the inverse matrix X~l.
where the (p^' can be identified to be weighting coefficients for the exact (and physically meaningful) parameters f k in the case of fitting a polynomial of finite degree m to the N measured data-points. Therefore, it is easy to see that the a i l m _\ are only estimates of the true parameters f t - 1 .
As can be seen from standard textbooks on numerical mathematics [2] , the error in a,_ x for a Gaussian least-squares fit is given by <5a,
00 If now Safl\ < Z /k <P/k\ it is advantageous to rewrite (9) as
where M < oo has to be chosen for practical purposes.
Remember that f k is determined by the physics of the system only, and that (p\™ 1 xf l _ l . Of course, this seems to be a formidable task, but the problem may be treated as follows.
General Formalism
If nothing is known about the f k , one way to minimize the sum term in (11) may be given by the approach M Z I <plk' I Minimum, or equivalently
To deal with this problem in a systematic manner, the measuring interval t Min < t < t Max is first transformed via
into the interval 0 < x < 1. The N-abscissa values x t are then calculated via (14) k=l,..., N.
As is shown in vicinity of x = 0. This is also the case for a { ™\ although this cannot be seen in Fig. 2 a on account of the special scaling. But additionally, in this case an accumulation of x t at x = 1 (low A) causes an increase of P. In all cases, the slight dependence of P on N is probably due to the special distribution chosen for calculation of the x k according to (14). Although not shown, the same statements can be given for lower and higher values of m. It is interesting to note that, for given N and A, P increases with decreasing k of the fit-parameters a ( k m) . However, this special feature has already been found empirically [1] , since the advice has been given to use high polynomial degrees m in order to get reliable suring interval in order to get as close as possible to the desired approximation a£ m) «f k . This may be demonstrated using the following "polynomials" of infinite degree with known coefficients f k :
In Table 1 the resulting fit parameters a Table 1 towards the exact polynomial coefficients f k . This behaviour seems to be very reasonable, since a Taylor-series expansion of /(x) around x = 0 also gives the correct f k . This approach can also be observed, e.g., in the case of cos (x) or sin (x), respectively.
The Case of Known Relationships between the f k
After the basic mathematical formalism, which tells us something about the desirable distribution of the abscissa-values x k , is known, a further application to real measurements is developed now. In some cases, the f k must obey certain relationships on account of physical reasons. This can be, for instance, an inequality like f k <o)f k+1 , which is the case for the Cauchymoments S( -2 -2k) describing the frequency dependence of the mean linear dipole polarizability a (co) [3, 4] .
Suppose that the function F describes the exact relationship between f k and f k+1 , and that F can be approximated by a trial-function F k :
The zeroth estimate of f k is given by 
