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i (~x− ~µi)T ) (2.1)
~x ,~µ ,Σ































g(~x) = ~a · ~x+ b (2.4)
~x ~a
b
Support vector machine; SVM
SVM





gi(~x) = (~x− ~µi)Σ−1i (~x− ~µi)T − log
1√
2pi





























































A(z;x, y)f(x, y)dxdy (4.1)
A(z;x, y)
z v(z)
f0(x, y) f(x, y)
J =
∫ ∫
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~vo g ~vg , (g = 1, 2, · · · , N)
s2g = |~vo − ~vg|2 (4.5)
4.4. 19
Fg = −1.0× sg + (〈sg〉+ 2.0× σ) (4.6)






















































set#1 ( ) 94.4%





Table 4.2. confusion matrix
91 1 2 1 . 1 3 . . 1
. 99 1 . . . . . . .
1 1 94 1 . . 1 . . 2
. 1 1 95 . . . 1 . 2
. . 1 . 95 . 1 1 . 2
. 1 . 1 . 97 . . 1 .
1 3 1 . . . 95 . . .
1 . 1 . . . . 94 . 4
. 3 . . . 1 1 . 93 2













~µ(t+ 1) = ~µ(t)− α(t)(~x′(t)− ~µ(t)) if x′ ∈ C
~µ(t+ 1) = ~µ(t) + α(t)(~x′(t)− ~µ(t)) if x′ ∈ F , (4.9)
24 Chapter 4.
Figure 4.7.
Table 4.3. confusion matrix
92 1 1 . . 1 4 . . 1
. 97 1 2 . . . . . .
. . 96 3 . . 1 . . .
. . 2 92 . . . 2 . 4
. . 2 . 95 . . . . 3
. 4 . 2 . 93 1 . . .
. 4 1 . . 1 94 . . .
. . 2 . . . . 93 . 5
. 1 1 1 . . 1 . 92 4
1 . 1 . . . . 2 1 95
~µ C F





n α0 0 < α0 < 1





















set#1 ( ) 100.0%



































































~µi(t+ 1) = ~µi(t)− α(t)(~x′(t)− ~µi(t)) if ~x′ ∈ C
~µi(t+ 1) = ~µi(t) + α(t)(~x′(t)− ~µi(t)) if ~x′ ∈ F
32 Chapter 5.






64× 64 = 4096
~vo g ~vg
, (g = 1, 2, · · · , N)
s2g = |~vo − ~vg|2 (5.1)
Fg = −1.0× sg + (〈sg〉+ 2.0× σ) (5.2)















































Queries for Category A
Queries for Category B
Examples of Category A
Examples of Category B
Initial boundary
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olkopf (kernel principal component
analysis; kPCA) [91]. [40], [51] kPCA










































(~v′i · ~vl)(~vl · ~v′j) (7.1)
















































λ~v = C~v (7.4)



















(~xj · ~v)~xj (7.6)
. ~v {~x1, . . . , ~xm}
λ(~xk · ~v) = ~xk · C~v (7.7)
. kPCA .








. F Ψ(~xj)Ψ(~xj)T F
~X → Ψ(~xj)(Ψ(~xj) · ~X) (7.10)
7.3. 45
. F L2
∞ > (Ψ(~x) ·Ψ(~x)∗) (7.11)
.
F V ∈ F/{0} , C¯
λ~V = C¯ ~V (7.12)
. RN ,
λ(Ψ(~xk) · V ) = (Ψ(~xk) · C¯ ~V ) (7.13)












































mλαK = αK2 (7.18)
. K−1
mλα = αK (7.19)
46 Chapter 7.
α .
~V i · ~V j = δij
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α , ~x V






, Ψ(·) , ,
Ψ(~x)Ψ(~y) .
,Ψ(·) Mercer
k(~x, ~y) = (Ψ(~x) ·Ψ(~y)) (7.21)
. ,
Ψ(~x) ·Ψ(~y) k(~x, ~y) . ,
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−∆~x = −Ec(~x− ~µc)
rc
−∆~x = Ef (~x− ~µf )
rf
(A.18)
r, E c, f (correct) (false)
~xnew
(~x− ~µc)−∆~xc = (~xnew − ~µc)





wnewci (xi − µci) =
√
wci(xi − µci −∆xci)
√
wnewfi (xi − µfi) =
√
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ρ = ρ0cτrateprate (A.24)
τ crate 0 < crate < 1



















































































































































































































































































































































































































































































































































































































































































































ρ0 = 1.0,crate = 0.999
A.2
Bayes






























































Number of miss classification
Figure A.5.
ρ0 = 0.01,crate = 0.999999
perceptron





91.06% 82.20% 92.90 % 91.13%























































































































































































































































70 Appendix A. Coulomb


























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































74 Appendix B. Affine Mutation
f0(x, y) f(x, y)
J =
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|f(x, y)− f0(x, y)|2dxdy (B.2)
A(z;x, y)
[13] , A(z;x, y)
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