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Abstract
We introduce a tiling problem between bounded open convex poly-
forms Pˆ ⊂ R2 with directed and uniquely colored edges. If there exists
a tiling of the polyform Pˆ2 by Pˆ1, we show that one can construct a
monomorphism from the sandpile group GΓ1 = ZΓ1/∆(ZΓ1) on the do-
main (graph) Γ1 = Pˆ1 ∩ Z2 to the respective group on Γ2 = Pˆ2 ∩ Z2. We
provide several examples of infinite series of such tilings with polyforms
converging to R2, and thus the first definition of scaling-limits for the
sandpile group on the plane. Additional results include an exact sequence
relating sandpile configurations to harmonic functions, an alternative for-
mula for the order of the sandpile group based on a basis for the module
of integer-valued harmonic functions, and three examples of how to prove
the existence of (cyclic) subgroups for infinite families of sandpile groups
by constructing appropriate integer-valued harmonic functions. The main
open question concerns if the scaling-limits of the sandpile group for dif-
ferent sequences of polyforms converging to R2 are isomorphic.
1 Introduction
1.1 Background
Let Γ¯ = Γ ∪ {s} be the vertices of a finite connected (multi-)graph with sink s.
Denote by ∂Γ the boundary of Γ – the set of all vertices adjacent to the sink.
The standard discrete graph Laplacian ∆¯Γ¯ is then defined as the difference
between the adjacency matrix of Γ¯ and its degree/valency matrix. When we
delete, from ∆¯Γ¯, the row and column corresponding to the sink, we obtain the
reduced graph Laplacian ∆Γ. The sandpile group GΓ is then defined as the
cokernel of ∆Γ acting on ZΓ [25, 12, 45, 1], i.e.
GΓ = ZΓ/∆Γ(ZΓ).
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Note that the sandpile groups corresponding to different choices of the sink for
the same graph Γ¯ are isomorphic [20]. Also note that the sandpile group was
rediscovered several times and that it is, as a consequence, sometimes referred
to as the critical group–based on the work of Biggs [12, 11]–or as the Jacobian
and (sometimes) as the Picard group [5, 10, 8].
The study of the sandpile group originated in the physical literature, and
there mainly focuses on sandpile groups defined on finite connected domains of
the standard square lattice Z2, i.e. on graphs Γ¯ obtained from Z2 by contracting
all vertices Z2 \(Z2∩P ) outside of some finite open set P ⊂ R2 to the sink. The
group naturally arises in the study of the sandpile model, a cellular automaton
introduced by Bak, Tang and Wiesenfeld in 1987 [7] as the first and archetypical
example of a system showing self-organized criticality (SOC), a phenomenom
which subsequently became important in several areas of physics, biology, geol-
ogy and other fields (see [3] for a recent review). Shortly after the introduction
of this cellular automaton, Dhar showed that its recurrent configurations form
a group isomorphic to GΓ, and laid the foundation for its analysis [25, 26]. Due
to this isomorphism, both GΓ as well as the group formed by the recurrent
configurations of the sandpile model are commonly referred to as the sandpile
group. This may cause some confusion, since the elements of GΓ rather corre-
spond to the equivalence classes of recurrent configurations. For readers used
to the notation of the literature on the sandpile model, we thus note that the
distinction between transient and recurrent configurations does not apply when
directly working with GΓ. We also note that we denote the group operation
by + : GΓ × GΓ → GΓ, and not by (. + .)◦, with (.)◦ : ZΓ≥0 → {0, . . . , 3}Γ the
relaxation operator [25].
The sandpile group, specifically when defined on domains of Z2, provides con-
nections between various mathematical fields, including fractal geometry, graph
theory and algebraic geometry (see below), tropical geometry [16, 33, 34, 31, 32],
domino tilings [27], and others. Via the so called “burning algorithm”, Dhar
constructed bijections (in the category of sets) between the sandpile group and
spanning trees [25, 42], and thus showed that the former is a refinement of the
latter. Creutz was the first to study the recurrent configuration of the sandpile
model corresponding to the identity on domains of Z2, and provided an iterative
algorithm for its construction [22]. He found that, on many domains, this iden-
tity is composed of self-similar fractal patterns [22, 37, 28, 15, 14]; since these
patterns appear to be remarkably similar on rectangular domains with the same
aspect ratio, scaling limits for the sandpile identity have been conjectured [28].
Recently, we have extended these conjectures and suggested that several scaling
limits for each recurrent configuration exist, forming piecewise smooth “fractal
movies” referred to as harmonic sandpile dynamics [35]. Finally, based on an
analogy of graphs and (discrete) Riemann surfaces established by Baker and
Norine (including a Riemann-Roch theorem for graphs) [8, 9], several connec-
tions between algebraic geometry and the study of sandpiles were established
(see [44] and [21], p.65ff. and 191ff., for expositions). The most interesting con-
nection, in the context of this article, is provided by (non-constant) harmonic
morphisms between graphs, corresponding to holomorphic maps between sur-
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faces, as these morphisms directly induce epimorphisms between the respective
sandpile groups [9] (see also [46, 2]).
Only for few infinite families of graphs, the structure of the respective sand-
pile groups has been (partly) determined, including complete graphs [39], com-
plete multipartite graphs [29], cycles (equivalent to domains of Z1) [39], thick
cycles [1] (see also [26]), wheels [12, 43], modified wheels [45], wired regular trees
[38], thick trees [19], polygon flowers [17], nearly complete graphs [43], threshold
graphs [43], Mo¨bius ladders [18, 24], prism graphs/graphs Dn of the dihedral
group [23, 24], and n-cubes [6, 2]. While this list is certainly not complete, the
decomposition of the sandpile group on domains of Z2, for which the sandpile
model was originally defined [7], is–to our knowledge–yet unknown. Numeric
calculations of the order [25] or decomposition [26] of the sandpile group on
small enough domains however indicate that the groups are in general “incom-
patible”, even when the domains have the same shape, in the sense that no
group monomorphisms can exist between them. For example, the order of the
sandpile group on a 3× 3 square domain is 21172, while the one on a 5× 5 do-
main is 2183552112132. Recently, we have shown that the sandpile group can be
considered as a discretization of a |∂Γ|-dimensional torus, to which we refer to
as the extended sandpile group [35]. We have then derived epimorphisms from
the extended sandpile group on a given domain to the corresponding group
on a subdomain. On the level of the (usual) sandpile group, due to the dis-
cretization, this renormalization is however defined in the category of sets and
in general only “approximates” group homeomorphism for sufficiently large do-
mains [35]. Under which conditions these “approximations” can be lifted to true
group homeomorphisms, if possible at all, is yet unknown. This lack of known
relationships in terms of homeomorphism between the sandpile groups on dif-
ferent domains of Z2 is in stark contrast to the role of the sandpile model as
the archetypical example for self-organized criticality, given that the concept of
criticality itself is based on the notion of scaling. Progress in this subject might
also provide means by which the existence of the conjectured scaling limits of
the sandpile identity [28] and of other recurrent configurations [35] might be
proven.
1.2 Sandpile monomorphisms (main result)
In this paper, we analyze the relationships between sandpile groups defined
on different domains of the standard square lattice Z2. Specifically, given two
domains Γ1,Γ2 ⊂ Z2, Γ1 ⊆ Γ2, our goal is to understand under which conditions
group monomorphisms from GΓ1 to GΓ2 exist.
To state our main result, we first introduce some notation. Let M be the
unique tiling of R2 by isosceles triangles with base length 1 and height 12 such
that each vertex of (Z+ 0.5)2 coincides with the apecies of four triangles (Fig-
ure 1A). An M -polyform P ⊂ M then consists of a finite connected subset of
triangles in M (Figure 1B). Note that M is not the usual triangular tiling of
the plane, that the corners and edges of its triangles do not form a lattice, and
that M -polyforms thus differ from the usual definition of polyiamonds.
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Figure 1: A) Dark-gray points represent the vertices of the standard square
lattice Z2, while the gray isoscele triangles correspond to M . B) The isocele
triangles belonging to theM -polyform P1 are highlighted by a green background.
The black points and lines represent the vertices and edges of the graph Γ(P1) =
Z2 ∩ P1 defined by P1. The sides of the M -polyform are directed and colored,
exemplifying the definition of PDC1 . C) DC-tiling of a M -polyform P2 (all
colored isoscele triangles) by four copies of the M -polyform PDC1 from (B). The
background of the tiles are colored green if they can be obtained from PDC1
by only translations and rotations, and blue if (additionally) reflections are
required. Note that the graph Γ(P2) consists not only of the vertices and edges
corresponding to the four tiles (black points and lines), but also of additional
vertices lying on the common edges of pairs of tiles, and the edges connecting
these vertices to the rest of the graph (red points and lines).
By a slight abuse of notation, we interpret each M -polyform P to directly
correspond to the open subset of R2 enclosed by its isosceles triangles, i.e. to
the interior of
⋃
m∈P m. To each M -polyform P , we then associate the domain
Γ(P ) = Z2 ∩ P . This domain is obtained from the standard square lattice Z2
as described in the Introduction, i.e. by contracting all vertices Z2 \ (Z2 ∩ P )
to the sink (Figure 1B). We interchangeably denote by GΓ and GP the sandpile
groups defined on the domain Γ = Γ(P ).
Denote by PDC the result of assigning directions and colors to the edges of
an M -polyform P such that each edge has a different color (Figure 1B). Given
two M -polyforms P1 and P2, we say that P1 DC-tiles P2 if there exists a tiling
TP1→P2 of P2 by copies of PDC1 (allowing all transformations which correspond
to automorphisms of M), such that every common edge of two adjacent tiles in
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TP1→P2 has the same color and direction (Figure 1C).
We can now state our main result:
Theorem 1.1 Let P1 and P2 be two convex M -polyforms, and assume that P1
DC-tiles P2. Then, there exists a group monomorphism GP1  GP2 from GP1
to GP2 .
In the proof of this theorem, we construct an explicit mapping µ(TP1→P2) =
(GP1  GP2) from DC-tilings to the corresponding sandpile group monomor-
phisms. We refer to Section 4 for the details on the construction of this map,
and here only discuss some of its properties. We note that the graph morphisms
Γ(P2)→ Γ(P1) induced by DC-tilings are in general not harmonic at the sink s2
of Γ(P2) (Figure 1B&C), and that thus Theorem 1.1 is distinct from the theory
on harmonic graph morphisms [9].
Trivially, for two M -polyforms P1 and P2, there can exist more than one
distinct DC-tiling of P2 by P1. For example, let the polyform P describe a
square with width w and sides parallel to the standard axes of R2. Since the
dihedral group D4 of a square has order eight, there also exist eight different
DC-tiling of P by itself. For w > 2, µ maps each of these tilings to a different
automorphism of GP , which directly correspond to the action of the respective
element of D4 on Γ(P ) (see proof of Theorem 1.1). For w = 2, the domain Γ(P )
however consists of only a single vertex, and all eight tilings are mapped to the
trivial automorphism. Now, denote by Pˆ the result of extending a polyform
P by one triangle in M adjacent to P such that Γ(Pˆ ) = Γ(P ). Then, there
exist no DC-tilings of Pˆ by P , or vice versa. However, since GP = GPˆ , the set
of automorphisms is non-empty. We thus conclude that the mapping µ is in
general neither injective nor surjective.
1.3 Scaling-limits of the sandpile group
Let P denote the poset of bounded convex M -polyforms, with P1 ⊆DC P2 if
there exists a DC-tiling TP1→P2 of the M -polyform P2 by the M -polyform P1
such that the position and orientation of one tile in TP1→P2 directly corresponds
to PDC1 , i.e. P
DC
1 ∈ TP1→P2 . We naturally identify P with its corresponding
(small) category, with the (faithful) forgetful functor U : P → Set to the
category of sets mapping each M -polyform to its corresponding open subset of
R2 and ⊆DC to set inclusions.
Since the position and orientation of one tile uniquely identifies a DC-tiling
(if it exists), the definition of P allows us to associate a DC-tiling ν(P1 ⊆DC
P2) ∈ {TP1→P2} to each morphism P1 ⊆DC P2, i.e. the unique DC-tiling
satisfying PDC1 ∈ TP1→P2 . We can then define the functor F : P → Ab from P
to the category Ab of abelian groups, with F (P ) = GP and F (P1 ⊆DC P2) =
µ(ν(P1 ⊆DC P2)). To see that F (idP ) = idGP and F ((P2 ⊆DC P3) ◦ (P1 ⊆DC
P2)) = (GP2  GP3) ◦ (GP1  GP2), we refer to the construction of the map µ
in Section 4.
Of specific interest are infinite sequences S = S0 ⊆DC S1 ⊆DC S2 . . . of
M -polyforms in P (identity and composed morphisms omitted), i.e. functors
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Figure 2: Depiction of a small finite part of the category P of M -polyforms.
Each shape represents a M -polyform P , while arrows represent morphisms
P1 ⊆DC P2 (identities and composed morphisms omitted). For a better ori-
entation, the position of the initial triangular M -polyform (black) is depicted
by a gray background in each M -polyform. The category P is not filtered, since
there exist no DC-tiling of diamond-shaped M -polyforms by rectangular-shaped
ones, or vice versa. However, both classes of M -polyforms can be reached by
triangular-shaped ones. Note that the composition of all non-bounded sequences
S with the forgetful functor U in the depicted part of P has a direct limit of
R2.
S ∈ P ω from the usual linear order ω = {0, 1, . . .} on the ordinal numbers to
P . Trivially, each of these sequences, composed with the forgetful functor U ,
defines a direct limit lim−→US =
⋃
i U(Si) ⊆ R2 (in the category of sets, since
P does not admit all filtered colimits), which we denote by Sˆ∞. Furthermore,
each sequence, composed with F , also defines a direct limit lim−→FS, denoted
either as GS
Sˆ∞
or, equivalently, by GS
Γ(Sˆ∞)
. We interpret GS
Γ(Sˆ∞)
as the limit
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of the sandpile group for Γ(Si) → Γ(Sˆ∞) (with respect to the sequence S). In
Figure 2, we depict the morphisms between four families of polyforms in P .
The direct limit of each infinite sequence S ∈ P ω which only contains these
polyforms and morphisms, with Si+1 6= Si for all i ∈ ω, is given by Sˆ∞ = R2,
and thus Γ(Sˆ∞) = Z2. To our knowledge, the respective limits of the sandpile
group GSZ2 are the first
1 definitions of scaling limits for the sandpile group on
Z2.
If a given sequence S of M -polyforms is upper bounded, i.e. if there exists
an u ∈ ω such that USj = USu = Sˆ∞ for all j ≥ u, it directly follows that
GS
Sˆ∞
∼= GSu . Thus, for such upper bounded sequences, the limit of the sandpile
group is completely determined (up to isomorphisms) by the upper bound, i.e.
F preserves all finite direct limits. In such cases, we can drop the dependency
of GS
Sˆ∞
on S and simply write GSˆ∞ . We may ask if the same also holds for
unbounded sequences:
Question 1.2 Let SA, SB ∈ P ω be two (possibly unbounded) sequences of M -
polyforms with common limit Sˆ∞ = lim−→US
A = lim−→US
B. Is GS
A
Sˆ∞
isomorphic
to GS
B
Sˆ∞
?
Let Pˆ be the category with objects corresponding to all limits Sˆ∞ = lim−→US
of sequences S ∈ P ω of polyforms, and morphisms SˆA∞ ⊆ SˆB∞ if there exists
a natural transformation Sa .−→ Sb between two sequences Sa, Sb ∈ P ω with
SˆA∞ = lim−→US
a and SˆB∞ = lim−→US
b, i.e. if Sai ⊆DC Sbi for all i ∈ ω. We
interpret P to represent a full subcategory of Pˆ , with the object function of
the (fully faithful) inclusion functor I : P → Pˆ given by I(P ) = lim−→UδP ,
where δ : P → P ω denotes the diagonal functor with (δP )i = P for all i ∈ ω.
Question 1.2 then asks if there exists a functor Fˆ : Pˆ → Ab which preserves all
direct limits, and for which F factors as Fˆ ◦ U .
In case Question 1.2 can be answered in the affirmative, the dependency of
the direct limit of the sandpile group on the sequence could be always dropped.
Specifically, this would mean that there exists a unique scaling limit GZ2 (up
to isomorphisms) of the sandpile group on Z2. In this case, we would however
immediately arrive at the following result:
Corollary 1.3 Assume that GS
A
Sˆ∞
∼= GSB
Sˆ∞
whenever Sˆ∞ = lim−→US
A = lim−→US
B.
Then, the limit of the sandpile group on Z2 is isomorphic to its limit on the
upper-right quadrant of Z2, i.e. GZ2 ∼= GZ2≥0 .
This corollary, as well as several similar ones relating the limits of the sandpile
group on different unbounded domains, arises because the mapping ν between
1This claim of priority might be controversial: there exist several approaches to define
sandpile models directly on Z2, which cope with the occurrence of infinite avalanches in
various ways. The (weak) limits of the sandpile measures for some of these models can be
associated to/concentrate on certain abelian groups, see e.g. [40, 4, 41, 30] and references
therein. At least to us, it is however unclear if and how these groups exactly relate to the
categorical notion of (scaling) limits for the sandpile group employed in this article.
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morphisms P1 ⊆DC P2 and DC-tilings TP1→P2 is not injective. We can thus
construct two sequences SA and SB such that there exists a natural isomorphism
FSA ∼= FSB , but for which SˆA∞ 6= SˆB∞. Corollary 1.3 then follows when choosing
SA0 = S
B
0 to be square-shaped M -polyforms with side length w0, S
A
i+1 and S
B
i+1
to have side lengths wi+1 = 5wi, S
A
i+1 to be positioned such that S
A
i is in its
center, and SBi+1 such that S
B
i is at its bottom-left.
1.4 An exact sequence and the order of the sandpile group
Theorem 1.1 is based on a close relationship between sandpile groups and certain
modules of harmonic functions. Since this relationship is of interest itself, we
summarize some of its properties in this section. We say that a domain Γ ⊆ Z2
is convex if there exists a convex open set P ⊆ R2 such that Γ = P ∩ Z2. Note
that, different to before, we do not require P to be an M -polyform anymore.
We say that an R-valued function H : Γ → R, R ∈ {Z,Q,R}, is harmonic (on
Γ) if ∆ΓH(v) = 0 for all vertices v ∈ Γ0 in the interior Γ0 = Γ \ ∂Γ of the
domain. The R-valued harmonic functions on Γ form the module HΓR.
Lemma 1.4 For every finite convex domain Γ ⊂ Z2, −∆Γ : HΓG ∼= GΓ is an
isomorphism from HΓG = {H ∈ HΓQ|∆ΓH|∂Γ ∈ Z∂Γ}/HΓZ to the sandpile group
GΓ, with HΓG the subgroup of the rational-valued harmonic functions HΓQ with
integer-valued Laplacians, modulo the integer-valued harmonic functions HΓZ.
This isomorphism corresponds to the exact sequence
0 // GΓ // HΓQ/HΓZ // (Q/Z)∂Γ // 0.
We derive an explicit construction for this isomorphism in the proof of Lemma 1.4.
Denote by BΓR = {Bi}i=1,...,|∂Γ| a basis for the module HΓR of R-valued
harmonic functions on a finite convex domain Γ ⊂ Z2 (in Section 5, we present
an algorithm for the construction of BΓZ , and thus also for BΓQ and BΓR). By
definition, the Laplacian ∆ΓH of every harmonic function H ∈ HΓR, and thus
also of every basis function in BΓR, only has support at the boundary ∂Γ of the
domain. The Laplacian of every basis function in BΓR can thus be restricted to ∂Γ
without information loss, and we refer to ∆BΓR = (∆ΓB1|∂Γ, . . . ,∆ΓB|∂Γ||∂Γ) ∈
R|∂Γ|×|∂Γ| as the potential matrix of Γ (with respect to BΓR).
Lemma 1.5 Let Γ ⊂ Z2 be a finite convex domain, and BΓZ be a basis for the
module of integer-valued harmonic functions HΓZ on Γ. Then, the order of the
sandpile group GΓ is given by
|GΓ| = |det(∆BΓZ)|.
1.5 Integer-valued harmonic functions and cyclic subgroups
In this section, we present three examples of constructions which directly link
integer-valued harmonic functions to cyclic subgroups of the sandpile group.
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𝐻 𝑥, 𝑦 = 𝑥𝑦
-1 9 -63 219 -405 405 -219 63 -9 1
9 1 -7 35 -77 77 -35 7 -1 -9
-63 -7 -1 5 -15 15 -5 1 7 63
219 35 5 1 -3 3 -1 -5 -35 -219
-405 -77 -15 -3 -1 1 3 15 77 405
405 77 15 3 1 -1 -3 -15 -77 -405
-219 -35 -5 -1 3 -3 1 5 35 219
63 7 1 -5 15 -15 5 -1 -7 -63
-9 -1 7 -35 77 -77 35 -7 1 9
1 -9 63 -219 405 -405 219 -63 9 -1
-6 -3 0 3 6
-6 -4 -2 0 2 4 6
-3 -2 -1 0 1 2 3
0 0 0 0 0 0 0
3 2 1 0 -1 -2 -3
6 4 2 0 -2 -4 -6
6 3 0 -3 -6
-12 -3 0 3 12
-3 0 0 0 3
0 0 0 0 0
3 0 0 0 -3
12 3 0 -3 -12
−𝚫𝚪 ∘ ቚ
𝚪
A
B
-4 32 -72 48 -12 1-1 4 0
0 0 4 -16 8 -1 0 1 0 0
0 0 0 -4 1 0 0 0 -1 -4
-4 0 0 -1 0 0 0 0 0 1-1
16 4 1 0 0 0 0 0 1 8
-8 -1 0 0 0 0 0 -1 -4 -16
1-1 0 0 0 0 0 1 0 0 4
4 1 0 0 0 -1 4 0 0 0
0 0 -1 0 1 -8 16 -4 0 0
0 -4 1-1 12 -48 72 -32 4
C
Figure 3: Integer-valued harmonic functions used to prove the existence of cyclic
subgroups. A) The harmonic function H = xy is coprime on N ×N domains,
N ∈ 2N + 1, (here: N = 5) while its Laplacian is divisible by N+12 (here: by
3). B) All values of the harmonic function Hpi are divisible by three on vertices
with a blue background, by five on vertices with a green background, and by
seven on vertices with a red background, respectively. This sequence however
ends at the vertices with a yellow background, since nine is not prime. C)
The harmonic function Hi corresponds to the sum of the four harmonic basis
functions depicted in blue, green, red, and yellow, such that the values of Hi
on ∂(Z2 \ Γ) are all divisible by four.
Such constructions might help to answer Question 1.2 (in the negative), since
they represent structural restrictions on an (eventually existing) unique scaling-
limit GZ2 of the sandpile group.
Let H : Z2 → Z, ∆Z2H = 0, be an integer-valued harmonic function on Z2.
Assume that the values of the restriction of H to some finite convex domain
Γ ⊂ Z2 are coprime, and that the values of H on the boundary ∂(Z2 \Γ) of the
complement of the domain are all divisible by some integer n ≥ 2 (Figure 3A).
Recall that
∆ΓH|Γ(v) = −
∑
w∈∂(Z2\Γ)
w∼v
H(w)
for all v ∈ Γ, and that, thus, also ∆ΓH|Γ is divisible by n (Figure 3A). From
the isomorphism in Theorem 1.4, it then follows that SHΓ = {0, C, . . . (n −
1)C} ⊆ GΓ forms a cyclic subgroup of the sandpile group GΓ with generator
C = [− 1n∆ΓH|Γ] and order |SHΓ | = n.
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For a given integer-valued harmonic function Hˆ ∈ HΓZ , we recently intro-
duced the harmonic sandpile dynamics DHˆ : R/Z → GΓ, DHˆ(t) = [bt∆ΓHˆc],
with b.c the element-wise floor function [35]. For Hˆ = H|Γ, the discussion above
implies that the elements of SHΓ appear exactly at times t ≡ 0, 1n , . . . , n−1n (mod 1)
in the harmonic sandpile dynamicsDHˆ , in the sense that [bt∆ΓH|Γc] = [t∆ΓH|Γ] ∈
SHΓ at these times.
As a first example of how such constructions can impose restrictions on the
limits of the sandpile group, consider the family {ΓN}N∈2N+1 consisting of all
N ×N square domains ΓN ⊂ Z2 with odd domain sizes N . Assume that each
domain ΓN is defined such that its center lies at the origin (x, y) = (0, 0) of
Z2. It is then easy to see that the values of the harmonic function H = xy on
∂(Z2 \ΓN ) are divisible by N+12 (Figure 3A), which directly proves the following
lemma:
Lemma 1.6 For every N ∈ 2N + 1, the sandpile group GΓN on an N × N
square domain ΓN ⊂ Z2 has a cyclic subgroup Z/N+12 Z ⊆ GΓN of order N+12 .
For every n ≥ 1, we can construct a sequence of domains Sn ∈ P ω with Sn∞ =
lim−→US
n = R2, which starts at an M -polyform Sn0 with Γ(Sn0 ) corresponding to
an N ×N square domain with N = 2n − 1 (Figure 2). If Question 1.2 can be
answered in the affirmative, this would directly imply that the scaling limit GZ2
of the sandpile group on the standard square lattice Z2 would contain cyclic
subgroups of every order.
For N×N square domains with even domain sizes N ∈ 2N, somewhat similar
results can be obtained when considering the integer-valued harmonic function
depicted in Figure 3B. This harmonic function takes values on ∂(Z2 \ΓN ) which
are divisible by three (N = 2), five (N = 4) and seven (N = 6), respectively.
This pattern however breaks down at N = 8, since N + 1 = 9 is not prime.
Lemma 1.7 Let ΓN ⊂ Z2 be an N × N square domain. Then, if N + 1 is
prime, the sandpile group GΓN possesses a cyclic subgroup Z/(N + 1)Z ⊆ GΓN
of order N + 1.
If N + 1 is not prime, Theorem 1.1 implies that there exist group monomor-
phisms from GΓM to GΓN whenever M + 1 divides N + 1. Thus, the sandpile
group on every N×N domain (independently if N+1 is prime or not) possesses
a cyclic subgroup with an order given by the product of all distinct factors of
N + 1 (each to the power of one). Furthermore, when we denote by pk the
kth prime number, the limit GSZ2 of the sandpile group with respect to the se-
quence S ∈ P ω with Γ(Si) = Γ∏
k≤i(pk−1) contains at least one cyclic subgroup
Z/pkZ ⊂ GSZ2 for every prime number pk.
Our last lemma is based on the existence of integer-valued harmonic func-
tions which are zero in the interior of some diamond-shaped region of Z2, take
values ±1 at its edges, the value 0 at its corners, and which are divisible by
four everywhere else (Figure 3C). By the discussion above, every such harmonic
function for which all four corners lie on the boundary ∂(Z2 \ ΓN ) of the com-
plement of an N × N domain ΓN ⊂ Z2 can be directly mapped to a cyclic
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subgroup Z/4Z ⊆ GΓN of order four. If we also allow for one “degenerated
diamond” in case N is odd, there exist N such harmonic functions which are
linearly independent.
Lemma 1.8 Let GΓN be the sandpile group on an N ×N square domain ΓN ⊂
Z2, with N ∈ N. Then, GΓN has a subgroup SN ⊆ GΓN isomorphic to the direct
sum SN ∼=
⊕N
i=1(Z/4Z) of N cyclic groups of order four.
We note that this result was derived before in [26], and formed the basis for the
proof that the minimal number of generators for the sandpile group on ΓN is N .
Our alternative proof arguably provides more insights by directly constructing
the respective cyclic subgroups of GΓN , and can be easily generalized to other
domains.
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2 Overview of the proofs
We first derive the two related Lemmata 1.4 and 1.5. Lemma 1.4 then allows
us to restate the question on the existence of monomorphisms between sand-
pile groups (Theorem 1.1) into a question on the existence of monomorphisms
between groups of harmonic functions, which we solve by an explicit construc-
tion. We then continue to state an algorithm for the construction of a basis for
the integer-valued harmonic functions on a given finite convex domain. Finally,
we use this basis to prove Lemmata 1.7&1.8. We note that Corollary 1.3 and
Lemma 1.6 were directly proved in the Introduction.
3 The sandpile group and harmonic functions
In this section, we derive the isomorphism between the harmonic functions HΓG
and the sandpile group GΓ (Lemma 1.4), as well as the formula for the or-
der of the sandpile group (Lemma 1.5). We start with an observation made by
Creutz about the sandpile model, namely that every recurrent configuration can
be reached from the empty configuration (or any other configuration) by only
adding particles to the boundary of the domain and “relaxing” the sandpile [22].
Recall that the elements of the sandpile group, as defined in this article, corre-
spond to the equivalence classes of the recurrent configurations of the sandpile
model (see Introduction). Creutz’s observation can thus be restated as follows:
for every element C ∈ GΓ of the sandpile group, there exist (infinitely many)
functions X ∈ ZΓ which only have support at the boundary ∂Γ of the domain,
11
and which satisfy that [X] = C, with [.] : ZΓ → GΓ the canonical projection
map to the sandpile group. For an algorithm for the construction of X, we refer
to [22].
By the existence and uniqueness of solutions to the discrete Dirichlet problem
on convex domains [36], it follows that, for every such X ∈ ZΓ, there exists a
unique rational-valued harmonic function HX ∈ HΓQ with ∆ΓHX = −X. The
composition [.]◦−∆Γ of the discrete Laplacian with the canonical projection map
then maps two harmonic functions HX,1, HX,2 ∈ HΓQ, ∆ΓHX,1,∆ΓHX,2 ∈ ZΓ,
to the same element of the sandpile group if and only if −∆Γ(HX,1 −HX,2) ∈
∆Γ(ZΓ). Since both ∆ΓHX,1 and ∆ΓHX,2 only have support at the boundary
∂Γ of the domain, HX,1 − HX,2 is thus an integer-valued harmonic function,
which concludes our proof of Lemma 1.4.
We construct the inverse of −∆Γ : HΓG ∼= GΓ in two steps. For every config-
uration C ∈ GΓ, we first define the coordinates σΓ : GΓ → (Q/Z)∂Γ,
σΓ(C) ≡ −(∆BΓZ)−1X (mod 1),
with respect to the basis BΓZ . Note that, for two different choices Xα, Xβ ∈ ZΓ,
−(∆BΓZ)−1(Xα − Xβ) ∈ Z∂Γ, and that thus the coordinates σΓ don’t depend
on the specific choice for X. This also implies that σΓ correspond to toppling
invariants as defined in [26].
In the second step, we then define the function φΓ : (R/Z)∂Γ → HΓR/HΓZ ,
φΓ(s) =
∑|∂Γ|
i=1 siBi. It is easy to check that the composition φΓ ◦ σΓ : GΓ →
HΓR/HΓZ is independent of the choice of the basis BΓZ , and that−∆ΓφΓ(σΓ([X])) =
[X]. The latter implies that φΓ ◦ σΓ is the inverse of −∆Γ.
The isomorphism between the sandpile group GΓ and HΓG proposes to con-
sider the sandpile group as a discrete subgroup of a continuous Lie group iso-
morphic to HΓR/HΓZ , to which we refer to as the extended sandpile group G˜Γ
[35]. More precisely, the extended sandpile group is an extension of the torus
(R \ Z)∂Γ by the usual sandpile group, and is defined by the exact sequence
0 // GΓ // G˜Γ // (R/Z)∂Γ // 0.
In terms of the sandpile model, this Lie group is obtained by allowing each vertex
b ∈ ∂Γ in the boundary ∂Γ of the domain to carry a real value C˜(b) ∈ [0, 4) of
particles, while each vertex v ∈ Γ0 in the interior Γ0 = Γ\∂Γ of the domain is still
only allowed to carry an integer number of particles, i.e. C˜(v) ∈ {0, 1, 2, 3} (the
toppling rules are kept unchanged) [35]. This definition lifts φΓ : (R/Z)∂Γ ∼= G˜Γ
to a group isomorphism, and a left-inverse of the inclusion map GΓ → G˜Γ is
given by the floor function b.c : G˜Γ → GΓ. We thus naturally arrive at the
function f = b.c ◦−∆Γ ◦φΓ : (R/Z)∂Γ → GΓ, f(s) = −[b
∑|∂Γ|
i=1 si∆ΓBic], which
justifies to interpret the usual sandpile group GΓ as the discretization of an
|∂Γ|-dimensional torus [35].
Due to the properties of the floor function, the preimage f−1(C) of an ele-
ment C ∈ GΓ of the sandpile group under f is connected. Denote by vol(f−1(C))
the volume of this preimage, with vol((R/Z)∂Γ) = 1. Since, for every C ∈ GΓ,
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there exists a coordinate transformation s 7→ s˜ such that C has coordinates
s˜ = 0, we get that vol(f−1(C)) = vol(f−1(0)) = 1|GΓ| for all C ∈ GΓ, with 0
the identity of the sandpile group. The preimage f−1(0) of the identity under f
forms a |∂Γ|-parallelotope with edges gi given by (∆BΓZ)gi = ei, with (ei)j = δij
the ith unit vector and δij the Kronecker delta. The volume of this parallelo-
tope is vol(f−1(0)) = |det(∆BΓZ)−1|, and thus |GΓ| = |det(∆BΓZ)|, which proves
Lemma 1.5.
4 Construction of sandpile monomorphisms
Let PA and PB be two convex M -polyforms, and assume that there exists a DC-
tiling TPA→PB of PB by PA. In this section, we then construct a monomorphism
from the sandpile group on the domain ΓA = Γ(PA) = Z2 ∩ PA to the sandpile
group on ΓB = Γ(PB) = Z2 ∩PB , and thus prove Theorem 1.1. Before starting
this construction, we derive three properties of DC-tilings.
Corollary 4.1 The domains of different tiles do not overlap, i.e. Γi ∩ Γj = {}
for all i 6= j.
Proof. This corollary directly follows from each tile Pi being treated as an
open subset of R2 when determining its domain Γi = Z2 ∩ Pi.
The domains of the tiles in general don’t cover ΓB . Specifically, all vertices
of ΓB which lie directly on common edges (including their endpoints) of two
tiles are not elements of any Γi (red vertices in Figure 1). We refer to the set
∂TΓB = ΓB \
⋃
i Γi of these vertices as the internal boundaries of the tiling.
These internal boundaries separate the domains Γi in the following sense:
Corollary 4.2 The removal of all vertices in ∂TΓB splits ΓB into the discon-
nected components {Γ1,Γ2, . . . ,Γ|TPA→PB |}.
Proof. Because the tiles are convex by assumption, each pair of adjacent tiles
can be separated by exactly one line (the extension of their common edge). By
the definition of M , this line is either horizontal, vertical or diagonal, and passes
through infinitely many vertices of Z2 (Figure 1A). In each of the cases, it splits
Z2 into two unconnected components, from which the corollary directly follows.
By definition, each tile Pi ∈ TPA→PB can be obtained from PDCA by a
combination of translations, rotations and reflections. If this is possible by
using only translations and rotations, we assign the sign s(Pi) = +1 to the
tile, and otherwise the sign s(Pi) = −1. This definition also induces signs
s(v) = s(Γi) = s(Pi) for the domains Γi and vertices v ∈ Γi belonging to
the tiles. To the internal boundaries ∂TΓB and their vertices b ∈ ∂TΓB , we
assign the sign s(∂TΓB) = s(b) = 0. The relationship of each tile Pi with the
polyform PA (i.e. the translations, rotations and reflections mapping PA on
Pi) corresponds to a function ψi : ΓA → ΓB which maps vertices vA ∈ ΓA of
the polyform onto their corresponding vertices vi of the tile. For two vertices
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Figure 4: A) Example of an harmonic function HA ∈ HΓAG (left) corresponding
to the element [−∆ΓAHA] ∈ GPA of the sandpile group (right) on a given M -
polyform PA. The directed and colored edges of P
DC
A are indicated by arrows,
and the green squares corresponds to the vertices in ΓA = Γ(PA). B) The M -
polyform PA from (A) DC-tiles the depicted M -polyform PB . To construct the
harmonic function HB ∈ HΓBG onto which HA is mapped under the monomor-
phism from HPAG to HPBG induced by this tiling, we first define a rational-valued
function HˆB which is harmonic everywhere, except for the vertices directly next
to an internal-boundary (gray backgrounds). For each tile in TPA→PB , we then
construct an integer-valued function Xi which cures the non-harmoniticity of
its respective vertices. C) The procedure depicted in (B) leads to the harmonic
function HB ∈ HΓBG (left) corresponding to the element [−∆ΓBHB ] ∈ GPB of
the sandpile group (right) on PB , onto which HA is mapped by the monomor-
phism from HPAG to HPBG .
v, w ∈ ΓB , we then define the equivalence relation ≡DC such that v ≡DC w if
there exists a vA ∈ ΓA such that v = ψi(vA) and w = ψj(vA) for some tiles Pi
and Pj , or if both vertices are part of the internal boundaries, i.e. v, w ∈ ∂TΓB .
We denote by [v]DC the equivalence class of v induced by ≡DC .
Corollary 4.3 Let b ∈ ∂TΓB be a vertex of the internal boundaries. Then, the
number of neighbors of b in every equivalence class [vB ]DC , vB ∈ ΓB carrying
a positive sign is equal to the number of neighbors carrying a negative sign, i.e.
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∑
v∈[vB ]DC
v∼b
s(v) = 0.
Proof. Assume that b has at least one neighbor in [vB ]DC ; otherwise the
corollary is trivially satisfied. Also, assume vB /∈ ∂TΓB , since otherwise s(v) = 0
for all v ∈ [vB ]DC , from which the corollary also trivially follows. Denote by
N(b, vB) = {v ∈ [vB ]DC |v ∼ b} the set of neighbors of b in the equivalence class
of vB . Every vertex can have maximally four neighbors, thus |N(b, vB)| ≤ 4.
Being part of the internal boundaries, b must lie on at least one common edge
(including endpoints) of two tiles Pi 6= Pj . These two tiles can be mapped onto
one another by reflection on the common edge, and thus must have opposite
signs. If a vertex v ∈ Γi of Pi is a neighbor of b, it follows that there must be
a vertex w ∈ Γj of Pj which is also a neighbor of b, and which has opposite
sign, i.e. s(w) = −s(v). This excludes the case |N(b, vB)| = 1, and proves
the corollary for |N(b, vB)| = 2. For |N(b, vB)| ∈ {3, 4}, the structure of M
directly implies that b has to lie on a common corner of three, respectively four,
tiles. The corresponding internal angles of the tiles have to be smaller or equal
to 360◦/3 = 120◦, respectively 360◦/4 = 90◦. The definition of M only admits
internal angles which are multiples of 45◦ (Figure 1A). Thus, in both cases, only
angles of 45◦ or 90◦ are possible. An angle of 45◦ is only possible if all v ∈ [vB ]
lie on the internal boundaries, which implies s(v) = 0 (see above). If the angle
is 90◦, |N(b, vB)| = 3 would imply that PB is not convex, which can thus be
excluded. Finally, if the angle is 90◦ and |N(b, vB)| = 4, each of the four tiles to
which these vertices belong must have exactly two adjacent tiles with opposite
signs, from which the corollary follows.
With this preparatory work, we can now prove Theorem 1.1. By Lemma 1.4,
the sandpile group GΓ is isomorphic to HΓG = {H ∈ HΓQ| ∆ΓH|∂Γ ∈ Z∂Γ}/HΓZ .
It thus suffices to construct a monomorphism from HPAG to HPBG whenever the
M -polyform PA DC-tiles PB . We construct this monomorphism in two steps.
For the first step, assume that TPA→PB is a given DC-tiling of PB by PA, and
let HA be a harmonic function in HΓAG (Figure 4A). Then, define the rational-
valued function HˆB ∈ QΓB in the following way (Figure 4B): for each vertex
v ∈ Γi belonging to tile Pi ∈ TPA→PB , set HˆB(v) = s(Pi)HA(vA) with vA ∈ ΓA
the unique vertex satisfying ψi(vA) = v. Otherwise, that is if v belongs to the
internal boundaries, set HˆB(v) = 0.
Because HˆB(b) = 0 for all vertices b ∈ ∂TΓB of the internal boundaries,
Corollary 4.2 implies that ∆ΓBHˆB(v) = s(Γi)∆ΓAHA(vA) for all vertices v ∈ Γi
belonging to the domain of a tile Pi, with ψi(vA) = v. This implies that the
Laplacian of HˆB is zero in the interior of the sub-domains Γi of ΓB , and integer-
valued at their boundaries. From Corollary 4.3, on the other hand, it follows
that ∆ΓBHˆB(b) = 0 for every vertex b ∈ ∂TΓB of the internal boundaries. Thus,
HˆB is harmonic nearly everywhere, except at the vertices directly adjacent to
(but not including) the internal boundaries, for which ∆ΓBHˆB is integer-valued.
The “harmonic deficit” of HˆB can be cured, one tile at a time: for a given tile
Pi, we can define an integer-valued function Xi ∈ ZΓB whose Laplacian is zero
everywhere in the interior of ΓB , except for those vertices {v ∈ ∂Γi \ ∂ΓB |∃b ∈
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∂TΓB : v ∼ b} at the boundary of Γi which are adjacent to at least one vertex
of the internal boundaries, for which we require that ∆ΓBXi(v) = −∆ΓBHˆB(v).
For example, if we set Xi to zero in Γi, Xi directly corresponds to a solution
X˜i of a Dirichlet problem on Z2 \Γi with boundary conditions chosen such that∑
w∈∂(Z2\Γi)
w∼v
X˜i(w) = −s(Pi)∆ΓBHˆB(v) for each v ∈ ∂Γi. Since Γi is convex,
we can always choose these boundary conditions to be integer-valued, and then
there exist (infinitely many) integer-valued solutions. As can easily be seen in
the following, any such solution results in the same outcome, since the difference
Xαi −Xβi of any two possible choices Xαi and Xβi is integer-valued harmonic.
Given the functions Xi, we define HB ∈ QΓ by
HB = HˆB +
∑
i
Xi.
By construction, HB is harmonic everywhere and has an integer-valued Lapla-
cian. We can thus reinterpret HB to be an element of HΓBG . It is then easy to see
that the function ξ : HPAG → HPBG , ξ(HA) = HB , is injective, and that it satisfies
ξ(H1B +H
2
B) = ξ(H
1
B) + ξ(H
2
B). The function ξ is thus a group monomorphism,
and with the isomorphism −∆Γ : HPG ∼= GP from Lemma 1.4, we get that
µ(TPA→PB ) = ∆ΓB ◦ ξ ◦ (∆ΓA)−1 : GPA  GPB is the group monomorphism
which we claimed to exist in Theorem 1.1.
5 A basis for integer-valued harmonic functions
In this section, we present an algorithm for the construction of a basis for
the module of integer-valued harmonic functions HΓZ on a finite convex domain
Γ ⊂ Z2. We note that the resulting bases provided important intuition during
the research which lead to this article.
We first define four families of integer-valued harmonic functions from which
our algorithm will then select a subset for the construction of the basis. Denote
by d+i = {(x, y) ∈ Z2|x + y = i + c+} and d−i = {(x, y) ∈ Z2|x − y = i + c−}
the diagonals of Z2, with c+, c− ∈ Z. For a given diagonal, say d+i , it is then
possible to construct an integer-valued harmonic function B+≥i ∈ HΓZ which is
zero for all vertices below d+i (i.e. for all v ∈ d+j , j < i), but non-zero for nearly
all vertices on and above d+i (i.e. for v ∈ d+j , j ≥ i, see [13]). For one vertex
on each of the non-zero diagonals d+j , j ≥ i, the value of B+≥i can be freely
assigned, which then uniquely determines the value of all other vertices [13].
Here, we only assume that the free value of B+≥i on the defining diagonal d
+
i
is chosen to be ±1, while we yet do not pose any restrictions on the choice of
the free values on the other diagonals. This construction results in a harmonic
function B+≥i which is zero below di and which alternates between +1 and −1
on d+i (Figure 5A&B). Similarly, we denote by B
+
≤i ∈ HΓZ an harmonic function
which is zero above d+i and takes the values ±1 on d+i , and by B−≥i and B−≤i the
corresponding harmonic functions when replacing d+i by d
−
i in the definitions
above.
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Figure 5: Harmonic functions used in the construction of a basis for HΓZ (A&B),
and construction of such a basis on a 4 × 4 square domain (C). A&B) Two
examples of harmonic functions which are zero for all vertices above/below
some diagonal (A: d+i , and B: d
−
i+1), and which take values in {+1,−1} on the
diagonal. Both harmonic functions are additionally chosen such that they are
zero on the diagonal d−0 (A), respectively d
+
0 (B), which is orthogonal to their
respective defining diagonal. The rest of the values of the harmonic functions are
chosen such that they are anti-symmetric (A), respectively symmetric (B) with
respect to this orthogonal diagonal, depending if the two diagonals intersect on
a vertex (B) or not (A). C) Each square depicts a step in the construction of
the basis by the algorithm in Figure 6. Light-gray backgrounds denote those
vertices already belonging to the growing domain at the beginning of the step,
and dark-gray backgrounds those vertices added during the step. The numbers
correspond to the harmonic basis function added during the respective step.
We make the following definitions:
Definition 5.1 (Diamond Hull) Let Γ ⊂ Z2 be a finite convex domain. De-
note by bond(Γ) = {v ∈ Z2|v ∈ Γ ∨ ∃w ∈ Γ : w ∼ v ∧∑u∈Γ δu∼w = 3} the
domain obtained by extending Γ by all vertices in its complement Z2 \ Γ which
are the direct neighbors of vertices in Γ which already have three neighbors in Γ.
With bondk = bondk−1 ◦bond and bond0(Γ) = Γ, we then define the diamond
hull of Γ as the limit diam(Γ) = limk→∞ bondk(Γ).
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Input: A finite convex domain Γ ⊂ Z2.
Output: A basis BΓZ for HΓZ .
begin
Set Γ0:={}, B0:={}, s:=0
while Γs 6= Γ do
s:=s+ 1
Choose vs ∈ Γ \ Γs−1 such that Γs−1 ∪ {vs} is convex and
lines(Γs−1 ∪ {vs}) ⊆ lines(Γ)
Determine i and j such that d+i ∩ d−j = {vs}
Choose Bs ∈ {B+≥i, B+≤i, B−≥j , B−≤j} such that Bs|Γs−1 = 0
Set Bs := Bs−1 ∪ {Bs|Γ}
Set Γs = diam(Γs−1 ∪ {vs}) ∩ Γ
end
return Bs
end
Figure 6: An algorithm for the construction of a basis for the module HΓZ of
integer-valued harmonic functions on a finite convex domain Γ ⊂ Z2.
Corollary 5.1 For every finite convex domain Γ ⊂ Z2, diam(Γ) ⊂ Z2 is a
finite convex domain, too. Furthermore, |∂ diam(Γ)| = |∂Γ|.
Corollary 5.2 Every harmonic function H ∈ HΓR, R ∈ {Z,Q,R}, on a finite
convex domain Γ ⊂ Z2 can be uniquely extended to the diamond hull of Γ, i.e.
there exists a unique Hˆ ∈ Hdiam(Γ)R such that Hˆ|Γ = H. The domain diam(Γ)
is maximal with respect to this property.
It directly follows that, if Bdiam(Γ)R denotes the result of extending all basis
functions in BΓR to diam(Γ), then Bdiam(Γ)R is a basis for Hdiam(Γ)R . At least for
the bases constructed below, the reverse is also true.
Definition 5.2 (Line-segment) A vertex v ∈ Γ is a line-segment in Γ ⊂ Z2
if it has exactly two neighbors w1 and w2 in Γ, and if v, w1 and w2 lie on a
line. We denote by lines(Γ) ⊂ Γ the set of all line-segments in Γ.
With these definitions, our algorithm for the construction of a basis for
the module HΓZ of integer-valued harmonic functions is given in Figure 6, and
exemplified in Figure 5C.
Lemma 5.3 For every finite convex domain Γ ⊂ Z2, the algorithm terminates
and returns a basis BΓZ for the module HΓZ.
Proof. It is easy to see that, in every step s, there always exist at least one
vertex vs such that Γs−1 ∪ {vs} is convex and lines(Γs−1 ∪ {vs}) ⊆ lines(Γ). To
prove termination of the algorithm, we thus only have to show that, independent
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of the choice of vs, at least one of the harmonic functions B
+
≥i, B
+
≤i, B
−
≥j , B
−
≤j
is zero on Γs−1. For s = 1, this is trivially true. For s > 1, vs has at least
one neighbor in Γs−1. Denote this vertex by vN , and, w.l.o.g., assume that it
is to the bottom of vs. In Γs−1, vN must have at most two neighbors, since
otherwise vs ∈ diam(Γs−1). Furthermore, vN must not have both a neighbor
to the right and to the left in Γs−1, since this would constitute a line segment
in Γs−1 which is not a line-segment in Γ. W.l.o.g., assume that the vertex to
the right of vN is not in Γs−1, and denote this vertex by vR. Furthermore, let
d+i be the diagonal going through vs and vR. No vertex on this diagonal (and
thus also not to the right of this diagonal) can be an element of Γs−1, since
otherwise either Γs−1 ∪ {vs} would not be convex, lines(Γs−1) 6⊆ lines(Γ), or
vs ∈ diam(Γs−1). Thus, Bs = B+≥i is a valid choice at step s. To show that
BΓZ is a basis for HΓZ , note that B1 is the only harmonic function in BΓZ which is
non-zero at v1. By definition, B1 takes the value ±1 at v1, and thus only linear
combination of BΓZ can be integer-valued for which the coefficient corresponding
to B1 is integer-valued. Assume that, in step s, this is true for all harmonic
functions in Bs−1. Then, since Bs takes the value ±1 at vs, this is also true for
Bs. Thus, the functions in BΓZ are linearly independent. Since |Bs| = |∂Γs| = s,
|BΓZ | = |∂Γ|. Thus, BΓZ is a basis for HΓR. We conclude our proof by noting that
HΓZ ⊂ HΓR.
Corollary 5.4 Let ΓN ⊂ Z2 be an N × N square domain. Assume that d+0
and d−0 correspond to the main diagonals of the domain. Then, (i) for N = 1,
{B+≥0} is a basis for HΓZ; (ii) for N ∈ 2N, {B+≥i, B+≤−i, B−≥i, B−≤−i}i=1,...,N−1 is
a basis; and (iii) for N ∈ 2N+ 1, {B+≥0, B+≤−1, B−≥1, B−≤−1} ∪ {B+≥i, B+≤−i, B−≥i,
B−≤−i}i=2,...,N−1 is a basis for HΓZ.
Proof. See construction in Figure 5C.
6 A harmonic function related to primes
To prove Lemma 1.7, we first observe that, for N = 1, GΓ ∼= Z/4Z ⊇ Z/2Z, in
agreement with the lemma. Since N + 1 must be prime, we thus assume that
N ∈ 2N in the following.
Define the diagonals d+0 and d
−
0 (see previous section) such that they do
not intersect at a vertex, and choose the harmonic basis functions B+≥2i−1,
B+≤−2i+1,B
−
≥2i−1, and B
−
≤−2i+1, i ∈ N, as described in Figure 5B. The harmonic
function depicted in Figure 3B is then given by
Hpi =
∞∑
i=0
(−1)i(B+≥2i+1 +B+≤−(2i+1) −B−≥2i+1 −B−≤−(2i+1)).
By definition, Hpi is symmetric with respect to d+0 and d
−
0 . Thus, we w.l.o.g.
only consider the quadrant of the domain below d+0 and above d
−
0 , and label
the vertices in this quadrant by coordinates (x, y), with x = 1, 3, 5, . . . and
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𝑦1
-1 -9
1 7 63
-1 -5 -35 -219
1 3 15 77 405
-1 -3 -15 -77 -405
1 5 35 219
-1 -7 -63
1 9
-1
1
-1 -8
1 6 49
-1 -4 -25 -146
1 2 9 44 225
0 -1 -6 -33 -180
0 1 10 73
0 -1 -14
0 1
0
0
0 -1
0 1 14
0 -1 -10 -73
0 1 6 33 180
-1 -2 -9 -44 -225
1 4 25 146
-1 -6 -49
1 8
-1
+ =
𝑑0
−
𝑑0
+
𝑥1 3 5 7 9
1
3
5
7
9
−1
−3
−5
−7
−9
𝐻−𝐻+ 𝐻𝜋
Figure 7: In each quadrant of the domain, Hpi = H+ + H− is the sum of two
harmonic functions H+ and H−. Our proof of Lemma 1.7 is based on showing
that (x− y)H+(x, y) = −(x+ y)H+(x,−y).
y = ±1,±3, . . . ± x, as shown in Figure 7. In this quadrant, Hpi = H+ + H−
with H+ =
∑∞
i=0(−1)iB+≥2i+1, and H− =
∑∞
i=0(−1)i+1B−≥2i+1 (Figure 7). We
claim that, in this quadrant, (x − y)H+(x, y) = −(x + y)H+(x,−y). Since
H+(x, y) = −H−(x,−y), this implies that
Hpi =H+(x, y) +H−(x, y) = H+(x, y)−H+(x,−y)
=H+(x, y) +
x− y
x+ y
H+(x, y) =
2x
x+ y
H+(x, y).
For |y| < x, since y 6= 0 and H+(x, y) is integer-valued, Hpi(x, y) is thus divisible
by x given that x is prime. Thus, if our claim holds, Lemma 1.7 directly follows
from the discussion in the Introduction when setting x = N + 1.
For small enough values of x, it is possible to directly check our claim for
all |y| ≤ x (Figure 3). Furthermore, it is easy to validate (by induction, in
this order) that H+(x, x) = ±1, H+(x,−x) = 0, H+(x, x − 2) = ∓(x − 1),
H+(x,−x+2) = ±1, H+(x, x−4) = ±(x−2)2, and H+(x,−x+4) = ∓(2x−4).
Thus, our claim also holds close to the diagonals d+0 and d
−
0 .
Now, assume that our claim holds for all xˆ ≤ x. Then,
H+(x+ 2, y) =4H+(x, y)−H+(x, y − 2)−H+(x, y + 2)−H+(x− 2, y)
=− 4x+ y
x− yH
+(x,−y) + x+ y − 2
x− y + 2H
+(x,−y + 2)
+
x+ y + 2
x− y − 2H
+(x,−y − 2) + x+ y − 2
x− y − 2H
+(x− 2,−y)
=− x+ y + 2
x− y + 2H
+(x+ 2,−y) + 4
x− y + 2 (x,−y),
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with
(x, y) =− 4y
x− yH
+(x,−y)−H+(x,−y + 2)
+
x+ y + 2
x− y − 2H
+(x,−y − 2) + 2y
x− y − 2H
+(x− 2,−y)
=
4y
x+ y
H+(x, y) +
x− y + 2
x+ y − 2H
+(x, y − 2)
−H+(x, y + 2)− 2y
x+ y − 2H
+(x− 2, y).
The following calculations, which show that (x, y) = 0, are “a bit tedious” to
check by hand, and we thus recommend using a computer algebra system. We
first utilize that H+ is harmonic to replace H+(x, y) by 4H+(x−2, y)−H+(x−
2, y + 2)−H+(x− 2, y − 2)−H+(x− 4, y), and similarly for H+(x, y − 2) and
H+(x, y− 2). We then utilize that, by the inductive assumption, (xˆ, y) = 0 for
all xˆ < x to replaceH+(x−2, y+4) by 4y+8x+y H+(x−2, y+2)+x−y−2x+y−2H+(x−2, y)−
2y+4
x+y−2H
+(x− 4, y+ 2), and similarly for H+(x− 2, y+ 2) and H+(x− 2, y− 4),
which also eliminatesH+(x−2, y−2). The only remaining term in column x−2 is
then in H+(x−2, y), which we replace again by 4H+(x−4, y)−H+(x−4, y+2)−
H+(x−4, y−2)−H+(x−6, y). We then get that (x, y) = −x+y−6x+y−2(x−4, y) = 0,
which concludes the proof.
7 Diamond-shaped harmonic functions
From the discussion in the Introduction, it becomes clear that every harmonic
function of the type depicted in Figure 3C directly corresponds to a cyclic
subgroup Z \ 4Z ⊆ GΓ of the sandpile group GΓ with order four. To prove
Lemma 1.8, we thus only have to show that there exist N such harmonic func-
tions which are linearly independent. Since, for N = 1, the lemma is trivially
satisfied (S1 = Z/4Z ∼= GΓ), we assume N > 1 in the following.
For N ∈ 2N, define d+0 and d−0 such that they correspond to the main
diagonals of the domain. Then, by Corollary 5.4, BΓZ = {B+≥i|Γ, B+≤−i|Γ, B−≥i|Γ,
B−≤−i|Γ}i=1,...,N−1 is a basis for the HΓZ on Γ. Recall, that B+≥i is defined on
the whole of Z2, takes values in {−1,+1} on its defining diagonal d+i , and is
zero below it (and similar for B+≤−i, B
−
≥i, and B
−
≤−i). Also recall that on every
diagonal d+j , j > i, we can still choose the value of one vertex, which then
determines the values B+≥i of all other vertices on the same diagonal [13]. If
we always choose these “free values” to be zero, B+≥i becomes divisible by four
everywhere except on its defining diagonal d+i (Figure 3C).
On the boundary ∂Γop of the complement Γop = Z2 \ Γ of the domain,
this implies that B+≥i is divisible by four, except for two vertices for which
B+≥i takes a value of ±1 (Figure 3A). Furthermore, for each vertex v ∈ ∂Γop
on this boundary, there exist exactly two basis functions Bi, Bj ∈ BΓZ with
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Bi(v), Bj(v) ∈ {−1,+1}. Thus, for each i = 1, . . . , N , we can define the har-
monic function Hi = B
+
≥i±B−≥N−i+1±B+≤−i±B−≤−N+i−1, where the signs are
chosen such that the values of the basis functions on the boundary which are
±1 cancel each other out (Figure 3C). It then directly follows that ∆Γ(Hi |Γ) is
divisible by four.
We can always replace one basis function in a basis for HΓZ by the sum of
it and an integer-multiple of another function in the same basis. That is, if
{B1, . . . , Bi, . . . B|∂Γ|} is a basis for HΓZ , {B1, . . . , Bi + zBj , . . . B|∂Γ|} is so, too,
for every z ∈ Z and i 6= j. Trivially, since B+≥N , B+≤−N ,B−≥N and B−≤−N evaluate
to zero in Γ, we can also add their restriction to Γ to any basis functions. To-
gether, this means that {H1 |Γ, B+≤−1|Γ, HN |Γ, B−≤−1|Γ}∪ {Hi |Γ, B+≤−i|Γ, B−≥i|Γ,
B−≤−i|Γ}i=2,...,N−1 is also a basis for HΓZ , from which Lemma 1.8 directly follows.
For N ∈ 2N+1, by Corollary 5.4, {B+≥0|Γ, B+≤−1|Γ, B−≥1|Γ, B−≤−1|Γ}∪{B+≥i|Γ,
B+≤−i|Γ, B−≥i|Γ, B−≤−i|Γ}i=2,...,N−1 is a basis for HΓZ . By a similar argument as
before, we get that also {B+≥0|Γ, B+≤−1|Γ, HN |Γ, B−≤−1|Γ}∪{Hi |Γ, B+≤−i|Γ, B−≥i|Γ,
B−≤−i|Γ}i=2,...,N−1 is a basis. Note that, different to before, this basis only
contains N − 1 diamond shaped basis functions Hi . However, the Laplacian of
B+≥0 is divisible by four, too, which concludes our proof of Lemma 1.8.
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