Abstract-Advances in functional proteomic technologies have significantly enriched our knowledge of protein functions and their interactions in bio-molecular pathways. We discuss inference for RPPA (reverse phase protein array) data that measure the expression of the protein markers over time. We exploit the dynamical nature of the experiment to build a directed network of protein interactions. For this, we employ a Bayesian graphical model with an informative prior that favors sparsity. Conditional on the network, we model dependence at the level of latent binary indicators rather than the raw expression measurements. One of the key features of the proposed approach is a hierarchical model that allows for the dependence structure to be shared across different experiments, in the case of the motivating application across different drugs and doses. This is critical to facilitate meaningful inference with the limited available sample sizes. The second key feature is a sparsity inducing prior on the dependence structure.
I. INTRODUCTION
We propose a sparse Bayesian graphical model to analyze data from protein expression time course experiments. The model generates a network that describes a dynamic dependence structure of a set of proteins over time. The proposed model distinguishes itself from earlier dependence models in three important aspects. First, instead of directly modeling the raw data, we propose graphical prior models based on latent binary signals that represents activation status of the proteins.
This step filters out the high noise that is typically seen in high throughput protein or gene expression data. Second, we specify the prior model to favor sparse graphs. This is achieved 2012 IEEE International Workshop on Genomic Signal Processing and Statistics (GENSIPS) December 2-4, 2012, Washington, DC, USA 978-1-4673-5236-9/12/$31.00 ©2012 IEEE by imposing a suitable prior distribution on the probability of edge inclusion. Third, and perhaps most important, we set up a hierarchical model that allows us to share the same dependence structure across several related experiments . Without this assumption meaningful inference on the dependence structure would be impossible with the limited available sample sizes. In this paper we review the main features of the approach. A more detailed description of the statistical methodology and the data analysis appears in [1] . Recent approaches to analyzing time A key challenge in inference for this data are the small sample sizes for each drug and dose combination that make separate inference for each drug or drug/dose combination impractical.
III. NETWORK MODEL

A. Dependence graph G.
The inference goal is to describe the dependence of a set of protein marker expressions at time t on the same expressions at time t − 1. We model the dependence through a graph G = {V, E} where V is the set of vertices and E is the set of edges. 
B. Prior p(G)
Two modeling choices related to G are critical to delivering the desired inference on the dependence structure of proteins in the pathway. The first assumption is shared dependence structure G across all drugs and dose levels. In other words, 
C. Sampling model
To complete the model, we state the joint distribution of y conditional on G. Gaussian Graphical models (GGMs) [6] , [7] , [8] are popular approaches that model y as a multivariate normal distribution. However, typically in many bio-molecular pathways, the dependence acts only between the latent activation states of the proteins. That is, the dependence of protein expression is a result of co-activation of the corresponding proteins, controlled by a common mechanism such as coexpression of mRNAs. Motivated by this, we introduce an additional layer of latent binary variables e ik t between the graph and the continuous measurements.
The e ik t are interpreted as indicators for protein activation.
We specify the sampling model for the observed expressions y ik t conditioned on e ik t as a mixture of normals.
parameters that index the sampling model. We assume
) e ik t = 1.
(III.2)
D. Dynamic prior on protein activaions e ik t
We complete the model construction with an autoregressive model for e ik t conditional on e i,k,l,t−1 .
Let e •t = (e ik t , i = 1, . . . , m, k = 1 protein activation.
