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Abstract
An almost complete tripartite graph K˜m1,m2,m3 is obtained by removing an edge from the complete tripartite graph Km1,m2,m3 .
A graph that can be decomposed into two isomorphic factors of diameter d is d-halvable.
Froncˇek classiﬁed all 4-halvable almost complete tripartite graphs of even order in which the missing edge has its endpoints in two
partite sets of odd order. In this paper, we classify 4-halvable almost complete tripartite graphs of even order for which the missing
edge has an endpoint in a partite set with an even number of vertices. We also classify all 4-halvable almost complete tripartite
graphs of odd order. Finally, we give a partial classiﬁcation of 3- and 5-halvable almost complete tripartite graphs.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A factor F of a graphG is a subgraph ofG that contains all the vertices ofG and some subset of the edges ofG. We
say that two factors F1(E1, V ) and F2(E2, V ) form a decomposition of the graph G(E, V ) if E1 and E2 partition E.
A graph that can be decomposed into two isomorphic factors of diameter d is called d-halvable. We deﬁne the diameter
of a disconnected graph to be ∞. We are interested in the case where the factors are connected (i.e. where d is ﬁnite).
An almost complete tripartite graph K˜m1,m2,m3 is a graph that can be obtained by removing one edge from the
complete tripartite graph Km1,m2,m3 . We shall use the notation K˜m1,m2,m3 when there is no need to specify which edge
we have removed. In the case where we want to specify that we have removed an edge with endpoints in the partite
sets containing, for example, m1 and m2 vertices, we shall write Km˜1,m˜2,m3 .
We investigate the following question: Given an almost complete tripartite graph G, can we decompose it into two
isomorphic factors of ﬁnite diameter d? Gangopadhyay [3] showed that if an almost complete tripartite graph is d-
halvable (d <∞), then 2d5. In [2], Froncˇek classiﬁed all 3-, 4-, and 5-halvable almost complete tripartite graphs
of even order in which the missing edge has its endpoints in two partite sets of odd order.
We extend the classiﬁcation of d-halvable graphs. In particular, we classify 4-halvable almost complete tripartite
graphs of odd order and complete triparite graphs from which we can remove an edge with an endpoint in the partite
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set of even order to obtain a 4-halvable almost complete tripartite graph. We also present some results on 3- and
5-halvable almost complete tripartite graphs.
2. Preliminaries
We begin with a formal deﬁnition in order to eliminate any ambiguity about what we mean by “isomorphic” factors
of a decomposition of graph.
Deﬁnition 2.1. Let a graph G be decomposed into two factors F1 and F2. We say that F1 and F2 are isomorphic if
there exists a permutation  : V (G) → V (G) such that there is an edge between two vertices v1 and v2 in F2 if and
only if there is an edge between the vertices (v1) and (v2) in F1. Observe that  is essentially a map from F2 to F1.
We shall refer to  as the complementing isomorphism.
An example of a decomposition of the almost complete tripartite graph K1,2˜,3˜ into two factors F1 and F2 of di-
ameter 4 is given in Fig. 1. The dashed line represents the missing edge. The isomorphism  in Fig. 1 is given by
(v11,v21,v32,v33,v22)(v31). Observe that (v11)= v21 and (v21)= v32. Therefore, since there is an edge between v11
and v21 in F2, there is an edge between v21 and v32 in F1.
Observe that if an almost complete tripartite graph G is d-halvable, then G contains an even number of edges.
Therefore, at least two of the partite sets of G must contain an odd number of vertices. Thus, we need only consider
almost complete tripartite graphs that contain at most one partite set with an even number of vertices.
2.1. Previous results on classiﬁcation of d-halvable almost complete tripartite graphs
Gangopadhyay [3] proved that if an almost complete tripartite graph is d-halvable for ﬁnite d, then 2d5. With
the exception of this section, we will only be concerned with the case where 3d5.
There is no known example of a 2-halvable almost complete tripartite graph. In fact, there is no known example
of a complete tripartite graph that can be decomposed into two not necessarily isomorphic factors of diameter 2.
Gangopadhyay showed that if a complete tripartite graph can be decomposed into two not necessarily isomorphic
factors of diameter 2, then each of its partite sets must contain at least four vertices. Therefore, if an almost complete
tripartite graph is 2-halvable, it must contain at least fourteen vertices. It is difﬁcult to ﬁnd a decomposition of a given
diameter when dealing with this many vertices.
For 3d5, Froncˇek classiﬁed all d-halvable almost complete tripartite graphs of even order in which the missing
edge has its endpoints in the two partite sets containing an odd number of vertices. Theorem 2.2 summarizes his results.
Theorem 2.2 (Froncˇek [2]). Let G = K˜m1,m2,m3 be an almost complete tripartite graph of even order in which the
missing edge has both endpoints in the partite sets containing an odd number of vertices. Also, let m1m2m3, and
Fig. 1. Decomposition of K1,2˜,3˜ into two isomorphic factors of diameter 4, where = (v11, v21, v32, v33, v22)(v31).
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suppose 3d. Then, G is d-halvable if and only if one of the following conditions is satisﬁed:
(1) d = 3, m11, m23, and m34, or m1 = 2, m23, and m33.
(2) d = 4, m11,m22, and m33.
(3) d = 5, m11,m22, and m33.
Froncˇek introduced the following lemma, which is fundamental to our classiﬁcation of d-halvable almost complete
tripartite graphs.
Lemma 2.3. Let K˜m1,m2,m3 be a d-halvable almost complete tripartite graph. Let x and y be vertices in its partite
set of order m1. Let  be a complementing isomorphism such that (x) = y and (y) = x. Then, K˜m1+2k,m2,m3 is
d-halvable for all positive integers k.
As Froncˇek notes in [2], by modifying the proof of Lemma 2.3, we obtain the following stronger lemma,
Lemma 2.4, which will also be useful in our classiﬁcation of d-halvable almost complete tripartite graphs.
Lemma 2.4. LetKm˜1,m˜2,m3 be a d-halvable almost complete tripartite graph. Let xi1, xi2, . . . , xiki be distinct vertices
in its partite set of order mi (i = 1, 2, 3), and suppose that the missing edge is not incident to any of the vertices
xi1, . . . , xiki for i = 1, 2, 3. Let  be a complementing isomorphism that permutes the vertices xi1, . . . , xiki in a ki-
cycle (xi1, xi2, . . . , xiki ) for i = 1, 2, 3. Then, K˜m1+1k1,˜m2+2k2,m3+3k3 is d-halvable for all non-negative integers
1, 2, 3.
3. Classiﬁcation of 4-halvable almost complete tripartite graphs
3.1. 4-Halvable almost complete tripartite graphs
This section is devoted to proving the following two theorems about 4-halvable almost complete tripartite graphs:
Theorem 3.1. Consider the complete tripartite graph G = Km1,m2,m3 with m1m2m3, where exactly two of the
numbers m1, m2, and m3 are odd. Then, there exists an edge with an endpoint in the partite set of even order such that
its removal results in a 4-halvable almost complete tripartite graph if and only if the following two conditions are both
satisﬁed:
(1) m11,m22, and m33.
(2) If m1 = 1, m2 = 2, and m3 > 3, then m3 ≡ ±1 (mod 6).
Theorem 3.2. Consider the complete tripartite graph G = Km1,m2,m3 with m1m2m3, where at least two of the
numbers m1, m2, and m3 are odd. Then, there exists an edge with both endpoints in partite sets of odd order such that
its removal results in a 4-halvable almost complete tripartite graph if and only if the following condition is satisﬁed:
m11, m22 and m33.
3.2. Decompositions of almost complete tripartite graphs into isomorphic factors of diameter 4
We begin with a series of lemmas which together with Theorem 2.2 (proved in [2]) show that the conditions in
Theorems 3.1 and 3.2 are sufﬁcient for an almost complete tripartite graph to be 4-halvable.
Observe that K˜1,1,n is never d-halvable for ﬁnite d , since each factor would need to contain n + 2 vertices and n
edges, resulting in a disconnected graph and contradicting the assumption that d <∞. Recall that at least two of the
partite sets of a d-halvable almost complete triparite graph must contain an odd number of vertices. Lemma 3.3 follows
directly from these observations.
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Fig. 2. One of the factors in the 4-halving of K1,2˜,7˜. The complementing isomorphism is = (v30)(v11, v21, v22)(v36, v35, v34, v33, v32, v31).
Lemma 3.3. Let K˜m1,m2,m3 be a 4-halvable almost complete tripartite graph. Let m1m2m3. Then, the following
condition must be satisﬁed:
m11, m22 and m33.
Lemma 3.4. K1,2˜,3˜ is 4-halvable.
Proof. Fig. 1 shows that K1,2˜,3˜ is 4-halvable. 
Lemma 3.5 (Froncˇek [2]). K1,2˜,˜6k+1 is 4-halvable for k1.
Proof. Fig. 2 shows thatK1,2˜,7˜ is 4-halvable. Observe that the complementing isomorphism is given by (v30)(v11, v21,
v22) (v36, v35, v34, v33, v32, v31). Therefore, by Lemma 2.4, we can extend the size of the partite set with 7 elements
by any positive multiple of 6. Hence, K1,2˜,˜6k+1 is 4-halvable for k1. 
Lemma 3.6. K1,2˜,˜6k+5 is 4-halvable for k0.
Proof. Fig. 3 shows thatK1,2˜,5˜ is 4-halvable. Fig. 4 shows thatK1,2˜,1˜1 is 4-halvable. The complementing isomorphism
is (v11, v21, v22)(v36, v35, v34, v33, v32, v31)(v5, v4, v3, v2, v1). Therefore, by Lemma 2.4, we can extend the size of
the partite set with 11 elements by any positive multiple of 6. Hence, K1,2˜,˜6k+5 is 4-halvable for k0. 
Lemma 3.7. K1˜,˜m1+3,2m2+3 is 4-halvable for m1,m20.
Proof. Fig. 5 shows that K1˜,3˜,3 is 4-halvable. Fig. 6 shows that K1˜,4˜,3 is 4-halvable. Observe that the comple-
menting isomorphism of the decomposition given in Fig. 6 is (v11, v32, v22)(v21, v23)(v24)(v31, v33). Application of
Lemma 2.4 shows that K1˜,˜m1+3,2m2+3 is 4-halvable for m1,m20. 
Lemma 3.8. K
˜2+m1,˜2m2+1,2m3+1 is 4-halvable for m10 and m2,m31.
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Fig. 3. One of the factors in the 4-halving of K1,2˜,5˜. The complementing isomorphism is = (v11, v21, v33, v35, v32, v34, v22)(v31).
Fig. 4. One of the factors in the 4-halving of K1,2˜,1˜1. The complementing isomorphism is  = (v11, v21, v22)(v36, v35, v34, v33, v32, v31)
(v5, v4, v3, v2, v1).
Fig. 5. One of the factors in the 4-halving of K1˜,3˜,3. The complementing isomorphism is = (v11, v32, v22)(v21, v23)(v31, v33).
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Fig. 6. One of the factors in the 4-halving of K1˜,4˜,3. The complementing isomorphism is = (v11, v32, v22)(v21, v23)(v24)(v31, v33).
Fig. 7. One of the factors in the 4-halving ofK
˜2+m1,˜2m2+1,2m3+1. The complementing isomorphism is=(v11, v31, v21)(v12)(v22, v23)(v32, v33).
Proof. Fig. 7 shows that K2˜,3˜,3 is 4-halvable with complementing isomorphism  = (v11, v31, v21)(v12)(v22, v23)
(v32, v33). Application of Lemma 2.4 shows that K
˜2+m1,˜2m2+1,2m3+1 is 4-halvable for m10 and m2,m31. 
Observe that Lemmas 3.4–3.8 have shown that the conditions given in Theorems 3.1 and 3.2 are sufﬁcient.We restate
this result in Propositions 3.9 and 3.10.
Proposition 3.9. Consider the complete tripartite graph Km1,m2,m3 with m1m2m3, where exactly two of the
numbers m1, m2, and m3 are odd. There exists an edge with an endpoint in the partite set of even order such that its
removal results in a 4-halvable almost complete tripartite graph if the following two conditions are both satisﬁed:
(1) m11, m22, and m33.
(2) If m1 = 1, m2 = 2, and m3 > 3, then m3 ≡ ±1 (mod 6).
Proposition 3.10. Consider the complete tripartite graph Km1,m2,m3 with m1m2m3, where at least two of the
numbers m1, m2, and m3 are odd. There exists an edge with both endpoints in partite sets of odd order such that its
removal results in a 4-halvable almost complete tripartite graph if the following condition is satisﬁed:
m11, m22 and m33.
3.3. Proof that K˜1,2,6k+3 is not 4-halvable for k1
Lemma 3.3 showed the necessity of the condition
m11, m22 and m33
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in Theorems 3.1 and 3.2. Therefore, we have completed the proof of Theorem 3.2. To complete the proof of the necessity
of the conditions in Theorem 3.1, we need to show that K˜1,2,6k+3 is not 4-halvable for k1.
Throughout this section, we will denote the complementing isomorphism by . Given an almost complete tripartite
graph K˜1,2,n, we will denote the partite sets with 1, 2, and n vertices by V1, V2, and V3, respectively. The jth vertex
in the set Vi (i = 1, 2, 3) will be denoted by vij , and we will let the missing edge be adjacent to vertex v21 in V2. As
usual, we refer to the factors as F1 and F2.
We ﬁrst show that  maps at least two of the vertices in V1 ∪ V2 back into V1 ∪ V2.
Lemma 3.11. Suppose G = K˜1,2,2n+1 is d-halvable (d <∞) and that n> 1. Let Y = {v11, v21, v22}. Then, the com-
plementing isomorphism  maps at least two vertices from Y back into Y .
Proof. We prove the lemma by contradiction. Suppose  maps fewer than two vertices from Y back into Y . Then, in
factor F1, there exist two vertices v1 and v2 such that v1 and v2 are in the set Y and such that (v1) and (v2) are not
in the set Y. Hence, (v1) and (v2) are in V3.
Now, since (w) is in V3 for at least two vertices w in Y and since |Y | = 3, it directly follows that −1(w) is in V3
for at least two vertices w in Y . Therefore, there exists a vertex w0 in Y such that both (w0) and −1(w0) are in V3.
Observe that each vertex in V3 has degree at most 3 inG. Therefore, because each factor Fi is connected, each vertex
in V3 has degree at most 2 in Fi . Hence, the vertex (w0) has degree at most 2 in F1, and therefore, w0 has degree at
most 2 in F2.
Similarly, the vertex−1(w0) has degree at most 2 in F2. Thereforew0 has degree at most 2 in F1. Hence, the degree
of w0 in G is at most 2 + 2 = 4.
Now, recall that w0 is in Y , and observe that each vertex in Y has degree at least 2n + 15, which provides the
contradiction that completes the proof of the lemma. 
Before progressing further, we state two general lemmas, Lemmas 3.12 and 3.14, about complementing isomor-
phisms.
Lemma 3.12. (v) = v for any vertex v such that degG(v) is odd.
Proof. Since  is an isomorphism, degF1((v)) = degF2(v). Therefore, if (v) = v, then degG(v) = degF1(v) +
degF2(v) = 2degF1(v). Thus, if (v) = v, then degG(v) is even. 
Observe that we can directly extend the idea behind the proof of Lemma 3.12 to obtain the following corollary.
Corollary 3.13. If the sum of the degrees of distinct vertices v1, . . . , vn in G is odd, then does not permute v1, . . . , vn
in a cycle of length n.
Lemma 3.14. Let G be a graph with complementing isomorphism . Suppose  contains a permutation cycle
(a1, b1, a2, b2, . . . , an, bn) of length 2n (n1). Then,
n∑
i=1
degG(ai) =
n∑
i=1
degG(bi). (3.1)
Proof. Since  is an isomorphism,
n∑
i=1
degF2(ai) =
n∑
i=1
degF1((ai)) (3.2)
=
n∑
i=1
degF1(bi). (3.3)
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Similarly,
n∑
i=1
degF2(bi) =
n∑
i=1
degF1(ai). (3.4)
Therefore,
n∑
i=1
degG(ai) =
n∑
i=1
degF2(ai) +
n∑
i=1
degF1(ai) (3.5)
=
n∑
i=1
degF1(bi) +
n∑
i=1
degF2(bi) (3.6)
=
n∑
i=1
degG(bi).  (3.7)
Because the case in which n= 1 in Lemma 3.14 will be of particular importance in later proofs, we will state it as a
corollary.
Corollary 3.15. Suppose the complementing isomorphism of a graph G permutes two vertices v and w in a two-cycle
(v,w). Then, degG(v) = degG(w).
Lemma 3.16. Suppose that there exists d <∞ such that G = K˜1,2,2n+1 is d-halvable. Suppose also that the comple-
menting isomorphism  permutes the vertices v11, v21, and v22 in the same cycle C. If C has length greater than 3,
then n = 1 or 2.
Proof. Suppose the length of the cycleC is greater than 3.Denote the vertices v11, v21, and v22 by x, y, and z, although
not necessarily in that order. Then, by Lemma 3.11, we may assign the labels x, y, and z to the vertices v11, v21, and
v22 so that the following equations hold:
(x) = y, (3.8)
(y) = z, (3.9)
(z) = v3k , (3.10)
(v3j ) = x, (3.11)
where v3j and v3k are vertices in V3. (Observe that v3j may be the same vertex as v3k .)
Applying Eqs. (3.8)–(3.11), we see that 2n of the vertices in the third partite set in F2 are from V3. Therefore, v3j is
not adjacent to at least 2n of the vertices in the third partite set in F2. Hence, x is not adjacent to at least 2n vertices in
the third partite set in F1. Recall that x is adjacent to at least 2n of the 2n + 1 vertices from V3 in G. Therefore, in F2,
vertex x is adjacent to at least 2n − 1 vertices from V3. Hence, by Eq. (3.8), y is adjacent to at least 2n − 1 vertices in
F1. Therefore, there exist at least 2n− 1 vertices (in addition to y) in F2 to which y is not adjacent. Then, by Eq. (3.9),
there exist at least 2n − 1 vertices (in addition to z) in F1 to which z is not adjacent. Thus,
degF1(z) |V (G) − z| − (2n − 1) = (2n + 3) − (2n − 1) = 4. (3.12)
Now, application of Eq. (3.9) (combined with the fact that degFi (v3k) = 1 or 2) shows that
degF2(z) = degF1(v3k) = 1 or 2. (3.13)
Therefore, by Eqs. (3.12) and 3.13
degG(z) = degF1(z) + degF2(z)6. (3.14)
Observe that the degrees in G of v11, v21, and v22 are at least 2n+ 1. Eq. (3.14) therefore implies that n= 1 or 2. 
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3.3.1. Proof that K1˜,2˜,6k+3 is not 4-halvable for k1
Lemma 3.17. G = K1˜,2˜,2k+1 (k > 2) is d-halvable for ﬁnite d if and only if d = 5.
Proof. Fig. 11 combined with Lemma 2.4 shows that K1˜,2˜,2k+1 (k1) is 5-halvable. (Further attention is given to
5-halvable graphs in Theorem 4.3.)
Now suppose that G = K1˜,2˜,2k+1 (k > 2) is d-halvable for ﬁnite d. The vertices in V1 ∪ V2 are not permuted in a
cycle of length 3 by , since degG(v11)+ degG(v21)+ degG(v22)= 6k + 5, which is odd. Therefore, by Lemma 3.16,
the vertices in V1 ∪ V2 are not all permuted in the same cycle. Now, as a consequence of Lemma 3.11, at most one
permutation cycle in  contains vertices from both V1 ∪ V2 and V3.
Observe that no vertices x and y in V1 ∪ V2 are permuted together in a cycle (x, y) of length 2. (To see this, note the
following: Suppose the missing edge is the edge between v11 and v21. Then, by Corollary 3.15, the only such possible
cycle of length 2 would be (v11, v22). Since v11 and v22 are adjacent in G, however, they cannot be permuted with each
other in a cycle of length 2.)
Hence, either v11 or v22 is mapped to itself by . (Note that v11 and v22 cannot both be mapped to themselves by ,
because they are adjacent to each other in G. Since v21 has odd degree in G, it cannot be mapped to itself by .) We
will denote the vertex in V1 ∪ V2 that is mapped to itself by c.
Observe that there is no edge between v21 and v22 and no edge between v11 and v21 in either factor. Let a and b
denote the two vertices in V1 ∪ V2 that are not mapped to themselves by .
Note that without loss of generality, there exist v3j and v3k in V3 (where 3j may equal 3k) such that
(c) = c, (3.15)
(a) = b, (3.16)
(b) = v3j , (3.17)
(v3k) = a. (3.18)
We now show that 3j = 3k. Since a is not adjacent to b in F1, the vertex a is not adjacent to v3k in F2. Therefore, a is
adjacent to v3k in F1. Hence, v3k is adjacent to a vertex −1(v3k) in the partite set in F2 containing 2k + 1 vertices.
Note that since v3k is in V3, it is not adjacent to any vertices in V3. Therefore, −1(v3k) = b. Hence, (b) = v3k , and
v3j = v3k .
So, the vertices a and b are permuted in a cycle of length 3 with one vertex from V3, vertex c is mapped to itself, and
the remaining vertices inV3 aremapped back intoV3. The reader can easily verify that this restriction on the permutation
forces two vertices to be distance 5 away from each other in F1. (To see this, note that there are six possibilities for
where the vertices v11, v21, and v22 are mapped: If v11 is ﬁxed, then there is a permutation cycle (v21, v22, v3j ) or a
permutation cycle (v21, v3j , v22); similarly, there are two possible permutation cycles if v2i is ﬁxed (i = 1 or i = 2). If
one draws any of these possibilities, one easily sees that the restriction on a, b, and c forces two vertices to be distance
5 from each other.) Therefore, K1˜,2˜,2k+1 (k > 2) is d-halvable only for d = 5. 
3.3.2. Proof that K1,2˜,˜6k+3 is not 4-halvable for k1
Observe that in order to complete the proof of Theorem 3.1, we need only prove Theorem 3.18.
Theorem 3.18. For n> 3, the graph K1,2˜,n˜ is d-halvable (d <∞) if and only if n ≡ ±1 (mod 6).
To prove Theorem 3.18, we ﬁrst prove several lemmas. In the following lemmas, we let v denote the vertex in V3 to
which the missing edge is adjacent.
Lemma 3.19. Suppose G = K1,2˜,˜2n+1 (n1) is d-halvable (d <∞). Let  denote the complementing isomorphism.
Then, for each vertex w in Y = {v11, v21, v22}, it is the case that (w) = w.
Proof. Let the missing edge in G be v21v31. Observe that degG(v11)= 2n+ 3 and degG(v21)= 2n+ 1. Therefore, by
Lemma 3.12,  ﬁxes neither v11 nor v21. Thus, the only vertex in Y that might be mapped to itself by  is v22, which
has degree 2n + 2 in G.
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Now, we show by contradiction that (v22) = v22. Suppose that (v22) = v22. Denote the vertices v21 and v11 by
x and y, not necessarily in that order. By Corollary 3.15,  does not permute x and y in a cycle of length 2, because
degG(v21) = degG(v11).
We suppose that (v22) = v22 and v11, v21 are contained in a permutation cycle Cm, m3. Indeed, as degG(v11) =
2n+ 3, we have in one factor, say F1, degF1(v11)n+ 2. Then if x =−1(v11), we have degF2(x)n+ 2. Therefore,
x must be v21. Then(v11)= v3i and since degF1(v3i )2, we have degF2(v11)2, which yields degF1(v11)2n+1.
But then degF2(v21)2n + 1 and degF1(v21) = 0, which is a contradiction. 
As a direct consequence of Corollary 3.15 and Lemmas 3.11 and 3.19, we have the following corollary.
Corollary 3.20. SupposeG=K1,2˜,˜2n+1 is d-halvable (d <∞)with complementing isomorphism. Then, the vertices
v11, v21, and v22 are all permuted in the same permutation cycle by .
Corollary 3.21 is a direct consequence of Lemma 3.16 and Corollary 3.20.
Corollary 3.21. Suppose G = K1,2˜,˜2n+1 is d-halvable (d <∞) for n> 2. Then, the complementing isomorphism 
permutes the vertices v11, v21, and v22 in a cycle of length 3.
We now construct a bipartite graphHn from our graphG=K1,2˜,˜n. We deﬁneHn to be the bipartite graph that results
from removal of the edges v11v21 and v11v22 from G.
The reader should observe that if K1,2˜,˜n is 4-halvable, then Hn is halvable in such a way that the complementing
isomorphism Hn permutes the vertices of Hn in a cycle of length 3. Because this fact is crucial to the remainder of
our proof about the 4-halvability of K1,2˜,˜n, we state it formally here.
Proposition 3.22. If G is 4-halvable, then Hn is halvable (although not necessarily d-halvable for any ﬁnite d) with a
complementing isomorphism Hn of Hn permuting the vertices v11, v21, and v22 in a cycle of length 3.
Fromnowon,wewill be concernedwith proving that ifn> 3 andHn is halvable in such away that the complementing
isomorphism of Hn permutes the vertices v11, v21, and v22 in a cycle of length 3, then n ≡ ±1 (mod 6).
We now let n> 3 and suppose thatHn is halvable in such a way that the complementing isomorphism ofHn permutes
the vertices v11, v21, and v22 in a cycle of length 3. We will denote the factors of Hn by F ′1 and F ′2.
Lemma 3.23. Denote v11 and v22 by x and y, although not necessarily in that order. Then, without loss of generality,
the following holds:
x y v21
Degree in H2n+1 2n + 1 2n + 1 2n
Degree in F ′1 n n + 1 n
Degree in F ′2 n + 1 n n
Proof. Note that without loss of generality, we may assume
(x) = y, (3.19)
(y) = v21 (3.20)
and
(v21) = x, (3.21)
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sincex,y, andv21 are in a cycle of length 3.Therefore, since degH2n+1(x)=degH2n+1(y)=2n+1 anddegF2(x)=degF1(y),
the following holds for some positive integer , 12n:
x y v21
Degree in H2n+1 2n + 1 2n + 1 2n
Degree in F ′1 2n + 1 −   2n + 1 − 
Degree in F ′2  2n + 1 −  2n + 1 − 
From the last column of the above table, we see that
= 2n + 1 − degH2n+1(v21)
2
= n + 1. (3.22)
Substituting this value for  into the above table, we obtain the lemma. 
Lemma 3.24. Suppose that H2n+1 is d-halvable and that H2n+1 permutes the vertices v11, v21, and v22 in a cycle of
length 3. As usual, let V3 = {v31, v32, . . . , v3(2n+1)}. Let v be the vertex in V3 of degree 2. (In other words, v is the
vertex in V3 that is not adjacent to v21.) Let X = V3 − v. Then, one of the following cases must occur:
in F1 in F2
Case 1:
Number of vertices in X to which x is adjacent n − 1 n + 1
Number of vertices in X to which y is adjacent n + 1 n − 1
Number of vertices in X to which v21 is adjacent n n
Case 2:
Number of vertices in X to which x is adjacent n n
Number of vertices in X to which y is adjacent n n
Number of vertices in X to which v21 is adjacent n n
Proof. Note that since degG(v) = 2 and since G is connected, the degree of v in each factor must be 1. Therefore, in
one factor x is the only vertex adjacent to v, and in the other factor, y is the only vertex adjacent to v. Note that the
number of vertices M in X to which a vertex w is adjacent in a factor Fi is given by
M =
{degFi (w) − 1 if w is adjacent to v in Fi,
degFi (w) if w is not adjacent to v in Fi.
(3.23)
Applying Eq. (3.23) directly to the results of Lemma 3.23 completes the proof of this lemma. Note that Case 1
corresponds to the case in which x is adjacent to v in F1, while Case 2 corresponds to the case in which y is adjacent
to v in F2. 
We will need the following general result about sizes of ﬁnite sets in order to prove Lemma 3.26. The reader can
easily verify that the result holds.
Lemma 3.25. Let X be a ﬁnite set of N elements. Let A and B be subsets of X. Let A¯ and B¯ denote X\A and X\B,
respectively. Then,
|A¯ ∩ B¯| = |A ∩ B| + N − (|A| + |B|). (3.24)
The proof of Lemma 3.26 relies directly on Lemma 3.25.
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Lemma 3.26. Let X(Fi, u,w) denote the set of vertices in X = V3 − v (where v is the vertex in V3 to which v21 is not
adjacent) to which u and w are both adjacent in Fi . Then,
|X(F1, x, y)| = |X(F2, x, y)|, (3.25)
and one of the following two cases occurs:
Case 1:
|X(F2, x, v21)| = |X(F1, x, v21)| + 1, (3.26)
|X(F2, y, v21)| = |X(F1, y, v21)| − 1. (3.27)
Case 2:
|X(F2, x, v21)| = |X(F1, x, v21)|, (3.28)
|X(F2, y, v21)| = |X(F1, y, v21)|. (3.29)
Proof. Let u and w be vertices in {v11, v21, v22}. Note that if the set of vertices from X to which u is adjacent in F1 is
Y , then the set of vertices from X to which u is adjacent in F2 is X\Y .
Let (Fi, z) denote the set of vertices in X to which a vertex z is adjacent in Fi . Observe that
X(F1, u,w) = (F1, u) ∩ (F1, w). (3.30)
Also observe that
(F1, u) = (F2, u). (3.31)
Therefore, we can apply Eq. (3.24) from Lemma 3.25 to obtain the following formula:
|X(F2, u,w)| = |X(F1, u,w)| + 2n − (|(F1, u)| + |(F1, w)|). (3.32)
Recall that the tables in Lemma 3.24 provide values for (F1, x), (F1, y), and (F1, v21) in terms of n. Application
of Lemma 3.24 to Formula 3.32 completes the proof of this lemma.
Observe that Cases 1 and 2 in this lemma correspond to Cases 1 and 2, respectively, in Lemma 3.24. 
We now observe that the number of vertices in V3 to which two vertices u and w are adjacent is the same as the
number of vertices in X = V3 − v to which two vertices are adjacent.
Lemma 3.27. Let f (Fi, u,w) denote the number of vertices in Hn to which u and w are both adjacent in Fi . If u and
w are in {v11, v21, v22}, then
f (Fi, u,w) = |X(Fi, u,w)|. (3.33)
Proof. Observe that
f (Fi, u,w) − |X(Fi, u,w)| =
{
1 if u and w are both adjacent to v in Fi,
0 otherwise. (3.34)
Recall that v is adjacent to only one vertex in each factor. Therefore, it is never the case that u and w are both adjacent
to v in the same factor. Thus, for all u and w,
f (Fi, u,w) − |X(Fi, u,w)| = 0.  (3.35)
Lemma 3.28. The following equations hold:
f (F2, x, y) = f (F1, y, v21), (3.36)
f (F2, x, v21) = f (F1, x, y), (3.37)
f (F2, y, v21) = f (F1, x, v21). (3.38)
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Proof. Observe that by (3.19), (3.20), and (3.21),  permutes the vertices x, y, and v21 with the cycle (x, y, v21). Eqs.
(3.36), (3.37), and (3.38) follow directly from this observation. 
Lemma 3.29. One of the following two cases must occur.
Case 1:
f (F1, x, y) = f (F1, y, v21), (3.39)
f (F1, x, v21) = f (F1, y, v21) − 1. (3.40)
Case 2:
f (F1, x, y) = f (F1, x, v21) = f (F1, y, v21). (3.41)
Proof. Recall that by Lemma 3.27,
f (Fi, u,w) = |X(Fi, u,w)|, (3.42)
for any vertices u and w in {v11, v21, v22}. Therefore, in Eqs. (3.25)–(3.29) in Lemma 3.26, we can replace each
occurrence of |X(Fi, u,w)| with f (Fi, u,w). Doing so, we obtain the following equation:
f (F1, x, y) = f (F2, x, y), (3.43)
and one of the following two cases occurs:
Case 1:
f (F2, x, v21) = f (F1, x, v21) + 1, (3.44)
f (F2, y, v21) = f (F1, y, v21) − 1. (3.45)
Case 2:
f (F2, x, v21) = f (F1, x, v21), (3.46)
F2, y, v21) = f (F1, y, v21). (3.47)
Now, in Eqs. (3.43)–(3.47), we will replace each occurrence of f (F2, u,w) with f (F1,(u),(w)), using Eqs.
(3.36)–(3.38) of Lemma 3.28. Observe that this step completes the proof of this lemma. Also observe that Cases 1 and
2 correspond directly to Cases 1 and 2, respectively, in Lemmas 3.24 and 3.26. 
We are now ready to prove the main theorem, Theorem 3.18.
Proof of Theorem 3.18. For n> 3, where n ≡ ±1 (mod 6), Lemmas 3.5 and 3.6 show that G=K1,2˜,n˜ is 4-halvable.
Therefore, by Proposition 3.22, it sufﬁces to show that Hn is halvable for n> 3 in such a way that the complementing
isomorphism of Hn permutes the vertices v11, v21, and v22 in a cycle of length 3 only if n ≡ ±1 (mod 6). We will now
suppose that Hn is halvable for n> 3 in such a way that the complementing isomorphism of Hn permutes the vertices
v11, v21, and v22 in a cycle of length 3. Since n is odd, we let n = 2k + 1 for some integer k > 1.
Observe that in each factor, exactly k vertices from V3 have degree 2. (To see this, ﬁrst note that the image of (V3)
is V3. Observe that there are 2k vertices in V3 with degree 3 in Hn and one vertex in V3 with degree 2 in Hn. Now,
if m vertices from V3 have degree 2 in F1, then since F1 and F2 are isomorphic, m vertices from V3 have degree 2 in
F1. Since each vertex in V3 has at most degree 3 in Hn, it follows that exactly 2k vertices in V3 have degree 3 in Hn.
Therefore, m = k.)
Since each vertex w from V3 has degree at most 2 in a given factor Fi it is never the case that x, y, and v21 are all
adjacent to w in Fi . Therefore,
k = number of vertices of degree 2 in each factor
= f (F1, x, y) + f (F1, x, v21) + f (F1, y, v21). (3.48)
So, we see that in Case 1 of Lemma 3.29,
k ≡ −1 (mod 3). (3.49)
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Similarly, in Case 2 of Lemma 3.29,
k ≡ 0 (mod 3). (3.50)
Therefore, 2k + 1 ≡ ±1 (mod 6). Hence, Hn is halvable only if n ≡ ±1 (mod 6). Therefore, G is halvable only if
n ≡ ±1 (mod 6). 
4. 3- and 5-halvable almost complete tripartite graphs
We now present results for d = 3 and 5. We classify 5-halvable almost complete tripartite graphs of the form K˜1,2,n.
We also classify 3-halvable almost complete tripartite graphs of the form K˜2,m1,m2 .
4.1. 3-Halvable almost complete tripartite graphs
Theorem 4.1. If K˜1,m1,m2 is 3-halvable and m1m2, then
m13 and m24.
Proof. Froncˇek [1] proved that K˜1,2,n is not 3-halvable for any n. Therefore, it is sufﬁcient to prove that K˜1,3,3 is not
3-halvable. We do this by contradiction.
Suppose that K˜1,3,3 is 3-halvable. Then, each of its factors F1 and F2 contains seven vertices and seven edges.
Therefore, F1 contains exactly one cycle. Observe that at least one vertex in K˜1,3,3 has degree 3. Hence, at least one
vertex in F1 has degree 1. Also, observe that no vertices in F1 have degree greater than 3. (To see this, note that if v is
a vertex of degree r in K˜1,3,3 such that v has degree > 3 in F1, then v has degree <r − 3 in F2. Since F2 is connected,
the degree of v in F2 is 1. Therefore, r − 3> 1. So r > 4. The only vertex in K˜1,3,3 with degree > 4 is v11. So v11
has degree > 3 in F1. Since F1F2, F2 also has a vertex of degree > 3. So by similar reasoning as to why v11 has
degree > 3 in F1, we see that v11 has degree > 3 in F2. So v11 has degree > 3+ 3= 6 in K˜1,3,3.But v11 has degree 6
in K˜1,3,3. Therefore, we have a contradiction, and we see that no vertices in F1 have degree greater than 3.) Therefore,
F1 contains the cycle C3, C4, C5, or C6.
Observe that the only possibility for a connected graph with seven vertices, seven edges, at least one vertex of degree
one, no vertices of degree greater than three, and containing C6 is given in Fig. 8. Because the graph given in Fig. 8
has diameter 4, we see that F1 cannot contain the cycle C6. Similarly, the reader can easily verify that the cycle in F1
is not C3 or C4.
Hence, F1 must contain a cycle of length 5. Therefore, F1 must be isomorphic to the graph in Fig. 9. As usual,
let v11 denote the vertex in the partite set containing one vertex. Observe that since degK˜1,3,3(v11) = 5 or 6 and since
each vertex in each factor has degree at most 3, v11 has degree 3 in at least one factor. Therefore, we may assume
without loss of generality that v11 has degree 3 in F1. Because of symmetry in the graph in Fig. 9, it does not matter
which of the vertices of degree 3 in F1 we label v11. Now, we label the remaining vertices from each of the two
remaining partite sets with xi (i = 1, 2, 3) for one partite set and yi (i = 1, 2, 3) for the other partite set. Observe that
without loss of generality, the vertices must be labelled as they are in Fig. 9. Also observe that the vertices labelled x
Fig. 8. The only connected graph with seven vertices, seven edges, at least one vertex of degree 1, no vertices with degree greater than 3, and a cycle
of length 6.
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Fig. 9. The only diameter 3 graph with seven vertices, seven edges, at least one vertex of degree 1, no vertices with degree greater than 3, and a cycle
of length 5.
Fig. 10. One of the factors in the 3-halving of K2˜,3˜,3. The complementing isomorphism is = (v11, v31, v21)(v12)(v22, v23)(v32, v33).
(respectively, y) in Fig. 9 correspond to vertices that are all from the same partite set in K˜1,3,3. Since each of the vertices
xi and yi has degree 3 or 4 in K˜1,3,3, it follows that degF2(x3) = 1. The only vertex in F1 that is not adjacent to x3 and
that is not in the same partite set as x3 is y2. Therefore, y2 must be the vertex adjacent to x3 in F2. Since no other vertex
in F2 is adjacent to x3, F2 does not contain any vertices of degree 3, except possibly v11 and y2.
Hence,
deg
K˜1,3,3
(y2) = degF1(y2) + degF2(y2) = 2 + 3 = 5, (4.51)
which contradicts the fact that deg
K˜1,3,3
(y2) = 3 or 4. Therefore, K˜1,3,3 is not 3-halvable. 
As stated in Theorem 2.2, Froncˇek [2] has classiﬁed all 3-halvable almost complete tripartite graphs of even order
in which the missing edge is adjacent to vertices in the two partite sets of odd order.
In Theorem 4.2, we generalize Froncˇek’s result for almost complete tripartite graphs K˜m1,m2,m3 in which
m1,m2,m3 > 1.
Theorem 4.2. Let m1m2m3, and let m12, m2,m33. Also suppose that at least two of the numbers m1, m2,
m3 are odd. Then, Km˜1,m˜2,m3 , Km˜1,m2,m˜3 , and Km1,m˜2,m˜3 are each 3-halvable.
Proof. If m1 + m2 + m3 is even and the missing edge has its endpoints in the two partite sets of odd order, then the
theorem holds by Theorem 2.2. Now, consider the decomposition ofK2˜,3˜,3 in Fig. 10. The complementing isomorphism
is  = (v11, v31, v21)(v12)(v22, v23)(v32, v33). By Lemma 2.4, K
˜2+n1,˜2n2+1,2n3+1 is also 3-halvable for n10 and
n2, n31. 
We have not been able to make conclusions about the 3-halvability of almost complete tripartite graphs K˜1,m1,m2 of
odd order with m13 and m25. We have also not been able to make conclusions about the 3-halvability of almost
complete tripartite graphs K˜1,m1,m2 (m13 and m24) of even order in which the missing edge is adjacent to a vertex
in the partite set of even order.
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Fig. 11. Decomposition of K1˜,2˜,3 into isomorphic factors of diameter 5, = (v11, v21, v31)(v22)(v32, v33).
4.1.1. 5-Halvable almost complete tripartite graphs
As noted in Theorem 2.2, Froncˇek [2] has classiﬁed all 5-halvable almost complete tripartite graphs of even order
in which the missing edge has its endpoints in the partite sets of odd order.
By a near-brute-force method, we were able to show that K2˜,3˜,3 is not 5-halvable. We were not, however, able to
generalize the proof. For K˜m1,m2,m3 with m12, we have not generalized Froncˇek’s results. We are, however, able to
extend his results to K˜1,m1,m2 (m1 or m2 odd and m1,m22).
Theorem 4.3. K1˜,˜1+m1,2m2+1 and K1˜,1+m1,˜2m2+1 are 5-halvable if and only if m1,m21. In other words, K˜1,n1,n2(with n1n2) is 5-halvable if at least one of the numbers n1 and n2 is odd and n12, n23; the missing edge may
(but does not have to) have an endpoint in the partite set with an even number of vertices (if the order of the graph is
even).
Proof. First, recall that an almost complete tripartite graph K˜1,n1,n2 (with n1n2) is not d-halvable for ﬁnite d if n1 < 2
or n2 < 3. Therefore, if K1˜,˜1+m1,2m2+1 or K1˜,1+m1,˜2m2+1 is 5-halvable, then m1,m21.
If the order of the graph is even and the missing edge has its endpoints in the partite sets of odd order, then the
theorem holds by Theorem 2.2.
Now, consider the decomposition of K1˜,2˜,3 given in Fig. 11. Observe that the complementing isomorphism is
= (v11, v21, v31)(v22)(v32, v33). Therefore, by Lemma 2.4, K1˜,˜1+m1,2m2+1 is 5-halvable. 
5. Open questions
Several questions remain in the classiﬁcation of d-halvable almost complete tripartite graphs for d = 4.
We are nearly done with the classiﬁcation of 3-halvable almost complete tripartite graphs. One remaining question,
however, is the 3-halvability of almost complete tripartite graphs K˜1,m1,m2 , where 3m1m2 and m24, in which
the order of the graph is odd or in which the missing edge is incident with a vertex in the partite set of even order.
We have classiﬁed the 5-halvable almost complete tripartite graphs of the form K˜1,m1,m2 . Using a near-brute-force
method, we are able to show thatK2˜,3˜,3 is not 5-halvable. We have been unable, however, to determine the 5-halvability
of almost complete tripartite graphs K˜n1,n2,n3 with n12, n23, n35 in which the order of the graph is odd or in
which the missing edge is adjacent to a vertex in the partite set of even order.
Finally, as was mentioned earlier, very little is known about the 2-halvability of almost complete tripartite graphs.
If an almost complete tripartite graph is 2-halvable, then each of its partite sets must contain at least four vertices. No
one, however, has produced an example of a 2-halvable almost complete tripartite graph. On the other hand, no one
has demonstrated that such a graph does not exist.
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