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21 Introduction
Fractional reaction-subdiusion equations have been widely used in simulating
physical phenomena. Chiu et al. [7] carried out a Monte Carlo simulation and
linear stability analysis of Turing pattern formation in reaction-subdiusion
systems; Sagus et al. [29] discussed reaction-subdiusion equations for the
A*)B reaction; Schmidt-Martens et al. [31] analyzed front propagation in a
one-dimensional autocatalytic reaction-subdiusion system; Sokolov et al. [33]
looked at reaction-subdiusion equations; Yadav et al. [37,38] considered ki-
netic equations for reaction-subdiusion systems and investigated their Turing
instability; Yuste et al. [40] studied reaction front in an A+B !C reaction-
subdiusion process. Metzler et al. [23] investigated the random walk's guide
to anomalous diusion.
In recent years, various numerical methods for fractional dierential equa-
tions have been presented ([2,3,6,13,16{19,22,32,36,39,41{43]. For the frac-
tional reaction-subdiusion equation
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+ f(x; t); (1)
with 0D
1 
t (g (x; t)) being the Riemann-Liouville fractional derivative of or-
der 1   ; 0 <  < 1 (see the denition in (3) below); 1; 2 > 0 and
0D
1 
t (2u(x; t)) is the reaction term, Chen et al. [3] presented nite dif-
ference methods with rst order temporal accuracy and second order spatial
accuracy, and analyzed their stability and convergence by the Fourier method.
When the diusion exponent  depends on the variables x and t, this leads to
the variable-order nonlinear reaction-subdiusion equation
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where 0 < min  (x; t)  max < 1, 1; 2 > 0 and 0D1 (x;t)t g(x; t) is the
variable-order Riemann-Liouville fractional derivative of order 1   (x; t) for
g(x; t) dened by [4,15,44]
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For the variable-order setting, Coimbra [8] discussed variable-order dif-
ferential operators; Evans and Jacob [9] derived Feller semigroups by using
variable-order subordination; Jacob and Leopold [11] investigated pseudodif-
ferential operators with variable order generating Feller semigroups; Kikuchi
and Negoro [12] characterized Markov processes generated by pseudo dif-
ferentail operator of variable order; Leopold [14] considered embedding of
function spaces of variable order of dierentiation; Lorenzo and Hartley [20]
introduced generalized fractional calculus and presented variable-order and
distributed-order fractional operators; Ramirez and Coimbra [26] discussed
3variable-order constitutive relation for viscoelasticity; they [27] also discussed
the selection and meaning of variable-order operators for dynamic modeling;
Ruiz-Medina et al. [28] considered fractional generalized random elds of vari-
able order; Samko and Ross [30] introduced integration and dierentiation to
a variable fractional order; Soon et al. [35] investigated variable viscoelasticity
operators. On the other hand, work on the numerical analysis of such prob-
lems has been limited. Lin et al. [15] considered the stability and convergence
of an explicit nite-dierence approximation for the variable-order nonlinear
fractional dierential equation. Zhuang et al. [44] proposed numerical methods
for the variable-order fractional advection-diusion equation with a nonlinear
source term. Chen et al. [4] developed numerical schemes with high spatial
accuracy for a variable-order anomalous subdiusion equation. Chen et al. [5]
proposed numerical simulation for the variable-order Galilei invariant advec-
tion diusion equation with a nonlinear source term.
By comparing Eqs. (1) and (2), it is obvious that the nonlinear source
term and variable-order fractional derivative make it more dicult to develop
numerical methods for the latter equation. In this paper, we will investigate
the numerical approximation of Eq. (2) that satises the following initial and
boundary conditions:
u(x; 0) = '(x); 0  x  L; (4)
u(0; t) =  (t); u(L; t) = !(t); 0 < t  T: (5)
By exploiting the relationship between the Riemann-Liouville and Grunwald-
Letnikov fractional derivatives, we will develop a numerical approximation
method with second-order spatial accuracy and rst-order temporal accuracy.
In the latter part of the paper, using a new approximation formula for rst-
order derivative, we will develop another numerical approximation method for
improving temporal accuracy.
2 Formulation of the numerical approximation method
In this paper, we let
xj = jh; j = 0; 1; : : : ; J; tk = k; k = 0; 1; : : : ;K;
where h = L=J and  = T=K are the spatial and temporal steps, respectively.
We also dene the point set

 = f(x; t)j 0  x  L; 0  t  Tg ;
and the function space
U(
) =

u(x; t)j@
4u(x; t)
@x4
;
@3u(x; t)
@x2@t
;
@3u(x; t)
@t3
2 C(
)

: (6)
In order to investigate convergence of numerical methods, we assume that
the solution is suciently smooth (as assumed for the usual numerical method
4(see [24]) or the solution is a continuous function of x and t with a sucient
number of continuous derivatives to be evaluated at the point (xi; tk) (see [34]).
This assumption is reasonable. Yuste and Acedo [41] considered the anoma-
lous subdiusion equation and assumed that the initial boundary data for the
solution u are consistent and (ii) assuming that u is suciently smooth at the
origin t = 0. Langlands and Henry [13] have investigated the accuracy of an
implicit numerical scheme for solving the anomalous subdiusion equation and
have also made the same assumption. Agrawal [1] has discussed the fractional
diusion-wave equation and obtained the solution. According to Goreno and
Mainardi [10], the complete monotonicity of the Mittag-Leer function E(z)
in the negative real axis. Convergence of the solution including the Mittag-
Leer function can be proven using the monotonicity of E(z) and the Cauchy
criterion for convergence. For the regularity of the solution for the reaction-
subdiusion equation or subdiusion equation, these are many authors have
studied. In this paper, we made it very clear that the paper is not intend-
ed to prove the regularity of the solution, but rather to develop numerical
approximation for a variable-order reaction-subdiusion equation.
In this paper, we assume u(x; t) 2 U(
), f(u; x; t) has the rst order
continuous partial derivative @f(u;x;t)@t ; and satises the Lipschitz condition
with respect u:
jf(x; t; u1)  f(x; t; u2)j  eLju1   u2j; 8u1; u2; (7)
where eL is a Lipschitz constant.
On the grid point (xj ; tk), Eq. (2) becomes
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
+f(xj ; tk; u(xj ; tk)); (8)
where kj  (xj ; tk): If g(x; t) has the continuous partial derivative @g(x;t)@t for
t  0, then the Riemann-Liouville and Grunwald-Letnikov fractional partial
derivatives of order 1  kj for g(x; t) on the grid point (xj ; tk) are equivalent,
so that
0D
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 ]X
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
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From [25], we have
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
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l

g(xj ; tk   l) = kj 1
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 ]
l=0 ( 1)l
 1 kj
l

g(xj ; tk   l) +O(): (10)
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Clearly, by u(x; t) 2 U(
), we have
@u(xj ; tk)
@t
=
u(xj ; tk)  u(xj ; tk 1)

+O(): (13)
and
@2u(xj ; tk)
@x2
=
2xu(xj ; tk)
h2
+O(h2): (14)
where 2xu(xj ; tk) = u(xj 1; tk) 2u(xj ; tk)+u(xj+1; tk): Noting that f(u; x; t)
has the rst order continuous derivative @f(u;x;t)@t , we adopt the following ap-
proximation formula
f(xj ; tk; u(xj ; tk)) = f(xj ; tk 1; u(xj ; tk 1)) +O(): (15)
Applying (12), (13), (14) and (15) gives
u(xj ; tk) = u(xj ; tk 1) + 
(1)
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kX
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+f(xj ; tk 1; u(xj ; tk 1)) +Rkj ; (16)
where

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k
j
h2
> 0; 
(2)
j;k = 2
kj > 0; (17)
Rkj = O(h
2)
k
j
kX
l=0

(l)
j;k +O(
2): (18)
On the basis of the above analysis, we now present a numerical approxi-
mation method for Eq. (2) that satises the initial and boundary conditions
(4)-(5):
ukj = u
k 1
j + 
(1)
j;k
kX
l=0

(l)
j;k
2
xu
k l
j   (2)j;k
kX
l=0

(l)
j;ku
k l
j + f
k 1
j ; (19)
k = 1; 2; : : : ;K; j = 1; 2; : : : ; J   1;
u0j = '(xj); j = 0; 1; : : : ; J; (20)
uk0 =  (tk); u
k
J = !(tk); k = 1; 2; : : : ;K; (21)
6where fk 1j = f(u
k 1
j ; xj ; tk 1):
The numerical approximation (19)-(21) is uniquely solvable. In fact, by
letting
u(k) = [uk1 ; u
k
2 ; : : : ; u
k
J 1]
T ;
then on the k layer, the numerical approximation (19)-(21) can be written in
the following matrix form:
A(k)u(k) = b(k); (22)
where the right term b(k) is a (J   1)-dimension column vector that includes
the known initial and boundary values, the known source term values and the
previous k layer known values unj (n = 0; 1; : : : ; k   1): Then the coecient
matrix is a (J   1) (J   1) known matrix given by
A(k) =
26666664
a
(k)
1 ea(k)1ea(k)2 a(k)2 ea(k)2
. . .
. . .
. . .ea(k)J 2 a(k)J 2 ea(k)J 2ea(k)J 1 a(k)J 1
37777775 ; (23)
where
a
(k)
j = 1 + 2
(1)
j;k + 
(2)
j;k; ea(k)j =  (1)j;k:
It is not dicult to see that A(k) is a strictly diagonally dominant matrix;
then A(k) is a nonsingular matrix. Thus the linear system (22) exists and has
a unique solution. This implies that the numerical approximation (19)-(21) is
uniquely solvable.
3 Convergence of the numerical approximation
In this section, we rst introduce the following two lemmas:
Lemma 3.1 If 0 < min  (x; t)  max < 1 for j = 1; 2; : : : ; J; k =
1; 2; : : : ;K; l = 0; 1; : : : ; the coecients 
(l)
j;k satisfy
(1) 
(0)
j;k = 1; 
(1)
j;k = 
k
j   1 < 0; (l)j;k < 0; l = 2; 3; : : : ;
(2)
1P
l=0

(l)
j;k = 0;
(3) for n = 1; 2; : : : ;  
nP
l=1

(l)
j;k < 1:
Proof See [4].
Lemma 3.2 If 0 < min  (x; t)  max < 1 for j = 1; 2; : : : ; J; k =
1; 2; : : : ;K; then
j;k 1
kX
l=0

(l)
j;k =
eC +O();
where eC is a bounded constant.
7Proof See [5].
We now analyze the convergence of the numerical approximation (19)-(21).
By subtracting (19) from (16) we get the error equation
Ekj = E
k 1
j + 
(1)
j;k
kX
l=0

(l)
j;k
2
xE
k l
j   (2)j;k
kX
l=0

(l)
j;kE
k l
j
+
 
f(xj ; tk 1; u(xj ; tk 1))  fk 1j

+Rkj ; (24)
k = 1; 2; : : : ;K; j = 1; 2; : : : ; J   1;
where Ekj = u(xj ; tk)   ukj : For k = 0; 1; : : : ;K; we dene the following grid
functions:
Ek(x) =
(
Ekj ; when x 2

xj  12 ; xj+ 12
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h2 ] [ (L  h2 ; L];
and
Rk(x) =
(
Rkj ; when x 2

xj  12 ; xj+ 12
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h2 ] [ (L  h2 ; L]:
Then, Ek(x) and Rk(x) have the Fourier series expansions
Ek(x) =
1X
l= 1
k(l)e
i2lx=L; k = 0; 1; : : : ;K;
and
Rk(x) =
1X
l= 1
k(l)e
i2lx=L; k = 0; 1; : : : ;K;
where
k(l) =
1
L
Z L
0
Ek(x)e i2lx=Ldx; k(l) =
1
L
Z L
0
Rk(x)e i2lx=Ldx:
Let
Ek =

Ek1 ; E
k
2 ; : : : ; E
k
J 1
T
; Rk =

Rk1 ; R
k
2 ; : : : ; R
k
J 1
T
;
then, by applying the Parseval equalitiesZ L
0
Ek(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ;K;
Z L
0
Rk(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ;K;
and Z L
0
Ek(x)2 dx = J 1X
j=1
hjEkj j2; k = 0; 1; : : : ;K;
8Z L
0
Rk(x)2 dx = J 1X
j=1
hjRkj j2; k = 0; 1; : : : ;K;
we have, respectively
kEkk2 
0@J 1X
j=1
hjEkj j2
1A 12 =  1X
l= 1
jk(l)j2
! 1
2
; k = 0; 1; : : : ;K; (25)
and
kRkk2 
0@J 1X
j=1
hjRkj j2
1A 12 =  1X
l= 1
jk(l)j2
! 1
2
; k = 0; 1; : : : ;K: (26)
We now assume Ekj and R
k
j have the following forms:
Ekj = ke
ijh; Rkj = ke
ijh; (27)
where  = 2l=L: Substituting (27) into (24) yields
k = k 1   4(1)j;k sin2
h
2
kX
l=0

(l)
j;kk l   (2)j;k
kX
l=0

(l)
j;kk l (28)
+
 
f(xj ; tk 1; u(xj ; tk 1))  fk 1j

e ijh + k;
k = 1; 2; : : : ;K:
Applying Lemma 3.1, (28) can be written as
k =
"
kj k 1  

b
(1)
j;k + 
(2)
j;k
 kX
l=2

(l)
j;kk l + 
 
f(xj ; tk 1; u(xj ; tk 1))  fk 1j

e ijh   k

kj ; k = 1; 2; : : : ;K; (29)
where 8>><>>:
b
(1)
j;k = 4
(1)
j;k sin
2 h
2  0;
0 < kj =
1
1+b
(1)
j;k
+
(2)
j;k
 1;
kj = 1 + (1  kj )

b
(1)
j;k + 
(2)
j;k

:
(30)
By (18) and Lemma 3.2, we have that
Rkj = O(h
2)
k
j
kX
l=0

(l)
j;k +O(
2)
= O(h2)
k
j 1
kX
l=0

(l)
j;k +O(
2)
= O(h2)
 eC +O()+O(2)
= O
 
2 + h2

:
9Then there is a positive constant C1 such that
jRkj j  C1(2 + h2); k = 1; 2; : : : ;K; j = 1; 2; : : : ; J: (31)
By the rst equality of (26), this leads to
kRkk2  C1
p
L(2 + h2); k = 1; 2; : : : ;K: (32)
On the basis of the convergence of the series on the right hand side of (26),
there is a positive constant C2 such that
jkj  jk(l)j  C2 eL1(l)j  C2 eLj1j; k = 1; 2; : : : ;K: (33)
Theorem 3.1 Suppose that u(x; t) 2 U(
); then the numerical approxi-
mation (19)-(21) is convergent of the order O( + h2):
Proof At rst, by using induction, we can verify the following assertion:
jkj  C2k

1 +  eLk j1j; k = 1; 2; : : : ;K; (34)
where k (k = 1; 2; : : : ;K) satisfy (29).
Since E0 = 0 and (25), then
0(l) = 0 = 0: (35)
For k = 1, by virtue of (7), (27), (30), (33) and (35), then (29) gives
j1j 


f(xj ; 0; u(xj ; 0))  f0j  je ijhj+ j1j	1j
  eL E0j  je ijhj+ j1j
=  eL j0j+ j1j
= j1j  C2 eLj1j  C2 1 +  eL j1j:
Supposing
jnj  C2n

1 +  eLn j1j; n = 1; 2; : : : ; k   1;
by virtue of (7), (27), (30), (33), 0 < kj < 1 and Lemma 3.1, then (29) gives
jkj 
"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
(l)j;k jk lj
+
f(xj ; tk 1; u(xj ; tk 1))  fk 1j  je ijhj+ jkjkj

"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
(l)j;k jk lj+  eL Ek 1j  je ijhj+ jkj
#
kj
10
=
"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
(l)j;k jk lj+  eL jk 1j+ jkj
#
kj

"
kj (k   1)

1 +  eLk 1 + b(1)j;k + (2)j;k kX
l=2
(l)j;k (k   l)1 +  eLk l
+ eL(k   1)1 +  eLk 1 +  eLC2kj j1j

"
kj (k   1)

1 +  eLk 1 + b(1)j;k + (2)j;k (k   1)1 +  eLk 1 kX
l=2
(l)j;k
+ eL(k   1)1 +  eLk 1 +  eLC2kj j1j
=

kj (k   1)

1 +  eLk 1 + b(1)j;k + (2)j;k (k   1)1 +  eLk 1 
kX
l=1
j(l)j;kj   j(1)j;kj
!
+  eL(k   1)1 +  eLk 1 +  eL#C2kj j1j
=

kj (k   1)

1 +  eLk 1 + b(1)j;k + (2)j;k (k   1)1 +  eLk 1"
 
kX
l=1

(l)
j;k   (1  kj )
#
+  eL(k   1)1 +  eLk 1 +  eL)C2kj j1j


kj (k   1)

1 +  eLk 1 + b(1)j;k + (2)j;k (k   1)1 +  eLk 1
1  (1  kj )

+  eL(k   1)1 +  eLk 1 +  eLC2kj j1j
=
h
1 + b
(1)
j;k + 
(2)
j;k
i
(k   1)

1 +  eLk 1 +  eL(k   1)1 +  eLk 1 +  eL
C2
k
j j1j


(k   1)

1 +  eLk 1 +  eL(k   1)1 +  eLk 1 +  eLC2j1j
 C2k

1 +  eLk j1j:
According to (25), (26), (32), (34) and k  T; we have
kEkk2  C2k

1 +  eLk kR1k2  C1C2k 1 +  eLkpL( + h2)
 C1C2TeTeLpL( + h2) = C( + h2);
where C = C1C2Te
TeLpL: So, Theorem 3.1 is proved. ut
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4 Stability of the numerical approximation
In this section, we will analyze the stability of the numerical approximation
(19)-(21), thereby considering the following roundo error equation:
kj = 
k 1
j + 
(1)
j;k
kX
l=0

(l)
j;k
2
x
k l
j   (2)j;k
kX
l=0

(l)
j;k
k l
j + 

fk 1j   efk 1j (36)
k = 1; 2; : : : ;K; j = 1; 2; : : : ; J   1;
with kj = u
k
j   eukj , whereas eukj is the approximation for ukj ; and efk 1j =
f(euk 1j ; xj ; tk 1) is the approximation for fk 1j = f(uk 1j ; xj ; tk 1):
For k = 0; 1; : : : ;K; we dene the following grid function:
k(x) =
(
kj ; when x 2

xj  12 ; xj+ 12
i
; j = 1; 2; : : : ; J   1;
0; when x 2 [0; h2 ] [ (L  h2 ; L]:
Then uk(x) has the Fourier series expansion
k(x) =
1X
l= 1
k(l)e
i2lx=L; k = 0; 1; : : : ;K;
where
k(l) =
1
L
Z L
0
k(x)e i2lx=Ldx:
Let
k =

k1 ; 
k
2 ; : : : ; 
k
J 1
T
:
Using the Parseval equalitiesZ L
0
k(x)2 dx = 1X
l= 1
jk(l)j2; k = 0; 1; : : : ;K;
and Z L
0
k(x)2 dx = J 1X
j=1
hjkj j2; k = 0; 1; : : : ;K;
we have
kkk2 
0@J 1X
j=1
hjkj j2
1A 12 =  1X
l= 1
jk(l)j2
! 1
2
; k = 0; 1; : : : ;K: (37)
Assume that kj has the form
kj = ke
ijh; (38)
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where  = 2l=L: Substituting (38) into (36) gives
k = k 1   4(1)j;k sin2
h
2
kX
l=0

(l)
j;kk l   (2)j;k
kX
l=0

(l)
j;kk l
+

fk 1j   efk 1j  e ijh; k = 1; 2; : : : ;K: (39)
Applying Lemma 3.1, Eq. (39) can be written as
k =
"
kj k 1  

b
(1)
j;k + 
(2)
j;k
 kX
l=2

(l)
j;kk l
+

fk 1j   efk 1j  e ijhikj ; k = 1; 2; : : : ;K; (40)
where b
(1)
j;k; 
k
j and 
k
j are dened by (30).
Theorem 4.1 The numerical approximation (19)-(21) is unconditionally
stable.
Proof Firstly, using induction, we can demonstrate the following assertion:
jkj 

1 +  eLk j0j; k = 1; 2; : : : ;K; (41)
where k (k = 1; 2; : : : ;K) satisfy Eq. (40).
For k = 1; based on (7), (25), (38) and 0 < kj < 1, from (40) we get
j1j 
h
1j j0j+ 
f0j   ef0j  je ijhji1j

h
1j j0j+  eL 0j  je ijhji1j
=
h
1j j0j+  eL 0je ijhi1j
=
h
1j j0j+  eLj0ji1j


1 +  eL j0j:
Suppose that
jnj 

1 +  eLn j0j; n = 1; 2; : : : ; k   1:
Based on (7), (25), (38), 0 < kj < 1 and Lemma 3.1,Eq. (40) leads to
jkj 
"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
j(l)j;kjjk lj+ 
fk 1j   efk 1j  je ijhj
#
kj

"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
j(l)j;kjjk lj+  eL k 1j  je ijhj
#
kj
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=
"
kj jk 1j+

b
(1)
j;k + 
(2)
j;k
 kX
l=2
j(l)j;kjjk lj+  eL jk 1j
#
kj

"
kj

1 +  eLk 1 + b(1)j;k + (2)j;k kX
l=2
j(l)j;kj

1 +  eLk l +  eL1 +  eLk 1#kj j0j

(
kj

1 +  eLk 1 + b(1)j;k + (2)j;k1 +  eLk 1 kX
l=2
j(l)j;kj+  eL1 +  eLk 1
#
kj j0j
=
"
kj +

b
(1)
j;k + 
(2)
j;k
 kX
l=1
j(l)j;kj   j(1)j;kj
!
+  eL#kj 1 +  eLk 1 j0j
=
(
kj +

b
(1)
j;k + 
(2)
j;k
"
 
kX
l=1

(l)
j;k   (1  kj )
#
+  eL)kj 1 +  eLk 1 j0j

n
kj +

b
(1)
j;k + 
(2)
j;k
 
1  (1  kj )

+  eLokj 1 +  eLk 1 j0j
=
nh
1 + b
(1)
j;k + 
(2)
j;k
i
+  eLokj 1 +  eLk 1 j0j


1 +  eLk j0j:
According to (37), (41) and k  T , the solution of the roundo error
equation (36) satises
kkk2 

1 +  eLk k0k2  ekeLk0k2  eTeLk0k2; k = 1; 2; : : : ;K:
Hence Theorem 4.1 is proved. ut
5 The improved numerical approximation
Note that the cause of rst-order temporal accuracy of the numerical approxi-
mation (19)-(21) is due to adopting the approximation formulas (12) and (13).
In order to improve temporal accuracy, we need a new approach.
Lemma 5.1 If p(t) has third-order continuous derivative, then
1  1
2
rt

p0(tk) =
rtp(tk)

+O(2);
where rtp(tk) = p(tk)  p(tk 1) is the rst-order backward dierence.
Proof See [4].
Taking x = xj ; t = tk in (2) gives
@u(xj ; tk)
@t
=
1
  ((xj ; tk))
"
@
@
Z 
0

1
@2u(xj ; y)
@x2
  2u(xj ; y)

14
dy
(   y)1 (xj ;tk)

=tk
+ f(xj ; tk; u(xj ; tk))
=
(
@
@
"
1
  ((xj ; tk))
Z 
0

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(   y)1 (xj ;tk)

=tk
+ f(xj ; tk; u(xj ; tk)):
From u(x; t) 2 U(
) and Lemma 5.1 we have
rtu(xj ; tk)
= rt

1
  ((xj ; tk))
Z tk
0

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(tk   y)1 (xj ;tk)

+

1  1
2
rt

f(xj ; tk; u(xj ; tk)) +O(
3);
using the theory of linear interpolation, from this we have that
u(xj ; tk)  u(xj ; tk 1)
=
1
  ((xj ; tk))
Z tk
0

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(tk   y)1 (xj ;tk)
  1
  ((xj ; tk 1))
Z tk 1
0

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(tk 1   y)1 (xj ;tk 1)
+ 

1  1
2
rt

f(xj ; tk; u(xj ; tk)) +O(
3)
=
1
  ((xj ; tk))
kX
l=1
Z tl
tl 1

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(tk   y)1 (xj ;tk)
  1
  ((xj ; tk 1))
k 1X
l=1
Z tl
tl 1

1
@2u(xj ; y)
@x2
  2u(xj ; y)

dy
(tk 1   y)1 (xj ;tk 1)
+ 

1  1
2
rt

f(xj ; tk; u(xj ; tk)) +O(
3)
=
1
  ((xj ; tk))
kX
l=1
Z tl
tl 1

tl   y


1
@2u(xj ; tl 1)
@x2
  2u(xj ; tl 1)

+
y   tl 1


1
@2u(xj ; tl)
@x2
  2u(xj ; tl)

+O(2)

dy
(tk   y)1 (xj ;tk)
  1
  ((xj ; tk 1))
k 1X
l=1
Z tl
tl 1

tl   y


1
@2u(xj ; tl 1)
@x2
  2u(xj ; tl 1)

+
y   tl 1


1
@2u(xj ; tl)
@x2
  2u(xj ; tl)

+O(2)

dy
(tk 1   y)1 (xj ;tk 1)
+

1  1
2
rt

f(xj ; tk; u(xj ; tk)) +O(
3):
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Further applying (14) leads to
u(xj ; tk)  u(xj ; tk 1)
=
1
  ((xj ; tk))
kX
l=1
Z tl
tl 1

tl   y


1
2
xu(xj ; tl 1)
h2
+O(h2)  2u(xj ; tl 1)

+
y   tl 1


1
2
xu(xj ; tl)
h2
+O(h2)  2u(xj ; tl)

+O(2)

dy
(tk   y)1 (xj ;tk)
  1
  ((xj ; tk 1))
k 1X
l=1
Z tl
tl 1

tl   y


1
2
xu(xj ; tl 1)
h2
+O(h2)  2u(xj ; tl 1)

+
y   tl 1


1
2
xu(xj ; tl)
h2
+O(h2)  2u(xj ; tl)

+O(2)
	 dy
(tk 1   y)1 (xj ;tk 1)
+ 

1  1
2
rt

f(xj ; tk; u(xj ; tk)) +O(
3)
=
1
kj
h2  kj
kX
l=1

alj;k
2
xu(xj ; tl 1) + b
l
j;k
2
xu(xj ; tl)

 1
k 1
j
h2  k 1j
k 1X
l=1

alj;k 1
2
xu(xj ; tl 1)) + b
l
j;k 1
2
xu(xj ; tl)

 2
kj
  kj
kX
l=1

alj;ku(xj ; tl 1) + b
l
j;ku(xj ; tl)

+
2
k 1
j
  k 1j
k 1X
l=1

alj;k 1u(xj ; tl 1)) + b
l
j;k 1u(xj ; tl)

+

1  1
2
rt

f(xj ; tk; u(xj ; tk)) + <kj ;
where
kj  (xj ; tk);   kj    ((xj ; tk) + 1);
alj;k = (k   l + 1)
k
j +
1
kj + 1
h
(k   l)kj +1   (k   l + 1)kj +1
i
;
blj;k =  (k   l)
k
j   1
kj + 1
h
(k   l)kj +1   (k   l + 1)kj +1
i
;
<kj =
1
  ((xj ; tk))
kX
l=1
Z tl
tl 1
 
O(h2) +O(2)
 d
(tk   )1 (xj ;tk)
  1
  ((xj ; tk 1))
k 1X
l=1
Z tl
tl 1
 
O(h2) +O(2)
 d
(tk 1   )1 (xj ;tk 1)
+O(3)
=
1
  ((xj ; tk))
 
O(h2) +O(2)
 Z tk
0
d
(tk   )1 (xj ;tk)
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  1
  ((xj ; tk 1))
 
O(h2) +O(2)
 Z tk 1
0
d
(tk 1   )1 (xj ;tk 1)
+O(3)
=
1
  ((xj ; tk))
 
O(h2) +O(2)
 (k)(xj ;tk)
(xj ; tk)
  1
  ((xj ; tk 1)) 
O(h2) +O(2)
 ((k   1))(xj ;tk 1)
(xj ; tk 1)
+O(3):
Noticing that k  T; then
<kj = O
 
2 + h2

:
Based on the above analysis, we now present the following improved numer-
ical approximation for solving Eq. (2) which satises the initial and boundary
conditions (4)-(5):
ukj = u
k 1
j +
1
kj
h2  kj
kX
l=1

alj;k
2
xu
l 1
j + b
l
j;k
2
xu
l
j

(42)
 1
k 1
j
h2  k 1j
k 1X
l=1

alj;k 1
2
xu
l 1
j + b
l
j;k 1
2
xu
l
j

 2
kj
  kj
kX
l=1

alj;ku
l 1
j + b
l
j;ku
l
j

+
2
k 1
j
  k 1j
k 1X
l=1

alj;k 1u
l 1
j + b
l
j;k 1u
l
j

+ 

1  1
2
rt

fkj ;
k = 1; 2; : : : ;K; j = 1; 2; : : : ; J   1;
u0j = (xj); j = 0; 1; : : : ; J; (43)
uk0 = '(tk); u
k
J =  (tk); k = 1; 2; : : : ;K; (44)
where fkj  f(ukj ; xj ; tk):
6 Numerical experiment
In order to verify the theoretical analysis results, we propose the following two
examples.
Example 1 Consider the initial and boundary problem
@u(x; t)
@t
= 0D
1 (x;t)
t

@2u(x; t)
@x2
  u(x; t)

+ f(x; t; u); (45)
u(x; 0) = 0; 0  x  1; (46)
u(0; t) = t2; u(1; t) = et2; 0  t  1; (47)
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Table 1 The maximum error max
0kK

kEkk2
	
and C in the numerical approximation (19)-
(21)
(x; t)
max
0kK

kEkk2
	
C
1 = h21 =
1
25
2 = h22 =
1
100
3 = h23 =
1
400
ext 5 3:9838 10 3 1:0056 10 3 4:5969 10 4 0:0919
10 (xt)2
300
4:0042 10 3 1:0109 10 3 4:3241 10 4 0:0865
15 x2+t4
400
4:0025 10 3 1:0093 10 3 4:2750 10 4 0:0855
15+cos(xt)
300
4:0133 10 3 1:0128 10 3 4:1130 10 4 0:0823
5xt cos(xt)
40
3:9431 10 3 9:9547 10 4 4:3483 10 4 0:0870
ext+sin(xt)
50
3:9715 10 3 1:0019 10 3 4:2391 10 4 0:0848
10 sin3(xt)
300
4:0037 10 3 1:0103 10 3 4:3143 10 4 0:0863
25 x4+sin3(t)
500
4:0097 10 3 1:0118 10 3 4:1491 10 4 0:0830
10 (xt)2+cos3(x)
80
4:0429 10 3 1:0166 10 3 3:5101 10 4 0:0702
20 sin3(x)+cos5(t)
400
4:0148 10 3 1:0132 10 3 4:1486 10 4 0:0830
where f(x; t; u) = u2(x; t) + ext(2   ext3): The exact solution of the problem
(45)-(47) is
u(x; t) = ext2: (48)
Table 1 shows the maximum error of the numerical solution for the problem
(45)-(47) using the numerical approximation (19)-(21) for various  = h2 and
(x; t). Table 2 shows the maximum error of the numerical solution for the
problem (45)-(47) using the improved numerical approximation (42)-(44) for
various 2 = h2 and (x; t).
From Table 1, it can be seen that
max
0kK
kEkk2	  C( + h2); (49)
where
max
0kK
n
kEkk(1)2
o
= C(1)
 
1 + h
2
1

; max
0kK
n
kEkk(2)2
o
= C(2)
 
2 + h
2
2

;
max
0kK
n
kEkk(3)2
o
= C(3)
 
3 + h
2
3

; C = max
n
C(1); C(2); C(3)
o
;
whereas i; hi; max
0kK
n
kEkk(i)2
o
correspond to i; hi; max
0kK
kEkk2	 of the
column i (i = 1; 2; 3) in Table 1, respectively.
Again from Table 2, it also can be seen that
max
0kK
kEkk2	  eC(2 + h2); (50)
where
max
0kK
n
kEkk(1)2
o
= eC(1)  21 + h21 ; max
0kK
n
kEkk(2)2
o
= eC(2)  22 + h22 ;
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Table 2 The maximum error max
0kK

kEkk2
	
and eC in the improved numerical approxi-
mation (42)-(44)
(x; t)
max
0kK

kEkk2
	 eC
21 = h
2
1 =
1
25
22 = h
2
2 =
1
100
23 = h
2
3 =
1
400
ext 5 4:2418 10 4 1:0521 10 4 1:3534 10 5 0:0053
10 (xt)2
300
4:2337 10 4 1:0466 10 4 1:3965 10 5 0:0053
15 x2+t4
400
4:2318 10 4 1:0466 10 4 1:4123 10 5 0:0053
15+cos(xt)
300
4:2277 10 4 1:0466 10 4 1:4100 10 5 0:0053
5xt cos(xt)
40
4:2317 10 4 1:0469 10 4 1:3656 10 5 0:0053
ext+sin(xt)
50
4:2298 10 4 1:0514 10 4 1:4056 10 5 0:0053
10 sin3(xt)
300
4:2337 10 4 1:0466 10 4 1:3814 10 5 0:0053
25 x4+sin3(t)
500
4:2277 10 4 1:0498 10 4 1:4100 10 5 0:0053
10 (xt)2+cos3(x)
80
4:2001 10 4 1:0409 10 4 1:4761 10 5 0:0053
20 sin3(x)+cos5(t)
400
4:2277 10 4 1:0466 10 4 1:3712 10 5 0:0053
max
0kK
n
kEkk(3)2
o
= eC(3)  23 + h23 ; eC = maxn eC(1); eC(2); eC(3)o ;
whereas i; hi; max
0kK
n
kEkk(i)2
o
correspond to i; hi; max
0kK
kEkk2	 of the
column i (i = 1; 2; 3) in Table 2, respectively. Thus the convergence is improved
from O( + h2) to O(2 + h2).
From Tables 1 and 2, it can be seen that the numerical results support the
theoretical analysis results.
Fig. 1 reveals the comparison of the numerical solution using the numerical
approximation (19)-(21) and the exact solution for the problem (45)-(47) at
t = 14 ;
2
4 ;
3
4 ; 1; respectively, for (x; t) =
15 x2+t4
400 and  = h
2 = 1400 . Fig. 2
reveals the comparison of the numerical solution using the improved numerical
approximation (42)-(44) and the exact solution for the problem (45)-(47) at
x = 14 ;
2
4 ;
3
4 ; respectively, for (x; t) =
18 (xt)2+cos3(x)
80 and 
2 = h2 = 1400 . Fig.
3 illustrates the absolute error E(x; t) of the numerical solution for the problem
(45)-(47) using the numerical approximation (19)-(21) for (x; t) = 10 sin
3(xt)
300
and  = h2 = 1400 , Fig. 4 illustrates the absolute error E(x; t) of the numerical
solution for the problem (45)-(47) using the improved numerical approximation
(42)-(44) for (x; t) = 10 sin
3(xt)
300 and 
2 = h2 = 1400 , where
E(x; t) = u(x; t)  eu(x; t);
whereas eu(x; t) is the numerical approximation for u(x; t):
Figs. 1, 2, 3 and 4 show that the numerical solutions are consistent with
the exact solutions.
Example 2 Consider the initial and boundary problem
@u(x; t)
@t
= 0D
1 (x;t)
t

@2u(x; t)
@x2
  u(x; t)

+ f(x; t; u); (51)
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Fig. 1 Comparison of the numerical solution using the numerical approximation (19)-(21)
and the exact solution for the problem (45)-(47) at t = 1
4
; 2
4
; 3
4
; 1; respectively, for (x; t) =
15 x2+t4
400
and  = h2 = 1
400
.
u(x; 0) = x2(1  x)2; 0  x  1; (52)
u(0; t) = u(1; t) = 0; 0  t  1; (53)
where f(x; t; u) = u(x; t)

1  u(x;t)

is Fisher's growth term. In this exam-
ple, we take  = 1;  = 5:
Since the exact solution of the initial and boundary problem (51)-(53) does
not exist, we will use the following methods to estimate the accuracy of the
numerical solution:
Method 1:
Suppose that
u(xj ; tk)  ukj (; h) = A(xj ; tk) +B(xj ; tk)h +O
 
+1 + h+2

; (54)
where ukj (; h) represents the numerical solution at the mesh point (xj ; tk) for
steps  and h, constants 1; 2 > 0. Then from (53), the following equations
hold approximately that
um1kn1j


m1
;
h
n1

  ukj (; h)
= A(xj ; tk)

1  1
m1

 +B(xj ; tk)
 
1  1
n1
!
h ; (55)
um2kn2j


m2
;
h
n2

  ukj (; h)
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Fig. 2 The comparison of the numerical solution Comparison of the numerical solution
using the improved numerical approximation (42)-(44) and the exact solution for the problem
(45)-(47) at x = 1
4
; 2
4
; 3
4
; respectively, for (x; t) =
18 (xt)2+cos3(x)
80
and 2 = h2 = 1
400
.
= A(xj ; tk)

1  1
m2

 +B(xj ; tk)
 
1  1
n2
!
h ; (56)
um3kn3j


m3
;
h
n3

  ukj (; h)
= A(xj ; tk)

1  1
m3

 +B(xj ; tk)
 
1  1
n3
!
h ; (57)
um2kn2j


m2
;
h
n2

  um1kn1j


m1
;
h
n1

= A(xj ; tk)

1
m1
  1
m2

 +B(xj ; tk)
 
1
n1
  1
n2
!
h : (58)
where m1 = n1 = 2, m2 = n2 = 4, m3 = n3 = 8.
From (55)-(58) we can estimate the values of A(xj ; tk), B(xj ; tk);  and .
Method 2:
Suppose that the approximation error of numerical approximation method
as follows:
R(x; t; ; h) = A(x; t) +B(x; t)h ;
then using nonlinear least squares method we can also estimate the values of
A(x; t), B(x; t);  and .
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Fig. 3 The absolute error of the numerical solution for the problem (45)-(47) using the
numerical approximation (19)-(21) for (x; t) =
10 sin3(xt)
300
and  = h2 = 1
400
.
Table 3 The values of the numerical approximation method (19)-(21) for the problem
(51)-(53) using Method 1
ukj (; h) u
2k
2j
 

2
; h
2

u4k4j
 

4
; h
4

u8k8j
 

8
; h
8

0:04380 0:04374 0:04372 0:04370
Table 3 shows the values of the numerical approximation method (19)-(21)
for the problem (51)-(53) when xj =
1
5 ; tk =
1
5 ; (x; t) =
10 (xt)2+cos3(x)
80 ; h =
1
5 ;  =
1
25 using method 1. From Table 3, we can obtain A(xj ; tk) = 0:00150,
B(xj ; tk) = 0:00111,  = 1:00003 and  = 2:00005.
Fig. 5 exhibits the numerical solution for the problem (51)-(53) using the
numerical approximation (19)-(21) for (x; t) = 10 (xt)
2+cos3(x)
80 and  = h
2 =
1
100 : It can be seen that the reaction-subdiusion behaviors continuously de-
pends on the space and time variables.
7 Conclusion
In this paper, a numerical approximation method has been proposed to solve a
variable-order nonlinear reaction-subdiusion equation. The convergence and
stability of the numerical approximation have been analyzed by Fourier analy-
sis. By means of the technique for improving temporal accuracy, an improved
numerical approximation has also been proposed. Finally, the eectiveness of
theoretical analysis results has been demonstrated by two numerical examples.
The approach for the numerical approximation and numerical analysis of this
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Fig. 4 The absolute error of the numerical solution for the problem (45)-(47) using the
improved numerical approximation (42)-(44) for (x; t) =
10 sin3(xt)
300
and 2 = h2 = 1
400
.
paper can be extended to other partial dierential equations with variable-
order Riemann-Liouville fractional partial derivative.
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