ARWU, as a follow-up of the 2003 review of the collaborative relationship between British universities and industries. The QSWUR ranks the world's top 500 universities. The results are published in collaboration with Times Higher Education. Although QSWUR started as a national agenda to help British universities assess their relative standings in a worldly (no pun, please) context, universities of other nations were included; this gave the system a global orientation and ranking was an expressed desire, thus heightening global competitiveness.
As the QSWUR was criticized on conceptual grounds as favouring natural and physical sciences and thus having a bias against humanities, the Times Higher Education changed partner and produced in 2009 its own rankings, the THEWUR, using a new set of indicators with its first ranking results released in 2010. As would be expected, when a new set of indicators are used, rankings of the universities change, sometime drastically. For instance, the Nanyang Technological University, Singapore 'dropped' 100 positions from the 2009 QSWUR list when compared with that in the 2010 THEWUR list (The Straits Times, 2010) .
Sensitivity of university rankings
Results of rankings are published with the universities in one column and their respective rankings in another, accompanied by the overall scores in descending order. This resembles a football league table and is always read like one. Then, a typical response is to ask 'Where do we stand?' and in asking such a question, it appears that rank is the only thing counts, like finding out where a favourite football team stands in a league table. The way academic league tables are read as if they were football league tables is vividly illustrated by the three examples below from different parts of the world:
'The Australian National University has pipped Stanford and Michigan, and comfortably beaten the best universities of France, Germany and China, to grab 16th place (holding onto to its 2007 ranking) in this year's Times Higher Education world university rankings… Unfortunately the other 6 Australian Universities ranked inside the World's Top 100 lost ground on their ranking from last year' (Australia Universities Rankings; emphases added). 'The Ruperto Carola was able to successfully defend its top position among German universities and its role as a leading European institution in 2010: The three most significant international university rankings have all ranked Heidelberg University among Germany's top three institutions and the world's top 100 universities for its superior academic quality and research achievements' (Heidelberg University in International Comparison; emphases added).
'Vice-Chancellor (VC) University of Karachi (KU) Prof Pirzada Qasim has congratulated the students and teachers of the university on the 569th rank out of the 1,000 top world universities… In a message to the faculty and the students, the VC expressed his pleasure over achieving this laurel and urged the stakeholders of the university to work with the missionary zeal to enable the university to gain better rankings in the future' (KU stands 569th in world ranking; emphases added).
The keen competitiveness normally found in reading football leagues tables is well illustrated by the emotional language used in the cited responses. Attention to the complex qualitative aspects of academic excellence seems to have been overridden by the apparently simple single-numbers of quantitative description of relative rankings. However, as will be made clear, academic leagues tables are not to be read as if they were football league tables. There are important differences between them.
A typical football league table shows the names of the teams and their standings based on points or percentage of games won. In addition, some other information such as wins, losses, ties, goal differential, etc may be presented but they do not constitute part of the final rankings and are only ancillary. On the other hand, an academic league table shows the names of universities and their relative ranks based overall scores (and the similarity to a football league table stops here) which are composites of sub-scores for indicators arguably reflective of the academic quality of the universities. In other words, the indicators' subscores used for university rankings are contributing components of the overall score and not independent to it.
That being the case, users of football league tables can afford to ignore the ancillary information and just focus on the final ranking. Doing so makes sense because the standings are based on the numbers of goals which cannot come in any other way but the numbers of goals scored. This is not the case for academic rankings. The overall scores on which universities are ranked are based on combinations of various indicator sub-scores; and the same overall scores can result from different combinations, making the interpretation of the same overall scores (and hence the same ranks) problematic. Moreover, as shown below, different academic ranking systems use different indicators and this not only complicates the interpretation of rankings but also renders rankings from different systems not comparable. Table 1 shows the indicators used by the three university ranking systems. Clearly, ARWU has a very strong emphasis almost exclusively on the external environment of the university, basing the ranking on Nobel and field awards, staff publication, and citation in reputable journals. Even its last indicator is derived from the earlier ones, thus giving further emphasis on external evaluation of achievement already covered.
Indicators for ranking
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Higher Education Review, Vol 44, No 1, 2011. ISSN 0018-1609. Source: Soh (2011) Compared with the ARWU, the QSWUR does not only pay attention to academic achievement but also considers a university's external condition -of the employment of graduates -and internal organisational conditions such as student/faculty ratio and proportions of international mix of both students and staff. This seems to reflect better the modern characteristics of universities' dual functions in both research and teaching as well as the trend of globalisation of higher education.
The THEWUR, as a new player in the university ranking game, shows an attempt to balance the three critical aspects of a university's function, namely teaching, research, and publication. Besides, it also takes due cognisance of the trend of globalisation of higher education today.
It is obvious from Table 1 that all three systems use multiple indicators, six in ARWU and QAWUR but five in THEWUR. Besides the different nature and emphasis as described above, several points common to all three systems are worthy of note. Firstly, the various indicators are given certain weights; the weights presumably are indicative of the indicators' relative importance as perceived by the designers of the systems. Secondly, the various indicators are discrete entities; that is to say, they are supposedly independent of one another. And, thirdly, the total score is a combination of the indicators' weighted scores; this assumes that the indicators are mutually interchangeable or at least mutually compensatory, that is to say, weaknesses in one indexed aspect can be made good strengths in the others.
Granted that choice of indicators and the relative weighting of them have been rationalised, several questions can be asked. These are questions usually not asked about football league tables because of the straightforwardness of the football measure (eg, goals scored or matches won). However, such questions should not be ignored when reading academic league tables because of the complexity of academic excellence and the method by which the overall score is derived for final ranking. The questions are as follows:
To what extent do indicators within a particular academic ranking system correlate? Are the assigned weights actually attained in the ranking systems? When indicators are correlated, which is the most powerful one contributing the most to the overall score? And, How do the additional ones contribute to the overall score?
This article illustrates how the above questions may be answered by using data available in the public domain on the systems' respective websites, namely, the ARWU's (2010) 
Correlations among indicators
The first question asks about the correlations among indicators within systems. Table 2 Table 3 shows the inter-corrections among the six QSWUR indicators. First of all, all indicators have statistically significant correlation with the total score (Overall). These seem to suggest that all indicators contribute to overall score substantially. The coefficients vary from a low 0.22 (International Staff) to a high 0.77 (Peer), indicating that the indicators contributed between as little as 5 per cent to as much as 59 per cent to the overall score. It is also of note that the correlation between Peer and Employed is 0.48, indicating a 23 per cent shared variance. Likewise, International Staff and International Students correlate with a coefficient of 0.64, indicating 41 per cent shared variance. These sizeable correlations suggest that there may be redundancy in the indicators, meaning one in each correlating pair may be omitted for parsimony. Table 4 shows the inter-corrections among the five THEWUR indicators. Firstly, all indicators correlate with statistical significance with the overall score, suggesting that they all contribute to overall score substantially. The coefficients vary from a low 0.16 (International mix) to a high 0.85 (Teaching). These indicate that the indicators contributed between as little as three per cent to as much as 73 per cent to the overall score. It is also of note that the correlation between Peer and Employed is 0.48, indicating a 23 per cent shared variance. At the same time, the high correlation of 0.85 between Teaching and Research shows that these two indicators share 72 per cent of common variance, suggesting that one of these may be redundant. Moreover, both Teaching and Research have correlation of 0.34 with Industry Income, sharing 12 per cent common variance. Again, the correlations suggest that a more parsimonious model may be attainable. In sum, in all three systems, there are substantial correlations among the indicators which are supposed to be independent of one another and hence contribute to the overall score uniquely. This has implications for the inclusion and possible omission of some indicators to attain more parsimonious models; this will be discussed and illustrated later.
Assigned and attained weights
The second question asks whether the assigned weights have been actualised in the attained weights. To answer this question, a multiple regression analysis was run on the data. For university ranking, several indicators believed to be reflective of a university's academic quality are first decided on, a priori. Data for the indicators are then gathered. The scores are then weighted (pre-determinedly) and then combined to arrive at the total score for the university. When this has been done for many universities, a regression equation can be formulated to summarise how each indicator score contributes to the total score.
Such a multiple regression analysis results in two sets of coefficients, namely the unstandardised coefficients (b-weights) and the standardized coefficients (beta-weights). The b-weights show how indicator scores are weighted (multiplied by their respective coefficients) before summing for the overall scores; thus, the b-weights reflect the assigned weightings. On the other hand, the beta-weights show the relative strengths of the indicators in contributing to the overall scores; the betaweights indicate the attained weightings. Table 5 corresponding beta-weights show much discrepancy from the intended weights. For instance, Award's contribution to the overall score is supposed to be twice that of Alumni's (20:10) . This is actualised in the corresponding b-weights (0.206:0.103) but not in the corresponding beta-weights, which show that Award's contribution to the overall score to be about 24 times that Alumni's (0.333/0.014). Likewise, the contributions of Alumni and PCP to the overall score are supposed to be the same (10:10) but the attained weights of Alumni is only 0.15 (0.014:0.093) that of PCP. These shows that the a priori assigned weights were not realised in the actual outcomes. In the original ARWU system, Award, HiCi, NS, and PUB have weights double that of Alumni and PCP, suggesting to the users of rankings that the former set of indicators are doubly more important than the last two. In the data, this does not seem to have been actualised. Moreover, the first set of indicators are supposed to have equal weights among them, but Award turns out to be almost twice (1.8) as 'powerful' in determining the overall score when compared with PUB. Table 6 shows, for QSWUR, the relative contributions to overall score by each of the six indicators. Firstly, the b-weights are consistent with the weights assigned to the indicators, as would be expected. However, the relative weights actually attained differ obviously from the assigned weights as show by the beta-weights. Specifically, Peer (40 per cent) is supposed to contribute four times the contribution of Employer (10 per cent) to the overall score, but the standardized beta-coefficients shows that Peer's contribution to overall is, in actuality, only three times that of Employer (.60:.20). Likewise, Peer (40 per cent) is supposed to contribute eight times that of International Staff (5 per cent), but only five-and-a-half times (60:11) that is achieved. These discrepancies between the assigned and the attained weights may mislead the users in evaluating the relative importance of the indicators. Table 7 shows the five THEWUR indicators' relative contributions to overall score. The b-weights are consistent with the assigned weights of the indicators as expected. Nonetheless, the relative weights as shown by the beta-weights differ perceivably from the assigned weights. For instance, Teaching and Research have the same assigned weight (30:30), but Teaching has an attained weight only 87 per cent of Research (0.365:0.418); similar result is found between Teaching and Research on the one hand and Citation on the other. Likewise, Teaching has been assigned weights 12 times that of Industry Income and six times that of International mix, but the attained weights are only 10 times and four times, respectively. The assigned-attained discrepancies may misinform the users when they evaluate the relative importance of the indicators.
In sum, for all three systems, the actual weights of the indicator scores deviate perceivably from the assigned weights originally intended. Such discrepancies will mislead or misinform the ranking users. In view of the competitive value placed on the universities' rankings, the issue is too important to be dismissed lightly.
Indicator redundancy
The third question asked is: When indicators are correlated, which is the most powerful one contributing the most to the overall score? And, how do the additional ones contribute to the overall score? To answer this question, for each system, a stepwise multiple regression analysis was run.
The stepwise multiple regression analysis is non-theoretical and free from the researcher's pre-conceived idea of the relative importance of indicators as predictors of overall score. It first identifies the indicator which captures the most of the variance of the criterion overall score. It then repeats this process for subsequent indicators to capture the criterion variance left over. As can be expected, the proportions of variance thus captured by sequentially entered indicators diminish as the analysis continues. The result of this process shows which indicator predicts best the overall score used for the final ranking, and how much contribution each subsequent indicator adds to the prediction. As shown in Table 8 for ARWU, in the adjusted variance predicted column, the first indicator entered was NS and it predicts 86 per cent of the total score variance. The next indicator entered was Alumni and it predicted an additional 8 per cent of the variance. At this point, 94 per cent of the variance was captured by the first two indicators, NS and Alumni. Beyond this, additional indicators entered explained only a very small proportion of the variance. It thus suggests that for the total score to be used for final ranking, NS and Alumni would be sufficient; Of course, the other four predictors (HiCi, Award, PUB, and PCP) could be considered redundant as they each did not add much to the prediction, more specifically, 2 per cent or less. Table 9 shows the step-wise regression models for QSWUR. In this analysis, the indicator contributing most to overall score entered was Peer which predicted 59 per cent of variance. This was followed by Std/Staff which predicted an additional 22 per cent variance. Citation was entered as the third predictor which predicted another 10 per cent variance over and above that already predicted by Peer and Std/Staff. Up to this point, 91 per cent of the overall score variance had been predicted and these three indicators might be sufficient, as each of the remaining indicators explained a rather small proportion of the total score variance and hence need not be included. In short, a three-indicator model (using only Peer, Std/Staff, and Citation) would be able to do the job. Table 10 shows the step-wise regression models for THEWUR. In this case, Teaching was the indicator contributing most to overall score entered which predicted 73 per cent of variance. Following this was Citation, predicting an additional 21 per cent variance. With these two predictors, 94 per cent of overall score variance is captured. This suggests a two-predictor model is sufficient and it is much more parsimonious.
In summary, stepwise multiple regression analyses show that all three systems have predictor redundancy. In short, the original models can be trimmed by omission of predictors which did not contribute much to the overall score without compromising the prediction of the overall score for final ranking.
Conclusion
Competitiveness seems to be an inherent human nature as evidenced by the ranking of football and other sports teams and also in many other human activities such as international ranking of competitiveness (!), sustainability, happiness, corruption, environmental cleanliness, etc, and of course, academic achievement (such as the Trends in Mathematics and Science Studies, TIMSS and Programme for International Student Achievement, PISA). University ranking is just another example of the human competitiveness. University ranking is taken very seriously and there are many stakeholders who can become very emotional about the outcomes of ranking, because higher education institutions' reputations, personal responsibility, and even national pride are involved. However, the results of ranking are always taken too literally with no questions asked about the methodologies.
At least two factors might have contributed to this situation. First, the ranking agencies are tacitly taken as competent and trustworthy and in fact, on their part, do their best to convince the users of these qualities. Secondly, to the users, who are usually laymen where research methodology is concerned, technical details may not make much sense and of little interest. This being the case, users' attention focuses almost totally on the outcomes of university ranking, especially when it is presented in the form of league tables which usually gets people excited just like football league tables do.
However, while football league tables can be compiled quite objectively focusing mainly on the goals scored or the matches played and won, academic leagues tables such as university ranking (and, perhaps, TIMSS and PISA at the school level as well) are not as simple as that. The outcomes of academic ranking depends largely on many things which are not amendable to objective measurement (unlike counting goals and matches) and, hence, the choice of indicators, the relative weights assigned to them, and the participating institutions all have influences on the outcomes. (As an aside, for the last factor, it does not take much imagination to realise that had the top 10 universities not participated in a ranking exercise, all participating universities will move up by 10 positions on the list.)
As this article shows, the intended or assigned weights, however well articulated and rationalised, may not be actualized as much as desired. An indicator carrying more weight may turn out to have less power in determining the final total score used for the final ranking. When this happens, the users are misinformed and may be misled to place more value on the particular indicator than necessary. It is not impossible that this misinformation and misperception influence the subsequent decisions and ensuing actions related to that indicator.
The other methodological issue is that some indicators are redundant. There is a tendency for both professionals and laymen to believe that the more details (and hence more indicators) there are, the more objective and trustworthy the measurement. This might be due to the influence of science where analytical thinking is the primary tool to understand a complex phenomenon. However, scientists also look for parsimony: when a phenomenon can be explained by a smaller number of concepts or principles, they do not invoke more than is necessary. When this principle is applied to university ranking, the most contributing indicators could be identified and non-contributing ones need not be included in a system, although, again, having more indicators may look more impressive and even convincing.
It is a truism that academic excellence is too complex involving so many factors that it cannot be summarised as a number. Even the three currently most popular ranking systems differ widely on the indicators (Table 1 above) and their relative weights. 'University ranking' might have been used generically but it does not function like a generic drug with several brand names that can cure the same illness. For this reason, universities change their positions in different ranking systems and the rankings should not be taken too seriously -let alone literally. To illustrate, it has been found (Soh, 2011) that when the 2010 lists of the top 100 universities of the three ranking systems were merged, only 34 universities appear on all three lists; obviously, academic excellence as defined and measured by the three systems are far from being consistent. Besides, there remain the issues of spurious precision (when universities differing in decimal values were given different ranks), mutual compensation (universities with the same overall score but obviously different profiles), and factor structures (differential emphases on external and internal conditions) have not been covered here due to space limitation but will be studied separately in due course.
This article illustrates that academic league tables have characteristics not found in football leagues tables and therefore should not be read as such. There process of arriving at the final scores and ranks are different in the two ranking systems and may in fact be opposite. Moreover, for academic rankings, there is the problem of correlated indicators that make some of those included double-counted. There is also the problem of discrepancy between the assigned or intended weights and the actually attained weights. Then there is the methodological problem of indicator redundancy where additional indicators do not contribute much to the final scores (and hence rankings) and need not be included.
With these problems and questions in view, it is well advised not to read academic league tables as if there were football league tables, lest the seeming simplicity and deceiving similarity misguides judgments leading to misplaced importance resulting in misinformed decisions and actions.
Note
A second article on this topic, discussing the use of the 'redundant' indicators identified in the current article in profiling universities will appear in the next issue of Higher Education Review, Spring 2012, Volume 44, No 2.
