Introduction
Learning to classify objects has been one of the primary problems in machine learning. Bayesian classifier originating from work in recognition is a probabilistic approach to inductive learning. Bayesian approach to classification estimates the posterior probability that an instance belongs to a class, given the observed feature values for the instance. The highest estimated probability determines the classification. Naive Bayesian Classifier (NBC) is a fast, classical Bayesian classifier assuming independence of features. NBC has been found successful in terms of classification accuracy in many domains, including medical diagnosis, compared with Assistant, which is an ID3-1ike [8] inductive learning system [5] . It has also been concluded that induction of decision trees is relatively slow as compared to NBC [5] .
Considering each feature separately is common in both NBC, CFP (for Classification by Feature Partitions) [3] , and k-NNFP [1] classification algorithms. but the basic unit of representation is a feature interval in VFI. Unlike segments in CFP, a feature interval can represent examples from a set of classes instead of a single class. The voting scheme, where a feature votes for one class, used both in CFP and k-NNFP, is also modified such that each feature distributes its vote among several classes. The voting scheme in VFI is analogical with the probability estimation in NBC. In NBC, each feature participates in the classification by assigning probability values for each class and the final probability of a class is the product of individual probabilities measured on each feature. In VFI, each feature distributes its vote among classes and the final vote of a class is the sum of all individual votes given the features. The results of the experiments show that VFI achieve comparably and even better than NBC on some real-world datasets and usually better than CFP and k-NNFP in terms of classification accuracy. Moreover, VFI has been shown to be faster than all other three classifiers, which suffer more on datasets having large number of instances and/or features.
The next section will describe the VFI Mgorithm in detail. In Section 3, the complexity analysis and the empirical evaluation of VFI and NBC are presented. Finally, Section 4 concludes with some remarks and plans for future work.
The VFI Algorithm
This section describes the VF[ classification algorithm in detail. First, a description of VFI is given. Then, the algorithm is explained on an example dataset.
Description of the Algorithm
The VFI algorithm is a non-incremental classification algorithm. Each training example is represented as a vector of feature values plus a label that represents the class of the example. From the training examples, VFI constructs feature intervals for each feature. The term interval is used for feature intervals throughout the paper. An interval represents a set of values of a given feature, where the same subset of class values are observed. Two neighboring intervals contain different sets of classes.
The training process in the VFI algorithm is given in Figure 1 into which e/ falls is searched, where e/ is the f value of the test example e. If e/ is unknown (missing), that feature gives a vote zero for each class. Hence, the features containing missing values are simply ignored. Ignoring the feature about which nothing is known is a natural and plausible approach.
If e] is known, the interval i into which ef falls is found. for class c and k is the number of classes. Then the individual vote vectors are summed up to get a total vote vector < vote1,..., votek >. Finally, the class with the highest total vote is predicted to be the class of the test instance.
A class is predicted for the test instance in order to be able to measure the performance by percentage of correct classifications on unseen instances in the experiments. With this implementation, VFI is a categorical classifier, since it ~otqq returns a unique class for a test instance [6] . Instead, ~k ~otqk] can be used as the probability of class c which makes VFI a more general classifier. In that case, VFI returns a probability distribution over all classes.
An Example
In order to describe the VFI algorithm, consider the sample training dataset on the left of This section presents the space and time complexity analyses and the empirical evaluation of VFI. The VFI algorithm is compared with CFP, k-NNFP, and NBC in terms of classification accuracy, and training and testing times.
Complexity Analysis
The VFI algorithm represents a concept description by feature intervals on each feature dimension. In the classification phase of the VFI algorithm, for each feature, the interval that the corresponding feature value of the test example falls into, is searched and the individual votes of each feature is summed up to get the total votes. Since there are at most 2k + 1 intervals on each feature dimension and there are d features, the classification phase takes at worst case d(2k + 1) which is O(dk).
Hence, the testing time of VFI increases with the number of features and classes.
The test time complexity of NBC is O(dkv), which means that the testing time of NBC increases with the number of features, distinct values per feature, and classes. Since an extra factor of v does not exist in the complexity of VFI and in real-world datasets k << v especially for linear features, the testing time for VFI is less than that of NBC.
Empirical Evaluation on Real-World Datasets
In this section we present an empirical evaluation of the VFI algorithm on realworld datasets provided by the machine learning group at the University of California at Irvine [7] . An overview of the datasets is shown in Table 1 . The features V3, V25, V26, V27, and V28 are deleted from the original Horse-colic (called horse in the tables) dataset and feature V24 is used as the class. The dataset Page-blocks is also called as page in short. The classification accuracy of the algorithms is used as one measure of performance. The most commonly used classification accuracy metric is the percentage of correctly classified instances over all test instances. 5-fold cross-validation technique, which ensures that the training and test sets are disjoint, is used to measure the classification accuracy in the experiments. In addition to the accuracy comparisons, the average running time of the algorithms are also compared. The classification accuracies of CFP, k-NNFP (k = 1), VFI, and NBC obtained by 5-fold cross-validation on nine real-world datasets are given in Table 2 . VFI usually outperforms k-NNFP but sometimes CFP outperforms VFI where CPP is given some parameters. In four of the datasets VFI outperforms NBC, in other four NBC performs better, and in Hungarian dataset they perform equally. The largest differences in accuracy are observed on the Glass and the Musk datasets on which VFI outperforms NBC. The superiority of VFI over NBC is indeed in its speed. The average training and testing run times of all classifiers are given in Table 3 . It is observed that VFI is always faster than NBC both in training and testing as expected due to the reasons discussed in Section 3.1. VFI is in fact the fastest classifier among four classifiers in terms of both training time and testing time on all datasets with the only exception of the Bcancerw dataset where k-NNFP is slightly faster only in testing. Table 3 also shows that both train and test time of all the classifiers on large datasets like Page-blocks and Segment are larger than that of smaller datasets. The larger run times of all classifiers on the Musk dataset than that of smaller ones shows the effect of the number of features on the run times.
Conclusions
The VFI classifier has similarities with the Naive Bayesian Classifier, in that they both consider each feature separately. Since each feature is processed separately, the missing feature values that may appear both in the training and test instances are simply ignored both in NBC and VFI. In other classification algorithms, such as decision tree inductive learning algorithms, the missing values cause problems [9] . This problem has been overcome by simply omitting the feature with the missing value in both NBC and VFI. Another advantage of both classifiers is that they can make a general classification returning a probability distribution over all classes instead of a categorical classification [6] . Also note that the VFI algorithm, in particular, is applicable to concepts where each feature can be used in the classification of the concept independently. One might think that this requirement may limit the applicability of the VFI, since in some domains the features might be dependent on each other. Holte has pointed out that the most datasets in the UCI repository are such that, for classification, their features can be considered independently of each other [4] . Also Kononenko claimed that in the data used by human experts there are no strong dependencies between features because features are properly defined [5] . The e• results show that VFI performs comparably and even better than NBC and usually better than CFP and k-NNFP on real-world datasets. Moreover, VFI has a speed advantage over CFP, k-NNFP, as well as NBC, which is known to be a fast classifier.
For future work, we plan to integrate a feature weight learning algorithm to VFI, since both relevant and irrelevant features have equal voting power in this Version of VFI. Genetic algorithms can be used to learn weights for VFI [2] as well as several other weight learning methods [101.
