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Abstract
In this paper, we consider random trees associated with the genealogy of Crump-Mode-Jagers
processes and perform Bernoulli bond-percolation whose parameter depends on the size of the
tree. Our purpose is to show the existence of a giant percolation cluster for appropriate regimes as
the size grows. We stress that the family trees of Crump-Mode-Jagers processes include random
recursive trees, preferential attachment trees, binary search trees for which this question has
been answered by Bertoin [7], as well as (more general) m-ary search trees, fragmentation trees,
median-of-(2ℓ + 1) binary search trees, to name a few, where up to our knowledge percolation
has not been studied yet.
Key words and phrases: Random tree; percolation; giant component; Crump-Mode-Jagers
processes.
Subject Classes: 60J80; 60K35; 05C05.
1 Introduction and main results
Consider a graph Gn of large but finite size n and perform Bernoulli bond-percolation with parameter
pn ∈ (0, 1) that depends on the size of the graph (typically the size of a graph refers to its number of
vertices but not necessarily). This means we first pick a finite graph and then we remove each edge
with probability 1− pn, independently of the other edges, inducing a partition of the set of vertices
into clusters, i.e. connected components. A natural problem in this setting is to show the existence
of a giant cluster for appropriate regimes of percolation parameter pn when the size of the graph
goes to infinity. More precisely, we want a supercritical pn in the sense that with high probability as
n→∞, there exists a cluster that is of a size comparable to that of the entire graph. Let us recall
some known results about this question in some important instances.
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A famous result due to Erdös and Rényi (see for instance [12]) shows that Benoulli bond perco-
lation on the complete graph with n vertices and with parameter1 pn ∼ c/n as n → ∞ with c > 0
fixed, produces with high probability a unique giant cluster of size close to θ(c)n where θ(c) is the
unique strictly positive solution to the equation x + e−cx = 1. Another important example is the
case of a uniform Cayley tree with n vertices (i.e. a tree picked uniformly at random amongst the
nn−2 trees on a set of n labelled vertices), Pitman [31, 30] showed that for 1− pn ∼ c/
√
n as n→∞
with a fixed c > 0, the sequence of sizes of the percolation clusters ranked in decreasing order and
renormalized by a factor 1/n converges weakly as n→∞ to a random mass partition which can be
described explicitly in terms of a conditioned Poisson measure. Finally, Bertoin [7] has shown that
for fairly general families of trees with n vertices, the supercritical regime corresponds to percolation
parameters of the form 1 − pn ∼ c/ℓ(n) as n → ∞, where c > 0 fixed and ℓ(n) is an estimate of
the height of a typical vertex in the tree structure. Roughly speaking, Bertoin [7] established that
under the previous regime the size of the cluster containing the root is of order n as n → ∞. The
later result includes for instance some important families of random trees, such as random recursive
trees, preferential attachment trees, binary search trees, etc, where it is well-known that ℓ(n) = lnn;
see [15], [16, Section 4.4].
The main purpose of this work is to investigate the same questions for the case of large random
Crump-Mode-Jagers trees or CMJ-trees for short. More precisely, CMJ-trees are the family trees
(or genealogical trees) of Crump-Mode-Jagers processes also referred to as general, or age-dependent
branching processes; we refer for further details the classic book of Jagers [20]. These are general
branching population models where the number of individuals can be measured or counted in many
different ways: those born, those alive or in some sub-phase of life, for instance. More generally,
one can assign random characteristics or weights to each of the individuals and measure the size of
the population according to those characteristics (for instance special choices of reproduction point
process and counting yield the classical Galton-Watson or Bellman-Harris processes). We postpone
the formal definition of these objects for later in this work and we informally describe our main
results. Loosely speaking, we study Bernoulli bound-percolation on CMJ-trees at the time when the
total weight (“size”) of the underlying CMJ-process reaches n and in the regimes
• weakly supercritical, 1lnn ≪ 1− pn ≪ 1,
• supercritical, 1− pn ∼ clnn for some c > 0 fixed, and
• strongly supercritical, 0 < 1− pn ≪ 1lnn .
We then show that under some standard conditions on the underlying CMJ-process the root
cluster is of order n
κ(pn)
α , where κ(pn) > 0 is a function of the percolation parameter and α > 0
is the so-called Malthusian parameter of the associated CMJ-process. We have used the same
terminology as in [4], where it is considered the particular case of random recursive trees.
1For two sequence of real numbers (an)n≥1 and (bn)n≥1, we write an ∼ bn if an/bn → 1 as n →∞, and we write
an ≪ bn or bn ≫ an if and only if an/bn → 0 as n→∞.
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We shall see later in Section 4 that several important families of random trees can be constructed
as family trees of a Crump–Mode–Jagers branching process stopped at a suitable time. For instance,
random recursive trees, preferential attachment trees and binary search trees where the existence of
a giant percolation cluster has been shown by Bertoin [7]. Furthermore, the general nature of the
CMJ-processes allows us to provide new results on percolation for (more general) m-ary search trees
[27], fragmentation trees [22], median-of-(2ℓ + 1) binary search trees [13] and the so-called splitting
trees introduced in [18], to name a few.
In the rest of the introduction, we are going to describe our setting more precisely and give the
exact definition of CMJ-trees. This will enable us to state our main result in Section 1.2.
1.1 Crump-Mode-Jagers trees
We start by recalling the definition of Crump-Mode-Jagers processes (CMJ-processes) whose asso-
ciate family trees we call CMJ-trees. Following Jagers [20], we present a CMJ process as a general
branching process that starts with a single individual born at time 0. We use the usual Ulam-Harris
notation and introduce the set of labels, U =
⋃∞
n=0N
n, with the convention N0 = {∅}. The ini-
tial ancestor is label with ∅. An individual with label u = (u1, . . . , un) ∈ U belongs to the n-th
generation and it is understood to be the un-th descendant of (u1, . . . , un−1), which is the un−1-th
descendant of (u1, . . . , un−2) and so on. The initial individual has a random number N of children,
born at random times (ξi)
N
i=1 where 0 ≤ N ≤ ∞ and 0 ≤ ξ1 ≤ ξ2 ≤ · · · ≤ ξN . Formally, we
describe the birth times (ξi)
N
i=1 as a point process Ξ on [0,∞), i.e., Ξ =
∑N
i=1 δξi is an integer-valued
random measure, where δt is a point mass (Dirac measure) at time t ≥ 0; see e.g. [23]. We denote
by µ(·) := E[Ξ(·)] the intensity measure of Ξ, and write µ(t) := µ([0, t]) = E[Ξ([0, t])]. In particular,
we have N = Ξ([0,∞)), and thus, µ(∞) = E[N ]. Every child that is born evolves in the same way,
i.e., every individual u has its own copy Ξu of Ξ (where now ξi means the age of the mother when
child i is born); these copies are assumed to be independent and identically distributed. We denote
the time an individual u is born by σu. We also assume that each individual has a random lifetime
λ ∈ [0,∞] (for several of our applications we assume λ ≡ ∞)2.
The simplest way to measure or monitor the evolution of the CMJ-process is to consider the
process Z = (Z(t), t ≥ 0) of the total number of individuals that have been born up to time t ≥ 0,
i.e. the number of births in [0, t]. More precisely,
Z(t) =
∑
u
1{σu≤t}, t ≥ 0;
see e.g. [20, 21]. Following Jagers’ work on CMJ-processes (see e.g. [20, 21, 28, 29]), it is going to
be relevant to monitor the evolution of individuals that satisfy some random property, instead of
the total number of births in some fixed time interval. This random property or characteristic of an
individual might be unrelated or heavily dependent on its reproduction behaviour. More precisely,
2Formally, one assigns to each possible individual u a copy (Ωu,Fu, νu) of some generic probability space (Ω,F , ν)
on which we define Ξ, and possibly other random characteristic or weight φ. The general branching process is then
defined on the product
∏
u
(Ωu,Fu, νu) of these probability spaces.
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a characteristic or weight of an individual is a random function φ : R+ → R+ that assigns the value
φ(t) when the individual’s age is t ≥ 0. We assume that φ is càdlàg (we may extend φ to R by
setting φ(t) = 0 for t < 0). We assume that each individual u has its own copy φu and thus we
associated to each of them a triple (Ξu, λu, φu). These triple for all individuals are independent and
identically distributed. We then define the φ-counted process Zφ = (Zφ(t), t ≥ 0) by
Zφ(t) :=
∑
u:σu≤t
φu(t− σu), t ≥ 0,
and we say that Zφt is the total weight at time t of all individuals that have been born so far (recall
that u is born at time σu, and thus has age t−σu at time t). In the case φ ≡ 1, we have that Zφ = Z.
On the other hand, the characteristic φ = 1[0,λ) yields to the number Z
φ(t) =
∑
u 1{σu≤t<σu+λu} of
individuals alive at time t ≥ 0.
Following [19], we let T (∞) be the family tree of the entire CMJ-process or (complete) CMJ-tree.
This tree is obtained from the general branching process described at the beginning of this section by
ignoring the time structure. Specifically, the individuals in the population are seen as vertices where
the initial individual is the root. The children of a vertex in the tree are the same as the children in
the general branching process. The tree T (∞) may be infinite which happens when the process does
not die out, i.e. Z(∞) =∞. For t ≥ 0, we let T (t) be the CMJ-tree consisting of all individuals born
up to time t. Note that the number of vertices at time t ≥ 0 is given by Z(t). Clearly, T (t) is an
unordered tree for t > 0. However, one could get an ordered tree by adding an additional ordering
of the children of each individual. This can be done by taking the children in order of birth, or by
choosing a random order; we refer to [19, Remark 5.1] for further details. Finally, observe that the
random tree T (t) has a random size for t > 0 (probably infinite). In this work, we shall be mainly
interested in CMJ-trees with a given number of vertices or when some random property is fulfilled.
More precisely, we have the following definition.
Definition 1. Fix a random characteristic or weight φ. For n ∈ N, we let
τφ(n) := inf{t ≥ 0 : Zφ(t) ≥ n}
be the first time the total weight is at least n (as usual inf ∅ =∞). We exclude the case φ ≡ 0 which
would yield to τφ(n) =∞ almost surely. We then define
T φn := T (τ
φ(n))
the CMJ-tree at time the total weight or “size” reaches n (provided this ever happens).
Random trees T φn defined in this way, for some CMJ-process and some weight φ, are the focus
of the present paper. For now on, we usually refers to T φn as the CMJ-tree which size is given
by |T φn | := Z(τφ(n)). In the case when φ ≡ 1, the CMJ-tree T φn is the family tree of the CMJ-
process stopped when the number of vertices is greater than n. In particular when the birth times
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have continuous distributions and there are no twins, then almost surely no two vertices are born
simultaneously. Therefore, the tree T φn has exactly n vertices, i.e. |T φn | = n.
We notice that T φn could be an infinite random tree, or also the time τφ(n) could be infinite. In
order to avoid such possibilities, we only study cases where Zφ(t) < ∞ for every finite t ≥ 0, but
Z(∞) =∞. In this direction, we define the Laplace transform of a function f on [0,∞) by
fˆ(θ) = θ
∫ ∞
0
e−θtf(t)dt, θ > 0,
and the Laplace transform of a measure ν on [0,∞) by
νˆ(θ) =
∫ ∞
0
e−θtν(dt), −∞ < θ <∞. (1)
Then we make the following assumptions:
Assumption 1. We consider CMJ-processes that satisfy:
(A1) µ({0}) = E[Ξ({0})] < 1.
(A2) µ is not concentrated on any lattice hZ, h > 0.
(A3) E[N ] > 1 (This is know as the supercritical case). We further assume that N ≥ 1 a. s.
(A4) There exists a real number α (the Malthusian parameter) such that µˆ(α) = 1 (by (A3), α > 0).
(A5) There exists 0 < θ1 < α such that µˆ(θ1) <∞.
(A6) The random variable supt≥0
(
e−θ2tφ(t)
)
has finite expectation for some 0 < θ2 < α.
We begin by noticing that (A1)-(A5) are conditions on the general branching process, while (A6)
is a condition on the characteristic φ (and the Malthusian parameter α). Furthermore, following
exactly the same arguments as in the proof of [19, Theorem 5.12] we have the following result.
Proposition 1. Under the assumptions (A1)-(A6), and for any characteristic φ. We have that
(i) limt→∞ Zφ(t) = ∞ almost surely. Thus τφ(n) < ∞ for every n ∈ N ∪ {0} and T φn is a
well-defined finite random tree.
(ii) Moreover, limn→∞ n−1|T φn | = (E[φˆ(α)])−1 ∈ (0,∞) a.s., and limn→∞ τφn ln−1 n = α−1 a.s.
We end this section by making a few remarks on our assumptions.
Remark 1. We notice the following:
(i) The Assumption (A1) is to prevent trivial cases where there is explosion at the start. Further-
more, under (A3) every individual has at least one child, so the process never dies out and
Z(∞) = ∞. In this case, the extinction probability q := P (Z(∞) < ∞) = 0. In the case that
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N ≥ 0 in (A3) but E[N ] > 1, the extinction probability q < 1. Thus, there is a positive proba-
bility that the process is infinite, and Proposition 1 and our results below also hold conditioned
on the event Z(∞) =∞ (this is a standard setting in [28], [21] and [29]).
(ii) The assumption (A4) implies that µ(t) < ∞ for every 0 ≤ t < ∞. However, µ(∞) = E[N ]
may be infinite. On the other hand, it is well-known that this condition implies that Z(t) and
E[Z(t)] are finite for every 0 ≤ t <∞; see for instance [20, Theorem 6.3.3].
(iii) By the definitions, Ξˆ(θ) :=
∫∞
0 e
−θtΞ(dt) =
∑N
i=1 e
−θξi . Since µ(·) := E[Ξ(·)], condition (A4)
can be written as µˆ(α) = E[
∑N
i=1 e
−αξi ] = 1. Similarly, (A4) says that the random variable
Ξˆ(θ1) has finite expectation for some 0 < θ1 < α.
1.2 Main results
We now consider Bernoulli bond percolation with parameter pn ∈ (0, 1) on the CMJ-tree T φn with
given weight φ (see Definition 1). Following the idea of [10], we incorporate Bernoulli bond perco-
lation on the growth algorithm of the random tree process (T (t), t ≥ 0) in a dynamic way and stop
the process at the time τφ(n). This leads us to interpret Bernoulli percolation in terms of neutral
mutations which are superposed to the structure of the CMJ-process and that appears at the birth
events. More precisely, at each birth event, independently of all other individuals, the newborn is a
clone of its parent with probability pn or a mutant with probability 1− pn. The mutations are con-
sidered to be neutral, i.e., the behaviour (reproduction laws and lifetimes) of the individuals is the
same regardless of they are clones or mutants. Then a mutation event corresponds to the insertion
of an edge in T (t) that is removed and creates a new percolation cluster which grows following the
same dynamic. We write T (pn)(t) for the resulting combinatorial structure at time t ≥ 0. That is
T (pn)(t) has the same set of vertices as T (t) and its set of intact edges is a subset of the edges of
T (t) at time t ≥ 0. Thus, the percolation clusters of T (pn)(t) are the subtrees of T (t) formed by the
subsets of vertices which can be connected by a path of intact edges.
In this work, we are interested in the evolution of the percolation cluster which contains the root.
In this direction, we write T
(pn)
∅ (t) for the subtree of T (t) at time t ≥ 0 that contains the progenitor
of the entire population at time 0. It should be clear that the sub-population with the ancestral
type is a CMJ-process whose generic birth process denoted by Ξ(pn) has intensity measure given by
µ(pn)(dt) := pnµ(dt), (2)
where µ is the intensity measure of the birth process Ξ of the original CMJ-process. This is a
consequence of the thinning property of point processes. For a characteristic φ, we denote by
Z
(pn),φ
∅ = (Z
(pn),φ
∅ (t), t ≥ 0),
the φ-counted process associated with the (clonal) CMJ-process of the sub-population bearing the
same type as the initial individual. In particular, when φ ≡ 1, the total number of births of the
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clonal population process Z
(pn),φ
∅ = Z
(pn)
∅ = (Z
(pn)
∅ (t), t ≥ 0) counts the number of vertices in the
root cluster. Clearly, when pn ≡ 1 we recover the original CMJ-process described in Section 1.1. Let
T n,φ∅ := T
(pn)
∅ (τ
φ(n))
be the sub-tree which contains the original root of the CMJ-tree T φn (associated to the weight φ)
after performing percolation of parameter pn ∈ (0, 1). Recall that τφ(n) := inf{t ≥ 0 : Zφ(t) ≥ n} is
the first time that the total weight or “size” of the tree process (T (t), t ≥ 0) is at least n. Therefore,
the size of the root percolation cluster is given by
|T n,φ∅ | := Z(pn)∅ (τφ(n)).
We turn now to the statement of our main result Theorem 1. Recall that we consider the regimes
weakly supercritical, supercritical and strongly supercritical of pn ∈ (0, 1), with pn → 1 as n →∞.
We first introduce our main assumption on the percolation parameter and further notation which
will have an important role for the rest of the work.
Assumption 2. There exists n∗ ∈ N such that for n ≥ n∗, the clonal CMJ-process satisfies:
(A7) pnE[N ] > 1.
(A8) There exist a real number αpn > 0 such that µˆ
(pn)(αpn) = 1, i.e., αpn is the Malthusian
parameter for µ(pn).
(A9) We have that 0 < θ1 ≤ infn≥n∗ αpn where θ1 satisfies (A5).
(A10) For θ1 as in (A9), we have that V ar(Ξˆ(θ1)) <∞.
(A11) We have that 0 < θ2 ≤ infn≥n∗ αpn where θ2 satisfies (A6).
(A12) V ar(φ(t)) is bounded in finite intervals, and there exists 0 < θ3 ≤ 2 infn≥n∗ αpn such that
limt→∞ e−θ3tV ar(φ(t)) = 0.
We write
µ¯(α) :=
∫ ∞
0
te−αtµ(dt) (3)
which is finite and strictly positive due to our assumptions; see Remarks 2 and 4 below.
We now state the central result of this work.
Theorem 1. Let φ be any characteristic that does not depend on pn. Under the assumptions (A1)-
(A12), we have that
lim
n→∞n
−αpn
α |T n,φ∅ | = E[φˆ(α)], in probability,
where α− αpn ∼ (1− pn)µ¯(α)−1 as n→∞. In particular,
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(i) In the weakly supercritical regime, limn→∞ n−1|T n,φ∅ | = 0 in probability.
(ii) In the supercritical regime, limn→∞ n−1|T n,φ∅ | = e−
c
αµ¯(α)E[φˆ(α)] in probability.
(iii) In the strongly supercritical regime, limn→∞ n−1|T n,φ∅ | = E[φˆ(α)] in probability.
It is important to mention that in practice the parameters α and αpn are difficult to com-
pute explicitly. Nevertheless, in the supercritical and strongly supercritical regime we observe that
nαpnα
−1 ∼ n1−(1−pn)(αµ¯(α))−1 as n→∞. We also notice that in the weakly supercritical regime, the
size of the root is o(n) whereas in the other regimes it is order n. In particular, in the supercritical
regime (i.e., the percolation parameter satisfies 1 − pn ∼ c/ ln n as n → ∞, where c > 0 fixed) we
have that our result in Theorem 1 (ii) agrees with [7, Theorem 1] in the sense that the supercritical
parameter is of the form 1 − pn ∼ c/ℓ(n) as n → ∞, where ℓ(n) is an estimate of the height of a
typical vertex in the tree. Specifically, Proposition 1 shows essentially that we have ℓ(n) = lnn for
CMJ-trees of weight (or “size”) at least n. It is also important to notice that our result Theorem
1 cannot be deduced from [7, Theorem 1], except for very particular cases. For example for ran-
dom recursive trees, preferential attachment trees or binary search trees which agree with a type of
CMJ-tree when the correct birth process, lifespan and characteristic are chosen; see Section 4.1. On
the other hand, there are several families of trees that are not covered by [7, Theorem 1] as (more
general) m-ary search trees, fragmentation trees or the so-called splitting trees (see [18] for the later)
where for some of them the notion of “size” is different, to begin with. Therefore, Theorem 1 may
be seen as a complementary (or extension) of the result of Bertoin [7].
Inspired by Bertoin and Uribe Bravo [10], our approach relies crucially on the connection between
CMJ-processes with neutral mutations that is explained at the beginning of this section. More
precisely, this relationship allows us to interpret our static problem in a dynamic way which leads
us to investigate the asymptotic behaviour of a CMJ-process with neutral mutations up to a large
random time. In [10], the authors connected Bernoulli bond percolation in preferential attachment
trees with a system of Markovian branching processes with neutral mutations. This is clearly not
the case here since it is well-known that CMJ-processes are in general not Markovian. We thus have
to use different tools in our analysis, although some guidelines are similar to [10], which may be of
independent interest. We stress that similar connections between systems of (Markovian) branching
processes and percolation have been used before in, e.g. for random recursive trees [4], [5] and for
m-ary random increasing trees [11].
This work leaves some open natural questions that we plan to investigate in the future. One
can consider estimating the sizes of the largest clusters which do not contain the root; we restrict
ourselves here to the root cluster because the lack of the Markov property makes the related CMJ-
process much harder to analyze. This is not the case in [10] and [4] where the connection with a
Markovian branching system with rare neutral mutations is used to answer this question for the cases
of random recursive trees and preferential attachment trees. We refer also to Bertoin [9], where this
question has been answered for random recursive trees by using a different technique that is based
on a special property of this type of trees, the so-called splitting property. The second direction
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of future work would be to analyze the fluctuations of the giant component that we expect to be
non-Gaussian as for random recursive trees [8], preferential attachment trees and m-ary random
increasing trees [11]. Finally, it would be interested to estimate the size of the largest percolation
clusters when we are in the sub-critical regime, i.e., 1 − pn ≫ c/ ln n as n → ∞ and c > 0 is fixed.
See for instance [5], where the case of the random recursive tree has been studied.
The rest of this paper is organized as follows: In Section 2, we investigate the asymptotic
behaviour of the clonal CMJ-process and deduce some preliminary results. Our main result Theorem
1 is proved in Section 3. Finally, Section 4 is devoted to the application of Theorem 1 to show the
existence of a giant percolation cluster for important families of random trees that can be constructed
via CMJ-processes.
2 Preliminary results: Asymptotics for the clonal CMJ-process
The main purpose of this section is to establish some general results about the long time behavior
of the clonal CMJ-process with generic birth process Ξ(pn) whose intensity measure µ(pn) is given in
(2). This is the general branching population process related to the percolation root cluster process
(T
(pn)
∅ (t), t ≥ 0) described in Section 1.2. For sake of simplicity, we shall write p rather then pn,
omitting the integer n from the notation. To be more precise, we consider that the percolation
parameter is a real number p ∈ [0, 1] and investigate the joint asymptotic of the φ-counted clone
process Z
(p),φ
∅ = (Z
(p),φ
∅ (t), t ≥ 0) when p→ 1 and t→∞.
For p ∈ (0, 1], suppose that there is a real number αp > 0 such that µˆ(p)(αp) = 1, i.e., αp is
the Malthusian parameter for µ(p). We observe that αp as a function of p is increasing. Moreover,
αp → α as p→ 1. Therefore, it should be clear that Assumption 2 is equivalent to instead consider
that there exists p∗ ∈ (0, 1) such that for p ∈ [p∗, 1] we have that (A7)-(A12) are fulfilled, where
infn≥n∗ αpn is replaced by αp∗ .
Remark 2. We notice for future reference that µ
(p)
α (dt) := e−tαpµ(p)(dt), p ∈ [p∗, 1], is a probability
measure concentrated on (0,∞). Moreover, condition (A9) implies that
µ¯(p)(αp) :=
∫ ∞
0
tµ(p)α (dt) <∞.
We start by recalling some well-known results about the moments of Z
(p),φ
∅ . For k ∈ N∪{0}, we
define the k-fold convolution ν∗k of a measure ν on [0,∞) (here ν∗0 is a unit point mass at 0).
Theorem 2. For a characteristic φ that may depend on p, we have that
E
[
Z
(p),φ
∅ (t)
]
=
∫ t
0
E[φ(t− s)]
∞∑
k=0
(µ(p))∗k(ds), t ≥ 0.
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Furthermore,
V ar
(
Z
(p),φ
∅ (t)
)
=
∫ t
0
h∅(t− s)
∞∑
k=0
(µ(p))∗k(ds), t ≥ 0,
with
h
(p)
∅ (t) = V ar
(
φ∅(t) +
∫ t
0
E
[
Z
(p),φ
∅ (t− s)
]
Ξ
(p)
∅ (ds)
)
, t ≥ 0, (4)
and where (Ξ
(p)
∅ , φ∅) is the birth process and weight associated to the progenitor of the population.
Proof. The first claim is a consequence of [21, Theorem 3.1]. For the second statement, recall from
Remark 1 (ii) that E[Z
(p),φ
∅ (t)] <∞ for all t ≥ 0. Therefore, it follows from [21, Theorem 3.2].
We write W
(p),φ
∅ = (W
(p),φ
∅ (t), t ≥ 0) for the process given by
W
(p),φ
∅ (t) := e
−tαpZ(p),φ∅ (t), t ≥ 0.
We then introduce the following notation,
m
(p),φ
t = E[W
(p),φ
∅ (t)] and v
(p),φ
t = V ar(W
(p),φ
∅ (t)), t ≥ 0.
For p = 1, we sometimes remove the superscript (p) and the subscript ∅ from the previous notations.
We then write W φ = (W φ(t), t ≥ 0) for the processes given by W φ(t) := e−tαZφ(t) for t ≥ 0. We
also write
mφt = E[W
φ(t)] and vφt = V ar(W
φ(t)).
For p ∈ [p∗, 1], we consider the characteristic
ψ(p)(t) = 1{t≥0}etαp
∫ ∞
t
e−sαpΞ(p)(ds), t ≥ 0. (5)
The next lemma shows that ψ(p) satisfied the conditions (A11)-(A12).
Lemma 1. Assume that conditions (A1)-(A5) and (A7)-(A10) are fulfilled.
(i) There exists 0 < θ ≤ αp∗ such that supp∈[p∗,1] supt≥0 e−θtψ(p)(t) has finite expectation.
(ii) supp∈[p∗,1] V ar(ψ(p)(t)) is bounded in finite intervals, and there exists 0 < θ ≤ 2αp∗ such that
limt→∞ e−θt supp∈[p∗,1] V ar(ψ(p)(t)) = 0.
Proof. For t ≥ 0 and 0 < θ ≤ αp∗ , we notice that ψ(p)(t) ≤ etθ
∫∞
t e
−sθΞ(ds) ≤ etθΞˆ(θ). This
inequality together with (A5), (A9)-(A10) implies our claim.
10
For the rest of this section, we omit the superscript (p) from ψ(p) and we only write ψ for the
characteristic defined in (5).
It is well-known that the process W
(p),ψ
∅ , under our assumptions and in particular thanks to
Lemma 1, is a nonnegative square-integrable martingale, and we write W
(p),ψ
∅ (∞) for its terminal
value. Furthermore, W
(p),ψ
∅ (∞) ≥ 0 almost surely (cf. [28, Proposition 2.4] for the proof of the
martingale property and [21, Theorem 4.1 and Corollary 4.2] for the convergence result).
Remark 3. In particular, for p = 1, [21, Corollary 4.2] together with condition (A3) imply that
W (p),ψ(∞) = Wψ(∞) > 0 almost surely.
Moreover, an important result established by Nerman [28] and Jagers and Nerman [21, Theorem
4.3](see also Jagers [20, Section 6.10]) shows that for each p ∈ [p∗, 1] we have
lim
t→∞W
(p),φ
∅ (t) = m
(p),φ
∞ W
(p),ψ
∅ (∞),
almost surely and in L2(P), where
m(p),φ∞ :=
E[φˆ(αp)]
αpµ¯(p)(αp)
<∞.
Remark 4. Under our assumptions, we notice that the previous convergence result implies that
µ¯(p)(αp) > 0. Furthermore, if we exclude the cases φ ≡ 0 almost surely, we have that m(p),φ∞ > 0 (or
equivalently, E[φˆ(αp)] > 0).
We next provide an improvement of the results of [20, Theorem 6.9.2] and [21, Theorem 3.5] on
the asymptotic behaviour of the first and second moment of the clonal CMJ-process.
Proposition 2. Assume that conditions (A1)-(A5) and (A7)-(A9) are fulfilled.
(i) For any characteristic φ independent of p that satifies (A6) and (A11), we have that
lim
t→∞ supp∈[p∗,1]
∣∣∣m(p),φt −m(p),φ∞ ∣∣∣ = 0.
In particular, supt≥0 supp∈[p∗,1]m
(p),φ
t <∞.
(ii) For the characteristic ψ defined in (5), we have that
lim
t→∞ supp∈[p∗,1]
∣∣∣m(p),ψt −m(p),ψ∞ ∣∣∣ = 0.
In particular, supt≥0 supp∈[p∗,1]m
(p),ψ
t <∞.
Proof. We focus in the proof of (i). The proof of (ii) follows from exactly same argument together
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with Lemma 1. We notice from Theorem 2 that
m
(p),φ
t =
∫ t
0
e−(t−s)αpE[φ(t− s)]
∞∑
k=0
(µ(p)α )
∗k(ds), t ≥ 0,
where we have used that
e−sαp
∞∑
k=0
(µ(p))∗k(ds) =
∞∑
k=0
(µ(p)α )
∗k(ds).
From (A11), we deduce that the family of functions t 7→ e−tαpE[φ(t)], for p ∈ [p∗, 1], it is uniformly
directly Riemann integrable (see [36, Definition 2.8]). Furthermore, one can deduce from (A8)-
(A9) that the family of probability measures {µ(p)α : p ∈ [p∗, 1]} is weakly compact and uniformly
integrable. Thus, our first statement in (i) is a consequence of the uniform version of the key renewal
theorem [36, Theorem 2.12] since µ satisfies (A2). The second claim in (i) is a simple consequence
Remark 4 by noticing the following bounds µ¯
(p)
α ≥ µ¯(p
∗)
α and E[φˆ(αp)] ≤ αα−1p∗ E[φˆ(αp∗)].
Remark 5. In particular, a simple computation shows that m
(p),ψ
∞ = 1 where ψ is defined in (5);
see for instance [21, Theorem 4.1].
Proposition 3. Assume that conditions (A1)-(A5) and (A7)-(A10) are fulfilled.
(i) For any characteristic φ independent of p that satifies (A6) and (A11)-(A12), we have that
lim
t→∞ supp∈[p∗,1]
∣∣∣v(p),φt − v(p),φ∞ ∣∣∣ = 0,
where
v(p),φ∞ :=
(
m(p),φ∞
)2 V ar(Ξˆ(p)(αp))
1− µˆ(p)(2αp)
.
(ii) For the characteristic ψ defined in (5), we have that
lim
t→∞ supp∈[p∗,1]
∣∣∣v(p),ψt − v(p),ψ∞ ∣∣∣ = 0,
where v
(p),ψ
∞ := V ar(Ξˆ(p)(αp))(1− µˆ(p)(2αp))− 12 .
(iii) For the characteristic φ′ = φ+m(p),φ∞ ψ, we have that
lim
t→∞ supp∈[p∗,1]
∣∣∣v(p),φ′t − v(p),φ′∞ ∣∣∣ = 0,
where v
(p),φ′
∞ = 4v
(p),φ
∞ .
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Proof. We only prove (i). The proof of (ii) and (iii) follows similarly by using Lemma 1 and Remark
5. In this direction, Theorem 2 implies that
v
(p),φ
t =
∫ t
0
e−2(t−s)αph(p)∅ (t− s)e−2sαp
∞∑
k=0
(µ(p))∗k(ds), t ≥ 0,
where the function h
(p)
∅ is defined in (4). We first notice the following identity
∫ ∞
0
e−2sαp
∞∑
k=0
(µ(p))∗k(ds) =
∞∑
k=0
µˆ(p)(2αp)
k =
1
1− µˆ(p)(2αp)
<∞, (6)
since µˆ(p)(2αp) < µˆ
(p)(αp) = 1. Then, the triangle inequality implies that
∣∣∣v(p),φt − v(p),φ∞ ∣∣∣ ≤
∫ t
0
e−2(t−s)αpV ar(φ∅(t− s))e−2sαp
∞∑
k=0
(µ(p))∗k(ds)
+ 2
∫ t
0
e−(t−s)αp
∣∣∣∣Cov
(
φ∅(t− s),
∫ t−s
0
m
(p),φ
t−s−ue
−uαpΞ(p)∅ (du)
)∣∣∣∣ e−2sαp
∞∑
k=0
(µ(p))∗k(ds)
+
∫ ∞
0
g(p)(t− s)e−2sαp
∞∑
k=0
(µ(p))∗k(ds), (7)
where (Ξ
(p)
∅ , φ∅) is the birth process and weight associated to the progenitor of the population and
g(p)(t− s) =
∣∣∣∣1{s∈[0,t]}V ar
(∫ t−s
0
m
(p),φ
t−s−ue
−uαpΞ(p)∅ (du)
)
−
(
m(p),φ∞
)2
V ar(Ξˆ
(p)
∅ (αp))
∣∣∣∣ .
Denote by I
(p)
1 (t), I
(p)
2 (t) and I
(p)
3 (t) the first, the second and the third term on the right-hand side
of (7), respectively. We observe that our claim in Proposition 3 follows by showing that
(a) limt→∞ supp∈[p∗,1] I
(p)
1 (t) = 0,
(b) limt→∞ supp∈[p∗,1] I
(p)
2 (t) = 0 and
(c) limt→∞ supp∈[p∗,1] I
(p)
3 (t) = 0.
We first shows (a). We deduce from assumption (A12) that
lim
t→∞ supp∈[p∗,1]
e−2tαpV ar(φ(t)) ≤ lim
t→∞ e
−2tαp∗V ar(φ(t)) = 0. (8)
Hence the identity (6) together with the dominated convergence theorem shows that (a).
We next show (b). The Cauchy-Schwarz’s inequality and Proposition 2 imply that
∣∣∣∣Cov
(
φ∅(t),
∫ t
0
m
(p),φ
t−u e
−uαpΞ(p)∅ (du)
)∣∣∣∣ ≤ (V ar(φ∅(t))) 12
(
V ar
(∫ t
0
m
(p),φ
t−u e
−uαpΞ(p)∅ (du)
)) 1
2
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≤
(
V ar(φ∅(t))V ar
(∫ t
0
e−uαpΞ(p)∅ (du)
)) 1
2
sup
t≥0
sup
p∈[p∗,1]
m
(p),φ
t
Since e−uαpΞ(p)(du) is dominated by e−uαp∗Ξ(du), (A9)-(A10) and (8) allow us to deduce that
lim
t→∞ supp∈[p∗,1]
e−tαp
∣∣∣∣Cov
(
φ∅(t),
∫ t
0
m
(p),φ
t−u e
−uαpΞ(p)∅ (du)
)∣∣∣∣ = 0.
Hence, an application of the dominated convergence theorem shows (b).
Finally, we prove (c). We show that
lim
t→∞ supp∈[p∗,1]
g(p)(t− s) = 0, (9)
which together with an application of the dominated convergence theorem implies (c). We observe
that
g(p)(t− s) ≤ g(p)1 (t− s) + g(p)2 (t− s) + g(p)3 (t− s)
+ g
(p)
4 (t− s) + 1{s∈(t,∞)}
(
m(p),φ∞
)2
V ar(Ξˆ(p)(αp)), (10)
where
g
(p)
1 (t− s) = 1{s∈[0,t]}V ar
(∫ t−s
0
(
m
(p),φ
t−s−u −m(p),φ∞
)
e−uαpΞ(p)(du)
)
,
g
(p)
2 (t− s) = 21{s∈[0,t]}
∣∣∣∣Cov
(∫ t−s
0
(
m
(p),φ
t−s−u −m(p),φ∞
)
e−uαpΞ(p)(du),m(p),φ∞
∫ t−s
0
e−uαpΞ(p)(du)
)∣∣∣∣ ,
g
(p)
3 (t− s) = 2
(
m(p),φ∞
)2
1{s∈[0,t]}
∣∣∣∣Cov
(
Ξˆ(p)(αp),
∫ ∞
t−s
e−uαpΞ(p)(du)
)∣∣∣∣ ,
and
g
(p)
4 (t− s) = 1{s∈[0,t]}
(
m(p),φ∞
)2
V ar
(∫ ∞
t−s
e−uαpΞ(p)(du)
)
,
Proposition 2 and (A10) implies that
lim
t→∞ supp∈[p∗,1]
g
(p)
4 (t− s) = 0 and limt→∞ supp∈[p∗,1]
1{s∈(t,∞)}
(
m(p),φ∞
)2
V ar(Ξˆ(p)(αp)) = 0. (11)
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Furthermore, Proposition 2 implies that
sup
t≥0
sup
p∈[p∗,1]
∣∣∣m(p),φt −m(p),φ∞ ∣∣∣ <∞.
Recall that e−sαpΞ(p)(ds) is dominated by e−sαp∗Ξ(ds) and that
∫∞
0 e
−sαp∗Ξ(ds) < ∞, by (A9).
Thus the dominated convergence theorem shows that
lim
t→∞ supp∈[p∗,1]
∣∣∣∣1{s∈[0,t]}
∫ t−s
0
(
m
(p),φ
t−s−u −m(p),φ∞
)
e−uαpΞ(p)(du)
∣∣∣∣ = 0,
almost surely. This implies together with the dominated convergence theorem once again that
lim
t→∞ supp∈[p∗,1]
g
(p)
1 (t− s) = 0. (12)
Similarly, one can deduce that
lim
t→∞ supp∈[p∗,1]
g
(p)
2 (t− s) = 0 and limt→∞ supp∈[p∗,1]
g
(p)
3 (t− s) = 0. (13)
Finally, our claim in (9) follows by combining (10), (11), (12) and (13).
We next shows that the L2(P) convergence of the square-integrable martingale W
(p),ψ
∅ , where ψ
is given in (5), holds uniformly for p ∈ [p∗, 1].
Lemma 2. Assume that conditions (A1)-(A5) and (A7)-(A10) are fulfilled. We have that
lim
t→∞ supp∈[p∗,1]
E
[
sup
s≥t
∣∣∣W (p),ψ∅ (s)−W (p),ψ∅ (∞)∣∣∣2
]
= 0,
where ψ is defined in (5). As a consequence, when (A6), (A11)-(A12) are also satisfied and φ is a
characteristic independent of p, we have that
lim
t→∞ supp∈[p∗,1]
E
[∣∣∣W (p),φ∅ (t)−m(p),φ∞ W (p),ψ∅ (∞)∣∣∣2
]
= 0.
Proof. We notice that
E
[
sup
s≥t
∣∣∣W (p),ψ∅ (s)−W (p),ψ∅ (∞)∣∣∣2
]
≤ 2E
[∣∣∣W (p),ψ∅ (t)−W (p),ψ∅ (∞)∣∣∣2
]
+ 2E
[
sup
s≥t
∣∣∣W (p),ψ∅ (s)−W (p),ψ∅ (t)∣∣∣2
]
, (14)
for t ≥ 0. On the one hand, from properties of square-integrable martingales, we obtain that
E
[∣∣∣W (p),ψ∅ (t)−W (p),ψ∅ (∞)∣∣∣2
]
= E
[
W
(p),ψ
∅ (∞)2
]
− E
[
W
(p),ψ
∅ (t)
2
]
, t ≥ 0. (15)
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On the other hand, by Doob’s inequality
E
[
sup
s≥t
∣∣∣W (p),ψ∅ (s)−W (p),ψ∅ (t)∣∣∣2
]
≤ 4E
[
W
(p),ψ
∅ (∞)2
]
− 4E
[
W
(p),ψ
∅ (t)
2
]
, t ≥ 0. (16)
By combining (14), (15) and (16), we deduce that
E
[
sup
s≥t
∣∣∣W (p),ψ∅ (s)−W (p),ψ∅ (∞)∣∣∣2
]
≤ 10
(
v(p),ψ∞ − v(p),ψt
)
+ 10
((
m(p),ψ∞
)2
−
(
m
(p),ψ
t
)2)
= 10
(
v(p),ψ∞ − v(p),ψt
)
since W
(p),ψ
∅ is a martingale. Therefore, the first statement follows from Propositions 3.
We turn our attention to the second claim. We observe that
E
[∣∣∣W (p),φ∅ (t)−m(p),φ∞ W (p),ψ∅ (∞)∣∣∣2
]
≤ 2E
[∣∣∣W (p),φ∅ (t)−m(p),φ∞ W (p),ψ∅ (t)∣∣∣2
]
+ 2
(
m(p),φ∞
)2
E
[∣∣∣W (p),ψ∅ (t)−W (p),ψ∅ (∞)∣∣∣2
]
, (17)
for t ≥ 0. It follows from the first part that
lim
t→∞ supp∈[p∗,1]
E
[∣∣∣W (p),ψ∅ (t)−W (p),ψ∅ (∞)∣∣∣2
]
= 0.
In order to conclude, it is enough to show that the first term on the right-hand side of (17) tends to
0 uniformly on p ∈ [p∗, 1] as t→∞. By Proposition 2, this is equivalent to show that
lim
t→∞ supp∈[p∗,1]
V ar
(
W
(p),φ
∅ (t)−m(p),φ∞ W (p),ψ∅ (t)
)
= 0. (18)
By noticing that W
(p),φ
∅ (t) + m
(p),φ
∞ W
(p),ψ
∅ (t) = W
(p),φ′
∅ (t), where φ
′(t) = φ(t) + m(p),φ∞ ψ(t). The
convergence (18) follows from Proposition 3, Remark 5 and the identity
V ar
(
W
(p),φ
∅ (t)−m(p),φ∞ W (p),ψ∅ (t)
)
= 2V ar
(
W
(p),φ
∅ (t)
)
+ 2V ar
(
m(p),φ∞ W
(p),ψ
∅ (t)
)
− V ar
(
W
(p),φ
∅ (t) +m
(p),φ
∞ W
(p),ψ
∅ (t)
)
.
Finally, we state the main result of this section. This result is reminiscent of [10, Lemma 3] and
the idea of the proof is similar.
Lemma 3. Assume that conditions (A1)-(A12) are fulfilled. For a characteristic φ that does not
depend on p, we have that
lim
p→1,t→∞
E
[∣∣∣W (p),φ∅ (t)−mφ∞Wψ(∞)∣∣∣2
]
= 0,
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where ψ is defined in (5) with p = 1 and the limits are taken simultaneously.
Proof. We first prove that the double limit
lim
p→1,t→∞
W
(p),φ
∅ (t) exists in L2(P). (19)
We denote the L2(P)-norm by ‖ · ‖2. We claim that
lim
p→1
‖W (p),φ∅ (t)−W φ(t) ‖2 = 0, for t ≥ 0. (20)
Recall that at each birth event, independently of all the other individuals, the newborn is a clone
of its parent with probability p or a mutant with probability 1 − p. Then, it should be plain from
the thinning property of point measure process that the birth process of the mutant children of the
ancestor ∅, denoted by Ξ
(p),m
∅ , has intensity measure given (1 − p)µ(dt). Furthermore, the later is
independent of the birth process of the clonal children of the ancestor described at Section 1.2; recall
also equation (2). Let Z(p),m = (Z(p),m(t), t ≥ 0) be the process that counts the number of mutants
that have been born up time t ≥ 0 and define
b
(p)
1 = inf{t ≥ 0 : Z(p),m(t) > 0}
the first birth time of a mutant. Plainly, limp→1 b
(p)
1 =∞ in probability, and the probability of the
event {t ≥ b(p)1 } can be made as small as we wish by choosing p sufficiently close to 1. On the one
hand, as Z
(p),φ
∅ (t) ≤ Zφ(t), we have
E
[∣∣∣W (p),φ∅ (t)−W φ(t)∣∣∣2 , t ≥ b(p)1
]
≤ (e2(α−αp)t + 1)E
[∣∣∣W φ(t)∣∣∣2 , t ≥ b(p)1
]
and the right-hand side goes to 0 as p → 1. On the other hand, on the event {t < b(p)1 }, we have
Z
(p),φ
∅ (t) = Z
φ(t) and hence W
(p),φ
∅ (t) = e
(α−αp)tW φ(t). This yields
E
[∣∣∣W (p),φ∅ (tε)−W φ(t)∣∣∣2 , t < b(p)1
]
≤ (e(α−αp)t − 1)E
[∣∣∣W φ(t)∣∣∣2]
and the right-hand side goes to 0 as p→ 1. This establishes the convergence (20).
Let ε > 0 be arbitrary. By Lemma 2, we can find tε > 0 such that
sup
p∈[p∗,1]
‖W (p),φ∅ (s)−m(p),φ∞ W (p),ψ∅ (∞) ‖2 ≤
ε
6
for all s ≥ tε. (21)
Using (20) we obtain that for s ≥ tε there is δε > 0 such that 1− p < δε (for p ∈ [p∗, 1)) implies that
‖W (p),φ∅ (s)−W φ(s) ‖2 ≤
ε
6
. (22)
Let us take s1, s2 ≥ tε and p1, p2 ∈ [p∗, 1) such that 1 − p1 < δε and 1 − p2 < δε. The Minkowski
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inequality implies that for s ≥ tε
‖W (p1),φ∅ (s1)−W (p2),φ∅ (s2) ‖2
≤ ‖W (p1),φ∅ (s1)−m(p1),φ∞ W (p1),ψ∅ (∞) ‖2 + ‖W (p1),φ∅ (s)−m(p1),φ∞ W (p1),ψ∅ (∞) ‖2
+ ‖W (p1),φ∅ (s)−W φ(s) ‖2 + ‖W (p2),φ∅ (s)−W φ(s) ‖2
+ ‖W (p2),φ∅ (s2)−m(p2),φ∞ W (p2),ψ∅ (∞) ‖2 + ‖W (p2),φ∅ (s)−m(p2),φ∞ W (p2),ψ∅ (∞) ‖2 .
By (21) and (22), we deduce that ‖ W (p1),φ∅ (s1) −W (p2),φ∅ (s2) ‖2 ≤ ε. Thus, W (p),φ∅ (t) is L2(P)-
Cauchy. Therefore, the claim in (19) follows from the well-known completeness of L2(P); see [3,
Theorem 6.14].
Finally, we show that the claim in Lemma 3 holds. Notice that (19) implies that there exists a
square integrable variable W such that limp→1,t→∞W
(p),φ
∅ (t) = W . Thus it is enough to show that
W = mφ∞Wψ(∞) where ψ is defined in (5) with p = 1. In this direction, for t ≥ 0, recall that (20)
shows that limp→1W
(p),φ
∅ (t) = W
φ(t) in L2(P). Furthermore, Lemma 2 implies that
lim
t→∞ limp→1
W
(p),φ
∅ (t) = lim
t→∞W
φ(t) = mφ∞W
ψ(∞) in L2(P). (23)
where ψ is defined in (5) with p = 1. On the other hand, (19) implies that for ε > 0 there are
δε, tε > 0 such that for 1− p < δε (for p ∈ [p∗, 1)) and s ≥ tε we have that ‖ W (p),φ∅ (s)−W ‖2 ≤ ε.
Hence (20) and an application of the dominated convergence theorem allow us to conclude that
lim
p→1
‖W (p),φ∅ (s)−W ‖2 =‖W φ(s)−W ‖2 ≤ ε,
i.e. limt→∞ limp→1W
(p),φ
∅ (t) = W in L2(P) which combined with (23) concludes the proof.
3 Proof of Theorem 1
In this section, we provide a proof of the main result of this paper. We start by making the following
useful observation.
Lemma 4. We have that the function µˆ : (θ1,∞)→ R+ is continuous and decreasing. Moreover, it
is differentiable with continuous derivative given by
µˆ′(θ) :=
d
ds
µˆ(s)
∣∣∣∣
s=θ
= −
∫ ∞
0
te−θtµ(dt), for θ ∈ (θ1,∞).
where θ1 is defined in (A5)
Proof. Recall the definition of µˆ in (1), By the assumption (A5) and the dominated convergence
theorem, it follows that µˆ is a continuous decreasing and differentiable function on (θ1,∞).
We deduce the following technical result. Recall the the definition of µ¯(α) given in (3).
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Lemma 5. Assume that conditions (A1)-(A5) and (A7)-(A9) are fulfilled. We have that α−αpn ∼
(1− pn)µ¯(α)−1 as n→∞.
Proof. Recall from Lemma 4 that µˆ(·) is a continuous decreasing and differentiable function on
(θ1,∞). Since pn < 1, we have that αpn < α for n ≥ n∗. Then, for n ≥ n∗, the mean value theorem
and Lemma 4 imply that there exists εn ∈ (αpn , α) such that
µˆ′(εn) =
µˆ(α) − µˆ(αpn)
α− αpn
.
Recall also that (A8) implies that µˆ(α) = 1 and µˆ(αpn) = 1/pn. Moreover, we have that 0 < µ¯(α) <
−µˆ′(εn) <∞. Hence
α− αpn = −µˆ′(εn)−1
1− pn
pn
.
Finally, we observe from the continuity and decreasing property of the function µˆ(·) that αpn → α
as n → ∞. We also know that µˆ′(·) is a continuous function, by Lemma 4. Therefore, our claim
follows from the identity −µˆ′(α) = µ¯(α).
Proof of Theorem 1. We deduce from Lemmas 2 and 3 that
lim
n→∞ e
−ατφnZ(τφn ) = limn→∞ e
−αpnτφnZ(pn)∅ (τ
φ
n ) = m∞W
ψ(∞),
in probability, where ψ is defined in (5) with p = 1 and m∞ = (αµ¯(α))−1 ∈ (0,∞); see Remark 4.
Proposition 1 implies that limn→∞ n−1Z(τ
φ
n ) = E[φˆ(α)] a.s., then
lim
n→∞n
αpn
α e−αpnτ
φ
n = m∞E−1[φˆ(α)]Wψ(∞).
Since Wψ(∞) > 0 almost surely (see Remark 3), we obtain that
lim
n→∞n
−αpn
α Z
(pn)
∅ (τ
φ
n ) = E[φˆ(α)],
in probability. Therefore, our claim follows by Lemma 5.
4 Applications
In this section, we apply Theorem 1 to deduce known and new results on the existence of a giant
percolation cluster in the supercritical regime for several families of trees. We begin in Subsection
4.1 with some examples where the result has been established in [7, Theorem 1]. In Subsections 4.2,
4.3, 4.4 and 4.5, we provide examples of trees where the result is completely new.
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4.1 General preferential attachment trees
We consider the procedure studied by Rudas, Tóth and Valkó [34] and Rudas and Tóth [33] to grow
a so-called general preferential attachment tree. Fix a sequence of nonnegative weights w = (wk)
∞
k=0
with w0 > 0. We start our construction from a unique tree with a single vertex and build a random
tree T
(w)
n with n vertices recursively. Suppose that T
(w)
n has been constructed for n ≥ 1, and for
every vertex v ∈ T (w)n we denote by d+n (v) the outdegree of v ∈ T (w)n . Given T (w)n , the tree T (w)n+1 is
derived from T
(w)
n by incorporating the new vertex u and creating an edge between u and a vertex
vn ∈ T (w)n chosen at random according to the law
P(vn = v|T (w)n ) = wd+n (v)
(∑
v′
wd+n (v′)1{v′∈T (w)n }
)−1
, for v ∈ T (w)n .
It is important to point out that different choices of the sequence w yield to well-known families of
trees. For instance, random recursive trees, binary search tree (and more generally, m-ary increasing
tree), linear preferential attachment, plane oriented recursive tree, binary pyramid; see [35], [1], [26].
We summarize some of these families in Table 1.
Table 1: Examples of general preferential attachment trees.
w = (wk)
∞
k=0
random recursive tree wk = 1 for all k ≥ 0
binary search tree w0 = 2, w1 = 1 and wk = 0 for k ≥ 2
m-ary increasing tree (m ≥ 2) wk = m− k, for k = 0, 1, . . . ,m− 1, and wk = 0 for k ≥ m
linear preferential attachment wk = βk + ρ, where β ∈ {−1, 0, 1} and ρ ∈ R+ \ {0}
binary pyramid w0 = w1 = 1 and wk = 0 for k ≥ 2.
This type of trees can be constructed using a CMJ-process as in Definition 1. More precisely,
we consider the characteristic (or weight) φ ≡ 1 and that the associated CMJ-process has birth
times ξi =
∑i
j=1Xj for i ∈ N ∪ {0} (with the convention
∑0
j=1Xj = 0), where Xj = ξj − ξj−1, for
j ∈ N∪ {0}, are independent random variables and distributed according as an exponential random
variable of parameter wj . In other words, we have that the process (Ξ([0, t]), t ≥ 0) is a pure birth
process starting at 0 with birth rate wk when the state is k ∈ N∪ {0}. In this example, the lifetime
of the individuals λ ≡ ∞. In the sequel, we assume that the pure birth process (Ξ([0, t]), t ≥ 0) is
non-explosive, i.e. we have that
∞∑
k=0
1
wk
=∞; (24)
we refer to [2]. This implies that each individual on the CMJ-process has almost surely a finite num-
ber of children in each finite interval. Furthermore, Remark 1 (iii) implies that Ξˆ(θ) =
∑∞
k=1 e
−θξk .
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Then,
µˆ(θ) =
∞∑
k=1
k∏
i=1
E[e−θXi ] =
∞∑
k=1
k−1∏
i=0
1
1 + θ/wi
.
We assume that
there exists ε1 > 0 such that 1 < µˆ(ε1) <∞. (E1)
This implies that w1 > 0 and that the condition of non-explosion (24) is fulfilled. At the same time,
the dominated convergence theorem shows that ε1 → µˆ(ε1) is continuous on [ε1,∞), with µˆ(∞) = 0.
Thus, the Malthusian parameter exists, i.e., there is α > ε1 such that µˆ(α) = 1. We further need
the following extra condition,
V ar(Ξˆ(ε1)) <∞. (E2)
Hence the assumptions (A1)–(A12) are satisfied and Theorem 1 implies the following result.
Corollary 1. In the supercritial regime, under (E1)-(E2), we have that limn→∞ n−1|T (w)n | = e−
c
αµ¯(α)
in probability.
From Corollary 1, we recover some previous results that have been proven for some of the
examples in Table 1; see [7, Theorem 1] and Table 2 below. We refer also to [19, Section 6] where
explicit computations for the associated CMJ-process can be found.
Table 2: Some particular cases
µˆ(θ) α µ¯(α)
random recursive tree 1θ , θ > 0 1 1
binary search tree 2θ+1 , θ > −1 1 12
m-ary increasing tree (m ≥ 2) mθ+1 , θ > −1 m− 1 1m
linear preferential attachment ρθ−β , θ > β β + ρ
1
ρ
binary pyramid 11+θ +
1
(1+θ)2
, θ > −1
√
5−1
2
4
√
5
(1+
√
5)2
4.2 The m-ary search tree
In this section, we consider m-ary search trees, where m ≥ 2 is a fixed integer. They were first
introduced in [27], and in particular, the case m = 2 corresponds to the binary search tree described
in Section 4.1, Table 1. The m-ary search tree is an m-ary tree constructed recursively from a
sequence of keys (real numbers), where each vertex stores up to m−1 keys. More precisely, we start
from a tree containing just an empty vertex (the root). We assume that the keys are i.i.d. random
variables with a continuous distribution on R. We then add keys one by one until the (m − 1)-th
key is placed in the root. Then, the root becomes full and we add m new empty vertices as children
of the root. Furthermore, the m− 1 keys in the root divide the set of real numbers into m intervals
I1, . . . , Im that we associate with each of the m children of the root. The next key is then passed to
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one of the children of the root depending on which interval it belongs, i.e., a key in Ii is stored in
the i-th child. We continue by iterating this procedure in an obvious way. This construction yields
the extended m-ary search tree. In this setting, the vertices containing at least one key are called
internal and the empty vertices are called external. In this work, we decide to eliminate the external
vertices and consider the tree consisting of the internal nodes only; this is the m-ary search tree
(nevertheless, our results also apply to extended m-ary search tree). We also consider m-ary search
trees with a fixed number of keys, say n ∈ N. In other words, we stop the previous procedure at
time when the n-th key is added and we denote by T
(m)
n the resulting (random) m-ary search tree
with n keys. We observe that the number of vertices of T
(m)
n is actually random.
Following [19, Section 7.2], we can construct the tree T
(m)
n through a CMJ-process. We consider
a continuous time version of the construction procedure of a m-ary search tree. We start with one
vertex (the root) containing a single key. It acquires more keys after successive independent waiting
times Y2, . . . , Ym−1, where Yi is an exponential random variable with parameter i ∈ {2, . . . ,m}. At
the arrival of the (m− 1)-th key, at time ∑m−1i=2 Yi (with the convention that the sum is equal to 0
whenm = 2), the root gets m children with one key each of them, marked by 1, . . . ,m, with the child
j born after a further waiting time Xj , i.e. at time
∑m−1
i=2 Yi+Xj , where X1, . . . ,Xm are independent
and exponentially distributed random variables of parameter 1. We then continue growing the tree
in an obvious way. Clearly, the CMJ-process associated with a m-ary search tree possesses birth
times ξj =
∑m−1
i=2 Yi +Xj, for j = 1, . . . ,m, (note that in this case N = m is non-random) and life
time of each individual λ ≡ ∞. By considering the characteristic
φ(m)(t) = k for
k∑
i=2
Yi ≤ t <
k+1∑
i=2
Yi, k = 1, 2, . . . ,m− 1, t ≥ 0,
we see that T φ
(m)
n , in Definition 1, is a random m-ary search tree with n keys. In this case, Ξˆ(θ) =∑m
j=1 exp(−θ(
∑m−1
i=2 Yi +Xj)) by Remark 1 (iii). Hence a simple computation implies that
µˆ(θ) = m!
m−1∏
i=1
(i+ θ)−1, θ > −1. (25)
In particular, we see that the Malthusian parameter is α = 1. Furthermore,
E
[
Ξˆ(θ)2
]
= µˆ(2θ)
(
1 +
(m− 1)(m − 2)
m
1 + 2θ
(1 + θ)2
)
, θ > −1/2,
which implies that V ar(Ξˆ(θ)) < ∞ for θ > −1/2. It is easy to see all the conditions (A1)–(A12)
are satisfied. Consequently, Theorem 1 implies the following result.
Corollary 2. For k ∈ N, we write Hk =
∑k
i=1 i
−1. In the supercritical regime, we have that
limn→∞ n−1|T (m)n | = 2(Hm − 1)e−
c
Hm−1 .
Proof. The result follows from Theorem 1 by computing the value of µ¯(1) and E[φˆ(m)(1)]. In this
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direction, we deduce from (25) and Lemma 4 that µ¯(1) = −µˆ′(1) = Hm − 1. We notice that
φˆ(m)(1) =
∫ ∞
0
e−tφ(m)(t)dt = 1 +
m−1∑
k=2
e−
∑k
i=2 Yi .
Therefore, a direct computation shows that
E[φˆ(m)(1)] = 1 +
m−1∑
k=2
E[e−
∑k
i=2 Yi ] = 1 + 2
m−1∑
k=2
1
k + 1
= 2(Hm − 1),
which concludes the proof.
4.3 Median-of-(2ℓ + 1) binary search tree
The random median-of-(2ℓ + 1) binary search tree, for ℓ ∈ N, (see e.g. [13]) is a modification of the
binary search tree (or m-ary search tree with m = 2), where each internal vertex contains exactly
one key, but each external one can contain up to 2ℓ keys. Recall that keys are real numbers. This
tree is constructed recursively from an initial tree with a single external vertex without any keys.
We then add keys one by one until the (2ℓ + 1)-th key is placed at this first external vertex (or to
another external later in the process). Then, the vertex becomes an internal one and we add two
new external vertices as its children, say vL and vR. Immediately, the median of the 2ℓ+ 1 keys at
the vertex is computed and put at the external vertex, while the ℓ keys that are smaller than the
median are put in the left child vL and the ℓ keys that are larger than the median are put in the right
child vR. We then add new keys to the root and we send them to the left or to the right whenever
they are smaller or larger than the median of the first 2ℓ + 1 keys. We continue by iterating this
procedure in an obvious way. In this work, we consider median-of-(2ℓ + 1) binary search tree with
a n ∈ N keys and we denote it by T (2ℓ+1)n .
Following [19, Section 8], we construct a median-of-(2ℓ+1) binary search tree in continuous time
by using a CMJ-process. We start with one vertex (the root) with ℓ keys (notice that this is not a
problem because the first ℓ keys always are located there). Then each external vertex will contain
between ℓ and 2ℓ keys, throughout the process. On the other hand, a vertex acquires ℓ+1 additional
keys after successive independent waiting times Y1, . . . , Yℓ+1, where Yi has exponential distribution
of parameter ℓ+ i, for i = 1, . . . , ℓ+1. At the time the (ℓ+1)-th key arrives, the vertex immediately
gets 2 children where each of them contains ℓ keys. Therefore, we deduce that the CMJ-process
related to the median-of-(2ℓ+1) binary search tree has birth time ξ1 = ξ2 =
∑ℓ+1
i=1 Yi (in distribution)
and the life time of the individuals λ ≡ ∞. In this case N = 2. Define the characteristic
φ(2ℓ+1)(t) =
{
ℓ+ k,
∑k
i=1 Yi ≤ t <
∑k+1
i=1 Yi, 0 ≤ k ≤ ℓ
1
∑ℓ+1
i=1 Yi ≤ t,
for t ≥ 0 (with the convention ∑0i=1 Yi = 0). Therefore, the tree T φ(2ℓ+1)n , in Definition 1 is a
median-of-(2ℓ + 1) binary search tree with n keys. In this example, Ξˆ(θ) = 2 exp(−θ∑ℓ+1i=1 Yi) by
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Remark 1 (iii). Hence,
µˆ(θ) = 2
ℓ+1∏
i=1
l + i
ℓ+ i+ θ
, θ > −(ℓ+ 1). (26)
We deduce that the Malthusian parameter is α = 1. Furthermore, it is not difficult to see that
V ar(Ξˆ(θ)) = 2µˆ(2θ)− µˆ(θ)2 <∞, θ > −(ℓ+ 1)/2.
Then, it should be plain that all the conditions (A1)–(A12) are satisfied. Consequently, Theorem
1 implies the following result.
Corollary 3. In the supercritical regime, we have that limn→∞ n−1|T (2ℓ+1)n | = (ℓ + 1)(H2ℓ+2 −
Hℓ+1)e
−c(H2ℓ+2−Hℓ+1)−1 in probability.
Proof. By Theorem 1, we only need to compute µ¯(1) and E[φˆ(2ℓ+1)(1)]. We deduce from (26) and
Lemma 4 that µ¯(1) = −µˆ′(1) = H2ℓ+2 −Hℓ+1. We also notice that
φˆ(2ℓ+1)(1) =
∫ ∞
0
e−tψ(t)dt =
ℓ∑
k=0
(
e−t
∑k
i=1 Yi − e−t
∑k+1
i=1 Yi
)
+ e−t
∑ℓ+1
i=1 Yi .
Therefore, a simple but tedious computation implies that E[φˆ(2ℓ+1)(1)] = (ℓ+1)(H2ℓ+2−Hℓ+1).
4.4 Fragmentation trees
In this section, we consider the family tree induced by a fragmentation process. This process was
introduced in [24], we refer also to [6] and [22] for general background and further references. Fix
b ≥ 2 and consider a random vector V = (V1, . . . , Vb) that we call the dislocation law. We assume
that 0 ≤ Vj < 1 almost surely, for j = 1, . . . , b, and
∑b
j=1 Vj = 1, i.e. V belongs to the standard
simplex. We then describe the construction of the fragmentation tree. We start with a vertex (the
root) with mass x0. This vertex has b children with masses x0V1, . . . , x0Vb, i.e. we break x0 into
b pieces with masses driven by the dislocation law V. We consider a threshold x1 ∈ (0, x0], and
continue recursively with each vertex that has mass larger than x1, using new (independent) copies
of the random vector V each time. We stop the process almost surely after a finite number of steps
which creates a finite set of vertices (or fragments) with masses smaller than x1. In the fragmentation
tree, we call internal vertices the vertices with masses larger than x1, and external vertices the ones
with masses strictly less than x1. We notice that the fragmentation tree depends only on the ratio
x0/x1, so we denote it by T
f
x0/x1
.
We can relate the fragmentation process to a CMJ-process by regarding a fragment of mass x
as born at time log(x0/x). In other words, a vertex will have b children that are born at times
ξi = − log Vi for i = 1, . . . , b (we observe that N = b in this case). In the case Vi = 0, we have that
ξi =∞ meaning that this child is not born, and thus, a vertex has less than b children. In this case,
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the life time λ =∞. We notice that the fragmentation tree T fx0/x1 is the same as the family tree of
the CMJ-process at time log(x0/x1), i.e. T (log(x0/x1)) in the notation of Section 1.1.
We use the characteristic φ ≡ 1, and following Definition 1, we define the fragmentation tree
T
(V)
n := T (τ
φ
n ) of fixed size n ∈ N. In terms of the construction given before that means that we
choose a threshold x1 > 0 to be the mass of the n-th largest fragment in the process, so that there will
be exactly n fragment of size x1 (unless there is a tie). In this case, Ξˆ(θ) =
∑b
i=1 e
−θξi =
∑b
i=1 V
θ
i
by Remark 1 (iii). Then
µˆ(θ) =
b∑
i=1
E[V θi ], θ ≥ 0, (27)
and we conclude that the Malthusian parameter is α = 1.
Remark 6. In this case, the limit of the martingale Wψ in Section 2, where ψ is given in (5), is a
constant. More precisely, Wψ(∞) = 1/β with β := ∑bi=1 E[Vi log(1/Vi)]. This is a consequence of
[20, Theorem 6.8.1].
Clearly, we also have that V ar(Ξˆ(θ)) <∞, for θ ≥ 0. Thus, one can check that all the conditions
(A1)–(A12) are satisfied. Then, Theorem 1 implies the following result.
Corollary 4. In the supercritical regime, we have that limn→∞ n−1|T (V)n | = e−
c
β in probability.
Proof. Our statement follows from Theorem 1. Since φ ≡ 1, we only need to compute µ¯(1). We
deduce from (27) and Lemma 4 that µ¯(1) = −µˆ′(1) = β which implies our result.
Example 1 (Binary splitting). We consider b = 2 and V = (V1, V2) = (V1, 1 − V1) where V1 is
a uniform random variable on (0, 1). In this case, the fragment splits in two parts with uniformly
random sizes. In the corresponding CMJ-process the birth times ξ1 and ξ2 are exponential random
variables with parameter 1 where one of them determines the other by e−ξ1+e−ξ2 = 1. Furthermore,
µˆ(θ) = (1 + θ)−1, for θ ≥ 0, and µ¯(1) = 1/2.
Note also that there are similarities with the CMJ-process for the binary search tree in Section
4.1, Table 1; the difference is that there ξ1 and ξ2 are independent, while here they are dependent.
Remark 7. It is important to mention that the split trees defined by Devroye [14] are related to
fragmentation trees. A split tree is a b-ary tree defined using a number of balls that enter the root
and are distributed (randomly and recursively) to the subtrees of the root and further down in the
tree according to certain rules that are based on a splitting law V; see [14] for details. For instance,
binary search trees are a particular type of split tree. Percolation on split trees will be studied in
another paper.
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4.5 Homogeneous CMJ-trees
We consider the family tree of a particular CMJ-process. Let Λ be a finite positive measure on
(0,∞] with total mass b such that m := ∫(0,∞] tΛ(dt) satisfies
1 < m <∞. (E3)
We assume that the birth process Ξ has intensity µ(dt) = dtΛ((t,∞]) and that the lifetime λ has
distribution Λ(·)b−1. This type of CMJ-process is called homogeneous because the birth process is
Poissonian. We set
Ψ(θ) = θ −
∫
(0,∞]
(1− e−θt)Λ(dt), θ ≥ 0,
and we observe that Ψ is a convex function such that Ψ(0+) = 0 and Ψ′(0+) = 1−m < 0. Hence,
there exists a unique α > 0 such that Ψ(α) = 0. We further assume that
b = α. (E4)
This can be done by taking the measure Λ′ = αbΛ.
The family tree of this particular CMJ-process has been studied in [18], [17] and [25], where it
is called splitting trees. In these works, it is even considered a more general measure Λ that no
necessary is finite. For simplicity, we decide to restrict ourselves to finite measures only. But one
can apply our results to the general case. On the other hand, we are only interested in trees with fix
“size”. We take the characteristic φ ≡ 1 and we study Bernoulli bond-percolation on the CMJ-tree
T homn := T (τ
φ
n ) in Definition 1.
In [32, Chapter 3], the author studied this CMJ-process under neutral rare mutations, where
mutations can occur at the birth of particles with probability 1 − p ∈ [0, 1]. The difference with
our setting is that in [32, Chapter 3] the probability of mutation (or percolation parameter) 1− p is
static, and it does not dependent on the “size” of the tree. Therefore, the result in this section may
be of independent interest.
We check that the assumptions (A1)-(A12) are satisfied. Clearly, (A1)-(A3) are fulfilled by
our assumptions on Λ. We notice that
µˆ(θ) =
∫ ∞
0
∫
(t,∞]
e−θtdtΛ(du) =
∫
(0,∞]
1− e−θt
θ
Λ(dt) =
θ −Ψ(θ)
θ
, θ ≥ 0. (28)
Then (A4) is satisfied with α = b > 0 which is the Malthusian parameter. Moreover, (A5) also
holds. Since φ ≡ 1, the condition (A6) follows trivially. For pn ∈ [0, 1], recall that Ξ(pn) denotes the
birth process of the clonal population whose intensity measure is given by µ(pn)(dt) = pnµ(dt); see
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(2). Similarly, we define
Ψ(pn)(θ) = θ − pn
∫
(0,∞]
(1− e−θt)Λ(dt) = (1− pn)λ+ pnΨ(θ), θ ≥ 0.
By taking n∗ ∈ N large enough such that pnm > 1, for n ≥ n∗, we can deduce that (A7)-(A9) are
satisfied (one may take n∗ even larger). At the same time, Campbell’s formula implies that
V ar(Ξˆ(θ)) =
∫ ∞
0
∫
(t,∞]
e−2θtdtΛ(du) =
2θ −Ψ(2θ)
2θ
<∞, θ ≥ 0,
which shows (A10) by considering a large n∗ ∈ N. Finally, (A11)-(A12) follows immediately from
the fact that φ ≡ 1.
Remark 8. By [32, Propostion 2.1; see also (2.1)], we have that the extinction probability is 0. This
follows from (E4). In this case, the limit of the martingale Wψ in Section 2, where ψ is given in (5)
with p = 1, is strictly positive, i.e. Wψ(∞) > 0 almost surely; see [21, Corollary 4.2].
By recalling the Remark 1 (ii) and Remark 3, Theorem 1 implies the following result.
Corollary 5. In the supercritical regime and the assuming (E3)-(E4), we have that limn→∞ n−1|T homn | =
e
− c
Ψ′(α) in probability.
Proof. The result follows from Theorem 1 by computing the value of µ¯(α) because φ ≡ 1. In this
direction, we deduce from (28), Lemma 4 and the dominated convergence theorem that
µ¯(α) =
∫ ∞
0
te−αtµ(dt) =
∫ ∞
0
∫
(t,∞]
te−αtdtΛ(du) =
∫
(0,∞]
(
− te
−αt
α
+
1− e−αt
α2
)
Λ(dt) =
Ψ′(α)
α
.
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