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Теория графов является мощным инструментом моделирования и рас-
чета систем различной физической природы. При этом применение методов
теории графов встречает некоторые трудности.
Во-первых, отсутствует прямой метод определения физической реали-
зуемости системы заданной графом, а именно выполнения фундаменталь-
ных законов сохранения последовательной переменной (закона сохранения
импульса в механике и закона сохранения заряда в электричестве). В тео-
рии физическая реализуемость системы, заданной графом, отражается в
так называемой гамильтоновости графа. Граф является гамильтоновым,
если он обладает гамильтоновым циклом (или контуром). Гамильтоновым
называется цикл графа, проходящий через каждую его вершину без повто-
рения вершин (кроме, быть может, совпадающих концевых вершин) и ре-
бер. Гамильтонов цикл не обязательно содержит все ребра графа. Очевид-
но, что гамильтоновым может быть только связный граф. К сожалению,
в отличие от графов Эйлера, где имеется конкретный критерий для гра-
фа быть эйлеровым, для гамильтоновых графов подобного критерия нет.
Более того, задача проверки существования гамильтонова цикла оказыва-
ется NP-полной. Большинство известных утверждений имеет вид: «если
граф имеет достаточное количество ребер, то граф является гамильтоно-
вым». Таковыми являются теорема Дирака, теорема Оре [1], условие Поша
[1], условие Бонди-Хватала [2]. Задача отыскания гамильтонова цикла или
эквивалентная задача коммивояжера являются практически востребован-
ными, но для нее неизвестен (и, вероятно, не существует) эффективный
общий алгоритм решения.
Во-вторых, известные методики построения математических моделей с
использованием, например, системы уравнений независимых контуров, на
практике используют ручные операции и не могут быть применены для
сложных систем.




Целью работы является создание алгоритмического и программного
обеспечения для получения математической модели системы, заданной гра-
фом. Исходной информацией служит матрица смежности A связного ори-
ентированного графа G с множеством вершин V = {0, ...,m − 1}. В ходе
построения математической модели необходимо определить физическую
реализуемость системы, заданной графом.
Постановка задачи
Анализ цели работы показал, что для ее достижения необходимо ре-
шить следующую совокупность взаимосвязанных и взаимодополняющих
задач:
1. Разработка и реализация алгоритма построения дерева графа по мат-
рице смежности.
2. Разработка и реализация алгоритма построения совокупности неза-
висимых контуров.
3. Разработка и реализация метода и соответствующего алгоритма опре-
деления физической реализуемости системы, заданной графом.
4. Разработка и реализация алгоритма построения системы уравнений
независимых контуров.
Путем объединения решений поставленных задач будет получен алгоритм,
результатом работы которого будет математическая модель системы в виде
системы уравнений независимых контуров. В дальнейшем на основе систе-
мы уравнений независимых контуров может быть построена система урав-
нений с учетом характеристик элементов физической системы, заданной
графом [3].
Структуры данных
Высокая скорость работы любого алгоритма достигается за счет опти-
мизации операций, которые выполняются на каждом шаге. Кроме того,
для повышения производительности необходимо уделить отдельное внима-
ние структурам данных, которыми оперирует алгоритм. В данной рабо-
те основными структурами данных являются матрицы(двумерные масси-
вы), массивы и списки. Массивы лучше использовать тогда, когда струк-
тура данных остается неизменной во время работы алгоритма, а доступ к
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определенному элементу необходимо выполнять достаточно быстро. Спис-
ки же будем использовать в том случае, если структура данных во время
работы алгоритма изменяется динамически, например, если добавляются
новые элементы. При этом скорость доступа к элементу списка, отлич-
ного от начального и последнего, не представляет интереса. Стоит отме-
тить, что в данной работе практически везде список может быть заме-
нен на стек, так как в основном списки используются для вставки эле-
ментов в конец списка и удаления элементов из конца списка. Операци-
ями над списками будут следующие: операция вставки элементов в ко-
нец списка(push), операция извлечения элемента из конца списка(pop),
операция вставки элементов в начало списка(unshift) и операция удале-
ния элементов из начала списка(shift). Так как список является мульти-
множеством, сохраняющим порядок вхождения элементов, то для упро-
щения описания алгоритмов будем использовать язык теории множеств.
Например, для инициализации списка S будем использовать запись вида
S := ∅, которая означает создание пустого списка, где |S| - количество
элементов в списке. Так же будем использовать кванторы теории мно-
жеств при выборке элементов из массива или списка. Например, выра-
жение R := {∀u ∈ V : color[u] = WHITE, avu 6= 0} следует понимать
так: «выбрать все элементы u из множества V , для которых выполняется
слудующее: color[u] = WHITE и avu 6= 0; результат сохранить в список
R». Стоит отметить, что если R не было определено на этапе инициализа-
ции алгоритма, то подобная запись используется для компактности, чтобы
в одном выражении не было слишком много условий. Это означает, что
при программной реализации не обязательно создавать список R, а доста-
точно задать условие u ∈ V ∧ color[u] = WHITE ∧ avu 6= 0 в условном
операторе. Структуры данных будем обозначать прописными латинскими
буквами. Для определенного элемента будем использовать соответствую-
щие строчные буквы с индексами. Например, если список обозначается S,
то его i-тый элемент si. Для правого конца списка S будем использовать
обозначение stop. Матрицы будем обозначать жирными буквами. Элементы
матрицы A, обозначаются через ai,j. Для обозначения i-й строки матрицы
A будем использовать ai,∗, а для j-го столбца a∗,j.
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Глава 1. Построение дерева графа
Для построения дерева графа необходим алгоритм обхода графа. Од-
нако большинство известных алгоритмов, выполняющих указанную про-
цедуру, работают рекурсивно, что при программной реализации снижает
производительность, а при больших графах приводит к переполнению сте-
ка вызовов функций [4]. В данной работе предлагается алгоритм на основе
нерекурсивного поиска в глубину [2]. Дополнительно этот алгоритм выпол-
няет операции, необходимые для дальнейших этапов решения поставленной
задачи.
1.1. Алгоритм
Рассмотрим алгоритм построения дерева графа Tree(Am×m,D, B, C).
Входным данными для него являются матрица смежности Am×m связного
графаG; нулевая матрицаDm×m, в которой в результате работы алгоритма
будет находиться матрица смежности дерева графа; в изначально пустых
списках B и C в результате работы алгоритма будут находиться ветви и
хорды графа соответственно. Приведем сам алгоритм:
1. Инициализация.
(a) D := G,
(b) B := C := ∅,
(c) v := 0,
(d) color[v] := RED,
(e) push S, v.
2. Основной цикл.
(a) |S| > 0 ? Перейти к шагу 3; иначе перейти к шагу 6.
3. Необходимые действия
(a) v := stop,
(b) pop S,
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(c) color[v] := BLACK.
4. Добавление хорд.
(a) R := {∀u ∈ V : color[u] = RED, av,u 6= 0},
(b) ∀u ∈ R⇒ push C, (v, u), если av,u > 0; иначе push C, (u, v),
(c) ∀u ∈ R⇒ du,v := dv,u := 0.
5. Добавление ветвей.
(a) R := {∀u ∈ V : color[u] = WHITE, av,u 6= 0},
(b) push S,R,
(c) ∀u ∈ R⇒ push B, (u, v),
(d) ∀u ∈ R⇒ color[u] := RED,
(e) Перейти к шагу 2.
6. Конец.
(a) Закончить выполнение алгоритма. B,C — списки хорд и ветвей
графа G. D — матрица смежности дерева графа G.
1.2. Обсуждение алгоритма
Данный алгоритм основан на нерекурсивном поиске в глубину, поэто-
му скорость его работы пропорциональна O(m + n), где m — число вер-
шин, а n — число ребер. Основным отличием предложенного алгоритма от
приведенного в [2] является то, что используются дополнительные красная
окраска вершин и список (стек) для хранения вершин, с которых необходи-
мо начать следующий проход алгоритма. Цвет каждой вершины хранится
в массиве color в ячейке, номер которой совпадает с номером вершины. По
умолчанию в начале работы алгоритма все вершины окрашены в белый
цвет. Построение дерева всегда начинается с нулевой вершины. Во время
работы алгоритма необходимо определить, какое ребро будет хордой, а ка-
кое ветвью. Условие добавления ребра в множество ветвей заключается в
том, что одна из его вершин окрашена в белый цвет, а другая в черный.
После идентификации ветви ее белая вершина окрашивается в красный
цвет и сохраняется в списке S. Определение хорды основано на том, что
если у красной вершины есть смежная ей красная вершина, то эти две
вершины имеют общую вершину-предка, а ребро, которое соединяет эти
вершины, замыкает простой цикл. Другими словами, они принадлежат од-
ному контуру, поэтому соединяющее их ребро будет хордой. Стоит отме-
тить, что поскольку граф G ориентированный, то добавляемое в список
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хорд или список ветвей ребро (u, v) отличается от ребра (v, u) ориентацией.
Для удобства дальнейших действий (см. главу 4) в список C добавляются
положительно-ориентированные хорды.
1.3. Пример работы алгоритма
Рассмотрим работу алгоритма построения деррева графа на примере
электрической цепи, изображенной на рис. 1 a. Для того, чтобы построить
граф этой цепи необходимо каждый элемент цепи заменить на ребро, а
узлы соединения элементов на вершины. На рис. 1 b изображен граф G
электрической цепи на рис. 1 a.
a) b)
Рис. 1: Электрическая цепь и характерезующий ее граф.
Составим матрицу смежности A графа G.
A =

0 −1 −1 1
1 0 −1 −1
1 1 0 −1
−1 1 1 0

Этапы работы алгоритма показаны на рисунке 2.
На рис. 1.2(a) изображен этап инициализации алгоритма. Вершина с
номером 0 добавлена в список S и окрашена в красный цвет.
На рис. 1.2(b) показан результат первого прохода основного цикла ал-
горитма. Вершина с номером 0 перекрашена в черный цвет и удалена из
списка S. На данном этапе состояние переменных алгоритма будет следую-
щее: S = {1, 2, 3}, B = {(0, 1), (0, 2), (0, 3)}. Хорд на данном этапе найдено
не было, так как на предыдущем этапе была всего одна красная вершина.
На рис. 1.2(c) показан результат второго прохода основного цикла алго-
ритма. Данный проход начинается с последней вершины списка S — 3. Но-





Рис. 2: Основные этапы работы алгоритма построения дерева графа.
шилось, а новых ветвей добавлено не было. На данном этапе состояние
переменных алгоритма будет следующее: S = {1, 2, 3}, B = {(0, 1), (0, 2),
(0, 3)}, C = {(1, 3), (2, 3)}.
На рис. 1.2(d) показан результат третьего прохода основного цикла ал-
горитма. Данный проход начинался с вершины под номером 2. Была най-
дена одна хорда. На данном этапе состояние переменных алгоритма будет
следующее: S = {1}, B = {(0, 1), (0, 2), (0, 3)}, C = {(1, 3), (2, 3), (1, 2)}.
На рис. 1.2(e) показан результат четвертого завершающего прохода ос-
новного цикла алгоритма. Так как в списке S оставалась одна вершина
c номером 1, а смежных белых вершин у нее не было, то данная верши-
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на просто перекрашивается в черный цвет, и из-за отсутствия элементов в
списке S программа перейдет к шагу 6 и завершит выполнение.
Построенное дерево графа G изображено на рис. 1.2(f), а его матрица
смежности D после выполнения алгоритма будет следующей:
D =

0 −1 −1 1
1 0 0 0
1 0 0 0
−1 0 0 0

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Глава 2. Построение независимого контура
Из определения отсечения следует, что построить систему уравнений
отсечений можно только с помощью полного перебора всевозможных раз-
биений множества вершин дерева графа, что весьма трудоемко при ком-
пьютерной реализации. Иначе обстоит дело с построением независимых
контуров и составлением соответствующей системы уравнений. Однако боль-
шинство из известных алгоритмов построения пути из одной вершины гра-
фа в другую работает со взвешенными неориентированными графами, что
заставляет выполнять лишние операции с матрицей смежности графа. Кро-
ме того, как было отмечено ранее, большинство таких алгоритмов работа-
ют рекурсивно. В данной работе предлагается алгоритм построения неза-
висимого контура, основанный на нерекурсивном поиске в глубину. По-
существу этот алгоритм является модификацией алгоритма, приведенного
в главе 1.
2.1. Алгоритм
Рассмотрим алгоритм построения независимого контура
IndependentLoop (Dm×m, vstart, vend, S). Входной информацией для даннго
алгоритм являются матрица смежности дерева D графа G; vstart и vend —
начальная и конечная вершины поиска. В списке S будет получена последо-
вательность вершин, которые необходимо пройти в порядке их следования
для построения независимого контура.
1. Инициализация.
(a) v := vstart,
(b) S := ∅,
(c) push S, v,
(d) P := ∅,
(e) color[v] := RED.
2. Выделение «висячей» цепи.
(a) deg(vend) <= 2 ?
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i. unshift P, vend,
ii. color[vend] := BLACK,
iii. vend = vstart ?
A. S := P ,
B. Перейти к шагу 8.
iv. vend := u, u : auvend 6= 0 ∧ color[u] = WHITE,
v. Перейти к шагу 2(a).
(b) Перейти к шагу 3.
3. Начало цикла обработки текущей вершины.
(a) color[v] 6= RED ? Если да, то перейти к шагу 4; если нет, перейти
к шагу 5.
4. Удаление рассмотренной вершины.
(a) v := stop,
(b) pop S, v,
(c) Перейти к шагу 3.
5. Пометить опорную вершину как рассмотренную.
(a) color[v] := BLACK,
6. Проверка достижения конечной вершины.
(a) v = vend? Если да, то перейти к шагу 8;
иначе перейти к шагу 7.
7. Раскрасить опорные вершины.
(a) R := {∀u ∈ V : color[u] = WHITE, avu 6= 0},
(b) vend ∈ R ?
i. color[vend] := BLACK,
ii. Перейти к шагу 8.
(c) push S, R,
(d) ∀u ∈ R⇒ color[u] := RED,
(e) Перейти к шагу 3.
8. Выделение искомой последовательности вершин.
(a) S := S \ {u : u ∈ V, color[u] = RED},
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(b) unshift S, P ,
9. Конец.
(a) Окончание выполнение алгоритма. S — искомая последователь-
ность вершин независимого контура.
2.2. Обсуждение алгоритма
Скорость работы данного алгоритма, как и алгоритма, рассмотренного
в главе 2, пропорциональна O(m + n), где m — число ребер, а n — число
вершин. Данный алгоритм имеет два существенных отличия от обычного
нерекурсивного поиска в глубину:
1. Текущая рассматриваемая опорная вершина не удаляется из стека
S сразу, а только если выяснится, что она принадлежит пути, не
приводящему в вершину vend .
2. Введен дополнительный шаг выделения «висячей» цепи.
Первое необходимо для того, чтобы сохранять пройденный путь, который
помечается черными вершинами. В стеке присутствуют и красные верши-
ны, которые данному пути не принадлежат, поэтому их необходимо исклю-
чить из стека S. Стоит отметить, что выбор списка для хранения данных
позволяет получать вершины в порядке их добавления.
Рис. 3: Пример «висячей» цепи.
Шаг выделения «висячей» цепи является модификацией поиска в глу-
бину. Ее идея основана на том, что если конечная вершина хорды является
так называемой «висячей» вершиной, то указатель на конечную вершину
можно переместить на смежную вершину. Более того, специфика, напри-
мер, электрических цепей такова [5], что очень часто в дереве может су-
ществовать последовательное соединение ребер, каждая вершина которых
имеет степень 2, кроме начальной и конечной вершин цепи. Для такого слу-
чая можно сместить указатель окончания поиска vend на вершину начала
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такой последовательности, предварительно запомнив последовательность
вершин этой цепи. Так, если для графа на рис. 3 необходимо построить
независимый контур для хорды (4, 7), то вершины 2, 1, 5, 6, 7 образуют ви-
сячую цепь, поэтому указатель на конечную вершину можно переместить
с вершины 7 на вершину 2. В простейшем случае, когда каждая вершина
дерева имеет степень 2, за исключением двух вершин степени 1, данная
процедура перенесет указатель конечной вершины на начальную вершину,
тем самым, построив независимый контур. Предложенная модификация
может существенно ускорить поиск конечной вершины при большой «вет-
вистости» дерева (при высоких степенях вершин дерева). Лишь в самом
неблагоприятном случае скорость алгоритма останется прежней.
2.3. Пример работы алгоритма
Для иллюстрации работа алгоритма воспользуемся результатами преды-
дущей главы. Построим независимый контур для хорды (2, 3). Основные
этапы работы приведены на рис. 4.
(a) (b)
(c)
Рис. 4: Основные этапы работы алгоритма построения независимого кон-
тура.
На рис. 2.4(a) отображено состояние переменных алгоритма после ша-
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гов инициализации и поиска «висячей» вершины. Так, была найдена вися-
чая цепь из одной вершины (лист) под номером 3. Данная вершина поме-
щена в список P , а указатель на конечную вершину поиска vend перемещен
на вершину с номером 0. Вершина 2 была окрашена в красный цвет и по-
мещена в список S. После этого начинается выполнение основного цикла
алгоритма.
На рис. 2.4(b) показан результат первого прохода основного цикла ал-
горитма. На данном этапе красным цветом помечается вершина с номером
0 и обнаруживается, что она является вершиной окончанием поиска. Вер-
шина 0 окрашивается в черный цвет, добавляется в список S и алгоритм
переходит к шагу 8. На данном этапе состояние переменных алгоритма
будет следующее: S = {2, 0}, P = {3}.
На рис. 2.4(c) показан результат завершающих шагов алгоритма. После
окончания работы алгоритма список S будет содержать значения {2, 0, 3}.
Чтобы построить независимый контур нам необходимо пройти вершины
из этого списка в порядке их следования. Не трудно убедиться, что для
хорды (1, 2) список S будет содержать значения {1, 0, 2}, а для хорды (1, 3)
S = {1, 0, 3}.
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Глава 3. Проверка физической реализуемости
системы, заданной графом
В этой части работы основная идея состоит в том, что физическая ре-
ализуемость системы проверяется не в начале выполнения программы, а в
процессе построения системы уравнений независимых контуров, что позво-
ляет сбалансировать время работы программы и результат ее выполнения.
Например, может оказаться так, что физически система не имеет смысла,
но программа все равно начнет построение независимых контуров — самую
затратную процедуру. С другой стороны, если система действительно фи-
зически реализуема, то ожидание имеет смысл, но время ожидания будет
значительно меньше.
3.1. Метод проверки физической реализуемости
Физическая реализуемость системы подразумевает выполнение фунда-
ментальных законов сохранения последовательных переменных, что в тео-
рии графов эквивалентно гамильтоновости. После выполнения предыду-
щего алгоритма построены всевозможные независимые контуры. Условие
того, что граф не является гамильтоновым, состоит в том, что в графе при-
сутствует ветвь, которая не вошла ни в один независимый контур. Действи-
тельно, наличие подобной ветви означает незамкнутость системы. Другим
условием негамильтоновости является наличие среди независимых конту-
ров так называемых «петель». Под петлей будем понимать такой незави-
симый контур, в котором каждая ветвь принадлежит только одному этому
независимому контуру. Наличие петель противоречит условию гамильто-
новсти графа. Следовательно, критерием физической реализуемости явля-
ется отсутствие в графе петель и висячих цепей. Для реализации данного
метода предлагается составить вектор (массив), каждая ячейка которо-
го соответствует определенной ветви и содержит количество независимых
контуров, в которых данная ветвь присутствует. Для этого надо пронуме-
ровать все ребра графа. Для удобства проведения операций с ребрами по-
лезно провести нумерацию ребер следующим образом: номера 0 . . . |B| − 1
присваиваются ветвям, а номера |B| . . . |C| − 1 — хордам [3]. Нумерация
ребер с нуля удобна для компьютерной реализации алгоритмов, поскольку
в большинстве современных языках программирования нумерация масси-
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вов начинается именно с нулевого индекса. Стоит отметить, что задача
присвоения ребрам графа номеров является довольно «жадной» в плане
потребления памяти, поскольку необходимо сохранить в памяти каждое
ребро и соответствующий ему номер. В качестве возможной реализации
такого хранилища предлагается создать ассоциативный массив (карту) M ,
где ключом будет ребро графа, а значением соответствующий ребру номер.
Элементы карты M обозначим через mij, где i и j образуют ребро (i, j).
Стоит отметить, что если существует ребро (i, j), то элемент карты mij
будет совпадать с элементом mji. Поэтому для уменьшения потребления
памяти в ассоциативном массиве M следует хранить только одну из этих
пар, а для доступа к номеру ребра использовать следующую функцию:
getNum(i, j) =
{
mij , i ≤ j
mji , i > j
Теперь в памяти будут храниться только ребра, у которых номер первой
вершины не превосходит номер второй вершины. Однако если не планиру-
ется дальнийших операций с матрицей смежности графа, за исключением
чтения, то наиболее экономным решением будет запись номера ребра в
ячейку, находящуюся на пересечении соответствующих столбца и строки
вершин ребра. Также необходимо присвоить номеру ребра знак находяще-
гося до этого значения ячейки.
Для дальнейших действий необходимо последовательность вершин S
перевести в последовательность ребер (пар вершин). Обозначим данную
последовательность через P := {(Si−1, Si)}∀i ∈ {1...(|S| − 1)}. При этом
предполагается, что все независимые контуры сохранены в списке I.
3.2. Алгоритм
Алгоритм определения физической реализуемости графа состоит в сле-
дующем.
1. Инициализация.
(a) Y := (0, . . . , 0)1×|B|
2. Подсчет вхождений ветвей в контуры
(a) ∀e ∈ P ⇒ Y [getNum(e)] := Y [getNum(e)] + 1.
3. Проверка количества вхождений для каждого контура.
(a) ∀i ∈ I ⇒ перейти к шагу 4 если sum(i) ≥ |i|,
(b) Перейти к шагу 5.
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4. Аварийная остановка
(a) Закончить выполнение программы. Система физически не реа-
лизуема.
5. Успешное завершение.
(a) Закончить выполнение программы. Система физически реали-
зуема.
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Глава 4. Составление системы уравнений неза-
висимых контуров
После проведения операций, описанных выше, остается составить си-
стему уравнений независимых контуров.
4.1. Составление уравнения независимого контура
После построения дерева графа, представленного в главе 1, имеются
множество ветвей и множество хорд H графа G. Элементами обоих мно-
жеств являются ребра графа. После работы предыдущего алгоритма полу-
чена последовательность вершин S, которые необходимо пройти в порядке
их следования для построения независимого контура. Уравнение независи-
мого контура получается с помощью ребер графа, поэтому необходимо по-
следовательность вершин S перевести в последовательность ребер (пар вер-
шин). Обозначим данную последовательность через P := {(Si−1, Si)}∀i ∈
{1...(|S|− 1)} Для составления уравнения независимого контура необходи-
мо, чтобы все ребра графа были пронумерованы, для этого используются
положения и операции, описанные в предыдущей главе. Для составления
уравнения независимого контура необходимо коэффициенту переменной,
соответствующей ребру, присвоить 1, если ребро ориентировано по направ-
лению обхода построенного пути независимого контура. Если ребро ори-
ентировано противоположно направлению обхода, то коэффициент будет
равняться -1. Если ребро не входит в указанный путь, то его коэффици-
ент равен нулю. Стоит отметить, что при разбиении графа G на множества
ветвей и хорд, описанном в главе 1, хорды добавлялись в список C исключи-
тельно с положительной ориентацией. Это используется для определения
направления обхода всех вершин списка |S|. Рассмотрим алгоритм состав-
ления уравнения независимого контура ILoopCoef(S,K), где K — массив
коэффициентов переменных уравнения независимого контура, в котором
номер ячейки соответствует номеру ребра графа, коэффициент переменной
которого хранится в этой ячейке. Обозначим через o ориентацию текущего




(a) o := 1,
(b) i := 1.
2. Цикл.
(a) aS[i−1],S[i] 6= o?
i. o := −o,
(b) K[getNum(S[i− 1], S[i])] := o,
(c) i 6= |S| − 1?
i. i := i+ 1,
ii. Перейти к шагу 2(a).
3. Окончание работы алгоритма.
(a) K — массив коэффициентов уравнения независимого контура.
4.2. Составление системы уравнений независимых кон-
туров
Для составления системы уравнений независимых контуров надо после-
довательно составить уравнения для каждого полученного независимого
контура (для каждой хорды). Перейдем к алгоритму, реализующему весь
процесс построения системы уравнений независимых контуров. Построение
независимого контура и составление соответствующего уравнения - процес-
сы, последовательно выполняющиеся для каждой хорды, поэтому будет ло-
гичным их объединить в одну процедуру. При этом алгоритмы построения
независимого контура и составления соответствующего уравнения выпол-
няются последовательно для каждой индивидуальной хорды. Поэтому их
можно было бы объединить в одну процедуру, которая сначала выполняет
IndependentLoop, а потом ILoopCoef . Кроме того, при программной реа-
лизации всего комплекса алгоритмов при наличии многопроцессорной си-
стемы под эту процедуру можно выделить собственный процесс для повы-
шения производительности работы программы. Итак, процедура, назовем
ее IndependentLoopEquation, в качестве исходных данных принимает мат-
рицу смежности Dm×m дерева графа G, вершины vstartvend, инцидентные
хорде, в массивK будут записаны коэффициенты уравнения независимого
контура. Алгоритм процедуры будет выглядеть следующим образом:
1. Инициализация
(a) S := ∅.
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(b) K = (0, . . . , 0)1×m
2. Построение независимого контура.
(a) IndependentLoop(D, vstart, vend, S),
3. Составление уравнения независимого контура.
(a) ILoopCoef(S,K),
4. Окончание работы процедуры.
(a) K — массив коэффициентов уравнения независимого контура.
Тогда полный алгоритм построения системы уравнений независимых
контуров будет следующим:
1. Инициализация.
(a) D := Om×m,
(b) B := C := ∅.
2. Построение дерева графа.
(a) Tree(D, B, C).
3. Создание матрицы коэффициентов системы уравнений независимых
контуров.
(a) Z := O|B|×m.
(b) i := 0
4. Составление системы уравнений независимых контуров.
(a) Если i ≥ |C|, то перейти к шагу 5.
(b) vstart := Cistart, vend := Ciend,
(c) IndependentLoopEquation(D, vstart, vend, zi,∗,m),
(d) i := i+ 1,
(e) Перейти к шагу 4(a).
5. Окончание работы алгоритма.
(a) Z — матрица коэффициентов системы уравнений независимых
контуров.
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4.3. Пример составления системы уравнений независи-
мых контуров
Составим систему уравнений независимых контуров для примера из
главы 1. Для начала необходимо перенумеровать ребра графа в соответ-
ствии с условием, описанным выше. Вариант новой нумерации приведен
на рис. 5.
Рис. 5: Новая нумерация ребер.
Матрица коэффициентов для этого графа будет выглядеть следующим
образом:
0 1 2 3 4 5
3 1 1 0 1 0 0
4 0 1 −1 0 1 0
5 0 0 0 −1 1 1
А соответствующая система уравнений независимых контуров примет
вид: 
v0 + v1 + v3 = 0
v1 − v2 + v4 = 0
v4 − v3 + v5 = 0
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Глава 5. Заключение
В результе выполнения квалификационной выпускной работы были пред-
ложены алгоритмы и созданно программное обеспечение, позволяющие ре-
шать следующие задачи:
1. Построение дерева графа по матрице смежности.
2. Построение совокупности независимых контуров.
3. Определение физической реализуемости системы, заданной графом.
4. Построение системы уравнений независимых контуров.
Программное обеспечение было разработано на языке C++. Данная про-
грамма работает в многопоточном режиме, что при больших графах поз-
воляет ускорить вычисления. Программа была протестирована на компью-
тере c процессором Intel Core i7-4770 3.9GHz и оперативной памятью раз-
мером 8192 Gb для полного орграфа с 5000 вершинами. Построение систе-
мы уравнений независимых контуров для соответствующего числа потоков
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and/ or o t h e r m a t e r i a l s p r o v i d ed wi th the d i s t r i b u t i o n .
3 . Ne i t h e r the name o f the c o p y r i g h t h o l d e r nor the names o f i t s c o n t r i b u t o r s
may be used to endo r s e or promote p roduc t s d e r i v e d from t h i s s o f twa r e
w i thout s p e c i f i c p r i o r w r i t t e n p e rm i s s i o n .
THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CONTRIBUTORS "AS IS "
AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING , BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE
ARE DISCLAIMED . IN NO EVENT SHALL THE COPYRIGHT HOLDER OR CONTRIBUTORS BE
LIABLE FOR ANY DIRECT , INDIRECT , INCIDENTAL , SPECIAL , EXEMPLARY, OR
CONSEQUENTIAL DAMAGES ( INCLUDING , BUT NOT LIMITED TO, PROCUREMENT OF
SUBSTITUTE GOODS OR SERVICES ; LOSS OF USE , DATA, OR PROFITS ; OR BUSINESS
INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY , WHETHER IN
CONTRACT, STRICT LIABILITY , OR TORT ( INCLUDING NEGLIGENCE OR OTHERWISE)
ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE
POSSIBILITY OF SUCH DAMAGE.
∗/
#i n c l u d e "graph_methods . h"
#i n c l u d e <c s t d i o >
#i n c l u d e <c s t d l i b >
#i n c l u d e < l i s t >
#i n c l u d e <vec to r>
#i n c l u d e <u t i l i t y >
#i n c l u d e <i t e r a t o r >
#i n c l u d e <ios t r eam>
#i n c l u d e <omp . h>
#i n c l u d e <ctime>
us i n g namespace s td ;
t emp la t e <typename T> i n t sgn (T v a l ) { r e t u r n (T(0) < v a l ) − ( v a l < T(0) ) ; }
i n t main ( i n t argc , cha r ∗ argv [ ] ) {
uns i gned i n t s t a r t_t ime = c l o c k ( ) ;
i n t ∗∗ ad jacency_mat r i x ;
i n t ve r tex_count ;
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read_matr ix ( " b ig_matr ix . t x t " , &adjacency_matr ix , &ver tex_count ) ;
l i s t <in t > loop , edgesLoop ;
v ec to r< pa i r <in t , i n t > > chords ;
i n t ∗∗ t r e e ;
i n t edgesCount ;
d f s_no t_re cu r s i v e (0 , ad jacency_matr ix , &t r e e , ver tex_count , chords ,
edgesCount ) ;
v e c to r< l i s t <in t > > loop s ( cho rd s . s i z e ( ) ) ;
#pragma omp p a r a l l e l f o r sha r ed ( loops , t r e e , ad jacency_mat r i x ) p r i v a t e ( loop ,
edgesLoop )
f o r ( i n t i = 0 ; i < cho rd s . s i z e ( ) ; i++){
get_c losed_loop ( cho rd s [ i ] . f i r s t , cho rd s [ i ] . second , t r e e , ver tex_count ,
l oop ) ;
i n t o r i e n t a t i o n = sgn ( ad jacency_mat r i x [ cho rd s [ i ] . f i r s t ] [ cho rd s [ i ] .
second ] ) ;
edgesLoop . push_back ( getNum( cho rd s [ i ] . f i r s t , cho rd s [ i ] . second ,
ad jacency_mat r i x ) ) ;
l i s t <in t >: : i t e r a t o r i t = loop . beg i n ( ) ;
f o r ( i t ++; i t != loop . end ( ) ; i t++){
i n t p r ev = ∗(−− i t ) ;
i n t cu r = ∗(++ i t ) ;
i f ( sgn ( ad jacency_mat r i x [ p r ev ] [ cu r ] ) != o r i e n t a t i o n ) {
o r i e n t a t i o n ∗= −1;
}
edgesLoop . push_back ( getNum( prev , cur , ad jacency_mat r i x ) ∗
o r i e n t a t i o n ) ;
}
l o op s [ i ] = edgesLoop ;
edgesLoop . c l e a r ( ) ;
l oop . c l e a r ( ) ;
}
uns i gned i n t end_time = c l o c k ( ) ;
un s i gned i n t search_t ime = end_time − s t a r t_t ime ;
cout << search_t ime << end l ;
r e t u r n 0 ;
}
./src/demo.cpp
#i f n d e f GRAPH_METHODS_H
#de f i n e GRAPH_METHODS_H
#i n c l u d e < l i s t >
#i n c l u d e <u t i l i t y >
#i n c l u d e <vec to r>
u s i n g namespace s td ;
v o i d read_matr ix ( cha r ∗ f i l e name , i n t ∗∗ mat r i x [ ] , i n t ∗ ve r tex_count ) ;
v o i d d f s_no t_re cu r s i v e ( i n t v e r t e x , i n t ∗∗ ad jacency_matr ix , i n t ∗∗ t r e e_mat r i x
[ ] , i n t vertex_count ,
v e c to r< pa i r <in t , i n t > > &chords , i n t& edgesCount ) ;
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vo i d get_c losed_loop ( i n t s t a r t_ve r t e x , i n t end_vertex , i n t ∗∗
ad jacency_matr i x_tree , i n t vertex_count ,
l i s t <in t > &loop ) ;
boo l c h e c k P h y s i c a l F e a s i b i l i t y ( con s t l i s t < pa i r <in t , i n t > > &branchs ,
con s t vec to r< l i s t < pa i r <in t , i n t > > > &loops , i n t ∗∗ ad jacency_mat r i x )
;
un s i gned i n t getNum( i n t a , i n t b , i n t ∗∗ ad jacency_mat r i x_t ree ) ;
#e n d i f
./src/graph_methods.h
#i n c l u d e <c s t d i o >
#i n c l u d e <c s t d l i b >
#i n c l u d e <u t i l i t y >
#i n c l u d e <i t e r a t o r >
#i n c l u d e <stack>
#i n c l u d e <vec to r>
#i n c l u d e <ios t r eam>
#i n c l u d e <cmath>
#i n c l u d e "graph_methods . h"
u s i n g namespace s td ;




row ( vertex_count −1)
∗/
enum {
WHITE, GREY, BLACK, RED
} ;
vo i d read_matr ix ( cha r ∗ f i l e name , i n t ∗∗mat r i x [ ] , i n t ∗ ve r tex_count ) {
FILE∗ i n = fopen ( f i l e name , " r t " ) ;
f s c a n f ( in , "%d" , ve r tex_count ) ;
i n t v = ∗ ve r tex_count ;
∗mat r i x = ( i n t ∗∗) ma l l o c ( v ∗ s i z e o f ( i n t ∗) ) ;
f o r ( i n t i = 0 ; i < ∗ ve r tex_count ; i++) {
(∗mat r i x ) [ i ] = ( i n t ∗) ma l l o c ( v ∗ s i z e o f ( i n t ) ) ;
f o r ( i n t j = 0 ; j < v ; j++) {
f s c a n f ( in , "%d" , &((∗mat r i x ) [ i ] [ j ] ) ) ;
}
}
f c l o s e ( i n ) ;
}
vo i d d f s_no t_re cu r s i v e ( i n t v e r t e x , i n t ∗∗ ad jacency_matr ix , i n t ∗∗ t r e e_mat r i x
[ ] , i n t vertex_count ,
v e c to r< pa i r <in t , i n t > > &chords , i n t& edgesCount ) {
∗ t r e e_mat r i x = ( i n t ∗∗) ma l l o c ( ve r tex_count ∗ s i z e o f ( i n t ∗) ) ;
f o r ( i n t i = 0 ; i < ver tex_count ; i++){
(∗ t r e e_mat r i x ) [ i ] = ( i n t ∗) c a l l o c ( vertex_count , s i z e o f ( i n t ) ) ;
}
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i n t ∗ v e r t e x_co l o r = ( i n t ∗) c a l l o c ( vertex_count , s i z e o f ( i n t ) ) ;
un s i gned i n t enumerator = 1 ;
s tack<in t > g r e y_ve r t e x e s ;
g r e y_ve r t e x e s . push ( v e r t e x ) ;
v e r t e x_co l o r [ v e r t e x ] = GREY;
edgesCount = 0 ;
wh i l e ( ! g r e y_ve r t e x e s . empty ( ) ) {
v e r t e x = g r e y_ve r t e x e s . top ( ) ;
g r e y_ve r t e x e s . pop ( ) ;
v e r t e x_co l o r [ v e r t e x ] = BLACK;
f o r ( i n t i = 0 ; i < ver tex_count ; i++) {
i f ( ad jacency_mat r i x [ v e r t e x ] [ i ] != 0) {
i f ( v e r t e x_co l o r [ i ] == WHITE) {
v e r t e x_co l o r [ i ] = GREY;
g r e y_ve r t e x e s . push ( i ) ;
(∗ t r e e_mat r i x ) [ v e r t e x ] [ i ] = ad jacency_mat r i x [ v e r t e x ] [ i ] ;
(∗ t r e e_mat r i x ) [ i ] [ v e r t e x ] = ad jacency_mat r i x [ i ] [ v e r t e x ] ;
ad jacency_mat r i x [ v e r t e x ] [ i ] ∗= enumerator ;
ad jacency_mat r i x [ i ] [ v e r t e x ] ∗= enumerator++;
edgesCount++;
} e l s e i f ( v e r t e x_co l o r [ i ] != BLACK) {
i f ( ad jacency_mat r i x [ v e r t e x ] [ i ] < 0) {
cho rd s . push_back ( make_pair ( v e r t e x , i ) ) ;
} e l s e {







f o r ( pa i r <in t , i n t > chord : cho rd s ) {
ad jacency_mat r i x [ chord . f i r s t ] [ chord . second ] ∗= enumerator ;
ad jacency_mat r i x [ chord . second ] [ chord . f i r s t ] ∗= enumerator++;
}
f r e e ( v e r t e x_co l o r ) ;
}
vo i d get_c losed_loop ( i n t s t a r t_ve r t e x , i n t end_vertex , i n t ∗∗
ad jacency_matr i x_tree , i n t vertex_count , l i s t <in t > &loop ) {
i n t ∗ v e r t e x_co l o r s = ( i n t ∗) c a l l o c ( vertex_count , s i z e o f ( i n t ) ) ;
l i s t <in t > b l a c k_ve r t e x e s ;
i n t v e r t e x = s t a r t_v e r t e x ;
b l a c k_ve r t e x e s . push_back ( v e r t e x ) ;
v e r t e x_co l o r s [ v e r t e x ] = RED;
l oop . push_back ( end_vertex ) ;
wh i l e ( t r u e ) {
i n t count_adjacency_ver tex = 0 ;
i n t l a s t_ad j a c ency_ve r t e x ;
f o r ( i n t i = 0 ; i < ver tex_count ; i++) {
i f ( ad jacency_mat r i x_t ree [ end_vertex ] [ i ] ) {
count_adjacency_ver tex++;
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l a s t_ad j a c ency_ve r t e x = i ;
}
}
i f ( count_adjacency_ver tex > 1) {
break ;
}
l oop . push_front ( l a s t_ad j a c ency_ve r t e x ) ;
end_vertex = l a s t_ad j a c ency_ve r t e x ;
i f ( end_vertex == s t a r t_v e r t e x ) {
f r e e ( v e r t e x_co l o r s ) ;
r e t u r n ;
}
}
wh i l e ( t r u e ) {
wh i l e ( ! b l a c k_ve r t e x e s . empty ( ) && ve r t e x_co l o r s [ v e r t e x =
b l a c k_ve r t e x e s . back ( ) ] != RED) {
b l a c k_ve r t e x e s . pop_back ( ) ;
}
v e r t e x_co l o r s [ v e r t e x ] = BLACK;
f o r ( i n t i = 0 ; i < ver tex_count ; i++) {
i f ( ad jacency_mat r i x_t ree [ v e r t e x ] [ i ] != 0 && ve r t e x_co l o r s [ i ] ==
WHITE) {
i f ( i == end_vertex ) {
b l a c k_ve r t e x e s . remove_if ([& v e r t e x_co l o r s ] ( i n t v ) { r e t u r n
v e r t e x_co l o r s [ v ] == RED; } ) ;
l oop . s p l i c e ( l oop . beg in ( ) , b l a c k_ve r t e x e s ) ;
b l a c k_ve r t e x e s . c l e a r ( ) ;
f r e e ( v e r t e x_co l o r s ) ;
r e t u r n ;
}
b l a c k_ve r t e x e s . push_back ( i ) ;





boo l c h e c k P h y s i c a l F e a s i b i l i t y ( con s t vec to r< pa i r <in t , i n t > > &branchs ,
con s t vec to r< l i s t < pa i r <in t , i n t > > > &loops ,
i n t ∗∗ ad jacency_mat r i x ) {
i n t ∗ oc cu r en c e s = ( i n t ∗) c a l l o c ( b ranchs . s i z e ( ) , s i z e o f ( i n t ) ) ;
i n t emptyBranchs = branchs . s i z e ( ) ;
f o r ( l i s t < pa i r <in t , i n t > > loop : l o op s ) {
f o r ( l i s t < pa i r <in t , i n t > >:: i t e r a t o r edge = loop . beg i n ( ) ; edge != −−
l oop . end ( ) ; edge++){
i n t i nd e x = getNum ((∗ edge ) . f i r s t , (∗ edge ) . second , ad jacency_matr i x
) ;
i f ( ! o c cu r en c e s [ i nd ex ] ) {
emptyBranchs−−;
}
o c cu r en c e s [ i nd ex ] += 1 ;
}
}
i f ( emptyBranchs ) {
f r e e ( o c cu r en c e s ) ;
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r e t u r n f a l s e ;
}
i f ( l o op s . s i z e ( ) > 1) {
cout << loop s . s i z e ( ) ;
f o r ( l i s t < pa i r <in t , i n t > > loop : l o op s ) {
boo l ok = t r u e ;
f o r ( l i s t < pa i r <in t , i n t > >:: i t e r a t o r edge = loop . beg i n ( ) ; edge !=
−−l oop . end ( ) && ok ; edge++){
i f ( o c cu r en c e s [ getNum ((∗ edge ) . f i r s t , (∗ edge ) . second ,
ad jacency_mat r i x ) ] > 1) {
ok = f a l s e ;
}
}
f r e e ( o c cu r en c e s ) ;
r e t u r n f a l s e ;
}
}
f r e e ( o c cu r en c e s ) ;
r e t u r n t r u e ;
}
uns i gned i n t getNum( i n t a , i n t b , i n t ∗∗ ad jacency_mat r i x ) {
r e t u r n abs ( ad jacency_mat r i x [ a ] [ b ] ) −1;
}
./src/graph_methods.cpp
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