Abstract-Comprehensive quality-aware automated semantic web service composition is an NP-hard problem, where service composition workflows are unknown, and comprehensive quality, i.e., Quality of services (QoS) and Quality of semantic matchmaking (QoSM) are simultaneously optimized. The objective of this problem is to find a solution with optimized or near-optimized overall QoS and QoSM within polynomial time over a service request. In this paper, we proposed novel memetic EDA-based approaches to tackle this problem. The proposed method investigates the effectiveness of several neighborhood structures of composite services by proposing domain-dependent local search operators. Apart from that, a joint strategy of the local search procedure is proposed to integrate with a modified EDA to reduce the overall computation time of our memetic approach. To better demonstrate the effectiveness and scalability of our approach, we create a more challenging, augmented version of the service composition benchmark based on WSC-08 [1] and WSC-09 [2] . Experimental results on this benchmark show that one of our proposed memetic EDA-based approach (i.e., MEEDA-LOP) significantly outperforms existing state-of-the-art algorithms.
INTRODUCTION
S ERVICE Oriented Architecture (SOA) has been contributing to the reuse of software components [3] . Web services are one of the most successful implementations of SOA to provide services as "modular, self-describing, self-contained applications that are available on the Internet" [4] . Often, users' requirements cannot be satisfied by one existing web service, Web service composition aims to loosely couple a set of Web services to provide a value-added composite service (i.e., a solution of service composition) that accommodates users' complex requirements. These requirements are related to functional (i.e., quality of semantic matchmaking as QoSM) and non-functional (i.e., Quality of service as QoS) requirements, which give birth to semantic web service composition and QoS-aware web service composition, with the aim of optimizing QoSM and QoS of service composition solutions respectively. Many researchers have been working on solving these optimization problems in web service composition [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] .
Existing works that study the above problems are classified as semi-automated and fully-automated web service composition [14] with two different assumptions. One assumes that users know an abstract service composition workflow, and all the composite services produced by the composition system must strictly obey the given workflow. However, this assumption is not always valid since the workflow may not be provided or not even known by users. The second group of research works does not rely on any existing work-flows. Instead, a composite service will be constructed from scratch by selecting and connecting multiple atomic services obtained from the service repository [14] . Therefore, this construction process can end up with different workflows. Apparently, compared to semi-automated web service composition, fully-automated web service composition opens new opportunities to improve QoS and QoSM further due to different workflows automatically constructed. Nevertheless, the difficulty of the composition task is also increased.
AI planning and Evolutionary Computation (EC) are two of the most widely used techniques for semi-automated and fully-automated web service composition [5] , [7] , [10] , [13] , [15] , [16] , [17] . AI planning techniques focus on creating valid composite services, where the functional correctness is always ensured with gradually constructed workflows. However, these approaches do not optimize the QoS or QoSM of the solutions produced [18] . EC techniques have been widely used to solve service composite problems that aim to optimize either one or both of QoSM and QoS, and are potentially more useful in practice as they can efficiently find "good enough" composite solutions. Important approaches [5] , [6] , [7] , [8] , [9] , [10] , [11] , [12] , [13] based on Genetic Algorithms (GA) [19] , Genetic Programming (GP) [20] , Particle Swarm Optimization (PSO) [21] and Estimation of Distribution Algorithm (EDA) [22] , have been widely investigated in the literature.
To effectively search for good solutions, EC techniques often employ useful information distilled from promising solutions to produce new offspring. The information can be used either implicitly or explicitly. Conventional EC techniques, such as GA and GP, fall in the implicit camp by producing new solutions through recombining solutions evolved previously [5] , [7] , [13] . In contrast, one EC technique that has achieved prominent success through explicit
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use of information is Estimation of Distribution Algorithm (EDA) [23] . In EDA, information about promising solutions evolved previously is captured compactly in the form of probability models. EDA has been successfully utilized for semi-automated service composition [6] , [24] , but they can not support fully automated service composition. We recently proposed a new EDA-based approach for fully automated web service composition through reliable and accurate learning of a probability model that encodes the distribution of promising solutions [12] , i.e., a distribution model.
EDA stresses more on global exploration, rather than local exploitation [25] . It is due to that the distribution model has the objective of exploring more promising regions in the entire solution space, without attempting to improve the quality of any specific solutions evolved previously. However, the optimization performance can often be improved directly through local modifications to promising solutions. By restricting the target region for local search and avoiding most of the randomness involved in sampling directly from the distribution model, this can potentially expedite the search of optimal solutions. Therefore, to improve its competency in finding more effective solutions, an idea is to enhance EDA with local search, namely, memetic EDA. Memetic EDA has been successfully applied to many optimizations problems with local search operators [26] , [25] , such as arc routing and assembly flow-shop scheduling problems.
On the one hand, although memetic EDA has been successfully applied to many applications, those memetic approaches work inappropriate for web service composition, as these local search operators are only applicable to domain-specific or problem-specific solution representations [25] , [27] . On the other hand, despite the recent success in EDA-based service composition, the effectiveness of this approach can be enhanced by introducing memetic EDA. Several challenges remain to be addressed in developing a memetic EDA approach to service composition as follows:
First, a composite service is commonly represented as a DAG, exploring the neighborhood of a DAG, especially large DAGs, is computationally infeasible [28] . Note that the discussed neighborhood is structured by local search operators on the search space, where neighbor solutions can be generated iteratively from a given candidate solution. Therefore, researchers [9] , [29] often indirectly defined the neighborhood of a composite service represented in the form of a permutation, which can be converted to a DAG through a separate decoding process. Often, socalled "swap" operators produce neighbors by swapping two random elements in a permutation. Consequently, a neighborhood is defined by the collection of permutations obtainable through a "swap" to any given permutation. However, such neighborhood often contains a large proportion of neighboring permutations with inferior quality. For effective local research, the neighborhood must be refined to exclude most of the clearly unwise swapping choices by exploiting domain-specific knowledge.
Second, as we know, it is very challenging to determine which candidate solutions are to be selected for local search in memetic algorithms, as the selection method has a significant impact on the effectiveness and efficiency of memetic EDA. Should an equal chance be given to all the candidate solutions or only elite solutions should be considered for local search? Moreover, what are elite solutions, and how many of them should be modified locally? However, answers to these challenging questions often vary from many factors, such as EC algorithms, domain problems, etc. Therefore, it is challenging to determine one effective selection strategy for the memetic EDA-based approach to service composition.
Third, a traditional strategy that exclusively explores the whole neighboring space of composite services can incur high computation cost without guarantee of improving solution quality. For example, for permutation-based representation, if a simple swap operator is utilized for exploring the neighborhood, then the dimension of the permutation determines the computational complexity. In the context of service composition, the dimension of such permutation is usually equivalent to the size of the service repository. As the neighborhood size is extremely huge when many services are to be considered during the service composition process, this strategy is infeasible for practical use.
Fourth, in EDA, although a probability distribution model is adjusted to trace promising searching areas throughout generations, one proportion of promising solutions (i.e., permutations) are more likely to be repetitively sampled, while the distribution model is getting converged along the generations. Furthermore, these repeatedly sampled solutions are often favorable to users, since they are candidate solutions with high quality. In the EDA-based approach to service composition, sampled permutationbased solutions are very costly as they require repetitive computation time for decoding and evaluations.
To address these challenges above, we propose a memetic EDA-based approach, achieving substantially high performances in effectiveness and efficiency. These outstanding performances are observed by comparing it with some recently proposed web service composition approaches, such as a EDA-based approach [12] , a PSO-based approach [10] , and GA-and Memetic GA-based approaches [9] . In particular, an empirical, experimental study on the effectiveness of different neighborhoods structured by different local search operators is conducted. The contributions of this paper are listed below, and where the first contribution is to address the first challenge discussed previously, and the second contribution is proposed to address the remaining challenges.
1) To perform an effective local search in composite services, we first propose several neighborhood structures for candidate solutions. These neighborhoods are created by developing several novel domain-dependent local search operators, based on constructing and swapping effective building blocks of composite services for local improvements. Subsequently, we develop an effective memetic EDA-based approach based on our previous work [12] , with nature integration with those local search operators. 2) To significantly reduce the computation time of our proposed memetic EDA-based approach, an integrated local search procedure is proposed with a modified EDA based on the standard EDA. To decrease computation losses in repetitive sampling and evaluations, we utilize an archiving technique to avoid sampling solutions repetitively. This technique is prevalent and straightforward to use. Besides that, the local search procedure employs an effective joint strategy to efficiently finding better solutions. This strategy considers fitness uniform distribution scheme and stochastic local search jointly with our proposed local search operators. 3) To demonstrate the performance of our memetic EDAbased approach, we create a more challenging, augmented version of the service composition benchmark based on WSC-08 [1] and WSC-09 [2] . In particular, the new benchmark inherits the functionalities provided by services in benchmark dataset WSC-08 and WSC-09 and the QoS attributes of web services in benchmark dataset QWS [30] . Moreover, the number of web services in the service repository is doubled as a new benchmark (with much bigger searching space) to demonstrate that memetic EDA can maintain high performance on our problem with significantly larger sizes. This benchmark has been made freely available online as well as the codes of our memetic EDA-based approach 1 . We experimentally compare our memetic EDA-based approach with some state-of-the-art methods that have been recently proposed to solve the same or a similar service composition problem using the new benchmark. Our experimental results illustrate that our method can achieve cutting-edge performance.
RELATED WORK
In this section, we review some state-of-the-art EC-based service composition approaches for solving fully automated service composition. Afterwards, we discuss some memetic EC-based approaches, where local search is introduced to enhance the performance. Lastly, we focus on discussing one promising EC-based algorithm, i.e., EDA, and some recent success that has been achieved by memetic EDAbased approaches for other problems.
Literature on EC-Based fully automated web service composition
Automated web service composition aims to loosely couple web services to fulfill a service request, without strictly obeying a pre-given abstract workflow. Instead, composition workflows are gradually built up while its component services are selected. Existing works in fully automated web service composition can be categorized into two approaches -direct approaches and indirect approaches [31] . The direct approaches represent composition solutions explicitly in the representation that displays actual execution flows of composite services, while the indirect approaches often represent composite services implicitly as permutations, which require a decoding process to build up actual execution workflows. 1 . Two augmented benchmarks for automated web service composition is available from https://github.com/chenwangnida/Dataset, and the codes of our memetic EDA-based approach is available from https://github.com/chenwangnida/MENHBSA4SWSC.
In the first category, tree-and graph-based representations are widely used to represent service composition solutions directly. A graph-based evolutionary process is introduced in [32] to directly evolve DAG-based service composition solutions, applying domain-dependent crossover and mutation operators with repairing methods. GP is utilized for searching optimal solutions represented as trees. [7] proposes a context-free grammar for randomly initializing treebased service composition solutions with correct structures of composite services. In contrast, [13] randomly initializes tree-based service composition solutions completely, but they develop adaptive crossover and mutation rates according to the diversity of the population for accelerating the speed of convergence. Both approaches [7] , [13] utilize a penalization method for filtering incorrect solutions while evaluating the QoS of candidate solutions. To achieve higher performance, [5] , [8] utilize a greedy search algorithm for creating correct DAG-based composition workflows, which are mapped to tree-based ones with different methods. During the evolutionary process, the correctness of the solutions is ensured by domain-dependent crossover and mutation. However, the mapped tree-based representations suffer a scalability issue, since many replicas of subtrees are produced from the mapping methods. To overcome this issue, [11] proposes a tree-like representation, on which the replicas of subtrees are handled by removing them, and inserting edges from the root of the replicas to the roots of the copies.
In the second category, service composition solutions are represented as permutations, which are then decoded into solutions represented as DAGs [10] , [31] , [33] . PSO is utilized to find an optimized queue of services (i.e., a permutation), which can be decoded into a corresponding DAG-based composite service [33] . [10] extends [33] to jointly optimize QoSM and QoS, where a weighted DAG is decoded, where edge weights correspond to matchmaking quality between services. These two PSO-based approaches rely on PSO to determine the weights of particle's position (that corresponding with a service) to form an ordered service queue. Optimizing QoSM and QoS simultaneously is more challenging than optimizing QoS only because the searching space has significantly increased, and it demands more effective and efficient searching techniques. Apart from that, it has been suggested that utilizing the indirect representation often contributes to a higher performance, compared to direct representation [31] . It is due to that the search space is not unwittingly restricted by unconstrained random initialization of solutions and operators.
In summary, EC techniques have been showing their promises in fully automated web service composition. Moreover, the indirect approaches have been indicated to be more effective. Therefore, EC techniques with indirect representations are exciting techniques to be focused on for solving service composition problem in this paper.
Literature on memetic EC-based approaches and EDA
Memetic algorithms have drawn growing attention from researchers in recent years and achieved significant successes in many applications [34] . By introducing local search, the performance of EC techniques can be improved. In the domain of service composition, to overcome the prematurity and proneness of GP, Tabu search is combined with GP to solve QoS-aware data-intensive web service composition [35] . [9] proposed an indirect memetic approach for QoSaware web service composition, where a domain-dependent crossover operator is proposed to produce candidate solutions. Besides that, an exhaustive local search is applied to composite solutions represented as permutations. However, the produced neighbors are likely to be decoded into the same composite solution. Therefore, the effectiveness of this local search operator demands further improvement.
Recently, EDA has been used as a technique to tackle permutation-based optimization problems [23] . In particular, a distribution model is learned iteratively for each population. Subsequently, new offsprings are generated based on the learned model. Moreover, domain-dependent local search operators are often introduced to enhance the performances of EDA. For example, a probability matrix that is related to the job priority permutation of a solution is learned in EDA-based flow-shop scheduling problem, and different job-based local search operators were proposed to enhance the exploitation ability of EDA [25] . An Edge Histogram Matrix is applied to uncertain capacitated arc routing problems and is leaned from solutions represented by a set of routes [27] . To make local improvements, different move operators, such as single insertion and swap, are also proposed.
The use of EDA has only been investigated for semiautomated web service composition [6] , [24] , [36] . However, we recently proposed an EDA-based approach for fully automated web service composition, where candidate solutions are represented as permutations over a given service repository. The success of the proposed method strongly depends on the distribution model and the way of learning the distribution model. We employ Node Histogram Matrix (NHM) to learn the distribution of promising solutions in one population, Node Histogram-Based Sampling Algorithm (NHBSA) [22] is empoloyed to produce candidate solutions. Although we started an initial study for fully automated service composition, it remains an opportunity to improve its performance further. EDA is good at global exploration, and local search operators are motivated to be introduced in EDA to enhance its capability in exploitation.
In summary, on the one hand, memetic EDA-based approaches have been investigated in many problems, other than fully automated service composition, achieving promising results. On the other hand, notwithstanding success achieved in our initial investigation in EDA-based fully automated service composition, the performance of this EDA-based approach can be further improved by combining it with local search.
SEMANTIC WEB SERVICE COMPOSITION PROB-LEM
A semantic web service (service, for short) is considered as a tuple S = (I S , O S , QoS S ) where I S is a set of service inputs that are consumed by S, O S is a set of service outputs that are produced by S, and QoS S = {t S , c S , r S , a S } is a set of non-functional attributes of S. The inputs in I S and outputs in O S are parameters modeled through concepts in a domain-specific ontology O. The attributes t S , c S , r S , a S refer to the response time, cost, reliability, and availability of service S, respectively, which are four commonly used QoS attributes [37] .
A service repository SR is a finite collection of services supported by a common ontology O. A composition task (also called service request) over a given SR is a tuple T = (I T , O T ) where I T is a set of task inputs, and O T is a set of task outputs. The inputs in I T and outputs in O T are parameters that are semantically described by concepts in the ontology O.
Two special atomic services Start = (∅, I T , ∅) and End = (O T , ∅, ∅) are always included in SR to account for the input and output of a given composition task T .
We use matchmaking types to describe the level of a match between outputs and inputs [38] . For concepts a, b in O the matchmaking returns exact if a and b are equivalent
, and f ail if none of previous matchmaking types is returned. In this paper we are only interested in exact and plugin matches for robust compositions, see [39] . As argued in [39] plugin matches are less preferable than exact matches due to the overheads associated with data processing. For plugin matches, the semantic similarity of concepts is suggested to be considered when comparing different plugin matches.
A robust causal link [40] is a link between two matched services S and S , denoted as
For concepts a, b in O, the semantic similarity sim(a, b) is calculated based on the edge counting method in a taxonomy like WorldNet [41] . Advantages of this method are simple calculation and good semantic measurement [41] . Therefore, the matchmaking type and semantic similarity of a robust causal link is defined as follows:
with a suitable parameter p, 0 < p < 1, and with N a , N b and N c , which measure the distances from concept a, concept b, and the closest common ancestor c of a and b to the top concept of the ontology O, respectively. However, if more than one pair of matched output and input exist from service S to service S , type e and sim e will take on their average values. The QoSM of a composite service is obtained by aggregating over all robust causal links as follows:
Formal expressions as in [42] are used to represent service compositions. The constructors •, , + and * are used to denote sequential composition, parallel composi- 
tion, choice, and iteration, respectively. The set of composite service expressions is the smallest collection SC that contains all atomic services and that is closed under sequential composition, parallel composition, choice, and iteration. That is, whenever
, and * C 0 are in SC, too. Let C be a composite service expression. If C denotes an atomic service S then its QoS is given by QoS S . Otherwise the QoS of C can be obtained inductively as summarized in Table 1 .
of the different options of the choice +, while denotes the average number of iterations. Therefore, QoS of a service composition solution, i.e., availability (A), reliability (R), execution time (T ), and cost (CT ) can be obtained by aggregating a C , r C , t C and ct C as in Table 1 .
In the presentation of this paper, we mainly focus on two constructors, sequence • and parallel , similar as in most automated service composition works [5] , [8] , [10] , [11] , [32] , [33] , where service composition solutions are represented as a Directed Acyclic Graph (DAG). We can easily calculate QoS of a composite service that is represented as a DAG [10] according to Table 1 .
When multiple quality criteria are involved in decision making, the fitness of a solution is defined as a weighted sum of all individual criteria in Eq. (5), assuming the preference of each quality criterion based on its relative importance is provided by the user [43] :
with 6 k=1 w k = 1. This objective function is defined as a comprehensive quality model for service composition. We can adjust the weights according to the user's preferences.M T ,ŜIM ,Â,R,T , andĈT are normalized values calculated within the range from 0 to 1 using Eq. (6) . To simplify the presentation we also use the notation (Q 1 , Q 2 , Q 3 , Q 4 , Q 5 , Q 6 ) = (M T, SIM, A, R, T, CT ). Q 1 and Q 2 have minimum value 0 and maximum value 1. The minimum and maximum value of Q 3 , Q 4 , Q 5 , and Q 6 are calculated across all the relevant services (that are determined in Sect. 4.2) in the service repository SR using greedy search in [5] , [8] .
The goal of comprehensive quality-aware service composition is to find a composite service expression C that maximizes the objective function in Eq. (5). C is hence considered as the best possible solution for a given composition task T .
MEMETIC EDA-BASED APPROACH FOR SE-MANTIC WEB SERVICE COMPOSITION
In this section, we present our memetic EDA-based approach to fully automated semantic web service composition. We start by giving an overview of our memetic EDAbased approach. Subsequently, we discuss some essential steps in the approach: the first one is to discover relevant services and service layers, see details in Sect.4.2. The second one is to introduce a permutation-based representation proposed in our previous work, see details in Sect. 4.3 and 4.4. The third one is to introduce an effective joint strategy for a local search procedure, see details in Sect. 4.5. We propose several key ideas that are jointly employed to build our memetic EDA-based approach:
1) A composite service is commonly represented as a DAG, since a DAG can intuitively represent an execution flow of web services, and allows efficient computation of QoS. The success of the EDA strategy strongly relies on the proper distribution model for learning the knowledge of promising solutions. Our initial study [12] represents a composite service as a unique queue of services, i.e., a permutation of atomic services, which is mapped from a DAG-based solution. Composite services in this permutation form contributes to a distribution model to be learned and new permutationbased promising solutions to be sampled. Therefore, a bi-directional map is ensured between permutations and DAGs for learning and evaluation purposes. 2) To significantly decrease the computation time of the local search procedure, it is crucial to select a restricted number of suitable candidate solutions for local searches. We assume that candidate solutions with close fitness values are similar in their corresponding DAG forms, so neighbors produced from these candidate solutions can be the same. Therefore, we group candidate solutions based on their fitness values according to a uniform distribution scheme, which allows candidate solutions with the most considerable differences measured by single-objective fitness values can be effectively chosen for applying local search. 3) It is not efficient to exhaustively explore the whole neighbors in the conventional local search [9] . Instead, stochastically searching the neighboring solutions can significantly reduce computation cost [26] . Therefore, we introduce a stochastic local search with EDA to 2.6 1.6 1.6 0.6 2.6 0.6 3.6 1.6 2.6 0.6 2.6 0.6 2.6 2.6 0.6 2.6 2.6 0.6 2.6 0.6 0.6 0.6 2.6 0.6 4.6
Stopping condition is met?
1.1 discover relevant services and layers efficiently exploit the neighborhood of the selected candidate composite services. 4) Exploring neighborhood of a large DAG-based composite service is unusually computationally infeasible [28] . However, it is straightforward to define the neighborhood on a permutation-based representation by socalled swap operators. To develop effective swap operators, we utilize domain knowledge of service composition to create effective building blocks for these swap operators on permutation-based candidate solutions. These swap operators aim to exploit fitter neighbors effectively. That is they are likely to make local improvements in the produced neighbors.
An overview of memetic EDA-based algorithm for automatic service composition
An overview of the memetic EDA-based approach is represented in Figure 1 , consisting of the following steps: initialize population, evaluate population, select superior subpopulation, learn probability model, sample individuals and return optimal solutions. We start with discovering all the relevant services that are related to a given composition request T in Step 1. Meanwhile, several service layers are identified (see details in Subsection 4.2). These relevant services are used to randomly generate m composite services represented as permutations, Π g k , where g = 0 and k = 1, . . . , m. In Step 2, these permutation-based individuals are decoded into DAG-based solutions using a forward graph building technique [10] , based on which, the fitness in Eq. 5 of each individual can be calculated. In Step 3, we merge the current population P g with an archive. The archive is an empty individual set initially and will saved with elite composite services in the future. By adopting Breath-First Search (BFS) on each corresponding DAG-based solutions in the merged population, we produce another encoded permutation-based solutions Π g k . Then, the local search procedure is applied to a very small set of these permutations. This small permutation set is selected based on a fitness uniform selection scheme over the current population (see details in 4.5.1). For each permutation in the small set, a stochastic local search is employed to create new permutations as its neighbors, where the best neighbor is identified based on the fitness value. This permutation in the small set is replaced with its best neighbor (see details in Subsection 4.5). The top half of the best-performing solutions are reserved in P g according to their fitness values and put them into the archive as elite solutions. In Step 4, we use these elite solutions in the archive to learn a N HM g of generation g, which produces offsprings for generation g + 1 using NHBSA, see details in Subsection 4.4. Consequently, we go back to Step 2 to evaluate the fitness of new offsprings. The steps 2 to 4 will be repeated until the maximum number of generations is reached. Eventually, the best solutions found throughout the evolutionary process is returned.
In a nutshell, we introduce a permutation-based representation derived from the common DAG-based one. In our proposed algorithm, we always switch between these two representations back and forth for better searching or evaluation purposes. Furthermore, an effective and efficient local search procedure is developed through the use of the selection scheme and the stochastic local search.
Relevant Services and Service Layers
Discovering relevant services and service layers is an initial, but crucial step for our memetic EDA-based approach. We achieve two goals at this initial stage: the first goal is to reduce the size of the service repository SR to keep only those that are relevant to the service composition task T ; the second goal is to identify service layers of these relevant services. In particular, a group of layers is identified, and each layer contains a set of services that have the same longest distance to Start. We adopt a layer discovering method in [44] to find relevant services and service layers as illustrated in the following example.
Example 4.1. We consider a composition task T = ({a, b}, {i}) and a SR consisting of seven atomic services. S 0 = ({b}, {i}, QoS S0 ), S 1 = ({a}, {f, g}, QoS S1 ), S 2 = ({a, b}, {h}, QoS S2 ), S 3 = ({f, h}, {i}, QoS S3 ), S 4 = ({a}, {f, g, h}, QoS S4 ), S 5 = ({a, c}, {f, g, h}, QoS S4 ) and S 6 = ({c, d, e}, {f, g, h}, QoS S4 ). The two special services Start = (∅, {a, b, e}, ∅) and End = ({i}, ∅, ∅) are defined by the given composition task T . Fig. 3 shows an example of discovering relevant services and service layers given a service request T , where five related services (i.e., S 0 , S 1 , S 2 , S 3 , and S 4 ) and two layers (i.e., L 1 and L 2 ) are found. In L 1 , S 0 , S 1 , S 2 , and S 4 can be satisfied by {a, b} of T , and they have the same distance to Start (Note that the distance is measured by the number of predecessors). While S 3 in L 2 requires additional inputs from other services and it is associated with a longer distance to Start. 
A Novel Permutation-Based Representation
Service composition solutions are commonly represented as Directed Acyclic Graphs (DAGs) [5] , [8] , [10] , [11] , [32] , [33] . Let G = (V, E) be a DAG-based composite solution from Start to End, where nodes correspond to the services and edges correspond to the robust causal links. Often, V does not contain all services in SR.
Many combinatorial optimization problems naturally represent solutions as permutations, which can be different in different problems [23] . Here we present composite services as permutations, and we ensure a bi-directional map between permutations and DAGs. The bi-directional map is crucial for learning the distribution of promising composite solutions. Because it is less reliable to learn a distribution based on permutations if different permutations are mapped to the same DAG-based composition service. Let Π = (Π 0 , . . . , Π t , Π t+1 , . . . , Π n−1 ) be a permutation, elements of which are {0, . . . , t, t + 1, . . . , n − 1} such that Π i = Π j for all i = j. Particularly, {0, . . . , t} are service indexes (i.e., id number) of the component services in the corresponding G , and is sorted based on the longest distance from Start to every component services of G. While {t + 1, . . . , n − 1} be indexes of remaining services in SR not utilized by G. We use Π g k to present the k th (out of m, m is population size) service composition solution, and
] to represent a population of solutions of generation g. An example of producing a permutation-based composite solution is shown as follows.
Example 4.2.
Let us consider a composition task T = ({a, b}, {i}) and a service repository SR consisting of five services. S 0 = ({b}, {i}, QoS S0 ), S 1 = ({a}, {f, g}, QoS S1 ), S 2 = ({a, b}, {h}, QoS S2 ), S 3 = ({f, h}, {i}, QoS S3 ) and S 4 = ({a}, {f, g, h}, QoS S4 ). The two special services Start = (∅, {a, b, e}, ∅) and End = ({i}, ∅, ∅) are defined by a given composition task T . Fig. 3 illustrates a process to produce an permutation-based solution.
As an example, take an permutation as [4, 1, 2, 3, 0]. This service index queue is decoded into a DAG G A permutation-based population P g can be created with m permutation-based solutions. Consider m = 6, P g could be represented as follows: [22] proposed Node histogram-based sampling (NHBSA) as a tool for sampling new candidate solutions, which is commonly represented in the form of permutations. By employing the discussed representation of composite services in Sect. 4.3, we are now capable of applying NHBSA to sample new permutations as candidate composite services. The NHM at generation g, denoted by N HM g , is an n × n-matrix with entries e i,j as follows:
Application of node histogram-based sampling
where i, j = 0, 1, . . . , n − 1, and b ratio is a predetermined bias. Roughly speaking, entry e g i,j counts the number of times that service S i appears in position j of the service queue over all solutions in population P g .
Example 4.3.
Consider P g in Example 4.2, the size of population m equals 6 and the dimension size of each individual (i.e., permutation) n equals 5, and b ratio = 0.2, we calculate N HM g as follows:
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We pick up an element in the N HM g as an example to demonstrate the meaning of each element in the NHM. For example, e g 0,0 ( that equals 2.6) is made of integer and decimal parts: 2 and 0.6. The integer number 2 means that service S 0 appears at the first position 2 times, while the decimal number 0.6 is a ε bias.
Once we have computed N HM g , we use node histogram-based sampling [22] to sample new permutations for the next generation.
Effective Local Search Procedure Through a Joint Strategy
In this section, we introduce a joint strategy of our local search procedure: we begin with an introduction of a selection of suitable individuals for employing local search. This selection aims to choose the individuals based on global and local population information using a fitness uniform selection scheme in Algorithim 2. Subsequently, we present several local search operators with the representation discussed in 4.3. These operators are specially designed to work seamlessly with different neighborhoods that are investigated in this paper. The joint strategy for local search is summarized in ALGORITHM 1. ALGORITHM 1. Joint strategy for local search (Step 3.3 in Fig. 1) Input : P g , n nb and n set Output: updated P g 1 Select a small number n set of individulals to form a subset SelectedIndiSet of P g using ALGORITHM 2;
2 foreach Π in SelectedIndiSet do 3 Generate a size n nb of neighbors from Π by local search ;
4
Identify the best neighbor Π best with the highest fitness ;
5
replace Π with Π best ; 6 return P g ; ALGORITHM 1 takes three inputs: P g the gth population, n set the number of seleted individuals for local search and n nb the number of neighbors. In this algorithm, we start by selecting a fixed and small number n set of candidate solutions to form a subset SelectedIndiSet of the current population P g using ALGORITHM 2, see details in Section 4.5.1. These selected solutions are used for local search. For each solution Π in SelectedIndiSet, we produce a number n nb of neighbors from Π by local search, see details in Section 4.5.2, and then we identify the best neighbor Π best from the produced neighbors. We replace the best neighbor Π best with the selected Π in the small solutions set SelectedIndiSet. Eventually, we return a updated P g .
Application of uniform distribution schema
Two types of selection schemes for selecting suitable individuals for local search have been studied [34] : random selection scheme, and statistics scheme. The random selection scheme is a primary selection method, where a local search is potentially applied to all individuals with a predefined rate. However, it can be less effective as it does not assign local search to the most suitable candidate solutions, and it is more time-consuming when the population size is huge. This statistics scheme often chooses more suitable individuals based on the statistics information of the current population. For example, this method can assign local search on a set of candidate solutions with the highest differences measured by their fitness values. Our selection scheme, inspired by [45] , is proposed based on the statistics information that aims to select a small number of suitable individuals for local search, making a good balance of local improvement and execution time. This selection scheme is presented in ALGORITHM 2. This algorithm applied a local search on a set of selected individuals SelectedIndiSet. The size of SelectedIndiSet, n set , is a pre-defined parameter. SelectedIndiSet consists of one elite individual and n set − 1 individuals from n set − 1 groups of individuals in each generation. Particularly, we calculate a uniform fitness interval based on the maximal fitness value, maxf itness and minimal fitness value, minf itness of the ALGORITHM 2. Fitness uniform selection scheme Input : P g and n set Output: selected solutions SelectedIndiSet 1 SelectedIndiSet ← {} ; 2 Sort P g in descending order based on the fitness ;
3 Put the first individual in P g into SelectedIndiSet ;
4 Calculate fitness range for n set − 1 groups based on an uniform interval between maxf itness and minf itness ; 5 Assign each permutation in P g to n set − 1 groups based on the fitness value ; 6 Random select one permutation from each group and put it in SelectedIndiSet; 7 return SelectedIndiSet; current population P g . Therefore, the population is divided into n set − 1 groups based on the calculated fitness interval. Consequently, these groups represent different groups of individuals, and each group represents close similarities based on their fitness. Note that, for every generation, the actual number of selected individuals for local search could be less than n set , because there could be no individuals fall into one group based on its fitness value.
Stochastic Local Search Operators
To investigate an appropriate structure of neighborhood for composite services, suitable local search operators must be proposed to effectively utilize domain knowledge. Then we repeatedly assign these local search operators to SelectedIndiSet for exploring their neighboring solutions. Apart from that, to balance the quality of local improvement and computation time, only a random subset of the entire large neighborhood is explored by a stochastic strategy. Based on the discussed permutation-based representation in Sect. 4.3, local search operators are proposed in a straightforward way as "swap". In this paper, we investigate four different swap operators: 1) Constrained One-Point Swap: For a permutation Π = (Π 0 , . . . , Π t , Π t+1 , . . . , Π n−1 ), two service indexes Π a , where 0 ≤ a ≤ t, and Π b , where t + 1 ≤ b ≤ n − 1, are selected and exchanged. The one-point swap local search operator is inspired by [9] , which swaps a pair of service indexes in a permutation. In [9] , local search exclusively explores the neighborhood based on one selected index of the permutation, so the size of the neighborhood associated with the index is n − 1. However, it can be very computational expensive because the number of swaps becomes significant for large n. Besides that, it can be less flexible as the neighborhoods are just focusing on those neighborhoods in relation to one selected index. Herein we propose a more efficient and flexible local search with one-point swap: first, we pre-determine a fixed, relatively small number of neighbors n nb to be produced for a considerable computational time assigned for local search; second, we randomly produce n nb neighbors by swapping two randomly selected indexes, rather than by swapping n−1 indexes with one fixed index. We expect that swapping two randomly selected indexes is more effective within a budget computation time for making local improvements. Meanwhile, we constrain the two randomly selected indexes that they must be before | and after | respectively in every swap because these swaps exclude those have lower opportunities for local improvements. For example, one neighbor is created by swapping one pair of used service indexes. This swap operation has a higher chance to produce the same DAG-based solution. Figure 4 shows an example of one-point swap for a selected individual.
2) Constrained Two-Point Swap: For a permutation Π = (Π 0 , . . . , Π t , Π t+1 , . . . , Π n−1 ), four service indexes Π a1 , Π a2 , Π b1 , and Π b2 are selected, where
and b 1 = b 2 . Π a1 and Π b1 are exchanged. Likewise, Π a2 and Π b2 are exchanged. Motivated by the one-point swap proposed above, we created two-point swap operator by combing two constrained one-point swap into a single operator. We make a hypothesis that the two-point swap could efficiently produce a higher quality neighbor by one local change, rather than producing two neighbors by a sequence of two constrained one-point local changes. Primarily, given a budgeted number of candidate solutions for local search, a two-point swap operator can perform a more efficient local search for finding highquality solutions. Figure 5 shows an example of a twopoint swap for a selected individual and a produced neighbors. . . , Π t , Π t+1 , . . . , Π n−1 ), two sub-blocks {Π a , . . . , Π t }, where where 0 ≤ a < t and {Π b , . . . , Π n−1 }, where where t + 1 ≤ b < n − 1, are selected and exchanged. Constrained One-Block Swap is proposed based on the concept of a block, i.e., consecutive points (service indexes) in a permutation. In this swap, two blocks are built up based on two randomly generated starting point Π a and Π b before | and after I of a permutation respectively. After swaps, produced neighbors inherit two parts of the original permutation. Figure 5 shows an example of a constrained one-block swap for a permutation, where one block is built up from the start position StartP os1 to the last positions of used services, and another block is built up from the start position StartP os2 to the last index.
StartPos1 StartPos2
A permutation:
Unused services Used services Layer-based one-point swap operator is proposed by extending our one-point swap in additionally considering the layer information of relevant services. The layer information includes a set of layers, each of which estimates a set of services that could be located at positions of themselves in permutations. Herein we propose a layer-based one-point swap operator: we first select one service index and identify its associated layer, and then select another service index randomly from a set of indexes, i.e., an intersection of the indexes of the identified layer and the indexes of unused services. Consequently, two service indexes are exchanged. Figure 7 shows an example of layer-based one-point swap for creating one neighbor from a selected individual. 
EXPERIMENTS
We conduct experiments to evaluate the performances of our memetic EDA-based approaches, i.e., memetic EDA with constrained one-point swap (henceforth referred to as MEEDA-OP), memetic EDA with constrained two-point swap (henceforth referred to as MEEDA-TP), memetic EDA with constrained layer-based one-point swap (henceforth referred to as MEEDA-LOP) and memetic EDA with constrained one-block swap (henceforth referred to as MEEDA-OB). These memetic EDA-based approaches are compared to some state-of-the-art EC-based methods that were recently proposed to solve the same or similar problems: a PSO-based approach [10] (henceforth referred to as PSO), a GA-based approach (henceforth referred to as GA), a memetic GA-based approach [9] (henceforth referred to as MEGA) and an EDA-based approach [12] (henceforth referred to as NHM-EDA). Two benchmarks, WSC-08 [1] and WSC-09 [2] extended with QoS attributes , which generated from the QoS distribution from QWS [30] are created. These two benchmarks have already been broadly employed in service composition [5] , [10] , [13] for experimental evaluations. Moreover, the number of web services in the service repository is doubled as a new benchmark (with much bigger searching space) to demonstrate that memetic EDA can maintain high performance on our problem with significantly larger sizes. We also make this benchmark available to the public. Particuarly, WSC08 contains 8 composition tasks with increasing size of service repository, i.e., 316, 1116, 1216, 2082, 2180, 4396, 8226, and 16238, and WSC09 contains 5 composition tasks with increasing size of service repository, i.e., 1144, 8258, 16276, 16602, and 30422 SRs respectively. The population size is set to 200, the number of generations equals to 100, and b ratio is 0.0002. The size of SelectedIndiSet is 6, and the number of neighbors of each individual in SelectedIndiSet explored by local search operators n nb is 20. For all the competing methods, we follow strictly their settings in their papers. In GA, the crossover rate is set to 0.95, and the mutation rate is set to 0.05. In MEGA, the crossover rate is set to 0.95, and local search rate is 0.05. We run the experiment with 30 independent repetitions. Following existing works [10] , [11] , [12] , the weights of the fitness function Eq. (5) are simply configured to balance the QoSM and QoS. In particular, we set both w 1 and w 2 to 0.25, and w 3 , w 4 , w 5 and w 6 all to 0.125. More experiments have been conducted and show that all our methods work consistently well under different weight settings. The p of type link is determined by the preference of users, and is recommended as 0.75 for the plugin match according to [39] .
Comparison of the Fitness
We employ the independent-sample T-test with a significance level of 5% to verify the observed differences in performance concerning fitness value and execution time. In particular, we use a pairwise comparison to compare all competing approaches, and then the top performances are identified, and its related value is highlighted in green color in Table 2 . Note that those methods that consistently find the best-known solutions over 30 runs with 0 standard deviations are also marked as top performances. The pairwise comparison results for fitness are summarized in Table 3 , where textitwin/draw/loss shows the scores of one method compared to all the others, and displays the frequency that this method outperforms, equals or is outperformed by the competing method. This testing and comparison methods are also used in Sect 5.2.
One of the objectives of the experiments is to evaluate the effectiveness of the proposed memetic EDA-based approaches comparing to NHM-EDA [12] , PSO [10] , GA and MEGA [9] . Table 2 shows the mean value of the fitness value and the standard deviation over 30 repetitions. The pairwise comparison results of the fitness value are summarized in Table 3. From Table 2 and Table 3 , we observe some interesting behaviors of these approaches in finding highquality solutions. Based on these observations, we also make some analysis and possible conclusions below:
Firstly, for the two baseline methods -PSO and GA, all EDA-based approaches (with and without local search) consistently outperform PSO. However, only memetic EDAbased approaches outperform GA.
Then, MEGA [9] achieved very comparable results to all our memetic EDA-based methods. However, MEEDA-LOP achieves the best performance. As shown in Table 3 , MEEDA-LOP only loss 1 out of 13 composition tasks over WSC-08 land WSC-09. Furthermore, MEEDA-LOP has achieved extremely stable performance in the most runs with 0 standard deviation.
In addition, MEEDA-OP, MEEDA-TP, MEEDA-OB, and MEEDA-LOP significantly outperforms NHM-EDA [12] . This observation corresponds well with our expectation that the exploitation ability of EDA can be enhanced by hybridizing it with local search. We can see that all memetic EDA-based approaches reach a better balance of exploration and exploitation.
Furthermore, for the four memetic EDA-based approaches, MEEDA-OB is the worst while MEEDA-OP and MEEDA-TP are very comparable to each other. This observation demonstrates that the neighborhood based on blocks is considered to be less suitable for service composition problems, it is due to that swapping building blocks can potentially ruin the learned distribution of promising solutions.
Lastly, MEEDA-LOP is the best performer. This observation corresponds well with our assumption that using the layer-based information can further improve the effectiveness of one-point swap. MEEDA-LOP applies the local search operator to a much smaller, but useful set of services considered in MEEDA-OP.
In summary, we sort all the competing approaches based on the effectiveness in a descending order:
Comparison of the Execution Time
The second objective of our experiment is to study the efficiency of all the proposed EDA-based approaches comparing to EDA [12] , PSO [10] , GA and MEGA [9] . Table 4 shows the mean value of the execution time and the standard deviation over 30 repetitions. The pairwise comparison results for the execution time are summarized Table 5 . From the two tables above, we make some analysis and possible conclusions about the execution time of these approaches as below:
First, MEEDA-LOP requires consistently less execution time compared to other approaches, which can be observed from the highlighted execution time in Table 4 . It is a remarkable observation that the local search in MEEDA-LOP based on layers and constrained one-point swap requires less computation time compared to MEEDA-OP. However, this significant improvement is mainly due to two techniques in MEEDA-LOP. The first one is the archive technique, which reserves half population-size elite individuals to the next generation, and significantly reduces the overall computation time for the decoding and evaluation of the reserved individuals in the future. The second one is the layer-based information, which improves the effectiveness of one-point swap, resulting in learning more accurate and reliable NHM. Therefore, useful services are more likely to be put in the front of the permutation, which accelerates the execution time in the decoding process.
Second, in contrast, MEGA requires the highest execution time, because all the candidate solutions in MEGA have an opportunity for local search using random selection scheme, and MEGA also exclusively searches the whole neighborhood based on one position. These results confirm that the combination of the random selection scheme and the exclusively local search strategy in MEGA is less effective and more time-consuming than our statistics scheme and stochastic local search operators.
Lastly, MEEDA-OB is also very computation-intensive among all the memetic EDA-based approaches. It is due to that one-block swap retards accurate distributions to be learned as local improvements of one-block swap is less effective, so required services for service composition are less likely to be put at the front of a service queue. Also, building blocks consume extra time in MEEDA-OB.
In summary, we sort all the competing approaches based on the execution time in a ascending order: MEEDA-LOP > MEEDA-OP > MEEDA-TP > PSO > GA > MEEDA-OB > MEGA.
Comparison of the Convergence Rate
The third objective of our experiment is to study the convergence rate of all the approaches over 30 independent runs. We have used WSC08-3 and WSC09-2 as two examples to illustrate the performance of all the compared methods. Fig. 8 exhibits the evolution of the mean fitness value of the best solution found along the execution time over 30 independent runs for MEEDA-OP, MEEDA-TP, MEEDA-OB, MEEDA-LOP, NHM-EDA, PSO, GA, and MEGA. As MEGA requires much higher time for execution, we set different execution time scales for two tasks of WSC08-3 and WSC09-2 to easily observe their differences. First, we observe a significant increase in the fitness value towards the optimum over all the approaches excluding MEGA. These approaches eventually reach different levels of plateaus. Given the same budget of execution time, all memetic EDA-based methods happen to converge significantly faster and require much less time than the baseline PSO over all the composition tasks.
Second, MEGA suffers from the the scalability issue when the size of the service repository is doubled in our new benchmark. The complexity of its local search strongly depends on n, i.e., the dimension of each permutation. Therefore, MEGA does not even converge at all when the same amount of execution time that is required by other approaches is assigned.
Lastly, MEEDA-LOP is consistently ranked as a top performer among all the competing methods. The convergence rate of MEEDA-OP and MEEDA-TP presents a very similar pattern. However, MEEDA-OB happens to converge slower than the others, but it eventually reaches comparable results compared to MEEDA-OP and MEEDA-TP.
Comparison of local search operators
We investigate how often the mean fitness of neighbors is better than the fitness of their original permutation in MEEDA-OP, MEEDA-TP, MEEDA-LOP, and MEEDA-BP to demonstrate which swap-based local search operator is more likely to produce better solutions. Herein we use the composition task WSC0803 as an example to demonstrate the percentage of better neighbors produced by our four memetic EDA-based approaches along generations over 30 runs for WSC08-03 in Fig. 9 . The result shows that MEEDA-BP and MEEDA-TP are less like to produce better solutions while MEEDA-OP and MEEDA-LOP are very comparable to each other, although slightly higher percentages of better mean fitness can be achieved by MEEDA-LOP.
We further analyze differences between layer-based constrained one-point swap and constraint one-point swap operator using a permutation in Figure 10 . Figure 10 exhibits an example of two produced neighbors from a permutation using constraint one-point swaps without considering layer information. In the example, one identical solution can be decoded from both the given permutation and the produced two neighbors, resulting in no local exploitation. In contrast, the discussed swapping cases are not qualified for the layer-based constraint one-point swap, where any produced neighbor must strictly follow the layer order on the left-hand side of the permutation.
In the example, a given permutation is highlighted with two layers (i.e., L 1 and L 2 ) in ascending order. Particularly, S 1 , S 2 ∈ L 1 and S 3 ∈ L 2 . When the constrained one-point swap is performed, S 3 in the given permutation are replaced with S 4 or S 0 in the produced neighbor 1 and neighbor 2 respectively. However, L 2 is destroyed in the produced neighbors because of S 4 ∈ L 1 and S 0 ∈ L 1 . However, if the layer-based one-point swap is applied to the given permutation, it prevents these two neighbors from being exploited. In general, all produced neighbors must keep all the ordered layers from the given permutation.
CONCLUSION
In this paper, we propose effective and efficient memetic EDA-based approaches to fully automated service composition. The success of this memetic approach principally relies on the local search, where several ideas are jointly employed. In particular, we proposed several neighborhood structures by different local search operators, which are integrated with our permutation-based representation naturally. Besides that, a uniform distribution scheme and a stochastic strategy are also jointly utilized for selecting and applying local search. The experiments show that one of our proposed approach MEEDA-LOP achieves significantly better effectiveness and efficiency, compared to some stateof-the-art EC-based approaches and other memetic EDAbased approaches we proposed in the paper. Future work can investigate variable neighborhood with combinations of more than one local search operators in one evolutionary process, and investigate memetic EDA for handling multiobjective service composition problems. [12] , PSO [10] , MEGA [9] and GA. 
