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Abstract
This paper is concerned with the qualitative behaviour of solutions to di'erence equations. We focus on boundedness
and stability of solutions and we present a uni2ed theory that applies both to autonomous and nonautonomous equations
and to nonlinear equations as well as linear equations. Our presentation brings together new, established, and hard-to-2nd
results from the literature and provides a theory that is both memorable and easy to apply. We show how the theoretical
results given here relate to some of those in the established literature and by means of simple examples we indicate how
the use of Lipschitz constants in this way can provide useful insights into the qualitative behaviour of solutions to some
nonlinear problems including those arising in numerical analysis. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
We consider the qualitative behaviour and stability of solutions to di'erence equations of 2xed
2nite order k that take the form
xn+1 =f(n; xn; xn−1; : : : ; xn−k+1): (1)
The function f :Z+ × Rk → R. For a unique solution to an equation of the form (1) one needs to
specify k initial values x0; x1; : : : ; xk−1.
A more compact notation uses the vector form of the same equation:
yn+1 =f(n; yn); (2)
where here the vector yn=(xn; xn−1; : : : ; xn−k+1)T.
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If f(n; yn)=A(n)yn+ b(n) then (2) is said to be linear. If b(n)= 0 for every n then the equation
is homogeneous. Homogeneous linear equations always have the equilibrium solution yn=0. In the
following discussion, we shall work with the vector form of the equation unless otherwise stated.
Di'erence equations can arise in a number of ways. They may be the natural model of a discrete
process (in combinatorics, for example) or they may be a discrete approximation of a continuous
process. The wide literature on the subject reGects the particular standpoints of the authors.
Our interest in di'erence equations of this type is motivated by the fact that equations of the
form (1) commonly arise when ordinary, or delay, di'erential equations (for example) are solved
numerically. Correspondingly, Volterra di'erence equations of the form (3) arise in the numerical
solution of Volterra integral or integro-di'erential equations by methods with a 2xed step length.
xn+1 =f(n; xn; xn−1; : : : ; x1; x0): (3)
These latter equations, with varying length history, present particular challenges to analysis and
we shall not discuss them here. However, we refer to a sequel to the present paper [9] in which
Volterra-type problems are analysed.
One common theme of recent work in numerical analysis is the desire to model long term (qual-
itative) properties of the original problem in the numerical solution. In the long term, errors in
numerical solutions grow, and it is not reasonable to demand that global errors in the numerical
solution shall converge to zero with small step sizes h. However, it is important that key features of
the solution (boundedness, oscillations, periodic or closed orbits, stability) should be preserved. The
aim is to identify good numerical methods, which are those that can be relied upon to reproduce
faithfully the true qualitative behaviour of solutions to a class of problems.
The analysis of numerical methods applied to autonomous linear problems is well-developed. The
direct analysis of nonlinear and nonautonomous problems is less well understood and is dependent
on the availability of suitable general theorems on the behaviour of solutions to di'erence equations.
In this paper, we have chosen to concentrate on the properties of boundedness and stability of
solutions. These properties are important, and they coincide for certain classes of simple equations
that have been analysed previously. When one considers more general problems it becomes important
to discriminate between the properties of boundedness and of stability.
2. Denitions of stability and related concepts
While the fundamental idea of stability is widely understood, there remains some latitude in
de2nitions among authors and so for the sake of clarity, we give de2nitions of the key concepts
here.
Denition 2.1 (Stability). Consider the di'erence scheme (2) and let {yn} be the solution with
respect to initial condition y0 = ∈Rk and {zn} be the solution with respect to the initial condition
z0 = ∈Rk . The solution {yn} is then said to be stable if, whenever ¿ 0 is given, there exists
 ¿ 0 for which ‖yn − zn‖¡ whenever ‖− ‖¡.
For homogeneous linear equations, it is quite easy to show that every solution of (2) is stable if
and only if every solution is bounded and this motivates some authors to make their initial de2nition
J.T. Edwards, N.J. Ford / Journal of Computational and Applied Mathematics 140 (2002) 275–289 277
of stability in terms of boundedness (see below). It is important to remember that this equivalence
of boundedness and stability (in the sense of De2nition 2.1) does not persist for nonlinear problems
(or even for nonhomogeneous linear problems).
Lakshmikantham and Trigiante [15] give the following de2nition of stability for the linear di'er-
ence equation of the form:
yn+1 =A(n)yn + g(n): (4)
Denition 2.2. The solution {yn} of (4) is stable (some authors say globally stable) if and only if
‖yn − zn‖ is bounded for any other solution zn of (4).
It is routine to prove the following:
Proposition 2.1. Every solution {yn} of a linear equation of the form (4) is stable in the sense of
De7nition 2:2 if and only if it is stable in the sense of De7nition 2:1.
Remark 2.1. (1) It follows that, for a linear equation, stability is a global property and stability of
a solution implies that all solutions are either bounded or unbounded.
(2) For nonlinear equations it is easy to construct examples where the properties of boundedness
of all solutions and stability of a solution do not coincide.
Example 2.1. The simple 2rst order linear equation
yn+1 =yn + 1 (5)
is an example of a di'erence equation where every solution is stable but unbounded.
Example 2.2. Consider the order 1 di'erence equation
yn+1 =y1=3n : (6)
Here, for all nonzero initial values y0 the solution {yn} satis2es |yn| → 1 whereas the solution
yn=0 is unstable.
We now de2ne two further types of stability: asymptotic stability and exponential stability.
Denition 2.3 (Asymptotic stability). Consider the di'erence scheme (2) and let {yn} be the so-
lution with respect to initial condition y0 =  and {zn} be the solution with respect to the initial
condition z0 = . The solution {yn} is then said to be asymptotically stable if there exists ¿ 0 for
which ‖yn − zn‖ → 0 whenever ‖− ‖¡.
Denition 2.4 (Exponential stability). Consider the di'erence scheme (2) and let {yn} be the so-
lution with respect to initial condition y0 =  and {zn} be the solution with respect to the initial
condition z0 = . The solution {yn} is then said to be exponentially stable if there exist constants
a; ¿ 0; ∈ (0; 1) for which ‖yn − zn‖¡a‖− ‖n whenever ‖− ‖¡.
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For linear autonomous equations, it is straightforward to prove:
Proposition 2.2. Any solution {yn} of the linear autonomous equation
yn+1 =Ayn + b (7)
is exponentially stable if and only if it is asymptotically stable.
Note 1. In the de7nitions here; we have been careful to refer to stability concepts as they apply to
a particular solution {yn} (of (2) for example) corresponding to a speci7c initial value. Frequently
one may consider the stability of the zero solution of (2) (assuming f(n; 0)=0; a condition not
satis7ed by (5)). Some authors refer to the stability of an equation; and by this they mean the
stability (in the sense of our de7nitions) of all solutions. In many equations (see the examples in
this paper) di<erent solutions exhibit quite di<erent stability properties.
3. Some insights from the numerical solution of di$erential equations
The classical stability analysis for simple numerical methods considers the homogeneous linear
di'erential test equation
y′(t)= y(t); y(0)=y0: (8)
One can easily show that all the solutions to (8) are stable with respect to small perturbations in
the initial condition y0 if Re 6 0 and asymptotically stable if Re ¡ 0. Indeed, if Re 6 0 then
all the solutions to (8) are bounded.
One then considers conditions on numerical methods that ensure that the stability behaviour is
reproduced in the numerical scheme (see, for example [2,12,13,16]). One 2nds, for example, that
the solution to the approximate problem is stable for Re 6 0 only for a restricted range of h
(explicit Euler rule) or for all h¿ 0 (Trapezium rule or implicit Euler rule). On the other hand, for
Re ¿ 0 the solution is (correctly) unstable for all h¿ 0 when the explicit Euler rule is used but
(surprisingly) stable for large h¿ 0 when the implicit rule is used.
Here, we see a situation where additional constraints on the method (on the value of h) may
need to be imposed (dependent on the value of ) to ensure that the true qualitative behaviour is
reproduced faithfully. Stable methods (those for which stability is preserved for every value h¿ 0)
are highly regarded [12,16].
One can explore, in a similar way, constraints that need to be imposed on the method in order that
other qualitative properties of the true solution be preserved in the numerical scheme. For example
in our recent paper [7] we consider in detail changes in the dynamical behaviour of solutions to a
di'erence system for varying parameter values.
When Eq. (8) is approximated using a simple numerical scheme, one obtains a linear constant co-
eJcient di'erence equation of 2xed 2nite order r. The equation can be expressed in the matrix-vector
form
yn=Ayn−1: (9)
Here, the vector yn=(xn; xn−1; : : : ; xn−(r−1))T and the matrix A (the companion matrix) contains the
di'erence equation in the 2rst row and shift operators in rows 2; : : : ; r. The dynamical behaviour of
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solutions to (9) is determined by the eigenvalues of A. The situation is simplest when the eigenvalues,
i of A are distinct: all solutions are asymptotically stable when Max|i|¡ 1, stable when Max|i|=1
and unstable when Max|i|¿ 1. In cases where a repeated eigenvalue of magnitude 1 is the largest
eigenvalue, and the corresponding Jordan block is not diagonal, all solutions are unstable.
When one writes down an expression for the solution of (9), the close relationship between
boundedness of all solutions and stability is clearly to be seen. We make the following remarks:
(1) If all |i|¡ 1 then all solutions are bounded and asymptotically stable.
(2) If all |i|6 1 and only simple roots (of multiplicity one) satisfy |i|=1 then all solutions are
bounded and stable.
(3) If all i are simple and there are k(¡r) such roots satisfying |i|6 1, then there is a k-dimensional
set of initial values leading to bounded solutions, all of which are unstable. In fact, unless exact
arithmetic is used, even the initial conditions that would be expected to yield bounded solutions
may yield unbounded solutions because of the errors introduced by the inexact arithmetic.
In other words stability corresponds to boundedness of all the solutions and instability arises as soon
as any unbounded solution exists. It is also worth remarking that even in the case where all the i
satisfy |i|¿ 1, there still exists a (unique) bounded solution y=0 corresponding to a zero initial
value.
Some authors have focused on the question of whether unbounded solutions to a di'erence scheme
exist (see, for example [8,22]). For homogeneous linear problems this analysis relates directly to the
question of stability, but the link for nonlinear problems is less clear.
The conventional approach to the stability analysis of di'erence equations of the type we discuss
is to begin with a detailed analysis of autonomous linear equations of the form
yn+1 =Ayn + b: (10)
One can then extend the analysis to cover nonautonomous linear equations of the form
yn+1 =A(n)yn + b(n): (11)
To investigate the stability and boundedness of solutions to nonlinear equations, the usual approach
is to concentrate on equations that are related in some way to the linear equations whose behaviour
is known to be covered by the existing theory. Thus, results are presented that consider equations
of the form
yn+1 =Ayn + f(yn) (12)
or
yn+1 =A(n)yn + f(n; yn); (13)
where the perturbation f is assumed to be small in some sense that is made precise in statements of
the various theorems (see, for example [8,5,22]). The established theory treats wide classes of almost
linear problems. One may also be tempted to apply a linearisation method to yield corresponding
insight into numerical solutions to nonlinear di'erential equations of the form
y′(t)=f(t; y(t)): (14)
This is the basic idea behind the use of linear test equations to analyse the stability of numeri-
cal methods. Lambert [16] draws attention to the danger of making errors through this approach.
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Direct nonlinear analysis of stability is generally to be preferred to a (possibly risky) application
of a linearisation method. Mazzia and Trigiante [20] draw attention to the fact that linearisation is
performed close to an equilibrium solution and that therefore a linearisation method is ine'ective
in analysing behaviour of numerical approximations of (for example) chaotic solutions. In fact, so
many authors use a linearisation method to analyse stability that it is not always made clear exactly
what assumptions are being made about the problem under analysis.
In this paper, we have tried to avoid making any assumptions about the form of the di'erence
equation under analysis. In particular, we have avoided results that can be obtained through consid-
ering small perturbations of linear problems. Instead, we have tried to present results in as general a
form as possible and then to relate the results we have obtained to those that are already established.
It is our aim to provide theoretical results that are more easily remembered and more readily applied
in a wider range of problems than previously.
Remark 3.1. An alternative approach to direct nonlinear stability analysis is the use of Lyapunov’s
direct method. Lyapunov analysis will not be considered explicitly in the current work although a
suitable Lyapunov function could be de2ned in terms of the vector norm.
4. A unied stability theory
In this section, we provide a uni2ed theory for the analysis of stability and boundedness of
solutions of autonomous and nonautonomous di'erence equations, both linear and nonlinear. As we
remarked in the previous section, it is usual for the theoretical results to be presented separately for
these di'erent classes of problem but it is our aim to provide a sequence of theoretical results that
are useful in providing insight across all these problem classes. It would appear attractive to present
a single theorem that encapsulates all our results and this is indeed possible (see Theorem 4.4) but
we consider it bene2cial to present several theorems. We provide results that are transparent at the
cost of poorer generality and more general results that su'er from somewhat poorer transparency.
Our tool in the analysis is the Lipschitz condition, familiar from several other areas of mathematics.
In this situation (as elsewhere) the use of the Lipschitz condition enables us to develop a direct
theory that applies both to linear and nonlinear problems.
The concept of Lipschitz Stability for di'erential equations was introduced in [3,4]. Its application
to di'erence equations is mentioned, for example, in [21]. The book by Agarwal [1] published in
1992 provides an excellent survey of the state of the art at that time and focuses on other approaches
to stability analysis. Many recent papers continue to concentrate on linear (or linearised) stability
theory. We refer the interested reader to the works [6,18,19] for further reading, however we have
not found elsewhere the uni2ed approach that we introduce here.
We recall the de2nition:
Denition 4.1 (Uniform Lipschitz condition). Let f(x; y) be a function de2ned for x∈X; y∈Y where
X is some arbitrary set and Y is a normed space, then f satis2es a uniform Lipschitz condition on
X × Y with respect to its second argument if there exists a constant L such that
‖f(x; y)− f(x; z)‖6L‖y − z‖ (15)
for every x∈X and for all choices of y; z ∈Y .
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Remark 4.1. (1) Note that this property could be true in some particular norm but not in another.
(2) In the analysis of di'erential equations of the form (14), one often encounters the weaker
one-sided Lipschitz condition
1
2
d
dt
‖y − z‖2 = 〈f(x; y)− f(x; z); y − z〉6 c‖y − z‖2;
which provides a bound on the derivative of ‖y − z‖2 in terms of ‖y − z‖2: There seems to be no
useful corresponding weaker Lipschitz condition for the di'erence equation. The corresponding idea
would be to seek a bound on
‖yn+1 − zn+1‖2 − ‖yn − zn‖2
in terms of ‖yn − zn‖2 which is equivalent to requiring a Lipschitz condition.
For our purposes here, it will often be suJcient to consider a local Lipschitz condition de2ned
as follows:
Denition 4.2 (Local Lipschitz condition). Let f(x; y) be a function de2ned for x∈X; y∈Y , then
f satis2es a local Lipschitz condition with respect to its second argument in a neighbourhood D of
some point w if there exists a constant LD such that
‖f(x; y)− f(x; z)‖6LD‖y − z‖ (16)
for every x∈X and for all choices of y; z ∈D.
We consider now the general di'erence equation of the form
yn+1 =f(n; yn): (17)
Here, the sequence {yn} may consist of k-vectors and the function f may be quite general. When
the function f varies according to the value of its 2rst argument, Eq. (17) is called a nonautonomous
equation, otherwise it is autonomous. It is usual for authors to consider the cases of autonomous
and nonautonomous equations separately and we will adopt this approach at 2rst to provide greater
transparency in the discussion. It is also usual for authors to consider 2rst the case where the function
f is linear in its second argument. However, here we provide a uni2ed analysis.
Eq. (17) is usually regarded as an initial value problem and the sequence {yn} generated is easily
shown to be unique given a starting value y0. We can write the solution map  (n; y0) to represent
the propagation of the sequence {yn} from the initial vector y0 in the following form:
yn= (n; y0): (18)
We are now in a position to give theorems on the stability and boundedness of solutions of di'erence
equations.
Remark 4.2. The approach we describe, based on the use of the solution map, is analogous to the
methods described, for example, in [24] based on the use of dynamical systems theory. However,
for nonautonomous problems, the problem does not de2ne a dynamical system as de2ned there (it
is described as a discrete process in [17]) and our discussion is more general.
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4.1. Simple theorems based on uniform Lipschitz conditions
We begin with a simple theorem that indicates the type of result that is possible for autonomous
problems.
Theorem 4.1 (Basic Theorem). Let the sequence {yn} satisfy an autonomous di<erence equation
of the form
yn+1 =f(yn); (19)
where the function f satis7es a uniform Lipschitz condition with Lipschitz constant L¡ 1 then
every solution to (19) is asymptotically stable. If; instead; f satis7es a uniform Lipschitz condition
with Lipschitz constant L=1 then every solution to (19) is stable. Further; either all solutions are
bounded or all solutions are unbounded.
The proof of this result is straightforward and it provides a very simple criterion for boundedness
and asymptotic stability of solutions to equations of the type (19). It can be strengthened to include a
much wider range of nonlinear problems by allowing a local, rather than global, Lipschitz condition
(see the next subsection).
We can give a corresponding simple result for nonautonomous problems:
Theorem 4.2 (Basic theorem for nonautonomous problems). Let the sequence {yn} satisfy a di<er-
ence equation of the form
yn+1 =f(n; yn); (20)
where the function f satis7es; for each value n; a uniform Lipschitz condition with respect to its
second argument; with Lipschitz constant Ln6M ¡ 1 then every solution to (20) is asymptotically
stable. Further all solutions are bounded or all are unbounded.
Remark 4.3. (1) In fact the condition Ln6M ¡ 1 can be relaxed somewhat. The conclusions of
Theorem 4.2 hold whenever
∏k
i=0 Ln → 0 as k →∞.
(2) As in the previous theorem, if the Lipschitz constants satisfy Ln6 1 (or the weaker condition∏k
i=0 Ln bounded as k → ∞) then the conclusion is that every solution is bounded and stable
rather than asymptotically stable.
(3) The strength of these theorems lies in the fact that the conditions are very easy to check and
that the theorems give results both for linear and for nonlinear equations.
(4) These theorems provide suJcient (but not necessary) conditions for stability.
(5) In the next subsections, we present a more general theory:
(a) We consider (in Section 4.2) the situation where the Lipschitz conditions hold locally rather
than globally (particularly important for nonlinear problems).
(b) We show (in Section 4.3) that the conditions L¡ 1 (respectively Ln¡ 1) can be relaxed
somewhat.
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Example 4.1. Consider the nonlinear di'erence equation of the form
xn+1 = (n; xn) + (n; xn+1); (21)
where (n; y); (n; y) satisfy Lipschitz conditions with Lipschitz constants Ln; L

n respectively, where
Ln + L

n ¡ 1. Then every solution of (21) is asymptotically stable.
4.2. Theorems based on local Lipschitz conditions
In essence, the results of the previous subsection are based on the fact that the existence of a global
Lipschitz constant L¡ 1 implies that the di'erence equations give iterative schemes yn+1 =f(yn)
that are global contraction mappings. As is well known, such schemes always have a unique 2xed
point (see, for example [23]) that is the unique limit of the sequence {yn} (independent of the initial
value y0). In practice we may meet di'erence equation schemes with more than one equilibrium
solution and therefore it is appropriate to consider the behaviour of solutions in a neighbourhood of
some equilibrium. Depending on the initial value y0, the long-term behaviour of the solution will
vary. In this case, it is not possible for the di'erence equation to satisfy a global Lipschitz condition
with L¡ 1 but we can give (instead) suJcient conditions for asymptotic stability of the equilibrium
solution in terms of a local Lipschitz condition.
Theorem 4.3 (Local Lipschitz uniqueness and stability theorem). Let the sequence {yn} satisfy a
di<erence equation of the form
yn+1 =f(n; yn) (22)
and let the value d be an equilibrium solution of (22). (In other words; we assume f(n; d)=d for
all n∈N:) Assume that for some sphere D with d as its centre; the function f satis7es; for each
value n; a local Lipschitz condition with respect to its second argument; with Lipschitz constant
LDn 6M ¡ 1 then the equilibrium solution yn=d to (22) is asymptotically stable.
Remark 4.4. (1) Note that the conclusions to Theorem 4.3 do not include any assertion about
boundedness or unboundedness of the solutions. It is important to realise that for nonlinear equations
(where Lipschitz conditions may be local rather than global) the properties of boundedness and
stability are really quite di'erent. We draw attention to examples
(a) of equations all of whose solutions are bounded and whose equilibrium solutions may be unstable
(see Example 2.2)
(b) of equations whose equilibrium solutions are stable but which have unbounded solutions (see
Example 6.1).
These situations cannot arise for linear equations.
(2) With care, one can relax the condition LDn 6M ¡ 1 and consider, instead, a condition of the
form
∏k
i=0 L
D
n → 0 as in the previous result.
4.3. A more general theorem
The previous two subsections gave theorems that are useful because they cover both linear and
nonlinear problems and are very easy to apply. They give suJcient conditions for the stability
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of equilibrium solutions (for example) but the conditions they give are not necessary. Indeed one
can give (see Example 4.2 below) some quite elementary di'erence equations whose solutions are
all bounded and asymptotically stable but which do not satisfy the conditions we have given in
Theorems 4.1–4.3.
Example 4.2. The di'erence equations
yn+1 =f(n)yn; f(n)= 2 when n is even; f(n)= 14 when n is odd (23)
has solutions all of which tend to zero as n→∞. However, when n is even, any Lipschitz constant
for f satis2es Ln¿ 2.
To give a theorem that is more generally applicable we consider Lipschitz conditions imposed not
on the function f in the di'erence equation (at each step) but instead on the solution map  that
we introduced in (18). We can give the following theorem:
Theorem 4.4. Consider the equation
yn+1 =f(n; yn) (24)
with solution map operator
yn= (n; y0): (25)
(1) Assume that; for each n;  (n; y0) satis7es a uniform Lipschitz condition (with Lipschitz constant
Ln) with respect to its second argument and the values Ln6M ¡∞. Then every solution of
(24) is stable (but need not be bounded). If; further; Ln → 0 as n → ∞ then there exists a
unique equilibrium solution to (24) and it is asymptotically stable. If; additionally; for every
n∈N; Ln ¡#n for some |#|¡ 1 then the unique equilibrium solution is exponentially stable.
(2) Let D be a sphere around an equilibrium point d of (24). Assume further that; for each
n;  (n; y0) satis7es a local Lipschitz condition (with Lipschitz constant LDn ) with respect to
its second argument and the values Ln6M ¡∞. Then the equilibrium solution of (24) is
stable. If; further; Ln → 0 as n → ∞ then the equilibrium solution to (24) is asymptotically
stable. If; additionally; for every n∈N; Ln ¡#n for some |#|¡ 1 then the equilibrium solution
is exponentially stable.
Proof. The proof of the 2rst part of the theorem proceeds as follows. Let yn and zn be solutions of
(24) with initial conditions y0 and z0, respectively. Let ¿ 0 be given. Set = =M . Then provided
‖y0 − z0‖¡ it follows, by the fact that Ln6M , that
‖yn − zn‖= ‖ (n; y0)−  (n; z0)‖¡Ln‖y0 − z0‖6M‖y0 − z0‖= : (26)
So every solution is stable.
Now assume Ln → 0 as n→∞. Let ¿ 0 be given, and 2x initial values y0; z0. Put = ‖y0−z0‖
and choose N to satisfy Ln¡ = for all n¿N . It follows that, for n¿N; ‖yn− zn‖¡. But  was
arbitrary so ‖yn − zn‖ → 0 as n →∞. It is easy to see that y= lim(yn) is an equilibrium solution
and it is unique.
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The 2nal conclusion of the 2rst part of the theorem follows by substituting the expression for Ln
into Eq. (26).
The second part of the theorem follows in exactly the same way as the 2rst part, but using local
Lipschitz conditions on D in place of global conditions.
Remark 4.5. Note that Theorem 4.4 gives suJcient conditions for stability (respectively asymptotic
stability, exponential stability) of (24). The question then arises as to whether the conditions are
also necessary. We make the following observations:
(1) For linear equations, the existence of a sequence of Lipschitz constants Ln with a 2nite bound
M is necessary for stability and the existence of a sequence Ln satisfying the additional condition
Ln → 0 as n→∞ is necessary for asymptotic stability.
(2) For nonlinear equations the situation is not so clear. For example, we could de2ne a sequence
of functions  (n; y) in the following way.
 (n; 0)=0; (27)
 (n; y)= 1; 0¡ ‖y‖¡ 1
n
; (28)
 (n; y)= 0; ‖y‖¿ 1
n
: (29)
Using this de2nition of  , the solution yn=0 is asymptotically stable (but not uniformly so) and no
bounded set of Lipschitz constants exists for  (n; y) in a neighbourhood of y=0. However, if one
makes additional assumptions on the behaviour of  (n; y) it is possible to give necessary conditions
for (asymptotic) stability. For example, if we assume that for each n;  (n; y)=y is continuous in a
neighbourhood of y=0, or that  (n; y) has bounded derivative in a neighbourhood of y=0 such a
result is possible.
5. Relationship to existing theory
As we remarked previously, the conventional approach to the stability analysis of di'erence equa-
tions begins with consideration of the autonomous linear problem. The fundamental theorem is as
follows (see [15] Theorems 4:3:1 and 4:3:2)
Theorem 5.1. For the equation
yn+1 =Ayn: (30)
(1) The zero solution is asymptotically stable if and only if the eigenvalues of the matrix A are
all inside the unit disk.
(2) The zero solution is stable if and only if the eigenvalues of the matrix A have modulus less
than one and those of modulus one are semi-simple (that is; the corresponding Jordan block
is diagonal).
In our treatment, we do not deal directly with the eigenvalues of the matrix A but instead we
consider a Lipschitz condition that arises for the matrix A or for the solution operator  that it
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induces. In this (linear) equation, any such Lipschitz condition will apply globally and will therefore
imply both boundedness of all solutions as well as (asymptotic) stability. We remark that the matrix
2-norm provides a suitable Lipschitz constant for use in Theorem 4.1 or Theorem 4.4 and that the
2-norm of a matrix (it largest singular value) is bounded below by the largest eigenvalue. It is easy
to show that some matrices A do not satisfy the conditions of Theorem 4.1 even though they do
satisfy Theorem 5.1. However it is simple to show that in case 1 of Theorem 5.1  (n; y)=Any
satis2es a Lipschitz condition with Ln → 0 and in case 2 of Theorem 5.1  (n; y)=Any satis2es a
Lipschitz condition with Ln6M ¡∞. It follows that Theorem 4.4 gives the same conditions for
stability and boundedness of solutions to (30) as given in Theorem 5.1.
The nonautonomous linear equation
yn+1 =A(n)yn (31)
has presented some diJculties in the past for the conventional analysis. It turns out that the natural
condition on the eigenvalues of each A(n) (that each A(n) has eigenvalues within the unit disk) is
not suJcient to guarantee stability of solutions to (31). For example the authors of [15] give the
example where
A(n)=
1
8
(
0 9 + (−1)n7
9− (−1)n7 0
)
; (32)
which have eigenvalues ±2−1=2 but for which all solutions (apart from the zero solution) are un-
bounded as n→∞. Theorem 4.4 gives a direct way of checking, because the largest singular value
of each matrix A(n) is 4 and the Lipschitz constant for each  (n; y) is 4n →∞. It follows that, in
this case, (31) does not satisfy the conditions of Theorem 4.4. We note that the recent works [10,11]
develop methods for analysing asymptotic properties of in2nite products of a family of matrices.
The next most favoured approach in the conventional analysis seems to be to consider Stability
by the 7rst approximation. In other words, the equation
yn+1 =A(n)yn + f(n; yn) (33)
is considered. The usual idea is to impose conditions which make the linear equation
yn+1 =A(n)yn; (34)
well-behaved and then impose conditions on the function f that ensure that the perturbation intro-
duced is small. Typically, this smallness is described in terms of a bound on ‖f(n; yn)‖. It is then
quite simple to prove results of this type through an appeal to Theorem 4.4. The approach is as
follows:
Write the solution map  (n; y) in the form
 (n; y0)=
n∏
k=1
A(k)y0 +
n∑
j=1
n∏
k=j
A(k)fj; (35)
where the fj are values of the function f(j; yj).
By the hypotheses on the linear equation, we deduce properties of the Lipschitz constants for the
products
∏n
k=j A(k). We combine this with knowledge of the behaviour of {fj} to prove that the
required properties on  (n; y0) hold.
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Remark 5.1. (1) Theorems 4:7:1–4:7:3 from [15] can all be proved in this way.
(2) Elsewhere in the literature one can 2nd stability theorems for equations of the form
yn+1 =yng(n; yn): (36)
The stability of many such equations can be analysed by appealing to Theorem 4.4.
(3) The principal Theorem (Theorem 1) of the recent paper [14] may be deduced from
Theorem 4.4.
6. Some examples
In this section, we consider some simple examples that illustrate di'erent types of qualitative
behaviour of solutions to simple nonlinear di'erence equations.
Example 6.1. Consider the 2rst order equation:
yn+1 =y2n: (37)
It is a simple matter to see that 0 and 1 are both steady state equilibrium solutions of (37). In
a neighbourhood (a disk of radius 12) of the equilibrium point 0 the Lipschitz constant is less than
unity in magnitude. By Theorem 4.4 it follows that yn=0 is an asymptotically stable solution. Close
to the equilibrium point 1 the Lipschitz constant is always larger than unity and one can infer that
this equilibrium value is unstable. Indeed, for initial values y0¿ 1 Eq. (37) has unbounded solutions.
Example 6.2. As another very simple 2rst order example we consider the equation
yn+1 =y1=3n : (38)
Here, we adopt the convention that the real cube root is always chosen. There are equilibrium values
of −1; 0 and 1. There is no 2nite Lipschitz constant available in a region of the origin. However
there are Lipschitz constants of magnitude less than unity in a small neighbourhood of each of the
solutions yn=± 1. It follows that the solutions yn=1 and yn=− 1 are each asymptotically stable.
The solution yn=0 is unstable. In fact, one can see quite easily that any nonconstant solution to
(38) with initial value |y0|¿
√
1
27 is asymptotically stable and has limiting value yn → sign(y0).
For this equation, all the solutions are bounded and there exist both stable and unstable equilibria.
Finally, we turn to two examples that illustrate how our ideas may be applied to numerical methods
for di'erential equations.
Example 6.3. For the ordinary di'erential equation
y′(t)=− y2‘+1(t); y(0)= a; ‘∈N (39)
it is easy to show that y(t)= 0 is an asymptotically stable equilibrium solution. When the simplest
possible numerical method (the explicit Euler rule) is applied to (39) we obtain the di'erence scheme
yn+1 =yn − hy2‘+1n : (40)
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One can calculate a Lipschitz constant for the solution map of Eq. (40) which is bounded if 06 (2‘+
1)hy2‘0 6 2 and tends to zero if 0¡ (2‘+1)hy
2‘
0 ¡ 2. Thus, for 2xed y0 and suJciently small h¿ 0
the zero solution to the discrete scheme is asymptotically stable.
Example 6.4. For the ordinary di'erential equation
y′(t)=− y2‘(t); y(0)= a; ‘∈N (41)
it is easy to show that y(t)= 0 is an unstable equilibrium solution (for y(0)¡ 0; y(t) 9 0). The
explicit Euler rule applied to (41) we obtain the di'erence scheme
yn+1 =yn − hy2‘n : (42)
One can calculate a Lipschitz constant for the solution map of Eq. (42) which is bounded if
06 (2‘)hy2‘−10 6 2 and tends to zero if 0¡ (2‘ + 1)hy
2‘
0 ¡ 2. Thus, for 2xed y0¿ 0 and suf-
2ciently small h¿ 0 the solution tends to zero, but by choosing y0¡ 0 we can see that no bounded
Lipschitz constant exists for the solution map and the zero solution to (42) is not asymptotically
stable, regardless of the value of h¿ 0 chosen.
7. Further work
The approach we describe here will be extended in our paper [9] to the treatment of di'erence
equations of Volterra type.
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