It is proved that the reduced group C * -algebra C * red (G) has stable rank one (i.e. its group of invertible elements is a dense subset) if G is a discrete group arising as a free product G 1 * G 2 where |G 1 | ≥ 2 and |G 2 | ≥ 3. This follows from a more general result where it is proved that if (A, τ ) is the reduced free product of a family (A i , τ i ), i ∈ I, of unital C * -algebras A i with normalized faithful traces τ i , and if the family satisfies the Avitzour condition (i.e. the traces, τ i , are not too lumpy in a specific sense), then A has stable rank one.
Introduction
It is an open problem if every finite, simple C * -algebra has stable rank one. Recall that a unital C * -algebra A is said to have stable rank one if the group of invertible elements in A is a norm dense subset of A. The notion of stable rank was introduced by M. Rieffel in [11] with the purpose of establishing what one might call non-stable K-theory results for certain concrete C * -algebras, most notably the irrational rotation C * -algebras. On a more speculative note, stable rank (which associates a number in {1, 2, 3, . . . } ∪ {∞} to every C * -algebra) should measure the (non-commutative) dimension of the C * -algebra, with stable rank equal to one corresponding to dimension 0 or 1. (It has later turned out that different definitions of dimensions, that agree in the "commutative" case, generalize to dimension concepts for C * -algebras which do not agree.) a fir, and because CZ is a principal ideal domain, thus a fir. It also follows (see [10] ) that U(C algebras satisfying the Avitzour conditions has stable rank one, and in Section 3 we prove this theorem. In Section 4 we derive some conditions under which the Avitzour condition is satisfied (see Proposition 4.1). In particular, the Avitzour condition is satisfied if A 1 and A 2 both contain unital abelian subalgebras which are non-atomic with respect to the traces τ 1 and τ 2 . Section 5 contains a brief discussion of the structure of more general reduced free products.
1 The proof of a special case Theorem 1.1 The reduced group C * -algebra C * red (F 2 ) has stable rank one.
Proof: Write F 2 = a, b , i.e. F 2 is freely generated by a and b, and write A = C * red (F 2 ). Thus A is generated by the set of left translators, {λ g | g ∈ F 2 }. Let τ denote the canonical, faithful, tracial state on A. We then have the inner product w, z = τ (z * w) and we denote z 2 = z, z 1/2 . Note that (λ g ) g∈F 2 is an orthonormal basis for (the closure of) A with respect to this inner product. Suppose for contradiction that A has stable rank strictly greater that 1. Then by Theorem 2.6 of [14] , there must be x ∈ A such that x = 1 and the distance in norm from x to the invertibles of A, (denoted GL(A)), is 1. But then x 2 < 1 because x 2 = 1 would imply that x be unitary. Hence we can find a finite linear combination of left translators, y = n j=1 α j λ g j , such that y 2 is strictly less than the distance from y to GL(A). In [8] it was shown that for finite linear combinations of left translators from F 2 , the operator norm can be bounded in terms of the two-norm. Indeed from Lemma 1.5 of that paper it follows that if z = p j=1 β j λ h j and if N is the maximum of the lengths of the words h j , (as reduced words in a, b and their inverses), then
Now we can apply the estimates from (1.1) to obtain an upper bound on the spectral radius of uyv, namely, letting N be the maximum of the lengths of the words ab
we have
But the distance from uyv to GL(A) is clearly no greater than the spectral radius of uyv and the distance from y to GL(A) is equal to the distance from uyv to GL(A), so the inequality r(uyv) ≤ y 2 gives a contradiction to the choice of y.
2 Preliminaries for the general case
Standard orthonormal basis
Let A be a unital C * -algebra with a faithful normalized trace τ . Consider the corresponding Euclidean structure:
A subset X of A will be called a standard orthonormal basis for A if X is an orthonormal set with respect to this Euclidean structure, if the linear span of X is a dense * -subalgebra of A (with respect to the C * -norm), and if 1 ∈ X. The set difference X\{1} will often be denoted by X • .
Lemma Assume A is a separable C * -algebra and that F ⊆ A is a finite orthonormal set containing 1. Then there exists a (countable) standard orthonormal basis for A which contains F .
Proof: Choose a dense subset {a 1 , a 2 , a 3 , . . .
for all n ≥ 1, as follows. Suppose X n−1 has been constructed. Let V n be the finite dimensional subspace of A spanned by a n , X n−1 , X n−1 · X n−1 and the adjoints of those elements. Then choose X n to be an orthonormal basis for V n that extends X n−1 .
It is now easily verified that X = ∞ n=0 X n is a standard orthonormal basis for A.
Reduced free products
Let (A i , τ i ), i ∈ I, be a family of unital C * -algebras A i with faithful normalized traces τ i .
To each such family one can associate the reduced free product C * -algebra
where A is a unital C * -algebra and τ is a normalized faithful trace on A ( [15] , see also [16] ). By construction, A i is a sub-C * -algebra of A, and τ extends τ i for each i ∈ I. Elements in A of the form w = a 1 a 2 a 3 · · · a n , where a j ∈ A i(j) , τ (a j ) = 0, and i(1) = i(2), i(2) = i(3), . . . , i(n − 1) = i(n), are said to be reduced words of (block-) length n, and a 1 , a 2 , . . . , a n are said to be the letters of the word w. (It turns out that the block length is well defined.) The unit 1 in A is said to be a reduced word of length 0. For each reduced word w of length n ≥ 1 we have τ (w) = 0. The linear span of all reduced words in A is a norm dense * -subalgebra of A.
Suppose now that X i is a standard orthonormal basis for A i . For each n ≥ 1, let Y n be the set of all reduced words x 1 x 2 x 3 · · · x n where x j ∈ X • i(j) , and i(1) = i(2), i(2) = i(3), . . . , i(n − 1) = i(n). Set Y 0 = {1} and set * i∈I
¿From the construction of the reduced free products (see [15] ) it is easily seen that * i∈I X i is an orthonormal set (with respect to the Euclidean structure on A arising from τ ). The linear span of * i∈I X i is a * -algebra (because each spanX i is a * -algebra). The closure of the linear span of * i∈I X i contains all reduced words in A, and is therefore equal to A. This shows that * i∈I X i is a standard orthonormal basis for A.
The main result
As in Section 2, let (A i , τ i ), i ∈ I, be a family of unital C * -algebras A i with faithful normalized traces τ i , and with standard orthonormal bases
be the reduced free product C * -algebra, and let Y = * i∈I X i be the standard orthonormal basis for A defined in 2.2. Let E n : spanY → spanY n be the orthogonal projection.
We shall in the first lemma of this section describe the element E n (vw), where v ∈ Y k and w ∈ Y l for some k, l and n. As in Section 2 we shall equip A with the Euclidean structure
Lemma 3.1 Let v ∈ Y k , let w ∈ Y l and let n ≥ 0 be given.
(i) Assume |k − l| < n ≤ k + l. Let q be the integer satisfying k + l − n = 2q or k + l − n = 2q + 1 (which entails that 0 ≤ q < min{k, l}). Write
It follows that
(Observe that xy, u = 0 for at most finitely many u ∈ X
• i because xy ∈ spanX i .)
(ii) Assume n = |k − l|. Put q = min{k, l}, so that k + l − n = 2q, and write
It follows that v 1 = 1 or w 1 = 1, and
Proof: We prove (i), (ii) and (iii) simultaneously by induction on min{k, l}. If min{k, l} = 0, then v = 1 or w = 1, and either n = |k − l| and q = 0, or n < |k − l|, or n > k + l. The claims are trivial in all six cases. Consider now the case where min{k, l} ≥ 1.
then vw is reduced, and so
This formula agrees with (iii). If n = k + l, then q = 0 in (i) and (ii), which entails v 2 = w 2 = 1 and thereby v 2 w 2 , 1 = 1. If |k − l| ≤ n < k + l, then q ≥ 1 in (i) and (ii), and v 2 w 2 is a reduced word (because s = t). Hence v 2 w 2 , 1 = 0. In either event, the expression for E n (vw) displayed above agrees with the formulae in (i) and (ii).
Suppose now that s = t. Then
Hence E n (vw) is as claimed in the lemma when n ≥ k + l − 1. Consider now the case where |k − l| ≤ n < k + l − 1. Then q ≥ 1, and in the notation of (i) and (ii) we can write
and
is by the induction hypothesis given by the formulae in (i) and (ii). Since Since the support of a is finite, it follows that each F i (a) is finite and that F i (a) = ∅ only for finitely many i ∈ I.
Set
Lemma 3.3 Let a ∈ spanY k , let b ∈ spanY l , and let n ≥ 0 be given
Proof: It is an immediate consequence of Lemma 3.1 (iii) that E n (ab) = 0 when n < |k −l| and when n > k + l. Assume therefore that |k − l| ≤ n ≤ k + l. Consider first the case where k + l − n is even. Write k + l − n = 2q, and note that 0 ≤ q ≤ min{k, l}. Write
(Only finitely many α v 1 v 2 and β w 2 w 1 are non-zero.)
now summing over all v 1 ∈ Y k−q , w 1 ∈ Y l−q and v 2 , w 2 ∈ Y q such that v 1 v 2 and w 2 w 1 are reduced. We use the Cauchy-Schwartz inequality to estimate the right-hand side:
Suppose now that k + l − n is odd, and write k + l − n = 2q + 1 for some integer q satisfying 0 ≤ q < min{k, l}. Write
For fixed v 1 , w 1 and i ∈ I, put
and since
Hence
Finally, this proves that
Proof: It suffices to show that
. Then the following estimate holds for each n ≥ 0 by Lemma 3.3:
Proof:
are three reduced words in A (of block-length r, s and t), and suppose that s < min{r, t}. Then vwz is a linear combination of reduced words of the form
and of (possibly unreduced) words of the form
where r ′ ≥ r − s and t ′ ≥ t − s (in both cases).
Proof: The proof is by induction on s. If s = 0, then w = 1 and vwz = a 1 a 2 · · · a r c t c t−1 · · · c 1 in agreement with the lemma. Let now s > 0. Then
for some i, j, k, l ∈ I. Consider the following four possibilities:
(i) i = j and k = l, (ii) i = j and k = l, (iii) i = j and k = l, and (iv) i = j and k = l.
In case (i) the word vwz is itself reduced and hence of the right form. In case (iv), if s ≥ 2, then set
If s = 1, then i = j = k = l, and we set
and if s = 1, then
The first term of each of these two expressions is reduced, and the remaining three terms of the first expression are, by the induction hypothesis, linear combinations of words of the desired form.
Cases (ii) and (iii) can be treated in a similar way.
Lemma 3.7 Assume that for some distinct pair of indices i 1 , i 2 ∈ I there exist at least one unitary element in X
and at least two unitary elements in X
. Then for each a ∈ spanY there exist unitaries u, v ∈ spanY and a constant K < ∞ such that
for all n ≥ 1.
be distinct unitary elements. Let k be the length of the longest word w ∈ Y in the support of a, so that a ∈ span( k j=0 Y j ). Choose an integer l such that l ≥ (k + 3)/2, and set
Notice that u ′ , v ∈ spanY because Y is a standard orthonormal basis.
We
combination of elements in Y starting with x and ending with z.
We must also show that u and if s is odd and r is even, then
Hence u We have established that
where w 1 , w 2 , . . . , w N are distinct elements of Y each starting with x and ending with z, and where each w j has length no greater than 2l + k. Choose an integer m such that m ≥ (2l + k + 1)/2 and consider the unitary element of Y , r = (xy)(xz) m (xy).
For each n ≥ 1 and each choice of j 1 , . . . , j n ∈ {1, . . . , N}, clearly rw j 1 rw j 2 · · · rw jn is a reduced word and an element of Y . Moreover, by the choice of r, if
Let u = ru ′ . We have shown that for each n ≥ 1,
and the words rw j 1 rw j 2 · · · rw jn are reduced and distinct elements of Y . The expression above is therefore the (unique) way to write (uav) n as a linear combination of basis elements in Y . We conclude that
for all n ≥ 1 (c.f. Definition 3.2), and so we may take K to be K(uav). Also,
Let A be a unital C * -algebra. Denote by U(A) and GL(A) the group of unitary, respectively, invertible elements of A. For each a ∈ A, let r(a) denote the spectral radius of A.
If u, v ∈ U(A), then r(uav) = r(vuavv * ) = r(vua). This shows that If GL(A) is a dense subset of A (with respect to the C * -norm), then A is said to have stable rank one, written sr(A) = 1.
Theorem 3.8 Let (A i , τ i ) be a family of unital C * -algebras A i with faithful normalized traces τ i . Assume that for some distinct pair of indices i 1 , i 2 ∈ I there exist unitary elements x ∈ A i 1 , y, z ∈ A i 2 such that
(i.e. {1, x} and {1, y, z} are orthogonal sets when A i 1 and A i 2 are equipped with the Euclidean structure arising from the traces τ i 1 and τ i 2 ).
be the reduced free product C * -algebra. Then A has stable rank one.
The condition on the family (A i , τ i ), i ∈ I, that there exist unitaries x, y and z with the properties stated in the theorem was considered by Avitzour in [2] . He proved that his condition implies that A is simple, and that A has the Dixmier property. Our proof of Theorem 3.8 does not rely on Avitzour's theorem.
The Avitzour condition will be investigated in more detail in Section 4, and we shall prove that it is implied by some rather general conditions (see Proposition 4.1).
Proof of Theorem 3.8: Each element in A can be approximated by elements belonging to * i∈I ′ B i for suitable separable sub-C * -algebras B i of A i (where B i 1 can be assumed to contain x, and B i 2 can be assumed to contain y, z). We may therefore assume that each A i is separable.
By Lemma 2.1 each A i has a standard orthonormal basis X i such that x ∈ X
• i 1 and y, z ∈ X
. Let Y denote the standard orthonormal basis * i∈I X i for A (c.f. 2.2). We will prove that
for each a ∈ spanY . For each such a there exists a k ∈ N such that
Find unitaries u, v ∈ spanY and a constant K < ∞ as in Lemma 3.7. Let l ∈ N be large enough so that
Then, for each n ≥ 1,
Lemma 3.5 and Lemma 3.7 yield Corollary 3.9 Let G be a discrete group and suppose that G is a free product G 1 * G 2 of two groups G 1 and G 2 satisfying |G 1 | ≥ 2 and |G 2 | ≥ 3. Then C * red (G) has stable rank one.
Proof: It follows from [15] that C * red (G) is isomorphic to the reduced free product
where τ 1 and τ 2 are the canonical traces. Since the group elements in G j form an orthonormal set in C * red (G j ) with the Euclidean structure arising from the trace τ j , we see that the conditions of Theorem 3.8 are satisfied.
Observe that Corollary 3.9 shows that C * red (F n ), where 2 ≤ n ≤ ∞ and where F n is the free group on n generators, and the Choi algebra C * red (Z 2 * Z 3 ) and its generalizations C * red (Z n * Z m ), where n ≥ 2 and m ≥ 3, all have stable rank one.
The Avitzour condition
Given an integer n ≥ 2. We shall derive some partial results describing those unital C * -algebras A, with a normalized trace τ , that contain unitary elements u 1 = 1, u 2 , . . . , u n so that {u 1 , u 2 , . . . , u n } is an orthonormal set with respect to τ , i.e. τ (u * j u i ) = 0 for i = j. In view of Theorem 3.8 this will be of most interest for us when n = 2 or n = 3.
We state the positive results in the proposition below. Suppose B is a unital abelian sub-C * -algebra of A and letB denote the spectrum of B (so that B is * -isomorphic to C(B)). The restriction of the trace τ to B is represented by a (regular) Borel probability measure µ onB, and this measure appears in part (i) of Proposition 4.1. When we call a sub-C * -algebra of A unital, then it is assumed to contain the unit of A. (i) Suppose A contains a unital abelian sub-C * -algebra B so that the measure µ onB representing τ |B is diffuse (i.e. has no atoms). Then A contains a unitary element u such that {u n } n∈Z is an orthonormal set in A, i.e. τ (u n ) = 0 for each n = 0.
(ii) Suppose A contains mutually orthogonal projections p 1 , p 2 , . . . , p n with sum equal to 1, and suppose that τ (p 1 ) = τ (p 2 ) = · · · = τ (p n ) = 1/n. Then there is a unitary element u ∈ A such that u n = 1 and the set {1, u, u 2 , . . . , u n−1 } is orthonormal in A,
(iii) Suppose A contains mutually orthogonal projections p 1 , p 2 , . . . , p n with sum equal to 1, and suppose that τ (p j ) ≤ 1/2 for all j. Then there is a unitary u in A with τ (u) = 0, and hence {1, u} is an orthonormal set.
(iv) If A contains a finite dimensional unital sub-C * -algebra that has no direct summand isomorphic to C, then A contains unitary elements u, v such that the set {1, u, v} is orthonormal.
Proof: Part (i) follows immediately from Lemma 4.2 below. To prove part (ii) put ω = exp(2πi/n) and set
Then u has the desired properties. Under the assumptions of (iii) we can find projections
, and that
Hence there exist λ, µ ∈ T with |τ (q 1 + λq 2 )| = τ (q 3 ) and τ (q 1 + λq 2 ) = −µτ (q 3 ). Thus u = q 1 + λq 2 + µq 3 is a unitary element in A with τ (u) = 0.
(iv) It suffices to show that there for each n ≥ 2 exist unitaries u, v ∈ M n (C) such that {1, u, v} is an orthonormal set with respect to the normalized trace on M n (C). This follows from (ii) when n ≥ 3. For n = 2 we can use
Lemma 4.2 Let X be a compact Hausdorff space, and let µ be a diffuse Borel probability measure on X. Then there exists a continuous function u : X → T such that E → µ(u −1 (E)), for E a Borel subset of T, is the Haar measure on T.
Proof: For each ε > 0 set
We begin by proving that each Y ε is an open and dense subset of C(X, R) -with the uniform topology induced by · ∞ -and consequently that Y is a dense (and hence non-empty) G δ -set.
Let ε > 0. We show that each f ∈ Y ε is an inner point in Y ε . For each t ∈ R,
and so there exists δ > 0 (depending on t) such that µ f
By compactness of f (X) there exist t 1 , t 2 , . . . , t n ∈ R and δ 1 , δ 2 , . . . , δ n > 0 such that
There exists a δ > 0 with the property that for every t ∈ f (X) the interval ]t − δ, t + δ[ is contained in ]t j − δ j , t j + δ j [ for some j (depending on t). It follows that
for every t ∈ f (X), and hence for every t ∈ R.
Let g ∈ C(X, R) and suppose that f − g ∞ < δ. Then
for every t ∈ R. Hence µ(g −1 ({t})) < ε for every t ∈ R and so g ∈ Y ε . This shows that f is an inner point of Y ε .
We prove next that Y ε ⊆ Y 2 3 ε for every ε > 0. Since C(X, R) = Y 2 , this implies that each Y ε is dense in C(X, R). Let f ∈ Y ε and let r > 0. We shall find a g ∈ Y 2 3 ε with f − g ∞ < r. Set
(If this set is empty, then f ∈ Y 2 3 ε and we may take g = f .)
Using (4.1) and that µ(f −1 ({t})) > 0 for at most countably many t ∈ R one can find
for each j = 1, 2, . . . , n, and such that the closed intervals [t 1 − δ, t 1 + δ], . . . , [t n − δ, t n + δ] are mutually disjoint.
Put
Since µ restricts to a diffuse finite Borel measure on K j there exists a Borel subset E j of
Find next continuous functions g j :
Observe that |f (x) − g j (x)| < r for all x ∈ K j because δ < r/2.
Define g : X → R to be
If t ∈ R\ n j=1 [t j − δ, t j + δ], then t / ∈ {t 1 , t 2 , . . . , t n } and so
ε.
Hence g ∈ Y 2 3 ε as desired. It has now been proved that Y is non-empty. Let f be any function in Y , and choose
Thus g is continuous, surjective and increasing (although perhaps not strictly increasing).
, and observe that h is continuous. Let s ∈ [0, 1] and set
This shows that µ(h −1 (E)) = m(E) for every Borel subset E of [0, 1], where m is the Lebesgue measure. It follows that the function
has the desired properties.
We now turn to some negative results.
Proposition 4.3 Suppose X is a compact Hausdorff space and that µ is a Borel probability measure on X such that µ({x 0 }) > 1 n for some x 0 ∈ X. Then there do not exist continuous (or measurable) functions u 1 , u 2 , . . . , u n : X → T such that {u 1 , u 2 , . . . , u n } forms an orthonormal set in the Hilbert space L 2 (X, µ).
Proof: Assume to the contrary that µ({x 0 }) = a > 1/n for some x 0 ∈ X and that {u 1 , u 2 , . . . , u n } is an orthonormal set of functions u 1 , u 2 , . . . , u n : X → T. Upon replacing each u j with u j (x 0 )u j we may assume that
which shows that
The proposition therefore follows from the linear algebra fact, proved below, that if v 1 , v 2 , . . . , v n are unit vectors in an Euclidean space, satisfying
We prove the last claim by induction on n, the ground step n = 2 being trivial. Given unit vectors v 1 , v 2 , . . . , v n satisfying v i , v j = −α when i = j, set
for j = 1, 2, . . . , n − 1. Then w j = 1 and w i , w j = −α(1 − α) −1 when i = j. Hence 
Then µ({0}) = , but, as a routine calculation will show,
In particular, there is no unitary element u of C([0, 1]) with τ (u) = 0.
There is no (obvious) analogue of Proposition 4.1 (iii) that works for n = 3 as will be shown in Proposition 4.6 below. Proof: Let α 0 be as in Lemma 4.5, and set
. Let β ∈ [β 0 , 1 3 ] and suppose, to reach a contradiction, that u, v : X → T satisfy (4.4). Upon replacing u and v with u(4)u and v(4)v we may assume that u(4) = v(4) = 1.
Set X 0 = {1, 2, 3}, let u 1 and v 1 be the restrictions of u and v to X 0 , and define an inner product on the 3-dimensional vector space of all functions from X 0 to C by
Set α = β(1 − β) −1 , and notice that α ∈ [α 0 , 1 2 ]. Moreover,
Find x, y : X 0 → C such that {1, x, y} is an orthonormal set, and
where β, γ ∈ R + are determined by α 2 − β √ 1 − α 2 = −α and α 2 + β 2 + γ 2 = 1. Since |y(j)| 2 ≤ 3 y, y = 3 for j = 1, 2, 3, we conclude that x(j).
Other structural results
We shall in this section discuss structural results of reduced free products (A, ϕ) = (A 1 , ϕ 1 ) * (A 2 , ϕ 2 ), where A 1 , A 2 are unital C * -algebras with faithful states ϕ 1 and ϕ 2 , in the cases that are not covered in Theorem 3.8. The discussion will mostly be recapitulations of already known results. As we shall see, our knowledge is somewhat fragmented, but it indicates the shape of a clear picture. Let us first consider the question as to when A is simple. Avitzour has, as mentioned earlier, proved the following: Theorem 5.1 (Avitzour [2, Proposition 3.1]) Suppose there exist unitary elements x ∈ A 1 and y, z ∈ A 2 such that x belongs to the centralizer of ϕ 1 , y belongs to the centralizer of ϕ 2 , and 0 = ϕ 1 (x) = ϕ 2 (y) = ϕ 2 (z) = ϕ 2 (z * y).
Then A is simple, and for every a ∈ A, the element ϕ(a)1 belongs to the closure of the convex hull of the set {uau * | u ∈ U(A)}.
In the negative direction we have:
Proposition 5.2 Suppose p 1 ∈ A 1 and p 2 ∈ A 2 are non-trivial central projections such that p j A j p j = Cp j , j = 1, 2, and ϕ 1 (p 1 ) + ϕ 2 (p 2 ) ≥ 1. Then A is not simple.
A C * -algebra is purely infinite if all its non-zero hereditary sub-C * -algebras contain an infinite projection. The following implications hold for all simple, unital C * -algebras:
The equivalence 2) ⇔ 3) is proved in [4] , and the reader can find a definition of a quasi-trace the same place. All other implications are trivial. It is proved in [9] that 1) ⇒ 2) whenever A is exact. There is no known example of a simple unital C * -algebra without a trace, which is not purely infinite, i.e. there are no known counterexamples to the implication 1) ⇒ 5). If 4) ⇒ 5) were known to be true, then 3) ⇒ 4) would also be true. If a C * -algebra has a stable rank one, then it must be stably finite (by [11, Theorem 3.3] and since each isometry has distance 1 to the invertible elements). Hence if our reduced free product A is exact (in addition to our assumption that either ϕ 1 or ϕ 2 is not a trace), then A does not have stable rank one. Exactness might be preserved under forming reduced free products. It is known that C * red (F n ) and C * red (Z 2 * Z 3 ) are exact. In certain concrete examples it is quite easy to see that a reduced free product C * -algebra is infinite. . Hence e is equivalent to a proper subprojection of f (cf. [1] ). At the same time, e and f are equivalent, and this shows that f is infinite.
It is in general much harder to show that a given infinite simple C * -algebra is purely infinite. Some examples of purely infinite reduced free products (of finite C * -algebras) are given in [6] .
