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Abstract 
We consider the solutions of block Toeplitz systems with Toeplitz blocks by the preconditioned conjugate gradient 
(PCG) method. Here the block Toeplitz matrices are generated bynonnegative functions f(x, y). We use band Toeplitz 
matrices as preconditioners. The generating functions 9(x, y) of the preconditioners a etrigonometric polynomials offixed 
degree and are determined byminimizing I I ( f -  g)/fllo~. We prove that he condition umber of the preconditioned 
system is O(1). An a priori bound on the number of iterations for convergence is obtained. 
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I .  In t roduct ion  
Recently, Chan and Tang [3] proposed using band Toeplitz matrices Bn as preconditioners for 
solving the Toeplitz systems Tnu = b by the PCG method. Here Tn are assumed to be generated by 
2zr-periodic ontinuous real-valued functions f defined on [-rt, re]. The generating function g of B, 
is constructed not only to match the zeros in f (if f has zeros) but also to minimize I I ( f -o)/f l  I~. 
They showed that the condition umber X(BnlT,)  of the preconditioned matrix is O(1 ). The function 
9 could be found by a version of the Remez algorithm proposed by Tang [8]. The algorithm also 
gives an a priori bound on the number of iterations for convergence. In this paper, we extend their 
results from point Toeplitz systems to block Toeplitz systems. 
We consider the solutions of block Toeplitz systems Tmnu = b by the PCG method. The block 
Toeplitz systems are assumed to be generated by a 27r-periodic (in each direction) continuous real- 
valued even function f (x ,  y)  in the following way. Let 
l i ; i ;  tj, k ( f )  = ~2 , , f (x ,y)e- i°x+kY)dxdy,  j , k  = 0,+ 1,+2 . . . . .  
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be the Fourier coefficients of f .  Since f is real-valued and even (i.e. f (x,  y)= f([x[, lyl)), we have 
tj, k = t_;,_k and t-;,k = t;,-k for all integers j, k. Let T,,,(f)  be the m x m block Toeplitz matrix with 
n x n Toeplitz blocks. The entries of Tr,,(f) are defined by the Fourier coefficients of f :  
(Tmn(f))p,q;,,t = tp-q,~-t(f), 
where (Tmn(f))p,q;s, t denotes the (s,t)th entry of the (p,q)th block of Tm,(f). The function f 
is called the generating function of Tm,(f). We will use band Toeplitz matrices B,,, (defined in 
the next section) as our preconditioners to solve the system Tm, u = b by the PCG method. The 
generating functions 9(x, y) of Bm, are trigonometric polynomials of fixed degree and are determined 
by minimizing [ l ( f -  9)/f]lo~. We then analyze the convergence rate of the PCG method from the 
viewpoint of generating functions. 
2. Convergence analysis 
In this section, we analyze the convergence rate of the PCG method in terms of the generating 
functions. We first note that if f (x ,  y) is nonnegative, then Tm,(f) is always positive definite. 
Lemma 1. Let fmin and fmax be the minimum and maximum of f in [-Tr, 7r] x [-Tr, 7r]. I f  fmin < 
fmax, then for all m, n > O, 
fmin < "~i(Tmn(f))  < fmax, i = 1,...,mn, 
where )~i(Tmn) is the ith eigenvalue of Tmn. In particular, if f >>, O, then Tm,(f) are positive definite 
for all m, n. 
The proof of the lemma can be found in [7]. Next we give a bound on the condition number 
of the preconditioned systems. Although the proof of the following theorem is similar to that of 
Theorem 2.2 in [3], we give it here for completeness. 
Theorem 2. Let f be the 9eneratin9 function of Tin, with f >~ 0 and let 9 be the 9eneratin9 
function of a band Toeplitz matrix B,,, : 
M N 
o(x,y)= Z vj, ko  i jx+ky  
j=-Mk=--N 
with b-j,-k = bj, k and b_j,k = bj,-k. Then, if 
f -o  
--7--- =h< 1, 
oo 
then Bran is positive definite and 
l+h  
for all rn, n > O. 
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Proof. By assumption, we have 
f(x,y)(1 - h) <<. g(x,y) ~< f(x,y)(1 + h) V(x,y)E [-re, re] × [-re, re]. 
It is clear that g(x, y) is nonnegative. By Lemma 1, Bmn is positive definite for all m, n > 0. Since 
Tmn and Bran are  Toeplitz matrices, we have 
1 fn /n  yn_  1 2 
Z UJ ,ke-i(jx+ky) f(x, y) dx dy UTTmnU = ~2 -n -:¢ j=O k=O 
and 
l f~ f~m_ln_  1 2 F_uj, ke -i jx+ky) g(x, y ), dy UTBmnU : ~2  r~ ~ j=0 k=0 
for an arbitrary mn-vector UT= [U0,0, U0,1,... ,UO, n_l,Ul,o,... ,Um_l,n_l] , see [6, 7]. Hence, we get 
(1 -- h)uYTmnu ~ UTBmnU <. (1 + h)uTTmnu. 
We then have 
K( B m ln Tmn ) ~ 1 +____h_h [] 
l -h"  
By standard error analysis of the CG method, see [1], we know that the number of iterations for 
convergence is bounded by 
\ 1 _---2~ / log + 1 
with tolerance z. Since h can be found explicitly in the Remez algorithm, we have an a priori bound 
on the number of iterations for convergence. 
3. Construction of preconditioner 
In this section, we construct our band Toeplitz preconditioner by the Remez algorithm. Let the 
generating function of the band Toeplitz matrix Bm,(g) be given by 
M N 
g(x, y) = ~ ~ bj, ke i(jx+ky) 
j=--M k=--N 
with b_j,_k = bj, k and b_2, k = bj,_k. Since the entries of Bran(g) are  given by (Bmn(g))p,q;s,t=bp_q,s_t(g), 
we know that Bm,(g) is a band-block Toeplitz matrix with band Toeplitz blocks. 
In the case where f > 0 on [-zc, zc] × [-zc, zc], we consider the following standard linear minimax 
approximation problem: 
minimizep_M_N,...,p0.0,, pM ., []1 -- P(x, Y)I[~, 
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where 
M N 
P(x,y)= Z Z pj, k~j,k(x,y) 
j=--M k=--N 
with q~o,o = 1/f(x,y) and $j,k(x,y)=ei(jx+kY)/f(x,y). We use the optimal P to define our g by 
P = g/f. This optimal P (and hence g) can be obtained by a version of Remez algorithm proposed 
by Tang [8] which can handle the case when f(xo, Y0) = 0 for some (Xo, Yo) E I -n ,  n] × I -n ,  n]. We 
now describe this version of the Remez algorithm for two-dimensional case. 
Given q~o,0(x, y )= 1/f(x, y) and ~bj, k(x, y )= ei(J~+kY)/f(x, y), we are to solve 
Problem ~. 
Minimize 
subject o 
for 
h >/s 1 - pj, kq j, (x, y )  
j=-Mk=-N 
(s,x,y) E{-1 ,1} x [ -n ,n]  x [-n,n]. 
One can think of Problem ~ as a linear programming problem (by replacing [ -n ,  n] × [ -n ,  n] by 
a finite set of points). The dual of this problem is given as follows. 
Problem ~. 
Maximize ~ s • rs,x,y 
~,x,y 
subject o rs, x,y >1 0 and rs,x,ydpj, k(x, y)s = 0 Vj, k. 
s,x,y 
Thus, the simplex algorithm could be applied to solve Problem ~.  
Suppose now that f(xo, Yo)=O for some (xo, Yo)C[-n,n] × [-n,n]. Because f~>O, we 
have f~(x0, y0) = fy(Xo, Y0) = O. Let the Hessian H(f)(xo,yo) > O. Then by imposing the constraint 
g(Xo, Yo) = O, i.e., 
M N 
Z Z pkei(jx°+kY°)=O'J, 
j=-Mk=--N 
in Problem ~,  we have the following Problem ~' .  
Problem ~'.  
Minimize h 
subject o h~>s 1-  ~ ~ pj, k~j,k(x,y) 
j=--Mk=--N 
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for 
(s ,x ,y)E{-1,1} x [-Tz, Tz] x [-7~,rc] 
and 
M N 
Z Z PJ, k e (jx°+ky°) = o. 
j= - -Mk=-N 
(1) 
The linear constraint (1) on pj, k's can be translated to its dual form in Problem 9,  we then 
have Problem 9 '  which is the dual form of Problem Y .  We still can solve the Problem 9 '  by the 
simplex algorithm. 
In Problem 2~', if the Hessian H(g)(xo,yo) > 0 (which usually can be guaranteed by solving Problem 
2 ' )  and f E C3([-rc, ~c] x [-~z, re]), we could find the upper and lower bounds of P in the following 
t way. Because g = P f is nonnegative, we have 9'x(Xo, yo)= gy(Xo, yo)= 0. Furthermore, we have 
P(x, y)  -- g(x, y )  _ vTH(g)(xo,yo)V + o(llvll 2) (2) 
f(x, y) vTH(f)(xo,yo)V + o(l lv l12) ' 
where v r= (x -xo ,  y -  Yo). From (2), we obtain 
)~min(H(g)(xo,yo)) 
)~max(H(f)(xo,yo)) 
~< lim P(x, y) <. 
Ilvll~0 
)~max(H(g)(xo,yo)) 
).min(H(f)(xo,ro))" 
Then we have the following inequality 
g(x, y) 
O<r<.P(x ,y ) - -  - -  ~<R<+cc V(x,y)E[-~z, Tz] x [-~z, Tr], (3) 
f(x, y) 
where r and R are two constants. From (3), we know that the linear convergence rate can be obtained 
if we use the PCG method to solve Tm, u = b with the preconditioner Bran which is generated by g. 
Thus, the case when f (x ,y)  has zero (xo, Yo) can be handled by solving Problem Y .  
Let us discuss the computational cost of our method. The complexity of solving Problem 9 
(and hence Problem 2)  by the simplex algorithm is O(M3N3), see [8]. We stress the fact that the 
construction of g is independent of ran. Thus, as long as f is fixed and Problem 9 (and hence 
Problem 2)  is solved, the entries for Bran are determined for all m, n. In each iteration of the PCG 
method, we have to compute matrix-vector multiplications Tinny and Bm-ly. For the matrix-vector 
product Tinny, we first embed Tin, into a (blockwise) 2m x 2m block-circulant matrix where each 
block itself is a 2n x 2n circulant matrix. Then we extend v to a 4ran-vector by putting zeros in 
the appropriate places. Using the Fast Fourier Transform, or more precisely using F2m ® F2, to 
diagonalize the 2m x 2m block-circulant matrix, we see that Tm, v can be computed in O(mn log mn) 
operations, see [2]. The vector z = B~2 y can be obtained by solving the banded system Bm,z = y 
with any band solver, such as block Gaussian elimination; see for instance, [5]. We would like to 
mention that some fast band-block Toeplitz solvers are proposed by Fiorentino and Serra in [4, 7] 
where the operation cost is of O(mn) in practice. Since the number of iterations is independent of 
the size of the matrix mn, we conclude that the total complexity of our method is O(mn log mn). 
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