Scrambling in the Dicke model by Alavirad, Yahya & Lavasani, Ali
Scrambling in the Dicke model
Yahya Alavirad1 and Ali Lavasani1
1Department of Physics, Condensed Matter theory center and the Joint Quantum Institute,
University of Maryland, College Park, MD 20742, USA
(Dated: October 8, 2018)
The scrambling rate λL associated with the exponential growth of out-of-time-ordered correlators
can be used to characterize quantum chaos. Here we use the Majorana Fermion representation of
spin 1/2 systems to study quantum chaos in the Dicke model. We take the system to be in thermal
equilibrium and compute λL throughout the phase diagram to leading order in 1/N . We find that
the chaotic behavior is strongest close to the critical point. At high temperatures λL is nonzero over
an extended region that includes both the normal and super-radiant phases. At low temperatures
λL is nonzero in (a) close vicinity of the critical point and (b) a region within the super-radiant
phase. In the process we also derive a new effective theory for the super-radiant phase at finite
temperatures. Our formalism does not rely on the assumption of total spin conservation.
I. INTRODUCTION
Understanding quantum chaos and its relation to the
thermalization process is one of the greatest challenges
of quantum statistical physics. Traditionally, study of
quantum chaos has been limited to statistics of energy
level spacings in combination with a series of semiclassical
methods. In the past few years, study of four-point out-
of-time-ordered correlators (OTOCs)1–3 as a signature of
quantum chaos has attracted a surge of theoretical and
experimental interest. The exponential growth rate of
OTOCs, i.e. scrambling rate (λL) generalizes the notion
of Lyapunov exponent from classical physics to quantum
chaos4.
OTOCs were first introduced in the context of quasi-
classical methods in superconductivity1. More recently
Refs. 2 and 3 revived OTOCs by discovering a funda-
mental bound on λL. Following these seminal works,
OTOCs have been studied in a plethora of many-body
quantum systems5–22. On the experimental side, a series
of proposals on how to measure OTOCs23–31 as well as
some preliminary measurements32–35 have already been
reported.
The main motivation of the present work is to study
the scrambling rate λL in the iconic example of the Dicke
model36,37 (DM). DM describes a zero dimensional (no
spatial structure) collection of N spin 1/2 degrees of
freedom (e.g. two level atoms) interacting with a sin-
gle Bosonic mode. Above some critical value of coupling
g = gc, the DM undergoes a phase transition to a super-
radiant phase that is characterized by a nonzero mean
displacement of the Bosonic field38,39. DM hosts a se-
ries of quantum and classical signatures of chaos that are
particularly strong in the super-radiant phase38–47. In
addition to theoretical interest, experimental platforms
to measure OTOCs in the DM already exist32,48. These
features make DM a particularly good candidate to study
quantum signatures of chaos.
In this article, we use the Majorana Fermion represen-
tation of spin 1/2 systems49–53 in combination with the
diagrammatic method of Ref. 54 to compute λL through-
out the phase diagram to leading order in 1/N . We
take the system to be in thermal equilibrium and study
OTOCs associated with two different operators. Our for-
malism does not rely on the assumption of total spin con-
servation which is not justified in most experimental real-
izations. We show that the dominant terms contributing
to the scrambling rate are given by two different sets of
diagrams in the normal and super-radiant phases respec-
tively. We find that at low temperatures, the appearance
of chaotic behavior is limited to (a) close proximity of the
critical point and (b) the super-radiant phase. Whereas,
in high temperatures λL 6= 0 in both the normal and
super-radiant phases. We provide an example of how the
scrambling rates associated with two different operators
can be different. We provide a discussion of our results
in relation with previous semiclassical studies of chaos
in the DM. In the process we also derive a new effective
theory for the super-radiant phase at finite temperature.
The rest of this paper is organized as follows: in Section
II we introduce the DM Hamiltonian and the OTOCs
we are interested in. Section III presents the Majorana
Fermion representation of spin 1/2 systems. In Sections
IV and V we use the Majorana operators to obtain ef-
fective theories in the normal and super-radiant phases
respectively. In Section VI we review the diagrammatic
method used to compute the scrambling rate. Section
VII contains explicit diagrammatic calculations used to
compute λL in the DM. Our final results are stated and
discussed in Section VIII. We end with a brief summary
and conclusion in Section IX.
II. MODEL
The Hamiltonian describing DM is given by,
H = ω0a
†a+ ωz
N∑
j=1
σzj +
2g√
N
N∑
j=1
σxj (a+ a
†). (1)
Here σ’s correspond to the usual spin 1/2 operators and
a, a† are the standard Bosonic annihilation and creation
operators.
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2We also define the real Bosonic field φ (“position” de-
gree of freedom of the harmonic oscillator) as,
φ = a+ a†. (2)
The total spin S2tot = (Σiσ
x
i )
2+(Σiσ
y
i )
2+(Σiσ
z
i )
2 is con-
served. Furthermore, the Hamiltonian is invariant under
a parity transformation,
Π = eipi(a
†a+Sz), (3)
which rotates the spins around the z axis by pi and takes
φ to −φ.
At zero temperature and in the large N limit (N →
∞), it can be shown that at a critical value of coupling
gc =
√
ω0ωz/2, this model undergoes a phase transition
from the normal phase (〈a〉 = 0) at g < gc to a super-
radiant phase (〈a〉 6= 0) at g > gc. The parity symmetry
described in Eq.3 is spontaneously broken in the super-
radiant phase.
In this work, we are interested in the following OTOCs,
Cσz (t) = −
1
N2
N∑
j,k=1
〈
[σzj (t), σ
z
k]
2
〉
β
,
Cφ(t) = −
〈
[φ(t), φ]2
〉
β
. (4)
However, for the calculations in this paper, it is more
convenient to work with a “regulated” form of OTOCs,
Cσz (t) = −
1
N2
N∑
j,k=1
Tr
{√
ρ[σzj (t), σ
z
k]
√
ρ[σzj (t), σ
z
k]
}
,
Cφ(t) = −Tr{√ρ[φ(t), φ]√ρ[φ(t), φ]}, (5)
where ρ is the thermal density matrix. In a chaotic sys-
tem the early time behavior of C(t) is expected to be
proportional to ∝ eλLt, where λL is the scrambling rate.
We remark that according to a recent study55 the early
time behavior of C(t) and C(t) can be different, and that
the scrambling rate associated with C(t) is the true mea-
sure of may-body chaos in quantum systems.
Single spin operators σzj do not commute with the total
spin operator S2tot and therefore, usual methods applied
to DM that rely on total spin conservation are of limited
use in calculating Cσz (t).
A powerful diagrammatic method to compute λL has
been described in Ref.54. To apply the formalism of
Ref.54 to our problem, we need to switch from using spin
operators σj to a form that is amenable to Wick’s the-
orem (and therefore perturbation theory). Refs.52 and
53 showed that a straightforward way to do this is to
use the Majorana Fermion representation of the spin 1/2
systems.
Before proceeding further, we’d like to clarify that we
will not attempt to calculate Cσz (t) directly. Instead,
we focus on the OTOC associated with a closely related
quantity (σ˜z defined in Section.V) that reduces to σz in
the normal phase.
III. MAJORANA FERMION
REPRESENTATION OF THE SPIN 1/2
Following Refs.49–51 let us consider the following Ma-
jorana Fermion representation the spin 1/2 operators,
σxj =
1
2
ηj(fj − f†j )
σyj =
i
2
ηj(fj + f
†
j )
σzj = f
†
j fj − 1/2, (6)
where fj , f
†
j represent Fermionic creation and annihila-
tion operators which satisfy {fj , f†k} = δjk. ηj represents
a Majorana Fermion obeying {ηj , ηk} = 2δjk. The re-
dundancy of this Fermion representation leads to a ”Z2
gauge” symmetry. The Z2 gauge symmetry generator γj
is given by,
γj = (2f
†
j fj − 1)ηj . (7)
The operator γj commutes with all other spin operators
σxk , σ
y
k , σ
z
k and is therefore a constant of motion γj(t) =
γj(0). Note that γ
2
j = 1. It is also useful to realize that,
σ+j = fjγj ; σ
z
j =
1
2
ηjγj (8)
Using Eq.(8), we can rewrite Eq.(4),(5) as,
Cσz (t) =
1
16N2
N∑
j,k=1
〈{ηj(t), ηk}2〉β
Cσz (t) =
1
16N2
N∑
j,k=1
Tr{√ρ{ηj(t), ηk}√ρ{ηj(t), ηk}}.
(9)
This simple form is a direct consequence of γ being a
constant of motion. If we had naively used Eq.(6) to
write Cσz (t), we would have ended up with complicated
eight point correlation functions.
IV. THEORY IN THE NORMAL PHASE
In this section, we follow the approach of Ref.52 to
describe the theory in the normal phase.
Using Eq.(6) we can rewrite the DM Hamiltonian
(Eq.(1)) in terms of the Fermionic variables (up to a con-
stant),
H = ω0a
†a+ ωz
N∑
j=1
f†j fj +
g√
N
N∑
j=1
ηj(fj − f†j )(a+ a†).
(10)
Advantage of this form is that it allows for a system-
atic large N diagrammatic treatment, in which we still
3FIG. 1. (a) Bare Green’s functions of Boson, Majorana and
Fermionic fields (b) interaction vertices in the normal phase
have access to individual spin operators. The first two
terms describe a free quadratic theory and the last term
describes interaction vertices shown in Fig.1(b).
As mentioned before, we use the real Bosonic field φ =
a+a†, instead of a, a†. Bare Matsubara Green’s functions
can now be written in the usual form,
G0φ(iωn) =
2ω0
(iωn)2 + ω20
, G0η(iωn) =
2
iωn
,
G0f (iωn) =
1
iωn − ωz , G
0
f†(iωn) =
1
iωn + ωz
. (11)
Diagrammatic representation of Green’s functions and
interaction vertices is shown in Fig.1.
We then use Eq.(10) to calculate self energies associ-
ated with the fields η, f, φ. To leading order in 1/N the
Bosonic self energy is given by,
Σφ(iωn) = + +O(1/N)
= − 2g
2ωz
ω2n + ω
2
z
tanh(βωz/2) +O(1/N). (12)
In the diagrams above, an implicit sum over Majorana
and Fermion fields’ index j has been assumed. The sum
over the internal index cancels the factor of 1/N arising
form the two vertices. It is easy to see that Majorana
and Fermion self energies are both zero to zeroth order
in 1/N , i.e. Ση(iωn) = Σf (iωn) = O(1/N). The simple
form of this equations is what makes the model exactly
solvable in the large N limit.
Using the self energy expression in Eq.(12), we write
the dressed Bosonic propagator (to leading order in 1/N)
as,
Gφ(iωn) =
1
G0
−1
φ (iωn)− Σφ(iωn)
=
2ω0((iωn)
2 − ω2z)
((iωn)2 − ω2+)((iωn)2 − ω2−)
, (13)
where ω± are given by,
ω2± =
ω20 + ω
2
z
2
±
√
(
ω20 + ω
2
z
2
)2 − ω20ω2z + 4g2ω0ωz tanh(βωz/2). (14)
Note that at zero temperature limit of these results are
the same as the spectrum derived using the Holstein-
Primakoff Representation38,39.
This expression signals a finite temperature phase
transition (divergence of Gφ(0)) at,
gc =
1
2
√
ω0ωz
tanh(βωz/2)
. (15)
At couplings g > gc one of the poles becomes “positive
imaginary”, which indicates an instability of the pertur-
bation theory. As we’ll show below this can be remedied
by assuming a nonzero expectation value for the Bosonic
field, i.e. 〈φ〉 6= 0.
It is worth noting that all Green’s functions’ poles are
real to zeroth order in 1/N . In-order to obtain the lead-
ing order correction to the imaginary part of the poles
(i.e. relaxation time), one needs to consider two loop
diagrams. In this work we ignore such corrections and
leave their calculation to future work.
V. EFFECTIVE THEORY IN THE
SUPER-RADIANT PHASE
The breakdown of perturbation theory for g > gc is
related to the fact that in the strong interaction limit,
the Bosonic field acquires non-zero macroscopic vacuum
expectation value,
〈a〉 ∼
√
N. (16)
It can also be understood as the displacement of the ac-
tion’s saddle point in the path integral description of the
theory; consequently, the original Bosonic and Fermionic
fields are no longer suitable degrees of freedom to describe
the low energy physics of the system.
To obtain the appropriate fields in the super-radiant
phase, we start by defining the new field operator a˜ as,
a˜ = a− α
2
√
N (17)
for some constant real α. Our goal is to find the value of
α such that the vacuum expectation value of φ˜ = a˜+ a˜†
field becomes zero.
If we rewrite Hamiltonian (1) in terms of a˜ we get (up
to a constant),
H =ω0a˜
†a˜− αω0
√
N
2
(a˜† + a˜) +
N∑
j=1
[
ωzσ
z
j − 2gασxj
]
+
2g√
N
N∑
j=1
σxj (a˜
† + a˜). (18)
The form of Hamiltonian (18) suggests defining a new set
of rotated spin operators,
σ˜z = cos(θ)σz + sin(θ)σx
σ˜x = − sin(θ)σz + cos(θ)σx, (19)
4FIG. 2. The new interaction vertex in the super-radiant
phase.
with the angle θ defined as,
sin(θ) ≡ −2αg
ω˜z
, (20)
where
ω˜z =
√
ω2z + 4g
2α2.
Using these new variables, Hamiltonian (18) can be writ-
ten as,
H =ω0a˜
†a˜+ ω˜z
N∑
j=1
σ˜zj +
2g cos(θ)√
N
N∑
j=1
σ˜xj (a˜
† + a˜)
+
2g sin(θ)√
N
N∑
j=1
σ˜zj (a˜
† + a˜)− αω0
√
N
2
(a˜† + a˜).
(21)
Finally, we use Majorana representation in this new ro-
tated frame to exchange spin operators for Majorana
Fermions,
H =ω0a˜
†a˜+ ω˜z
N∑
j=1
f˜†j f˜j
+
g cos(θ)√
N
N∑
j=1
η˜j(f˜j − f˜†j )(a˜† + a˜)
+
2g sin(θ)√
N
N∑
j=1
f˜†j f˜j(a˜
† + a˜)
−
√
N
2
[αω0 + 2g sin(θ)](a˜
† + a˜), (22)
where f˜j and η˜j are related to σ˜x and σ˜z operators ac-
cording to Eq.(6). Note that in this basis, we have an
additional interaction vertex shown in Fig. 2. We em-
phasize that presence of this new interaction vertex is
the main feature distinguishing normal and super-radiant
phases. Crucially, this term breaks the parity symmetry
associated with the normal phase (Eq.(3)).
We assume for a given coupling constant g and tem-
perature T , the value of α is chosen such that
〈
φ˜
〉
= 0.
Then we can use diagrammatic method to solve for the
value of α self consistently. In the large N limit, the lead-
ing order contribution to
〈
φ˜
〉
is given by the following
diagrams,
〈
φ˜
〉
= +
= ×
(
+
)
(23)
The first diagram comes from the (a˜ + a˜†) term in
the Hamiltonian and the second term is related to the
f˜†j f˜j(a˜
†+ a˜) interaction term. The double wavy line rep-
resents the dressed φ˜ field propagator56 and the solid line
represents the Fermionic propagator. All other contribu-
tions to
〈
φ˜
〉
are of sub-leading order in 1/N . To satisfy〈
φ˜
〉
= 0, we demand the expression inside parentheses
in Eq.(23) to vanish,
− 2g sin θ√
N
∑
j
〈
f˜†j f˜j
〉
+
√
N
2
[αω0 + 2 sin θ] = 0. (24)
To leading order in 1/N , we can replace
〈
f˜†j f˜j
〉
with
Dirac distribution function and re-arrange the terms to
arrive at the following equation for α,
α
[
g2 − ω0ω˜z
4 tanh(βω˜z/2)
]
= 0. (25)
Note that α = 0 always satisfies this equation. This solu-
tion corresponds to the original fields we used to describe
the normal phase. For g > gc the expression in the brack-
ets also has two real roots with the same magnitude and
the opposite signs. The corresponding solutions are re-
lated to each other by the parity operator defined in Eq.
(3). Note that according to Eq.(17), root of Eq.(25) cor-
responds to the vacuum expectation value of the original
Bosonic field φ,
〈φ〉 = α
√
N. (26)
As shown in the previous section, α = 0 solution is un-
stable in the super radiant phase and the system chooses
one of the other non-zero roots and hence spontaneously
breaks the parity symmetry.
The value of 〈φ〉 /√N versus g at fixed temperature
T = ωz/4 = ω0/4 is plotted in Fig. 3(a). The horizontal
axis is g/gc where gc is the critical value of g at temper-
ature T as given in Eq.(15). As expected, for g < gc the
system is in the normal phase and 〈φ〉 = 0 whereas for
g > gc, 〈φ〉 becomes non-zero and grows as one further
increases the interaction strength g.
In Fig. 3(b) we also look at 〈φ〉 /√N versus tempera-
ture for a fixed value of coupling constant g0 =
√
ω0ωz.
Note that by increasing the temperature, the system will
50 1 2
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FIG. 3. (a) 〈φ〉 /√N = α versus g for fixed value of T . (b)
〈φ〉 /√N versus T for fixed value of g.
eventually go back to the normal phase. The critical tem-
perature for a given fixed g can be calculated by inverting
Eq.(15) to solve for Tc,
Tc =
ωz
2 tanh−1(ωzω04g2 )
. (27)
This particular form of α(g, T ) in combination with
Eqs.(20),(22) defines the effective theory in the super-
radiant phase. This theory also applies to the normal
phase by setting α = θ = 0 and hence, from now on we
use this theory in the entire phase diagram. To the best of
our knowledge this effective theory as well as the average
value of 〈a〉 = √Nα(g, T )/2 at nonzero temperatures
(plotted in Fig.3) were not known before.
Since α is a function of temperature, the parameters of
Hamiltonian (22) become temperature dependent. Note
that both ω˜z and θ are functions of α and hence functions
of g and T .
We remark that Eq.(22) implies that the natural vari-
ables describing the system are σ˜z, φ˜. These variables
reduce to the original σz, φ in the normal phase, whereas
in the super-radiant phase, they are related to σz, φ via
rotation and translation respectively.
Green’s functions of the theory in the super-radiant
phase can now be calculated using diagrammatic tech-
niques. Note that by setting Eq.(23) to zero, we have
insured that the terms associated with (a+ a†) and tad-
pole diagrams always cancel each other, i.e. neither one
needs to be included in any diagram.
Bare Green’s functions have the same form as in the
normal phase, only with new parameters,
G0
φ˜
(iωn) =
2ω0
(iωn)2 + ω20
, G0η˜(iωn) =
2
iωn
,
G0
f˜
(iωn) =
1
iωn − ω˜z , G
0
f˜†(iωn) =
1
iωn + ω˜z
.
(28)
Similar to the normal phase, self energies associated with
η˜ and f˜ fields are of the order 1/N and vanish in the
large N limit. However, the Boson’s self energy has an
additional contribution from f˜†f˜ φ˜ vertex,
Σφ˜(iωn) = + + +O(1/N)
=− 2g
2 cos2 θω˜z
ω2n + ω˜
2
z
tanh(βω˜z/2)
+ 4g2 sin2 θ n′F (ω˜z) δωn,0, (29)
where n′F is the derivative of the Fermi function. The
δωn,0 term only adds a time independent constant to the
imaginary time Green’s function. This constant can be
absorbed in the definition of φ˜ field and therefore does
not affect the retarded Green’s function. As we’ll show in
the next section, for computing OTOCs we only need the
retarded Green’s functions. To the zeroth order in 1/N ,
we can write the dressed retarded Bosonic propagator as,
GR
φ˜
(ω) =
2ω0(ω
2 − ω˜2z)
((ω + iε)2 − ω˜2+)((ω + iε)2 − ω˜2−)
, (30)
where ω˜± are given by the same expression as in Eq.(14),
but with ωz replaced by ω˜z and g replaced by g cos θ.
Similar to the normal phase, these results reproduce the
spectrum derived using the Holstein-Primakoff represen-
tation in the super-radiant phase38,39.
Analogous to the normal phase, imaginary part of the
Green’s functions’ poles are of sub-leading order in 1/N
and involve two loop diagrams. These corrections are
ignored here.
As mentioned earlier the natural variables describing
the system are σ˜z, φ˜. Motivated by this observation, we
study the scrambling rates associated with σ˜z, φ˜, i.e.,
Cσ˜z (t), Cφ˜(t) (defined similar to Eq.(5)). However, note
that Cφ˜(t) = Cφ(t), whereas Cσ˜z (t) is equivalent to Cσz (t)
only in the normal phase.
VI. DIAGRAMMATIC RULES FOR
CALCULATING OTOC
Since OTOCs are not time ordered, calculating them
using usual methods of quantum field theory is difficult.
In this section we review the method developed in Ref.54
to calculate OTOCs.
We start by rewriting the “regulated” OTOCs in the
following form,
Cσ˜z (t) =
1
N2
N∑
j,k=1
〈{η˜j(t− iβ/2), η˜k(−iβ/2)}{η˜j(t), η˜k}〉
Cφ˜(t) = −
〈
[φ˜(t− iβ/2), φ˜(−iβ/2)][φ˜(t), φ˜]
〉
. (31)
Operators in this new form are now ordered along a con-
tour c that goes through both real and imaginary times
(Fig.4). We then switch to the interaction picture and
expand C in powers of the interaction vertex to arrive at
a set of diagrammatic rules for calculating OTOC.
6FIG. 4. Contour c used for evaluating OTOCs. Horizontal and vertical lines are real and imaginary time axes respectively.
Circles on the contour represent field operators and their ordering. Plus and minus signs correspond to anti-commutator and
commutator respectively (e.g. Cσz/Cφ).
FIG. 5. A diagrammatic equation for fσ˜z (ω, p). Internal indices i, j are summed over.
Before stating the rules of diagrammatic calculation,
we need to introduce “Wightman functions” that corre-
spond to propagators along the thermal circle,
GW
φ˜
(t) =
〈
φ˜(t− iβ/2)φ˜(0)
〉
GWη˜ (t) = 〈η˜(t− iβ/2)η˜(0)〉
GW
f˜
(t) =
〈
f˜(t− iβ/2)f˜†(0)
〉
GW
f˜†(t) =
〈
f˜†(t− iβ/2)f˜(0)
〉
. (32)
We need the explicit form of Fermionic Wightman func-
tions in frequency space (to leading order in 1/N),
GWη˜ (ω) = 2piδ(ω)
GW
f˜
(ω) =
2piδ(ω − ω˜z)
2 cosh(βω˜z/2)
GW
f˜†(ω) =
2piδ(ω + ω˜z)
2 cosh(βω˜z/2)
. (33)
Rules of diagrammatic calculation can now be summa-
rized as follows (for a detailed derivation look at Refs.6
and 54):
1. Horizontal direction represents the real time and
correspondingly horizontal lines correspond to dressed
retarded Green’s functions iGR (self energy diagrams
should not be included here). Vertical direction rep-
resents the imaginary time and correspondingly non-
horizontal (vertical and crossed) lines correspond to
Wightman propagators GW .
2. Vertices are only added along the real time folds.
Vertex insertions along the imaginary part of the con-
tour will dress the thermal density matrix (from ρ0 =
exp(−βH0)
Z of free theory to the ρ =
exp(−βH)
Z of interact-
ing theory). However the growth rate of OTOCs is ex-
pected to be independent of the exact form of the thermal
state5,6,10,20,54.
The total sign associated with Wick contractions
should be accounted for in each diagram.
VII. DIAGRAMMATIC CALCULATION OF
THE OTOC
In this section we use the diagrammatic method to
obtain explicit integral equations for Cσ˜z (t) and Cφ˜(t).
In the next section we use these equations to obtain the
associated scrambling rates λφ˜L and λ
σ˜z
L .
A. Diagrammatic form of Cσ˜z (t)
We begin by defining fσ˜z (ω, p) as,
Cσ˜z (ω) =
1
N2
∫ ∞
−∞
dp
2pi
fσ˜z (ω, p). (34)
fσ˜z (ω, p) is comprised of a series of diagrams with a pair
of Majorana propagators attached to both the right and
left ends of each diagram. This set of diagrams can be
summed over using a Bethe-Saltpeter type equation. A
diagrammatic equation for fσ˜z (ω, p) is shown in Fig.5.
7fφ˜(ω, p)
Rφ˜(ω, p, q)
FIG. 6. A diagrammatic equation for fφ˜(ω, p).
+ + + + + + ( (all arrows reversed=Rφ˜
FIG. 7. Bosonic rung function Rφ˜(ω, p, q) to leading order in 1/N . An implicit sum over the internal index is assumed.
Double horizontal lines in the first two terms correspond to the sum of Fermion and Majorana propagators (the first two terms
correspond to a total of 16 diagrams).
This equation can be explicitly written as,
fσ˜z (ω, p) = −GRη˜ (p)GRη˜ (ω − p)
×
[
N +
∑
i,j
∫
dq
2pi
Ri,jσ˜z (ω, p, q)(
1
N
fσ˜z (ω, p))
]
. (35)
As in Ref. 54, we notice that the first term in the square
bracket does not give rise to exponential growth. This
term can then be dropped for the purpose of calculating
λL,
fσ˜z (ω, p) = −GRη˜ (p)GRη˜ (ω − p)
× 1
N
∑
i,j
∫
dq
2pi
Ri,jσ˜z (ω, p, q)fσ˜z (ω, p). (36)
To leading order in 1/N the rung function Ri,jσ˜z (ω, p, q)
can be approximated by a single diagram,
Ri,jσ˜z (ω, p, q) =
∫ ∞
∞
dΩ
2pi
( )
(37)
=
∫ ∞
−∞
dΩ
2pi
(g cos(θ))4
N2
GR
φ˜
(Ω)GR
φ˜
(ω − Ω)
× (GW
f˜
(p− Ω) +GW
f˜†(p− Ω))(GWf˜ (Ω− q) +GWf˜†(Ω− q)).
In this diagram an implicit sum over all four possible ori-
entations of Fermionic arrows is assumed. To this order
Ri,j is independent of i, j. A longer and more detailed
expression for Eq.(36) (using Eq.(37)) is given in the Ap-
pendix.A.
The right hand side of Eq.(36) (also see Appendix.A) is
proportional to 1/N . This shows that the thermal state
is not chaotic in the N →∞ limit57.
The leading order rung diagram shown above does not
involve the interaction vertex unique to the super radiant
phase (Fig.2) (though they are present at higher orders
and will be discussed in the results section). This sug-
gests that Cσ˜z might be blind to some features of the
super-radiant phase. This is a special and fine-tuned
feature of σ˜z. In contrast, leading order expressions for
OTOCs associated with other spin operators (e.g. σz)
involve also diagrams that are nonzero only in the super
radiant phase.
The two Wightman functions (last two terms) in
Eq.(37) make Ri,j ∝ 1
cosh2(βω˜z/2)
. This already implies
that the spin scrambling rate is strongly suppressed at
very low temperatures βω˜z  1.
B. Diagrammatic form of Cφ˜(t)
Similar to fσ˜z (ω, p), fφ˜(ω, p) can be defined as,
Cφ˜(ω) =
∫ ∞
−∞
dp
2pi
fφ˜(ω, p). (38)
A integral equation for fφ˜(ω, p) is shown in Fig.6. This
equation can be explicitly written as,
fφ˜(ω, p) = −GRφ˜ (p)GRφ˜ (ω − p)
×
[
1 +
∫ ∞
−∞
dq
2pi
Rφ˜(ω, p, q)fφ˜(ω, p)
]
. (39)
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FIG. 8. Scrambling rate of σ˜z a as function of g/gc, for mul-
tiple fixed values of T/ω˜z. Note that gc is temperature de-
pendent (Eq.(15)). Here ω0 = ωz = 1.
As in the previous case, we drop the first term to get,
fφ˜(ω, p) = −GRφ˜ (p)GRφ˜ (ω − p)
×
∫ ∞
−∞
dq
2pi
Rφ˜(ω, p, q)fφ˜(ω, p). (40)
A total of 24 diagrams now contribute to the leading
order approximation of Rφ˜(ω, p, q) (shown in Fig.7). In
Fig.7 we have dropped all diagrams with identical Wight-
man functions, this is because parallel and crossed leg
versions of such diagrams cancel out each other (con-
tribute with the same magnitude and opposite sign), for
example;
= 0. (41)
It is interesting to note that all φ˜ rung functions
Rφ˜(ω, p, q) shown in Fig.7 are also present as sub-leading
corrections to Rσ˜z (ω, p, q).
Similar to the previous case, temperature scaling of
the first two diagrams in Fig.7 is 1
cosh2(βω˜z/2)
. However
that last four diagrams which are only nonzero in the
super-radiant phase scale with 1cosh(βω˜z/2) . Both of these
terms still decay exponentially as βω˜z →∞. Nonetheless
there exists an intermediate temperature regime, where
the last four diagrams dominate.
A detailed expression for Eq.(40), using the diagrams
in Fig.7 is given in the Appendix.A.
We again note that the right hand side of Eq.(40) is
proportional to 1/N (scrambling is a finite N effect).
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FIG. 9. Boson scrambling rate as a function of g/gc, for mul-
tiple fixed values of T/ω˜z; (a) over a broad range of tempera-
ture and (b) at low temperatures. Note that gc is temperature
dependent (Eq.(15)). Here ω0 = ωz = 1.
VIII. RESULTS AND DISCUSSION
In this section we use the integral Eqs.(36) and (40)
to compute λL. To solve these equations numerically, we
discretize them as matrix equations of the following form,∑
q
Mp,q(ω)fq(ω) = 0. (42)
In fact since the leading order expressions for Wight-
man functions (Eq.(33)) involves delta functions, the in-
tegral equations are straightforward to discretize (see Ap-
pendix.A).
A nonzero solution of Eq.(42) along the positive imagi-
nary axis, ω = iλ, indicates an exponential growth of the
corresponding OTOC5. The scrambling rate λL is then
given by the largest λ where such a solution exists.
9Details of the method used to find λL is given in the
Appendix.B . For simplicity, in all our numerical results,
we set ω0 = ωz = 1.
The σ˜z scrambling rate λ
σ˜z
L as a function of the cou-
pling strength g, at multiple fixed values of T/ω˜z is plot-
ted in Fig.8. As shown in the figure, at low tempera-
tures T  ω˜z, chaotic behavior is limited to the close
vicinity of the critical point g ≈ gc. As the temperature
is increased the magnitude of λσ˜zL as well as the size of
the region over which λσ˜zL 6= 0, are both monotonically
increased. λσ˜zL is nonzero in both the normal and super-
radiant phases.
Similarly, the Bosonic scrambling rate λφ˜L is plotted
in Fig.9. As shown in Fig.9(b) and in contrast to the
previous case (λσ˜zL ), at low temperature T  ω˜z chaotic
behavior is not limited to the vicinity of the critical point,
instead it now also includes a finite region deep within
the super-radiant phase. Similar to the previous case,
as the temperature is increased the magnitude of λφ˜L as
well as the size of the region over which λφ˜L 6= 0, are both
increased. However, note that in this case, chaotic behav-
ior is manifestly stronger in the super-radiant phase. In
particular size of the chaotic region is significantly larger
in super-radiant phase.
As shown in Figs.8 and 9, λφ˜L and λ
σ˜z
L are similar to
each other in the normal-phase, whereas they look quali-
tatively different in the super-radiance phase. Their dif-
ference in the super-radiant phase can be attributed to
the fact that the leading order diagrams used to com-
pute λσ˜zL do not involve the interaction vertex unique
to the super-radiant phase (see SectionVII A). For this
reason, signatures of chaos unique to the super-radiant
phase are not manifest in λσ˜zL . In contrast, diagrams
used to compute λφ˜L, explicitly involve diagrams spe-
cial to the super-radiant phase (the last four diagrams
in Fig.7) and hence, λφ˜L is sensitive to distinctive prop-
erties of the super-radiant phase. In fact, the “dome”
like feature displayed in Fig.9 is directly associated with
the last four diagrams of Fig.7. To check this, we have
artificially set the value of these diagrams to zero and
confirmed that the resulting behavior is almost identi-
cal to Fig.8. Therefore, we believe that λφ˜L (as opposed
to λσ˜zL ) describes the generic chaotic features of the DM
and that the behavior of σ˜z is fine-tuned (as discussed in
SectionVII A) and does not represent the generic chaotic
behavior of this system. However, their comparison pro-
vides a useful tool to identity chaotic features unique to
the super-radiant phase.
Note that since φ˜ and σ˜z are coupled, all diagrams giv-
ing rise to exponential behavior for one operator (say φ˜)
also appear as part of the diagrams for the other operator
(σ˜z). Therefore, one might be led to conclude that the
two scrambling rates have to be equal. However, note
that these diagrams can be of different orders in pertur-
bation theory. In fact as mentioned in section VII B all
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FIG. 10. Boson scrambling rate as a function of N , at fixed
values of g/gc and T/ω˜z. Note that gc is temperature depen-
dent (Eq.(15)). Here ω0 = ωz = 1.
diagrams involved in calculating λφ˜L are also present as
sub-leading (1/N2) corrections to λσ˜zL . This suggests an
interesting situation where,
Cσ˜z (t) ∼
c1
N
eλ
σ˜z
L t +
c2
N2
eλ
φ˜
Lt + ... . (43)
So for small values of N , either exponent (λφ˜L or λ
σ˜z
L )
could dominate the early time behavior. However, for
large enough N the early time behavior is determined by
the first term. Therefore, despite the fact that φ˜ and σ˜z
are coupled, the scrambling rates associated with them
are different.
Bosonic scrambling rate λφ˜L as a function of N at fixed
valuex of g/gc and T/ω˜z is plotted in Fig10. As expected
the λφ˜L is a monotonically decreasing function of N . At
large values of N , λφ˜L becomes zero. This is expected
since in the N →∞ limit the system becomes integrable.
Note that our results clearly indicate that λL can
be nonzero in the normal phase. This might seem
to be counter intuitive according to the conventional
wisdom38,39 based zero temperature studies of the DM.
However, note that our critical value of coupling gc(T )
(Eq.(15)) is temperature dependent and for this reason
regions in the phase diagram where gc(0) < g < gc(T )
are considered as normal phase in our paper. Moreover,
multiple more recent semiclassical studies of chaos in the
DM have all found that chaos also exists in the normal
phase, specially at high energies42–45,47 (in our case this
translates into high temperatures).
Another potentially confusing point is that Figs.8 and
9 show that λL becomes zero above some value of g/gc in
the super-radiant phase. To understand this note that,
at large values of g  gc the system approaches inte-
grability again. This issue has already been addressed
in Refs.38 and 39. There, it is shown that in the super-
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radiant phase as one increases g/gc, the lower part of
the spectrum becomes regular. The size of the regular
part of the spectrum increases with g/gc. In our results
this shows as λ being zero at low temperatures and being
nonzero at high temperatures (see e.g. Fig.9).
IX. SUMMARY AND CONCLUSION
We used the Majorana representation of spin 1/2 to
obtain an effective theory for the DM model in the super-
radiant phase (Eqs.(20) and (22)). We found a new set
of natural variables (σ˜z and φ˜) and a new interaction
vertex (Fig.2) distinguishing normal and super-radiant
phases. This effective theory was then used to compute
the scrambling rate λL associated with σ˜z and φ˜. At
low temperatures the chaotic behavior is limited to (a)
a region within the super-radiant phase and (b) vicinity
of the critical point. At high temperatures λL becomes
nonzero in an extended region that includes both the
normal and super-radiant phases (see Figs.8 and 9). We
identified the dome like feature of λφ˜L (shown in Fig.9) as
the key feature distinguishing chaotic behavior in normal
and super-radiant phases. We discussed and compared
our results with the existing semiclassical studies of chaos
in the DM.
Experimental attempts to measure λL in the DM are
already underway32,48. This can potentially make our
results to be of short-term experimental relevance. Fi-
nally, we note that our formalism can be easily extended
to various generalizations of the DM37. Several interest-
ing candidates already exist in the literature58–61.
Note added. Upon finishing the manuscript we become
aware of two recent preprints 62,63 that has performed a
numerical evaluation of Bosonic OTOC for some specific
eigenstates of the DM.
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Appendix A: Explicit forms of fσ˜z (ω, p) and fφ˜(ω, p)
In this appendix we present the explicit expressions of Eqs. (36) and (40). By plugging Eq. (37) into Eq.(36), one
arrives at an explicit integral equation for fσ˜z (ω, p) with double integrals over q and Ω. Due to delta functions in the
expression of Wightman functions, both integrals can be carried out easily to get,
fσ˜z (ω, p) =
−g4
4N cosh2(βω˜z/2)
GRη˜ (p)G
R
η˜ (ω − p)
[
GR
φ˜
(p− ω˜z)GRφ˜ (ω + ω˜z − p)fσ˜z (ω, p− 2ω˜z)
+GR
φ˜
(p+ ω˜z)G
R
φ˜
(ω − ω˜z − p)fσ˜z (ω, p+ 2ω˜z) +
(
GR
φ˜
(p− ω˜z)GRφ˜ (ω + ω˜z − p)
+GR
φ˜
(p+ ω˜z)G
R
φ˜
(ω − ω˜z − p)
)
fσ˜z (ω, p)
]
(A1)
Similarly, to obtain the explicit form of Eq.(40), we use the diagrammatic expression of Rφ˜(ω, p, q) in Fig.7 to find
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FIG. 11. Smallest magnitude eigenvalues of different blocks of the matrix M(iλ) versus λ.
its algebraic form in terms of Fermionic Green’s functions. By plugging in this expression into Eq.(40) and performing
the integrals using the delta functions coming from Wightman functions, we get,
fφ˜(ω, p) =
−g4
N
GR
φ˜
(p)GR
φ˜
(ω − p)
[
1
4 cosh2(βω˜z/2)
(
cos2(θ)GRη˜ (p− ω˜z) + 4 sin2(θ)GRf˜†(p− ω˜z)
)(
cos2(θ)
(
GRη˜ (ω − p+ ω˜z)
−GRη˜ (ω − p− ω˜z)
)
+ 4 sin2(θ)
(
GR
f˜
(ω − p+ ω˜z)−GRf˜†(ω − p− ω˜z)
))
fφ˜(ω, p) +
2 sin2(θ) cos2(θ)
cosh(βω˜z/2)
((
GR
f˜†(ω − p− ω˜z)
−GR
f˜
(ω − p))GR
f˜
(p+ ω˜z) +
(
GR
f˜
(ω − p)−GR
f˜†(ω − p− ω˜z)
)
GR
f˜†(p)
)
fφ˜(ω, p+ ω˜z)
]
+
(
ω˜z → −ω˜z
)
(A2)
Appendix B: Details of computing λφ˜L
Here we explain how to compute λφ˜L in more detail. λ
σ˜z
L can be obtained in a similar way. We start by writing
Eq.(A1) in the matrix form, ∑
q
Mp,q(ω)fq(ω) = 0, (B1)
where the matrix elements of M(ω) is given by,
Mp,q(ω) =
[
1 +
g4
4N cosh2(βω˜z/2)
GRη˜ (p)G
R
η˜ (ω − p)
(
GR
φ˜
(p− ω˜z)GRφ˜ (ω + ω˜z − p) +GRφ˜ (p+ ω˜z)GRφ˜ (ω − ω˜z − p)
)]
δp,q
+
g4
4N cosh2(βω˜z/2)
GRη˜ (p)G
R
η˜ (ω − p)GRφ˜ (p− ω˜z)GRφ˜ (ω + ω˜z − p)δp−2ω˜z,q
+
g4
4N cosh2(βω˜z/2)
GRη˜ (p)G
R
η˜ (ω − p)GRφ˜ (p+ ω˜z)GRφ˜ (ω − ω˜z − p)δp+2ω˜z,q. (B2)
We call p and q frequency indices. As was mentioned in section VIII, we want to find largest λ > 0 such that M(iλ) has
a zero eigenvalue. To this end, we probe the positive imaginary axis and compute the smallest magnitude eigenvalue
of M(iλ) in each point to find the value of λ where this eigenvalue becomes zero. Note that due to simple form of
expression (B2), the M matrix couples frequency p only to itself and p ± 2ω˜z. As a consequence, M can be written
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in a block diagonal form where each block consists of frequencies,
pn = p0 + 2nω˜z, n ∈ Z.
We use p0 to label each block. The block diagonal form of M makes finding its eigenvalues significantly easier since we
can diagonalize each block separately. A typical plot showing the smallest magnitude eigenvalue of each block(Ep0)
versus λ is given in Fig.11 where different lines corresponds to different p0’s.
In the main text we reported λL for ε→ 0 (ε is the imaginary part of the retarded Green’s function denominator)
and discarded solutions that are strongly sensitive to ε. However, as stated in the main text, the leading order
correction to the imaginary part of the Green’s functions is of the order 1/N . In anticipation of this, we once choose a
fixed ε = O(1/N) (ε is the imaginary part of Green’s function denominator) and confirm that the resulting behavior
is qualitatively the same as what is reported in the main text (keeping all solutions).
