Abstract
Analysis of complex computer simulators
Formal design and analysis of computer experiments stems from the seminal paper by Sacks tivity analysis of computer simulators. The EE method requires no simplifying assumptions 81 to be made on the ratio of active to total number of factors or their effect on the response 82 (Saltelli et al., 2000) . Furthermore, the method is easy to implement and computationally 83 efficient. In the next section, we describe the EE method in detail, and, in Section 4, we 84 extend the EE method to a more efficient, sequential approach.
85
3 The elementary effects method 86 Consider a deterministic simulator Y (·) with k input variables and design region [0, 1] k .
87
The simulator is assumed to be a smooth real valued function with a domain containing performed along each single coordinate axis in turn to end at point x + ∆(e 1 + · · · + e k ).
91
The elementary effect for the i-th input variable for the trajectory starting at
where ∆ > 0 is fixed. Here i = 1, . . . , k indexes input factors and e i is the unit vector in are performed, ending with effects EE 1 (x), . . . , EE k (x). Each EE i (x) is a measure of the 95 variation in the output with respect to a change in input i at point x.
96
Consider R starting points x r , r = 1, . . . , R. From each point x r , we perform k OAT 97 moves and compute elementary effects EE i (x r ) for every input factor so that the total 98 number of runs used in the EE method is (k + 1) × R. The following sample moments are 99 computed for each input factor:
The moment µ i is an average effect measure, and high values suggest dominant contribution of R between 10 and 50 is mentioned in recent literature (Campolongo et al., 2004 (Campolongo et al., , 2007 .
111
A larger value of R will improve the quality of the estimations, but at the price of extra 112 simulator runs.
113
The step size ∆ is selected in such a way that all the simulator runs lie in the input space 114 and the elementary effects are computed within reasonable precision. 
where Z * is a stochastic process whose covariance structure 155 depends only on the variables with non-linear effects; that is, the x i with i ∈ {1, . . . , k} \ A.
156
The residual process Z * is therefore placed in a lower dimensional space simplifying the can be performed during the whole screening process. The procedure continues by selecting x 6 , then x 1 and finishes with x 3 . This preprocessing
176
stage produces the ordered sequence of points x 2 , x 5 , x 4 , x 6 , x 1 , x 3 , which are relabelled as 177 x (1) , . . . , x (6) .
178
The groups: those having non-linear effect and those with linear or no effect on the output.
190
Algorithm 1 sets out the procedure in pseudo-code form. 2. Order the design points using maximum distance between points. Label the ordered points as
B. Calculating the elementary effects 1. Set R := 2 and the initial design to be D := x (1) , x (2) . Set list of current factors to C := {1, . . . , k} and list of active effects A := ∅.
2. For every point in D, create one-at-a-time runs only for those input factors indexed by C. Run the simulator at those points. This totals |C| + 1 experiments for every point in D.
3. Using simulator runs from step B2 and (1), compute elementary effects
4. If R = 2, compute moments µ i , µ * i and σ i using elementary effects for all factors. If R > 2, only update moments for the current list of input factors, indexed by C.
5. For i ∈ C, if σ i > σ 0 then update C := C \ {i} and A := A ∪ {i}.
6. If C = ∅, then all the inputs were identified non-linear. Algorithm ends.
7. If R = M , then all the design points available are exhausted. Algorithm ends.
C. Producing the next design point
2. Goto B2. variances for x 4 and x 5 suggest strong conclusions for those factors.
209
The total experimental effort was 28 runs, from which the first 12 runs involved tra- 
where ε i is an independent and identically distributed normal random variable with zero 223 mean and known variance γ, and a, b are constants. In other words, the marginal effect due 224 to the factor x i is modelled with a simple regression line. The auxiliary random variable ε i 225 captures interaction with other factors and non-linearities.
226
In practice, the variance γ has to be elicited prior to the screening experiment and there 227 are two alternatives that we have considered in the examples in the present paper. 
239
Given the variance γ, the sampling distribution of the variance of the elementary effects 240 can be calculated according to the following lemma, whose proof is given in Appendix A.
241
For simplicity we omit the subscript i from the quantities σ 2 , σ Φ , γ and ∆, all of which could model given in (3). Let elementary effects and moments be defined as in (1) and (2) and let
where χ 2 R−1 denotes a chi-square random variable with R − 1 degrees of freedom.
249
We propose to use the 99% quantile of the cumulative distribution function of the chisquare distribution to derive the EE variance threshold σ 0 . We have found this choice of quantile sufficiently conservative for the examples we have investigated. The following
when inverted yields the threshold
where χ 2 0.99,R−1 is the 99% quantile of a chi-squared distribution with R−1 degrees of freedom.
251
In other words, σ 0 defines a threshold over which the effect is considered non-linear; that is, if 
255
In Example 2, we used a single threshold σ 0 for all variables. In order to obtain σ 0 = 0.385 256 using the method described in this section, the values R = 6, ∆ = 5/9, √ γ = 8.7 × 10 −2 and 257 quantile χ 2 0.99,5 = 15.08 could be used.
258
To simplify the algorithm, the threshold σ 0 may be kept fixed for all computations rather i.e. the rejection rate is higher with fixed threshold than otherwise.
265
The detection of nonlinearity under the heuristics in this section is further explored in Finally, we illustrate the efficiency of the EE method by contrasting it to a traditional 296 sensitivity analysis method. Applying the Sobol' sensitivity analysis method (Sobol, 1993) to 297 compute first-order and total indices using a random design of 220 runs, results in large 95% 298 confidence intervals indicating that more model runs are required before any conclusions can 299 be drawn from the examination of the indices (Figure 2) . We also show how the uncertainties 300 dramatically reduce when a larger design is used. These results were obtained by using the Figure 2: Applying Sobol's sensitivity analysis method on data generated using (6). Random designs of 220 and 4378 have been used. The error bars indicate 95% confidence intervals for the first-order and total effect indices.
Rabies Model

311
In this section, we discuss the application of the Morris sequential screening method described 
322
The individual-based, non-spatial, discrete-time model incorporates population and disease 323 dynamical processes such as host reproduction and mortality as well as disease transmission. The model has 13 free parameters, shown in Table 1 . In addition, three simulator config-327 uration parameters were kept fixed: the maximum number of time steps was set to 400; the 328 cross infection input was 0.002 and the environment area size was kept fixed at 5400 km 2 .
329
The response used is the probability that the rabies disease becomes extinct in both the number of levels to p = 6 and ∆ = p/(2(p − 1)) = 0.6.
338
The sequential Morris method discussed in Section 4 allows the specification of a variance 339 γ from which the threshold on the Elementary Effect deviation σ 0 is derived. We set γ = 3.5,
340
which reflects a prior belief that individual factor effects on the output are considered near-linear if the effect on the output is within three standard deviations of purely linear, i.e. 
Screening Results
346
Singer and Kennedy (2008) performed sensitivity analysis on this model using the standard
347
Morris method with the same setup as here as well as the Sobol' method. They noted the 348 most important parameters are species winter densities (inputs (2) and (3)) and mortalities
349
(inputs (6) and (7)). They also noted the least influential factors are the dummy variable (5) 350 that has by definition no influence on the model output and parameter 4, a shape parameter
351
for the probability distribution of raccoon dog infection. It is also noted that the Sobol'
352
method is prohibitively expensive and offers low accuracy with a sample size of 300. They raccoon dog winter density (3), raccoon dog rabies incubation probability (13), number of 366 replicated runs (1) and raccoon dog population birth rate (10) are eliminated from further 367 consideration since they have strong non-linear effects on the simulator output.
368
Another trajectory design for the remaining 9 factors is evaluated and requires 10 further 369 simulator evaluations (Figure 3(c) ). The parameters fox winter density (2) and mortality
370
(6) factors are found to have non-linear effects and are removed from further consideration.
As evidenced by the Morris plot, the σ value for parameter 2 changed significantly from the 372 previous iteration where the effect was considerably below the threshold and very close to 373 linear.
374
For the third iteration, the seven factor trajectory requires 8 more simulator evaluations 375 (Figure 3(d) ). Three further parameters are eliminated, the raccoon dog (7) mortality rate, 376 the fox birth rate (9) and the fox population rabies incubation probability (12) removed from further consideration.
382
The remaining two factors, the shape parameter for the probability distribution (4) and Figure 3: Batch and Sequential EE screening on the rabies simulator. Solid line denotes path from previous value of (µ * , σ) for each factor. Horizontal dashed line denotes the σ 0 threshold value for the given iteration. old σ 0 which is used to determine whether an input has a non-linear effect. The elicitation of this value directly can be challenging and we have presented an indirect approach which 401 utilises an easily interpetable variance value γ specified on the simulator output space.
402
In order to apply the screening method of the present paper, the analyst must make a 403 number of choices. To create the ordered design of OAT-experiment start-points, M must be 404 specified. We recommend that M is chosen with respect to the computational effort needed 405 to run the simulator; at worst, the simulator will run (k + 1)M times. The threshold value σ 0 406 can be set to zero so that only true linear-and no-effect inputs are investigated. We suggest 407 to use a threshold σ 0 > 0 as in practice some small non-linearities might be tolerated and 408 replaced instead by a linear function.
409
In cases where direct elicitation of the EE variance threshold σ 0 is not feasible or straight- 
434
In this paper, we have not addressed the question of how multiple simulator outputs could 435 be handled in our method. The simplest approach, of generating separate OAT designs for 436 each output, is inefficient. In a sequential setting, the initial design could be shared for all 437 outputs. In our approach, factors are excluded from subsequent screening stages when non-438 linear effects are detected. Therefore, subsequent stages need only include factors that are 439 under the EE variance threshold across all outputs. As the number of outputs grows, it is 440 more likely that a factor will have a non-linear effect on at least one of the outputs. Therefore 441 fewer simulator runs will be required for screening but it is also more likely fewer factors with 442 only linear or no effects across all outputs are detected. An alternative approach would be to 443 use a functional summary of all simulator outputs as the response for the screening analysis.
444
However the EE variance threshold will need to be elicited for the functional summary rather The mean of R elementary effects is distributed µ ∼ N(a, 
485
In each simulation experiment, the run length was recorded. Recall that run length is the 486 number of steps required for a factor to be declared nonlinear and it only takes integer values.
487
A number of 12, 000 simulations were carried out and run lengths obtined were averaged to 
