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[1] A module for predicting the dynamic evolution of the gas phase species and the
aerosol size and composition distribution during formation of secondary organic aerosol
(SOA) is presented. The module is based on the inorganic gas-aerosol equilibrium
model Simulating the Composition of Atmospheric Particles at Equilibrium 2 (SCAPE2)
and updated versions of the lumped Caltech Atmospheric Chemistry Mechanism (CACM)
and the Model to Predict the Multiphase Partitioning of Organics (MPMPO). The
aerosol phase generally consists of an organic phase and an aqueous phase containing
dissolved inorganic and organic components. Simulations are presented in which a single
salt (either dry or aqueous), a volatile organic compound, and oxides of nitrogen
undergo photo-oxidation to form SOA. Predicted SOA mass yields for classes of aromatic
and biogenic hydrocarbons exhibit the proper qualitative behavior when compared to
laboratory chamber data. Inasmuch as it is currently not possible to represent explicitly
aerosol phase chemistry involving condensed products of gas phase oxidation, the present
model can be viewed as the most detailed SOA formation model available yet will
undergo continued improvement in the future.
Citation: Griffin, R. J., D. Dabdub, and J. H. Seinfeld (2005), Development and initial evaluation of a dynamic species-resolved
model for gas phase chemistry and size-resolved gas/particle partitioning associated with secondary organic aerosol formation,
J. Geophys. Res., 110, D05304, doi:10.1029/2004JD005219.
1. Introduction
[2] A significant fraction of atmospheric organic aero-
sol is formed through in situ oxidation of volatile organic
compounds (VOCs) followed by partitioning of low-
volatility products into the aerosol phase. This compo-
nent of atmospheric organic aerosol is referred to as
secondary organic aerosol (SOA). In order to produce an
accurate estimate of the climatic and urban pollution
effects of SOA, it is necessary to understand and model
the molecular mechanisms of SOA formation and how
these mechanisms are influenced by atmospheric condi-
tions such as temperature, relative humidity (RH), and
the presence of other constituents in the aerosol. Atmo-
spheric VOCs (generally those containing five or more
carbon atoms) that produce SOA include aromatics,
alkenes, alkanes, and certain oxygenated hydrocarbons
that are emitted from both biogenic and anthropogenic
sources.
[3] The gas phase oxidation chemistry of SOA-forming
VOCs is complex and not fully understood. The gas-to-
particle conversion step in the formation of SOA is the
partitioning of the semivolatile or nonvolatile products of
VOC oxidation between the gas and particle phases. Chem-
ical analysis of the SOA identifies many products that
condense, thereby allowing formulation of gas phase path-
ways that potentially lead to those products [Yu et al., 1999].
The ambient atmospheric particulate matter (PM) into
which this partitioning occurs consists, in general, of a
mixture of organic and inorganic components, including
water, and itself may consist of one or more phases; if more
than one phase exists, it has been presumed in general that
one of the phases is primarily an organic phase and the other
is predominantly an aqueous phase [Seinfeld and Pankow,
2003].
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[4] The formation of SOA from a particular VOC is often
described in terms of the fractional mass yield, Y, which
relates how much PM is produced when a certain amount
of parent gaseous VOC is oxidized, Y = Mo/DVOC, where
Mo (mg m
3) is the mass concentration of SOA produced
from the reaction of DVOC (mg m3). Odum et al. [1996]
developed an empirical framework for representing the
functional dependence of Y on Mo for chamber experiments.
Assuming that the photo-oxidation of a parent VOC leads to
just two overall semivolatile products, P1 and P2, that are
representative of the overall product mixture, then
VOCþ oxidant! p1P1 þ p2P2ðR1Þ
where p1 and p2 are molar stoichiometric coefficients.
Reaction (R1) is not likely to represent a fundamental
reaction because of its empirical derivation. Mass-based
stoichiometric factors for the production of P1 and P2 from
the parent hydrocarbon are then defined as a1 = p1 
MWP1/MWVOC and a2 = p2  MWP2/MWVOC where MW
represents molecular weight [Seinfeld and Pankow, 2003].
The empirical two-product representation of SOA formation
has been highly successful in fitting laboratory SOA yield
data for dozens of parent VOCs, and it serves as the basis
for estimating SOA formation in current global models
[Chung and Seinfeld, 2002; Tsigaridis and Kanakidou,
2003; Lack et al., 2004].
[5] Even though its simplicity and its firm basis in actual
laboratory data are strong points, this approach has limi-
tations for use in atmospheric models. It is well established
that, even for a single VOC, many more than two products
are involved in SOA formation and, as conditions such as
temperature, RH, and oxidant level vary, the functionality
and phase distribution of condensing products are likely to
change [see, e.g., Forstner et al., 1997; Yu et al., 1999;
Jaoui and Kamens, 2003; Gao et al., 2004]. A major need
in atmospheric modeling of SOA is to formulate models that
are based more explicitly on actual chemistry, both gas and
aerosol phase, but that are also constrained by observed
laboratory data. Furthermore, such models need to minimize
computational demand.
[6] The approach to modeling the gas phase chemistry
associated with SOA formation that is, in principle, most
chemically rigorous is to represent the gas phase chemistry
with a fully explicit mechanism, an example of which is the
University of Leeds Master Chemical Mechanism version
3.0 (http://www.chem.leeds.ac.uk/Atmospheric/MCM/
main.html#Master) [Jenkin et al., 2003; Saunders et al.,
2003]. Even though many of the rate constants and
branching ratios have to be estimated, the use of such a
mechanism allows explicit prediction of each of the
condensing products. The concentrations of the condensing
products predicted explicitly can then be used to predict
SOA formation by considering the thermodynamic proper-
ties of the products [Jenkin, 2004]. Nevertheless, the com-
putational demand associated with using a fully explicit
mechanism in a regional or global atmospheric model
render it impractical.
[7] Regional- or global-scale gas phase chemistry is
typically represented by lumped mechanisms, those in
which reactions of similar type are grouped together or in
which the chemistry of certain species is used to represent
that of a wide spectrum of related compounds. Approaches
based on lumped mechanisms are starting to emerge in
regional/global modeling of SOA [e.g., Griffin et al., 2002a,
2002b], and it is this direction that offers the most promise
for development of chemically explicit models of SOA
formation that are, at the same time, computationally
feasible for global models.
[8] Until recently, the accepted picture of SOA formation
was that no further chemistry occurs in the aerosol phase
once the oxidation products condense. Two major discov-
eries have altered this view. First, it was discovered that
particle phase acidity increases SOA formation beyond that
under less acid conditions [Jang and Kamens, 2001; Jang et
al., 2002; Czoschke et al., 2003; Iinuma et al., 2004].
Second, the presence of oligomeric species was discovered
in the SOA aerosol phase [Limbeck et al., 2003; Gao et al.,
2004; Iinuma et al., 2004; Kalberer et al., 2004; Tolocka et
al., 2004]. Such oligomers have been identified as SOA
constituents in both the presence and absence of acidic
seed aerosols [Gao et al., 2004; Kalberer et al., 2004]. In
terms of aerosol phase chemistry, no models currently
exist that describe these reactions, even at the laboratory
level, because of a lack of understanding of what reactions
occur and the kinetic and thermodynamic properties to
describe the hypothesized processes [Barsanti and Pankow,
2004].
[9] It is of interest, both in analyzing laboratory chamber
data and in simulating atmospheric particle evolution result-
ing from condensation of organic species, to be able to
simulate the evolution of the aerosol composition and size
distribution during SOA formation. Chamber studies on
SOA formation generally produce time-dependent aerosol
size distributions that evolve as the semivolatile and non-
volatile products of VOC oxidation condense onto existing
inorganic seed particles or nucleate to form new particles.
These size distributions then serve as the basis on which the
yield of SOA from a particular VOC is determined [see,
e.g., Cocker et al., 2001]. At moderate and high values of
RH, the chamber seed aerosol contains water as well,
affecting the gas-particle partitioning (as well as the particle
phase chemistry) of gas phase VOC oxidation products, so
that it is necessary to account for the presence of both liquid
water and a condensed organic phase in the aerosol.
[10] A fundamental approach to predict SOA formation is
to couple a chemical mechanism that represents the gas
phase chemistry of the parent VOCs to a module that
describes the condensation of semivolatile and nonvolatile
oxidation products [see, e.g., Jacobson, 1997; Meng et al.,
1998; Griffin et al., 2002a, 2002b, 2003; Pun et al., 2002,
2003]. A comprehensive model of the evolution of the
aerosol composition and size allows one to evaluate,
through comparison with laboratory data, the extent to
which the entire mechanism of gas-to-particle conversion
is understood. The model also allows one to predict, on first
principles, the effect on the amount of organic aerosol
formed of variables such as temperature, RH, VOC chem-
ical structure and initial mixing ratio, and the inorganic
composition of the aerosol. Eventually, such a model must
include particle phase chemistry. At this point in time,
however, while the existence of particle phase chemistry
has been demonstrated clearly, it is not possible to attempt
to represent that chemistry explicitly.
D05304 GRIFFIN ET AL.: MODEL OF SECONDARY ORGANIC AEROSOL FORMATION
2 of 16
D05304
[11] In this work, a model for size- and composition-
resolved SOA formation is presented and applied in a
systematic series of numerical experiments to examine
SOA formation, as might be performed in a series of
experiments in a laboratory chamber. The goal of this model
is to serve both as a vehicle for quantitative analysis of
aerosol data in chamber experiments on SOA yields and
chemistry and as a predictive model to be embedded in
three-dimensional atmospheric models. We begin with a
description of the basic model, which has evolved based on
previous work of Meng et al. [1998], Griffin et al. [2002a,
2002b, 2003], Nguyen and Dabdub [2002], and Pun et al.
[2002]. We then discuss the treatment of inorganic/organic
aerosol thermodynamics because the gas-aerosol equilibrium
state is that which drives the gas-to-particle conversion. A
number of case studies are considered to illustrate the
predicted behavior of SOA formation from different parent
VOCs, based on current representation of gas phase oxida-
tion products and the associated thermodynamics. At pres-
ent we compare only the qualitative behavior of the model
with actual laboratory experiments to assess the ability to
capture the main features of SOA formation. The model is
formulated in such a manner as to allow improvements in
representation of gas or aerosol phase processes, especially
aerosol phase chemistry, to be included and to allow
implementation of the modules into three-dimensional
atmospheric models.
2. Model Description
2.1. Inorganic Aerosol
[12] The model for the dynamics of the size composition
distribution of the inorganic aerosol is based on the particle
mass distribution as a function of particle diameter, Dp. The
mass-conservative approach solves the aerosol condensa-
tion/evaporation equation [Pilinis, 1990; Meng et al., 1998;
Griffin et al., 2002b]. The aerosol condensation/evaporation
equation is solved using the partitioned flux integrated
semi-Lagrangian method (PFISLM) of Nguyen and Dabdub
[2002]. This routine is mass (though not number) conser-
vative, positive definite, and peak retentive and has been
applied in previous three-dimensional model simulations of
ambient PM formation [Griffin et al., 2002b]. Such a
treatment of inorganic aerosols allows for dynamic calcu-
lations that do not rely on the assumption of instantaneous
equilibrium.
[13] When both neutral and ionic PM species are present
in the solution, the thermodynamics of the system is
complex because of (1) the effects of ions on the activity
coefficients of neutral species and on those of other ions,
(2) the change of ion solvation shells with composition,
(3) the effects of neutral species on the activity coefficients
of ions, (4) the acid-base and ion pair formation equilibria,
and (5) the consideration of electroneutrality [Pankow,
2003]. Currently, general techniques do not account for
all of these issues in mixed inorganic/organic systems,
although work is ongoing in that direction for specific
aerosol constituents [Clegg et al., 2001, 2003; Ming and
Russell, 2002; Clegg and Seinfeld, 2004; Erdakos et al.,
2005]. Several existing inorganic gas-aerosol thermody-
namic models are capable of predicting the gas-aerosol
phase distribution of components such as ammonia, nitric
acid (HNO3), hydrochloric acid, sulfuric acid, and water
with consideration of nonvolatile inorganic cations such as
sodium, magnesium, potassium, and calcium. (See Zhang et
al. [2000] for a review of such models.) The routine
Simulating the Composition of Atmospheric Particles at
Equilibrium 2 (SCAPE2) [Kim et al., 1993; Meng et al.,
1995, 1998] is used in the present model to calculate surface
vapor pressures for inorganic species. While SCAPE2 is
chosen for this study, the techniques used allow for adapta-
tion and use of any inorganic aerosol model.
2.2. Organic Aerosol Equilibrium
[14] Because of the complex nature of the mixture of
species in atmospheric particles, it is highly possible that
more than one condensed phase is present in an individ-
ual particle. When two liquid phases coexist in an
atmospheric particle, one may be predominantly an aque-
ous phase with some dissolved organic material, and the
other a largely organic phase with a small water concen-
tration [Seinfeld et al., 2001; Pankow, 2003]. With
multiple phases, each dissolved species attempts to dis-
tribute itself among the gas phase and the condensed
phases in such a way as to achieve the overall thermo-
dynamic equilibrium that is attained when the chemical
potential of each species is identical in each of the
phases. Two condensed liquid phases can arise when
both hydrophilic and hydrophobic organic compounds
are present. Atmospheric oxidation of VOCs produces
polar compounds that tend to be hydrophilic, whereas
primary anthropogenic and biogenic PM organics tend to
be hydrophobic. However, these hydrophobic primary
organic PM species provide a medium into which polar
compounds potentially are absorbed.
[15] Models have been developed to predict the gas-
aerosol phase distribution of organic compounds and water
to form a single organic plus water PM phase [Pankow et
al., 2001; Seinfeld et al., 2001; Seinfeld and Pankow, 2003].
The UNIFAC model [Fredenslund et al., 1977] has proven
useful for computing liquid phase activity coefficients of
such organic plus water solutions, as well as for estimating
pure compound vapor pressures of organic species [Asher et
al., 2002]. The most general version of the organic plus
water condensed phase model developed to date is the
Model to Predict the Multiphase Partitioning of Organics
(MPMPO) [Griffin et al., 2003], in which particles are
assumed a priori to be one of two types (a purely organic
aerosol or an aqueous aerosol with associated molecular and
ionic components) or to have two separate phases, one
primarily aqueous and the other predominantly organic.
Equilibrium is computed for all species among the gas
phase and the two condensed phases. Models do not yet
exist that automatically compute the number of condensed
phases based entirely on overall thermodynamic phase
equilibrium for all species, but work is proceeding in that
direction [Pankow, 2003]. In the model of Griffin et al.
[2003], equilibrium between the gas and particulate phases
is assumed for organic species. The aerosol condensation/
evaporation equation expresses how the entire aerosol size
distribution evolves dynamically toward an equilibrium
state (and thus is a more general statement of the gas-
aerosol partitioning process), but this equation is solved
only for inorganic aerosol constituents.
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[16] In the current work, an adapted version of the gas
phase Caltech Atmospheric Chemistry Mechanism (CACM)
[Griffin et al., 2002a] is used to simulate gas phase chemistry
leading to formation of semivolatile and nonvolatile organic
oxidation products. The predictions from CACM are used in
conjunction with an updated version of MPMPO [Griffin et
al., 2003] to compute the equilibrium relationship between
dissolved organic components in both aqueous and organic
condensed phases and their atmospheric gas phase concen-
trations. Detailed improvements to the CACM and MPMPO
modules are described subsequently. The MPMPO utilizes
the following equilibrium relationships. The equilibrium
organic aerosol phase mass concentration of an individual
species i, Oi (mg m
3 air), is given by the following
relationship:
Oi ¼ Kom;iGiMo ¼ GiMoRT
Mom106gip
o
L;i
ð1Þ
Kom,i (m
3 air mg1) is the partitioning coefficient that
describes the phase distribution of the condensing organic
species [Pankow, 1994], Gi is its corresponding gas phase
concentration (mg m3 air), and Mo is the total concentration
(mg m3 air) of organic aerosol mass available to act as
the partitioning medium. R is the ideal gas constant (8.2 
105 m3 atm mol1 K1), T is temperature (K), Mom is the
average molecular weight (g mol1) of the absorbing
organics including both primary and secondary organic
compounds, pL,i
o is the pure component vapor pressure (atm)
of species i, and gi is the activity coefficient of species i in
the organic phase. The factor of 106 converts g to mg.
[17] If Ai represents the aqueous phase concentration of
species i (mg m3 air) and Hi its Henry’s law coefficient ((mg
mg1 H2O)/(mg m
3 air)), Ai is given by:
Ai ¼ Gi LWCð ÞHi
gaq;i
ð2Þ
where LWC is the aerosol liquid water content (mg H2O
m3 air) and gaq,i is the activity coefficient of organic
species i in the aqueous phase normalized by that at infinite
dilution. The aqueous phase equilibrium is subject to
constraints imposed by dissociation of the dissolved organic
species, if applicable, which necessitates knowledge of the
aqueous phase pH [Griffin et al., 2003]. In addition, as
shown in equations (1) and (2), both the organic and
aqueous phase equilibria require activity coefficients. The
UNIFAC method is employed to determine the activity
coefficients in both types of phases. When equations (1) and
(2) are combined with a mass balance for each of the
partitioning species (i.e., the total mass concentration of a
species predicted by the chemical mechanism must equal
the sum of its concentrations in all of the phases), the result
is a series of n equations and n unknowns that is solved
iteratively using the techniques described by Griffin et al.
[2003] to determine the phase distribution of semivolatile
organic species formed via VOC oxidation.
[18] It must be stressed that the aerosol condensation/
evaporation equation is applied to inorganic aerosol species
and equations (1) and (2) are applied to organic aerosol
species. The two sets of equations are linked as follows.
Over the course of the aerosol model time step, the
condensation/evaporation equation is applied to partitioning
inorganic aerosol species such as sulfate and nitrate. At the
end of the aerosol time step, SCAPE2 has predicted the
phase distribution of inorganic aerosol species, the LWC of
the aerosol, and the pH of the aqueous phase. At this point,
the bulk equilibrium associated with equations (1) and (2) is
applied to organic species; this application requires both the
LWC and the pH predicted by SCAPE2. Uptake of addi-
tional water is considered for any organics that partition to
the aqueous phase. If this amount of water is insignificant
(less than one percent of the LWC associated with the
inorganic aerosol), the aerosol calculation for the current
time step is complete. However, if the amount of additional
water associated with the organics is significant, the aerosol
module returns to the beginning of its time step and runs
SCAPE2 while considering both the aqueous organic ma-
terial and the additional water. This iterative process is
repeated until the LWC of the aerosol is consistent between
SCAPE2 and MPMPO.
[19] The calculations associated with MPMPO are not
performed in a particle-size-dependent manner. Preexist-
ing organic PM and LWC are summed across all size
bins to provide a bulk state of the aerosol to use with the
equilibrium partitioning equations. The total mass of each
SOA constituent in the aerosol phase is found from
application of MPMPO, and this mass is spread between
bins based on available particle surface area for particles
smaller than 2.5 mm in diameter. This weighting proce-
dure is based on the preexisting mass in each bin being
converted to a particle number and that particle number
concentration being used to estimate available surface
area in each bin. The fraction of SOA partitioned to a
bin is equal to the fraction that the preexisting particles in
the bin contribute to the total available surface area. Total
mass is then redistributed amongst bins based on whether
the added (or removed) mass would cause a particle to
grow (or shrink) to sizes outside of the original bin
width. This is clearly a simplified method of accounting
for changes in particle size due to formation of SOA,
especially because the dynamic inorganic and bulk equi-
librium organic modules are linked through the LWC.
Future work will be directed toward combining the
PFISLM and MPMPO modules such that the condensa-
tion/evaporation equation can be applied to perform size-
resolved simulations of SOA formation. It should also be
noted that the LWC or preexisting organic aerosol mass
concentrations could be used as the basis for the weighted
distribution of SOA mass. However, the surface area is
chosen because the LWC and preexisting organic aerosol
mass are summed in the application of equations (1) and
(2) to provide a bulk equilibrium condition. Therefore a
variable independent of LWC and preexisting organic
aerosol mass is desired.
2.3. Updates to Previous Versions of the Models
[20] Pun et al. [2003] outline uncertainties associated
with the model predictions of SOA concentrations using
this approach and the differences that result when these
predictions are compared to predictions from other meth-
ods that are based on parameters derived primarily from
chamber experiments. These differences are linked to
D05304 GRIFFIN ET AL.: MODEL OF SECONDARY ORGANIC AEROSOL FORMATION
4 of 16
D05304
disparities in modeled partitioning and stoichiometric
coefficients of the semivolatile organic compounds
(SVOCs) predicted to constitute SOA. This provides
motivation to investigate the formation chemistry and
properties of SVOCs in the models presently discussed.
As a result, the original CACM and MPMPO were
revised and applied to simulate numerous atmospherically
relevant scenarios.
Table 1. Changes Made to the Original Version of the CACM During This Worka
Change Reaction Numbers Adaptations Made Reasons/Notes
1 (79) increase yield of RO221 to
0.1 and decrease that of
RAD3 to 0.74
Increasing the yield of RO221 enhances the formation of
ring-retaining products. This causes simulations to
be in line with observations of Forstner et al. [1997]
and AROL to be consistent with other aromatic
parent species.
2 (97)– (109) increase RAD reaction rate
constants with NO2 by a
factor of 1.7 and adjust
those with O2 by a factor
of 0.9
These changes also enhance the formation of
ring-retaining products.
3 (128), (136), (156), (269), (284),
(298), (306), (315), (329), (345)
decrease rate constants of
acyl peroxy radical
reactions with HO2 by a
factor of 3.5
At low VOC and NOx levels in the original versions of
the modules, acyl radical consumption is dominated
by reaction with hydroperoxy radicals, leading to
acid products. This generates high SOA yields in
cases with low initial VOC concentrations, behavior
not observed in laboratory chamber experiments
[Odum et al., 1996, 1997a, 1997b; Hoffmann et al.,
1997; Griffin et al., 1999].
4 (197)– (202) decrease yield of species
UR7 to 0.3 and add
formation of species
UR10 at a yield of 0.7b
In the initial development of the model it was assumed
that UR7 would not contribute significantly to SOA
due to its relatively high vapor pressure. However,
its formation in high yield and its lumping into a less
volatile surrogate lead to overpredictions of SOA.
UR10 is not a partitioning species in the model.
5 (221), (228), (242), (249), (256) increase reaction rate by 20% Faster isomerization of benzyl peroxy radicals leads to
increased formation of anhydride and furan type
products to be more in line with the results of
Forstner et al. [1997].
6 (222)– (224), (229)– (231),
(243)– (245), (250)– (252)
decrease yield of species
RPR9 (or its
corresponding product,
RP11, RP12, or RP13, in
the latter sets of
reactions) to 0.3 and add
formation of a new
species (UR35) at a
yield of 0.7
In the initial development of the model it was assumed
that RPR9 (or its corresponding product in the latter
sets of reactions) would not contribute significantly
to SOA due to its relatively high vapor pressure.
However, its formation in high yield and its lumping
into a less volatile surrogate lead to overpredictions
of SOA. UR35 is not a partitioning species in the
model.
7 (235) increase reaction rate by 10% Faster isomerization of benzyl peroxy radicals leads to
increased formation of anhydride and furan type
products to be more in line with the results of
Forstner et al. [1997]. A slower isomerization rate
in this case relative to those listed above is one
pathway by which AROH leads to higher yields of
SOA than does AROL.
8 (236)– (238) decrease yield of species
RP11 to 0.5 and add
formation of UR35 at a
yield of 0.5
In the initial development of the model it was assumed
that RP11 would not contribute significantly to SOA
due to its relatively high vapor pressure. However,
its formation in high yield and its subsequent
formation of UR26 lead to overpredictions of SOA.
In this case, 0.5 is used (as opposed to the 0.3 used
above for RPR9) to provide another pathway by
which AROH leads to higher yields of SOA than
does AROL.
9 (334) decrease the yield of UR26
to 0.67 and add the
formation of UR24 at a
yield of 0.33
UR26 is a major constituent of SOA from aromatic ring
degradation products, which was originally
simulated to be too high. UR24 is not a partitioning
species in the model.
10 (350)– (361) treat highly functionalized
alkyl nitrate (AP)
products as unreactive
species (set k350 through
k361 = 0)
Structure-activity-relationship-based rate coefficients
lead to rapid consumption of the AP products,
leading to a peak followed by a decline in SOA
concentrations in model simulations. No such peaks
have been observed in chamber experiments [Odum
et al., 1996, 1997a, 1997b; Hoffmann et al., 1997;
Griffin et al., 1999].
aReaction numbers and product designations refer to those presented by Griffin et al. [2002a].
bIn reaction (197) these values need to be multiplied by CF(28).
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2.3.1. Updates to CACM
[21] A summary of the changes made to CACM reactions
and the motivations behind them are presented in Table 1.
Reaction numbers included in Table 1 correspond directly to
those listed by Griffin et al. [2002a]; in the following
discussion, indices describing changes refer to the first
column in Table 1. Of the 10 changes included in Table 1,
seven (changes 1, 2, and 5–9) affect only the aromatic
chemistry and are made to achieve better agreement
between simulations and observed product distributions
[Forstner et al., 1997] and to provide a greater distinction
between aromatic compounds with high and low SOA
yields (AROH and AROL, respectively) as defined by
Odum et al. [1997a]. Correspondingly, only one change
(change 4) affects solely the chemistry of biogenic com-
pounds (to compensate for overprediction of SOA forma-
tion); the remaining two (changes 3 and 10) are more
general changes that affect both aromatic and biogenic
Figure 1. Lumping of SOA surrogate species (top) in previous studies [Pun et al., 2002; Griffin et al.,
2003] versus (bottom) that used in this study. Numbers correspond to structures given by Griffin et al.
[2003]. Shading indicates that a required change in surrogate structure was needed; bold outlining
represents the end of the branches in the classification.
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chemistry and that are implemented to match the temporal
behavior in simulations more accurately to that observed
in chamber experiments. All ten of these changes are
focused primarily on adjustment of estimated stoichio-
metric factors and kinetic reaction rate constants that
inherently have some amount of associated uncertainty.
Because of lack of chamber data to which simulated
SOA formation could be compared, no changes have
been made to the gas phase chemistry of long-chain
alkanes and polycyclic aromatic hydrocarbons (PAH) in
CACM. The chemistry of smaller VOCs also remains
unchanged because such chemistry is much better under-
stood and because, in the mechanism, it has very little
influence on SOA formation. In addition, the chemical loss
coefficient for species that are deemed nonreacting species
in CACM [Griffin et al., 2002a] is decreased from 103
to 104 min1 in order to reflect more accurately the
temporal profiles of SOA when particle deposition is
taken into account in the chamber experiments for the
simulations discussed below.
2.3.2. Updates to MPMPO
[22] In addition to changes being necessary in CACM,
this work also provided the opportunity to revise the
MPMPO module, as summarized in Table 2. In the follow-
ing discussion, indices for changes refer to the first column
in Table 2. The most significant changes made to the
partitioning module are focused on the way in which
secondary species capable of forming SOA are classified
into surrogate groups. This lumping procedure was deemed
necessary to reduce the computational demand of the
partitioning code, especially when implemented into a
three-dimensional air quality model. Figure 1 (top) indicates
the original lumping procedure to determine surrogate
structures. In the original model formulated by Pun et al.
[2002], surrogate species are classified as being either
hydrophobic or hydrophilic, based on an assumption as to
whether partitioning to the aqueous or organic condensed
phase dominates. In this earlier version of the partitioning
module, species are forced to partition only to one phase or
the other. Species are then classified by source (biogenic
versus anthropogenic), structure, volatility, and potential for
dissociation (in the case of hydrophilic species). Griffin et
al. [2003] extended the original model of Pun et al. [2002]
by allowing all surrogate species to partition to both the
aqueous and condensed organic phases. In the current work,
a distinction between hydrophobic and hydrophilic com-
pounds is no longer made because all surrogates are allowed
to partition to both phases (change 1). The result is the
grouping shown in Figure 1 (bottom). The distinction for
surrogate assignment is based on structure, source, volatil-
ity, and dissociative capabilities only. However, because of
the original surrogate structures chosen, no changes in
structure are required for nine of the ten groups in terms
of the surrogate used. The biogenic, ring-retaining group is
new (change 2) and is assigned the structure 1-methyl-1-
hydroxy-2-nitrato-4-isopropyl-cyclohexane. The molecular
weight (217 g mol1) and vapor pressure (6.58  106 atm
at 298 K, prior to the vapor pressure correction meth-
odology described subsequently) of this species are intro-
duced into the partitioning module in order to replace the
original hydrophobic, biogenic category (group number 10
in Figure 1, top). Species included in the new group are
AP7, AP8, UR5, and UR6 (changes 3 and 4). Ring
fragmentation products originally classified as hydrophobic
and biogenic are reclassified (changes 5 and 6) into the other
biogenic categories (group numbers 4 and 5 in Figure 1,
bottom). UR7 (originally in group number 10) is now
considered a nondissociative biogenic ring fragmentation
product (group number 5), and UR8 (also originally in
group number 10) is now considered a dissociative biogenic
ring fragmentation product (group number 4).
[23] Another change in the lumping procedure that is
expected to alter the predictions of partitioning behavior is
the switch from a hydrophobic, anthropogenic, aliphatic
category (group number 9 in Figure 1, top) to an anthro-
pogenic, alkane-based category. In the original classifica-
tion, all but one of the partitioning species lumped into
this category are derivatives of long-chain alkanes. One
bifunctional ring fragmentation product of aromatic chem-
istry (UR26) is included; this species is not deemed
hydrophilic based on the criteria described originally by
Pun et al. [2002]. However, a long-chain alkane derivative
is used as the surrogate for this group. These choices lead
to overprediction of SOA formation from the aromatic
compounds leading to this bifunctional species because the
vapor pressure of the long-chain alkane surrogate is
predicted to be considerably lower than that of the
aromatic ring fragmentation product. This species has been
removed from its original group (group number 9) and is
now included with the dissociative aromatic fragments
(group number 2 in Figure 1, bottom) (change 7). It
should also be noted that products ARAC and UR19 are
included in groups 7 and 8, respectively, though not
specified by Pun et al. [2002].
[24] Under certain circumstances, products deemed capa-
ble of partitioning to the aerosol phase by the criteria of Pun
et al. [2002] react quickly in the gas phase to form products
further down the oxidation chain that are significantly more
volatile and therefore assumed not to form SOA. For
example, assume that gas phase product A is formed from
the initial reaction between a VOC and an oxidant, that A is
capable of forming SOA, and that the gas phase oxidation of
species A leads to the formation of species B, which is not
considered capable of forming SOA. Schematically, this is
represented by:
VOCþ oxidant! A$ SOAðR2Þ
Aþ oxidant! BðR3Þ
At earlier points in the oxidation of the parent VOC, A is
present in significant concentrations, leading to SOA
formation. However, as time increases, A remaining in the
gas phase is converted to B, and the mass of A in the aerosol
phase repartitions to the gas phase to reestablish equili-
brium. Such behavior leads to a peak followed by a decline
in SOA concentration in some simulations. This behavior
has not been observed in the smog chamber experiments
being simulated [Odum et al., 1996, 1997a, 1997b;
Hoffmann et al., 1997; Griffin et al., 1999]. Therefore
highly reactive products, such as the hypothetical A, are
assumed not to partition to the aerosol phase despite
meeting the partitioning criteria originally outlined by Pun
et al. [2002]. Aldehydic species that contain a ketone in the
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a position are examples of species that follow this type of
behavior:
ðR4Þ RC Oð ÞC Oð ÞHþ OH or NO3
! RC Oð ÞC Oð ÞO2	 ! RC Oð ÞO2	 ! RO2	
where R is an organic group that may or may not contain
functionality. In the first step, OH or NO3 abstracts the
aldehydic H atom. Oxygen quickly adds to the resulting
radical to form the first acyl radical shown. In a NOx-rich
environment, the acyl radical converts NO to NO2 and
fragments to form carbon dioxide and a radical that again
quickly adds oxygen to form a second acyl radical. This
reaction sequence continues and forms a simple peroxy
radical as shown in the last step. Therefore products with
this type of functionality are capable of losing two carbon
atoms and two functional groups relatively quickly, which
leads to increases in vapor pressure and decreases in
simulated SOA.
[25] As a result, PAN8 and RPR3 are no longer constit-
uents of SOA (originally in group number 10 and group
number 5, respectively), and RPR4 no longer contributes to
the high-volatility aromatic group (group number 7)
(change 8). In addition, UR22 is removed from the low-
volatility aromatic group (group number 6) upon reevalua-
tion of its vapor pressure estimated using structure activity
techniques (change 9).
[26] The last change (change 10) made to the MPMPO in
this work is an adjustment of the predicted vapor pressures
of the partitioning surrogate compounds, which are likely to
have significant associated uncertainties [Hemming and
Seinfeld, 2001]. This is performed because simulations that
exclude such adjustment but include the improvements to
CACM and the MPMPO discussed so far significantly
underpredict SOA formation relative to experimental data.
Such simulations also show a lag in the initialization of
SOA formation relative to that in experiments. As discussed
above, the partitioning methodology presented here also
does not account for particle phase chemistry leading to
very low vapor pressure material in the organic aerosol
phase, as hypothesized by Jang et al. [2002] and observed
by Kalberer et al. [2004]. To account for these factors, the
estimated vapor pressures of the surrogate compounds are
adjusted.
[27] The first step in the adjustment procedure is to
consider the partitioning coefficients of the oxidation prod-
ucts of aromatic and monoterpene precursor compounds
determined by Odum et al. [1996, 1997a, 1997b], Hoffmann
et al. [1997], and Griffin et al. [1999] using a two-product
model to fit chamber data. Using an average temperature of
308K and assuming ideality (gi = 1) and an average
molecular weight of 180 g mol1 [Pankow, 1994], it is
possible (using equation (1)) to derive vapor pressures for
both hypothetical products of the two-product fit. Typically,
the two products represent one of higher and one of lower
volatility. The vapor pressures calculated in this way are
averaged over all the individual aromatics or all the indi-
vidual monoterpenes investigated experimentally to yield
one effective average representative vapor pressure each for
SOA from aromatics (4.4  108 atm) and monoterpenes
(1.7  108 atm), respectively. For the surrogate species in
MPMPO that result from aromatic oxidation, vapor pres-
sures in the current model are adjusted such that the
chamber-based average vapor pressure falls between those
of the high- and low-volatility ring-retaining products
shown in Figure 1 (bottom) (division by factors of 1.5
and 1.4, respectively, for group number 6 and group
Table 2. Changes Made to the Original Version of the MPMPO During This Worka
Change Adaptations Made Reasons/Notes
1 general reclassification of lumped surrogate groups Hydrophobicity and hydrophilicity are no longer used as a means by
which to group partitioning compounds. See Figure 1.
2 replacement of original group 10 with a ring-retaining biogenic
category that has a different surrogate species
This adaptation is based on change 1.
3 remove AP7 from original group number 5 and move to the new
ring-retaining biogenic group
This adaptation is based on change 2.
4 remove AP8, UR5, and UR6 from original group number 10 and
move to the new ring-retaining biogenic group
These adaptations are based on change 2.
5 move UR7 from original group number 10 to the nondissociative
biogenic ring-fragmentation product group (group number 5)
This adaptation is based on change 2.
6 move UR8 from original group number 10 to the dissociative
biogenic ring-fragmentation product group (group number 4)
This adaptation is based on change 2.
7 move UR26 from the aliphatic anthropogenic hydrophobic group
(original group 9) to the dissociative aromatic
ring-fragmentation product group (group 2)
This adaptation is based on change 1 and also is made because UR26
is significantly more volatile than the other products in original
group 9.
8 remove PAN8, RPR3, and RPR4 from consideration for
partitioning
Inclusion of these species caused a temporal peak and subsequent
decline in SOA simulations, which was not observed in the
chamber experiments being simulated [Odum et al., 1996, 1997a,
1997b; Hoffmann et al., 1997; Griffin et al., 1999].
9 remove UR22 from consideration for partitioning The vapor pressure of this species was reevaluated using a structure-
activity relationship and deemed too high to participate realistically
in the partitioning process.
10 adjustment of vapor pressures of surrogate compounds Vapor pressures were adjusted to avoid underprediction of SOA, to
attempt to account for the effects of particle phase chemistry, and
to match average vapor pressures estimated from the chamber
experiments being simulated [Odum et al., 1996, 1997a, 1997b;
Hoffmann et al., 1997; Griffin et al., 1999].
aProduct descriptions and group numbers refer to those presented by Griffin et al. [2002a, 2003], Pun et al. [2002], and Figure 1.
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number 7) and between those of the dissociative and non-
dissociative fragmentation products shown in Figure 1
(bottom) (no correction and division by a factor of 33.0,
respectively, for group number 2 and group number 3). At
the same time, the average of the vapor pressures of the four
surrogate species needs to be approximately equal to the
chamber-based average vapor pressure. A similar procedure
is followed for dissociative and nondissociative ring frag-
mentation products of monoterpenes shown in Figure 1
(bottom) (division by factors of 3.3 and 15.0, respectively,
for group number 4 and group number 5) relative to the
average chamber-based vapor pressure for SOA from bio-
genics. In the case of the ring-retaining products (the new
surrogate group shown in Figure 1, bottom), the structure-
activity relationship results in a vapor pressure almost
400 times as large as the chamber-based average. Such a
large correction should not be used, and a correction factor
of 66.0 is used, as that is twice the largest correction used for
aromatic compounds. The vapor pressure of the polyaro-
matic surrogate (group number 8) is decreased by a factor of
2.4 so that it is approximately half of that of the high-
volatility aromatic organics, as the polyaromatic surrogate
contains a higher number of carbon atoms but similar
functionality. Without such a correction, PAH species form
less SOA than corresponding monoaromatic compounds on
a mass reacted basis. Without appropriate information, no
changes are made to the vapor pressure estimates for the
long-chain alkane derivative (group number 9). The vapor
pressure of the short-chain oxidation product surrogate
(group number 1) also remains unchanged as the estimated
value is close to that measured experimentally. While
similar vapor pressure adjustments have been made in
previous simulations of chamber chemistry [Colville and
Griffin, 2004], it must be stressed that this corrective
approach needs to be performed with caution due to its
inherent uncertainties. However, once it is possible to
describe explicitly particle phase chemistry or currently
unknown gas phase reactions that lead to additional non-
volatile products, the model vapor pressures will be returned
to values estimated using the structure-activity relationship,
and the model will be expanded to include particle phase
chemistry and the additional gas phase reactions. At that
point, the need to adjust surrogate product vapor pressures
will be revisited.
3. Inorganic Aerosol Simulations
[28] Model performance is evaluated by simulating sev-
eral case scenarios. First, several simulation runs focused on
inorganic aerosols are performed in order to confirm that
adapting CACM and MPMPO (thereby changing the struc-
tures and amounts of SOA partitioning to the aqueous
phase) did not alter the ability of SCAPE2 to simulate
inorganic aerosol dynamics. Predictions of deliquescence
relative humidity (DRH) are generally within 1–2% of
observations and are consistent across all of the salts tested.
A simulation is also performed in which NOx and a VOC
that is not predicted to form SOA are exposed to deli-
quesced particles and light to initiate photochemistry. The
photolysis rate constants are based on simulations of air
quality in the South Coast Air Basin of California (SoCAB)
and are scaled depending on solar zenith angle, vertical
position in the atmosphere, and sky clarity [McRae, 1981;
Lurmann et al., 1987]. For this simulation, overhead sun is
assumed, and a scaling factor of 1.0 is used to assume top of
the boundary layer under clear sky, unpolluted conditions.
The gas phase chemistry of the system leads to gas phase
formation of HNO3, which heterogeneously reacts with
aqueous sodium chloride aerosol to lead to the displacement
of chloride by nitrate in the aqueous phase, as has been
observed to occur in aged sea-salt aerosol [Gard et al.,
1998]. Therefore updating CACM and MPMPO has not
altered the ability of SCAPE2 to simulate dynamics of
inorganic aerosol systems.
4. Secondary Organic Aerosol Simulations
[29] The primary goal of the model is to simulate SOA
formation. We consider four individual parent hydrocar-
bons, AROL, AROH, and low- and high-yield monoter-
penes (BIOL and BIOH, respectively), for which outdoor
chamber data are available for comparison. Because of lack
of experimental data, simulations of SOA from oxidation of
long-chain alkanes and PAH are not considered here.
[30] An initial VOC to NOx ratio of 5 ppb C ppb
1 and an
initial NO to NO2 ratio of 2 are used in all SOA simulations,
unless otherwise noted. A photolysis parameter of 0.5 is
used, which is more indicative of a surface value under
polluted, cloud-free conditions in the SoCAB where
the outdoor chamber experiments being simulated were
performed. This photolysis parameter also results in
average OH radical concentrations of approximately
106 molecules cm3, a value in agreement with that
estimated by Odum et al. [1997a] for the outdoor chamber
experiments. Constant temperature (308K) and RH (5%) are
also assumed. The temperature used represents the approx-
imate average temperature of the experiments described by
Odum et al. [1996, 1997a, 1997b], Hoffmann et al. [1997],
and Griffin et al. [1999]. At this RH, the ammonium sulfate
seed particles are essentially dry. A particle number con-
centration of 10,000 cm3 in the smallest model size bin (in
this case, 0.056 mm in diameter) is assumed, simply as a
basis for calculation of initial particle mass. Assuming a
density of 1.2 g cm3, this equates to an approximate initial
ammonium sulfate mass of 1.1 mg m3. The gas phase time
step is determined internally by the stability of the differ-
ential equations that need to be solved. The aerosol module
is called once every minute of model time. Total simulation
time ranges from 6 to 14 hours, depending on the parent
species; these simulation times are roughly equivalent to the
duration of the experiments.
[31] Initial aromatic mixing ratios used range from 150 to
250 ppb, with simulations performed at each step of 10 ppb.
The range used for monoterpenes is 100 to 200 ppb. For
BIOL, a test of temperature sensitivity at a single mixing
ratio (200 ppb) is performed to ensure that the model
follows the expected temperature-dependent behavior of
partitioning [Sheehan and Bowman, 2001; Takekawa et
al., 2003]. One case study in which RH is increased over
the DRH of ammonium sulfate is also performed under
the same base conditions. In each case, a short-chain
alkene (1-pentene in CACM) is included at a mixing ratio
of 300 ppb, to mimic the inclusion of propylene at similar
levels in the experiments being simulated. An additional
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simulation for the base case is performed in which the
short-chain alkene is not included to investigate the impact
of this compound on SOA yield, as discussed by Takekawa
et al. [2003].
[32] Figures 2 and 3 show typical results from the
simulations. For an initial AROL mixing ratio of 200 ppb,
Figure 2a shows predicted temporal gas phase mixing ratios
of AROL, NO, NO2, and O3, while Figure 2b indicates the
predicted temporal mass concentration profile of SOA.
These predictions qualitatively match the profiles obtained
in the chamber experiments. The initial seed aerosol size
distribution begins to grow after a lag at the beginning of
the experiment. The SOA, which is the mass added to the
initial seed particles, increases, eventually reaching a pla-
teau. Figure 3 shows the simulated changes in aerosol size
distribution throughout the course of the photo-oxidation.
Initially, particles containing only ammonium and sulfate
are present in the smallest size bin, as indicated by Figure 3
(top left). As time increases, ammonium, sulfate, and
organics shift toward larger bins until the size distribution
attains essentially constant behavior, which occurs after
approximately 8 hours. This corresponds to a depletion of
the AROL to such an extent that organic chemistry no
longer contributes to additional particulate mass. Note that
Figure 2. Predicted temporal profiles from photooxidation of 200 ppb AROL, 300 ppb of a short-chain
alkene, 240 ppb NO, and 120 ppb NO2 in the presence of 1.1 mg m3 ammonium sulfate seed aerosol at
308 K and 5% RH. (a) Gas phase. (b) SOA.
D05304 GRIFFIN ET AL.: MODEL OF SECONDARY ORGANIC AEROSOL FORMATION
10 of 16
D05304
the scale on the ordinate changes as simulation time
increases from zero to eight hours. Figure 3 also indicates
the percentage of the mass in each particle bin that is
derived from the species present. Initially, only sulfate and
ammonium contribute to aerosol mass. After 2 hours,
organics contribute more than 80% of the particle mass in
each bin. The mass-based particle size distribution shown in
Figure 3 results from the simplified method used to predict
changes in particle size due to bulk SOA formation, as
discussed above. Future work will be directed toward more
accurate predictions of mass-based particle size distribu-
tions that result from SOA formation by linking the
MPMPO and PFISLM modules.
4.1. Aromatics
[33] Simulations with the aromatic parent VOCs are
shown in Figure 4 as Y versus Mo, the manner in which
experimental data commonly are displayed [Odum et al.,
1996, 1997a, 1997b; Hoffmann et al., 1997; Griffin et al.,
1999]. Here, each value of Y and Mo is that at the end of
an experiment, and discrete points represent individual
model simulations as opposed to chamber data. We do not
explore the predicted effect of NOx level on SOA forma-
tion in aromatic systems here. In Figure 4, curves gener-
ated by a two-product model by Odum et al. [1997a] for
AROL and AROH experiments are shown in addition to
the simulation results. Simulation results are enveloped by
the experimentally derived curves, indicating that, on
average, simulation of SOA from oxidation of a mixture
of AROL- and AROH-type species is in reasonable
accord with observations. It should be noted that as initial
parent hydrocarbon mixing ratios increase (and therefore
DVOC increases because simulations are carried out until
the parent hydrocarbon is consumed completely), both
simulated Y and Mo values increase, as is expected based
on gas-particle partitioning theory. The lowest initial
mixing ratio is indicated by the simulation furthest to
the left, and the highest by the furthest to the right.
Increasing initial mixing ratios are indicated by the
simulation points going from left to right. Oxidation of
AROH also produces larger concentrations of SOA on the
basis of mass of parent VOC reacted than oxidation of
AROL does; this is most easily discerned at the high end
of the simulation data, where three AROH simulations
extend beyond the AROL simulation at the highest initial
mixing ratio. It is also interesting that there is not much
separation between the simulated SOA yields for AROL
and AROH, despite AROH producing more partitioning
Figure 3. Distribution of aerosol phase species among particle size bins as a function of time for the
simulation of Figure 2. Note that the scale of the ordinate changes with time. The contribution of each
species on a percentage mass basis to each aerosol bin is also indicated.
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mass stoichiometrically in the model than AROL does. This
is a direct consequence of the lumping of partitioning
species.
4.2. Monoterpenes
[34] Simulations of SOA formation from BIOL and BIOH
are shown in Figure 5. In contrast to the data presented in
Figure 4, the simulations for the monoterpenes are not
enveloped by the experimentally derived curves. The simu-
lated SOA formation for BIOL matches well the experi-
mental curve fit for a-pinene, despite a-pinene not serving
as the parent VOC structure; the simulations for BIOH fall
between the two curve fits. This indicates that simulation of
SOA formation from a mixture of monoterpenes would
Figure 4. SOA yield versus organic aerosol mass concentration for aromatic species at 308 K and 5%
RH. Individual simulations from the current work are designated by discrete points. Curves are based on
experimental data of Odum et al. [1997a] and are derived using a two-product model. AROH are
generally those aromatics with one or no methyl substituent groups; AROL conversely represents those
with multiple methyl substituent groups. In CACM, AROL is represented by 1,2,3-trimethylbenzene and
AROH by n-propyl-toluene.
Figure 5. SOA yield versus organic aerosol mass concentration for biogenic species. Individual
simulations from the current work are designated by discrete points. Curves are based on experimental
data of Odum et al. [1996] (a-pinene, solid) and Griffin et al. [1999] (terpinenes, dashed) and are derived
using a two-product model. In CACM, BIOL is represented by a-terpineol and BIOH by g-terpinene.
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likely underpredict total SOA formation. However, like the
results presented in Figure 4, Y and Mo both increase as the
initial mixing ratio (and therefore DVOC) of either BIOL or
BIOH is increased. Lowest mixing ratios are on the left and
highest on the right. Also similar to the results in Figure 4,
on a per initial mixing ratio basis (assuming complete parent
hydrocarbon consumption), oxidation of BIOH produces
greater concentrations of SOA than does oxidation of BIOL.
That is, for example, oxidation of 100 ppb of BIOL leads
to a lower SOA concentration (52.8 mg m3) and yield
(8.8%) than the corresponding oxidation of 100 ppb of
BIOH (60.7 mg m3 and 11.3%, respectively, for SOA
concentration and yield). In contrast to the results pre-
sented for aromatic precursor VOCs, a greater separation
exists between the SOA yields for BIOL and BIOH. This
occurs because oxidation of BIOH leads to greater forma-
tion of dissociative ring fragmentation products (group
number 4), while BIOL leads to greater formation of the
nondissociative ones (group number 5). The two com-
pounds form stoichiometrically similar amounts of the
newly included ring-retaining biogenic derivatives. Disso-
ciative properties in this case result from carboxylic acid
functional groups, which typically result in decreased
vapor pressures relative to species containing nondissocia-
tive functional groups such as alcohols and carbonyls.
Therefore BIOH yields greater SOA formation because it
forms a larger amount of less volatile oxidation products.
[35] Data presented in Figure 5 also include the results
from a short sensitivity evaluation using a base case
condition of 200 ppb of BIOL. All other conditions are
held constant, except as discussed below. The first variable
investigated is temperature. Simulations are performed in
which temperature is increased and decreased by 5 and 10K.
As expected on the basis of the work of Sheehan and
Bowman [2001], higher temperatures lead to decreased gas-
particle partitioning, whereas lower temperatures increase
SOA concentrations and yields. This is a direct result of the
explicit and implicit (through the dependence of vapor
pressure) effect of temperature on the partitioning coeffi-
cient (equation (1)). Temperature changes of this magnitude
are not predicted to alter significantly the simulation of gas
phase chemistry.
[36] One additional simulation is performed in which the
RH is increased to 85%, which is above the DRH of the
ammonium sulfate seed particles. This experiment is per-
formed at 308K with an initial BIOL mixing ratio of 200 ppb
and all other conditions as given previously. In this scenario,
SOA forms either by formation of a new organic condensed
phase or absorption into the aqueous phase because both
aqueous and organic phases are assumed to exist when
liquid water is present in the particle. The simulation
predicts little change of SOA yield from the case in which
dry seed aerosol is present under identical conditions. While
little change in total SOA concentration is predicted, the
presence of the aqueous phase potentially changes the way
that SOA mass is distributed between the organic and the
aqueous condensed phases. The model of Griffin et al.
[2003], which is the precursor to that presented here,
predicts increasing partitioning to the aqueous phase with
increased LWC. However, in the case of the scenario in
which RH is increased to 85% in the current model, it is
estimated that over 95% of the SOA resides in an organic
phase, with the remainder residing in an aqueous phase. The
potential reason for the difference between the current and
previous work is the smaller LWC that results in this model
as a result of the use of SCAPE2; the work presented by
Griffin et al. [2003] set a relatively large LWC as an input
parameter. In addition, significantly higher organic precur-
sor concentrations are used in this study; these concentra-
tion levels promote partitioning to an organic-only phase.
Future versions of the model that more accurately reflect the
interactions between organic and inorganic material in the
particle, particularly in the aqueous phase, may reveal
changes in SOA concentration and composition caused by
variation of the composition and state of the inorganic seed
aerosol used in chamber experiments [Gao et al., 2004].
[37] An additional sensitivity case was simulated using
the base case conditions without the short-chain alkene in an
effort to match the observation of Takekawa et al. [2003]
that indicated that the presence of the short-chain alkene
enhances SOA yield. The study of Takekawa et al. [2003]
compared two sets of experiments performed with similar
a-pinene levels but in different chamber systems. The
sensitivity run produced here is unable to match these
results. A slight increase (less than 10%) in SOA production
is observed in the base case scenario without addition of the
short-chain alkene. This increase is traced to an increase in
the level of ring-retaining products, the bulk of which are
derived from OH-NOx chemistry. Colville and Griffin
[2004] also indicate the importance of such compounds in
chamber studies of SOA formation from monoterpenes. The
absence of the alkene leads to a decrease in predicted O3
level, which leaves greater opportunity for the parent
hydrocarbon to be consumed by OH, a process less likely
to lead to ring fragmentation when compared to O3-initiated
oxidation. Clearly, there is a gap in understanding the gas or
particle phase chemistry occurring in systems in which
short-chain alkenes are included, despite the current gas
phase chemical mechanism incorporating the most up-to-
date scientific information. It is recommended that addi-
tional studies investigating the impact of the presence of
short-chain alkenes on SOA yield be performed.
5. Discussion and Conclusions
[38] Prediction of SOA yield and speciation is challeng-
ing because of the vast number of potential participating
species, as well as general uncertainties regarding the gas
phase chemistry that leads to the formation of condensable
species, the gas-particle partitioning process, and the occur-
rence of particle phase chemistry. Allowing adjustment of
product vapor pressures in lieu of a direct treatment of
particle phase chemistry, the features of SOA formation in
chamber experiments are, on the whole, well matched for
aromatic and biogenic VOCs using the updated modules
discussed here.
[39] Relative to previous applications, the decreases in
vapor pressure that have been incorporated into MPMPO
will lead to increases in predicted SOA formation, while the
relumping procedure and adjustments to stoichiometric
coefficients and rate constants (particularly for acyl chem-
istry at low initial parent mixing ratios) that have been
made will lead to decreases in predicted SOA formation.
With respect to application to the SoCAB, the relumping
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procedure is likely to have the largest effect on predicted
SOA because of the relatively high concentrations of
aromatic precursors that lead to the formation of species
UR26. In addition, by decreasing the general loss rate of
nonreactive species in CACM, predicted SOA slightly
increases. However, net decreases in SOA formation relative
to prior three-dimensional applications of CACM and
MPMPO are expected as a result of the changes described
here that have been made to the individual modules.
[40] This fact is exemplified in Figure 6 in which output
from a three-dimensional application of the current model is
shown. The host model in this case is the California Institute
of Technology (CIT) three-dimensional air quality model,
and the simulations are performed for 8 September 1993 for
the SoCAB. Details on the CIT model as well as relevant
input parameters are discussed by Griffin et al. [2002b].
Simulation output is shown for central Los Angeles, an
upwind site expected to be influenced heavily by primary
emissions, and Claremont, a downwind site expected to be
influenced by both primary and secondary processes.
Results are shown compared to both observations and
output from the original model of Pun et al. [2002], which
is the precursor to MPMPO and therefore the model being
discussed presently. It is clear that the modifications made
to CACM and MPMPO result in a decrease in predicted
SOA concentrations, as discussed above, because total
organic aerosol concentrations decrease yet primary organic
aerosol (POA) emissions are identical in the two scenarios.
The upwind site appears to be affected to a greater degree
by the changes made to CACM and MPMPO. Because of
Figure 6. Comparison of simulated total organic aerosol concentrations for three-dimensional
applications of SOA predictive models including that described by Pun et al. [2002] and the current
model. Two locations in the SoCAB are shown for simulations of 8 September 1993.
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the decreases in predicted organic aerosol concentrations,
these changes are expected to have rectified some of the
discrepancies identified by Pun et al. [2003] when compar-
ing the original Pun et al. [2002] model to other modules
used to predict SOA concentrations.
[41] It should also be noted that both models underpredict
organic aerosol mass concentrations relative to observa-
tions. These underpredictions potentially are linked to
underestimates of emissions of POA, lack of inclusion of
particle phase chemistry that leads to increases in SOA
yield, or other uncertainties in model parameters. It is also
possible that parent VOCs not considered in the partitioning
model lead to formation of ambient SOA in significant
amounts. These include compounds that are traditionally
ignored for SOA formation due to their small carbon
number. However, low-carbon-number species such as
isoprene are now thought to contribute to some SOA
formation under certain atmospheric conditions [Limbeck
et al., 2003; Claeys et al., 2004]. Sesquiterpenes are known
to lead to SOA formation in high yield [Griffin et al., 1999]
but presently are not considered in CACM. Formation of
SOA from other species currently not addressed in the
model should be considered in future versions as improve-
ments are achieved in our understanding of chemistry and
speciation and rates of biogenic emissions.
[42] Despite the limitations discussed above, the model
represents the state of the science in SOA predictive
capabilities. It is based on fundamental reaction chemistry
and thermodynamic properties of the participating species,
which allows for application to numerous atmospheric
scenarios. This framework also predicts the production of
chemically speciated gas and aerosol phase products, which
allows for apportionment of SOA to chemical character-
istics of products (e.g., carboxylic acids) and sources of the
parent VOCs (e.g., biogenic versus anthropogenic or aro-
matics versus long-chain alkanes).
[43] The current model attempts to account for particle
phase chemistry (oligomer formation in a system devoid
of POA and acid seed) to a very limited degree through
adjustment of surrogate partitioning compound vapor
pressures. It should also be noted that such a vapor
pressure adjustment artificially accounts for any currently
unknown gas phase processes that lead to nonvolatile
oxidation products in small amounts. As additional kinetic
and thermodynamic information becomes available re-
garding particle phase chemistry, it will be incorporated
into the modules, particularly for the acid catalyzed
reactions that lead to increases in SOA yield relative to
nonacid conditions. There is also the potential for particle
phase chemistry that leads to POA species becoming
more favorable for absorption of SOA species (i.e.,
oxidation of pure hydrocarbons) and for association
reactions between POA and SOA species. The ability to
simulate individual product concentrations makes the
module described here ideally amenable for simulating
mixed inorganic-organic-water systems, the associated
particle phase chemistry, and potential heterogeneous
chemistry associated with POA once these phenomena
are better understood. In this way, future versions of the
model potentially will also allow for study of the effect
that emissions of inorganic aerosol and gas phase species
have on SOA formation.
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