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The combined matrix of a nonsingular matrix A is the matrix A ◦
(A−1)T , where ◦ means the Hadamard (entrywise) product. It has
simple properties, its row- as well as column-sums are always one,
and it is not changed if A is multiplied from either side by a nonsin-
gular diagonal matrix. Although it is usually difficult to compute, its
further properties deserve attention. In thepaper,we concentrate on
the sequence of the diagonal entries of combinedmatrices in various
classes of matrices.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
All matrices in this paper are real.
The first author studied recently [4] matrices of the form A ◦ (A−1)T , where A is a nonsingular
matrix and ◦means the Hadamard (entrywise) product. He called such matrix the combined matrix of
the matrix A. In the chemical literature, such matrices were called relative gain array (see [10]). It has
been known for a long time [9, Sections 5.0.3 and 5.4] that multiplication from either side of A by a
nonsingular diagonal matrix does not change the combined matrix, also the row- and column sums
of the combined matrix are for any nonsingular matrix A always equal to one. For anM-matrix A, the
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behavior of the diagonal entries of the combinedmatrixwas completely described in [1]. For a positive
definite A, this was done in [2]. It was shown there.
Theorem 1.1. The diagonal entries u1, u2, . . . , un of the combined matrix A ◦ A−1 of a positive definite
matrix A are characterized by the facts that they are greater than or equal to one and
2max
i
(
√
ui − 1) 
∑
i
(
√
ui − 1). (1)
It is then natural to ask the question about such behavior for other classes, e.g., for totally positive
matrices, for Cauchy matrices, etc. For totally positive matrices, i.e., matrices all of whose square
submatrices have positive determinant, we shall need the following important result [11,6].
Theorem 1.2. An n × n real matrix A is totally positive if and only if it can be expressed as
A = B1B2 · · · Bn−1DCn−1Cn−2 · · · C1, (2)
where for i = 1, . . . , n − 1, Bi is the lower bidiagonal matrix
Bi =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
0 1
. . .
. . .
0 1
αn−i+1,1 1
. . .
. . .
αni 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3)
and Ci is the upper bidiagonal matrix
Ci =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0
. . .
. . .
1 0
1 β1,n−i+1
. . .
. . .
1 βin
1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (4)
D is a diagonal matrix, and all the numbers αik, i > k, βik, i < k, and all the diagonal entries of D are
positive.
Remark 1.3. The numbers αik , βik and the diagonal entries are by the matrix A uniquely determined.
In [5], a submatrix of a matrix is called relevant if it is square, has consecutive rows and consecutive
columns and either its first row, or its first column (or, both) is in the first row or in the first column
of A.
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Theorem 1.4. Let A = [aik] be a real m × n matrix. Then a necessary and sufficient condition that A is
totally positive is: all the determinants of all relevant submatrices of A are positive.
In the following theorem, we say that a square matrix is strongly nonsingular if all matrices in the
nested sequence of the upper-left corner matrices are nonsingular. Also, a square totally nonnegative
matrix, some power of which is totally positive, is called oscillatory.
Theorem 1.5 [7]. Let A be a square totally nonnegative matrix. Then A is oscillatory if and only if the
matrix A is strongly nonsingular and all the entries in the first subdiagonal and in the first superdiagonal
are positive.
Also, the following well known fact will be useful.
Theorem 1.6. If A is a square totally positive (respectively, totally nonnegative or oscillatory) matrix and
J is the skew identity, then JAJ is also totally positive (respectively, totally nonnegative or oscillatory).
2. Results
We start with a lemma.
Lemma 2.1. Let A = [aik], i = 1, . . . , n − 1, k = 1, . . . , n, be a totally positive matrix. If n  3 and
a11 = a12, then
det
⎡
⎢⎢⎢⎢⎢⎢⎣
a11 a13 · · · a1n
a21 a23 · · · a2n
· · · · · ·
an−1,1 an−1,3 · · · an−1,n
⎤
⎥⎥⎥⎥⎥⎥⎦
> det
⎡
⎢⎢⎢⎢⎢⎢⎣
a12 a13 · · · a1n
a22 a23 · · · a2n
· · · · · ·
an−1,2 an−1,3 · · · an−1,n
⎤
⎥⎥⎥⎥⎥⎥⎦
. (5)
Proof. We use induction on n. If n = 3, the result is true since
det
⎡
⎣ a11 a12
a21 a22
⎤
⎦ > 0
(and a11 = a12) implies a22 > a21 and indeed
det
⎡
⎣ a11 a13
a21 a23
⎤
⎦ > det
⎡
⎣ a12 a13
a22 a23
⎤
⎦ .
Suppose now that n > 3 and that for n − 1 the result holds. Let B be the matrix which coincides with
A in all entries except for an−1,n, and such that its entry aˆn−1,n satisfies
det
⎡
⎢⎢⎢⎢⎢⎢⎣
a12 a13 · · · a1n
a22 a23 · · · a2n
· · · · · ·
an−1,2 an−1,3 · · · aˆn−1,n
⎤
⎥⎥⎥⎥⎥⎥⎦
= 0. (6)
For this B, the inequality (5) holds by Theorem 1.4, possibly with equality, since for any ε > 0 the
matrix Bˆ with aˆn−1,n + ε instead of aˆn−1,n is totally positive since Bˆ and A have the same system of
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relevant submatrices except that on the left-hand side of (6). Now, by the induction hypothesis, the
cofactor C1 of an−1,n on the left-hand side of (5) is greater than the corresponding cofactor C2 of an−1,n
on the right-hand side of (5). The left-hand side of (5) can be written as
C1(an−1,n − aˆn−1,n) + det
⎡
⎢⎢⎢⎣
a11 a13 · · · a1n
· · · · · ·
an−1,1 an−1,3 · · · aˆn−1,n
⎤
⎥⎥⎥⎦ ,
the right-hand side as
C2(an−1,n − aˆn−1,n) + det
⎡
⎢⎢⎢⎣
a12 a13 · · · a1n
· · · · · ·
an−1,2 an−1,3 · · · aˆn−1,n
⎤
⎥⎥⎥⎦ .
Since the last determinant is by (6) equal to zero whereas the first is nonnegative, the inequalities
C1 > C2 and an−1,n − aˆn−1,n > 0 imply (5). 
Theorem 2.2. Let A = [aik] be an n × n totally positive matrix, let A−1 = [αik]. Then, if n  3,
a11α11 < a22α22, (7)
an−1,n−1αn−1,n−1 > annαnn, (8)
as well as
aiiαii > 1 (9)
for all i.
If n = 2, then a11α11 = a22α22.
Proof. By the mentioned property of combined matrices, multiplication of a row or a column by a
positive number does not change the combined matrix. We can thus assume that a11 = 1, a12 = 1,
a22 = 1, and we can also use the adjoint matrix instead of the inverse. Our problem is then to show
that in the partitioning of A as
A =
⎡
⎢⎢⎢⎣
1 1 A13
a21 1 A23
A31 A32 A33
⎤
⎥⎥⎥⎦ ,
the following holds:
det
⎡
⎣ 1 A23
A32 A33
⎤
⎦ < det
⎡
⎣ 1 A13
A31 A33
⎤
⎦ . (10)
By Lemma 2.1, removing the second row from A,
det
⎡
⎣ 1 A13
A32 A33
⎤
⎦ < det
⎡
⎣ 1 A13
A31 A33
⎤
⎦ . (11)
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Using Lemma 2.1 for columns after removing from A the first column, we obtain
det
⎡
⎣ 1 A13
A32 A33
⎤
⎦ > det
⎡
⎣ 1 A23
A32 A33
⎤
⎦ . (12)
From (11) and (12), the required inequality (10), and thus (7), follows. The inequality (8) follows from
Theorem 1.6. The inequality (9) is proved in [8]. The rest is obvious. 
Corollary 2.3. Let A = [aik] be an n × n totally nonnegative nonsingular matrix, let A−1 = [αik]. Then,
if n  3,
a11α11  a22α22, (13)
as well as
an−1,n−1αn−1,n−1  annαnn (14)
and
aiiαii  1 for all i (15)
holds.
Remark 2.4. Theorem 1.5 implies that for oscillatorymatrices also strict inequality in the inequalities
above holds.
Remark 2.5. Theorem 2.2 is a step towards the solution of the problem to characterize the n-tuples of
diagonal entries of combined matrices of square totally positive matrices. By the Hadamard inequali-
ties, all the diagonal entries should be greater than one. For the case of symmetric Cauchymatrices, and
thus also for all principal minors of the Hilbert matrix, the first author proved in [4] that the sequence
{
√
aiiαii − 1} for n× nmatrices has the remarkable property that the sum of its odd terms is equal to
the sum of the even terms. Another close property is in the next theorem.
Theorem 2.6. Let A = [aik] be an arbitrary (even complex) nonsingular tridiagonal matrix, A−1 = [αik].
Then the sequence {aiiαii − 1} has the property that the sum of its odd terms is equal to the sum of the even
terms.
Proof. Let us form the combined matrix C = A ◦ (AT )−1. Since all its row and column sums are equal
to one, thematrix C− I has all such sums equal to zero. It is also tridiagonal. Let now ro, re, respectively,
be the sum of all entries in the odd, respectively, even rows of C − I, and analogously co, ce the sums
of the columns of C − I. It is evident that the sum ro − re + co − ce, which is zero, is at the same time
twice the alternate sum of the diagonal entries of C − I. 
In [3], the first author introduced the so called complementary basic matrices (CB-matrices) as
matrices, if of order n, of the form Gi1Gi2 · · · Gin−1 , where (i1, i2, . . . , in−1) is some permutation of
(1, 2, . . . , n − 1) and the matrices Gk , k = 1, . . . , n − 1 have the form
Gk =
⎡
⎢⎢⎢⎣
Ik−1
Ck
In−k−1
⎤
⎥⎥⎥⎦ (16)
for 2 × 2 matrices Ck . Because of its shape, we call matrices of the form G1G2 · · · Gn−1 Hessenberg
CB-matrices. It is immediate that if all the Ck ’s are totally positive, then the Hessenberg CB-matrices
are oscillatory since all the subdiagonal and all the superdiagonal entries are positive.
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We can now prove the following:
Theorem 2.7. Let A be thematrix A = G1G2 · · · Gn−1,where the Gi’s have the form (16) with nonsingular
Ci’s. Then the combined matrix of A has the property that the products of the diagonal entries in even
positions and in odd positions coincide.
Proof. For simplicity, we will suppose that the matrix Ci has the form
Ci =
⎡
⎣ 1 1
ai bi
⎤
⎦ , (17)
ai = bi. Then, denoting 1bi−ai as δi, one can prove easily by induction that the diagonal entries
of A = G1G2 · · · Gn−1 are 1, b1, b2, . . . , bn−1, the diagonal entries of A−1 then b1δ1, b2δ1δ2, . . . ,
bn−1δn−2δn−1, δn−1. The result thus follows since both products in the combined matrix are equal to∏n−1
i=1 biδi. 
Theorem 2.8. If A is an n × n oscillatory Hessenberg CB-matrix, n  3, then the diagonal entries
u1, u2, . . . , un of the combined matrix of A are characterized by each of the following three equivalent
systems of conditions:
1. We have
u1 > 1, u2 > u1, uk > uk−1u−1k−2uk−3u
−1
k−4 · · · for k = 3, . . . , n − 1, (18)
un = un−1u−1n−2un−3u−1n−4 · · · .
2. There exist positive numbers x1, x2, . . . , xn−1 such that for the exponentials
u1 = ex1 , un = exn , uk = exk−1exk for k = 2, . . . , n − 1. (19)
3. There exists a positive solution x1, x2, . . . , xn−1 of the linear system
x1 = log u1, xk−1 + xk = log uk, k = 2, . . . , n − 1, xn = log un. (20)
Proof. It is easy to check that the conditions are equivalent. Their necessity follows from the formulae
in the proof of Theorem 2.7. Sufficiency follows from the fact that when 2. holds then the choice
bi = exi , ai = exi − 1 in (17) is a solution. 
Let us formulate our problem.
Problem. Find necessary and sufficient conditions for an ordered n-tuple of real numbers to be the
ordered n-tuple of the diagonal entries of the combined matrix of a totally positive n × nmatrix.
Thus (18) is a sufficient condition for the diagonal entries. To test the difficulty of the above problem,
we shall study and prove the result in the case of symmetric 3× 3matrices and in the case of possibly
non-symmetric 3× 3 and 4× 4matrices. As a byproduct, it will show the algebraic background of the
inequality (1). We shall need the following evident result.
Lemma 2.9. A 3 × 3matrix is a symmetric totally positive matrix if and only if it is positively diagonally
congruent to the matrix
A =
⎡
⎢⎢⎢⎣
1 x3 x2
x3 1 x1
x2 x1 1
⎤
⎥⎥⎥⎦ , (21)
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where x1, x2, x3 are positive numbers less than one satisfying x2 < x1x3 and, for the determinant,
 = 1 + 2x1x2x3 − x21 − x22 − x23 > 0. (22)
The diagonal entries u1, u2, u3 of the combined matrix of A are then
u1 = 1

(
1 − x21
)
, u2 = 1

(
1 − x22
)
, u3 = 1

(
1 − x23
)
. (23)
Theorem 2.10. A necessary and sufficient condition for three numbers u1, u2 and u3 to be the diagonal
entries of the combined matrix of a 3 × 3 symmetric totally positive matrix is that all ui be greater than
one and
u1 + u3 − 1 < u2  (√u1 + √u3 − 1)2. (24)
Proof. Let A be a symmetric totally positive matrix. Then A is positive definite and by Theorem 1.1 the
diagonal entries u1, u2, u3 of the combined matrix satisfy
2max
i
(
√
ui − 1) 
∑
i
(
√
ui − 1).
Since by Theorem 2.2 applied for n = 3, max ui = u2, we obtain
√
u2 − 1  √u1 − 1 + √u3 − 1,
so that the right inequality in (34) is necessary.
To prove the left inequality, we can assume that A has the form in the lemma. Thus it suffices to use
the formulae in (23) and (22). We obtain
u1 + u3 − 1 − u2 = −2x1x2x3 − 2(1 − x
2
2)

which is obviously a negative number.
Let us prove the converse assertion by showing that if u1, u2 and u3 satisfy the conditions then
there exists a solution of the system (23) and (22) which determines a totally positive matrix. Observe
first that from the conditions for the ui’s, u2  max(u1, u3) by (24). By the identity
(
4
(
a21a
2
2 + a21a23 + a22a23
)
−
(
a21 + a22 + a23 − a24
)2)2 − 64a21a22a23a24 =
−(a1 + a2 + a3 + a4)(a1 + a2 − a3 − a4)(a1 − a2 − a3 + a4)(a1 − a2 + a3 − a4)(−a1 + a2 + a3 +
a4)(a1 − a2 + a3 + a4)(a1 + a2 − a3 + a4)(a1 + a2 + a3 − a4) it follows that
(4(u1u2 + u1u3 + u2u3) − (u1 + u2 + u3 − 1)2)2 − 64u1u2u3  0 (25)
since all the factors have the correct sign by
√
u1 − √u2 + √u3 − 1  0 and u2 > u1 + u3 − 1.
The left-hand side of (25) is the discriminant of the quadratic equation
42u1u2u3 − (4(u1u2 + u1u3 + u2u3) − (u1 + u2 + u3 − 1)2) + 4 = 0
which is equivalent to the equation
4(1 − u1)(1 − u2)(1 − u3) = (2 − (u1 + u2 + u3 − 1))2. (26)
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Let us show that the two roots1,2 (which can coincide) have the property that at least one satisfies
2 − i(u1 + u2 + u3 − 1) > 0. (27)
Indeed, the roots are positive and if both u1 +u2 +u3 −1  2i were satisfied, then also u1 +u2 +
u3−1  2√12 would hold, whichmeans, since
1
12
= u1u2u3, that also 2u2 > u1+u2+u3−1 
2
√
u1u2u3. This would imply
√
u2 >
√
u1u3 and thus
√
u1 +√u3 −1  √u2 > √u1u3 which leads
to (
√
u1 − 1)(√u3 − 1) < 0, a contradiction.
Let us show now that for this root , all three factors on the left-hand side of (26) are positive. If
not, then at least one of 1 − u1 and 1 − u3, say the first one, would be negative, and then also
1 − u2 would be negative. But (27) then implies
2 > (u1 + u2 + u3 − 1) > 2 + (u3 − 1),
a contradiction.
If we define, for i = 1, 2, 3, xi as the positive square root of 1− ui, all conditions will be fulfilled
since the remaining condition (22)will also be satisfied because of (26). The constructedmatrix is thus
totally positive. 
Let us turn now to the case of a general totally positive 3 × 3 matrix.
Theorem 2.11. A necessary and sufficient condition for three numbers u1, u2 and u3 to be the diagonal
entries of the combined matrix of a 3 × 3 totally positive matrix is that all ui be greater than one and
u1 + u3 − 1 < u2 < u1u3. (28)
Proof. Observe first that a 3 × 3 totally positive matrix is always positively diagonally equivalent to
the matrix
A =
⎡
⎢⎢⎢⎣
v1
v1−1 1 p
1 1 1
q 1
v3
v3−1 ,
⎤
⎥⎥⎥⎦ (29)
where v1, v3 are numbers greater than one, p, q positive numbers less than one, and for the determi-
nant,
1 − (1 − p)(1 − q)(v1 − 1)(v3 − 1)
(v1 − 1)(v3 − 1) > 0. (30)
Denote by S the numerator of (30). The inverse of A has diagonal entries
v1−1
S
, v1v3−pq(v1−1)(v3−1)
S
,
and
v3−1
S
, so that the diagonal entries of the combined matrix A ◦ (AT )−1 are
u1 = v1
S
, u2 = v1v3 − pq(v1 − 1)(v3 − 1)
S
, u3 = v3
S
. (31)
To prove the left-hand inequality in (28), we obtain by (31)
u2 − u1 − u3 + 1 = 1
S
(v1v3 − v1 − v3 + S)
which is equal to
1
S
[1 − (1 − p)(1 − q)](v1 − 1)(v3 − 1),
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thus a positive number.
Similarly, for the right-hand side of (28),
u1u3 − u2 = 1
S2
[v1v3 − S(v1v3 − pq(v1 − 1)(v3 − 1))]
which can be written as
1
S2
[v1v3(1 − p)(1 − q)(v1 − 1)(v3 − 1) + Spq(v1 − 1)(v3 − 1)],
again a positive number.
It remains to prove the converse part. We intend to show that if the ui’s fulfill the conditions (28),
then the system of equations (31) for v1, v3, p, q, and S, all satisfying the above conditions, can be
solved.
Since then for the possible solution v1 = u1S, v3 = u3S, thus the substitution into the second
equation for u2 yields for S, p and q the system
S2u1u3 − Su2 − pq(Su1 − 1)(Su3 − 1) = 0, (32)
1 − S − (1 − p)(1 − q)(Su1 − 1)(Su3 − 1) = 0,
where we should have Su1 − 1 > 0, Su3 − 1 > 0, 1 − S > 0, 0 < p < 1, 0 < q < 1.
We can now use the following observation, the proof of which is left to the reader.
Observation. A necessary and sufficient condition that the system of equations for x and y
xy = u, (1 − x)(1 − y) = v
has a solution, 0 < x < 1, 0 < y < 1, is that
√
u + √v  1.
By this observation, we can say that the system (32) is solvable (with the above conditions) if and
only if
√√√√ S2u1u3 − Su2
(Su1 − 1)(Su3 − 1) +
√
1 − S
(Su1 − 1)(Su3 − 1)  1. (33)
But ifwe substitute S = 1 into the left-hand side of (33), the second fraction is zero and thefirst fraction
exists by (31) and is less than one. Indeed, if u1u3−u2  (u1−1)(u3−1), then 0  u2−u1−u3+1,
a contradiction to (31). It follows that there exists an enough small positive ε such that for S = 1 − ε
all the conditions Su1 > 1, Su3 > 1, S < 1, as well as inequality (33) will be fulfilled, and thus the
existence of p and qwill follow. 
We are able to solve completely the case n = 4 for oscillatory matrices.
Theorem 2.12. A necessary and sufficient condition for four numbers u1, u2, u3 and u4 to be the diagonal
entries of the combined matrix of a 4 × 4 oscillatory matrix is that both sets of inequalities
1 < u1 < u2 < (u3 − u4 + 1)u1, and 1 < u4 < u3 < (u2 − u1 + 1)u4 (34)
are satisfied.
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Proof. To prove the necessity, suppose that A is an oscillatory 4× 4 matrix. By a a slight modification
of Theorem 1.2, A can be factorized as
⎡
⎢⎢⎢⎢⎢⎢⎣
1
1
1
b41 1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1
1
b31 1
b42 1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1
b21 1
b32 1
b43 1
⎤
⎥⎥⎥⎥⎥⎥⎦
D
×
⎡
⎢⎢⎢⎢⎢⎢⎣
1 c12
1 c23
1 c34
1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1
1 c13
1 c24
1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1
1
1 c14
1
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where
D =
⎡
⎢⎢⎢⎢⎢⎢⎣
d1
d2
d3
d4
⎤
⎥⎥⎥⎥⎥⎥⎦
,
all the numbers bij, cij are nonnegative, d1, d2, d3, d4, as well as b21, b32, b43 and c12, c23, c34 positive.
The diagonal entries aii of A are
a11 = d1,
a22 = d2 + b21c12d1,
a33 = d3 + (b31 + b32)(c13 + c23)d2 + b21b31c12c13d1,
a44 = d4 + (b41 + b42 + b43)(c14 + c24 + c34)d3
+(b41b31 + b32b41 + b32b42)(c13c14 + c23c14 + c23c24)d2 + b21b31b41c12c13c14d1;
the matrix (A−1)T has the same factorization as A and since the transpose inverses of bidiagonal
matrices are simply obtained, the diagonal entries αii of A
−1 are
α11 = d−11 + b21c12d−12 + b32b21c12c23d−13 + b21b32b43c12c23c34d−14 ,
α22 = d−12 + (b31 + b32)(c13 + c23)d−13
+(b42b31 + b31b43 + b32b43)(c13c24 + c13c34 + c23c34)d−14 ,
α33 = d−13 + (b41 + b42 + b43)(c14 + c24 + c34)d−14 ,
α44 = d−14 .
One can get immediately from these formulas that the diagonal entries ui = aiiαii of the combined
matrix of A satisfy 1 < u1 < u2 as well as 1 < u4 < u3. To prove that u2 < u1(u3 − u4 + 1), form the
expression u1(u3 − u4 + 1) − u2. Simple manipulation shows that all negative terms cancel, and still
at least one positive term d1d
−1
4 b43b32b21c12c23c34 remains. The same can be done for the remaining
inequality u3 < (u2 − u1 + 1)u4; in fact, this simply follows using Theorem 1.6.
M. Fiedler, T.L. Markham / Linear Algebra and its Applications 435 (2011) 1945–1955 1955
To prove sufficiency, suppose that the conditions for the ui’s are fulfilled. Assume that also
u1u3  u2u4. (35)
Then there exist numbers v1, v2, v3 greater than one and σ  0 such that the system of equations
u1 = v1(1 + σ),
u2 = v1v2
v2 − 1 + σ v1,
u3 = v2v3
v2 − 1 , (36)
u4 = v3
is fulfilled.
Indeed, v1 = (u2−u1)u4u3−u4 , v2 = u3u3−u4 , v3 = u4 and σ = u1u3−u2u4(u2−u1)u4 is a solution.
Define now A as the product
⎡
⎢⎢⎢⎢⎢⎢⎣
1 1 0 0
1
v1
v1−1 0 0
0 0 1 1
0 0 1
v3
v3−1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
0 1 1 0
0 1
v2
v2−1 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎣
1 0 0 0
σ 1 0 0
0 0 1 0
0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎦
.
We obtain the diagonal entries
a11 = 1 + σ, a22 = v1
v1 − 1 , a33 = v2, a44 =
v3
v3 − 1 .
The diagonal entries of the transpose inverse are then
α11 = v1, α22 = v2(v1 − 1)
v2 − 1 + σ(v1 − 1), α33 =
v3
v2 − 1 , α44 = v3 − 1.
It follows that the diagonal entries of the combinedmatrix of A form the right-hand side of the system
(36) so that they are equal to the given ui’s.
The case that instead of (35), u1u3 < u2u4 holds, will be brought to the previous using Theorem
1.6. Since the matrix A is indeed oscillatory, the proof is complete. 
Remark 2.13. In the same way, we could prove the case n = 3 much simpler, of course only for
oscillatory matrices. The case n > 4 for oscillatory matrices is open.
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