Abstract. We prove an infinitary disjoint union theorem for level products of trees. To implement the proof we develop a Hales-Jewett type result for words indexed by a level product of trees.
Introduction
The finite disjoint union theorem, also known as Folkman's theorem (see [5] ; p.82), is the following statement.
Theorem 1 ( Folkman).
For every pair of positive integers k and c there is an integer F = F (k, c) such that for every c-coloring of the power-set P(X) of some set X of cardinality ≥ F, there is a family D = (D i ) k i=1 of pairwise disjoint nonempty subsets of X such that the family i∈I D i : ∅ = I ⊆ {1, 2, ..., k} of unions is monochromatic.
It is well known that the infinite form of this result must have some restriction on colorings. In fact, an essentially optimal restriction is given by the following result of T. J. Carlson and S. G. Simpson given in [3] as a consequence of their infinite version of the dual Ramsey theorem stating that for every Suslin measurable (see Section 3 for definition) finite coloring of the set E ∞ of all partitions of the natural numbers into infinitely many parts, there exists a partition X in E ∞ such that the set of all partitions coarser that X is monochromatic. This has the following consequence Theorem 2 (Carlson-Simpson). For every Suslin measurable finite coloring of the powerset of the natural numbers, there is a sequence (X n ) n of pairwise disjoint subsets of the natural numbers such that the set n∈Y X n : Y is a non-empty subset of the natural numbers is monochromatic.
In this paper, we view this as a dual form of the classical pigeonhole principle for finite partitions of ω and we extend it by replacing ω by any other rooted finitelly branching tree of height ω with no terminal nodes. Recall that a most famous pigeonhole principle for trees is the subject of a deep result due to J. D. Halpern and H. Läuchli [8] . In this paper we establish a dual version of the Halpern-Läuchli theorem. We prove a result similar to Theorem 2 where the underling structure is the level product ⊗T of an infinite vector tree T, that is, a finite sequence of finitely brunching and rooted trees of height ω with no maximal nodes, instead of the set of the natural numbers (see Section 2 for the relevant notation). In particular, we consider the following subset of the powerset of ⊗T, U(T) = {U ⊆ ⊗T : U has a minimum}.
The collection U(T) can be viewed as a subset of the set {0, 1}
⊗T of all functions from ⊗T into {0, 1}. We endow the set {0, 1} ⊗T with the product topology of the discrete topology on {0, 1}. Then U(T) forms a closed subset of {0, 1}
⊗T . The subspaces that we consider in this setting are families of pairwise disjoint elements of U(T) indexed by the level product of a vector subset (we advise the unfamiliar reader with the notions of vector tree, vector subset and dense vector subset to first take a look at Section 2). More precisely, let D be a vector subset of T. A Dsubspace of U(T) is a family U = (U t ) t∈⊗D consisting of pairwise disjoint elements from U(T) such that min U t = t for all t in ⊗D. We say that U is a subspace of U(T) if it is a D-subspace for some vector subset D of T, which we denote by D(U). For a subspace U = (U t ) t∈⊗D(U) we define its span by the rule
Γ ⊆ ⊗D(U) ∩ U(T).
If U and U ′ are two subspaces of U(T), we say that U ′ is a further subspace of U, we write U Theorem 3. Let T be a vector tree of infinite height and P a Souslin measurable subset of U(T). Also let D be a dense vector subset of T and U a D-subspace of U(T). Then there exists a subspace U ′ of U(T) with U ′ U such that either
] is a subset of P and D(U ′ ) is a dense vector subset of T, or
(ii) [U ′ ] is a subset of P c and D(U ′ ) is a t-dense vector subset of T for some t in ⊗T.
For the proof of Theorem 3 we prove an analogue of the infinite dimensional version of the Hales-Jewett Theorem [2, 6] for maps defined on the level product of a vector tree (see Theorem 15 below). We obtain the latter by an application of the Abstract Ramsey Theory developed in [12] . The pigeonhole needed here is an analogue of the Hales-Jewett Theorem [7] for maps defined on the level product of a vector tree (see Theorem 7 below) .
In Section 2 we include the notation concerning trees and product of trees, while in Section 3 we include some background material needed for the present work. Sections 4-7 are devoted to the proof of Theorem 7. The proof of Theorem 7 follows similar lines to the ones in [9] . In section 8 we obtain the infinite dimensional version of Theorem 7 while in Section 9 we obtain some consequences needed for the proof of the main result which is the subject of Section 10.
Basic notation for trees and vector trees
By ω we denote the set of all non-negative integers, while ∅ stands for the empty set as well as the empty function. We adopt the convection that n < ω for all integers n. Moreover, for every two finite sequences a and b, by a b we denote the concatenation of a and b. Finally, for a map f and a subset D of the domain of f , by f ↾ D we denote the restriction of f on D.
2.1. Trees. By the term tree we mean a partial ordered set (T, T ) such that (i) T has a minimum, which is called the root of T and is denoted by r T , (ii) for every t in T , the set of the predecessors of t inside T Pred T (t) = {s ∈ T : s < T t}, is well ordered and finite, (iii) for all non-maximal t ∈ T , the set of the immediate successors of t inside T ImmSuc T (t) = {s ∈ T : t < T s and for all s ′ ∈ T with t < T s ′ T s, we have that s = s ′ } is finite and (iv) the tree T is balanced, i.e., all its maximal chains have the same cardinality.
Let us fix a tree T . The height of T , denoted by h(T ), is defined to be the common cardinality of its chains. Let us observe that T is infinite if and only if h(T ) = ω. For every node t in T , we set
and ℓ T (t) to be the cardinality of the set Pred T (t). For a non-negative integer n with n < h(T ), we define the n-th level T (n) of T to be the set of all nodes t in T with ℓ T (t) = n. For a subset D of T , we define the level set of D inside T to be the set
A nonempty subset D of T is called a level subset of T if there exists a non-negative integer n with n < h(T ) such that D is a subset of T (n). If D 1 , D 2 are two level subsets of T , we say that
Moreover, if T is infinite and t is a node in T , then we say that a subset D of T is t-dense if D ∩ Succ T (t) is dense in Succ T (t). Finally, for every pair of non-negative integers m, n with m n h(T ), we set
if m < n and ∅ otherwise. For notational simplicity, for every non-negative integer n with n h(T ), by T ↾ n, we denote the set T ↾ [0, n). Assume that T is of infinite height and let D be a dense subset of T . Set L T (D) = {ℓ 0 < ℓ 1 < ...}. For every non-negative integer n we set
For every pair of non-negative integers m, n with m n we set
while for simplicity we set
Vector trees and level products.
A vector tree T is a finite sequence of trees having the same height. The height of a vector tree T, denoted by h(T), is defined to be the common height of its components. Let d be a positive integer and T = (T 1 , ..., T d ) be a vector tree. We define the level product of T as
We endow the level product ⊗T with an ordering ⊗T defined as follows. For every t = (t 1 , ..., t d ) and s = (s 1 , ..., s d ) in ⊗T we set t ⊗T s if t i Ti s i for all 1 i d. It is easy to see that (⊗T, ⊗T ) is a tree.
Assume that T is of infinite height and let D = (D 1 , ..., D d ) be a dense vector subset of T. For every non-negative integer n we set
while for simplicity we set D ↾ n = D ↾ [0, n).
Background material
In this section we gather some background material needed for the present work. 3.4. Abstract Ramsey Theory. Abstract Ramsey theory was developed after several classical infinite-dimensional Ramsey-theoretic results were deduced from the corresponding one-dimensional pigeonhole principles using a similar procedure. In [2] and [4] , T. J. Carlson and S. G. Simpson were first to provide a set of axioms that underline the concept of topological Ramsey space. Here, we shall need the extension of this approach to the concept of general Ramsey space due to S. Todorcevic ( [12] ). We shall need to recall the approach from [12] .
A Ramsey space is a tuple of the form (R, S, , o , r, s), satisfying the following.
(i) Both R and S are sets, while and o are binary relations.
(ii) The binary relation is a reflexive and transitive relation on S, while o is a subset of the cartesian product R × S such that for every X, Y in S and A in R we have that
(iii) There exist sets AR and AS such that both r and s are functions with r : R × ω → AR and s : S × ω → AS.
For every non-negative integer n we define r n : R → AR and s n : S → AS setting r n (A) = r(A, n) and s n (X) = s(X, n) for all A in R and X in S. Moreover, for every non-negative integer n, we set AR n to be the range of r n and AS n to be the range of s n . Without loss of generality, we may assume that AR = ∞ n=0 AR n and AS = ∞ n=0 AS n . We consider four axioms about a Ramsey space. The first axiom is the following.
A.1 (Sequencing) For any choice (p, P) in {(r, R), (s, S)}, the following are satisfied for every P, Q in P.
(ii) If P = Q then p n (P ) = p n (Q) for some non-negative integer n.
(iii) If for some pair of non-negative integers n, m we have that p n (P ) = p m (Q) then n = m and p k (P ) = p k (Q) for all 0 k n.
Let us observe that if a Ramsey space satisfies axiom A.1 then each element A of R (resp. X of S) can be identified by the sequence r n (A)
in AS). Thus, in this case, the set R (resp. S) can be viewed as a subset of the space AR ω (resp. AS ω ) of all sequences in AR (resp. AS). We endow the set AR with the discrete topology and the set AR ω with the corresponding product topology which we refer to as the metric topology. Thus the set R inherits a topology, called the metric topology on R. Similarly, we consider the metric topology on AS ω .
Similarly, if a Ramsey space satisfies axiom A.1 then each element a of AR (resp. x of AS) can be identified by a finite sequence r k (A) k<n for some A in R (resp. s k (X) k<m for some X in S). Let us observe that the numbers n and m are unique. We denote them by |a| and |x| respectively.
These observations give rise to the following ordering ⊑ defined on both AR and AS. For a and b in AR we write a ⊑ b if there exist non-negative integers m, n with m n and A in R such that a = r m (A) and b = r n (A). Similarly, for x and y in AS we write x ⊑ y if there exist non-negative integers m, n with m n and X in S such that x = r m (X) and Y = r n (X).
The second axiom about a Ramsey space is the following. To state the third axiom, we need some additional notation. Let a in AR, x in AS, m in ω and Y in S. We define the basic sets as follows. Moreover, for every a in AR and Y in S we set
The third axiom about a Ramsey space is the following.
Finally, the forth axiom about a Ramsey space is the following.
A.4 (Pigeonhole) For every a in AR, every subset O of AR l+1 , where l = |a|, and every
We will need the following consequence of the Abstract Ramsey Theorem. Assume also that R is a closed subset of AR ω . Then for every finite Souslin measurable coloring of R and X in S, there exists X ′ in S with X ′ X such that the set {A ∈ R : A o X ′ } is monochromatic.
Notation for words on level products
In this section we introduce the notation needed to state Theorem 7. As we mentioned in the introduction, Theorem 7 is the analogue of the Hales-Jewett Theorem for maps defined on the level product of a vector tree. Sections 5, 6 and 7 are devoted to the proof of Theorem 7.
Let us fix a finite set Λ that we view as a finite alphabet and a vector tree T = (T 1 , ..., T d ) of infinite height. Also let m, n be two non-negative integers, with m n. We define the set of constant words W(m, n) over Λ on ⊗T ↾ [m, n) to be the set of all functions from ⊗T ↾ [m, n) into Λ, i.e.,
Let us point out that if m = n, then W(Λ, T, m, n) = {∅}. Moreover, we define the set of all constant words to be W(Λ, T) = m n W(Λ, T, m, n). Let (v s ) s∈⊗T be a collection of distinct symbols not occurring in Λ. The elements of this collection serve as variables. For every vector level subset D of T, we define W v (Λ, T, D, m, n) to be the set of all functions f from ⊗T ↾ [m, n) into Λ ∪ {v s : s ∈ ⊗D} satisfying the following.
(i) The set f −1 ({u s }) is nonempty and admits s as a minimum in ⊗T, for all
Moreover, we set
The elements of W v (Λ, T) are viewed as variable words over the alphabet Λ.
Observe that for every nonempty element f in W(Λ, T) ∪ W v (Λ, T), there exists unique non-negative integers m, n with m < n such that the function f belongs to W(Λ, T, m, n) ∪ W v (Λ, T, m, n). We set bot(f ) = m and top(f ) = n.
For variable words, we consider substitutions. In particular, for every f in W v (Λ, T) and every family a = (a s ) s∈⊗ws(f ) of elements in Λ, we define f (a) to be the unique element of W(Λ, T) resulting by substituting each occurrence of v s by a s , for every s in ⊗ws(f ). Moreover, for every word, variable or not, we consider its span. In particular, for every f in W v (Λ, T) we set
is a collection of elements from Λ},
Let f 1 and f 2 in W(Λ, T)∪W v (Λ, T). We say that the pair (f 1 , f 2 ) is compatible if either at least one of f 1 and f 2 is the empty function or top(
, is called compatible, if for every non-negative integer i we have that the pair (f i , f i+1 ) is compatible.
We extend the notion of span for compatible sequences. Let m 1 , m 2 , m 3 be three non-negative integers, with m 1 m 2 m 3 . Also let A be a subset of the set
For a compatible finite sequence (f i )
while for a compatible infinite sequence (f i ) ∞ i=0 , we define its span as
is called a subspace (of W(Λ, T)), if the following are satisfied.
(i) For every non-negative integer i, we have that f i belongs to W v (Λ, T).
(ii) For every non-negative integer i, we have that the vector level subset ws(f i )
dominates
For Y and X two subspaces, we say that Y is a further subspace of X, we write
We prove the following.
Theorem 7. Let Λ be a finite alphabet and T a vector tree of infinite height. Then for every finite coloring of the set of the constant words W(Λ, T) over Λ and every subspace X of W(Λ, T) there exists a subspace
Subspaces
For the proof of Theorem 7 we shall need some additional notation concerning the subspaces. Let us fix throughout this section a finite alphabet Λ and a vector tree T of infinite height. For notational simplicity we will write W (resp. W v ) instead of W(Λ, T) (resp. W v (Λ, T)). For a non-negative integer ℓ, we define
For the proof of Theorem 7 we need to enlarge the class of the subspaces that we are looking at. Let k, ℓ be two non negative integers. A compatible infinite sequence
Let as observe that if X is a (k, ℓ)-subspace, then X is also a (k ′ , ℓ)-subspace for every non-negative integer k ′ with k ′ k. Moreover, X is a subspace if and only if X is a (0, k ′ )-subspace for some non-negative integer k ′ . For a non-negative integer ℓ, we say that X is an ℓ-subspace, if X is a (k, ℓ)-subspace for some non-negative integer k. Thus, X is a subspace if and only if X is a 0-subspace. Moreover, a compatible finite sequence x in W v is called a finite (k, ℓ)-subspace, if there exists a (k, ℓ)-subspace having x as an initial segment. Similarly, a compatible finite sequence x in W v is called a finite ℓ-subspace, if there exists an ℓ-subspace having x as an initial segment.
Let us fix some non-negative integer ℓ. We say that an ℓ-subspace Y is a further subspace of X, where X is an ℓ-subspace too, if [Y ] Λ is a subset of [X] Λ . In this case we write Y X. Similarly, if y is a finite ℓ-subspace and X an ℓ-subspace (resp. x another finite ℓ-subspace) we write y X (resp. y
Let ℓ be a non-negative integer. Also let x and y be two finite ℓ-subspaces. We
Large sets
The main notion that helps us to carry out the proof of Theorem 7 is the one of largeness. In this section, we include the definition of the large set and the results related to it. These results form the main part of the proof of Theorem 7.
Let us fix throughout this section a finite alphabet Λ and a vector tree T of infinite height. Definition 8. Let ℓ be a non-negative integer. Also let E a subset of W(ℓ) and X an ℓ-subspace. We say that E is large in X if for every further subspace Y of X we have that
We have the following easy to observe facts concerning the notion of largeness. The first claims that the notion of largeness is hereditary.
Fact 9. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let ℓ be a non-negative integer, X an ℓ-subspace and E a subset of W(ℓ) such that E is large in X. Then for every Y X, we have that E is large in Y .
The second fact establishes a mild Ramsey property for the notion of largeness.
Fact 10. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let ℓ be a non-negative integer, X an ℓ-subspace and E a subset of W(ℓ) such that E is large in X. Finally, let r be a positive integer and E = r i=1 E i a partition of E. Then there exist i 0 ∈ {1, .., r} and Y X such that E i0 is large in Y .
We shall need some additional notation. Let ℓ be a non-negative integer and E be a subset of W(ℓ). Then for every f in W(ℓ) ∪ W v (ℓ) we set
Similarly, for a finite ℓ-subspace x we set
We have the following lemma.
Lemma 11. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let k, ℓ be non-negative integers, X an ℓ-subspace and E a subset of W(ℓ) such that E is large in X. Then there exist g in W v (ℓ) and a top(g)-subspace Y satisfying the following.
Proof. Let X be the set of all finite ℓ-subspaces x such that either x is the empty sequence or x X and if x = (f i )
i=0 then the cardinality of the set ⊗ws(f i ) is equal to ⊗T(i) for all 0 i < q. We have the following claim. Claim 1: There exists a finite ℓ-subspace x in X such that for every x ′ in X extension by one of x we have that [
Proof of Claim 1. Assume on the contrary that for every x in X there exists an extension by one x ′ of x in X such that [x ′ ] Λ ∩E = ∅. Then we construct an infinite sequence (x n ) ∞ n=0 in X satisfying for every non-negative integer n the following. (i) The length of x n is n + 1.
Indeed let x ′ 0 to be the empty sequence. Then by our assumption there exists an extension by one x 0 of x ′ 0 in X such that [x 0 ] Λ ∩ E = ∅. By this choice (i) and (iii) above are satisfied, while (ii) is meaningless. Assume that for some non-negative integer n the elements x 0 , ..., x n have been chosen properly. By our assumption there exists an extension by one
Clearly, x n+1 is as desired.
Let us observe that by property (ii) there exists unique ℓ-subspace Y such that x n is an initial segment of Y for all n. Moreover, by property (i), we have that
Thus, invoking property (iii), we get that [Y ]
Λ ∩E = ∅. Finally, for every non-negative integer n, since x n belongs to X , we have that x n X. Thus Y X. Let us observe that the existence of such a Y contradicts that E is large in X.
Let q be the length of xprovided by Claim 1. We set r = |Λ| |⊗T↾q+1| . Observe 
We have the following claim.
(b) The vector level subset ws(w) dominates T(q). (c) The cardinality of ⊗ws(w) equals the cardinality of ⊗T(q).
Notice that for every g in [g] Λ , we have that x (g ∪ w) is an extension by one of x in X and therefore, by Claim 1, there exists a pair (
and A to be the set of all sequence (a i )
i=0 of length N with elements from Λ ′ .
For every i in {0, ..., N − 1} and s in ⊗ws(g i ) we set t s to be the unique element of ⊗T(k) such that t ⊗T t s . We define a map Q :
We define a coloring c :
for all a in A. By the choice of r, N and the Hales-Jewett theorem, that is, Theorem 4, we have that there exists a c-monochromatic combinatorial line L of A. Let h be the
for every a in L, we have that c(a) = (f, f ′ ). Observe that for every a in L we have that f ∪ Q(a) ∪ f ′ belongs to E. By the choice of h, we have for every is large in Y . Setting g = f ∪ h, it follows easily that g and Y are as desired.
An iteration of the above theorem yields the following.
Corollary 12. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let ℓ be a non-negative integer, X an ℓ-subspace and E a subset of W(ℓ) such that E is large in X. Then there exists an ℓ-subspace Y with Y X such that for every finite ℓ-subspace x with x Y we have that E x is large in Y /x.
Proof. By an iterated use of Lemma 11, we inductively construct a sequence (g n ) ∞ n=0
in W v and a sequence (Y n ) ∞ n=0 with Y 0 = X satisfying for every non-negative integer n the following.
for all n 0. Notice that for every non-negative integer n we have that
Finally, let x be a finite ℓ-subspace with x Y . Then there exists some n such that x y n . Since [x] Λ ⊆ [y n ] Λ , we have that E yn ⊆ E x . Moreover, we have that Y /x = Y /y n . Invoking (e) and (1), we have that E x is large in Y /x.
Finally, we will need the following lemma concerning the large sets.
Lemma 13. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let k, ℓ be non-negative integers, X an ℓ-subspace and E a subset of W(ℓ) such that E is large in X. Then there exists f in W v satisfying the following.
Proof. Let as assume on the contrary. Then for every integer k
dominates T(k), there is no f in W v satisfying condition (i) above such that the vector level subset ws(f ) dominates T(k ′ ).
We construct inductively a compatible sequence (f n ) First, let us observe that the above construction leads to a contradiction and therefore completes the proof of the lemma. Indeed, set Y = (f n ) ∞ n=0 . Since X in an ℓ-subspace, by (C1), we have, in particular, that f 0 belongs to W(ℓ). Invoking (C3), we get that Y is an ℓ-subspace. Observe that for every positive integer n we have that
Thus, invoking (C1) and (C2), we have that Y X and [Y ] Λ ∩ E = ∅, which contradicts the largeness of E in X.
We will describe the inductive step of the construction. The initial step is similar to the general one. Let as assume that for some positive integer n the words f 0 , ..., f n−1 have been chosen properly.
i=0 and let r be the cardinality of the set [x] Λ . We set N = HJ(|Λ| |⊗T(k+n)| , 2 r ) and
We define A to be the set of all sequence a = (a i )
i=0 of length N with elements from Λ ′ . Moreover, we set C to be the set of all maps from [x] Λ into {0, 1}. Clearly C is of cardinality 2 r .
We pick a compatible sequence h = (h i ) For every i in {0, ..., N − 1} and s in ⊗ws(f i ) we set t s to be the unique element of ⊗T(k + n) such that t s ⊗T s. We define a map Q :
We define a coloring c : A → C as follows. For every a in A and g in [x] Λ , we set c(a)(g) = 0 if g ∪ Q(a) ∈ E and c(a)(g) = 1 otherwise. By the the HalesJewett theorem, that is, Theorem 4, we have that there exists a c-monochromatic combinatorial line L of A. Let f n be the unique element of W v such that [f n ] Λ = {Q(a) : a ∈ L}. By (a), we have that (f i ) n i=0 is compatible. By (b), we get that (2) (f i )
By (c) and (d), we have that (C3) is satisfied. By (2), the fact that L is cmonochromatic and the definition of the coloring c, we have for every g in [x] Λ that either
Observe that the second alternative contradicts our initial assumption. Thus (C2) is satisfied. The proof of the inductive step of the construction is complete as well as the proof of the lemma.
Proof of Theorem 7
Let Λ be a finite alphabet and T a vector tree of infinite height. Also let ℓ be a non-negative integer. We set W(Λ, T, ℓ) = {f ∈ W(Λ, T) : if f = ∅ then bot(f ) = ℓ}. Actually, we will prove the following equivalent form of Theorem 7.
Theorem 14. Let Λ be a finite alphabet, T a vector tree of infinite height and ℓ a non-negative integer. Then for every finite coloring of the set W(Λ, T, ℓ) and every ℓ-subspace X there exists an ℓ-subspace X ′ with X is large in Y /x. Using Lemma 13, we inductively construct a compatible sequence (f n )
with Y 0 = Y and a sequence (E n ) ∞ n=0 with E 0 = E satisfying the following for every non-negative integer n.
, it is easy to see that X ′ is as desired.
Clearly, Theorem 14 has Theorem 7 as an immediate consequence. However, these two statements are equivalent.
Infinite dimensional version of Theorem 7
In this section we obtain the infinite dimensional version of Theorem 7, that is, Theorem 15 below, by an application of the abstract Ramsey theory (see Subsection 3.4). To state Theorem 15 we need some pieces of notation.
Let Λ be a finite alphabet and T a vector tree of infinite height. We define W
[∞] (Λ, T) to be the set of all compatible sequences (f n ) [∞] Λ is monochromatic.
Proof. We will built an appropriate Ramsey space such that an application of Theorem 6 will imply the result. We set S to be the set of all subspaces of W(Λ, T) and
Λ . We set AR to be the set of all finite sequences a, possibly empty, in W(Λ, T) such that a is an initial segment of some A in R. Similarly, we set AS to be the set of all finite sequences x, possibly empty, in W v (Λ, T) such that x is an initial segment of some X in S. We define r : R × ω → AR, setting r(A, n) to be the initial segment of A of length n, for all A in R and n in ω. Similarly, we define s : S × ω → AS, setting s(X, n) to be the initial segment of X of length n, for all X in S and n in ω. Clearly, (R, S, , o , r, s)
is a Ramsey space. Moreover it is easy to observe that axiom A.1 is satisfied and S is a closed subset of AS ω .
We define the binary relation fin on AS as follows. For x, y in AS we set x fin y if either both x, y are the empty sequence or both x, y are not the empty sequence and By the above, we have that the assumptions of Theorem 6 are satisfied. The result follows clearly by Theorem 6 in this setting.
Consequences
Our first consequence of Theorem 15 concerns words of infinite support. To state it we need some pieces of notation. Let Λ be a finite alphabet and T a vector tree of infinite height. Also let {v t : t ∈ T} be a collection of symbols disjoint from Λ. By W ∞ (Λ, T) we denote the set of all maps from ⊗T into Λ. We endow the set Λ with the discrete topology and the set W ∞ (Λ, T) with the product topology. A subspace Q of W ∞ (Λ, T) is a map from ⊗T into Λ ∪ {v t : t ∈ ⊗T} such that there exists a vector subset D of T satisfying the following.
(i) D is dense in T.
(ii) For every t in ⊗T, we have that v t belongs to the range of Q if and only if t belongs to ⊗D. (iii) For every t in ⊗D, the set Q −1 ({v t }) is finite having a minimum which is equal to t. (iv) For every t and t ′ in ⊗D with ℓ ⊗T (t) = ℓ ⊗T (t ′ ), we have that
(v) For every t and t ′ in ⊗D with ℓ ⊗T (t) < ℓ ⊗T (t ′ ), we have that 
is the same. For a subspace Q of W ∞ (Λ, T), we define
where X is a subspace of W(Λ, T) satisfying Q = ∪X. Corollary 16. Let Λ be a finite alphabet and T a vector tree of infinite height. Then for every finite Souslin measurable coloring of the set W ∞ (Λ, T) and every
Our second consequence of Theorem 15 concerns maps defined on a dense vector subset of T. This is the result that will be needed for the proof of our main result. In order to state it, we need some additional notation. Let D be a dense vector subset of T. 
For every subspace
where Q is a subspace of 
Disjoint union theorem for trees
We have developed all the tools needed for the proof of the main result of the present work, that is, Theorem 3. Before we proceed to its proof, let us recall the relevant notation. Let T be a vector tree of infinite height. Recall that U(T) = {U ⊆ ⊗T : U has a minimum}.
As we have already mentioned in the introduction the collection U(T) can be viewed as a subset of the set {0, 1}
⊗T of all functions from ⊗T into {0, 1}. We endow the set {0, 1} ⊗T with the product topology of the discrete topology on {0, 1}. Then U(T) forms a closed subset of {0, 1} ⊗T .
Let D be a vector subset of T. Recall that a D-subspace of U(T) is a family U = (U t ) t∈⊗D consisting of pairwise disjoint elements from U(T) such that min U t = t for all t in ⊗D, while U is a subspace of U(T) if it is a D-subspace for some vector subset D of T, which we denote by D(U). For a subspace U = (U t ) t∈⊗D(U) its span is define as
Finally, recall that if U and U ′ are two subspaces of U(T), we say that U ′ is a further subspace of U, we write U The main tool for the proof of Theorem 3 is the following lemma. To state it we need some additional notation. Let D be dense vector subset of T, n a non-negative integer and U = (U t ) t∈⊗D a D-subspace of U(T). We set U ↾ n = (U t ) t∈⊗(D↾n) .
Lemma 18. Let T be a vector tree of infinite height, r a positive integer and c : U(T) → {1, ..., r} a Souslin measurable coloring. Also let D be a dense vector subset of T and U a D-subspace of U(T). Finally, let n be a non-negative integer and t in ⊗D(n). Then there exist a dense vector subset D ′ of D and a D ′ -subspace
Observe that A = {U ∈ [U] : min U = t} and, in particular, that A forms a closed subset of U(T). Thus the restriction of c on A is Souslin measurable. We set Λ = {0, 1} and we define a map Q :
It is easy to see that Q is 1-1, onto and continuous. Let c * :
have that c * is Souslin measurable. By Corollary 17, there exists a subspace F of
U s and for every s ∈ ⊗D(F ) we set
By the definition of the coloring c * and the choice of F , we have that the set
it is easy to check that D ′ and U ′ are as desired.
Since for every non-negative integer n and dense vector subset D of a vector tree T of infinite height the set ⊗D(n) is finite, iterating Lemma 18, we obtain the following.
Lemma 19. Let T be a vector tree of infinite height, r a positive integer and c : U(T) → {1, ..., r} a Souslin measurable coloring. Also let D be a dense vector subset of T and U a D-subspace of U(T). Finally, let n be a non-negative integer. (ii) U n+1 U n and U n+1 ↾ n = U n ↾ n (iii) c(U ) = c(U ′ ) for all U, U ′ in [U n+1 ] with min U = min U ′ in ⊗D n+1 (n).
We set D ′ = ∞ n=0 D n (n). Moreover, for every non-negative integer n and t in ⊗D ′ (n), if U n = (U n s ) s∈⊗Dn , we set U ′ t = U n t . Setting U ′ = (U ′ s ) s∈⊗D ′ , it is easy to check that U ′ is as desired.
We are ready for the proof of Theorem 3.
Proof of Theorem 3. We define a coloring c : U(T) → {0, 1} setting for every U in U(T) c(U ) = 0 if U ∈ P, 1 if U ∈ P.
Since P is a Souslin measurable subset of U(T), we have that c is a Souslin measurable coloring of U(T). Applying Lemma 20, we obtain a subspace U ′′ of U(T) The proof of the theorem is complete.
Concluding Remarks
It is natural to ask whether a multidimensional version of Theorem 3 holds true. Of course that would imply a multidimensional version of Halpern-Läuchli Theorem, which is true only in its strong tree version, i.e. Milliken's tree Theorem [10, 11] . However, one can easily see that this fails too. In particular, if T is a tree and A is the collection of all pair (U 1 , U 2 ) of disjoint subset of T having a minimum with min U 1 T min U 2 , then we can define a coloring c : A → {0, 1} setting c (U 1 , U 2 ) to be the cardinality of the set U 1 ∩ T (ℓ T (min U 2 )) modulo 2. It is easy to see that the span of every subspace indexed by a strong subtree achieves both colors. Actually, obvious modifications of this coloring result the non-existence of a Ramsey degree.
However, a positive result towards this direction can be achieved in the case of finite homogeneous trees and a modified notion of subspaces, namely, subspaces indexed by a skew subtree. This is a subject of a forthcoming paper. The case of infinite trees remains still open.
