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ABSTRACT 
We prove that the characterization f the singular matrices A satisfying (1) 
dan(AX) = dan(XA) VX can be reduced to that of matrices atisfying (2) dan(AX) = 
0 VX, where dan is a Schur function. Some partial results on the characterization f 
(2) are obtained. © Elsevier Science Inc., 1997 
1. INTRODUCTION 
Denote by F n the set of maps from {1 . . . . .  n} into itself. I f  a ~ Fn, we 
identify it with the n-tuple (a (1)  . . . . .  a (n) ) ,  and (1 . . . . .  n) will be denoted 
by e. We also write Im ot = {a(1) , . . . ,  a(n)}. Let S n be the full symmetric 
group of degree n. I f  o" ~ Sn, we denote by P (o ' )  the permutat ion matrix 
with (i, j )  entry 6i~(j ). For  an n X n matrix A = [aij ] and or,/3 ~ F n, 
A[ a[ /3 ] will denote the n x n matrix whose (i, j )  e lement is a~(~), o(j). For  
a ~ F,, or ~ S,, we write act  = (a(~r(1))  . . . . .  a(cr(n))). 
*This work was done while the author was with Computing Center, Academia Sinica, 
Beijing 100080. 
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Let H be a subgroup of S~. Let F be a field of characteristic zero, and 
c(~) an arbitrary nonzero function from S, into F. Given an n × n matrix 
X = [x~j], we define its generalized Schurfunction dc(X) by 
d~( X) = E ~(o) [ I  x,~(,,. 
~r~S. i=1  
When c(tr) is a character of H, we write A(o') instead of c(o') and 
d~(X) instead of de(X). 
The semigroups 
~(c)  = {A ~ M.(V)Id~( AX) = d~( X) VX}. 
~(c) = {A ~ M,,(F)Idc( AX ) = dc(XA ) VX}, 
./Y(c) = {A ~ Mn(F) Id~( AX ) = 0VX) 
and their implications in multilinear algebra have been extensively discussed 
in the literature. The reader may refer to [1-4, 7-14] for details. Only the set 
Sa(c) has been completely determined (see [7, 9, 13]). The set of nonsingular 
matrices of ~(c)  is known when d c is of type d~ n. Following the notation 
established in [10], let ~gr(H, A) be the subgroup of H generated by its 
transpositions ~"that satisfy A(~') = -A(id), and 
where )t is the extension of )t to S. obtained by letting it equal to zero 
outside H. Also let 
~(H,  A) = {AIdff(AX ) = dff(XA), VX}, 
~'o( H, A) = {A I A is singular and d~(AX) =d~(XA)  VX}, 
~',( H, A) = {A I A is nonsingular and d~(AX)  = dxn(XA) VX}, 
J r (n ,  x) = {ald~"(ax)  = o vx}.  
The characterization f ~ depends on the characterization f both ~1 and 
~'0- For ~1, we have (see [7, 10]) 
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THEOREM 1.1. The matrix A belongs to WI( H, A)/ff  
A = MP(T)  
where M is a nonsingular matrix with its (i, j )  element equal to zero 
whenever i and j are in different orbits of ~-( U, A), and y is a permutation of 
~(( H, ~). 
In Section 2, we prove that the characterization of ~'0(H, A) can be 
reduced to that of ./F(H, A). Some partial results on IY(c) are obtained in 
Section 3. 
2. THE RELATION BETWEEN Wo(H, A) AND .///'(H, A) 
I f  A is an m X n matrix over C, then A* will be the conjugate transpose 
of A. The following result was proved in [14]. 
LEMMA 2.1. Let A ~ Mn(C). Then A ~ W(H, A) iff the following condi- 
tions are satisfied: 
(i) d~A[ela] = d~A*[ela] = 0, a ~ F n - S,, and 
(ii) dff(AP(o')) = dff(P((r)A) V(r e S,,. 
Since (see [14]) 
n 
d~( AX) = ~, d~A[el#]I- Ix~(o,,  
¢~r,, i=1 
hence 
d~(  AX)[e IT]  = d f f (AX[e IT] )  
n 
= E dffA[ell3]I-Ix~(,)~(,). (2.1) 
/3er, i=1 
PROPOSITION 2.2. I f  A ~ Wo(H, A), then A satisfies 
d~(,~.~C) = d~(~)  = 0 VX.  
68 MING-PENG GONG 
Proof. Let A E ~'o(H, h). Then  A is singular, and so there exists a 
nonzero co lumn x = (x 1 . . . . .  x,,) r such that 
Ax=0.  
Let x~ be the first nonzero component  of x. Let X 0 be the n × n matrix 
obta ined from the identity matrix I by replacing its r th  co lumn by x, i.e. 
xii = 1V i  ~ r, xj~ = xj Vj, Xpq = O Vp, q, p 4= q, q ~ r. Now X 0 is non-  
singular with det X 0 = x r =~ 0. It is clear that AX 0 has a zero co lumn and so 
d~( AX o) = 0 = dnx (XoA). 
For  arbitrary X, we have 
C(AXoX) = C(XoXA). (2.2) 
Using (2.1), 
n 
d~( AXoX) = E d~( AXo)[elY]I- Ixr(o, 
T~F,, i= 1 
= E a~" (ax0[ elf ]) ( I  x~,,>,. 
T~F,, i= 1 
Since Ax = O, AX0[ely] has a zero co lumn if r ~ Im y. So we have 
d~(AXoX) = E dff(AXo[ely])I-- Ix~o,. 
y~F.  i= 1 
r~ Im 3' 
Using (2.1) once again, 
d~( AXoX) = E 
y~ Fn 
r ff lm 3' 
( d~A[ell3] (Xo)  ~(,)~(, ) x~,),. 
~ ~ F .  i=  1 "= 
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By I~mma 2.1, we have dffA[el/3] = 0 V/3 ~ F,, - S,. Therefore 
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( o )n 
d~(AXoX) = E E dffA[e[/3]l--I(Xo)~(i)r(i) l-Ixr(i)i 
3,~F  n /3~Sn i=1 i=1 
r~ hn 3' 
( )n 
E d~A[e113 ] E f i  (Xo)~(i)-v(i) i~=l x~,(i,i. 
J3ES n 3 'EF .  i=1  
r~ Im 3' 
When r ~ Im T, we have X0[elT] = I[elT], where I is the identity matrix. 
So X0[ely] has a zero row, and since /3 is onto, I-I~'= l(Xo)o(i)~,(i) = 0. Hence 
AXoX) =0 VX. 
From the nonsingularity of X 0 and (2.2), we have 
d~x ( AY) = dff(YA) = 0 
This ends the proof. 
Since d~(A) = d~( A*), we have 
VY. 
So 
dnx ( XA) = d~( A'X*) VX. 
d~( XA) = 0 ~ d~( A*X*) = 0 
~=' A* ~J//'( H, A). 
Since the matrices of JY(H, A) are singular, the above result leads immedi- 
ately to our main theorem: 
THEOREM 2.3. A E ~'0(H, A) /ffA, A* ~./F'(H, A). 
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3. SOME RESULTS ON JV(c) 
When F is the field C of complex numbers, we can define, as in [5, 8], the 
function b from S m into C by 
= E 
O'E  S m 
and the corresponding eneralized matrix function db(A) .  If A(o-) is an 
irreducible haraeter of H and if e(tr) is defined by 
= 
IHI 
it follows from the orthogonality relations that b(rr) = c(~'). 
Given an m X n matrix A, we denote by 
A(lr 1 . . . .  rk), k < n 
the m × (n -  k) matrix obtained from A by deleting the r~th column, 
i = 1 . . . . .  k, and A(r  I . . . . .  rkl) is defined similarly. 
PROPOSITION 3.1. Let  A ~Jl~(c). Then 
dc(A( I r  I . . . . .  r~)X( r  1 . . . . .  r~l)) = 0 VX (3.1) 
Proof. Given an arbitrary matrix X ~ M,(C), consider the matrix X' 
Mn(C) defined by x'~j = 0 if i ~ {r 1 . . . . .  r k} and x'ij = x,j in the remaining 
cases. We have 
AX'  = A( l r  l . . . . .  rk )X( r  1 . . . . .  rkl ). 
So (3.1) follows immediately. • 
Remark that the condition (3.1) is equivalent to 
db( A( l r  ~ . . . . .  rk) A* ( r  I . . . . .  rk[)) =0.  
This follows from some of the results presented in [8] and [11]. 
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When h is a principal character, i.e. h = 1 on H, then the characteriza- 
tion of ¢¢(H, 1) is easy and well known. In this case, we have 
A ~/ / ' (  H, 1) ¢* A has a zero row. 
This can be easily proved by using the equality condition in the inequality [6] 
Id~( AB)I 2 <~ d~( AA*)d~( B*B). 
Next, recall the following result [9]: 
LEMMA 3.2. Let HT = 3-( H, A), and A 1 . . . . .  A s be the orbits of H r. I f  
or 1 . . . . .  or is a system of left coset representatives of H r relative to H, then 
dH( B) = ~_~ A(o'j)dHr(B[ele~]) 
j= l  
= ~-7~ A(o) ) f idet  Bj[Ak], 
j= l  k=l  
where Bj[A k ] is the principal submatrix of B[eletrj] formed with the rows 
and columns numbered by the numbers in A k. 
With this result we can easily prove 
PROPOSITION 3.3. When the rows of A corresponding to one of the orbits 
of H T are linearly dependent, hen A ~Jl/'( H, h). 
Proof. From (2.1) in Section 2 and Lemma 3.2, we have 
n 
~OEF. i=1 
,8~F. j= l  k=l  i=1 
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where 
corresponding to one of the orbits, 
f ldet  A b[Ak] =0 
k=l  
So 
i.e. 
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Aj = A[el fl~], and because of the linear dependence of the rows 
d~( AX) =o vx, 
v~ 
A ~4/ ' (H ,  A). 
The following result shows that the converse of Proposition 3.3 is not true. 
PROPOSITION 3.4. Suppose that H r = {e} (i.e., every orbit of H r con- 
tains only one element) and )t ~ 1. I f  A has a zero row or is of rank 1, then 
A ~MP(H, A). 
Proof. I f  A is of rank 1, then A = (u I . . . . .  Un)T(I)I . . . . .  t )n ) .  A direct 
computation, bearing in mind that E~ ~ n A(cr) = 0, leads immediately to the 
proof. • 
Now we are going to examine a special case of c(o-), i.e., when c(o ' )  is a 
class function on H. Let h 1 . . . .  , h r be the complete set of irreducible 
characters of a group H. Then a class function on H is of the form 
f=  u la l  + -.. +unar .  
For a class function f ,  we denote 
~(H,f)  = {A ~ M,,(C)Id}+ (AX)  =0 VX). 
THEOREM 3.5. Let f = E~"=luiAi, where u i 4= 0 for  all i, and {A i} is a 
set of irreducible characters of H. Then 
./Y( H, f )  = N .~ ' (  H, X,). 
i=1  
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Proof. By definition, 
d~(AX) = E f(~) f i  (AX)i~(,) 
o-~H i=1 
: z ~:.,~,(~>fl(~>,.<,> 
o '~H /=1 i=1 
= }2u, E ~,(~)(I(AX),~,,>, 
/=1  o '~H i=1 
,e., 
d~( aX) = ~. u,d~( AX). (3.2) 
/= I  
So CI ,% v4P(H, A,) cX(H , f ) .  
Now, let A ~/F(H, f ) .  Let j ~ {1 . . . . .  m} and 7r ~ H. Multiplying both 
sides of (3.2) by Aj(Tr-1), we obtain 
~, j (~- ' )dy(~)  = E,, ,Aj(~-')d~(AX) 
l= I  
: ~: u, z ~j(. ')~,(~) r ] (~) , . . ,  
/=1  o '~H i=1 
=0.  
Now, since 7rH = H, we get 
1=1 r~H i= I  
l= l  ~-~H i=1 
= o.  (3 .3 )  
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Put Y = X[elTr]. Since X is arbitrary, so is Y. From the last equation of (3.3), 
it follows that 
~ Ul Z Aj(Tr-1)AI(~T) f l  ( AY)~r(O = 0 
/=1 r~H i=1 
V~rE H 
Thus 
m ( 
~=lu,~, ~ Aj(Tr- 1) At('rrT) (AY), ,( ,)  = 0. 
l= 7r~H 
From character theory we know that 
1 / Aj(~-) 
if Aj = /~l, 
otherwise. 
Hence 
uj ~ Inl Aj(T) f i (  AY),,(i)= 0 
~-~H ~ i = 1  
and so 
d~(AY) =0.  
Therefore 
X(  H, f )  c_.4r( H, Aj). 
Hence ~v'( H, f )  c f) j'= IA/'(H, Aj). This completes the proof of the theorem. 
I am grateful to Professor G. N. de Oliveira for drawing my attention to 
the topics discussed in this paper, and also to the referee for his helpful 
comments. 
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