Suppose that one knows a very accurate approximation to an eigenvalue of a symmetric tridiagonal matrix T . A good way to approximate the eigenvector x is to discard an appropriate equation, say the rth, from the system (T ? I)x = 0 and then to solve the resulting underdetermined system in any of several stable ways. However the output x can be completely inaccurate if r is chosen poorly and in the absence of a quick and reliable way to choose r this method has lain neglected for over 35 years.
Introduction
The task that started these investigations is the computation of eigenvectors of a symmetric tridiagonal matrix (entry (i; j) vanishes if ji ? jj > 1) once 1 Supported by ONR, contract N000014-90-J-1372 2 The author was supported in part by Arpa contract DAAL03-91-C0047 via a subcontract from the the University of Tennessee the eigenvalues are in hand. This is not a new problem and there are good programs available in libraries such as LAPACK and NAG. Nevertheless the experts do not consider the situation satisfactory, see 16] ; the complexity of the programs seems out of proportion to the di culty of the task and the adaptation of the current versions of inverse iteration to parallel mode is frustrating.
Let us brie y sketch the situation. Given an accurate approximation to an eigenvalue of an n n symmetric tridiagonal matrix T one considers the solution x to the system of equations (T ? I)x = b (1) where b is to be chosen wisely. Since 6 = the best choice for b is the eigenvector we seek but this is not a serious option. A feasible alternative is to choose column r of the identity matrix I = (e 1 ; e 2 ; : : :; e n ). As will become clear in Section 3 choosing b = e r is equivalent to omitting Equation r from the homogeneous version of (1) . The value r = n was proposed by Wallace Givens in 1957, see 10] , but no xed value of r, independent of and T, will do.
Here is a quotation from Wilkinson concerning the computation of an eigenvector u k , in Chap. 5, Section 50, below Equation (50. 3 
) of 26]:
Hence if the largest component of u k is the rth, then it is the rth equation which should be omitted when computing u k . This result is instructive but not particularly useful, since we will not know a priori the position of the largest component of u k . ' Ipsen, in a very readable survey attributes the idea of omitting one equation of the system to Wilkinson, see Section 7 of 16], but we suspect that this method was routinely taught in mathematics classes before Wilkinson was born, see 15] , 4], and 22]. He was born in 1919 and 15] was published in 1921.
Wilkinson abandoned the hunt for a good value of r and used b = PLe where T ? I = PLU denotes triangular factorization with partial pivoting and e = P n i=1 e i , see 25] . However even this choice fails if some eigenvalues are equal to working accuracy and he resorted to`tweaking' the computed eigenvalues in such cases.
In private communication to one of us Wilkinson declared that he would prefer b = e r to b = PLe if only he knew a quick, reliable way to choose r so that the rth entry of the wanted vector is above average, not necessarily the greatest.
One goal of this paper is to show that a large entry may be located with little extra expense.
The current LAPACK codes, see 1], do not use Wilkinson's choice; instead b is chosen`at random' from an appropriate distribution but this still makes it di cult to obtain orthogonal eigenvectors for close eigenvalues and di cult to prove`correctness' of the code. The case for this approach is made in 17].
Here ends our review of the situation. This paper rederives results from the di erential equations community concerning double factorization and proceeds to describe and justify K. V. Fernando's solution to Wilkinson's problem of choosing the index r mentioned above. This is an important contribution to the computation of satisfactory eigenvectors but it is not enough, in our opinion, to ensure mutual orthogonality. See 8] for a di erent viewpoint. Section 2 discusses the`obvious' solution to the problem and shows its shortcomings. The new idea, in its simplest form, comes from Theorem 2 which is established in Section 3 along with Theorem 6 which presents accurate ways to compute the determinant. Section 4 reviews some closely related work. First, the use of double factorization by experts on boundary value problems for second order equations. Second, Godunov and his co-workers join together a forward and backward sequence at a well chosen index to obtain an eigenvector. Section 5 shows how the quantities introduced in Theorem 2 reveal the`envelope' of an eigenvector when the tridiagonal is normal and goes on to justify the choice of r. Section 6 extends the results to cover breakdown in triangular factorization and the interesting phenomenon of zero entries in eigenvectors. Section 7 extends the results of Section 3 to block tridiagonal matrices. Theorem 2 has applications to nding the envelope of an invariant subspace and in computing condition numbers, see 21] and 5]. Even in the eigenvector application Theorem 2 has uses beyond nding the best value of r. It allows us to omit the calculation of completely negligible entries and that enhances e ciency when n becomes large (say n 100). An example of this is given in Figure 4 .
The reader is expected to know the LDU theorem concerning existence and uniqueness of triangular factorization and the expressions for the pivots, as the diagonal entries of D are often called. In this representation both L and U have 1's on the diagonal. In practice, when division is slow, people sometimes use (LD)D ?1 (DU) instead of LDU but the distinction is not important in this paper.
The main notational issue is the representation of submatrices. In MATLAB notation the submatrix of M in rows i through j and columns k through l is given by M(i : j; k : l). This is clear but sometimes too obtrusive. We use M i:j to denote the principal submatrix M(i : j; i : j). For 
A Classical Analysis
In case a pure mathematician should, by chance, read this material it seems wise to begin by explaining that the problem discussed here is not as trivial as it may appear at rst. It is the computer's limited precision that causes the di culties.
Anyone who has mastered an introductory course in matrix theory and who has absorbed the signi cance of the tridiagonal form J (with nonzero values adjacent to the diagonal J is said to be unreduced) might reason as follows.
Lemma 1 An eigenvector of an unreduced tridiagonal matrix J cannot have a 0 in the rst or last component.
Proof. Consider the equation for an eigenvector x (6 = 0) associated with an eigenvalue , (J ? I)x = 0: (2) Suppose that x(1) = 0. Then the rst equation in (2) dictates that x(2) = ( ?J 11 )x(1)=J 12 = 0 as well, since J 12 6 = 0. Now the second equation dictates that x(3) is a linear combination of x(1) and x(2) and also vanishes. Proceeding with the remaining equations, in order, it appears that every entry of x must vanish in contradiction to the assumption that x is an eigenvector. So the assumption that x(1) = 0 is not tenable. By similar reasoning but taking the equations in reverse order it is untenable that x(n) = 0. 2
The preceding argument also shows one way to compute an eigenvector of J. It is valid to set x(1) = 1 and to use the rst equation of (2) to determine x(2), and the second to determine x(3), using x(1) and x(2). Proceeding as before the rth equation may be used to determine x(r + 1) and thus x may be obtained without actually making use of the nth equation which, says the mathematician, will be satis ed automatically since the system (2) is singular.
It would be equally valid to begin withx(n) = 1 and to take the equations in reverse order to computex(n ? 1); : : :;x(2);x(1) in turn without using the rst equation in (2) . When normalized in the same way x andx will yield the same eigenvector. Note that the problem has been solved without the bother of computing a triangular factorization.
The method described above is`obvious' and was mentioned by W. Givens in 1957, see 10] . It often gives good results when realized on a computer but, at other times, delivers vectors pointing in completely wrong directions.
The preceding analysis is valid in exact arithmetic but is inapplicable to computer work for the following reasons. First, it is rare that an eigenvalue of a tridiagonal (or any other) matrix is representable in limited precision. Consequently the systems such as (2) that are to be solved are not singular and, in (2), the unused equation will not be satis ed automatically even if the solutions of the other equations, in turn, were obtained exactly. The second weakness is that, in a computer, the sequence x(1); x(2); : : :; can over ow. This is a possibility that pure mathematicians do not have to worry about.
It turns out that, for isolated eigenvalues, the natural method gives an excellent approximate eigenvector whenever the rst or last entry of the wanted eigenvector is above average in magnitude. Conversely it gives disastrous results when those extreme entries are tiny. Wilkinson gives a striking example in Section 52, Chap. 5 of 26].
The purpose of this section was to show that the`obvious' method for computing eigenvectors is not adequate for nite precision arithmetic.
Diagonal of the Inverse
In basic courses in matrix theory one is taught to solve a system of equations by computing a row echelon form. If the system is singular at least one row of the echelon form vanishes and the corresponding row of the original system is redundant. The homogeneous system is solved by assigning any values to thè free' variables and backsolving for the rest of them. In general a discarded row is not unique; it need only be a linear combination of the remaining ones.
In practice our system is nearly, but not quite, singular and a natural modication of the standard procedure is to seek a row that is most nearly redundant and then ignore it while determining a solution x to the remaining homogeneous system. This solution x will not satisfy the omitted (rth) equation. In In general it is di cult to nd r and to solve the reduced homogeneous system. Fortunately when M is tridiagonal the omission of row r splits the system into two separate parts. For a modest cost the residual j , for every choice of j, can be computed and that gives an excellent basis for choosing the right r.
The preceding paragraphs are motivation but the results of this section are for generic tridiagonals that need not be nearly singular. Section 5 returns to the nearly singular case. Theorem 2 is not new (see Section 4) but it deserves more prominence than it has received up to now. Theorem 2 (Double Factorization) Let J be a tridiagonal n n complex matrix that permits triangular factorization in both increasing and decreasing order of rows:
For each k; 1 k n, de ne k and z
Note 1 : (6) Proof. In what follows MATLAB notation will be used for submatrices that
are not square and a more condensed representation, M 1:j for M(1 : j; 1 : j), otherwise. In addition, if terms that involve out of range indices are dropped then the analysis that follows covers the extreme cases k = 1 and k = n as well. For brevity write z for z (k) .
Omit the kth equation from (4) must be invertible. Premultiply (7) and (8) by the appropriate inverses to nd U + (1 : k ? 1; 1 : k)z(1 : k) = 0; (9) L ? (k + 1 : n; k : n)z(k : n) = 0: (10) The last equation in (9) shows that
The rst equation in (10) shows that L ? k+1;k z(k) + 1 z(k + 1) = 0: (12) Recall that z(k) = 1 and substitute, from (11) and (12), the values for z(k?1) and z(k + 1) into the kth equation of (4) If J is invertible then substitute (6) into (5). 2
In applications it is useful to have several di erent expressions for k in addition to (14) .
Corollary 4 With the notation of the Theorem 2, for 1 < k < n,
For k = 1 and k = n omit terms with invalid indices.
Proof. The rst and third expression are just (5) Proof. These equations are (9) and (10) . It is interesting that Godunov and his co-workers are actually computing U + (i) and 1=L ? (i), i = 1; : : :; n when they form left and right Sturm sequences. However they do not use Corollary 5, but a much more expensive procedure, to obtain an approximate eigenvector.
Another reward for computing both factorizations is a wide choice of expressions for det J. From the rst expression for det J it follows that
which gives the ratio of consecutive 's. 2
When there is severe cancellation in computing k from any of the formulae in Corollary 4 then it may be possible to take extra care in the evaluation of 7 7 7 7 7 5 for the sensitive part of the computation. These details are of great practical importance when J is close to singular as occurs in iterative methods for nding eigenvalues.
Remark 8 An attentive reader may be puzzled that Corollary 5 cannot generate an isolated 0 entry in z (k) . If z(j) vanishes (because J(j; j + 1) = 0) then all entries z(l); l < j < k, must vanish too. This is appropriate since the matrix is reduced when J j;j+1 = 0. Yet there exist unreduced tridiagonals with isolated z (k) (j) that vanish. The explanation is that the hypothesis (3) does indeed rule out isolated zero entries. Section 6 extends the results of Theorem 2 to cover these important cases. There we see that hypothesis (3) in Theorem 2 may be weakened and that is the topic of Section 7.
Remark 9 For large n there will be many products in the calculation of z (1) or z(n) for a given r from Corollary 5. In general one is concerned about possible over ow but when r is selected so that z(r) should be a maximal, or nearly maximal, entry of z then no over ow can occur. Under ow, if it occurs, is harmless here and may be gradual or ushed to zero.
Remark 10 From (4) we see that the vector z (r) is annihilated exactly by J ? e r r e r , a rank one perturbation. 
In our notation, for any , P k = U + (k), k = 1; : : :; n ? 1, and this connection gives a meaning to fP k g even when is far from an eigenvalue. The recurrence for the P k is P k =J k;k+1 =(J kk ? ?J k;k?1 P k?1 ); for k = 2; : : : ; n; (J n;n+1 = 1): (20) It holds for k = 1 as well if we de ne P 0 = 0. The sequence fP k g n 0 is called by GAKK a left Sturm sequence of the rst kind. In what follows we abbreviate Sturm sequence by Ss and omit the quali er`of the rst kind' since the second kind is used just for one purpose. The adjective left signals that the recurrence (20) is evaluated from the initial value P 0 = 0 in increasing order of index k. 
This identi cation is not obvious, is not mentioned in GAKK, but it gives a meaning to fP (?) k g for any value of . It is well-known that the Ss consisting of the leading principal minors ofJ ? I is closely related to entries in 's eigenvector, see 26, p. 316, (48.4)] and similar reasoning, in the present context, shows that for a two-sided Ss P k = z k =z k+1 ; k = 1; : : :; n ? 1; (23) where z is an eigenvector ofJ for the eigenvalue .
All the relations mentioned so far hold in exact arithmetic. The admirable purpose of GAKK was to produce algorithms with guaranteed accuracy even in nite precision arithmetic and they give examples to show that, in practice, a two-sided Ss is extremely unlikely to occur even when is the closest machine number to an eigenvalue. They use bisection, with care, to produce two close representable values x; y satisfying x y (24) for each eigenvalue of a symmetricJ. Their idea, to nd the eigenvector, is to combine a left Ss and a right Ss to produce an acceptable approximation to a two-sided Ss. After mapping a Ss of the rst kind into one of the second kind and employing careful analysis they establish the following important result. n (x) = 1: (26) Their main result (Theorem 6.1) is that (26) is a two-sided Ss for some ideal small perturbation ofJ, not generally symmetric, with eigenvalue (x + y)=2.
As indicated in (23) the sequence (26) may be used to approximate an eigenvector and there are several ways to do it. Unfortunately, despite the title of Section 5.8 of 12], no speci c algorithm is given or even referenced! Earlier chapters of 12] suggest that the authors preferred method for computing an eigenvector z from a two-sided Ss fP k g is by mapping the Ss into a chain of plane rotations fc k ; s k g n k=1 and then using the representation z 1 = s 2 s 3 : : : s n z 2 = c 2 s 3 : : : s n z 3 = c 3 s 4 : : : s n z n?1 = c n?1 s n z n = c n :
This procedure is safe from over ow and is accurate but it is a rich man's solution to the problem. The recurrence for the cosines and sines is : : : ; n: The cost of this procedure could be regarded as the penalty for not knowing the index of an above average entry in the eigenvector. Now Section 5 of this paper shows that the jth entry (the crossing point) is among the largest in the eigenvector z and so the remaining entries may be evaluated, by multiplication or division only, setting z(j) = 1 and using (23) , with no danger of over ow.
We mention, in passing, that in 12] the singular value problem for bidiagonal is solved by`expanding' it to the associated symmetric tridiagonal with a zero diagonal. We do not think that this is the most e cient approach.
It is apparent that GAKK anticipated us with the essential idea of joining a forward sequence and a backward sequence at the correct place to overcome the well known weakness of using either one alone. By not relating their procedures to factorization they did not see the connection to diag((J ? I) ?1 ), i.e. Theorem 2, and the use of Corollary 5. This comment is not meant to belittle their signi cant achievement.
In other words, for GAKK the importance for the`crossing point' is to obtain a very good bound on the perturbation ofJ that makes (26) a two-sided Ss whereas, for us, the`crossing point' gives the index of a nearly maximal entry of the desired eigenvector.
We wish to say that by running a single recurrence in two directions at di erent (but close) values = x and = y (as GAKK do) it is not easy to see the connection to our double factorization which uses two recurrences evaluated on the same matrixJ ? I.
The Russian algorithm is the rst work we have seen to`prove correctness' for such an algorithm. It guarantees delivering an eigenvector of a close matrix. However this alone does not guarantee that computed eigenvectors for close eigenvalues are orthogonal to working accuracy. See Theorem 12 in the next section for the reason. Compare this with the fourth expression in Corollary 4. We then realized that Theorem 2 is independent of the eigenvector problem and has other applications. We were unaware at the time of the applications described in 19] that had lead to double factorization. ) whenJ is normal. Even for nonnormalJ it is desirable to have a small quotient but we will say no more on that case here.
We do not claim that Theorem 2 solves all the problems involved in computing eigenvector approximations. The only blemish in this result is that, in nite precision arithmetic, in di cult cases, the closest representable value to j may not be close enough to reveal the limit. The vector of normalized n j m j ?1=2 o n m=1
shows the envelope of v j to visual accuracy. This is illustrated in Figure 1 . An unexpected practical bene t of Lemma 11 for large matrices is that it indicates when the support of v j is a small subset of f1;2;:::;ng. would be satisfactory. The advantage of having a set of acceptable indices is subtle: it is important to select distinct indices for adjacent and close eigenvalues. It is quite easy for kvk 1 to be attained at the same index (but not uniquely) for two adjacent eigenvalues and then it is vital to have a choice.
Finally if min i j i j is not small enough then this process should be halted, perhaps is not accurate enough to warrant inverse iteration.
Although this paper does not propose an eigenvector algorithm the remainder of this section is devoted to an analysis of how good z (k) is as an approximate eigenvector. A usable de nition of`isolated eigenvalue' emerges and, for such eigenvalues the error bounds of Lemma 13 are close to equalities.
It is current practice to compute very accurately approximate eigenvalues (of tridiagonals) by the best current techniques and then turn to inverse iteration for the eigenvectors; but see 11] and 12] for an exception. This approach reveals the not-too-clustered eigenvalues and guarantees for them that j k j=kz (k) k is tiny for at least one k whenJ is normal. To demonstrate this 
The last inequality follows from Lemma 13, given below. From (29) for all k such that jv(k)j = kvk 1 jsin 6 v; z
These bounds will be used later.
The next result replaces the limits of Lemma 11 with error bounds. Note that the eigenvalues may be complex.
Lemma 13 LetJ ? I be normal and satisfy the hypotheses of Theorem 2.
De ne k and z and so has Jessie Barlow 3] , that a simple recurrence will yield all values of kz (k) k for O(n) operations. Consequently it would be feasible to minimize j k j=kz (k) k to obtain better bounds on sin 6 (v; z (k) ); (28) (29). At present we feel that the extra expense is not warranted.
Zero Pivots
Triangular factorization is said to fail, or not exist, if a zero`pivot', D + (j) or D ? (j) is encountered prematurely. The last pivot is allowed to vanish because it does not occur as a denominator in the computation.
One of the attractions of an unreduced tridiagonal matrix is that the damage done by a zero pivot is localized. Indeed, if 1 is added to the number system then triangular factorization cannot break down and the algorithm always maps J into unique triplets L; D; U. There is no need to spoil the inner loop with tests. It is no longer true that LDU = J but equality does hold for all entries except for those at or adjacent to any in nite pivot.
It is possible to work with signed 1 (a ne geometry) or unsigned 1 (the complex plane) and it will be easiest for our purposes to use the unsigned 1. Thus +1=0 = ?1=0 = 1.
If we allowed o diagonal entries to vanish, in which case J is said to be reduced, then we might encounter
and that would be a genuine breakdown. So we insist on unreduced J. Unless J(k + 1; k + 1) = 0 the factorization proceeds normally until the next zero pivot is encountered. We have placed an against entries that are not computed when a simple LŨ factorization is used. HereŨ = DU in the nite case.
When the product LDU is formed in the case given above then various strange expressions such as 0 1 and 1 + 1 arise and we designate them by NaN (Not a Number). We discover that LDU = J except in row and column k. The good news is that by computing all the f j g it is known in advance whether or not z (k) has a zero entry. In the generic case, with no zeros, the algorithm given in Corollary 3 in Section 3 may be used free of any tests for invalid operations. In the exceptional case the following procedure may be used. In this situation the set of ? matrices in Theorem 17 may give no guidance for computing an eigenvector. That is not quite true because we may infer that our eigenvalue approximation, 0, is not closer to one eigenvalue than to any other and that is useful information. In fact the unreduced J's with diag(J) = 0 have eigenvalues in pairs and any tiny pairs may be found e ciently by the method described in 21].
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