Two extensions of the Stone Duality to the category of zero-dimensional
  Hausdorff spaces by Dimov, Georgi & Ivanova-Dimova, Elza
ar
X
iv
:1
90
1.
04
53
7v
1 
 [m
ath
.G
N]
  1
4 J
an
 20
19
Extensions of the Stone Duality
to the category of zero-dimensional
Hausdorff spaces
G. Dimov and E. Ivanova-Dimova
∗
Faculty of Math. and Informatics, Sofia University, 5 J. Bourchier Blvd., 1164 Sofia, Bulgaria
Abstract
Extending the Stone Duality Theorem, we describe two categories which are
dually equivalent to the category ZHaus of zero-dimensional Hausdorff spaces
and continuous maps. We find as well two categories which are dually equivalent
to the category ZComp of all zero-dimensional Hausdorff compactifications of
zero-dimensional Hausdorff spaces.
1 Introduction
In 1937, M. Stone [11] proved that there exists a bijective correspondence Sl between
the class of all (up to homeomorphism) zero-dimensional locally compact Hausdorff
spaces (briefly, Boolean spaces) and the class of all (up to isomorphism) generalized
Boolean algebras (briefly, GBAs) (or, equivalently, Boolean rings with or without
unit). In the class of compact Boolean spaces (briefly, Stone spaces) this bijection
can be extended to a duality St : Stone −→ Bool between the category Stone of
Stone spaces and continuous maps and the category Bool of Boolean algebras and
Boolean homomorphisms; this is the classical Stone Duality Theorem. In 1964, H.
P. Doctor [7] showed that the Stone bijection Sl can be even extended to a duality
between the category PZHLC of all Boolean spaces and all perfect maps between
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them and the category GBPL of all GBAs and suitable morphisms between them.
Later on, G. Dimov [5, 6] extended the Stone Duality to the category ZHLC of
zero-dimensional locally compact Hausdorff spaces and continuous maps.
In this article, which was inspired by the recent paper [3] of G. Bezhanishvili, P.
J. Morandi and B. Olberding, we extend the Stone Duality to the category ZHaus
of all zero-dimensional Hausdorff spaces and continuous maps. Moreover, we define
two categories, namely, the categories DZAlg and MZBool, and prove that they
are dually equivalent to the category ZHaus. We introduce as well two other cat-
egories, namely, the categories ZAlg and ZBool, and show that they are dually
equivalent to the category ZComp of zero-dimensional Hausdorff compactifications
of zero-dimensional Hausdorff spaces. Let us note that the category ZComp is a full
subcategory of the category Comp of all Hausdorff compactifications of Tychonoff
spaces, which was defined in [3].
The paper is organized as follows. Section 2 contains all preliminary facts and
definitions which are used in this paper. In Section 3, we introduce the notions of
Boolean z-algebra, Boolean dz-algebra, Boolean z-map and maximal Boolean z-map.
The objects of the category DZAlg are exactly the Boolean dz-algebras, and those of
the category MZBool are the maximal Boolean z-maps. In Theorem 3.13, we prove
that the categories ZHaus and DZAlg are dually equivalent. The obtained duality
is an extension of the Stone duality (see Fact 3.15). In Theorem 3.18 we show that
the categories DZAlg and MZBool are equivalent. This implies immediately that
the categories ZHaus and MZBool are dually equivalent (see Theorem 3.19).
In the last Section 4, we define the categories ZAlg and ZBool. Their objects
are, respectively, all Boolean z-algebras and all Boolean z-maps. We show that the
category ZAlg is dually equivalent to the category ZComp (see Theorem 4.6). Then
we prove that the category ZAlg is equivalent to the category ZBool (see Theorem
4.8); this implies that the categories ZComp and ZBool are dually equivalent (see
Theorem 4.9).
Let us note that in the proofs of our duality Theorems 3.13 and 4.6 we use
Dwinger’s theorem [8, Theorem 13.1]. It says that the ordered set of all, up to equiv-
alence, zero-dimensional Hausdorff compactifications of a zero-dimensional Hausdorff
space is isomorphic to the ordered by inclusion set of all Boolean bases of X (i.e., of
those bases of X which are Boolean subalgebras of the Boolean algebra CO(X) of
all clopen (= closed and open) subsets of X). With the help of the Tarski Duality
between the category Set of sets and functions and the category Caba of complete
atomic Boolean algebras and complete Boolean homomorphisms, we transform our
categories DZAlg and ZAlg into the categories MZBool and ZBool, respectively
(see the proofs of our equivalence Theorems 3.18 and 4.8). The last two categories look
like the categories MDeVe and DeVe from the paper [3] of G. Bezhanishvili, P. J.
Morandi and B. Olberding. Recall that in [3] it is proved that the category MDeVe
(resp., DeVe) is dually equivalent to the category Tych of Tychonoff spaces and
continuous maps (resp., to the category Comp).
We now fix the notation.
Throughout, (B,∧,∨, ∗, 0, 1) will denote a Boolean algebra unless indicated oth-
erwise; we do not assume that 0 6= 1. With some abuse of language, we shall usually
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identify algebras with their universe, if no confusion can arise.
We denote by 2 the simplest Boolean algebra containing only 0 and 1, where
0 6= 1.
If A is a Boolean algebra, then A+
df
= A \ {0} and At(A) is the set of all atoms
of A.
IfX is a set, we denote by P (X) the power set ofX ; clearly, (P (X),∪,∩, \, ∅, X)
is a complete atomic Boolean algebra.
If X is a topological space, we denote by CO(X) the set of all clopen (= closed
and open) subsets of X . Obviously, (CO(X),∪,∩, \, ∅, X) is a Boolean algebra.
If (X,T) is a topological space and M is a subset of X , we denote by cl(X,T)(M)
(or simply by cl(M) or clX(M)) the closure of M in (X,T) and by int(X,T)(M) (or
briefly by int(M) or intX(M)) the interior of M in (X,T).
If C is a category, we denote by |C| the class of the objects of C and by C(X, Y )
the set of all C-morphisms between two C-objects X and Y .
We denote by:
• Set the category of sets and functions,
• ZHaus the category of all zero-dimensional Hausdorff spaces and continuous
maps,
• Stone the category of all compact Hausdorff zero-dimensional spaces (= Stone
spaces) and their continuous maps,
• Bool the category of Boolean algebras and Boolean homomorphisms,
• Caba the category of all complete atomic Boolean algebras and all complete
Boolean homomorphisms between them.
The main reference books for all notions which are not defined here are [1, 8, 9].
2 Preliminaries
2.1. We will briefly describe the Stone duality ([11]) between the categories Bool and
Stone using its presentation given in [10]. We will define two contravariant functors
Sa : Bool −→ Stone and St : Stone −→ Bool.
The space Sa(A) of a Boolean algebra A is the set XA
df
= Bool(A, 2) endowed with a
topology TA having as a closed base the family {sA(a) | a ∈ A}, where
sA(a)
df
= {x ∈ XA | x(a) = 1},(1)
for every a ∈ A; then
Sa(A)
df
= (XA,TA)
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is a Stone space. Also, the family {sA(a) | a ∈ A} is an open base of the space
(XA,TA).
If ϕ ∈ Bool(A,B), then we define Sa(ϕ) : Sa(B) −→ Sa(A) by the formula
Sa(ϕ)(y)
df
= y ◦ ϕ for every y ∈ Sa(B). Then Sa is a contravariant functor.
Further, for every Stone space X , we set
St(X)
df
= CO(X).
If f ∈ Stone(X, Y ), then we define St(f) : St(Y ) −→ St(X) by the formula
St(f)(P )
df
= f−1(P ) for every P ∈ St(Y ). Then St is a contravariant functor.
For every x ∈ X , let
tx : CO(X) −→ 2
be the function defined by tx(P ) = 1 ↔ x ∈ P , where P ∈ CO(X). Then tx ∈
Bool(CO(X), 2) and the map
tX : X −→ S
a(St(X)), x 7→ tx,
is a natural isomorphism.
Also, the Stone map
sA : A −→ S
t(Sa(A)), a 7→ sA(a),(2)
is a natural isomorphism.
The contravariant functors Sa and St realize the dual equivalence between the
categories Bool and Stone.
Definition 2.2. An extension of a space X is a pair (Y, c), where Y is a space and
c : X −→ Y is a dense embedding of X into Y .
Two extensions (Yi, ci), i = 1, 2, of X are called isomorphic (or equivalent) if
there exists a homeomorphism ϕ : Y1 −→ Y2 such that ϕ ◦ c1 = c2. Clearly, the
relation of isomorphism is an equivalence in the class of all extensions of X ; the
equivalence class of an extension (Y, c) of X will be denoted by [(Y, c)]. We write
(Y1, c1) ≤ (Y2, c2)
and say that the extension (Y2, c2) is larger than the extension (Y1, c1) if there exists
a continuous mapping ϕ : Y2 −→ Y1 such that ϕ ◦ c2 = c1. This relation is a preorder
(i.e., it is reflexive and transitive). In the class of all Hausdorff extensions of X , the
equivalence relation associated with this preorder (i.e., (Y1, c1) is larger than (Y2, c2)
and conversely) coincide with the relation of isomorphism defined above.
Setting for every two Hausdorff extensions (Yi, ci), i = 1, 2, of a Hausdorff space
X ,
[(Y1, c1)] ≤ [(Y2, c2)] iff (Y1, c1) ≤ (Y2, c2),
we obtain a well-defined relation on the set of all, up to equivalence, Hausdorff ex-
tensions of X ; it is already an order.
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Definition 2.3. Let (X, τ) be a zero-dimensional Hausdorff space. A Boolean algebra
A is called admissible for (X, τ) (or, a Boolean base for (X, τ)) if A is a Boolean
subalgebra of the Boolean algebra CO(X) and A is an open base for (X, τ). The set
of all admissible Boolean algebras for (X, τ) will be denoted by BA(X, τ).
Notation 2.4. The set of all (up to equivalence) zero-dimensional compact Hausdorff
extensions of a zero-dimensional Hausdorff space (X, τ) will be denoted by K0(X, τ).
The order on K0(X, τ) induced by the order “ ≤ ” on the set of all Hausdorff exten-
sions of X (defined in 2.2) will be denoted again by “ ≤”.
Theorem 2.5. (Ph. Dwinger [8]) Let (X, τ) be a zero-dimensional Hausdorff space.
Then the ordered sets (BA(X, τ),⊆) and (K0(X, τ),≤) are isomorphic. The isomor-
phism δ between these two ordered sets is defined as follows: for every A ∈ BA(X, τ),
δ(A)
df
= [(Sa(A), eA)], where eA : X −→ S
a(A) is defined by eA(x)
df
= θAx , for ev-
ery x ∈ X, and θAx : A −→ 2 is defined by θ
A
x (P ) = 1 ↔ x ∈ P , for every
P ∈ A. Also, eA(P ) = sA(P ) ∩ eA(X) and e
−1
A (sA(P )) = P , for every P ∈ A,
and e−1A (CO(S
a(A))) = A.
For every zero-dimensional Hausdorff space X , the ordered set (BA(X),⊆)
has a greatest element, namely the Boolean algebra CO(X). Thus, by the Dwinger
Theorem 2.5, the ordered set (K0(X),≤) also has a greatest element. It is denoted
by (β0X, β0). This fact was discovered earlier by B. Banaschewski [2] and (β0X, β0) is
said to be the Banaschewski compactification of X . Clearly, (β0X, β0) = δ(CO(X)),
i.e. β0X = S
a(CO(X)) and β0 = eCO(X).
Theorem 2.6. (B. Banaschewski [2]) Let (Xi, τi), i = 1, 2, be zero-dimensional Haus-
dorff spaces and (cX2, c) be a zero-dimensional Hausdorff compactification of X2.
Then for every continuous function f : X1 −→ X2 there exists a continuous function
g : β0X1 −→ cX2 such that g ◦ β0 = c ◦ f .
2.7. We will need the Tarski Duality between the categories Set and Caba. It
consists of two contravariant functors
T s : Set −→ Caba and T a : Caba −→ Set
which are defined as follows. For every set X ,
T s(X)
df
= (P (X),⊆).
If f ∈ Set(X, Y ), then T s(f) : T s(Y ) −→ T s(X) is defined by the formula
T s(f)(M)
df
= f−1(M),
for every M ∈ P (Y ). Further, for every B ∈ |Caba|,
T a(B)
df
= At(B);
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if ϕ ∈ Caba(A,B), then T a(ϕ) : T a(B) −→ T a(A) is defined by the formula
T a(ϕ)(x)
df
=
∧
{a ∈ A | x ≤ ϕ(a)},
for every x ∈ T a(B). For each set X , we have a natural isomorphism
ηX : X −→ T
a(T s(X)),
given by ηX(x) = {x} for each x ∈ X . For each B ∈ |Caba| we have a natural
isomorphism
εB : B −→ T
s(T a(B)),
given by εB(b)
df
= {x ∈ At(B) | x ≤ b} for each b ∈ B.
3 Two extensions of the Stone Duality to the ca-
tegory of zero-dimensional spaces
Definition 3.1. A pair (A,X), where A is a Boolean algebra and X ⊆ Bool(A, 2),
is called a Boolean z-algebra (briefly, z-algebra; abbreviated as ZA) if for each a ∈ A+
there exists x ∈ X such that x(a) = 1.
Using the definition of the space Sa(A) (see 2.1), where A is a Boolean algebra,
we obtain immediately the following result:
Fact 3.2. A pair (A,X) is a ZA if and only if A is a Boolean algebra and X is a
dense subset of Sa(A).
Notation 3.3. If A is a Boolean algebra and X ⊆ Bool(A, 2), we set
sXA (a)
df
= X ∩ sA(a)
for each a ∈ A (see (1) for sA), defining in such a way a map
sXA : A −→ P (X), a 7→ s
X
A (a).
Fact 3.4. A pair (A,X) is a ZA if and only if A is a Boolean algebra, X ⊆
Bool(A, 2) and sXA : A −→ (P (X),⊆) is a Boolean monomorphism.
Proof. Suppose that (A,X) is a ZA. Then, by Fact 3.2, X is a dense subset of
K
df
= Sa(A) and thus clK(s
X
A (a)) = sA(a) for each a ∈ A. Therefore, using the fact
that sA is a Boolean isomorphism, we obtain that s
X
A is a Boolean monomorphism.
Conversely, if sXA is a Boolean monomorphism, then s
X
A (a) 6= ∅ for each a ∈ A
+.
Thus X is dense in Sa(A), which implies that (A,X) is a ZA.
Fact 3.5. Let (A,X) be a ZA. Then the subspace topology on X induced by Sa(A)
coincides with the topology on X generated by the base sXA (A) and s
X
A (A) ⊆ CO(X).
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Proof. Set K
df
= Sa(A). Then CO(K) = sA(A) and CO(K) is a base forK. Regarding
X as a subspace of K and using the fact that sXA (A) = X ∩ sA(A), we obtain that
sXA (A) is a base for the subspace topology on X induced by K and s
X
A (A) ⊆ CO(X).
Hence, the topology on X generated by the base sXA (A) coincides with the subspace
topology on X induced by K.
Definition 3.6. Let C ∈ |Caba| and A,B be Boolean subalgebras of C. If for every
a ∈ A and any x ∈ At(C) such that x ≤ a there exists b ∈ B with x ≤ b ≤ a, then we
will say that A is t-coarser than B in C or that B is t-finer than A in C; in this case
we will write A C B. We will say that the Boolean algebras A and B are t-equal in
C if A C B and B C A.
The following assertion is obvious:
Fact 3.7. Let X be a set and A,B be Boolean subalgebras of the Boolean algebra
(P (X),⊆). Let τA (resp., τB) be the topology on X generated by the base A (resp.,
B). Then A and B are t-equal in (P (X),⊆) if and only if the topologies τA and τB
coincide.
The next definition was inspired by the Dwinger Theorem 2.5:
Definition 3.8. A z-algebra (A,X) is called a Boolean dz-algebra (briefly, dz-algebra;
abbreviated as DZA) if it satisfies the following condition:
(Dw) If B is a Boolean subalgebra of (P (X),⊆) and B is t-equal to sXA (A) in
(P (X),⊆), then B ⊆ sXA (A).
Fact 3.9. A z-algebra (A,X) is a DZA if and only if sXA (A) = CO(X), where X is
regarded as a subspace of Sa(A).
Proof. Suppose that (A,X) is a DZA. By Fact 3.5, we have that sXA (A) is a base
for X and sXA (A) ⊆ CO(X). Then the Fact 3.7 shows that the Boolean algebras
sXA (A) and CO(X) are t-equal in P (X),⊆). Thus, by condition (Dw), we obtain that
CO(X) ⊆ sXA (A). Therefore, s
X
A (A) = CO(X).
Conversely, suppose that sXA (A) = CO(X). If B is a Boolean subalgebra of P (X)
and B is t-equal to sXA (A) in P (X),⊆), then B ⊆ CO(X). Therefore, B ⊆ s
X
A (A).
This shows that (A,X) is a DZA.
Example 3.10. Let A be a Boolean algebra. Set XA
df
= Bool(A, 2). Then (A,XA)
is a DZA. (The dz-algebras of this type will be called compact dz-algebras.)
Indeed, we have that sXAA = sA and thus s
XA
A (A) = CO(XA). Then Facts 3.2
and 3.9 imply that (A,XA) is a DZA.
Example 3.11. Let X be a zero-dimensional Hausdorff space. Set AX
df
= CO(X).
Then (AX , eAX (X)) is a DZA (see Theorem 2.5 for the notation).
Indeed, it is obvious that AX ∈ BA(X) and thus the map eAX : X −→ S
a(AX)
is well-defined. Set Xˆ
df
= eAX (X). By Theorem 2.5, we have that eAX is a dense
embedding and hence, using Fact 3.2, we obtain that (AX , Xˆ) is a ZA. Also, Theorem
2.5 implies that eAX (P ) = s
Xˆ
A (P ), for every P ∈ AX . Thus s
Xˆ
A (A) = CO(Xˆ), where
Xˆ is regarded as a subspace of Sa(AX). Therefore, by Fact 3.9, (AX , Xˆ) is a DZA.
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Proposition 3.12. There is a category DZAlg whose objects are all dz-algebras and
whose morphisms between any two DZAlg-objects (A,X) and (A′, X ′) are all pairs
(ϕ, f) such that ϕ ∈ Bool(A,A′), f ∈ Set(X ′, X) and x′ ◦ ϕ = f(x′) for every
x′ ∈ X ′. The composition between two morphisms (ϕ, f) ∈ DZAlg((A,X), (A′, X ′))
and (ϕ′, f ′) ∈ DZAlg((A′, X ′), (A′′, X ′′)) is defined to be (ϕ′ ◦ ϕ, f ◦ f ′) : (A,X) −→
(A′′, X ′′); the identity map of an object (A,X) is defined to be (idA, idX).
Proof. It is obvious.
Theorem 3.13. The categories ZHaus and DZAlg are dually equivalent.
Proof. We will define a contravariant functor
F : ZHaus −→ DZAlg
and will prove that it is full, faithful and isomorphism-dense.
For every X ∈ |ZHaus|, set AX
df
= CO(X), Xˆ
df
= eAX (X) (see Theorem 2.5 for
the notation) and
F (X)
df
= (AX , Xˆ).
Then Example 3.11 shows that F (X) ∈ |DZAlg|. Further, for f ∈ ZHaus(X, Y ),
set
F (f)
df
= (ϕf , fˆ),
where ϕf : AY −→ AX is defined by ϕf(P )
df
= f−1(P ) for every P ∈ AY , and
fˆ : Xˆ −→ Yˆ
is defined by fˆ(θAXx )
df
= θAY
f(x) for every x ∈ X (see Theorem 2.5 for notation). For
brevity, we will use the following notation: xˆ
df
= θAXx and f̂(x)
df
= θAY
f(x). (It is not so
precise but we will use it when there is no danger of confusion.) Using this notation,
the definition of the function fˆ can be rewritten in the following form:
fˆ(xˆ)
df
= f̂(x)
for every x ∈ X . We will show that F (f) ∈ DZAlg(F (Y ), F (X)). It is clear that
ϕf ∈ Bool(AY , AX). Hence, we need only to prove that xˆ ◦ ϕf = f̂(x) for every
x ∈ X . So, let x ∈ X . Then, for every P ∈ AY , we have that (xˆ ◦ ϕf )(P ) = 1 ↔
xˆ(f−1(P )) = 1↔ x ∈ f−1(P )↔ f(x) ∈ P ↔ f̂(x)(P ) = 1. Therefore, xˆ ◦ ϕf = f̂(x)
for every x ∈ X . Thus, F (f) ∈ DZAlg(F (Y ), F (X)).
It is easy to see that F is a contravariant functor and that it is faithful. We will
now show that F is full. Let X, Y ∈ |ZHaus| and (ψ, g) ∈ DZAlg(F (Y ), F (X)).
Then ψ ∈ Bool(AY , AX) and g : Xˆ −→ Yˆ is a function such that xˆ ◦ ψ = g(xˆ) for
every xˆ ∈ Xˆ . This shows that g = Sa(ψ)|Xˆ (see 2.1). Regarding Xˆ as a subspace
of Sa(AX), we obtain that g is a continuous function. By Theorem 2.5, we have that
the map
θX
df
= eAX ↾ X : X −→ Xˆ
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is a homeomorphism. Analogously, the map θY
df
= eAY ↾ Y : Y −→ Yˆ is a homeomor-
phisms. Now we set f
df
= (θY )
−1 ◦ g ◦ θX . Then f ∈ ZHaus(X, Y ). Since θX(x) = xˆ
for every x ∈ X , θY (y) = yˆ for every y ∈ Y and g ◦θX = θY ◦f , we obtain that g = fˆ .
We now need to show that ψ(P ) = f−1(P ) for every P ∈ AY . Let P ∈ AY and x ∈ X .
Then x ∈ ψ(P ) ↔ xˆ(ψ(P )) = 1 ↔ g(xˆ)(P ) = 1 ↔ f̂(x)(P ) = 1 ↔ f(x) ∈ P . So,
ψ(P ) = f−1(P ) for every P ∈ AY . Therefore, ψ = ϕf . This shows that F (f) = (ψ, g).
Hence, F is full.
Finally, we will prove that F is isomorphism-dense. Let (A,X) ∈ |DZAlg|. Set
Y
df
= Sa(A). Then, by Fact 3.2, X is a dense subset of Y . Regarding X as a subspace
of Y , we obtain, using Fact 3.9, that CO(X) = sXA (A). By (2), sA : A −→ CO(Y ) is
a Boolean isomorphism. Now we obtain that the map r : CO(Y ) −→ CO(X), P 7→
P∩X is also a Boolean isomorphism. (Indeed, we have that r maps sA(a) to s
X
A (a), for
every a ∈ A, and thus r is not only a Boolean monomorphism but it is also a Boolean
epimorphism.) Hence ϕ
df
= r ◦ sA : A −→ CO(X) is also a Boolean isomorphism.
Clearly, X ∈ |ZHaus|. Setting AX
df
= CO(X), we have that F (X) = (AX , Xˆ), where
Xˆ = θX(X). We will show that the map (ϕ, θ
−1
X ) : (A,X) −→ F (X) is a DZAlg-
isomorphism. Since ϕ is a Boolean isomorphism and θ−1X is a bijection, we need only
to prove that (ϕ, θ−1X ) and (ϕ
−1, θX) : F (X) −→ (A,X) are DZAlg-morphisms. For
doing this for (ϕ, θ−1X ), we have to show that xˆ◦ϕ = θ
−1
X (xˆ) for every x ∈ X , i.e. that
x = xˆ ◦ϕ for every x ∈ X . Let x ∈ X . We have that xˆ : CO(X) −→ 2 and, for every
P ∈ CO(X), xˆ(P ) = 1 ↔ x ∈ P . Also, for every a ∈ A, ϕ(a) = sXA (a) = X ∩ sA(a).
So, let x ∈ X and a ∈ A. Then (xˆ ◦ ϕ)(a) = xˆ(X ∩ sA(a)) and xˆ(X ∩ sA(a)) =
1 ↔ x ∈ X ∩ sA(a) ↔ x ∈ sA(a) ↔ x(a) = 1. Hence, x = xˆ ◦ ϕ for every x ∈ X ,
and thus xˆ ◦ ϕ = θ−1X (xˆ) for every x ∈ X . So, (ϕ, θ
−1
X ) is a DZAlg-morphism. For
proving that (ϕ−1, θX) is a DZAlg-morphism, we have to show that x ◦ϕ
−1 = θX(x)
for every x ∈ X , i.e. that x = xˆ ◦ ϕ for every x ∈ X . But this was already shown
above. Therefore, (ϕ, θ−1X ) : (A,X) −→ F (X) is a DZAlg-isomorphism, and hence
F is isomorphism-dense. All this shows that F is a dual equivalence.
Fact 3.14. The category Bool is isomorphic to the full subcategory CDZAlg of the
category DZAlg having as objects all compact dz-algebras.
Proof. Define a functor E : Bool −→ CDZAlg by setting E(A)
df
= (A,XA), for every
A ∈ |Bool| (see Example 3.10 (or 2.1) for the notation), and E(ϕ)
df
= (ϕ, Sa(ϕ)), for
every Bool-morphism ϕ. Then, by Example 3.10, E(A) ∈ |CDZAlg| for every
A ∈ |Bool|. If ϕ ∈ Bool(A,A′), then (Sa(ϕ))(x′) = x′ ◦ ϕ for every x′ ∈ XA′ (see
2.1). Hence E(ϕ) ∈ CDZAlg(E(A), E(A′)).
Define also a functor E ′ : CDZAlg −→ Bool by setting E ′(A,XA)
df
= A, for
every (A,XA) ∈ |CDZAlg|, and E
′(ϕ, f)
df
= ϕ, for every CDZAlg-morphism (ϕ, f).
It is easy to see that E ◦ E ′ = IdCDZAlg and E
′ ◦ E = IdBool. (Indeed, it is
enough to notice that if (ϕ, f) is a CDZAlg-morphism then, by the definition of
Sa(ϕ) (see 2.1), we have that f = Sa(ϕ).) Thus E and E ′ are isomorphisms.
Fact 3.15. Let Es : Stone −→ ZHaus and Ea : CDZAlg −→ DZAlg be the em-
bedding functors. Then F ◦Es = Ea◦E◦St, where F : ZHaus −→ DZAlg is the dual
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equivalence from Theorem 3.13 and E : Bool −→ CDZAlg is the isomorphism from
Fact 3.14. Therefore, the dual equivalence F is an extension of the dual equivalence
St.
Proof. Let X ∈ |Stone|. Then F (Es(X)) = F (X) = (AX , Xˆ) (see the proof of
Theorem 3.13 for notation). Also, Ea(E(St(X))) = (CO(X),Bool(CO(X), 2)). We
have that Xˆ is compact because X is compact and X is homeomorphic to Xˆ . Then
Xˆ = Sa(AX) = S
a(CO(X)) = Bool(CO(X), 2). Thus, F (Es(X)) = Ea(E(St(X))).
Let f ∈ Stone(X, Y ). Then F (Es(f)) = F (f) = (ϕf , fˆ) (see the proof
of Theorem 3.13 for notation). Also, Ea(E(St(f))) = E(ϕf) = (ϕf , S
a(ϕf)) =
(ϕf , S
a(St(f))). We have that fˆ : Xˆ −→ Yˆ and Xˆ = Sa(St(X)), Yˆ = Sa(St(Y )).
Also we have that θX = tX and θY = tY . By the Stone duality, we have that
Sa(St(f))◦tX = tY ◦f (see 2.1). Thus we obtain that for every x ∈ X , S
a(St(f))(xˆ) =
f̂(x) = fˆ(xˆ) (by the definition of fˆ). Therefore, Sa(St(f)) = fˆ . Thus, F (Es(f)) =
Ea(E(St(f))).
All this shows that F ◦ Es = Ea ◦ E ◦ St.
Now we will define a new category MZBool and will show, using Tarski’s
duality, that it is equivalent to the category DZAlg. This will imply immediately
that the categoryMZBool is dually equivalent to the category ZHaus. The category
MZBool is similar to the category MDeVe, constructed in [3] as a category dually
equivalent to the category Tych of Tychonoff spaces and continuous maps.
Definition 3.16. Let A be a Boolean algebra and B ∈ |Caba|. A Boolean monomor-
phism α : A −→ B is said to be a Boolean z-map (briefly, z-map) if every atom of B is
a meet of some elements of α(A). A z-map α : A −→ B is called a maximal Boolean
z-map (briefly, mz-map) if for every Boolean subalgebra C of B which is t-equal to
α(A) in B, we have that C ⊆ α(A).
The proof of the next assertion is obvious.
Proposition 3.17. There is a category MZBool whose objects are all mz-maps and
whose morphisms between any two MZBool-objects α : A −→ B and α′ : A′ −→ B′
are all pairs (ϕ, σ) such that ϕ ∈ Bool(A,A′), σ ∈ Caba(B,B′) and α′ ◦ ϕ =
σ◦α. The composition between two morphisms (ϕ, σ) ∈MZBool(α, α′) and (ϕ′, σ′) ∈
MZBool(α′, α′′) is defined to be (ϕ′ ◦ ϕ, σ′ ◦ σ) : α −→ α′′; the identity map of an
MZBool-object α : A −→ B is defined to be (idA, idB).
Theorem 3.18. The categories MZBool and DZAlg are equivalent.
Proof. We will define a functor G : DZAlg −→ MZBool and will prove that it is
full, faithful and isomorphism-dense.
For every (A,X) ∈ |DZAlg|, set
G(A,X)
df
= sXA
(see Notation 3.3 for sXA ). For showing that G(A,X) ∈ |MZBool|, notice first that
(P (X),⊆) ∈ |Caba| and that Fact 3.4 implies that sXA is a Boolean monomorphism.
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Furthermore, by Fact 3.5, the topology on X generated by the base sXA (A) is a T1-
topology. Thus, for every x ∈ X , we have that {x} =
⋂
{sXA (a) | x(a) = 1}. Hence,
G(A,X) is a z-map. Let now C be a Boolean subalgebra of (P (X),⊆) which is t-
equal to sXA (A) in (P (X),⊆). Then, by Fact 3.7, the topology on X generated by the
base C coincides with the topology τ on X generated by the base sXA (A). Since C is
a Boolean subalgebra of (P (X),⊆), we clearly have that C ⊆ CO(X, τ). Now, using
Facts 3.9 and 3.5, we obtain that C ⊆ sXA (A). Therefore, G(A,X) ∈ |MZBool|.
For every (ϕ, f) ∈ DZAlg((A,X), (A′, X ′)), set
G(ϕ, f)
df
= (ϕ, σf ),
where σf : (P (X),⊆) −→ (P (X
′),⊆) is defined by the formula σf (M) = f
−1(M)
for every M ∈ P (X). We have that x′ ◦ ϕ = f(x′) for every x′ ∈ X ′. Having this
in mind, we obtain that (σf ◦ s
X
A )(a) = σf (s
X
A (a)) = f
−1({x ∈ X | x(a) = 1}) =
{x′ ∈ X ′ | (f(x′))(a) = 1} = {x′ ∈ X ′ | (x′ ◦ ϕ)(a) = 1} = {x′ ∈ X ′ | x′(ϕ(a)) =
1} = sX
′
A′ (ϕ(a)) = (s
X′
A′ ◦ ϕ)(a), for every a ∈ A. Hence, σf ◦ s
X
A = s
X′
A′ ◦ ϕ. Also, it
is obvious that σf ∈ Caba((P (X),⊆), (P (X
′),⊆)). All this shows that G(ϕ, f) ∈
MZBool(G(A,X), G(A′, X ′)). Now it is easy to see that G is a functor.
The definition of the functor G implies immediately that G is faithful.
For proving that G is full, let (A,X), (A′, X ′) ∈ |DZAlg| and let (ϕ, σ) ∈
MZBool(G(A,X), G(A′, X ′)). Then
ϕ ∈ Bool(A,A′), σ ∈ Caba((P (X),⊆), (P (X ′),⊆))
and σ ◦ sXA = s
X′
A′ ◦ ϕ. Set f1
df
= T a(σ) (see 2.7 for the notation T a). Then f1 ∈
Set(ηX′(X
′), ηX(X)) (see 2.7). Set f
df
= η−1X ◦f1◦ηX′. Then f ∈ Set(X
′, X). For every
M ∈ P (X), set σf (M)
df
= f−1(M). Then, obviously, σf ∈ Caba(P (X), P (X
′)). Also,
σ = σf . Indeed, it is easy to see (using the notation from 2.7) that η
−1
X (εP (X)(M)) =
M for every M ∈ P (X), and ε−1
P (X′)(ηX′(N)) = N for every N ⊆ X
′. Further, by the
Tarski Duality, we have that εP (X′) ◦ σ = T
s(f1) ◦ εP (X). Thus, for every M ∈ P (X),
we have that σ(M) = ε−1
P (X′)(f
−1
1 (εP (X)(M))) = ε
−1
P (X′)(ηX′(f
−1(η−1X (εP (X)(M))) =
f−1(M) = σf (M). Therefore, σ = σf . We will now show that x
′ ◦ϕ = f(x′) for every
x′ ∈ X ′. For proving this, let a ∈ A. Then we have that sX
′
A′ (ϕ(a)) = σ(s
X
A (a)) =
σf (s
X
A (a)). Thus, for every x
′ ∈ X ′, we have that x′ ∈ sX
′
A′ (ϕ(a)) ↔ f(x
′) ∈ sXA (a),
i.e. x′(ϕ(a)) = 1 ↔ (f(x′))(a) = 1. Hence, x′ ◦ ϕ = f(x′) for every x′ ∈ X ′. All this
shows that (ϕ, f) ∈ DZAlg((A,X), (A′, X ′)) and G(ϕ, f) = (ϕ, σ). Therefore, G is
full.
Finally, we will show that G is isomorphism-dense. Let α : A −→ B be an
mz-map. Set Y
df
= At(B) and α′
df
= εB ◦ α (see 2.7 for notation εB). For every y ∈ Y
and any a ∈ A, set xy(a) = 1↔ y ∈ α
′(a). Then xy(a) = 1↔ y ≤ α(a). It is easy to
see that in this way we have defined a Boolean homomorphism xy : A −→ 2 for every
y ∈ Y . Set X
df
= {xy | y ∈ Y }. Then X ⊆ Bool(A, 2). Since every y ∈ Y is a meet
of some elements of the set α(A), we obtain that the map h : Y −→ X, y 7→ xy,
is a bijection. Define h1 : P (Y ) −→ P (X) by h1(M)
df
= h(M) for every M ∈ P (Y ).
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Obviously, h1 is a Boolean isomorphism between (P (Y ),⊆) and (P (X),⊆). We will
show that (A,X) ∈ |DZAlg|.
Let a ∈ A+. Then α(a) ∈ B+ since α is a Boolean monomorphism. Hence there
exists y ∈ Y such that y ≤ α(a). Then xy(a) = 1. Thus, (A,X) is a ZA. Furthermore,
using Notation 3.3, we obtain that sXA (a) = {x ∈ X | x(a) = 1} = {xy ∈ X | y ≤ α(a)}
for every a ∈ A. Set A′
df
= sXA (A). Let C be a Boolean subalgebra of (P (X),⊆)
which is t-equal to A′ in (P (X),⊆). We have to show that C ⊆ A′. For doing
this, we first notice that sXA = h1 ◦ εB ◦ α. Indeed, for every a ∈ A, we have that
h1(εB(α(a))) = h1({y ∈ Y | y ≤ α(a)} = {xy ∈ X | y ≤ α(a)} = s
X
A (a). Now, set
C ′
df
= ε−1B (h
−1
1 (C)). Then C
′ is a Boolean subalgebra of B and it is easy to see that
C ′ is t-equal to α(A) in B. Thus C ′ ⊆ α(A). This implies that C ⊆ A′. Hence,
(A,X) ∈ |DZAlg|.
Since G(A,X) = sXA and idA ◦ s
X
A = (h1 ◦ εB) ◦ α, where h1 ◦ εB is a Caba-
isomorphism, we obtain that G(A,X) is isomorphic to α in MZBool. Therefore, G
is isomorphism-dense. Thus, G is an equivalence.
Obviously, Theorems 3.13 and 3.18 imply the following theorem:
Theorem 3.19. The categories ZHaus and MZBool are dually equivalent.
4 A duality theorem for the category of zero-di-
mensional Hausdorff compactifications of zero-
dimensional spaces
Recall first the following assertion from [3]:
Proposition 4.1. [3] There is a category Comp whose objects are Hausdorff com-
pactifications c : X −→ Y and whose morphisms between any two Comp -objects
c : X −→ Y and c′ : X ′ −→ Y ′ are all pairs (f, g), where f : X −→ X ′ and
g : Y −→ Y ′ are continuous maps such that g ◦ c = c′ ◦ f . The composition of two
morphisms (f1, g1) and (f2, g2) is defined to be (f2 ◦ f1, g2 ◦ g1). The identity map of
a Comp-object c : X −→ Y is defined to be idc
df
= (idX , idY ).
Definition 4.2. We will denote by ZComp the full subcategory of the category
Comp whose objects are all Hausdorff compactifications c : X −→ Y for which Y is
a zero-dimensional space.
Remark 4.3. Note that Example 3.2 from [3] shows that there exist ZComp-objects
c : X −→ Y and c′ : X −→ Y ′ which are isomorphic in ZComp but not equivalent
as compactifications. On the other hand, as it is shown in [3], any two equivalent
compactifications of a space X are isomorphic in Comp.
The next proposition is analogous to Theorem 3.3 from [3]:
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Proposition 4.4. Let c : X −→ Y be a ZComp-object. If c is isomorphic to the
Banaschewski compactification β0 : X −→ β0X in ZComp, then c is equivalent to
β0.
Proof. The proof is analogous to that of Theorem 3.3 from [3]. The only difference
is that the Banaschewski Theorem 2.6 has to be used.
Now we will define a category ZAlg and will prove that it is dually equivalent
to the category ZComp.
Proposition 4.5. There is a category ZAlg whose objects are all z-algebras and
whose morphisms between any two ZAlg-objects (A,X) and (A′, X ′) are all pairs
(ϕ, f) such that ϕ ∈ Bool(A,A′), f ∈ Set(X ′, X) and x′ ◦ ϕ = f(x′) for every
x′ ∈ X ′. The composition between two morphisms (ϕ, f) ∈ DZAlg((A,X), (A′, X ′))
and (ϕ′, f ′) ∈ DZAlg((A′, X ′), (A′′, X ′′)) is defined to be (ϕ′ ◦ ϕ, f ◦ f ′) : (A,X) −→
(A′′, X ′′); the identity map of an object (A,X) is defined to be (idA, idX).
Proof. It is obvious.
Theorem 4.6. The categories ZComp and ZAlg are dually equivalent.
Proof. We will define a contravariant functor
F ′ : ZComp −→ ZAlg
and will prove that it is full, faithful and isomorphism-dense.
For every (c : X −→ Y ) ∈ |ZComp|, set Ac
df
= c−1(CO(Y )), Xˆ
df
= eAc(X) (see
Theorem 2.5 for the notation) and
F ′(c)
df
= (Ac, Xˆ).
Then F ′(c) ∈ |ZAlg|. Indeed, it is obvious that Ac ∈ BA(X) and thus the map
eAc : X −→ S
a(Ac) is well-defined. Furthermore, by Theorem 2.5, we have that eAc
is a dense embedding and hence, using Fact 3.2, we obtain that (Ac, Xˆ) is a ZA.
Let now c : X −→ Y and c′ : X ′ −→ Y ′ be ZComp-objects and (f, g) be a
ZComp-morphism between c and c′. Set
F ′(f, g)
df
= (ϕf , fˆ),
where ϕf : Ac′ −→ Ac is defined by ϕf(P )
df
= f−1(P ) for every P ∈ Ac′, and
fˆ : Xˆ −→ Yˆ
is defined by fˆ(θAcx )
df
= θ
A
c′
f(x) for every x ∈ X (see Theorem 2.5 for notation). Arguing
as in the proof of Theorem 3.13, we obtain that F ′(f, g) ∈ ZAlg(F ′(c′), F ′(c)). Now
it is easy to see that F ′ is a contravariant functor and that it is faithful.
The rest can be proved arguing as in the proof of Theorem 3.13 and using
Dwinger’s Theorem 2.5.
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Now we will define a new category ZBool and will show, using Tarski’s duality,
that it is equivalent to the category ZAlg. This will imply immediately that the
category ZBool is dually equivalent to the category ZComp. The category ZBool
is similar to the category DeVe, constructed in [3] as a category dually equivalent to
the category Comp of Hausdorff compactifications of Tychonoff spaces.
Proposition 4.7. There is a category ZBool whose objects are all z-maps and whose
morphisms between any two ZBool-objects α : A −→ B and α′ : A′ −→ B′ are
all pairs (ϕ, σ) such that ϕ ∈ Bool(A,A′), σ ∈ Caba(B,B′) and α′ ◦ ϕ = σ ◦
α. The composition between two morphisms (ϕ, σ) ∈ ZBool(α, α′) and (ϕ′, σ′) ∈
ZBool(α′, α′′) is defined to be (ϕ′ ◦ ϕ, σ′ ◦ σ) : α −→ α′′; the identity map of an
ZBool-object α : A −→ B is defined to be (idA, idB).
Proof. It is obvious.
Theorem 4.8. The categories ZBool and ZAlg are equivalent.
Proof. We will define a functor G′ : ZAlg −→ ZBool and will prove that it is full,
faithful and isomorphism-dense.
For every (A,X) ∈ |ZAlg|, set
G′(A,X)
df
= sXA
(see Notation 3.3 for sXA ).
Arguing as in the proof of Theorem 3.18, we obtain that G′(A,X) ∈ |ZBool|.
For every (ϕ, f) ∈ ZAlg((A,X), (A′, X ′)), set
G′(ϕ, f)
df
= (ϕ, σf),
where σf : (P (X),⊆) −→ (P (X
′),⊆) is defined by the formula σf (M) = f
−1(M) for
every M ∈ P (X). Arguing again as in the proof of Theorem 3.18, we obtain that
G′(ϕ, f) ∈ ZBool(G′(A,X), G′(A′, X ′)). Now it is easy to see that G′ is a functor
and that it is faithful.
The rest can be proved arguing as in the proof of Theorem 3.18.
Obviously, Theorems 4.6 and 4.8 imply the following theorem:
Theorem 4.9. The categories ZComp and ZBool are dually equivalent.
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