A General Framework of Multi-Armed Bandit Processes by Arm Switch
  Restrictions by Bao, Wenqing et al.
ar
X
iv
:1
80
8.
06
31
4v
2 
 [m
ath
.PR
]  
22
 A
ug
 20
18
A General Framework of Multi-Armed Bandit Processes
by Arm Switch Restrictions∗
Wenqing Bao1, Xiaoqiang Cai2, Xianyi Wu3
1 Zhejiang Normal University, Jinhua Zhejiang, P.R. China
2 The Chinese University of Hong Kong (Shenzhen) and
The Shenzhen Research Institute of Big Data, Guangdong , P.R. China
3 East China Normal University, Shanghai, P.R. China
Abstract
This paper proposes a general framework of multi-armed bandit (MAB) processes
by introducing a type of restrictions on the switches among arms evolving in continuous
time. The Gittins index process is constructed for any single arm subject to the
restrictions on switches and then the optimality of the corresponding Gittins index
rule is established. The Gittins indices defined in this paper are consistent with the
ones for MAB processes in continuous time, integer time, semi-Markovian setting as
well as general discrete time setting, so that the new theory covers the classical models
as special cases and also applies to many other situations that have not yet been
touched in the literature. While the proof of the optimality of Gittins index policies
benefits from ideas in the existing theory of MAB processes in continuous time, new
techniques are introduced which drastically simplify the proof.
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1 Introduction
Multi-armed bandit processes (MAB in short) model the resource allocation problem with
uncertainties where a decision maker attempts to optimize his decisions based on the existing
knowledge, so as to maximize his expected total reward over time (Gittins et al., 2011). It
has extensive applications in clinical trials, design of experiments, manufacturing systems,
economics, queuing and communication networks, control theory, search theory, scheduling,
machine learning/reinforcement learning etc.
In this paper we are concerned with a general multi-armed bandit problem with restricted
random stopping time sets, which can be roughly described as follows: There is a multi-armed
bandit process consisting of a set of d statistically independent arms evolving in continuous
time among which a resource (time, effort) has to be allocated. Every arm is associated
with a restricted stopping time set, in the sense that the arm must be engaged exclusively
if its operation time does not belong to the stopping time set. The allocation respects the
restrictions and any engaged arm accrues rewards that are represented as a general stochastic
process. The objective is to maximize the total expected discounted reward over an infinite
time horizon.
The early versions of discrete-time MAB processes in Markovian and semi-Markovian
fashions have been well understood due to the pioneer work of Gittins and Jones (1972) and
subsequently the seminal contributions of Gittins (1979, 1989) and Whittle (1980, 1982).
The significance of Gittins’ contribution is the drastic dimension reduction: Instead of solv-
ing the optimal problems of the Markov (or semi-Markov) decision models formed by all
arms, one only needs to compute an index function of the states based merely on the infor-
mation delivered by each arm itself and then picks an arm with the highest index to operate.
That index function, known generally as Gittins Indices today, was defined by Gittins as
the maximum reward rate over all arm-specified stopping times, Whittle (1980) provided
a mathematically elegant proof by showing that Gittins index policies solve the optimality
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equations of the corresponding dynamic programming modeling the multi-bandit processes.
For general reward processes in integer time (without Markovian assumption), Varaiya et.
al. (1984) defined an optimal policy in abstract terms by reducing every d-armed problem
to d independent stopping problems of the type solved by Snell (1952). Mandelbaum (1986)
proposed a technically convenient framework by formulating a control problem with time
parameters in a multidimensional, partially ordered set. EL Karoui and Karatzas (1993)
presented a mathematically rigorous proof of Gittins index policies for arbitrary stochastic
processes evolving in integer times by combining the formulation of Mandelbaum (1986)
with ideas from Whittle (1980). The most general treatments for discrete time setting can
be found in Cai, et al. (2014, Section 6.1) and Cowan and Katehakis (2015) by dropping
the Markovian property from the semi-Markovian model so that switches from one arm to
another can only take place at certain time points and the intervals between any pair of
consecutive points are random quantities. One key feature in discrete time setting is that
the switches from any arm can only occur in countably many time instants, even though
the arms can evolve continuously over the time horizon. This type of problems are referred
to as general discrete time setting . Some aspects of the theory in the discrete time version
and applications in searching, job scheduling, etc., can also be found in the comprehensive
monograph by Gittins et al. (2011) .
The parallel theory for MAB processes in continuous time was not developed until a later
time, due to mainly the technical intricacy in mathematics, where the term “continuous time”
emphasizes not only that rewards can be continuously collected but, most significantly in
mathematics, that switches from one arm to another are allowed to be made at arbitrary time
points in (0,∞) also, such that the time set for an arm from which switches can be made is
the whole positive axis, i.e., essentially uncountable, sharply in contrast to the discrete time
version in which the switches are essentially countable. It is consensus that continuous time
stochastic processes are far more difficult to attack than their discrete time versions, due to
the difficulties in dealing with the measurability of the quantities involved. As to the con-
tinuous time version of the problem in a Markovian case, relevant results were first obtained
by Karatzas (1984) and Eplett (1986). By insightfully formulating the model as a stochastic
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control problem for certain multi-parameter processes, Mandelbaum (1987) extended the
problem to a general dynamic setting. Based on Mandelbaum’s formulation, EL Karoui and
Karatzas (1994) derived general results by combining martingale-based methodologies with
the retirement option designed by Whittle (1980) for his elegent proof of the optimality of
Gittins index policies in discrete time. These results were further revisited by Kaspi and
Mandelbaum (1998) with a relatively short and rigorous proof by means of excursion theory.
To sum up, studies on MAB processes have treated only the two regular ends: the discrete
time version (including the general discrete time setting) in which switches from any arm
to another are at most countably infinite, and the continuous time version in which the
controller can switch from one arm to another in any time point in the positive time horizon,
with technically different methods.
Clearly, in between the two regular ends, there exist many real-life situations that could
not be put in the framework formed by solely either of the two versions, especially when
there are technical restrictions on the switch times of the arms. As an example, consider a
simple job scheduling scenario subject to machine breakdowns (see, e.g., Cai et al, 2014),
in which a single unreliable machine is to process a set of jobs and, in serving the jobs,
the machine may be subject to breakdowns from time to time, caused by, for instance,
damage of components of the machine or power supply. When the machine is workable, a
job can be processed and the processing can be preempted so as to switch the machine to
any one of the unfinished jobs. Once the machine is broken down, it must be continuously
repaired until it can resume its operation again. In this scenario, the stopping times for the
machine to be switched from one job to another are restricted to the time interval in which
the machine is in good condition. By associating the repairing duration of the machine to
the job being processed, this problem can be modeled by a multi-armed bandit process.
This bandit process, however, cannot be put in any of the frameworks of discrete time and
continuous time bandit processes, owing to two significant features: First, for any job, the
set of its potential switching times are essentially continuum in the interval in which the
machine is workable so that the framework cannot be the discrete time version. Second,
in the time intervals of machine reparation, a switch from the job is prohibited so that the
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framework cannot be the continuous time version. As another example that the classical
MAB models cannot accommodate, consider a second job scheduling problem in which some
of the jobs can be preempted at any time points, whereas the other jobs consist of a number
of nonpreemptable components so that, once a job is selected to process, it could not be
preempted until the completion of a component. This problem can be translated to such
an MAB formula that some arms evolve in continuous time setting and the others respect
to a discrete time mechanism. Furthermore, one can even image such situations where jobs
consist of possibly preemptable and nonpreemptable components, so that, being represented
as MAB models, the arms can be in continuous time, discrete time version or in a mixture
mode in which the switch times contain both continuum and discrete time parts. Clearly,
the existing optimality theory of MAB processes is not applicable to these situations.
This paper is dedicated to propose a new MAB process model so as to accommodate
these situations. This is accomplished by introducing a type of restrictions on switch times,
or equivalently the arm-specified stopping times as what discussed recently in Bao et al
(2017) for restricted optimal stopping problems. Firstly, it turns out that this new model
also unifies the existing versions of MAB processes. Specifically, for the sole discrete time
version, the switching times of every arm are only the integer times, for the general discrete
time version, the switching times are clearly the end points of the intervals during which no
switch is allowed and the purely continuous time setting corresponds simply to the case of
no restriction (see Section 2 for details). Moreover, an obvious merit of this new framework
is, by introducing different restrictions on different arms, it can give the optimal solution to
irregular cases in which some of the arms follow continuous time, some others follow discrete
time and still others even respect more complicated mixtures; see the examples above. Such
important types of MAB processes have not yet been touched in the existing literature.
To successfully tackle this problem, we will combine the martingale techniques as em-
ployed by EL Karoui and Karatzas (1994) with the excursion method similar to that used
by Kaspi and Mandelbaum (1998), but now under the new framework of general d-armed
bandit processes with each arm attached with a restricted stopping time set.
The main contribution of this paper consists of the following:
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(1) We develop a general and new framework of MAB processes, suggest correspondingly a
general definition of Gittins indices and demonstrate their optimality in arm allocation
under switch time restrictions. This framework generalizes and unifies the models,
methodologies and theory for all versions of MAB processes and can apply to more
other situations.
(2) While the proof follows the ideas partly from EL Karoui and Karatzas (1994) and
partly from Kaspi and Mandelbaum (1998), new techniques (e.g., the discounted gain
process (3.2) and Lemma 4.1) are introduced such that the proof is drastically shorter
than the ones for the unrestricted MAB processes in continuous time.
The reminder of the paper is organized as follows. Section 2 formulates the restricted
MAB processes with each arm associated with a restriction on stopping times. After a
concise review of the theory of optimal stopping times with restrictions in Section 3.1 so as to
prepare some necessary theoretical foundation, Section 3.2 associates each arm with a Gittins
index process defined under the restrictions on stopping times, which unifies and extends
the classical definitions for discrete time, continuous time and semi-Markovian setting. The
properties of the Gittins index process are also addressed there. Section 4 is dedicated to
demonstrate the optimality of Gittins index policies. The paper is concluded in Section 5
with a few remarks.
2 Model Specification
The MAB processes for which the switches among arms are subject to restrictions are referred
to as “restricted multi-armed Bandit processes” (RMAB processes).
In this paper, a RMAB process refers to a stochastic control process governed by the
following mechanism. The primitives are d stochastic processes (Xk,Fk), k = 1, 2, . . . , d,
evolving on R+ = [0,+∞), all of which are defined on a common probability space (Ω,F , P )
to represent d arms, meeting the following formulation:
(a) Filtrations. For every k ∈ {1, 2, . . . , d}, Fk = {Fkt , t ∈ R+} is a quasi-left-continuous
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filtration satisfying the usual conditions and F0 = {∅,Ω}, mod P . The collection
{F1,F2, . . . ,Fd} of filtrations are assumed to be mutually independent.
(b) Rewards. For every k ∈ {1, 2, . . . , d}, Xkt ≥ 0, the instant reward rate obtained at
the moment when arm k has just been pulled for t units of time, is assumed to be
Fk-progressive and, with no loss of generality, satisfies E
[∫∞
0
e−βtXkt dt
]
<∞.
(c) Restrictions. Let Mk be an Fk-adapted random time set, referred to as the feasible
time set of arm k, satisfying 0,∞ ∈Mk and Mk(ω) = {t : (t, ω) ∈ Mk} is closed for
every ω ∈ Ω. For an Fk-stopping time τ , also write τ ∈ Mk if (τ, ω) ∈ Mk almost
surely; the symbol Mk refers to both a random set and the set of stopping times τ
with (τ, ω) ∈Mk a.s.. Here Mk may vary over k, subject to different requirements.
(d) Policies under restrictions. An allocation policy T is characterized by a d-dimensional
stochastic process T := {T (t) : t ∈ R+} = {(T
1(t), T 2(t), . . . , T d(t)) : t ∈ R+}, where
T k(t) is the total amount of time that T allocates to arm k during the first t units of
calendar time, satisfying the following technical requirements:
(1) T (t) is component-wise nondecreasing in t ≥ 0 with T (0) = 0.
(2) T 1(t) + T 2(t) + · · ·+ T d(t) = t for every t ≥ 0.
(3) For any nonnegative vector s = (s1, s2, . . . , sd) ∈ R
n
+, {T (t) ≤ s} ∈ F
1
s1
∨· · ·∨Fdsd.
(4) d
+T k(t)
dt
= 1 if (T k(t), ω) ∈ Mkc := R+ × Ω −M
k, where d
+
dt
indicates the right
derivative.
(e) Objective. With any policy T , the total reward of the bandit in calendar time interval
[t, t+dt] is
∑d
k=1X
k
T k(t)dT
k(t), so that the total expected present value of this d-armed
bandit system is
v(T ) =
d∑
k=1
E
[∫ ∞
0
e−βtXkT k(t)dT
k(t)
]
, (2.1)
where β > 0 indicates the interest rate. The objective is to find a policy Tˆ such that
v(Tˆ ) = maxT v(T ), where the maximization is taken over all the policies characterized
above.
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The following remarks give more details on the formulation of RMAB processes.
(a) For the reward processes, the requirement E
[∫∞
0
e−βtXkt dt
]
< ∞, k = 1, 2, . . . , d makes
the problem nontrivial, because, supposing it does not hold for some k, then one can
optimally obtain an infinite expected reward by operating arm k all the time.
(b) While, from a practical point of view, policies satisfying T 1(t) + T 2(t) + · · ·+ T d(t) ≤ t
for every t ≥ 0 allow for machine idle and are also practically feasible and can contain
more policies than those defined by condition (2) in the “Policies under restrictions”
which does not allow for machine idle. Nevertheless, by introducing a dummy arm with
constantly zero reward rate, constant filtration and the trivial feasible random time set
[0,∞), the setting in condition (2) can model this more realistic situation.
(c) Conditions (1) – (3) in “Policies under restrictions” are similar to those in Kaspi and
Mandelbaum (1998), whereas condition (4) that is new captures the feature of restricted
policies that the machine can operate arm k at a rate strictly less than 1 only when its
operation time is inMk; in other words, if T k(t) ∈Mkc , then at time t, the machine can
only be occupied by arm k exclusively.
(d) Clearly, the setting we have just formulated subsumes classical versions in discrete time,
continuous time and general discrete time setting, as discussed below:
i) BecauseMk = (N∪{∞})×Ω indicates that arm k can be switched at only integer
times, an integer time MAB process corresponds to a RMAB process in which
Mk = (N ∪ {∞})× Ω for every k = 1, 2, . . . , d.
ii) In the case of a semi-Markov process, let Gkt be the state of the process and denote
by τkn , n = 0, 1, . . . , the time instants at which G
k
t makes transitions, with τ
k
0 = 0.
Arm k can only be switched only at the time instants τkn , n = 0, 1, . . . , so that
Mk = {(τkn(ω), ω) : n = 0, 1, . . . , ω ∈ Ω} ∪ {(∞, ω) : ω ∈ Ω}. (2.2)
A semi-Markovian MAB corresponds to a RMAB process with every Mk, k =
1, 2, . . . , d of the form in (2.2).
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iii) We in this item show how the RMAB processes can be reduced to general discrete
time MAB processes. Let {sn : n ≥ 1} be a sequence of increasing F
k-stopping
times at which arm k can be can be stopped to switch to another arm, satisfying
Pr(sn ≥ sn−1) = 1 for all n = 1, 2, . . . and limn→∞ sn = ∞ a.s.. Clearly, for this
example,
Mk = {(sn(ω), ω) : n = 0, 1, . . . , ω ∈ Ω} ∪ {(∞, ω) : ω ∈ Ω}. (2.3)
Also, an general discrete time MAB corresponds to a RMAB process with every
Mk having the form in Equation (2.3). This model extends the semi-Markov model
by dropping the Markovian property in the transition. Note that this model essen-
tially covers MAB in discrete time, because the evolving of the process in between
sn−1 and sn are irrelevant for the purpose of making decision on stopping at those
stopping times sk, k = 1, 2, . . . . It was discussed in Cai et al (2014, Section 6.1)
and Cowan and Katehakis (2015) when they discussed their multi-armed bandit
processes. Clearly, RMAB process clearly covers general discrete time model as a
special case, but not vice versa because, as just stated, RMAB process covers the
continuous time version of MAB whereas that discrete time version of MAB does
not.
iv) If Mk = [0,∞]× Ω, arm k is an arm in continuous time in which one can stop at
any time,and for optimal stopping problem in discrete time.
(e) Moreover, the restrictions allow one to tackle many more situations. Here is a selection
of some examples, for all of which but the first the existing theory for MAB processes
cannot apply.
i) If the case Mk = {0,+∞}, thenMkc = R+×Ω, so that the arm k will be operated
exclusively forever once it is picked. Obviously, it corresponds a nonpreemptable
arm.
ii) If Mk = [0, τ ] ∪
{
n : n is positive integer in between [τ, {+∞}
}
∪ [+∞], where τ is
an Fk-stopping time, so that Mkc = (τ,∞), then switches from arm k are all time
points no larger than τ and the integer time points larger than τ .
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iii) Let skn, n = 1, 2, . . . ,∞ be a sequence of F
k-stopping times increasing in n and
Mk =
⋃∞
n=1[s2n−1, s2n]
⋃
{0,∞} × Ω. Then arm k can only be switched from at
its private random time intervals [s2n−1, s2n], n = 1, 2, . . . whereas in its private
time intervals (s2n−2, s2n−1), n = 1, 2, . . . , the occupation of machine by this arm is
exclusive.
iv) One can treat MAB processes of multiple types of arms, where operation on some of
the arms can be switched to other arms at any time (corresponding to a continuous
time setting) but operation on some other arms can only be switched when the
machine has been served for integer amount of time (discrete time setting) or when
the state of the arm is just transferred in the case of the semi-Markovian setting.
Some arms can even be nonpreemptable.
3 Gittins Indices for A Single-Arm Process
After the RMAB processes were formulated in the last section, we now associate each arm
with an appropriately defined Gittins index process, which unifies and extends the classical
definitions for discrete time, continuous time and general discrete time setting. Because
we consider only a single arm so as to define the associated Gittins index process and
demonstrate its desired properties, for the time being, the arm identifier k is suppressed
for the time being for notation convenience. Hence we work only with a single stochastic
process G = (Gt)t∈R¯+ that is F -adapted on a filtered probability space (Ω,F , P ), equipped
with a quasi-left-continuous filtration F = (Ft)t∈R¯+ satisfying the usual conditions of right
continuity and augmentation by the null sets of F∞, where R¯+ = [0,+∞]. To (Ω,F , P ) is
associated with a random setM to represent the restricted feasibility on the stopping times,
as defined in Section 2.
This section consists of two parts: Section 3.1 gives a concise review of restricted optimal
stopping times with some material taken from Bao et al. (2017), which is put here for easy
reference and in Section 3.2 we define the Gittins index process induced over a single arm
and gives its details.
10
3.1 Optimal stopping times under the restrictions
The optimal stopping time problem with restrictions, denoted by (Ω,F , P,M), is defined
as the following: For an arbitrary stopping time ν ∈ [0,∞] (unnecessarily in M), find a
optimal stopping times τ ∗ ∈M such that
Zν := E[Gτ∗ |Fν] = esssupτ∈Mν E[Gτ |Fν], (3.1)
where esssup stands for the operation of essential supremum, Mν = {τ ≥ ν : τ ∈ M} and
G is assumed to satisfy the following assumptions:
Assumption 3.1
(1). G has almost surely right continuous paths.
(2). E
[
supt∈R¯+ |Gt|
∣∣∣F0] <∞.
(3). E[G∞] ≥ lim sup
t→∞
E[Gt].
By Bao et al. (2017), problem (3.1) is solved by the following two theorems that are cited
here for later reference. The first theorem characterizes the optimal stopping times should
they exist.
Theorem 3.1 The following three statements are equivalent for any τ∗ ∈Mν:
(a) τ∗ is optimal for problem (3.1), i.e., Zν = E[Gτ∗ |Fν];
(b) The stochastic process {Zτ∗∧(ν∨t) : t ∈ R¯
+} is an Fν∨t-martingale and Zτ∗ = Gτ∗ a.s.;
(c) Zτ∗ = Gτ∗ a.s. and Zν = E[Zτ∗|Fν ].
For any λ ∈ (0, 1) and stopping time ν, define Dλν = essinf{τ ∈ Mν : λZτ ≤ Gτ} and
D1ν = limλ↑1D
λ
ν . The following theorem indicates the existence of the required stopping time
τ ∗.
Theorem 3.2 If Gt is quasi-left continuous, then
(1) D1ν is optimal for the stopping problem (3.1), that is, Zν = E[GD1ν |Fν] a.s.,
(2) D1ν = essinf{τ ∈ Mν : Zτ = Gτ} = min{t ≥ ν(ω) : (ω, t) ∈ M, Z(ω, t) = G(ω, t)} a.s.,
and
(3) Zt is also quasi-left-continuous.
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3.2 Gittins index process
For the instant reward rate process Xt and an arbitrary stochastic processes q = {qt} that is
F -adapted, pathwise right continuous, nonincreasing, bounded and nonnegative, introduce
a discounted gain process
Gq(t;m) =
∫ t
0
e−βuquXudu+ βm
∫ ∞
t
e−βuqudu, t ∈ [0,∞]. (3.2)
Note that qt ≡ 1 gives the well-known gain process with retirement option G(t;m) =∫ t
0
e−βuXudu + me
−βt, t ∈ [0,∞], which was introduced by Whittle (1980). To any finite
F -stopping time η, associate a class of optimal stopping problems
Vq(η,m) = esssupτ∈Mη E
[ ∫ τ
η
e−β(u−η)quXudu+ βm
∫ ∞
τ
e−β(u−η)qudu
∣∣∣∣Fη
]
, (3.3)
indexed by m ∈ [0,∞), indicating the optimal expected rewards from η onwards. Then, for
every fixed m ∈ [0,∞), the optimal stopping time theory reviewed in Section 3.1 can be
translated for Vq(η,m) to:
(1). The process Zq(t,m) =
∫ t
0
e−βuquXudu+e
−βtVq(t,m), t ∈ [0,∞] is a quasi-left-continuous
supermartingale.
(2). The feasible stopping time
ση(m) = essinf{τ ∈Mη : Zq(τ ;m) = Gq(τ ;m)}
=essinf
{
τ ∈Mη : Vq(τ ;m) = βmE
[ ∫ ∞
τ
e−β(u−τ)qudu
∣∣∣∣Fη
]}
∈Mη (3.4)
is an optimal solution for Vq(η;m).
(3). {Zq(τ ;m) : τ is F -stopping time satisfying η ≤ τ ≤ ση(m)} is a martingale family.
Moreover, for any finite η ∈M and m ∈ [0,∞), write
ϕq(η,m) = esssupτ∈Mη E
[∫ τ
η
e−βuqu(Xu − βm)du
∣∣∣∣Fη
]
. (3.5)
It is then immediate that
ϕq(η,m) = e
−βη
[
Vq(η;m)− βmE
(∫ ∞
η
e−β(u−η)qudu
∣∣∣∣Fη
)]
. (3.6)
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Remark 3.1 Given a stopping time η, owing to the the esssup operation, even though for
any couple of nonnegative numbers m1 < m2 and λ ∈ [0, 1], it is clear that
Pr {ω : ϕq(η,m1) ≥ ϕq(η,m2) and ϕq(η, λm1 + (1− λ)m2) ≥ λϕq(η,m1) + (1− λ)ϕq(η,m2)}
= 1,
definition (3.5) does not necessarily ensure pathwise monotonicity and convexity of ϕq(η,m)
in m. This difficulty can be overcome by a procedure as follows. First, order the rationals
arbitrarily as Q = {r1, r2, . . . , rn . . . } and write Qn = {r1, r2, . . . , rn}. Let Ω1 = Ω. For n ≥
2, denote Ωn = {ω : ϕq(η, ·) is nonincreasing and convex on Qn} . Then Ωn is decreasing in
n and Pr(Ωn) = 1 for all n ≥ 1. Let Ω˜ :=
⋂∞
n=1Ωn such that Pr(Ω˜) = 1, and for every ω ∈ Ω˜,
ϕq(η,m) is decreasing along set Q. For the other (real) numbers m, take ϕq(η,m;ω) as the
limit of ϕq(η, r;ω) along Q, so that ϕq(η,m;ω) defined as such is a decreasing and convex
function of m for every ω ∈ Ω˜. That is, we get a version of ϕq(η, r;ω) that is pathwise
decreasing and convex in m almost surely. We will thoroughly work with this version of
ϕq(η,m).
The following is a fundamental property of σ(m).
Lemma 3.1 Given a stopping time η ∈M, ση(m) is nonincreasing and right-continuous in
m.
Proof. The monotonicity of ση(m) follows from the fact that
ϕq(ση(m2);m1) ≤ ϕq(ση(m2);m2) ≤ 0 for m1 > m2,
so that ση(m1) = essinf{τ ∈ Mη : ϕq(τ ;m1) ≤ 0} ≤ ση(m2). For the right-continuity of
ση(m) in m, consider a decreasing sequence δn ↓ 0 of real numbers. By the monotonicity
above, the sequence ση(m + δn) is a nondecreasing sequence dominated by ση(m). Then
there exists σ∗ ∈ Mη such that σ∗ = limn→∞ ση(m + δn) ≤ ση(m). On the other hand,
thanks to the quasi-left-continuity of ϕq (implied by that of Z, cf. Theorem 3.2 (3)) and
the fact that ϕq(ση(m + δl);m + δk) ≤ 0 for any l > k, we see that ϕq(σ∗;m + δk) =
liml→∞ ϕq(ση(m + δl);m + δk) ≤ 0. Hence, the continuity of ϕq(σ∗, m) in m implies that
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ϕq(σ∗;m) = limk→∞ ϕq(σ∗;m + δk) ≤ 0, which in turn implies σ∗ ≥ ση(m). Consequently,
σ∗ = ση(m), that is, limn→∞ ση(m+ δn) = ση(m).
This completes the proof.
Thanks to this lemma, with a procedure similar to Remark 3.1, we can work with the
version of ση(m) that is nonincreasing and right continuous in m for every ω ∈ Ω, so that
we can speak of its pathwise inverse
M qη(t) =

 sup{m ≥ 0 : ση(m) > t}, t ≥ η,∞, 0 ≤ t < η (3.7)
and write particularly
M qη = M
q
η(η) and M
q(t) =M q0(t). (3.8)
The following lemma explains what these quantities indicate and states that Mη :=M
1
η is a
direct extension of the classical Gittins index to the setting with restricted stopping times.
Lemma 3.2 Given η ∈M, the following properties hold for the stochastic process {M qη (t)}:
(a). M qη(t) is F-adapted.
(b). M qη = inf{m > 0 : ϕq(η,m) ≤ 0}.
(c). M qη(ρ) = essinfτ∈Mη ,τ≤ρM
q
τ for ρ ∈ Mη.
(d). βM q(η) = esssupτ>η,τ∈M
E[
∫ τ
η
e−βuquXudu|Fη ]
E[
∫ τ
η
e−βuqudu|Fη ]
.
Proof. (a). For any finite m > 0 and t ∈ [0,∞), if follows that
{ω :M qη(t) > m}
={ω : η > t} ∪ {ω : ση(m) > t and η ≤ t}
={ω : η > t}∪{
ω : Vq(u,m) > βmE
[∫ ∞
u
e−β(s−u)qsds
∣∣∣∣Fu
]
for all (u, ω) ∈ ([η, t]× ω) ∩M(ω)
}
,
(3.9)
where the first equality is a straightforward result of definition (3.7) and the second from
equality (3.4). Note that the first equality implies the adaptedness of {M qη(t)}, i.e., M
q
η(t) ∈
Ft for all t ∈ R+. This proves (a).
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(b). For η ∈M, it is clear that
M qη = inf
{
m ≥ 0 : Vq(η,m) = βmE
[∫ ∞
η
e−β(s−η)qsds
∣∣∣∣Fη
]}
= inf{m > 0 : ϕq(η,m) ≤ 0}.
(3.10)
(c). Note that, by (3.9), for t ≥ η(ω),
M qη(t) > m ⇐⇒ Vq(u,m) > βmE
[∫ ∞
η
e−β(s−η)qsds
∣∣∣∣Fη
]
for all u ∈ [η, t] ∩M(ω)
⇐⇒M qu > m for all u ∈ [η, t] ∩M(ω).
That is, M qη(t) = infη≤u≤t,(u,ω)∈MM
q
u . Re-expressing this in terms of stopping times leads to
the desired equality M qη(ρ) = essinfτ∈Mη ,τ≤ρM
q
τ for η ∈M and ρ ∈Mη.
(d). It is obvious that Vq(η;m) = V
+
q (η;m)
∨
βmE
[∫∞
η
e−β(u−η)qudu
∣∣∣Fη] for η ∈ M,
where
V +q (η,m) = esssupτ∈M,τ>η E
[ ∫ τ
η
e−β(u−η)quXudu+ βm
∫ ∞
τ
e−β(u−η)qudu
∣∣∣∣Fη
]
. (3.11)
The assertion in (d) thus follows from the equivalence
Vq(η;m) ≤ βmE
[∫ ∞
η
e−β(u−η)qudu
∣∣∣∣Fη
]
⇐⇒ V +q (η;m) ≤ βmE
[∫ ∞
η
e−β(u−η)qudu
∣∣∣∣Fη
]
⇐⇒ βm ≥ esssupτ>η,τ∈M
E[
∫ τ
η
e−βuquXudu|Fη]
E[
∫ τ
η
e−βuqudu|Fη]
.
The proof is thus completed.
The following lemma establishes a crucial expression for E
[∫∞
η
e−βtqtXtdt
]
by means of
the right derivative of Vq(η,m) with respect to m.
Lemma 3.3 For any stopping time η ∈ M, Vq(η;m) is increasing in m with right-hand
derivative
∂+Vq(η;m)
∂m
= βE
[∫ ∞
ση(m)
e−β(u−η)qudu
∣∣∣∣∣Fη
]
. (3.12)
As a result,
E
[∫ ∞
η
e−βuquXudu
]
=βE
[∫ ∞
η
e−βuquM
q
η(u)du
∣∣∣∣Fη
]
. (3.13)
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Proof. The monotonicity of Vq(η,m) in m is straightforward and we first examine equality
(3.12). For δ > 0, Theorem 3.1 (b) and Lemma 3.1 simply state that Zq(η;m) = E
[
Zq(ση(m+
δ);m)|Fη
]
, so that
Vq(η;m) =E
[∫ ση(m+δ)
η
e−β(u−η)quXudu+ e
−β(ση(m+δ)−η)Vq(ση(m+ δ);m)
∣∣∣∣∣Fη
]
≥E
[∫ ση(m+δ)
η
e−β(u−η)quXudu+ βm
∫ ∞
ση(m+δ)
e−β(u−η)qudu
∣∣∣∣∣Fη
]
=Vq(η;m+ δ)− βδE
[∫ ∞
ση(m+δ)
e−β(u−η)qudu
∣∣∣∣∣Fη
]
.
Consequently,
Vq(η;m+ δ)− Vq(η;m) < βδE
[∫ ∞
ση(m+δ)
e−β(u−η)qudu
∣∣∣∣∣Fη
]
. (3.14)
On the other hand, the relationship
Zq(η;m+ δ) = E
[
Zq(ση(m+ δ);m+ δ)|Fη] ≥ E
[
Zq(ση(m);m+ δ)|Fη],
which is obtained from the supermartingale property of Zq(t;m+ δ), implies that
Vq(η;m+ δ) ≥E
[∫ ση(m)
η
e−β(u−η)Xudu+ e
−β(ση(m)−η)Vq(ση(m);m+ δ)
∣∣∣∣∣Fη
]
≥Vq(η;m) + βδE
[∫ ∞
ση(m)
e−β(u−η)qudu|Fη
]
.
Hence,
Vq(η;m+ δ)− Vq(η;m) ≥ βδE
[∫ ∞
ση(m)
e−β(u−η)qudu|Fη
]
. (3.15)
Combining (3.14) with (3.15) and letting δ → 0+ lead to the desired equality (3.12).
By (3.12) and the equality Vq(η;M
q
η )− Vq(η; 0) =
∫Mqη
0
∂+V (η;m)
∂m
dm, it follows that
Vq(η;M
q
η )− Vq(η; 0) = β
∫ Mqη
0
E
[∫ ∞
ση(m)
e−β(u−η)qudu
∣∣∣∣∣Fη
]
dm
= M qηβE
[∫ ∞
η
e−β(u−η)qudu
∣∣∣∣Fη
]
− βE
[∫ Mqη
0
∫ ση(m)
η
e−β(u−η)qududm
∣∣∣∣∣Fη
]
.
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Noting that Vq(η;M
q
η ) = βM
q
ηE
[∫∞
η
e−β(u−η)qudu
∣∣∣Fη], it is immediate that
Vq(η; 0) = βE
[∫ Mqη
0
∫ ση(m)
η
e−β(u−η)qududm
∣∣∣∣∣Fη
]
. (3.16)
Due to the relationship
{(m, u) : η ≤ u ≤ ση(m), 0 ≤ m ≤M
q
η} = {(m, u) : 0 ≤ m ≤M
q
η(u), η ≤ u <∞},
it follows by interchanging the integrations in (3.16) that
Vq(η; 0) = βE
[ ∫ ∞
η
e−β(u−η)quM
q
η(u)du|Fη
]
.
Thus the desired equality in (3.13) follows.
We will need to treat the case where one has an extra σ-algebra G ′ that is independent of
the filtration F . This introduces a new filtration G = {Gt} by Gt = Ft ∨ G
′, generally called
an initial enlargement (or augmentation) of F by G ′. Denote the set of all G-stopping times
taking values a.s. inM by MG and those taking values in M and larger than or equal to τ
by MGτ . Consider the setting in which
(a) Xt is F -adapted and
(b) qt is G-adapted, almost surely right continuous, and right decreasing at such time t
with (t, w) ∈M.
Under the augmented filtration G, taking the right continuous version of Z(t,m), we can
extend the notation Z(τ,m) to any G-stopping times τ by Z(τ,m) = Z(τ(ω), m). Define a
new optimization problem Z˜(τ,m) = esssupν∈MGτ E[G(ν,m)|Gτ ]. Then it is straightforward
that Z(τ,m) = Z˜(τ,m) for any G-stopping time τ , which states that, regardless of the
enlargement of the domain of stopping times by initially introducing extra information,
the optimal stopping problem basically remains if the additionally obtained information is
independent of the original information filtration F and Xt is F -adapted. The following
lemma holds for any G-adapted, right continuous qu that is right decreasing only when
u ∈M.
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Lemma 3.4 Let X˜t be an arbitrary F-adapted process and qt be G-adapted, right continuous,
and right decreasing at time t ∈M. Then, for any F-stopping times η ∈ M, the inequality
esssupν∈Mη E[
∫ ν
η
e−βtX˜tdt|Fη] ≤ 0 implies E
[ ∫∞
η
e−βtqtX˜tdt|Gη
]
≤ 0.
Proof. Introduce the right continuous inverse q−1(s) = min{u : qu ≤ s} = max{u : qu > s}.
Then, for any s, q−1(s) is a G-stopping time because {ω : q−1(s) ≤ u} = {ω : qu ≤ s} ∈ Gu.
In addition,
(a) for any t ≥ η, the relationship s < qt(≤ qη) implies q
−1(s) > η and
(b) for any ω, q−1(s) ∈M(ω) because qu is right decreasing only when u ∈M.
These two points actually further state that, for any s ∈ [0, 1), q−1(s) is a G-stopping time
in MGη . Note that qη ∈ Gη. Therefore,
E
[∫ ∞
η
e−βtX˜tqtdt
∣∣∣∣Gη
]
=E
[∫ ∞
η
e−βtX˜t
∫ qt
0
dsdt
∣∣∣∣Gη
]
=
∫ qη
0
E
[∫ q−1(s)
η
e−βtX˜tdt
∣∣∣∣Gη
]
ds ≤ 0,
This completes the proof.
With Lemma 3.4, setting X˜t = Xt − βm and replacing qu in Lemma 3.4 by q˜u = I[η,τ)qu,
it is immediate that ϕ(η,m) ≤ 0 implies ϕq(η,m) ≤ 0. Consequently,
M qη = inf{m > 0 : ϕq(η,m) ≤ 0} ≤Mη = inf{m > 0 : ϕ(η,m) ≤ 0} for all η ∈M. (3.17)
Now let T (t) be a generic component of a policy (i.e., T k(t) in the policy formulation with
some k ∈ {1, 2, . . . , d}). We address the particular choice
qu = exp[−β(ζ(u)− u)], (3.18)
where
ζ(u) = inf{t : T (t) > u} ( hence, T (t) < u ⇐⇒ ζ(u) < t) (3.19)
is the right continuous inverse of u = T (t), indicating the calendar time of the system
at which the current arm, which has been operated for u units of time, is to be selected
for further operation, so that ζ(u) − u is the time spent on other arms and thus is also
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nondecreasing in u. Clearly, the particular qu in (3.18) is G-adapted, right continuous, and
right decreasing at time u ∈ M. The following lemma gives an bound for the expected
discounted reward from a single arm under any policy.
Lemma 3.5 Let T (t) be a generic component of a policy. Then
E
[∫ ∞
0
e−βtXT (t)dT (t)
]
≤ E
[∫ ∞
0
βe−βtM(T (t))dT (t)
]
. (3.20)
Proof. First note that, by the definition q in (3.18),
E
[∫ ∞
0
e−βtXT (t)dT (t)
]
= E
[∫ ∞
0
e−βζ(t)Xtdt
]
= E
[∫ ∞
0
e−βtqtXtdt
]
.
Because M(t) and M q(t) are both nonincreasing, M q(t) ≤M(t) follows from (3.17). There-
fore, an application of equality (3.13) indicates that
E
[∫ ∞
0
e−βtXT (t)dT (t)
]
= E
[∫ ∞
0
βe−βtqtM
q(t)dt
]
≤E
[∫ ∞
0
βe−βtqtM(t)dt
]
.
Using again the definition of q leads to
E
[∫ ∞
0
e−βtXT (t)dT (t)
]
≤ E
[∫ ∞
0
β exp(−βζ(t))M(t)dt
]
= E
[∫ ∞
0
βe−βtM(T (t))dT (t)
]
.
This proves the lemma.
4 Optimal Allocation of RMAB Processes
We are now ready to state and prove the results on the optimal policies for the RMAB
processes. The identifier k of arms has to be added back.
We will see that the solution to this problem is still the celebrated Gittins index policy,
with Gittins indices generalized as follows. Note that for η ∈ Mk, the Gittins index is the
same asM qη introduced in the previous section (by (3.7) and (3.8)) with q ≡ 1, see especially
Lemma 3.2 (d), whereas for η not in Mk, the definition is new.
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Definition 4.1 The Gittins indices {Mkη : η is a finite F
k-stopping time} of arm k are de-
fined by two steps:
Step 1. For Fk-stopping times η ∈Mk, compute
Mkη = esssupτ>η,τ∈Mk
E[
∫ τ
η
e−βuXkudu|F
k
η ]
βE[
∫ τ
η
e−βudu|Fkη ]
, (4.1)
where the essential supremum is taken over the set {τ : τ > η and τ ∈Mk} of Fk-stopping
times.
Step 2. For other Fk-stopping times η, find η = esssup{τ ≤ η : τ ∈ Mk} (∈ Mk) and
define Mkη = M
k
η .
Since Mkη is defined for all stopping times η, we can construct an associated process
Mk = {Mkt (ω) : t < ∞, } to M
k
η (called Gittins indices process) and all the processes
{Mk, k = 1, 2, . . . , d} serve to select an arm to operate, as will be illustrated later on.
Remark 4.1 Here note that Definition 4.1 unifies and extends all the classical definitions
of Gittins indices in discrete time, continuous time and general discrete time setting to the
current RMAB process situation. For example, in the case Mk = N ∪ {∞}, (Mkn) is a
stochastic sequence of Gittins indices in integer times, coinciding with what were defined by
Gittins and Jones (1974) and Gittins (1979).
With the lower envelope Mk(t) = min0≤u≤tM
k(u) (see (3.8) and Lemma 3.2 (c)), let
Mk1(ω) = closure{t : (t, ω) ∈ M
k(ω),Mkt (ω) = M
k(t, ω)} and call the times in the comple-
ment of Mk1(ω) excursion times of M
k from its lower envelope Mk. It is obvious that, for
fixed ω, the set of excursion times is a union of countably many open intervals.
The next presents the definition of (Gittins) index policy.
Definition 4.2 A restricted policy Tˆ = (Tˆ 1, · · · , Tˆ d) is a (Gittins) index policy if, for each
k, Tˆ k = {Tˆ k(t) ≥ 0} right increases at time t ≥ 0 only when
Mk
Tˆ k(t)
=
d∨
j=1
M
j
Tˆ j(t)
. (4.2)
and time must be allocated exclusively to a single arm over its excursion interval without
switching.
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Because Mk1 ⊂ M
k, it is clear that an index policy satisfies the restrictions on policies.
As observed by Mandelbaum (1987), index policies need not be unique. The solution to the
RMAB process is stated in the theorem below.
Theorem 4.1 Any (restricted) index policy Tˆ = (Tˆ 1, · · · , Tˆ d) is optimal with the optimal
value expressed in terms of the lower envelopes of the indices as
V = E
[∫ ∞
0
βe−βt
d∨
k=1
Mk(Tˆ k(t))dt
]
. (4.3)
Proof. Define F˜kt = F
k
t
∨
j 6=k F
j
∞. Fix an arbitrary policy T and let ζ
k(t) = inf{u : T k(u) >
t} be the generalized inverse of T k(t). Define
v(T ) =E
[
d∑
k=1
∫ ∞
0
e−βtXkT k(t)dT
k(t)
]
and
v(T ) =E
[
d∑
k=1
∫ ∞
0
βe−βtMk(T k(t))dT k(t)
]
(4.4)
to represent respectively the expected values of the original bandit process and a deteriorating
bandit process with reward rates Mk(t), k = 1, 2, . . . , d under the same policy T . Note that
Lemma 3.5 simply states that
E
[∫ ∞
0
e−βtXkT k(t)dT
k(t)
]
≤ E
[∫ ∞
0
βe−βtMk(T k(t))dT k(t)
]
.
Summing it over all arms k = 1, 2, . . . , d, it follows that under any policy T ,
v(T ) ≤ v(T ).
Thus, to prove the optimality of an index policy Tˆ , it suffices to prove v(T ) ≤ v(Tˆ ) = v(Tˆ ).
This is done by the following Lemmas 4.1 and 4.2.
Lemma 4.1 For any policy T and index policy Tˆ , v(T ) ≤ v(Tˆ ).
Proof. Under T , the total discounted reward v(T ) for the reward rates {βMk(t), k =
1, 2, . . . , d} is
v(T ) = β
d∑
k=1
E
[ ∫ ∞
0
e−βtMk(T k(t))dT k(t)
]
. (4.5)
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Write hku = sup{t : M
k(t) > u} = inf{t : Mk(t) ≤ u} for the right-continuous inverse of
Mk(t), which models the time needed to operate the arm such that its reward rate falls down
to a level no more than u. Because Mk(t) = Mk(t), where t is defined as in Definition 4.1,
it is clear that hku ∈ M
k. Thus, in order that all Mk can fall down to level u, one needs to
spend in total h˜u =
∑d
k=1 h
k
u units of time on the d arms.
We first examine the equality
d∑
k=1
Tˆ k(t) ∧ hku = t ∧ h˜u (4.6)
over the set of t at which all Mk(Tˆ k(t)), k = 1, 2, . . . , d, are continuous.
Since
∑d
k=1 Tˆ
k(t) = t and h˜u =
∑d
k=1 h
k
u, it suffices to show that there exists no pair
(k, p) of identifiers such that
Tˆ p(t) > hpu and Tˆ
k(t) < hku (4.7)
if both Mk(Tˆ k(t)) and Mp(Tˆ p(t)) are continuous at point t. We prove it by contradiction.
If (4.7) were true, then Mp(Tˆ p(t)) ≤ u < Mk(Tˆ k(t)). Define
τ = sup{s : s < t,M p(Tˆ p(t)) ≥ Mk(Tˆ k(s))} = inf{s : s ≤ t,M p(Tˆ p(t)) < Mk(Tˆ k(s))}
with the convention sup∅ = 0. Because M p(Tˆ p(s)) < Mk(Tˆ k(s)) for all s ∈ (τ, t], the
feature of Tˆ following the leader indicates that
Tˆ p(t) = Tˆ p(τ). (4.8)
If τ = 0 then Tˆ (t) = 0 ≤ hpu, contradicting (4.7). Otherwise, i.e., τ > 0, find a sequence of
nonnegative sequence αn → 0 such thatM
p(Tˆ p(τ − αn)) ≥ M
k(Tˆ k(τ − αn)) ≥M
k(Tˆ k(t)) >
u; if M p(Tˆ p(τ)) ≥Mk(Tˆ k(τ)), then αn all take value 0. Therefore, Tˆ
p(τ −αn) < h
p
u. Setting
n→∞ and using (4.8) lead to Tˆ p(t) = Tˆ p(τ) ≤ hpu, contradicting (4.7) again. Thus (4.6) is
proved.
We now turn to check the desired inequality of the lemma. For any policy T ,
d∑
k=1
(
T k(t) ∧ hku
)
≤
d∑
k=1
T k(t) ∧
d∑
k=1
hku = t ∧ h˜ =
d∑
k=1
(
Tˆ k(t) ∧ hku
)
. (4.9)
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Thus, by (4.5),
v(T ) =β
d∑
k=1
E
[∫ ∞
0
e−βtMk(T k(t))dT k(t)
]
=β
d∑
k=1
E
[∫ ∞
0
e−βt
∫ ∞
0
I{0<u<Mk(T k(t))}dudT
k(t)
]
.
By Fubini’s theorem,
v(T ) =β
d∑
k=1
E
[∫ ∞
0
∫ ∞
0
e−βtI{T k(t)<hku}dT
k(t)du
]
=β
d∑
k=1
E
[∫ ∞
0
∫ ∞
0
e−βtd
(
T k(t) ∧ hku
)
du
]
.
Further using the partial integration and the inequality in (4.9) yields
v(T ) =β2E
[∫ ∞
0
∫ ∞
0
e−βt
d∑
k=1
(
T k(t) ∧ hku
)
dtdu
]
≤β2E
[∫ ∞
0
∫ ∞
0
e−βt
d∑
k=1
(
Tˆ k(t) ∧ hku
)
dtdu
]
=v(Tˆ ).
This proves the desired result.
Remark 4.2 An arm is said deteriorating if its reward rate is pathwise nonincreasing in
time and a bandit is deteriorating if all its arms are deteriorating. In this case, the optimal
policy is myopic in the sense that it plays the arms with the highest immediate reward rate. In
fact, this lemma can be generalized as: v(T ) ≤ v(Tˆ ) for any restricted deteriorating bandits
{(Xkt ,Mk), k = 1, 2, . . . , n}, where Mk is the feasible set of stopping times associated with
arm k.
Lemma 4.2 For any index policy Tˆ , v(Tˆ ) = v(Tˆ ).
Proof. For every arm k, introduce two policy-free quantities
Dkt := D
k
t (ω) = inf{u > t : u ∈M
k
1(ω)} and g
k
t := g
k
t (ω) = sup{u < t : u ∈ M
k
1(ω)} for t > 0,
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so that, for every t > 0 and u > t,
gku ≤ t ⇐⇒ u ≤ D
k
t (4.10)
and
Mk
Dkt
(u) = Mk(u). (4.11)
Note that, under any index policy Tˆ = (Tˆ 1, · · · , Tˆ d), ζk(t) = ζk(gkt ) + t− g
k
t . See (3.19) for
the definition of ζk(t), where the identifier k was suppressed. Define Hk(u) = ζ
k(u)− u and
its inverse H−1k (s) = inf{u : Hk(u) > s}, which is the time spent on arm k when s units of
time has been spent on the other d − 1 arms and an arm other than k is to be selected to
operation, so that Hk(u) ≤ s ⇐⇒ u ≤ H
−1
k (s). Consequently, Hk(g
k
u) ≤ s ⇐⇒ H
−1
k (s) ≥
gku ⇐⇒ u ≤ DH−1
k
(s). Therefore, the expected reward under the index policy Tˆ can be
computed by
v(Tˆ ) =
d∑
k=1
E
[ ∫ ∞
0
e−βζ
k(u)Xkudu
]
=
d∑
k=1
E
[ ∫ ∞
0
e−β(ζ
k(gku)−g
k
u)e−βuXkudu
]
.
A bit algebraic computation gives rise to
v(Tˆ ) =β
d∑
k=1
E
[∫ ∞
0
e−βuXku
∫ ∞
ζk(gku)−g
k
u
e−βsdsdu
]
=β
d∑
k=1
[∫ ∞
0
e−βsE
(∫ D
H
−1
k
(s)
0
e−βuXkudu
)
ds
]
.
By the first equality in (3.13) under F˜ (see Lemma 3.3), it then follows that
E
(∫ D
H
−1
k
(s)
0
e−βuXkudu
)
=E

∫ ∞
0
e−βuXkudu− E

∫ ∞
D
H
−1
k
(s)
e−βuXkudu
∣∣∣∣∣∣ F˜kDH−1k (s)




=βE

∫ ∞
0
e−βuMk(u)du− E

∫ ∞
D
H
−1
k
(s)
e−βuMkD
H
−1
k
(s)
(u)du
∣∣∣∣∣∣ F˜kDH−1k (s)




=βE

∫ ∞
0
e−βuMk(u)du− E

∫ ∞
D
H
−1
k
(s)
e−βuMk(u)du
∣∣∣∣∣∣ F˜kDH−1k (s)




=βE
[∫ D
H
−1
k
(s)
0
e−βuMk(u)du
]
,
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where the last equality follows from the equality in (4.11). Consequently,
v(Tˆ ) = β2
∞∑
k=1
E
[∫ ∞
0
e−βs
∫ D
H
−1
k
(s)
0
e−βuMk(u)duds
]
= v(Tˆ ).
This proves the desired equality.
5 Conclusions
By the extended optimal stopping theory to the problem with restricted stopping times, and
combining the martingale techniques and Whittle (1980)’s retirement option, we have devel-
oped a general and new framework that generalizes and unifies the theories of multi-armed
bandit processes in discrete time, continuous time, which apply also to other mixed settings
that can occur practically but are not solved by the existing theory of MAB processes.
While the mathematical form of Gittins indices has obtained in terms of an essential
supremum of the reward rate over a class of stopping times, it is generally difficult to precisely
or numerically compute the Gittins indices, even with no restriction on switches. The only
exceptions are the cases of MAB in discrete time and semi-Markovian fashion with finite
states by means of achievable region method, and MAB in continuous time where every
arm is a standard job, namely, it has a processing time and a constant reward is collect on
the completion of the job (Gittins et al., 2011). Under the general framework of RMAB
processes, it is challenging how the Gittins indices should be computed, even if an arm
evolves in a Markovian chain or semi-Markovian fashion, both with finite number of states,
or an arm acts as a standard job. This difficulty reflects the impact of the restrictions on
switches, which imposes a challenging task for the Gittins index rule developed in this paper
to be applied in real world problems.
In this study, the MAB processes considered are standard in the sense that the number
d of arms is fixed, the arms that are inactive are frozen and contribute no reward and the
switches from arm to arm cause neither operation delay nor switch cost and the arms are
statistically independent. When these standard conditions are violated, the behaviors of
the bandit processes and thus their optimal policies are quite different. The models extend
25
the standard MAB processes include, for example, restless MAB processes (Whittle, 1988
and Bertsimas and Nio-Mora, 2000) in which the inactive arms evolve also, open bandit
processes (Whitle 1981, Weiss, 1988 and Wu and Zhou, 2013) in which new arms can arrive
from time to time, MAB processes with switching cost/delay (Banks and Sundaram, 1994
and Jun, 2004). It has turned out that the optimality of the Gittins index policies for the
standard RMAB processes are largely dependent on those conditions. It is unclear how the
restrictions on switches among arms could impact the policies of those nonstandard MAB
processes.
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