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Abstract
We construct three types of solutions for a Fuchsian equation with variable indices: (1)
branched solutions involving logarithms of the time variable t; (2) solutions involving tx;
where x is a space variable; and, (3) for a model case, exact solutions involving hypergeometric
functions. These three solutions have completely different singularities. The constructions are
given in a form suitable for application to more general equations. As an illustration, we
resolve in particular an apparent discrepancy between two recent results on this problem.
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1. Introduction
The classical theory of the Cauchy problem with holomorphic data establishes
that, for strictly hyperbolic equations, the domain of analyticity of the solutions may
shrink with time because, intuitively speaking, singularities of the data may
propagate inward, at ﬁnite speed. This property is the basis of the estimation of the
domain of dependence in the holomorphic case, and, by approximation, in the non-
analytic case as well.
However, since a well-known series of papers by Leray [12,6], the question of the
precise description of the propagation of singularities—over and above the
estimation of the locus of possible singularities, has received intense attention.
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We are interested in the solution of this question for a model equation in two
variables, which reads




u  uxx  ux ¼ f ðx; tÞ; ð1Þ
with f holomorphic near the origin of C2; and c a constant. This problem is a mild
perturbation of the Euler–Poisson–Darboux (EPD) equation:
utt þ 1 c
t
ut  uxx ¼ 0: ð2Þ
Solutions are considered in the vicinity of the origin, and are deﬁned at least for x
and t positive and small.
1.1. Motivation and previous results
Leray’s initial program admits a necessary and natural generalization to non-
strictly hyperbolic problems, for which a variety of pathologies may occur. Just as
the strictly hyperbolic case was studied with the model of the wave equation in mind,
the EPD equation was considered as the prototype of non-strictly hyperbolic
equations of the so-called Fuchsian type. The simplest typical form of such equations
is
pðt@tÞu  t2P2ðt; x; @xÞu ¼ f ðx; tÞ; ð3Þ
where p is a polynomial of degree 2 and P2 a second-order differential operator;
there are many generalizations which are omitted for simplicity. Eqs. (1) and (2) take
this form upon multiplication by t2: The same is true of the wave equation itself.
Such equations have been intensely studied from the seventies. Most results on the
hyperbolic case admit of suitable generalization as long as the roots of p (the Fuchs
indices) are non-integral, and do not differ by an integer, as in the usual theory of
ODEs with regular singularities. One expects that the homogeneous equation ðf  0Þ




nþjujðxÞ; in which u0 may be chosen arbitrarily. This result follows
from [1]. In particular, the Cauchy problem, in which one requires that u ¼P
jX0 t
jujðxÞ with u0 and u1 arbitrary, is not the natural problem any more: one
should seek a more general expansion for u: This work has been followed by a quite
extensive literature.
Our interest in this type of equation stems from the method of Fuchsian reduction,
which shows that large classes of non-linear PDE, in one or several space variables,
can be reduced to a non-linear Fuchsian PDE near singularities dominated by non-
linear effects (see [8,9] for details). For these equations, one can obtain quite general
existence and uniqueness results, with analytic or non-analytic data, from which a
detailed expansion of solutions of non-linear wave equations near blow-up can be
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derived. The method applies to non-linear Klein–Gordon equations, soliton
equations, and the Einstein vacuum equations in particular.
The Fuchsian equations which arose in this method presented difﬁculties arising
from a combination of four reasons: (1) the polynomial p generally has integer roots,
as a consequence of symmetries of the equation; (2) these roots may depend on x; (3)
the right-hand side or the coefﬁcients are not necessarily smooth; (4) the equations
are not linear.
These difﬁculties have been dealt with, in the analytic case, by proving a general
existence-uniqueness result in the space of functions which are merely continuous in
time, and analytic when x lies in a domain which shrinks with t: The point is that the
iteration used in the basic existence theorem of [10] does not require analyticity in
time at all. Functions such as t ln t or txþ1 are continuous for small positive t; and
analytic in x for ﬁxed t40; although they are not analytic in t: Once solutions have
been shown to exist by an iteration procedure, one may in fact use the iteration itself
to generate an asymptotic expansion of solutions. In most cases, it is sufﬁcient to use
power series in t and ln t in which the power of the logarithm is bounded by a
multiple of the power of t:
These results enable one to deal in a uniform manner with equations or systems,
with integral or variable indices.
More recently, a similar difﬁculty arose in a different context. Mandai [13]
constructed asymptotic expansions for linear Fuchsian equations with variable
indices, including (1), involving an inﬁnite number of variables. These variables arise
naturally from the search for solutions in the form
P
j t
jujðx; tÞ; where uj may involve
functions of the form tkðxÞ: His expansions correspond to solutions of (1) which are
singular only at t ¼ 0; but not on the characteristics of utt  uxx through the origin,
namely for x ¼7t; nor for t positive and x; t small.
On the other hand, Fujiie´ [4,5] investigates the analytic continuation of solutions
for Eq. (1) which are analytic for x small and close to the positive real axis. In his set-
up c is not an integer and there is one variable Fuchs index which is linear in x: Using
an integral representation of solutions with a kernel containing a hypergeometric
function, he concludes that the solutions should in general be ramiﬁed along the
characteristic cone with vertex at each point ðxk; 0Þ; where xk is a point where the
variable Fuchs index goes through an even integer value. Thus, his solutions may be
smooth near t ¼ 0 for certain values of x; but may have singularities for any positive t:
Of course, these ramiﬁed solutions do not necessarily solve the equation near the
origin in the sense of distributions, even for t40 because of their ‘‘multi-valuedness.’’
The purpose of this paper is to construct families of solutions with controlled
asymptotics for linear Fuchsian PDE with one (variable) index equal to x; the
methods are illustrated in the example of (1), to show in particular that both authors
are right, but for different classes of solutions to (1).
In order to make the construction of formal series as general and systematic as
possible, we study in some detail a space of formal series possessing four properties:
(1) it contains the indeterminates t; ln t and tx;
(2) the operators t@t; ðt@t  xÞ and @x act on it;
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(3) t@t and ðt@t  xÞ admit right inverses in this space;





where uj is a linear combination of at most MðjÞ functions of ðx; tÞ taken from
a ﬁxed set of ‘‘basic variables’’. In practice, MðjÞ is often proportional to j:
1.2. Results
The above requirements on the expansion variables lead to the introduction of an
inﬁnite sequence of basic variables, which, although not independent, are
conveniently considered as if they were. This provides a setting in which the
inversion of t@t and ðt@t  xÞ becomes extremely simple: the equation leads to a
recursion relation of the form
pðt@t þ jÞuj ¼ Fj ;
where Fj is determined from u0;y; uj1: We then prove that this equation can always
be solved provided that we seek uj as a function of the ﬁrst MðjÞ basic variables,
where MðjÞ satisﬁes a simple recursion relation.
This generalizes the usual set-up of Fuchsian reduction [9] in which one seeks uj in
the form
P
0pppMðjÞ ujpðxÞðln tÞp; and ﬁnds that one must take MðjÞ ¼ lj; with l
related to the multiplicity of the Fuchs indices, so that the series for u may be
rearranged as a function of t; t ln t;y; tðln tÞl :
As usual, we use throughout the paper the notation
D ¼ t@t:
Remark 1. We may deal with the case in which the variable Fuchs index is kðxÞ
rather than x; by a change of variables. If index c also depends on x; the change of
unknown u ¼ tcðxÞv leads to an equation with only one variable index, but with non-
smooth coefﬁcients. These are the only cases that may arise for second-order
equations. For this reason, we limit ourselves to the Fuchs indices of the model
case (1).
We construct, for ðx; tÞ small, and for suitable right-hand sides, three classes of
solutions, which together contain two arbitrary functions of one variable: (1)
solutions U1 ¼ tc
P
jX0 u1jðx; tÞtj of the homogeneous equation; (2) solutions U2 ¼
tx
P
jX0 u2jðx; tÞtj of the homogeneous equation; and (3) particular solutions of the
inhomogeneous problem, of the form U3 ¼
P
jX0 u3jðx; tÞtj which, in the case of the
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model equation, can be given in terms of hypergeometric functions. The
functions u10 and u20 each contain one arbitrary function of x; which is analytic
near x ¼ 0; when c is an integer, one of these solutions is a special case of the other,
and therefore contains two arbitrary functions. U1 and U2 remain free
of singularities for t positive and small, but U3 generally exhibits singularities for
t2 ¼ x2:
Therefore, if we consider a solution u ¼ U1 þ U2 þ U3 which contains no
singularities in t40 on the characteristics x ¼7t emanating from the origin,
it means that the right-hand side has been so chosen as to allow a solution U3
without singularities. On the other hand, if it is analytic in a neighborhood of some
point ðx; 0Þ with, say 0oxo1; it means that (i) U1 þ U3 has no logarithmic
singularities; (ii) U2 vanishes identically (since it would otherwise intro-
duce singularities involving tx which cannot be compensated by the other two parts
of u). As a rule, this can happen only if c is not an integer, or if the right-hand side is
of a very special form.
It follows that if a solution is analytic near t ¼ 0 and x ¼ x040 and small, it
has no reason to admit of analytic continuation up to x ¼ 0; as the hypergeometric
solutions U3 illustrate. Conversely, if a solution is bounded for x small and t positive
and small, it generally develops singularities involving tx as t decreases to zero.
From a general standpoint, one would expect singularities of the general solution
to appear on all three parts of the characteristic set through ð0; 0Þ; namely t ¼
x;  x and 0. Our results give explicit examples of non-trivial situations in which
only some of these sets bear singularities.
The construction of U1 and U2 relies on the detailed analysis of a space of formal
series in which to compute formal solutions inductively, as explained above.
Once formal solutions have been obtained, the existence of solutions, and their
analyticity in x; directly follow from the iteration proof mentioned in the previous
section as in [10,11].
The solution U3 is obtained by exploiting the scale invariance of the EPD
operator, which is at the origin of the classical connection of the hypergeometric
equation with the EPD equation (see for instance [2,3,15]). Despite the large
literature on this type of self-similar solutions, the exact solutions obtained in
Section 5 seem to be new.
1.3. Organization of the paper
Section 2 gives the structure of the space of series in which formal solutions will be
constructed.
Section 3 constructs formal solutions of the inhomogeneous problem.
Section 4 constructs families of formal solutions of the homogeneous
problem.
Section 5 gives closed-form solutions in terms of hypergeometric functions.
Section 6 shows that each of these formal solutions is associated with a unique
exact solution.
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2. Formal solutions
This section contains the deﬁnition and properties of the formal expressions which
will be used to describe the asymptotics of solutions. After introducing the basic
variables and studying the action of D and @x on them, we turn to the spaces of series
which will be needed, and study the equations Du ¼ f and ðD  xÞu ¼ f on them. As
usual, Cfxg denotes the space of power series in x with positive radius of
convergence.
2.1. Basic variables
We construct here the basic variables, starting from the three indeterminates t; tx
and ln t: They satisfy the formal rules.
Dt ¼ t; D ln t ¼ 1; Dtx ¼ xtx; @xtx ¼ tx ln t:
All the formal results in this section are derived from them.
tx and ln t may also be considered as continuous functions of tARþ; the same also
holds for the basic variables derived from them. When complex values are involved,
it is understood that t belongs to the slit plane, and that ln t is the principal
determination. Furthermore, x and t are small, and the coefﬁcients of our formal
series will be analytic near 0 unless otherwise stated.
We cannot simply work in Cfxg½½t; tx because the operator D is not invertible on
this space. However, it is possible to obtain a space in which one can construct
solutions to our equations if we enlarge our space of series to include solutions of
equations Dku ¼ 1 and Dku ¼ tx for every kX0: This leads to the indeterminates tk
and yk deﬁned next.
Deﬁne tk and yk; for k a non-negative integer, by
tk ¼ ðln tÞk=k!; y0 ¼ tx;
and












It is convenient to make the convention t1 ¼ 0: These new variables are not
independent, since we have
xykþ1 ¼ yk  tk for kX0: ð5Þ
However, it is convenient to keep tk as an independent variable, mainly because it
has the virtue of being annihilated by @x:
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Remark 2. If we consider yk as a holomorphic function for, say, Re x40 and









where Taylor’s formula with integral remainder has been used.
2.2. Action of D and @x
Proposition 3. For kX0; we have
Dtk ¼ tk1; Dykþ1 ¼ yk; ð7Þ
ðD  xÞykþ1 ¼ tk; Dy0 ¼ xy0: ð8Þ
Proof. The ﬁrst and fourth relations are readily veriﬁed. Using (4) and (5), the
second and third relations follow. &
Proposition 4. For kX1 and qX0;
Dðyktqþ1Þ ¼ yktq þ yk1tqþ1; Dðykþ1t0Þ ¼ yk;
Dðy0tqþ1Þ ¼ y0tq þ xy0tqþ1; Dðy0t0Þ ¼ xy0:
Proof. This is a direct consequence of Proposition 3. &
Proposition 5. For kX1 and qX0;
ðD  xÞtk ¼ tk1  xtk; ðD  xÞðy0tkÞ ¼ y0Dtk ¼ y0tk1;
and
ðD  xÞðyktqþ1  Cqþ1kþqykþqþ1Þ ¼ yktq:
Proof. The ﬁrst two relations follow from Proposition 3. We have, using (7),
ðD  xÞðyktqþ1Þ ¼ tk1tqþ1 þ yktq
¼ yktq þ ðk þ qÞ!ðk  1Þ!ðq þ 1Þ! tkþq:
The result follows. &
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Proposition 6. For kX0;
@xyk ¼ yk ln t  kykþ1:
Proof. The statement is true if k ¼ 0: If kX1; we have, using the relation jtj ¼
tj1 ln t;

















¼ yk ln t  kykþ1: &
Since ln t ¼ y1  xy2; we ﬁnd
Proposition 7. The variables tq belong to the algebra over Cfxg generated by the yk:
This algebra is invariant under the operators D and @x:
2.3. Spaces of series
The basic variables tk and yk enable us to deﬁne three families of ﬁnite-
dimensional spaces: for MX0;















where the coefﬁcients are holomorphic near x ¼ 0:
The main result of this section shows that D; D  x and D  lðxÞ (with l
holomorphic and non-zero at the origin) can be inverted in these spaces. More
precisely,
Theorem 8. Let lð0Þa0 and MX0: Then
(1) Equation Du ¼ f has a solution in FMþ1 if fAFM :
(2) ðD  xÞ : EMþ1-FM is an isomorphism. On E0; ðD  xÞ vanishes.
(3) ðD  lðxÞÞ : GM-GM is an isomorphism.
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(4) If f involves only the variables tk and Du ¼ f ; there is a solution which does not
involve the yk: The same holds for the equation ðD  lðxÞÞu ¼ f :
(5) @x maps FM to FMþ1:







Furthermore, DtMþ1 ¼ tM : The result follows. Note that DGMþ1 is not included in
GM since Dðy0tMþ1Þ ¼ y0ðtM þ xtMþ1Þ:
(2) Proposition 5 shows that, if 1pkpM;
ðD  xÞðyktMkþ1  CMkþ1M yMþ1Þ ¼ yktMk:
Also, Proposition 3 gives
ðD  xÞðy0tMþ1Þ ¼ y0tM ;
ðD  xÞyMþ1 ¼ tM :
The result follows.
(3) GM admits the basis fyktq; tqgkþqpM : From Proposition 4, we see that D
restricted to GM is the sum of a nilpotent operator and the diagonal operator D0
which multiplies y0tq by x; and vanishes on the other basis elements. Now, if
lð0Þa0; it is clear that D0  lðxÞ is an invertible diagonal operator which differs
from D  lðxÞ by a nilpotent operator. The result follows.
(4) Since Dtk ¼ tk1; the space generated by the tk is invariant under D:
(5) The action of the operator @x follows from Proposition 6. &
The next goal, achieved in the next section, is to ﬁnd formal solutions of the linear





where ujAGMðjÞ; where the expression of MðjÞ depends on the problem at hand.
Such series form a vector space, but not an algebra. However, from the results
of the previous subsection, they do belong to the algebra generated by t and
the yk:
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3. Formal solutions of Fuchsian PDE: inhomogeneous case
This section and the next give representative examples of equations which may be
solved formally using the spaces introduced in the previous section.
For the purpose of illustration, we consider Fuchsian PDE of the form
Lu ¼ f ðx; tÞ; ð10Þ
where
L ¼ ðD  cÞðD  x  dÞ  t2P2ðx; @xÞ;
and P2 is a second-order operator with analytic coefﬁcients, and f is analytic, both
near the origin. The parameters c and d are real. We may allow P2 to involve t or @t
with minor modiﬁcations, but we refrain from seeking the maximum level of
generality. If d ¼ 0 and P2 ¼ @xx þ @x; we recover (1) (multiplied by t2).
Theorem 9. (a) If neither c nor d is a non-negative integer, Eq. (10) has a unique formal











Proof. We prove these statements together. Write f ðx; tÞ ¼Pj fjðxÞtj : Let us seek
solutions of (10) of the form u ¼Pj ujðx; tÞtj: Substitution into the equation yields
ðD þ j  cÞðD þ j  x  dÞuj ¼ P2uj2 þ fj ;
where we agree that fj ¼ 0 if j is negative. From the results of Section 2, we see
that if uj2AGMðj2Þ; we ﬁnd ujAGMðj2ÞþkðjÞ; where kðjÞ ¼ 2 if j  c and j  d are
both non-zero, kðjÞ ¼ 3 if precisely one of them vanishes, and kðjÞ ¼ 4 if both
vanish.
If neither c nor d is a non-negative integer, we see by induction that there
is a solution with uj independent of t (that is, u is a solution in pure powers
of t).
If precisely one of them is a non-negative integer, kðjÞ equals 2 except for precisely
one value j0 of j: It follows that MðjÞ ¼ j for joj0; and j þ 1 for jXj0:
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If both are non-negative integers, but cad; kðjÞ equals 2 for jac; d; and 3
otherwise. Therefore, MðjÞpj þ 2:
If c ¼ d is a non-negative integer, kðjÞ equals 2 for jac; and 4 otherwise.
Therefore, we again have MðjÞpj þ 2: &
4. Formal solutions of Fuchsian PDE: homogeneous case
We now turn to the homogeneous problem.









where u1j and u2j belong to GMðjÞ; where MðjÞ ¼ j: One has u10 ¼ aðxÞ and
u20 ¼ bðxÞy0; with a and b arbitrary. The other coefficients are uniquely determined
by them.
Theorem 11. (a) If c  d is a positive even integer, the above is true except that
u2jAGMðjÞ with MðjÞ ¼ 1þ j:
(b) If c  d is a negative even integer, u1jAGjþ1 while u2jAGj:
(c) If c ¼ d; U1 ¼ U2 contains two arbitrary functions: u10 ¼ aðxÞ þ bðxÞy0 and
u1jAGj:
Remark 12. Without restriction on c; but assuming d non-integral, it is easy to see






where uj is a polynomial in ln t:
Proof. Letting tcU1 ¼ uðx; tÞ; we reduce the problem to the situation of the
previous section, with f ¼ 0 since we now seek to expand u in pure powers of t; with
coefﬁcients in some GMðjÞ: The ﬁrst statement follows easily. Similarly, letting
tdU2 ¼ uðx; tÞ yields the second statement. Note that it is not necessary to consider
the (more complicated) equation satisﬁed by txdU2: expressions involving tx are
already taken care of by the spaces GM : &
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5. Solutions in closed form
We consider in this section equations involving the operator
L ¼ Lc;d ¼ ðD  cÞðD  x  dÞ  t2P2; where P2 ¼ @2x þ @x:
We construct exact solutions in case the right-hand side has the form tkxm
where kAC and mAN: This may be used not only to solve the equation with a
polynomial right-hand side exactly, but also to solve approximately the
equation with an arbitrary analytic right-hand side, to arbitrarily high order. As
explained in Section 6, this is in fact all that is needed to understand singularities of
solutions.
5.1. Results
Theorem 13. Assume that c  kef0; 2;y; 2½ðm  1Þ=2g: Then equation
Lu ¼ tkxm
has a solution of the form




k þ 2j  x  d vjðzjÞ;
where the vj are hypergeometric functions of parameters 1=2; 1; ðk þ 2j þ 2 cÞ=2;
of argument zj ¼ t2=ðk þ 2j  x  dÞ2; and Q is a polynomial.
Remark 14. The restriction on c is essential, since Lu ¼ 1 has no polynomial solution
if c ¼ 0:
5.2. Proof of Theorem 13
We may assume that d ¼ 0 by translating u if need be.
The proof proceeds in two steps. One ﬁrst computes a polynomial solution to an
equation of the form Lu ¼ tkðxm  pðtÞÞ; where p is a polynomial. One then ﬁnds a
hypergeometric solution to Lu ¼ tkpðtÞ:
Lemma 15. For given ðk; mÞ such that c  kef0; 2;y; 2½ðm  1Þ=2g; there is a
polynomial pðtÞ ¼Pj b2j t2j such that Lu ¼ tkðxm  pðtÞÞ has a polynomial solution.
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Proof. We seek u in the form
P
jX0 Q2jðxÞtkþ2j ; and will prove by induction that the
degree of Q2j does not exceed m  1 2j: This will prove in particular that the sum is
ﬁnite, and therefore that u is a polynomial.
For j ¼ 0; we ﬁnd
ðk  cÞðk  xÞQ0ðxÞ ¼ xm  b0:
We must therefore choose b0 ¼ km for Q0 to be a polynomial. Its degree is m  1
(unless Q0 is identically zero).
Next, if Q0;y; Q2j2 have been constructed, we determine Q2j by
ðk þ 2j  cÞðk þ 2j  xÞQ2jðxÞ ¼ P2Q2j2ðxÞ  b2j:
We must choose b2j so that the right-hand side vanishes for x ¼ k þ 2j: We then have
deg Q2jpdeg Q2j2  2pm  1 ð2j  2Þ  2 ¼ m  1 2j as desired. &
Lemma 16. Without restriction on c  k; equation Lu ¼ btk has exact solutions of the
form u ¼ tkvðzÞ=ðk  xÞ; where z ¼ t2=ðk  xÞ2 and v is a hypergeometric function
with parameters ð1=2; 1; ðk  c þ 2Þ=2Þ:
Remark 17. It will follow from the proof that one can also ﬁnd solutions which
depend smoothly on k: This enables one to solve Lu ¼ btkðln tÞp by repeated
differentiation with respect to k:
Proof. Let uðx; tÞ ¼ tkwðx  k; tÞ: Equation Lc;0u ¼ btk becomes Lck;0wðx; tÞ ¼ b: It
therefore sufﬁces to solve the problem in the case k ¼ 0:
Therefore, let z ¼ t2=x2 and Dz ¼ z d=dz: We have, on functions of z;
D ¼ 2Dz; t2@x ¼ 2xzDz;
t@x ¼ 2ðt=xÞDz; t2@2x ¼ 4zDzðDz þ 1=2Þ:
We then assume k ¼ 0 and write
Lc;0 ¼ ½DðD  cÞ  t2@2x  x½ðD  cÞ þ ðt2=xÞ@x:
Therefore, if uðx; tÞ ¼ bvðzÞ=x;
b1Lc;0u ¼  x1½DðD  cÞ  t2@2x þ 2ðt2=xÞ@x  2t2=x2v
þ ½ðD  cÞ þ ðt2=xÞ@x  t2=x2v
¼  ð4z=xÞA þ B;
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where A and B only depend on z; v and its z-derivatives. We must therefore solve the
equations A ¼ 0; and B ¼ 1; which read






vðzÞ ¼ 0; ð11Þ









It is not clear a priori that these two equations are compatible, but it turns out that
the ﬁrst equation, which is the desired hypergeometric equation, actually follows
from the second by differentiation. This ﬁnishes the proof. &







with g ¼ ðc  kÞ=2 et fgðzÞ ¼ zgð1 zÞg1=2: The integral of course contains a
constant of integration, and the result may depend on the path of integration as
usual. Expanding the integrand near z ¼N shows that vðt2=x2Þ=x has in fact no
singularity for x ¼ 0 if t40; however, it may admit branching as z-0:
If geN; the hypergeometric function ð b
2gÞFð12; 1; gþ 1; zÞ solves (12). It admits
simple expressions in terms of elementary functions if for instance gþ 1 ¼ 1=2; 1,
3=2 or 2 (see [7,14] for further properties of these functions).
5.3. Case when c  k is even
We give some brief indications on this case. The main point is that we must replace
Lemma 15 by
Lemma 18. For given ðk; mÞ; there is a function pðtÞ ¼Pjðb2j þ c2j ln tÞt2j such that
Lu ¼ tkðxm  pðtÞÞ has a solution of the form tkðQðx; tÞ þ Rðx; tÞ ln tÞ where Q and R
are both polynomials.
Proof. Let us write Q ¼PjX0 Q2j t2j and R ¼PjX0 R2j t2j: We may take c0 ¼ 0: We
ﬁnd the equations
ðk  cÞðk  xÞQ0ðxÞ þ ð2k  c  xÞR0 ¼ xm  b0
ðk  cÞðk  xÞR0ðxÞ ¼ 0
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and, if jX1;
ðk þ 2j  cÞðk þ 2j  xÞQ2jðxÞ þ ð4j þ 2k  c  xÞR2j ¼ P2Q2j2ðxÞ  b2j
ðk þ 2j  cÞðk þ 2j  xÞR2jðxÞ ¼ P2R2j2  c2j:
Now, if c  k ¼ 2j0; we choose R2j ¼ 0 for joj0; and compute Q2j for joj0 as in
Lemma 15. Next, we choose b2j0 so that R2j0 is a polynomial. Q2j0 then remains
arbitrary. The higher-order terms are now computed as in Lemma 15, by choosing
the constants b2j and c2j to allow exact division by k þ 2j  x; so that Q2j and R2j are
polynomials. &
Remark 19. The procedure generalizes in the obvious way to higher-order equations
and to right-hand sides containing themselves logarithms. It sufﬁces to seek solutions
as polynomials in ln t of sufﬁciently high degree.
6. Existence of solutions
We now brieﬂy explain how to prove that the formal series with coefﬁcients in the
spaces GM are associated to actual solutions of the equation. We give the details for
the solutions of Lu ¼ Lc;du ¼ 0 which behave like tx; namely what we called U2:
Other cases are entirely similar.
Let us restrict t to be small and positive, and x to be close to the origin in C: We
have formal solutions to all orders, and can therefore ﬁnd a ﬁnite expression U ¼P
j ujt
j; with the uj in some GM ; such that
LU ¼ Oðtmþ2Þ;
where m is arbitrarily large. The right-hand side is again a ﬁnite combination of
elements of some GM : We claim that
Lu ¼ LU
has a unique solution which is ﬂat to order m at least, if m is larger than maxðc; d þ 1Þ
if x is sufﬁciently small. Indeed, let u ¼ tmv; so that
ðD þ m  cÞðD þ m  x  dÞv  t2P2v ¼ tmLU :
If we add the tautological equation DðtvxÞ ¼ t@xðDv þ vÞ; we ﬁnd that the vector F
with components ðv; Dv; tvxÞ then solves a ﬁrst-order system of the form
ðD þ AÞF ¼ tf ðt; x;F; @xFÞ;
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where f is linear in F and its derivative, and is continuous in t; analytic in x: Indeed,
for any k; the function tyk is continuous for t non-negative if x is small. Because of
the choice of m; the matrix A (which is essentially the negative of the companion
matrix of the indicial equation), has only eigenvalues with positive real parts, and
therefore has, by [10,8,11] a unique solution deﬁned in a neighborhood of x ¼ t ¼ 0;
which vanishes at the origin; it can be obtained as the limit of a sequence of functions
satisfying a recursion of the form
ðD þ AÞFnþ1 ¼ tf ðt; x;Fn; @xFnÞ:
The sequence converges uniformly for ðx; tÞ satisfying an inequality of the form
jxjoeðt0  tÞ; where e and t0 are small enough. It is easy to check that the ﬁrst
component of F solves Lu ¼ 0:
The solution does not depend on m for m large; indeed, if U 0 is the formal solution
to order m04m which includes U in its lower-order terms, it is uniquely determined
by U ; and there is a unique solution u0 of Lu0 ¼ LU 0 which is ﬂat near the origin.
Since we also have Lu ¼ Lðu0 þ ðU  U 0ÞÞ; and since u and u0 þ ðU  U 0Þ are ﬂat to
order m by construction, they must be equal, by uniqueness of the solution of the
equation for u:
Note also that the solution of the Fuchsian system is continuous near the origin,
even on the lines x ¼7t:
We have therefore associated to every formal expansion U to sufﬁciently high
order a unique solution to our problem, as desired.
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