The fine roots are considered the key organs for plant survival, growth and productivity. Measurement of fine roots variables is easily and conveniently achieved by means of digital image. The descriptive variables like root area, surface, total length and diameter distribution may be obtained from the image. Analysis of digital image consists from several steps, each of them represents potential source of the error. In this article we want to evaluate the automatic thresholding and its impact on principal variables obtainable from digital scans of the fine roots. We compare 16 different thresholding methods and compare them with the human processed binary images of roots of cork oak (Quercus suber L.). We found some of the thresholding methods perform significantly better than others in the estimation of total projected area however the length estimation error points out a little different order of accuracy. Keywords: fine roots; digital image; automatic thresholding; comparison of methods
Introduction
The roots are important organ of the tree since they provide the access to the nutrients, water and in elder age they provide stability and resistance against mechanical imbalance (Kozlowski & Pallardy 1997) . The fine roots, despite their short longevity are considered the most essential part of the chemical cycles and beside that, also for example, they significantly contribute to the carbon balance of the tree (Konôpka et al. 2013) . In literature huge interest is demonstrated in image analysis techniques for evaluation of fine roots (Kimura et al. 1999; Bouma 2000) . There exist a set of commercial software (Delta-T-Scan; RooTracker; WinRHIZO) or freeware and open source software (ImageJ; NIHImage; Object-Image; ObjectJ; EZ-Rhizo; Root Image Analyzer) for analysis of digitized (scanned) samples of fine roots. Also for minirhizotron image analysis (RMS; MR-RIPL 2.0 & 3.0; MSU ROOTs Tracer; Rootfly; RootView; WR-RIPL 2.0; see Le Bot et al. 2010) . Despite the existence of this software, it continues to exist the necessity of giving better responses to new challenges and new imaging techniques for root assessment continues to be developed (French et al. 2009 ) so new software as well as new software for analysis of root images (DART, SIARCS) (Le Bot et al. 2010) .
The measurement of root characteristic can be performed manually or semi-manually, but development of automatized algorithms is an issue which many root researchers try to evaluate, in order to reduce the time necessary for image processing and also to avoid the subjective human decisions during measurements process (Ewing & Kaspar 1995; Vamerali et al. 2003) . From the available software on the market the software WinRHIZO (Regent instruments, Quebec, Canada) is currently the most used and is considered the most sophisticated root analysis software (Himmelbauer et al. 2004; Zobel 2008) . On the other hand the demonstrated set of non commercial software makes it possible to incorporate most of the algorithms necessary to obtain the root characteristics (Kimura et al. 1999; Kimura & Yamasaki 2001 .
Importance of thresholding:
The digitalization of root sample is a performed by normal desktop scanner or by scanner with additional TPU unit allowing the illumination from above. The sample preparation and scanning protocol has been discussed in Bouma et al. (2000) . Afterwards the segmentation of root image by thresholding has been indicated as key step in precise root measurements (Himmelbauer et al. 2004) . The choice of the proper threshold value is crucial for the image evaluation, since it separates the pixels belonging to roots from background and in such way influences all subsequent measurements. In WinRhizo software for instance, it is possible to choose option of automatic thresholding which has been established as an appropriate choice for the root morphological evaluation (Bauhus & Messier 1999; Bouma et al. 2000; Himelbauer et al. 2004) . Bouma et al. (2000) refers that a proper scanning protocol is much more important than the software used, and that the protocol should thus always be listed; however the authors also stress the importance of proper threshold selection, suggesting that higher threshold values can cause more appropriate length estimation though causing incorrect diameter measurements. Zobel (2008) mentioned that threshold is the key factor when determining the size of an object in grey levelled images, concluding that none of existing software is capable of adequate analysis of different type of digital images representing the fine roots. Smit et al. (1994) developed automated 3d measurement technique of fine roots. He suggested using histogram based segmentation of roots from background. Richner et al. (2000) demonstrated for the segmentation of washed root samples, the grey--level thresholding technique is used most frequently. When using thresholding, the most critical step is to define (to set) the grey-level threshold. In a few cases, two threshold grey--levels are used instead of just one (Smit et al. 1994; Kaspar & Ewing 1997) . The two threshold levels define the upper and the lower limit of the range of grey-levels belonging to the roots. When decreasing the threshold grey-level to resolve the thinnest roots in a sample, more background pixels along the root boundaries are classified as object pixels and, thus, the contours of thicker roots will blur and expand. In addition, a great deal of noise may occur in the image as a result of a too low grey-level threshold. Staining roots may eliminate some of the problems involved in thresholding, though not completely. In summary, simple grey-level thresholding is appropriate only if there is a good contrast between roots and background and a uniform lighting of the whole scanning area. Because these requirements are most often not met, it is difficult to visually determine the optimal threshold value (Tollner et al. 1994 ).
Apart from grey-level thresholding, however, only a very limited number of sophisticated segmentation techniques have been applied in the analysis of washed root systems. Smit et al. (1994) first estimated the background, using local maximum and minimum filters. Before the final histogram--based grey-level thresholding, they applied a Laplacian-like sharpening filter. Sumcker et al. (1987) used a combination of edge enhancement and grey-level thresholding. Koller et al. (1995) proposed a new algorithm for the segmentation and local description of elongated, symmetric line-like structures using a non-linear combination of linear filters. They adapted and implemented this algorithm into a program which provides local shape attributes (position, width and direction of the centre line) that are necessary for the morphological description of root segments directly during the detection of curvilinear objects, i.e., roots.
The segmentation of images with low contrast or images that contain very thin roots may result in root objects that are not completely resoled. If these fragmented roots are measured, length and area is underestimated. In addition, some of these root fragments may not satisfy the length-to-width criteria that are used to eliminate extraneous objects from the image. If root fragments are excluded from the measurements in this way, measurement errors increase even more. Therefore image-processing algorithms (Russ 1990 ) can be applied to improve the segmented images prior to morphological measurements. Kaspar & Ewing (1997) used so called closing to reduce fragmentation of root objects and to smooth object edges without deleting the small objects fragments. Closing involves dilation followed by erosion, which is the reverse of dilation. It can be generally said that no information can be given on the comparative accuracy of the different systems, because there are no data on comparisons between image analysis systems or programs. In this article we compare 15 different thresholding methods available in ImageJ and compare with the manually segmented images. The error of under estimation and overestimation is discussed and we also study its impact on root length measurements.
Methods
Root samples: The roots of 7 young cork oak (Quercus suber L.) plants were separated from soil, cut into similar diameter classes and divided into fine and structural roots. The diameter division threshold used was 2 mm. The fine roots were washed in water and stored in plastic bottles in low concentration of ethanol. Scanning: EPSON Expression 10000 XL 3.4 scanner was used with the TPU option. This illumination has proven to be better since no shadows are created and also the thresholding is easier due to the clear. The chosen sampling DPI was 400. Images were stored in bitmap format, RGB 24 bits depth. Image processing: We use ImageJ software to process images stored in common folder. Each image is converted into grey level through Menu: Image-Type-8bit, than one of the 16 thresholding methods is applied. The methods are described in ImageJ pages (Landini 2011) . Following threholding methods are implemented: 0 -Default method: a method similar to IsoData Method, 1 -Huang method (Huang & Wang 1995) . It is based on uniformity shape measure and evaluates the fuzziness of the image to determine value for threshold. 2 -Intermodes method: (Prewitt & Mendelsohn 1966) . The threshold is found as minimum (valley) in bimodel or multimodal histogram. It is supposed that each object to be segmented creates a clear peak around the most frequent grey level value. 3 -IsoData method: (Ridler & Calvard 1978 in Landini 2011 . The threshold is defined as a value larger than composite average of background and object's averages. 4-IJ_IsoData method: this method is a different implementation of the previous method (Ridler Calvard 1978 in Landini 2011 . The method 3 (IsoData) implements the threshold as threshold = (average background + average objects)/2 while this one uses the average of values above and below G (where G is the searched value). The detailed description of the implementation of this method can be found in source code of ImageJ software. 5 -Li method (Li & Tam 1998) . It is based on iterative method for minimization of cross-entropy between segmented and original image. Cross-entropy is understood as a measure alternative to alternative squared error. 6 -MaxEntropy (Kapur et al. 1985) the method is based on original method of enthropy consideration proposed by Pun (1980) (in Kapur et al. 1985) while in Kapur et al. 1985 numerical errors in his formulation were rectified and examples presented. 7 -Mean (Glasbey 1993) , the threshold is set as a mean of grey values, this method is sometimes used as a starting threshold value in other methods. 8 -MinError (I) based on Kittler & Illingworth (1986) . The value of threshold is derived under assumption of normal distribution of grey level values. It is mostly suitable in multithreshold images. 9 -Minimum (Prewitt & Mendelsohn 1966) This method similarly to the internodes method assumes a bimodal histogram. The histogram is smoothed until only two local maxima remain. 10 -Moments (Tsai 1985) . A method which estimates the threshold in a way that the moments of the input image are preserved in an output image. 11 - Otsu (1979) searches for the threshold that minimizes intra-class variance. 12 -Percentile (Doyle 1962) , method assumes the foreground pixels to be 0.5 13 -RenyiEntropy (Kapur et al. 1985) uses Renyi Entropy, otherwise similar to Max Entropy method. 14 -Shanbhag (Shanbhag 1994 ) modification of Kapur (1985) method with a more focus on resulting image. 15 -Triangle (Zack 1977 ) geometric method which assumes one peak of histogram in near one end and search toward the other end. 16 -Yen (Yen et al. 1995) takes to account two factors, the discrepancy between thresholded and original image and the number of bits required to represent thresholded image. More detailed description can be found in http://fiji.sc/wiki/ index.php/Auto_Threshold Projected area measurement: The root area is measured as amount of pixels belonging to the thresholded region. It is based on formula: area = (1/dpi)^2, where dpi is value of dots per inch used in scanning in mm. The ImageJ software offers direct calculation of area, after the correct scale setting. Length measurements: Several methods for root length estimation can be found in literature. For example (Vamerali et al. 2003) used Fibrelength (FbL) algorithm, which proved to be significantly faster than commonly used skeletonization, however it only provided reliable results with small densities of roots with no overlapping. Probably the most common and easiest method is before the skeletonization of binary image decribed for example in (Berntson 1992 ) the program presented here processes images by first converting digitized root images into a binary tree data structure which can be analyzed in a variety of ways to characterize the branching patterns and the distribution of link size within root systems. This allows quantification total root length and patterns of branching within root systems using analytical techniques from the analysis of stream drainage networks. The simple counting of pixels remaining after skeletonization can only provide reliable results if the roots are horizontally or vertically aligned (Vamerali et al. 2003) . In case of diagonally or randomly aligned roots the coefficient of certain value may be applied, for example Smit et al. 1994 proposed value of 1.12. Later Kimura & Yamasaki (2001; introduced the method for estimation of root length together with Here we propose modified algorithm for length estimation which provide similar results and can be easily implemented in ImageJ macro language. The main idea of using skeleton binary image is to count pixels which remain after skeletonization (black pixels). However not each pixel can be counted by the same weight as already mentioned by Smit et al. (1994) . On the other hand simple correction coefficient may be too simple to describe all possible situations where the correction is necessary. In Figure X are displayed six possible scenarios of central pixel and possible skeleton neighbours. Using Pythagoras theorem we can estimate the length for each situation: Situation 1, 3 and 4 the length value will be determined as full horizontal (or vertical) size of the pixel. E.g. if scanning dpi is 300, the length will be 25.4/300 = 0.0847 mm. In situations 2 and 5 the length value will be calculated as = 1.118 (* 0.0847 to convert to mm) = 0.0947. For the situation 6 the length will be calculated as = 1.414 (* 0.0847 to convert to mm) = 0.1197 mm. For the statistical analysis we used software SPSS 20.
Results
The absolute values of results are displayed in Figure 1 . In the left part are shown mean errors for area estimations and in the right part it is displayed the error for length estimation based on above mentioned algorithm. The "true" length is estimated from binary images created by human operator. We use Friedman Test to calculate the ranking for the individual methods; the resulting order is displayed in Table 1 . Table 1 . Friedman ranking of individual thresholding method (the default ImageJ method marked in bold).
Error by Method type
Ranks AreaErr_2 (Prewitt & Mendelsohn 1966) 3.69 AreaErr_10 (Tsai 1985) 4.45 AreaErr_3 (Ridler & Calvard 1978) 4.47 AreaErr_11 (Otsu 1979) 4.61 AreaErr_9 (Prewitt & Mendelsohn 1966) 4.63 AreaErr_d (default method) 4.73 AreaErr_4 (Ridler & Calvard 1978) 4.73 AreaErr_5 (Li & Tam 1998) 4.97 AreaErr_1 (Huang & Wang 1995) 9.11 AreaErr_13 (Kapur et al. 1985) 10.59 AreaErr_6 (Kapur et al. 1985) 10.67 AreaErr_16 (Yen et al. 1995) 12.19 AreaErr_8 (Kittler & Illingworth 1986) 13.13 AreaErr_7 (Glasbey 1993) 14.50 AreaErr_15 (Zack 1977) 14.69 AreaErr_14 (Shanbhag 1994) 14.84 AreaErr_12 (Doyle 1962) 17.00
We use the K-means cluster technique to divide the data into two groups which may be interpreted as a classification into "good" and "bad" thresholding techniques classes. The "bad" group starts with AreaErr_1 the error in area estimation by method 1. The accuracy of each method is composed of two principal errors: 1 -over estimation: the pixel is defined as the root pixel in analysed image, but in true image it is background 2 -under estimation: pixel is defined as background image, though in true image it is root. Both errors may be considered incorrect though in case of equivalent over and under estimation the area may be OK The best indicator of this error is ratio over/under estimation displayed in table 2. The value above 1 indicates that the method produce more overestimation pixels than underestimation pixels. The value close to 1 indicates the equal production of these two errors, while values under one indicate that the underestimation prevails. We calculate the ranking based on this index. The interpretation of this value should be in a sense that the highest the position the more the underestimation prevails and the opposite. The methods positioned in the middle of the table are those with more balanced over and underestimation which is possibly correlating with the precise length estimation (however it does not mean the correct position of the root was found it might have been displaced equally so the over and underestimation are similar). Table 2 . Ratio between over-and under-estimation (the default ImageJ method marked in bold).
Error by Method type Ranks Mean index15 (Zack 1977) 2.38 0.013 index7 (Glasbey 1993) 2.59 0.014 index12 (Doyle 1962) 3.13 0.034 index16 (Yen et al. 1995) 4.47 0.042 index8 (Kittler & Illingworth 1986) 5.69 8.313 index6 (Kapur et al. 1985) 5.95 0.051 index13 (Kapur et al. 1985) 6.03 0.051 index1 (Huang & Wang 1995) 7.48 0.235 index10 (Tsai 1985) 10.36 1.648 indexD (default method) 10.70 2.038 index4 (Ridler & Calvard 1978) 10.70 2.038 index11 (Otsu 1979) 11.08 2.056 index3 (Ridler & Calvard 1978) 11.22 2.086 index2 (Prewitt & Mendelsohn 1966) 14.16 4.189 index9 (Prewitt & Mendelsohn 1966) 14.97 6.041 index5 (Li & Tam 1998) 15.69 7.867 index14 (Shanbhag 1994) 16.41 -Length estimation and impact of thresholding on correct length estimation. One of the most important variables for root studies is the total length of the sample. The accuracy of length estimation depends on correct shape extraction by thresholding. While during area estimation (especially when under and over estimation is balanced) the accuracy may be good, compared to human observer, in case of length there is necessity for the shape to be as much similar as possible to the real one. Table 3 shows the rankings for individual methods calculated by Friedman test. It is possible to observe that the method 10 is considered as the best method in error estimation. Table 3 . Ordering of methods by ranking estimation for length measurements (the default ImageJ method marked in bold).
Error by Method type Ranks Len_err_10 (Tsai 1985) 3.73 Len_err_d (default method) 3.92 Len_err_4 (Ridler & Calvard 1978) 3.92 Len_err_11 (Otsu 1979) 4.05 Len_err_3 (Ridler & Calvard 1978) 4.19 Len_err_1 (Huang & Wang 1995) 4.61 Len_err_2 (Prewitt & Mendelsohn 1966) 6.50 Len_err_9 (Prewitt & Mendelsohn 1966) 7.44 Len_err_5 (Li & Tam 1998) 8.03 Len_err_13 (Kapur et al. 1985) 10.16 Len_err_6 (Kapur et al. 1985) 10.17 Len_err_16 (Yen et al. 1995) 12.19 Len_err_8 (Kittler & Illingworth 1986) 13.31 Len_err_14 (Shanbhag 1994) 14.41 Len_err_7 (Glasbey 1993) 14.63 Len_err_15 (Zack 1977) 14.75 Len_err_12 (Doyle 1962) 17.00
Discussion and conclusions
The automatic image analysis methods for root studies are of essential importance due to the large amount of samples usually being evaluated in the studies. The target variables to be measured are the root area, root length, the classification of roots into diameter classes, the amount of root tips, forks and other. The first two mentioned variables (area and length) are the main aim of this study and especially the automatic estimation of them. In order to automatically estimate the values the following steps need to be executed: digitization of roots into raster image, segmentation by threshold, counting the pixels belonging to roots, skeletonization and estimation of length. The digitization is done by a scanner in which the sample is spread on the plate, if necessary in the water. The illumination of the roots may be from the bottom (the position of sensor), but it has been demonstrated that more reliable results are obtained if the light source is above the sample, e.g. in the upper lid of scanner. Such scanners are commercially available, and usually they are used for scanning of negative film material. The main advantage of illumination from above is that the root colour is not taken to account for the automatic image analysis, and the only values coming from scan are the levels of grey and that the shadow is not present. The advantage of colours is that they can be used when working with small plants whose roots are white or transparent and they are difficult to distinguish if they are illuminated from above. The roots of woody plants are usually dark and the root skin (especially when wet) may reflect the light (causing white shiny artefacts) confusing the automatic detection. Therefore for the acquisition of digital images of woody roots the above light is more suitable.
The next step for automatic analysis of roots is the automatic segmentation of the images into roots and background. This problematic (the problematic of automatic thresholding) is the main purpose of this study. The following procedures, after segmentation, are area assessment which is the sum of pixels defined as roots, then morphological analysis: length estimation and others. We compare the automatically calculated threshold levels to human processed binary images e.g. images which were manually segmented into roots and background, not using threshold but manual pixel identification. The operators were asked to paint the roots on the image by black colour and the rest (background) was filled by white colour. The main reason for this kind of process was to avoid possible errors caused by the thresholding method itself.
As it can be seen from tables 1-3 the two best methods considered for area estimation are methods 2 (Prewitt & Mendelsohn 1966) and 10 (Tsai 1985) . The K-means clustering into two groups (better and worse) indicates that several methods are suitable for area estimation including 2 (Prewitt & Mendelsohn 1966 ), 10 (Tsai 1985 ), 3 (Ridler & Calvard 1978 , 11 (Otsu 1979) , 9 (Prewitt & Mendelsohn 1966 ), default, 4 (Ridler & Calvard 1978 and 5 (Li & Tam 1998) . All these methods provide reliable estimates of projected area of roots compared with the human observer. The principal danger, especially when using the global threshold values, which is kind of context unaware, is that the area may be displaced to the shadow or blurry parts and in such way the total area value may be correct, however its incorrect positioning may cause errors in subsequent processing.
Therefore the error of over and underestimation was evaluated pixel by pixel in table 2. The error is displayed in column Mean. Closer the value is to number 1, the better is the fit of the pixels estimated by automatic procedure and those marked by the human observer. The values below 1 indicates that there is the underestimation e.g. the values are marked as the background however they should be marked as the roots. The values over 1 indicates opposite of this situation, e.g. the pixels are marked as the roots however they should be marked as the background. It can be observed that the method 10 (Tsai 1985) is the one closest to the value of 1 so its accuracy in terms of over and under estimation is most likely the best.
The mentioned result is also reflected in the table 3 where the length error estimation is displayed. The method number 10 (Tsai 1985) is the best method for assessment of length from binary images and other methods from the upper half of the table (methods default, 4 (Ridler & Calvard 1978) , 11 (Otsu 1979 ), 3 (Ridler & Calvard 1978 , 1 (Huang & Wang 1995) , 2 (Prewitt & Mendelsohn 1966) , 9 (Prewitt & Mendelsohn 1966) and 5 (Li & Tam 1998) ) are considered better (more recommended) as the other half. We used approximate estimation of the length from skeletonized images. We found out that some method perform better than others and clustered them into two groups which may be interpreted as good and bad methods for root image thresholding. The one method which appears to be the most accurate (however not significantly more than the other methods in the "good" group) is the method of moments described in Tsai (1985) .
As already mentioned by Bouma et al. (2000) the scanning protocol is very important to avoid subjective decisions during the root measurement process. The root staining, following (Tollner et al. 1994 ) may enhance the visibility of roots, though nowadays the most common technique to improve the contrast between roots and background is the use of above light, so called TPU (transparency unit). This kind of scanner is common on the market. We showed that even when using TPU however, the values of automatic threshold will vary based on the method used to calculate it and so it is important to choose the most suitable one. The evolution of devices for image acquisition nowadays, and the simultaneous advances in computer vision (with other algorithms for automatic image analysis) suggest that the use of digital images for measurements is promising and its potential will increase very probably in the near future.
