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1Chapter 1
Introduction
2This thesis is about methods for electronic structure calculations on molecular
systems. The ultimate goal is to construct methods that yield potential energy
surfaces of sufficient accuracy to allow a qualitatively correct description of the
chemistry of these systems; i.e. heat of formation, isomerisation barriers,
equilibrium geometries, and vibrational spectra. As a step towards this goal
most of this text deals with multi-reference Møller-Plesset [1] perturbation
theory (MRMP). Additionally, multi-reference configuration interaction (MRCI)
[2,3] and multi-reference coupled electron pair approximations (MRCEPA(0) )
[4] feature regularly as competing alternatives.
In quantum chemistry potential energy surfaces are calculated from the time
 within the Born-Oppenheimer
approximation [7], symbolically denoted as
ˆH = E . (1)
This equation defines the total energy E  of the molecule at a chosen fixed
geometry. Actually, E  is a function of the nuclear coordinates called the
potential energy surface of the molecule. The name potential energy surface
equation for the nuclear motion. The potential energy surface contains
information of chemical importance, e.g. equilibrium geometries are at the
minima, transition states are at saddle points, force constants are determined by
the curvature near the minima. So the potential energy surface holds the key
information needed in thermochemistry, reaction kinetics and infrared
spectroscopy. Thus it is worthwhile to try and calculate it.
1.1.1 Discretisation
equation is to discretise it using some basis. The solution is then represented as a
function of some parameters that remain to be calculated. In quantum chemistry
this is typically a multi level approach executed as follows.
First functions i of the coordinates of one electron ("1") are defined. These
functions are called orbitals referring to the orbits of particles in classical
3dynamics. In most approaches today the orbitals are expressed as a linear
combination of Gaussian functions A 1( )
i = cij j
A 1( )
j
(2)
centered at the atomic positions A. These Gaussian functions are termed atomic
orbitals and the linear combinations are called molecular orbitals.
In this thesis it is assumed that these expansions are chosen such that the
molecular orbitals are orthonormal. To incorporate the intrinsic magnetic
moment of the electrons the molecular orbitals are multiplied by a spin function,
 or depending on the spin state of the electron, giving spin-orbitals.
Throughout this thesis a spin-restricted approach is assumed, that is, the same
expansion coefficients are used for both  and  spin-orbitals. The advantage of
the spin restricted formalism is that methods may be constructed that are
guaranteed to yield solutions that are spin-eigenfunctions. This often is
convenient in applications in the field of spectroscopy.
From these spin-orbitals N-electron functions are constructed in the form of
Slater determinants [8,9] to enforce the Pauli exclusion principle [10]
= 1 2 n . (3)
Different determinants may be constructed by replacing one or more orbitals by
an other orbital. Subsequently the total wavefunction can be approximated by a
linear combination of Slater determinants
= Ci i
i
. (4)
The wavefunction presented in this form is completely determined if the
coefficients in equations (2) and (4) are known. The aim is to calculate these
recipes to determine these coefficients will be considered.
41.1.2 Levels of approximation: Hartree-Fock, limited CI, full CI
The simplest recipe is the one in which the wavefunction is approximated by a
single determinant. This approach is called the Hartree-Fock method [11,12] and
single electrons. To decouple the differential equation for an electron from the
equations of the other electrons the electron-electron interaction is integrated
over the coordinate space of the other electrons. As a result an effective one-
particle equation is obtained that accounts for an average interaction with the
other electrons.
The average electron interaction that is obtained in the Hartree-Fock method
may be too poor an approximation in some applications. To describe the actual
interaction between the electrons as completely as possible all linearly
independent determinants have to be taken into account variationally. Such an
approach is called full Configuration Interaction (full CI) and it gives the exact
answer within the chosen atomic orbital basis. The energy difference between
the Hartree-Fock energy and the full CI energy is called the correlation energy
[13].
Hartree-Fock and full CI are at the extrema of the spectrum of methods that may
be applied. In principle the exact solution within the basis may be obtained
using full CI. However, in practice such calculations are feasible only for small
molecules. The problem is that the number of determinants grows factorially
with the number of electrons and basis functions. Therefore in practice often
only a subset of all determinants is selected. It can be shown that due to the
orthogonality of the orbitals and the absence of more than two-particle
interactions in the Hamilton operator only determinants with at most double
substitutions from a reference determinant can have direct interaction with this
reference. Based on this notion the approaches most often used today describe
the wavefunction in terms of a (few) reference determinant(s) and all single and
double substitutions. The most straightforward approach in this vein is the
singles-doubles configuration interaction approach (CISD) where the
determinantal coefficients Ci are optimised variationally.
The limited many-configuration approaches like CISD yield energies that
depend on the shape of the orbitals. Therefore the orbital optimisation becomes
crucial and a qualitatively correct starting point is essential. However the
5Hartree-Fock approach as described up to now may not yield a suitable starting
point for an accurate many-configuration treatment. One reason is that the
Hartree-Fock method fails to describe the bond breaking in molecules when an
electron pair must be dissociated.
As an example consider the potential energy surface of ethylene for the rotation
of one methylene group relative to the other [14]. In the planar geometry (D2h)
the singlet ground state is well described by a single configuration
1ag21b1u22ag22b1u21b2u23ag21b3g21b3u2. (5)
However if the C-C torsion angle approaches 90˚ the bond is broken and two
singlet configurations with exactly the same energy appear (D2)
1a121b122a122b121b221b323a122b22 (6)
and
1a121b122a122b121b221b323a122b32. (7)
Such a situation is a typical case of near degeneracy. Clearly it is completely
arbitrary to select either of these configurations as the Hartree-Fock singlet
ground state. Also, in a CI treatment both configurations will have an equally
large coefficient. Therefore, the only reasonable alternative is to select both
configurations to describe the potential energy surface of the singlet A state.
To deal with these situations a Hartree-Fock type approach called multi-
configurational Hartree-Fock (MCHF) may be used that can take a few
determinants into account. For historical reasons this method is often referred to
as multi-configuration Self Consistent Field (MCSCF). The latter name refers to
the optimisation strategy that was initially used for such wavefunctions.
In a MCHF calculation three classes of orbitals may be distinguished, those that
are doubly occupied in all determinants, those that are unoccupied in all
determinants, and orbitals that differ in occupation for different determinants.
These orbitals are called inactive, virtual and active orbitals respectively. The
term "virtual orbitals" refers to the fact that these orbitals do not contribute to
the MCHF wavefunction and to the physical properties.
6The energy difference between MCHF and Hartree-Fock is called non-
dynamical correlation [15,16] because MCHF does not really take the actual
motion of the electrons into account. MCHF merely corrects the most severe
artefacts of the Hartree-Fock method by including near-degenerate
configurations. In contrast to this the energy difference between MCHF and Full
CI is called dynamical correlation [17]. The terms dynamic and non-dynamic
correlation are, however, not well defined. For example MCHF will include
some dynamical correlation also. Therefore these terms may only be used in a
qualitative sense.
1.1.3 Multi-reference approaches
In the case that a MCHF approach is used for the first step in a calculation it is
natural to define many-configuration methods that include all single and double
substitutions from all the determinants used in the MCHF calculation. There are
three main approaches to do this.
The conceptually most simple approach is to just generate all single and double
excitations from all reference determinants and use this determinantal basis as
such. This approach may be called an uncontracted approach. It has been studied
by Siegbahn [2] and it is used for example in the MRCI program by Saunders et
al.  [3]. To reduce the computational cost the most significant singles and
doubles may be selected to participate in the CI calculation. This has been
implemented by Buenker et al. [18].
Alternatively all single and double excitations from each determinant may be
generated yielding a many-determinantal function for each reference
determinant. Per reference determinant the singles-doubles wavefunction is
calculated and subsequently kept fixed. The total wavefunction is expressed as a
linear combination of these many-determinantal wavefunctions. Such an
approach is called externally contracted. It has been investigated for example by
Siegbahn [19,20] and it is implied in a number of effective Hamiltonian
approaches in the literature [21-23].
Finally, a (fixed) linear combination of the reference determinants may be
selected as the reference function, e.g. the ground-state MCHF wavefunction for
the system under consideration. Subsequently the total wavefunction may be
expanded using all single and double excitations from this multi-determinantal
7reference function. This approach is said to be internally contracted. It has been
investigated by Siegbahn [24], and by Werner [25].
In this thesis only the uncontracted and internally contracted approaches will be
discussed.
1.2 Properties of potential energy surfaces
1.2.1 Size extensivity and size consistency
The total energy of a system depends on the number of particles involved, i.e.
the size of the molecule. In general this dependence is not a simple relation.
However, there are some limiting cases to be discussed below, in which a
simple relation can be given. An acceptable method should be consistent with
this relation, i.e. be size consistent. In practice size consistency is not easily
obtained and a significant part of this thesis deals with this problem.
To study the scaling of the energy with the number of particles in a molecule
consider the example of a large monoatomic crystal. In this case the total energy
of the crystal may be calculated with high precision from an average energy per
atom in the crystal. So for a large crystal the total energy may be considered
linear in the number of composing particles. More precisely, in the limit when
the number of particles approaches infinity at constant density the average total
energy per composing particle approaches a constant. In thermodynamics a
property that satisfies this requirement is said to be extensive. Inspired by this
Bartlett [26] has suggested to call approaches that maintain this quality size
extensive.
difficult to prove the size extensivity. This has been done only for Hartree-Fock,
single-reference Møller-Plesset perturbation theory, single-reference coupled
cluster, and full CI. To show by calculations that a method is size extensive is
cumbersome because the average energy per particle converges slowly with the
number of particles. This means that a numerical test is out of the question
because the number of particles needed is too large for practical calculations.
However in the limiting case where the interaction between the subsystems
approaches zero the total energy becomes linear for any number of subsystems.
8An approach that maintains this quality is said to be size consistent [27]. Such a
situation is obtained for instance when considering two atoms at a large
separation. In this case the total energy clearly should equal the sum of the
atomic energies, i.e. for identical atoms this is equivalent to stating that 1 + 1
should be 2. In cases like these it may be possible to test the size consistency
both theoretically and numerically. Therefore in this thesis size consistency is
considered rather than size extensivity.
It may seem a bit overdone to stress the proper scaling of the energy with the
number of particles so much. However there are historical reasons for this. The
often used singles-doubles configuration interaction method (CISD) yields
dynamical correlation energies that scale like the square root of the number of
non-interacting electron pairs (i.e. 1 + 1 2 ). This scaling violates the required
linear scaling so severely that it will cause a major error in the calculated
energies even for relatively small numbers of electrons.
+
A
A
0
BA B
B
0
A
0
B
0
A
S
B
S
A
S
B
0 + A
0
B
S
A
D
B
D
A
D
B
0 + A
S
B
S + A
0
B
D
A
D
B
S + A
S
B
D
A
D
B
D
Figure I: The CISD wavefunctions for the monomers and the direct product
wavefunction of the dimer in relation to the CISD wavefunction for the dimer.
The CISD terms are in the grey area.
This poor scaling may be explained by considering a system of two identical
atoms without interaction. Because there is no interaction the wavefunction of
9the two atoms together should be the direct product of the wavefunctions of the
separate atoms. This means if a CISD calculation is performed on the separate
atoms then the direct product wavefunction for the dimer should contain at least
some four-fold excitations, see figure I. Clearly a CISD calculation on the total
system cannot reproduce this wavefunction because the triple and quadruple
excitations are missing. CISD is clearly unsuitable for obtaining size consistent
results. However size concistency is essential in comparing results for systems
of different size.
1.2.2 Invariance of the energy for orbital rotations.
As mentioned before full CI gives the exact energy within the atomic orbital
basis. This means that the full CI energy does not depend on the particular shape
of the orbitals. This is no longer true for an approach that uses a limited set of
determinants. In such a case the orbitals are optimised using a Hartree-Fock type
approach. However, the orbitals obtained from such an approach are not
uniquely defined. This results from the fact that the wavefunction obtained is in
general invariant for unitary transformations among the inactive orbitals, among
the virtual orbitals and among degenerate active orbitals. Therefore there is no
physical criterion to restrict these rotations. This means that any method to
calculate the dynamic correlation energy using these orbitals must be invariant
for these rotations also, otherwise a discontinuous potential energy surface may
be obtained. Such a potential energy surface would be unphysical.
1.3 Requirements for an appropriate ab initio method
Having described the most important aspects in ab initio theory with respect to
this thesis a list of required properties for an acceptable method may be
compiled. An early attempt to generate such a list was published by Pople et al.
[27] when trying to formulate "theoretical model chemistry". This list contained
four points
1) A method should provide well-defined results for the energies of
electronic states for any arrangement of fixed nuclei, leading to a
set of continuous potential energy surfaces.
2) A method should be such that the amount of computation does not
increase too rapidly with the size of the system.
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3) A method should be size consistent.
4) A method should yield upper bounds to the exact solutions, i.e. be
variational.
This list followed an earlier version presented at the Boulder conference in 1972
[28]. A remarkable difference is that at the conference Pople felt that
interpretability of a model was important, while the upper bound property was
not mentioned then. In the list reproduced above Pople introduced the upper
bound property at the expense of the interpretability but he did not comment on
this change, nor did he explain why the upper bound property is important.
Half a decade later another list was published by Bartlett [26]. This list stated
that a method should be
1) size extensive.
2) generally applicable to a wide class of problems within one
framework, i.e. not dependent on specific choices of
configurations
3) invariant to unitary transformations among degenerate orbitals
4) efficient and cost effective
5) applicable to excited states and open shells
6) able to dissociate a molecule correctly into its fragments.
The second, third and fifth item on this list can together be considered as a more
explicit statement of Pople's first requirement. New on this list is the realisation
that even a method that yields continuous potential energy surfaces may yield
unphysical results if it can not describe dissociations properly. This realisation is
at the heart of the development of MCHF and multi-reference methods although
these methods conflict with the second requirement. Multi-configurational
approaches for proper dissociation explicitly depend on the right choice of
configurations. Furthermore, the size extensivity of a method has been raised to
the prime position whereas the upper bound property has been dropped.
The reason the upper bound property was found to be of little importance is that
this bound is of little value without a lower bound. There have been some
attempts to calculate lower bounds (e.g. [29]) but none of the proposed methods
has been very successful. So we are left in a situation where the lower bound is
unknown. In this case the upper bound gives no real information about the
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accuracy of the calculated property. Also, many quantities of chemical interest
are calculated from energy differences. Therefore, even if the energies are upper
bounds this does not imply any bound on the calculated difference. So in
practice the upper bound property is of little value.
Before turning to the list of requirements aimed at in this thesis one should
distinguish between two approaches to obtain good descriptions of chemical
phenomena.
The first approach is to calculate the energy of chemical systems as accurately
as possible. From these very accurate energies relevant properties may be
calculated with high precision.
The second approach is to devise methods that capture all the necessary physical
qualities but are not necessarily extremely accurate. However because all the
relevant physics is included it may be hoped that the calculated properties are of
chemical significance and allow for qualitatively correct chemical predictions.
The first approach may be inevitable in some areas of research such as in the
studies on van der Waals interactions or floppy molecules. The second approach
may be sufficient to study chemical reactions and electronic spectra. This thesis
follows the second approach.
In order to obtain results that are sufficiently accurate for studying potential
energy surfaces it is at least required that a method should be
1) well defined at a wide range of geometries
2) able to dissociate a molecule properly
3) invariant for different orbital representations of the (reference)
wavefunction
4) size consistent
5) able to calculate energies of similar quality at a wide range of
geometries
6) efficient.
The first item underlines that a method should yield a continuous potential
energy surface at all reasonable geometries. The fifth point in practice means
that the dynamic correlation energy should be accounted for to some extent.
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1.4 Outline of this thesis
This thesis will address methods to calculate potential energy surfaces. The
performance of these methods will be checked against the requirements listed in
the previous section. Initially, it was clear that in order to dissociate molecules
properly a multi-configurational starting point is essential. This means that all
methods that will be discussed are based on a multi-reference wavefunction
where the reference function is optimised using MCHF.
Beyond the MCHF method there are various methods to account for the
correlation energy of a molecule. From studies on single-reference treatments it
was known that the perturbation theory formulated in 1934 by Møller and
Plesset [1] (MP) is an exactly size consistent and efficient method for such
calculations. It was known also that the single-reference MP method diverges in
cases where two states are close in energy. The basic idea at the start of the
work described here was to avoid these divergences by including all nearly
degenerate states in the reference function thus generalising the method to the
multi-reference case. If this would be possible while retaining the size
consistency a very efficient and highly accurate multi-reference Møller-Plesset
(MRMP) method would be obtained.
The questions concerning this approach were: "Is it possible to avoid the
divergences using a multi-reference treatment? Does the perturbation theory
retain its size consistency if it is generalised?" The literature at the time [30,31]
suggested that MRMP naturally would lead to an improvement of the results
calculated. However, as far as the size consistency was concerned it was
uncertain if it could be retained. Some had come to believe that size consistent
multi-reference treatments are impossible in principle [32,33].
The major part of this thesis addresses the points raised in the previous
paragraph. In chapter 2 the implementation of MRMP in the ATMOL [34]
program package is described. Chapter 3 addresses the convergence behaviour
of the perturbation series and a method to test it is suggested. Chapters 4 and 5
discuss the size consistency of MRMP both mathematically and based on
applications.
Perturbation theory is not the only method that yields size consistent results.
Already in the sixties it was known that some electron pair approximations give
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size consistent correlation energies also. In the single-reference case it was
shown that coupled electron-pair approximations (CEPA) could be used as a
size consistent approximation to coupled cluster in the singles-doubles
configuration space. In practice CEPA may be implemented such that estimates
of the energy contributions lacking in the CISD method are added to the
diagonal of the Hamiltonian matrix. These estimates depend on the shape of the
wavefunction obtained so far. This way the size consistency is incorporated in
an iterative manner. Ruttink et al. [4] have generalised this approach to the
multi-reference case (MRCEPA(0) ). Although this approach is not exactly size
consistent it is the best alternative to MRMP we have available. For this reason
the MRMP results in this thesis are often compared to results obtained with
MRCEPA(0).
At the heart of the MRCEPA(0) is the Davidson diagonalisation method that is
used to iteratively solve the eigenvalue equations. The efficiency of the
MRCEPA(0) depends primairily on the rapid convergence of the Davidson
method. Essentially, the Davidson method calculates the best approximation to
the wavefunction from a given set of vectors. Through extending this set by one
vector (the update vector) in every iteration convergence is guaranteed. The
speed of convergence depends on how appropriate the update vectors are.
However, Sleijpen and van der Vorst [35] realised that if the method was
applied exactly as suggested by Davidson it would never converge. A detailed
analysis allowed for improvements of the method and the application of these
improvements in quantum chemistry is discussed in chapter 6.
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Chapter 2
Multi-reference Møller-Plesset
perturbation theory
 Implementation to third order and applications
Abstract
The generalised Møller-Plesset perturbation theory for open-shell and multi-configurational
reference functions as formulated by Wolinski, Sellers and Pulay is implemented in a multi-
reference CI program that allows general reference functions. Extension to third order is
straightforward at the cost of one CI iteration. The method is applied to several small model
problems, i.e. the singlet-triplet splitting in methylene,  the dispersion energy of helium
dimer, and the dissociation energy of N2 and O2. Also the method was applied to a larger
system, i.e. the transition energy 1Ag  1Bu in 1,1’-bicyclohexylidene was calculated. The
results depend little on the projection operators chosen in the definition of the zeroth-order
Hamiltonian. The dissociation energies obtained are fairly good. In most calculations,
MRMP3 is closer to higher order methods [Multi-Reference CI (MRCI), MRCI with
Davidsons correction, and MRCEPA(0)] than MRMP2. However, in the calculation of the
dissociation energy of dioxygen the MRMP2 results are closer to the higher order methods
than those of the MRMP3 results. The method is not free of problems, however, as we have
found divergences on the potential energy surface of N2 at the MRMP3 level. For the
calculation of dispersion energies, which depend on the reordering among the reference
states, the MRMP2/3 method brings no improvement over the single-reference approach,
although this may be cured at higher orders in perturbation theory. The method was also
applied to a larger system, i.e. the 1Ag  1Bu transition energy in 1,1’-bicyclohexylidene
was calculated. Size consistency corrected MRCI, MRCEPA(0) and MRMP3 all agree
closely on the transition energy, which is, however, still too high compared to the
experimental value.
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2.1 Introduction
The calculation of potential energy surfaces is perhaps the most important
application of quantum chemistry. Since during a reaction bonds are broken and
reformed, a single-determinant description is not of consistent quality. The
commonly used Restricted Hartree Fock (RHF) method breaks down for radical
bond breaking while the Unrestricted Hartree Fock (UHF) method leads to spin
contamination. The Multi-Configurational SCF (MCSCF) approach remedies
these shortcomings by including all configurations that are important in various
regions of the potential energy, creating a qualitatively correct zeroth-order
wavefunction. Though the use of a multi-reference function is a useful
prerequisite for obtaining a consistent description and it ensures a proper
description of the non-dynamic correlation energy, it is not sufficient since in
general the dynamic correlation energy, which is essentially impossible to
include to a significant extent in MCSCF, changes with the molecular geometry
[1-3].
The principal ways to describe the dynamic correlation energy are the
variational Configuration Interaction (CI) technique, the Coupled Cluster (CC)
approach, and the use of Perturbation Theory (PT). Whereas the former methods
offer a more complete description of the correlation, low orders of PT are much
more efficient. The Møller-Plesset form of PT shares with the more expensive
CC techniques the desirable property of size consistency [4,5].
Perturbation theory may be generalized to the multi-reference case in different
ways, for example using effective Hamiltonians, using different types of H0
using, different expansions for the wavefunction, etc. [5-22]. In this paper we
explore the performance of the generalisation of Møller-Plesset Perturbation
Theory (MPPT) [23] as formulated by Wolinski et al. [24,25]. Different
approaches to multi-reference MPPT are the CASPT approach  implemented in
MOLCAS [26-28] and the multi-configurational MPPT approach in MOLPRO
[29] . We discuss some aspects of the implementation of the theory. In addition
we consider the implications of various choices possible in the zeroth order
Hamiltonian. We study a set of problems ranging from the breaking of double
and triple bonds for closed and open shell systems to the dispersion energy in
Van der Waals systems, and to the calculation of transition energies in large
organic molecules. A number of these cases have been studied by Werner [29]
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also. However for the diatomic molecules we concentrated on calculating the
potential energy surface instead of the spectroscopic constants.
2.2 Theory
The theory corresponds closely to the closed shell Møller-Plesset theory and
will indeed reduce to this approach in the single-reference closed shell case. We
will therefore recapitulate the single-reference closed shell approach first. As
usual in perturbation theory, the total Hamiltonian is split into a zeroth order
part and a perturbation:
H = H0 + V (1)
H0 in Møller-Plesset Perturbation Theory is the closed-shell Fock operator
H0 = F = f i
i
(2)
where f is the usual one-electron closed-shell Fock operator, the elements of
which are obtained from the one-electron density matrix P and the one- and
two-electron integrals as
f = h + P ( ) 12 ( )[ ] (3)
The zeroth order energy is the sum of orbital energies
E0 = E
(0)
= 0 H0 0 = i
i
(4)
and the first, second and third order energies are given by
E1 = E
(0) + E(1) = 0 H 0 = Eref (5)
were Eref  is the energy of the Hartree-Fock determinant and
E2 = E1 + 0 V 1
= E1 + 0 H 1
(6)
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E3 = 0 + 1 H E1 0 + 1 + E1
= 0 + 1 H Eref 0 + 1
(7)
The first order wavefunction is formally obtained by
1 = H0 E0( ) 1QV 0 (8)
where Q = 1 0 0  to guarantee that 1 will have no component in 0.
1 is computed by expanding it formally in the space of all determinants
obtained from the reference determinant by substituting virtual orbitals for
occupied ones. If canonical molecular orbitals are used, the zeroth order
Hamiltonian (the Fock operator) is diagonal in the configuration basis. Only
doubly substituted determinants can contribute to 1 and the matrix inversion
implied in Eq. (8) becomes trivial. Equation (7) shows that calculating the MP3
energy requires a matrix vector product with the Hamilton matrix, which costs
as much as a single iteration in a CI calculation.
In the general case of a multi-configurational or spin restricted open shell RHF
wavefunction, one may still define a Fock operator through the first order
density matrix as in Eq. (2) [30]. By comparing this (spin-averaged) zeroth-
order Hamiltonian with the unrestricted Fock matrix, it is evident that H0
defined by Eqs. (2,3) has some deficiency for high-spin open-shell systems, and
there has been a number of attempts to improve it for these cases [9,12,18,31].
We will not comment on perturbation theories aimed at restricted Hartree-Fock
reference only [32-34], as in our opinion an open-shell PT should be the limiting
case of a multi-reference theory. The most promising of the modifications
suggested for H0  appears to be the one by Andersson [31], because it allows to
remove the often low lying singly and doubly excited states in the orthogonal
complement space to the reference function from the MP2 and MP3 equations.
A difficulty in all open-shell and multi-reference perturbation theories is that the
zeroth-order wavefunction 0 is not necessarily an eigenfunction of H0 defined
by Fock operators. To restore the eigenfunction property we can define a
projector on 0 as
P0 = 0 0 (9)
Using this projector, a plausible choice for H0 is
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H0 = P0FP0 + 1 P0( )F 1 P0( ) (10)
Unfortunately, this zeroth-order Hamiltonian does not lead to a practically
useful general PT since it is not block-diagonal in the excitation levels, and thus
the first-order wavefunction with this H0 contains not only doubly but also
triply, quadruply, etc. substituted configurations. To escape this problem H0
may be defined as [25]
H0 = P0FP0 + P1FP1 + P2FP2 + (11)
where P1 is a projector on the singly substituted states, P2 on the doubly
substituted ones, etc. We denote this as model 1. It is not trivial to define
substitution levels for a multi-configurational reference state. Wolinski and
Pulay [24] defined them by applying repeatedly the single substitution operator
manifold (Eij-Eji) to 0, and orthogonalising the resulting set to any lower order
substituted subspace. This method allows the consistent definition of arbitrary
high orders of PT, although the practical usefulness of high orders is doubtful.
This formulation leads naturally to the internally contracted [35] form of CI
theory, with the advantage that the configuration list is dramatically shortened,
although at the expense of a more complicated structure of the matrix elements.
In most early CI programs, single and double substitutions were treated
together. In this vein Anderson et al. [26] have defined their zeroth-order
Hamiltonian as
H0 = P0FP0 + P1+2FP1+2 (12)
where the part of the Hamiltonian that is needed only in fourth and higher orders
(i.e. the orthogonal complement of the reference function, and three-fold and
higher excitations) is left out. For historical reasons we call this model 3; its
projection operators are defined as model 1, i.e. using a contracted formalism.
Although MRMP is not strictly size consistent in various implementations, test
calculations on Be-dimer (RBe-Be 200 bohr, basis 6-311g*, CAS reference in
3 , 4 *, 5 , 6 *, 1 x, 2 x*, 1 y, 2 y* orbitals) yielded a size consistency error
of less than 0.1 for model 1, whereas model 3 was found to be not strictly
size consistent. A number of applications have been reported by this method at
the second order level by Roos and co-workers [36-45].
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An alternative definition of the projectors to the space of substituted
configurations is to consider the substitution operators applied to each reference
configuration separately, not to the full reference wavefunction. This
uncontracted approach leads to much larger substituted subspaces, the ratio to
the contracted approach being roughly the number of configurations in the
reference space. This is the principal disadvantage of this method, since it is not
applicable to long reference expansions, say 105 or 106 configurations. Using an
H0 that is formally identical with Eq. (12), except that the projector P1+2
projects to the space spanned by applying the substitution operators to each
reference configuration, Murphy and Messmer [46] implemented this form of
multi-configurational PT first. We call this model 0. As model 1 and model 3
differ only in some small coupling terms between singles and doubles and are
numerically almost equivalent, we will concentrate on models 0 and 1.
Finally, Werner [29] defined a compromise method that uses uncontracted
functions for the internal and singly external configuration spaces, and internally
contracted states for the rest of the space.  We have not studied this possibility.
Unlike in the closed-shell case, it is not possible in general to define canonical
orbitals that are eigenfunctions of the Fock operator, Eq. (3), particularly if a
limited CI expansion is used (not a Complete Active Space [47-49]). This means
that, unless the Fock operator is truncated to a diagonal form, the first-order
wavefunction must be determined using the full formula Eq. (8). Although this
looks formidable at first, the first order wavefunction can be determined by an
efficient iterative procedure, since the matrix H0 is very sparse, just as in the
case of closed-shell Møller-Plesset theory with non-canonical (localised)
orbitals [50]. The use of a non-diagonal H0 is essential for the formulation of the
theory in an orbital-invariant manner, and it usually also leads to better results
than a zeroth-order Hamiltonian truncated to diagonal form [51].
2.3 Implementation
We implemented the multi-reference Møller-Plesset formalism as an option in
the Direct CI program of Saunders and van Lenthe [52]. This program uses a
basis of spin-adapted Configuration State Functions (CSF). Both the projected
formalism using the CSFs as a basis, and the contracted formalism using the
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contracted reference state and the contracted excited states as a basis were
implemented.
The singly and doubly excited states needed in both approaches are obtained by
applying the substitution operators to the MCSCF reference function [24], and
subsequent orthonormalisation of the resulting states. This is a deviation from
the internally contracted CI methods [53], where possible non-orthogonalities
can be handled by diagonalisation. The orthogonalisations are only required
within very restricted subspaces, i.e. configuration spaces having the same
number of holes in the doubly occupied and the same number of particles in the
virtual spaces of the multi-configurational reference function. In the case of
model 0 no orthogonalisation is required except for excitations completely
within the active orbitals of the MCSCF wavefunction [46]. The
orthogonalisation may be performed through diagonalising the overlap matrix as
is done by Andersson 
by Werner [29], but we choose the Modified Gramm-Schmidt (MGS) method.
A slight problem with MGS is that it is numerically less accurate [55].
Therefore, if a vector has been orthogonalised to a set of orthogonal vectors
using MGS the orthogonality should be checked. If needed, a second iteration
on the vector may be performed to achieve orthogonality within the desired
accuracy.
In both the projected and contracted form Eq. (8) is solved using the Jacobi
method [56,57] which involves evaluating
C1
n+1
= C1
n D 1 H Eref( )C0 + H0 E0( )C1n[ ] (13)
each iteration. Here D is the diagonal of the Fock operator H0 possibly adjusted
with a level shifter. The part between square brackets is the residue, the norm of
which may be used to monitor the convergence of the iteration process. The
HC0 term in Eq. (13) is obtained from the first iteration of the Direct CI
program using the MCSCF vector C0 as CI vector. Convergence is accelerated
using a standard DIIS procedure [58,59]. In this method only a matrix-vector
multiplication with the zeroth order Hamiltonian is required in each iteration.
The efficiency of this multiplication is important to the overall efficiency and
depends on the formalism (projected or contracted) used. Therefore the details
involved in the multiplication which are important to the efficiency will be
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discussed in the next two paragraphs for the projected and contracted formalism
respectively.
In the projected form the matrix-vector multiplication uses the CSF basis of the
direct CI program [52] (for notation we refer to [52] also). The standard
symbolic matrix elements of this program are used to evaluate the matrix
elements of H0. Many of the routines originally written for handling the CI
Hamiltonian may be reused as such or in a slightly modified form. Basically,
these routines use internal matrix elements that are precomputed, the external
part is generated on the fly. Only the original precomputed elements for H need
to be replaced by the elements for H0. To generate these elements the projection
operators have to be incorporated in the Fock matrix elements. In CSF basis the
projector on the reference function may be written as
0 0 =
S CS CT T
ST
(14)
where S  and T  label the internal occupation patterns, and  and  label the
spin patterns in the internal MOs. A projector on an excited state (here two
electrons are excited from the internal space to the external space) becomes
Eij
ab
0 Eij
ab
0 = Eij
ab S CS CT Eij
ab T
ST
(15)
Taking into account that the Fock operator is a one-electron operator the internal
occupation pattern may differ in one place to allow a CSF Eij
ab V
 to
contribute to a CSF Eij
ab S
. This leads to
Eij
ab
0 Eij
ab
0 F Eij
ab
0 Eij
ab
0 =
Eij
ab S CS CT Eij
ab T F Eij
ab U CU CV Eij
ab V
ST
UV
(16)
which results in a contribution to the matrix-vector product with H0 of the form
Zab
S
= Bab
S V FCab
V + Bab
S V FCab
V (17)
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where B represents coupling coefficients (the bar over V and  indicates triplet
coupling of the electrons in the external MOs).
On the other hand the excitation operator may differ for one-electron to allow a
CSF Eij
ac U
 to contribute to a CSF Eij
ab S
. This leads to
Eij
ab
0 Eij
ab
0 F Eij
ac
0 Eij
ac
0 =
Eij
ab S CS CT Eij
ab T F Eij
ac T CT CU Eij
ac U
STU
(18)
which results in a contribution to the matrix-vector product with H0 of the form
Zab
S
= Bac
S U FbcCac
U
c
+ Bac
S U FbcCac
U
c
(19)
This means that the Fock matrix transformed to CSF basis behaves as a one-
electron operator among the external orbitals in the sense that it only couples
CSFs differing one orbital in the external space. However, it couples all internal
occupation patterns and in that sense it behaves similar to a multiple electron
operator. In practice this means that the integrals needed in the matrix-vector
multiplication may be classified as shown in table I
Table I: Classification of zeroth-order hamiltonian interactions
CSF interactions Integral type
Vacuum-vacuum
Doublet-Doublet [ij|kl] and [ij]
Singlet-Singlet
Triplet-Triplet
Doublet-Vacuum
Singlet-Doublet [ia]
Triplet-Doublet
Doublet-Doublet
Singlet-Singlet [ij|ab], [ia|jb] and [ab]
Triplet-Triplet
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Comparing this integral classification with the one for the total Hamiltonian [52]
it is clear that H0 does not behave as a true one-electron operator in this basis.
The appearance of two-electron integrals leads to a rather expensive matrix-
vector multiplication. In less detail this was pointed out by Roos et al. [30] also.
In the contracted formalism the Fock operator behaves as a true one-electron
operator, but the contracted states differ from the configurations used by the
original CI code in such a way that special multiplicators have to be written.
However, these multiplicators may be derived from the CSF-based
multiplicators. Following the MP2, MP3 merely constitutes a single iteration of
the Direct CI process, using 1 as the CI vector. Because the CI part of the
program still works in CSF space, 1 must be transformed back to the CSF
basis. Therefore the transformations from contracted state basis to CSF basis
and vice versa are implemented. These transformations together with the CI
matrix multiplication effectively offer a single CI iteration in the contracted
space. As a spin-off, this allows one to implement a contracted CI approach
also.
Our contracted formalism differs slightly from the formalisms implemented by
Werner and Andersson. Andersson [26] implemented an H0 such that no
internally excited states will contribute to 1, whereas our H0 may result in
contributions in the entire first order interacting space. Werner [29] has for
efficiency reasons implemented an approach in which the internal and semi-
internal states are left uncontracted. Only the external states are internally
contracted. In our approach all states are contracted.
The projected and the contracted implementation differ in various ways. First,
the projected approach is less work to implement than the contracted one
because many of the CSF based routines available may be reused. Although this
may seem attractive there is a runtime penalty in using the projected approach.
This is shown in table II were we compare the timings of the projected and
contracted approach for one of our test examples, the dissociation of N2 in a 6-
311G+g(d,p) basis set, using a 6 orbital - 6 electron CASSCF wavefunction as
reference (a comparison of the efficiency of MRCI and MRMP is given in the
1,1’-bicyclohexylidene example). This produces a total of 219042 symmetry
allowed CSFs and 6964 excited states for model 1. All these calculations are
performed on an Apollo DN10000 workstation, a rather modest machine by
today’s standards.
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Table II. Timing comparison for MRMP models and MRCI
Symbolic*
(seconds)
Time/Iteration
(seconds)
# Iterations Total
(seconds)
MRSDCI 210 270 12 3500
Proj. MP2-model 1 320 110 31 3700
Proj. MP2-model 0 270 73 10 1000
Contr. MP2-model 1 220 1.5 10 235
*
 The symbolic includes the calculation of the MRCI and MRMP coupling
constants, and the generation and orthogonalisation of excited states.
The projected MP2 is more efficient than the CI because H0 contains fewer
interactions than H. Specifically, integral types having three or four external
orbital indices (e.g. [ab|cd]) are absent in H0. Furthermore, projected MP2
model 0 is more efficient than model 1. This is partly because there are no
projectors between the doubles and the singlets and triplets in model 0 so there
are fewer interactions among those CSFs. Also, the model 0 H0 is more
diagonal dominant thus facilitating the convergence of the linear system solver.
However, the contracted MP2 is much more efficient than the projected MP2.
Because in the contracted formalism only the true first order interacting space of
the reference function is taken into account the contracted space is much smaller
than the CSF space. For example, the CSF reference space in this case even
holds six fold excited states whereas in the contracted formalism these states
were removed while transforming to the contracted basis.
In an MP3 calculation however the contracted formalism has the disadvantage
that the contracted 1 must be transformed to CSF base which is not needed in
the projected approach. In practice, this transformation costs a small fraction of
the total CPU time needed to calculate the MP3 energy.
Concluding, the comparison between projected MP and contracted MP shows
that the contracted approach is the method of choice. Thus all results in the
following sections are calculated using the contracted formalism.
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2.4 Applications
We show the application of the contracted MRMP method to various problems.
We concentrate on comparing the various models. We compare the Møller-
Plesset results to MRCI [52], with and without a multi-reference Davidson size
consistency correction and MRCEPA(0) [60]. The Davidson correction [61] was
calculated using the overlap of the reference function and the CI wavefunction
as c0 and the difference of the energies of the two wavefunctions as correlation
energy [62].
As a first application we studied the singlet-triplet splitting of methylene to
asses the amount of correlation energy recovered in the multi-reference
perturbation approach. The other applications, except for the last one, are
concerned with various aspects of potential energy surfaces. The dispersion
coefficient of helium dimer is discussed as an application to pure dynamic
correlation interactions. The potential energy curves of N2 and O2 are discussed
as well as
 
the dissociation energies of N2, O2 and ethene. Finally, the transition
energy in 1,1’-bicyclohexylidene between the Ag and Bu state is calculated to
demonstrate the performance in large molecules.
2.4.1 Singlet-triplet splitting of methylene
The energy separation between the 3B1 ground state and the 1A1 first excited
state of CH2 was calculated by Bauschlicher and Taylor [63] as a calibration of
other correlation approaches. We therefore use their DZP basis and their
geometry. The results for both models 1 and 3 are given in table III.
For the reference functions a 2-configuration MCSCF function for the singlet
and the associated single-configuration function for a triplet, and a CASSCF
function where all electrons are distributed over the 5 active orbitals were
chosen.
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Table III Singlet-triplet splitting for methylene
Singlet
(hartree)
Triplet
(hartree)
Delta E
(kcal/mole)
Error
(kcal/mole)
SCF -38.886296 -38.927947 26.14 14.17
SCF/SDCI -39.018284 -39.041602 14.63 2.66
2-MCSCF -38.907659 -38.927947 12.73 0.76
2-MP2-1 -39.005802 -39.031047 15.84 3.87
2-MP3-1 -39.021856 -39.042263 12.81 0.83
2-MP2-3 -39.005858 -39.031192 15.90 3.93
2-MP3-3 -39.021953 -39.042350 12.80 0.83
2-CI -39.022155 -39.041602 12.20 0.23
2-CI+Dav -39.027748 -39.046911 12.03 0.05
2-MRCEPA(0) -39.028373 -39.047386 11.93 -0.04
CASSCF -38.945528 -38.965954 12.82 0.85
CASMP2-1 -39.013013 -39.037543 15.39 3.42
CASMP3-1 -39.023437 -39.043826 12.79 0.82
CASMP2-3 -39.013245 -39.037852 15.44 3.47
CASMP3-3 -39.023633 -39.043901 12.72 0.75
CASCI -39.025803 -39.044929 12.00 0.03
CASCI+Dav. -39.028541 -39.047389 11.83 -0.14
CASCEPA(0) -39.028030 -39.046816 11.79 -0.18
Full CI -39.027181 -39.046260 11.97 0.00
Firstly, one notices that the single-reference approach (SCF/SDCI) is inadequate
and therefore multi-reference techniques are essential. From the perturbation
approaches model 1 and model 3 yield essentially the same results. Second
order perturbation theory is slightly worse than the two-configuration
MCSCF/ROHF level, due to the inadequacy of the spin-averaged Fock matrix
as H0  for the triplet state. This agrees with the results of other groups [27]. The
modified H0 recommended by Andersson [31] performs significantly better in
this case. Third order perturbation theory is an improvement over the second
order but the resulting singlet-triplet splitting is no more accurate than that
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obtained from the MCSCF/ROHF calculations. The MRCI calculation with the
Davidson correction and the MRCEPA(0) calculation, both starting with the 2-
configuration MCSCF/ROHF wavefunctions, agree with the full CI results for
the splitting, although their energy goes slightly below the full CI result.
In [29] Werner gives a comprehensive comparison of CAS reference approaches
to this case. Our CASMP results are in agreement with Werner's overview.
2.4.2 The C6 dispersion coefficient of the He-dimer
The attractive component of the weak interaction energy of the He-dimer is
caused solely by the correlation energy. Whereas the single-configuration SCF
wavefunction for the system, does describe a proper dissociation to separate He
atoms, no attractive minimum is found in the Hartree-Fock approximation. The
C6 van der Waals coefficient, which corresponds to the dominant induced-
dipole-induced-dipole term in the multipole expansion, is calculated by fitting
the C6 and the C8 coefficients to energies calculated at 10, 20 and 2000 Bohr
inter-nuclear distance. We used the [6s3p2d] C1D2 basis set [64,65]. The full CI
calculations were performed using the program of Harrison [66] .
For this property the normal MP2 method fails badly. All approaches using a
single-configuration as reference function severely underestimate the dispersion
energy. To obtain the dispersion energy between correlated He atoms triple
excitations have to be included [67]. In the multi-reference calculations this is
achieved using the direct product of a 5-configuration double excitation
wavefunction for each He atom as the reference space.
The results in table IV show that the multi-reference CI calculations indeed
reach almost the basis set limit for C6. Furthermore, the MRCI and the
Contracted MRCI (MRCCI) yield the same results. This shows that all essential
contributions to the dispersion energy are contained in the contracted multi-
reference singles-doubles space. However, the multi-reference Møller-Plesset
theory performs no better than the single-reference approach regardless of the
model used, so the multi-configuration character of the reference function does
not yield improved results. Therefore, higher order perturbation theory is
required to obtain a proper C6 coefficient.
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Table IV C6 Dispersion coefficient for He2.
C6 (au) C6 (au)
MP2 1.11 MRMP2 1.05
MP3 1.32 MRMP3 1.32
SDCI 1.32 MRCI 1.44
SDCI+Dav. 1.39 MRCI+Dav. 1.44
CEPA-0 1.39 MRCEPA(0) 1.44
MRCCI 1.44
Full CI 1.45 Full CI 1.45
2.4.3 Dissociation of O2 and N2
Any performance study of a generalised perturbation method should at least
consider an open shell system. The dissociation of the triplet ground state O2
molecule into two triplet ground state O atoms is a typical example of such
systems. Therefore, we calculated the potential energy surface of the molecule
using MRMP2 and MRMP3 and compare the results to MRCI,
MRCI+Davidson, and MRCEPA(0) results. The calculations were performed
within D2h symmetry B1u using a DZP-basis with spherical harmonic d-
functions (exponent 1.2) (see [68] for the DZ part of the basis). A CAS in the
5 , 6 *, 1 x, 2 x*, 1 y, and 2 y* orbitals is used for the reference, and the 1S
orbitals are frozen at the MCSCF level.
The results are shown in figure I. The MCSCF curve has a maximum at 4.0
bohr. This causes the strong curvature around that point. This maximum has
been found in other studies [69-73] also, and there has been much discussion
about its nature. Because perturbation theory has been plagued by convergence
problems we feared for divergences at this maximum. However, the MRMP2
and MRMP3 behave nicely at that point. Further, the plot shows that correlating
methods improve the bonding energy considerably. All correlating methods
seem to give comparable results.
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Figure I: Bonding energy of O2 in DZP-basis plotted against the internuclear distance
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The bonding energy is plotted vertically in hartree. The internuclear distance R is
plotted horizontally in bohr on a logarithmic scale. The horizontal scale starts at 1.5
bohr. The distance at infinity Rinf is 200 bohr.
As a reference molecule to compare the O2 calculations to we chose N2. This
singlet molecule dissociates into two quartet atoms, breaking a triple bond
without further complications. The calculations on N2 were performed using the
6-311g* [74] basis, and a CAS in the 5 , 6 *, 1 x, 2 x*, 1 y, and 2 y* orbitals
as reference space. The 1S orbitals are frozen at the MCSCF level and not
correlated. The bonding energies of N2 are plotted in figure II.
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Figure II: Bonding energy of N2 in 6-311g* basis plotted against the internuclear
distance
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The bonding energy is plotted vertically in hartree. The internuclear distance R is
plotted horizontally in bohr on a logarithmic scale. The horizontal scale starts at 1.5
bohr. The distance at infinity Rinf is 200 bohr.
In contrast to the O2 plot the N2 curves show that correlating methods do not
seem to be so important for the bonding energy. Again all correlating methods
seem to give comparable results, except for the MRMP3 at 5.0 Bohr which
shows a “peak”. The “peak” in this curve suggests that the perturbation series is
divergent at that geometry. In a forthcoming article we will consider a test for
the convergence behaviour of perturbation series at dubious geometries [75] and
study this case in more detail.
The dissociation energies of O2 and N2 obtained from the calculations are
presented in tables V and VI respectively.
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Table V Dissociation energy of O2
E(Req)
(hartree)
E(Rinf)
(hartree)
Delta E
(kcal/mole)
MCSCF -149.732663 -149.598813 83.99
MRCEPA(0) -150.004409 -149.839666 103.38
MRMP2 -149.991294 -149.824555 104.63
MRMP3 -149.992384 -149.835002 98.76
MRCI -149.990020 -149.825954 102.95
MRCI+Dav. -150.007358 -149.839323 105.45
Experiment n.a. n.a. 114.13
The equilibrium distance Req is 2.3081604 bohr, and the infinite distance Rinf is
200 bohr. The experimental values were calculated from thermodynamic data [85]
and MCSCF zero point vibration energies in the DZP basis set calculated with
GAMESS-UK [82]
Table VI Dissociation energy of N2
E(Req)
(hartree)
E(Rinf)
(hartree)
Delta E
(kcal/mole)
MCSCF -109.107223 -108.789473 199.39
MRCEPA(0) -109.314009 -108.984356 206.86
MRMP2 -109.288746 -108.968016 201.26
MRMP3 -109.305037 -108.981735 202.88
MRCI -109.304247 -108.975167 206.50
MRCI+Dav. -109.315312 -108.985580 206.91
Experiment n.a. n.a. 220.26
The equilibrium distance Req is 2.0929693 bohr, and the infinite distance Rinf is
200 bohr. The experimental values were calculated from thermodynamic data [85]
and MCSCF zero point vibration energies in the DZP basis set calculated with
GAMESS-UK [82]
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In O2 the dissociation energies calculated with MRCEPA(0), MRCI and
MRMP2 are all quite close to each other. However the MRMP3 results in a
dissociation energy that is to low. It underestimates the correlation energy in the
molecule. In N2 the MRCEPA(0) and MRCI calculation agree even more
closely upon the dissociation energy than in O2. But the perturbation theory
finds dissociation energies to low both at second order and third order. Again it
seems that the perturbation theory underestimates the correlation energy at the
equilibrium geometry. This is in accordance with the conclusions by Werner
[29] although his results are much more accurate due to the use of much larger
basis sets.
Table VII Dissociation energy of ethene
E CH2
(hartree)
E C2H4
(hartree)
Delta-E
(kcal/mol)
SCF -38.927946 -78.050543 -122.15
MCSCF -38.927946 -78.103024 -155.08
MRMP2 -39.031047 -78.327354 -166.46
MRMP3 -39.042263 -78.351993 -167.84
MRCI -39.041700 -78.342357 -162.50
MRCI+Dav. -39.047028 -78.361232 -167.66
MRCEPA(0) -39.047507 -78.364167 -168.90
Experiment n.a. n.a. -182.17
The experimental values were calculated from thermodynamic data [85] and
MCSCF zero point vibration energies in the DZP basis set calculated with
GAMESS-UK [82]
2.4.4 Dissociation of ethene
The dissociation of ethene into two 3B1 fragments requires a 4 orbital 4 electron
CASSCF reference function. We used the triplet basis set from the methylene
calculations. The methylene geometries were also taken to be the 3B1
geometries. The ethene geometry was optimised at the Hartree-Fock level using
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this basis set (RCC CH HCC 121.56˚). The results are given
in table VII.
The CASSCF is quite an improvement with respect to the SCF. The MRMP2
reduces the difference with CI an order of magnitude further, at much less cost,
and the MP3 is virtually indistinguishable from the Davidson corrected CI.
2.4.5 The Ag and Bu ground states of 1,1’-bicyclohexylidene
1,1’-bicyclohexylidene is the smallest member of the family of
oligo(cyclohexylidenes), shown in figure III.
Figure III: Structure of oligo(cyclohexylidenes)
X Y
n
In oligo(cyclohexylidenes) the X and Y groups are CH2 by default.
These molecules may be used as molecular building blocks for functional
materials, in particular materials showing non-linear optical activity [76]. As a
consequence there is quite some interest in the interpretation of the UV-
spectrum. Recently, Hoogesteeger et al. [77] have studied this spectrum using
results obtained with the MRD-CI [78-81] program of Buenker et al. included in
GAMESS-UK [82]. However, due to the program limitations the size of the
configuration space was severely restricted. The program presented in this
article allows for much larger configuration spaces and therefore offers a way to
validate the results by Hoogesteeger et al. In this context the energy of the 1Ag
and the 1Bu states were recalculated at the MRMP2, MRMP3, MRCI, and
MRCEPA(0) level with the MRCI program of Saunders et al. [52] using the
geometry from Hoogesteeger and the same basis set, i.e. 6-31G [83]. Only the 5
most important configurations were selected as reference configurations as
shown in table 4 in [77]. The results are shown in table VIII.
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Tabel VIII: Comparison of MRD-CI energies for the 1Ag and 1Bu states of 1,1’-
bicyclohexylidene to the MRMP2/3, MRCI and MRCEPA(0) energies.
Energy 1Ag
(hartree)
Energy 1Bu
(hartree)
Transition
energy (eV)
MRD-CI -465.938378 -465.597163 9.28
MRMP2 -466.960643 -466.698324 7.14
MRMP3 -467.046972 -466.752633 8.01
MRCEPA(0) -467.105770 -466.812577 7.98
MRCI -466.762505 -466.446343 8.60
MRCI+Davidson -466.951134 -466.644702 8.34
MRCI+Pople -467.075290 -466.781485 8.00
Experiment n.a. n.a. 5.95
The Davidson corrections were calculated according to [61], and the Pople
corrections were calculated according to [84].
Because Hoogesteeger et al. performed CI calculations using only 5431 CSFs
for the 1Ag state and 3413 CSFs for the 1Bu state the energies were relatively
high. MRCI, size consistency corrected MRCI, and MRCEPA(0) calculations
involving 11446335 CSFs and 17997035 CSFs for the 1Ag and the 1Bu state
gave improved estimates of the transition energy. However MRCI performed
relatively poor compared to MRMP3, MRCEPA(0) and MRCI+Pople [84]
suggesting that its lack of size consistency introduces a significant error. The
MRMP2/3 calculations employed 1786521 and 1834052 contracted excited
states for the 1Ag state and 1Bu state respectively, i.e. 6-10 fewer coefficients
than in MRCI or MRCEPA(0). In spite of this, results agree closely with those
of higher level calculations. We consider this encouraging. The MRMP2
transition energy is a bit low relative to MRCEPA(0) and size-consistency
corrected MRCI but the MRMP3 agrees nicely with MRCEPA(0) and
MRCI+Pople correction. Note that the MRMP2 and MRMP3 calculations on the
1Ag state took only 734 and 3440 seconds of CPU-time respectively compared
to 42200 seconds for the MRCI and MRCEPA(0) calculations on a 90 MHz
R8000 SGI PowerChallenge. Thus stressing the efficiency of the perturbation
approaches. The basis set in this calculation was rather small valence double
zeta, i.e. no polarization or diffuse functions were included. This helps to avoid
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complications from Rydberg states mixing in. However, it is also probably
responsible for the 2 eV discrepancy in the transition energy, compared to
experiment.
2.5 Conclusions
We have implemented a generalised MRMP method using both a contracted and
an uncontracted formalism. The contracted formalism is much more efficient
than the uncontracted formalism and is therefore the method of choice. Different
zeroth order hamiltonians may be chosen through selecting different projections.
Comparing model 1 and model 3 it should be noted that the results obtained are
essentially the same. This indicates that model 1 is preferable because it is the
computationally more efficient one and has smaller size consistency errors.
The applications show that the MRMP performs reasonably well on calculating
the singlet-triplet splitting of methylene and the dissociation energies of O2, N2
and ethene. However, the MRMP3 dissociation energy for O2 was less accurate
than the MRMP2 result. Also, potential energy surfaces could be calculated
quite well although a problem was found in the N2 surface. However,
MRMP2/3 fails in calculating the dispersion energy of the Helium dimer.
Higher order perturbation theory is required for this property. In the calculation
of the transition energy of 1,1’-bicyclohexylidene the size consistency corrected
MRCI, the MRCEPA(0) and the MRMP3 agreed very closely on the transition
energy. This means that the MRMP3 calculations led to significant
improvements over the MRD-CI calculations by Hoogesteeger et al. at a much
lesser cost than the MRCEPA(0) and the MRCI calculations.
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Chapter 3
Convergence behaviour of multi-reference
perturbation theory
An indicator
Huub J.J. van Dam, Joop H. van Lenthe
Mol. Phys. 90, 1007 (1997)
Abstract
An approach to investigate the convergence behaviour of a (multi-reference) MP perturbation
series is proposed in which the series is evaluated up to arbitrary order without reference to
excitations beyond doubles. It is shown that this approach qualitatively reproduces the
convergence behaviour of the complete perturbations series for stretched H2 molecules and
H2O molecules. The MRMP approach does show improved convergence characteristics
compared to single-reference MP for stretched H2 molecules. Applications of the approach to
O2 at 4.0 bohr, and N2 at 5.0 bohr show that the MRMP series is divergent for these cases.
Furthermore, in the latter case it was found that the multi-reference series shows much
stronger divergence than the single-reference series.
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3.1 Introduction
Recent developments in multi-reference perturbation theory (MRPT) and
complete active space perturbation theory (CASPT) [1-4] in particular have lead
to programs which allow correlating calculations on relatively large molecular
systems. As a consequence MRPT has become rather popular. However, to limit
the computational cost most programs can not evaluate the perturbation series
beyond second order, which is only the first term in the correlation energy. Only
some programs that are based on a multi-reference singles-doubles
configuration interaction (MRSDCI) approach can evaluate at best the third
order correction. Thus, these results are not converged, or worse they do not
have to be part of a converging series. If the latter is the case it even is debatable
to consider the truncated series as an approximation to some full series.
We constructed a MRPT program [5] and calculated some potential energy
surfaces [6]. Already at the MP3 level some results suggested that the
perturbation series may diverge. Therefore, we developed an indicator that
should allow to investigate the convergence behaviour of the series. The
indicator is based on the assumption that the singularities leading to divergences
belong to the space spanned by the reference function and all single and double
excitations.
3.2 Theory
The program [5] is based on the theory presented in papers by Pulay, Wolinski,
and Sellers [7,8] and uses an approach similar to those in MOLCAS [1-3] and
MOLPRO [4]. Basically the program uses the first diagonalise then perturb
approach, thus applying Møller-Plesset perturbation theory to a general
contracted multi-configurational reference function. The singly and doubly
excited states are obtained by (repeated) action of single excitation operators on
the reference function and subsequent orthonormalisation, thus generating a
contracted CI space.
The zeroth order Hamiltonian was chosen to be
H0 = P0FP0 + P1FP1 + P2FP2 + (1)
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where F is taken to be the closed shell Fock operator, P0 is the projector onto
the reference function, P1 is the projector onto the space of singly excited states,
P2 projects onto the doubles, etc. Note that there is no interaction between states
of different excitation levels through H0. This H0 is slightly different from the
one proposed by Andersson [2] where there is a separate projector onto the
internally excited states. We assume that this does not make an essential
difference, because if there are near denegerate internally excited states in our
H0 they will be low lying excitations in Andersson’s H0 too. This has been
found to be true in a test on the O2 molecule. The perturbation series [9,10] is
generated by
H0 E
(0)( ) (k) = E(r) (k r)
r=1
k
H H0( ) (k 1)
E(0) = (0) H0 (0)
E(k) = (0) H H0 (k 1) ,k > 0
(2)
where H is the Hamiltonian matrix in the basis of contracted states, E(k) and
(k)
 are the k-th order correction to the energy and the wavefunction
respectively. Using the above equations the perturbation series can be evaluated
to any order provided that the complete H0 and H are available. In that case the
total energy and the total wavefunction upon convergence would be the full CI
energy and wavefunction. In practice the complete matrices are to large to deal
with, and may not be needed to investigate the convergence behaviour of the
series. The latter is due to the fact that the convergence or divergence of the
series depends mostly on the properties of
H0 E
(0)( ) 1.
Due to the choice for the projection operators H0 is block diagonal and as a
consequence the inverse
H0 E
(0)( ) 1 = P0FP0 E(0)( ) 1 + P1FP1 E(0)( ) 1
+ P2FP2 E
(0)( ) 1+ (3)
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is block diagonal too. Note that the first term is undefined because (P0FP0 -
E(0)) is singular, but this term operates only on (0) which is orthogonal to any
of the other (k). Therefore the first term is allowed to take any value, it may
even be removed. Considering the other diagonal blocks in the inverse matrix it
is extremely unlikely to have singularities due to near degeneracies in blocks
corresponding to triply and higher excited states without having singularities in
the blocks corresponding to the singly and doubly excited states. Thus assuming
that if the matrix contains singularities then this implies there will be
singularities in the space spanned by the singles and doubles, we may drop the
terms in the spaces of higher excitations and still expect to capture all
contributions that determine the convergence characteristics. In essence this
approach is equivalent to performing contracted MRSDCI using Møller-Plesset
perturbation theory as eigenvalue solver. However, our goal is to study the
convergence characteristics, not to do contracted CI.
To obtain the limiting energies the perturbation series should converge to, we
implemented a contracted CI option also. For this we used the contracted
matrix-vector product H  from the PT code and plugged it into a Davidson
diagonalisation [11,12] routine.
3.3 Tests
To validate the approach in practice we choose non-interacting H2 molecules as
a first test case. Because one H2 molecule is a 2-electron system the space
spanned by all singles and doubles is equivalent to the full CI space. This means
we can evaluate the perturbation series without approximations to any order, and
use these results as a reference. If we have some N non-interacting H2 molecules
this system is physically equivalent to N systems each containing one H2
molecule. Therefore, an appropriate model should behave similarly for N non-
interacting H2 molecules as for N times one H2 molecule. Here this means that
the perturbation approach restricted to singly and doubly excited states should
show similar convergence behaviour for different numbers of non-interacting
H2 molecules. Furthermore the orbital energies in the molecule can be varied
through changing the bondlength, thus introducing near degeneracies at will.
In the calculations we use H2 molecules stretched to twice the equilibrium bond
length. The molecules are lined up parallel to each other 50 bohr apart. The DZ
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basis set by Dunning [13] is used with an additional p-function (exponent 0.80).
Both single-reference and multi-reference calculations are performed. The
single-reference calculations involve 1, 3 and 5 H2 molecules. In the multi-
reference calculations 1, 2 and 3 molecules are involved, using a CAS reference
containing the 1 and 2 * orbitals of each H2 molecule. In figures I and II the
deviation of the N-th order corrected perturbation energy from the (contracted)
CI energy per molecule is plotted on a logarithmic scale.
Figure I: MPPT calculations on non-interacting H2 molecules RHH is 2.776 bohr
and RH2H2 is 50.0 bohr
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The difference between the energy obtained from the perturbation series
accumulated to i-th order and the infinite order CI energy are plotted in absolute
value on the vertical axis. The scale along this axis is logarithmic and the unit is a
hartree. Horizontally the orders in perturbation theory are plotted.
Figure I shows that although convergence is not smooth because of the stretched
bonds, the single-reference perturbation series converges in a similar manner for
1, 3 and 5 H2 molecules. Figure II shows that the multi-reference approach
removes the degeneracy and the series convergences smoothly. Also, for the
multi-reference series the convergence is similar for 1, 2 and 3 H2 molecules.
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Figure II: CAS-MPPT calculations on non-interacting H2 molecules RHH is
2.776 bohr and RH2H2 is 50.0 bohr
1.0E-13
1.0E-12
1.0E-11
1.0E-10
1.0E-09
1.0E-08
1.0E-07
1.0E-06
1.0E-05
1.0E-04
1.0E-03
1.0E-02
1.0E-01
1.0E+00
1.0E+01
0 5 10 15 20
3 H2
2 H2
1 H2
The axes are defined equivalently to those in figure I.
The H2 test may seem an academic one; We now turn to a more realistic test
involving the H2O molecule. We use the results of Handy et.al. [10] in a study
on the convergence of single-reference MP for the groundstate of the water
molecule. We use their geometries at Re and 2Re (Re  =107.6 )
and basis set (6-21G) [14-18] to calculate the MP series in the singles-doubles
space only. The results are shown in figures III and IV. In these figures the
absolute value of the deviation of the MPPT energy from the CI energy is
plotted logarithmically. At the equilibrium geometry the perturbation series
converges reasonbly well in both the SDCI-space and the full CI-space. In the
full CI-space convergence is somewhat slower because the 9-fold and 10-fold
excited states do not come into play before the ninth order, whereas in the
SDCI-space all configurations are involved already at second order. Apart from
this the curves are similar. At twice the equilibrium bondlength convergence is
much slower, but also in this case both curves are qualitatively the same.
Unfortunately Handy et al. did not provide results for even larger OH distances,
where the perturbation series may be just divergent. With our approach we find
extremely slow convergence leading to real divergence setting in at 23-rd order
at 2.5Re.
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Figure III: MPPT calculations on H2O in C2v symmetry at ROH HOH
is 107.6˚
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The axes are defined equivalently to those in figure I.
Figure IV: MPPT calculations on H2O in C2v symmetry at ROH HOH
is 107.6˚
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The axes are defined equivalently to those in figure I.
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It has come to our attention that recently Olsen and coworkers showed that the
convergence behaviour of the Møller-Plesset perturbation series is basisset
dependent [19,20]. For example the single-reference MP series in the full CI
space for the neon atom diverges if a basisset with diffuse functions is used. The
approach we suggest in this article failed to reproduce these results both in
single- and multi-reference calculations. The reason for this is that the highly
excited and highly diffuse states that are responsible for those divergences are
not present in our expansion because we allow for at most two electrons in the
external orbitals.
Recapitulating, the proposed convergence test qualitatively reproduces the
convergence behaviour in the full CI space for H2 molecules both in single-
reference and multi-reference calculations, as well as in single-reference
calculations on H2O. From the tests performed we conclude that the chosen
approach seems to be satisfactory in studying the convergence behaviour. Using
this result we apply the test to the nitrogen molecule at the equilibrium geometry
(R = 2.1 bohr) and at a stretched geometry (R = 5.0 bohr) comparing the single-
reference and the multi-reference series. Also, the test is applied to the oxygen
molecule at R = 4.0 bohr.
3.4 Application to N2
In a recent article where we presented our implementation of multi-reference
Møller-Pleset perturbation theory [6] an application to the nitrogen molecule
suggested that the multi-reference series is divergent at R = 5.0 bohr. Therefore,
a closer inspection seems appropriate. Also, we want to comment on the
“classical” idea that perturbation theory is allowed when the perturbation (H -
H0) is small enough, whereas we emphasised in the theory section that non-
singularity of (H 0  - E (0)) in the orthogonal complement space of (0) is
essential. For this the perturbation series is calculated at the equilibrium
geometry (R = 2.1 bohr) and the stretched geometry (R = 5.0 bohr) using the 6-
311g* [21] basis-set. Both multi-reference calculations using a CAS in the 5 ,
6 *, 1 x , 2 x*, 1 y and 2 y* orbitals as a reference and single-reference
calculations are performed. The 1S orbitals are frozen at the MCSCF level and
not correlated. The results are shown in figures V and VI.
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Figure V: Convergence behaviour of the MPPT series of the nitrogen molecule at
RNN is 2.1 bohr
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Figure VI: Convergence behaviour of the MPPT series of the nitrogen molecule
at RNN is 5.0 bohr
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From the calculations at the equilibrium geometry it is clear that the multi-
reference series converges a little faster than the single-reference series.
However, at the stretched geometry both series diverge but there is a significant
difference in the behaviour of the approaches. The single-reference series
diverges slowly and the divergence starts immediately (second order). In the
multi-reference series the first term (MRMP2) improves the energy and
divergence sets in at third order, after which the series diverges strongly.
We measure the size of the perturbation by the size of the first order correction
to the energy. Tabulating these values together with the zeroth-order energies
table I is obtained.
Table I: Zeroth-order and first-order energies for single- and multi-reference
calculations on the nitrogen molecule.
E(0)
(hartree)
E(1)
(hartree)
SR R = 2.1 bohr -70.91866361 -38.04781784
MR R = 2.1 bohr -70.38351456 -38.72366820
SR R = 5.0 bohr -69.62628236 -38.46756589
MR R = 5.0 bohr -67.38477070 -41.40496354
At both geometries the perturbation is smaller for the single-reference approach
than for the multi-reference approach. Also, the zeroth-order energy is lower for
the single-reference calculations than for the multi-reference calculations
suggesting that the single-reference zeroth-order approximation is the better one.
This suggestion is odd because the single-reference zeroth-order wavefunction
is lacking an essential physical quality, i.e. proper dissociation. Furthermore, at
the equilibrium geometry the multi-reference series converges faster than the
single-reference, even though the perturbation is larger. At the stretched
geometry the multi-reference approach diverges faster than the single-reference
approach. Therefore, it is not possible to deduce information on the convergence
from the size of E(0) or E(1).
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3.5 Application to O2
Besides the N2 molecule we also studied the potential energy surface of O2 in
our previous paper [6]. Because the N2 series diverges at R = 5.0 bohr we revisit
the O2 molecule here to validate our original results.
The triplet groundstate O2 molecule dissociates into two triplet groundstate O
atoms. In various calculations it was found that the potential energy surface for
this dissociation has a maximum [22-26]. Recently, C.P. Byrman studied this
maximum using Valence Bond calculations [22]. In these calculations the
wavefunction was written as a superposition of structures describing the triplet
O2 molecule (molecular part), and structures describing two triplet O atoms
(atomic part). These two parts differ in the spin paths of their structures. It was
found that the energy of the molecular part rises sharply at O-O distances larger
than 3.0 bohr, whereas the energy of the atomic part comes down. Thus the
maximum was found to be due to the “crossing” of these two curves, which
means a spin recoupling. The spin recoupling suggests that the dissociation of
the O2 molecule is a serious test for a method aimed at calculating potential
energy surfaces. Therefore, we calculate the perturbation series within the
singles-doubles space up to 7-th order. The calculations are performed within
D2h symmetry B1u using a DZ-basis [13] with additional spherical harmonic d-
functions (exponent 1.2). We use a 6-orbital 8-electron CAS reference function,
but the 1S oribtals are frozen at the MCSCF level and not correlated. In figure
VII the deviation of the perturbation energy is plotted and in figure VIII the 2-
norm of the i-th order correction to the wavefunction is plotted. Both plots are
on a logarithmic scale.
From the plots it is clear that the perturbation series is divergent in this case.
The norm of the correction vector is monotonously growing. Although the series
is divergent the MRMP2/3 estimates of the potential surface we published
recently [6] show no sign of any problems. This suggests that it is rather
dangerous to judge a perturbation series by its first few terms only.
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Figure VII: The convergence behaviour of the MR-MPPT series of oxygen molecule at
ROO is 4.0 bohr
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Figure VIII: The 2-norm of the MR-MPPT correction vector in each order of perturbation
theory for the oxygen molecule at ROO is 4.0 bohr
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3.6 Conclusions
We propose an approach to study the convergence behaviour of MRPT series
without reference to excitations beyond doubles. Using this approach we
qualitatively reproduce the convergence behaviour of the full series for the
stretched H2 molecule, both single-reference and multi-reference, and the
single-reference H2O molecule at the equilibrium geometry and a stretched
geometry. Applying the same approach to the oxygen molecule stretched to a
bondlength of 4.0 bohr shows that the MRPT series is divergent at that
geometry. Also we confirm that the MRPT series is divergent in nitrogen
molecule stretched to a bondlength of 5.0 bohr, as we suspected from
calculations published recently. While we failed to show the diffuse basisset
effects of Olsen and coworkers on the neon atom, we do show that divergences
may appear even with small basissets in typical multi-reference situations.
Because the MRMP2/3 energies do not always indicate any possible trouble
although the series is divergent we believe that MRPT results should be used
with caution.
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Chapter 4
Exact size consistency of multi-reference
Møller-Plesset perturbation theory
Theory
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Abstract
Single-reference closed shell Møller-Plesset perturbation theory is well known for
its size consistency, a quality that is essential for consistent comparisons of calcu-
lations on molecules of different size. However, it is far from obvious whether this
quality can be retained in the multi-reference case. In this paper it is shown that an
exactly size consistent generalisation to multi-reference perturbation theory can be
constructed.
The central result is that the zeroth-order Hamiltonian should be constructed using
separate projection operators for each excitation level, i.e. it should contain no
couplings between different excitation levels.
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4.1 Introduction
Single-reference Møller-Plesset perturbation theory (MP) has the important prop-
erty that it is size consistent [1–3]. Basically this means that the calculated energy
of a system scales correctly with the size of the system [4]. This property is
becoming ever more important as more powerful computers and better ab initio
codes allow calculations on ever larger molecules. This together with the fact
that MP is very efficient at low orders has made the method popular over limited
CI approaches (which are not size consistent) and Coupled Cluster (CC) meth-
ods [5–11] (which are computationally rather involved). These properties have
become strong motivations for the development of more advanced approaches in
perturbation theory, e.g. Multi-Reference Møller-Plesset (MRMP) perturbation
theory. This generalisation of perturbation theory to the multi-reference case is
important to enable the calculation of potential energy surfaces and the calcula-
tion of low lying excited states. As a consequence numerous proposals of such
methods have been published (see [4, 12, 13] and the references therein). These
methods may be organized into two families [13]. One in which the reference
functions are perturbed first by the functions outside the reference space and the
resulting effective Hamiltonian in the reference space is diagonalised. The other
in which a reference function is created by diagonalizing the Hamiltonian in the
reference space first and then perturbing this function. The latter methods seem
to be less sensitive to convergence problems due to intruder states [14] and have
become rather popular recently.
The popularity of the first-diagonalize-then-perturb methods is for a large part due
to the enormous efforts invested by Roos and Andersson in particular, and their
collaborators (see e.g. [15–29]). Apart from this work there have been signifi-
cant contributions by others [30–43], and in particular by Wolinski et al. [44–46],
Murphy et al. [47–49], and most recently by Werner [50] who implemented the
approach to the MRMP3 level and studied the performance of CASMP3. The
methods proposed by Andersson et al., Wolinski et al., and Werner all have in
common that the first order correction to the wavefunction 1 is expanded in a
space of internally contracted excited states. This space is typically obtained by
applying the unitary group generators [51] to the multi-configurational reference
function. The Møller-Plesset zeroth-order Hamiltonian H 0 is in general not di-
agonal in this space, therefore 1 is calculated through iteratively solving a linear
system of equations. The three methods differ, however, in the chosen H 0 and
therefore may yield different results. Although all these methods limit to the size
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consistent Møller-Plesset perturbation theory in the single-reference closed shell
case there is discussion about the question whether or not size consistency is re-
tained in the multi-reference case.
Wolinski et al. [44] proposed an approach which is strictly equivalent to the
canonical MP except for the use of a general reference function. In this approach
the H 0 is defined as
H 0 P0FP0 PSFPS PDFPD (1)
where F is the N-electron Fock operator, and P0 PS and PD are the projection
operators onto the reference function, the singly excited states and the doubly
excited states respectively (for further details see [44,45]). Throughout this paper
this zeroth-order Hamiltonian will be denoted as H 0S D. Because the method is
equivalent to canonical MP Wolinski claims that the H 0 they chose guarantees
size consistency in the limited sense of Pople et al. [8] if a size consistent reference
function is used. Later Wolinski et al. [45] stated that this may easily be proven
using localized orbitals. In that case it should be possible to show that H 0 is a
sum of local operators.
Andersson et al. [16, 17] and recently Werner [50] chose an H 0 of the form
H 0 P0FP0 PSDFPSD (2)
where PSD is the projection operator onto the space of the singly and doubly ex-
cited states. This zeroth-order Hamiltonian will be denoted as H 0S D. The space in
which Werner expands H 0 is somewhat different from the space that is used by
Wolinski because the internal and semi-internal excitations are left uncontracted,
whereas the doubly external configurations are contracted. Andersson [17] treats
the singles and the doubles within the reference space separately from the other
excited states. Because of this and the fact that these states have no interaction
with the reference function over the total Hamiltonian these states do not show up
in CASMP2. Malmqvist [50, 52] pointed out that this form of H 0 does not yield
strictly size consistent energies because of the choice of the projection operators.
Indeed, Werner found non-zero size consistency errors in calculations on N2, O2
and F2 (see [50], page 658).
In this article we study the size consistency of MRMP. Here size consistency
means that the energy of a system consisting of two non-interacting subsystems
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should be the sum of the energies of the separate subsystems, c.f. [8]. First we
reproduce Rayleigh-Schro¨dinger perturbation theory for the Schro¨dinger equation
in a non-orthogonal N-electron space. From this the requirement that H 0 has to
satisfy in order to obtain a size consistent perturbation theory is derived. Then we
study the role of the projection operators to show why H 0S D yields a size consistent
perturbation theory and H 0S D does not. The insight gained from this discussion
finally allows for the definition of a zeroth-order Hamiltonian that yields exactly
size consistent energies also but has less off-diagonal elements. As a consequence
this zeroth-order Hamiltonian is easier to implement and more efficient to use.
Because in practice MRMP is restricted to second and at most third order due to
the computational cost, we restrict the equations to the first order interacting space
(i.e. singles and doubles). However, the basic results are completely general and
not limited to any particular order in perturbation theory.
4.2 Generalized perturbation theory
In multi-reference perturbation theory the space in which the first order correc-
tion to the wavefunction is calculated is orthogonalized at least at an intermediate
stage. However it is not required to express the orthogonalisation explicitly in the
equations when writing out the Rayleigh-Schro¨dinger equations. After all orthog-
onalisation of the space should not yield physically different results.
Therefore we will here consider the Schro¨dinger equation expanded in a non-
orthogonal N-electron basis
H ES (3)
where S is the metric. Although the N-electron basis is non-orthogonal it is tacitly
assumed in this article that the orbitals are orthogonal. In principle the metric may
be expanded in a way similar to the expansion of the Hamiltonian. However, in
this study there is no real need for that, so the metric will be used as is. The
Hamiltonian, the energy, and the wavefunction may be expanded in the usual way
ˆH ˆH 0 ˆV (4)
E E 0 E 1 2E 2 (5)
0 1 2 2 (6)
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and substituted in the Schro¨dinger equation, collecting terms of the same order in
yields for the corrections to the wavefunction
H 0 E 0 S k
k
r 1
E r S k r V k 1 (7)
Note that equation 7 evaluated to the first order is essentially the same as equation
(5) in [16] published by Andersson et al.
From the above equation evaluated for k equal to zero it follows that 0 should
be an eigenfunction of the generalized zeroth-order equation
H 0 E 0 S 0 0 (8)
This implies that all corrections k to the wavefunction should be expanded in
a space orthogonal to 0 , i.e. 0 S k 0 if k 0. Using this the energy
expressions derived through projecting equation 7 with 0 from the left and
integrating become
E 0 0 S 0 1 0 H 0 0 (9)
E k 0 S 0 1 0 V k 1 k 0 (10)
We are interested in the size consistency of these energies. Therefore the total en-
ergy of a system AB consisting of two non-interacting subsystems A and B should
be, for physical reasons, the sum of the subsystem total energies. For comparison
of the subsystem equations with the total system equation the equations of these
systems have to be expressed in the same function space. For the subsystems the
generalized eigenvalue equations are
HA A EASA A (11)
HB B EBSB B (12)
Multiplying equation 11 by SB B on both sides, and multiplying equation 12 by
SA A on both sides, subsequently adding the equations yields
HASB SAHB A B EA EB SASB A B (13)
which is the equation for the system AB.
So in a non-orthogonal space the wavefunction describing a system consisting of
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two non-interacting subsystems is a direct product function
AB A B (14)
as in an orthogonal basis. Substituting the expansion for the wavefunction and
insisting that the equation should hold for any gives
i
AB
i
k 0
k
A
i k
B (15)
for the i-th correction to the wavefunction of the total system.
From equation 13 it is concluded that the total Hamiltonian of the total system is
HAB HASB SAHB (16)
Expanding the Hamiltonians of the total system and the subsystems gives
H 0AB VAB H
0
A SB SAH
0
B VASB SAVB (17)
which defines H 0AB and VAB.
Substituting the expression for the perturbationVAB resulting from 17 and the
wavefunction given by equation 15 in the k-th order correction to the energy now
yields
E kAB
0
AB SAB
0
AB
1 0
AB VAB
k 1
AB k 0 (18)
0
A SA
0
A
0
B SB
0
B
1
k 1
i 0
0
A
0
B VASB SAVB
i
A
k 1 i
B (19)
0
B SB
0
B
1 0
B VB
k 1
B
0
A SA
0
A
1 0
A VA
k 1
A (20)
E kA E
k
B (21)
which is exactly the size consistent result. Here we have used that 0 S i
0 if i 0.
So if 0 is an eigenfunction of the generalized zeroth-order equation and the
corrections to the wavefunction are expanded in a space orthogonal to 0 and the
Hamiltonian can be written as equation 17 then the resulting Rayleigh-Schro¨dinger
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perturbation series is size consistent in every order. To write the Hamiltonian as
in equation 17 implies that
H 0AB H
0
A SB SAH
0
B (22)
So to prove that the perturbation series is size consistent is to prove that the zeroth-
order Hamiltonian satisfies equation 22. This equation requires that the dimer
space can be expressed in terms of the monomer spaces.
In the next section it is shown how the choice of the projection operators may
influence the size consistency. To this end H 0S D and H
0
S D are written out for
system AB. It is checked whether they satisfy equation 22. Following this exercise
a way to simplify the zeroth-order Hamiltonian will be discussed.
4.3 The choice of the projection operators and the size
consistency of multi-reference Møller-Plesset pertur-
bation theory
In the internally contracted multi-reference perturbation theory considered here
the reference function is defined as
0
k
ck k (23)
where the k are Slater determinants spanning the reference space. The coef-
ficients ck and the orbitals are optimized in a MCSCF calculation. The singly,
doubly, etc. substituted spaces are generated through the excitation operators
Ers Esr, Ers Esr Etu Eut , etc. Ers denotes the unitary group generator [51],
and r and s are orbital labels. This use of the unitary group generators guarantees
that the singly substituted states are orthogonal to the reference state and that they
are Brillioun states, i.e. have no interaction with the reference state over the total
Hamiltonian. In the following discussions we will use the shorthand notation
ˆErs Ers Esr (24)
The higher excited subspaces will be orthogonalized to the lower ones to obtain
well defined excitation levels as suggested by Wolinski et al. [44].
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The zeroth-order Hamiltonian may be based on the Fock-operator
ˆF
rs
frs ˆErs (25)
frs hrs
i j
0
ˆEi j 0 rs i j 12 ri js (26)
that Werner [50] uses but there is some freedom to choose a non-closed shell
like Fock operator. Essential is that the Fock operator difinition for a system AB
consisting of two non-interacting subsystems A and B satisfies
ˆFAB ˆFA ˆFB (27)
To ensure that 0 is an eigenfunction of the zeroth-order Hamiltonian projection
operators will be used. In a non-orthogonal basis they are defined as
PX XS 1X † (28)
where it is assumed for the moment that S is not singular. Because the discussion
will be concentrated on the spaces of different excitation levels it is useful to
introduce some notation to denote these spaces. The singly substituted space is
defined through
X1
it
ˆEit 0
ia
ˆEia 0
tu
ˆEtu 0
ta
ˆEta 0 (29)
where the inactive orbitals are labeled i, and j, the active orbitals are labeled s,
t, u, and v, and the external orbitals are labeled a, and b in accordance with the
notation used by Andersson et al. [16]. The doubly substituted space is defined
through
X2
i jtu
ˆEit ˆE ju 0
ituv
ˆEit ˆEuv 0
stuv
ˆEst ˆEuv 0
i jta
ˆEit ˆE ja 0
itua t u
ˆEia ˆEtu 0
itua
ˆEta ˆEiu 0
tuva
ˆEtu ˆEva 0
i jab
ˆEia ˆE jb 0
itab
ˆEia ˆEtb 0
tuab
ˆEta ˆEub 0 (30)
Note that spin recoupled single excitations correspond to the ˆEta ˆEit contributions
which are contained in the 6-th term in equation 30.
Due to the choice of the excitation operators the singly substituted states are or-
thogonal to the reference function by construction. However, with the doubly
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substituted states a projection is needed to orthogonalize them to the reference
function and the singly substituted space. Here, the doubly substituted states will
be written as
XD 1 P0 PS X2 (31)
and PD projects to this space. In other words, if P2 is the idempotent projector on
X2 then PD may be expressed as
PD P2 P0P2 PSP2 (32)
P2 P2P0 P2PS (33)
In the next two paragraphs we will check the additivity of H 0S D and H
0
S D re-
spectively. This is done through writing out the zeroth-order Hamiltonians of the
subsystems and the total system in the space of the total system so that they may
be compared.
4.3.1 Additivity of H 0S D
For size consistency H 0S D should satisfy equation 22 where the matrices are trun-
cated to the first order interacting space since we are interested in MRMP2/3 only.
So at most double excitations are allowed. Writing H 0A SB in the space of the total
system means writing H 0S D for system A irrespective of what happens on system
B. Truncated to singles and doubles this gives
H 0A SB PA0 PB0 ˆFAPA0 PB0
PA0 P
B
S ˆFAP
A
0 P
B
S
PA0 P
B
D ˆFAP
A
0 P
B
D
PAS P
B
0 ˆFAP
A
S P
B
0
PAS P
B
S ˆFAP
A
S P
B
S
PADP
B
0 ˆFAP
A
DP
B
0 (34)
whereas for the truncated H 0AB matrix we have
H 0AB P
AB
0 ˆFA ˆFB P
AB
0
PABS ˆFA ˆFB P
AB
S
PABD ˆFA ˆFB P
AB
D (35)
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PAB0 ˆFAP
AB
0
PABS ˆFAP
AB
S
PABD ˆFAP
AB
D
H 0AB ˆFB (36)
where H 0AB ˆFB represents the contributions due to the Fock-operator on subsys-
tem B. To compare equations 34 and 36 the projection operators for the total
system should be expressed in terms of projection operators on the subsystems.
That is (using equation 32)
PAB0 P
A
0 P
B
0 (37)
PABS P
A
0 P
B
S P
A
S P
B
0 (38)
PABD P
AB
2 P
AB
0 P
AB
2 P
AB
S P
AB
2 (39)
To remove the P2 terms from equation 39 the projection operators on the total
system are expressed in terms of the projection operators on the subsystems and
the terms are recollected yielding
PABD P
AB
2 P
AB
0 P
AB
2 P
AB
S P
AB
2 (40)
PA0 P
B
2 P
A
S P
B
S P
A
2 P
B
0
PA0 P
B
0 P
A
0 P
B
2 P
A
S P
B
S P
A
2 P
B
0
PA0 P
B
S P
A
S P
B
0 P
A
0 P
B
2 P
A
S P
B
S P
A
2 P
B
0 (41)
PA0 P
B
D P
A
S P
B
S P
A
DP
B
0 (42)
where the last equation is obtained using the idempotency of the projection opera-
tors and the fact that P0PS PSP0 0. So the projection operator onto the doubles
of the total system can be expressed in terms of the projections on the reference,
singles and doubles of the subsystems. Substituting these projection operators
in 36 we have
H 0AB P
A
0 P
B
0 ˆFAP
A
0 P
B
0
PA0 P
B
S ˆFAP
A
0 P
B
S
PAS P
B
0 ˆFAP
A
S P
B
0
PA0 P
B
D ˆFAP
A
0 P
B
D
PADP
B
0 ˆFAP
A
DP
B
0
PAS P
B
S ˆFAP
A
S P
B
S
H 0AB ˆFB (43)
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Comparing equation 34 and equation 43 they are found to be identical except for
the term on subsystem B. The term on subsystem B is just that part of the zeroth-
order Hamiltonian that corresponds to the Fock-operator on B. It corresponds to
H 0B in the same way that the subsystem A part of equation 43 corresponds to
H 0A given in equation 34. This means that this approach to perturbation theory
satisfies equation 22 and therefore is size consistent.
4.3.2 Additivity of H 0S D
Here the same reasoning as in the previous section is applied. Expressing H 0S D in
the basis of system AB leads to
H 0A SB PA0 PB0 ˆFAPA0 PB0
PA0 P
B
S P
B
D ˆFAP
A
0 P
B
S P
B
D
PAS P
A
D P
B
0 ˆFA P
A
S P
A
D P
B
0
PAS P
A
D P
B
S P
B
D ˆFA P
A
S P
A
D P
B
S P
B
D (44)
Writing out and truncating to at most double excitations because we are interested
in the first order interacting space only, gives
H 0A SB P
A
0 P
B
0 ˆFAP
A
0 P
B
0
PA0 P
B
S ˆFAP
A
0 P
B
S
PA0 P
B
D ˆFAP
A
0 P
B
D
PAS P
B
0 ˆFAP
A
S P
B
0
PAS P
B
0 ˆFAP
A
DP
B
0
PADP
B
0 ˆFAP
A
S P
B
0
PADP
B
0 ˆFAP
A
DP
B
0
PAS P
B
S ˆFAP
A
S P
B
S (45)
whereas for the truncated H 0AB matrix we have
H 0AB P
AB
0 ˆFA ˆFB P
AB
0
PABS P
AB
D ˆFA ˆFB P
AB
S P
AB
D (46)
PAB0 ˆFAP
AB
0
PABS ˆFAP
AB
S
PABS ˆFAP
AB
D
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PABD ˆFAP
AB
S
PABD ˆFAP
AB
D
H 0AB ˆFB (47)
Substituting the equations 37, 38,and 42 gives
H 0AB P
A
0 P
B
0 ˆFAP
A
0 P
B
0
PA0 P
B
S P
A
S P
B
0 ˆFA P
A
0 P
B
S P
A
S P
B
0
PA0 P
B
S P
A
S P
B
0 ˆFA P
A
0 P
B
D P
A
DP
B
0 P
A
S P
B
S
PA0 P
B
D P
A
DP
B
0 P
A
S P
B
S ˆFA P
A
0 P
B
S P
A
S P
B
0
PA0 P
B
D P
A
DP
B
0 P
A
S P
B
S ˆFA P
A
0 P
B
D P
A
DP
B
0 P
A
S P
B
S
H 0AB ˆFB (48)
PA0 P
B
0 ˆFAP
A
0 P
B
0
PA0 P
B
S ˆFAP
A
0 P
B
S
PAS P
B
0 ˆFAP
A
S P
B
0
PA0 P
B
S ˆFAP
A
S P
B
S
PAS P
B
0 ˆFAP
A
DP
B
0
PADP
B
0 ˆFAP
A
S P
B
0
PAS P
B
S ˆFAP
A
0 P
B
S
PA0 P
B
D ˆFAP
A
0 P
B
D
PADP
B
0 ˆFAP
A
DP
B
0
PAS P
B
S ˆFAP
A
S P
B
S
H 0AB ˆFB (49)
Comparing equation 44 and equation 49 we find that
H 0AB ˆFA H
0
A SB
PA0 P
B
S ˆFAP
A
S P
B
S
PAS P
B
S ˆFAP
A
0 P
B
S (50)
So unless the terms that couple the reference function and the singles of a sub-
system over the N-electron Fock operator are zero this approach to perturbation
theory is not strictly size consistent. Note that PA0 PBS and PAS PBS are projectors onto
singles and doubles of the total system, respectively. Therefore, it is not unreason-
able that such terms may arise in a zeroth-order Hamiltonian based on projection
operators that encompass both single and double excitations.
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4.3.3 A nearly diagonal size consistent zeroth-order Hamiltonian
The results from the last two sections are consistent with the fact that single-
reference Møller-Plesset perturbation theory is size consistent for closed shell
systems. In that case the orbitals are eigenfunctions of the Fock-operator so that
the terms that disturb the size consistency in H 0S D will become zero.
The important result from the above derivations concerns the choice of the projec-
tion operators to construct the zeroth-order Hamiltonian from. It was found that if
the projection operator on a subspace encompasses more than one excitation level
then there may be some cross product terms in H 0 that destroy strict size consis-
tency. For example, in H 0S D the cross product terms of the reference function and
the singly excited states over the Fock operator destroyed the size consistency.
With this result we can understand how H 0S D may be simplified without losing the
size consistency. If we assume that 0 is a CAS reference function, the sub-
spaces that make up X1 and X2 are equivalent to the subspaces VK VA VH that
Andersson et al. [17] defined except that we distinguish between singles and dou-
bles within these subspaces also. If the projection operators in H 0S D are split up
a little more then the size consistency should be retained while obtaining a more
diagonal zeroth-order Hamiltonian.
Denoting the subspaces using the excitation class notation of Ruttink et al. [53]
and the excitation levels as defined by Wolinski et al. [44] we get fourteen sub-
spaces V #holes #particles excitation listed in table I where #holes is the number of holes
in the doubly occupied orbitals, #particles is the number of particles in the virtual
orbitals, and excitation is the excitation level according to the recipe of Wolinski
et al. This notation is more semantic than the one proposed by Andersson.
The subspaces are invariant for unitary transformations among the inactive or-
bitals, among the active orbitals, and among the virtual orbitals. Therefore a
zeroth-order Hamiltonian defined as
H 0 ˆP 0 0 0F ˆP 0 0 0
1
i 0
1
j 0
ˆP i j SF ˆP i j S
2
i 0
2
j 0
ˆP i j DF ˆP i j D (51)
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Andersson et al. This paper
internal V0 V 0 0 0
VK V 0 0 S
V 0 0 D
V 0 0 TQ
VA V 1 0 S
V 1 0 D
VB V 2 0 D
semiinternal VC V 0 1 S
V 0 1 D
VD V 1 1 S
V 1 1 D
VE V 2 1 D
external VF V 0 2 D
VG V 1 2 D
VH V 2 2 D
Table I: The excitation classes used to improve the zeroth-order Hamiltonian rep-
resented as a subdivision of the subspaces defined by Andersson et al. [17].
is invariant for these orbital rotations also. A more severe truncation would de-
stroy these invariances which is unacceptable [52]. A less severe truncation leaves
more types of interactions to be implemented and computed. In this sense the
above zeroth-order Hamiltonian is optimal.
Since this zeroth-order Hamiltonian has a minimal number of off-diagonal terms
it will be referred to as H 0S D minimal . Essentially this approach (when applied to
a CAS reference function) is equivalent to the CASPT2D defined by Andersson
et al. [17] but now with separate projectors onto singles and doubles also. Disad-
vantages of the CASPT2D method may therefore show up if this H 0 is used. For
example if an orbital is almost doubly occupied it may easily mix with the doubly
occupied orbitals under the influence of a perturbing field leading to a disconti-
nous change in H 0 . However if efficiency and easy implementation are required
and the disadvantages referred to do not occur H 0S D minimal may be used.
The difference between the zeroth-order Hamiltonians discussed here will be ex-
amplified with a calculation on Beryllium dimer.
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Method E monomer (a.u.) E dimer (a.u.) sc (a.u.)
CASSCF -14.6156077572 -29.2312155144 0.00E-00
CASSDCI -14.6333357883 -29.2665681785 1.03E-04
CASSDCI+Dav. -14.6333912609 -29.2667822456 2.76E-07
CASCEPA -14.6333894658 -29.2667790315 -9.98E-08
H 0S D CASMP2 -14.6312047590 -29.2624100676 -5.50E-07
CASMP3 -14.6329875254 -29.2659717121 3.34E-06
H 0S D CASMP2 -14.6312015484 -29.2624030967 0.00E-00
CASMP3 -14.6329906432 -29.2659812864 0.00E-00
H 0S D minimal CASMP2 -14.6312088309 -29.2624176618 0.00E-00
CASMP3 -14.6329876830 -29.2659753660 0.00E-00
Table II: Size consistency of multi-reference Møller-Plesset perturbation theory
tested on a system of two non-interacting beryllium atoms using the 6-311G* ba-
sisset where in the multi-reference case the reference space was a CAS in the
2s 2px 2py and 2pz orbitals of each atom. The size consistency error sc is defined
as the energy calculated for the dimer minus twice the energy of the monomer.
4.4 Results
To demonstrate the performance of H 0S D, H
0
S D, and H
0
S D minimal we studied a
system of two Beryllium atoms. The 6-311G* basis set was used and the 2S
and 2Px y z orbitals were chosen as active orbitals to construct the CAS reference
space. All orbitals were correlated. The size consistency error was calculated by
subtracting twice the atomic energy from the dimer energy at a large separation of
1000 bohr. The results we obtained using ATMOL [54–57] are listed in table II.
In this table the energies of the corresponding CASCI, CASCI corrected for the
size consistency error with Davidson’s correction [58], and CASCEPA [53] are
given also. The latter energies are an indication of the performance of alternatives
to perturbation theory.
In accordance with the proof given in the above sections H 0S D yields a non-size
consistent result, whereas H 0S D and H
0
S D minimal are exactly size consistent.
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4.5 Conclusions
We have shown that Møller-Plesset perturbation theory generalized to a multi-
configurational reference function is strictly size consistent if an appropriate zeroth-
order Hamiltonian is used. The essence is that if H 0 is defined using projection
operators that encompass more than one excitation level cross-product terms over
the N-electron Fock-operator may appear that spoil the size consistency. This
is a general result that may be used as a guideline to devise various zeroth-order
Hamiltonians that retain the size consistency in the multi-reference case. In partic-
ular such a zeroth-order Hamiltonian is given for multi-reference Møller-Plesset
perturbation theory restricted to second and third order.
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Abstract
The size consistency of multi-reference Møller-Plesset perturbation theory as a function of the
structure of the zeroth-order Hamiltonian is studied. In calculations it is shown that the choice
of projection operators to define the zeroth-order Hamiltonian is crucial. In essence whenever
such a projection operator can be written as the sum of projection operators onto particular
subspaces, cross-product terms may appear in the zeroth-order Hamiltonian that spoil the size
consistency. This problem may be solved using a separate projection operator for each
subspace spanning an excitation level. In principle a zeroth-order Hamiltonian based on these
projection operators results in a size consistent perturbation theory. However, it was found
that some non-local spin recoupling effects remain. A new zeroth-order Hamiltonian
formulated recently circumvents this problem and is shown to be exactly size consistent.
Apart from the choice of projection operators, the orthogonalisation of the excited states is
crucial also. It was found that modified Gramm-Schmidt in quadruple precision was not
sufficient. A pivotted Householder QR factorisation (in double precision) offered the
numerical stability needed to obtain size consistent results.
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5.1 Introduction
Single-reference Møller-Plesset [1] perturbation theory (MP) is well known as
an efficient and size extensive [2,3] way to treat electron correlation. Ever since
it was recognised [4] that size extensivity is an essential prerequisite to allow
consistent comparison of energies of molecules of different sizes this method
has become widely used. However, for the calculation of potential energy
surfaces or low lying excited states a single determinant is an inadequate zeroth-
order description. Therefore, much research has been invested to develop a
multi-reference approach, where the reference space contains all configurations
needed for a proper zeroth-order order description (see [5-7] and the references
therein). However, multi-reference perturbation theory did not become very
popular until recently the so called first-diagonalise-then-perturb methods were
efficiently implemented. In this approach the total Hamiltonian in the reference
space is diagonalised to obtain the zeroth-order wavefunction. This multi-
configurational reference function is then corrected using perturbation theory. In
particular the variant where the reference space is a complete active space
(CASMP) has become rather popular. This is mainly due to the overwhelming
amount of work done by Roos and Andersson et al. [8-17], but there have been
significant contributions by Wolinski et al. [18-20], Murphy et al. [21], Dyall
[22], and most recently by Werner [23].
Although, MRMP is very efficient at low orders like the single-reference
approach, there is discussion about the size consistency of the method. Wolinski
claims that his approach is size consistent because it is an exact extension of
canonical MP. Werner documented that Malmqvist pointed out that the zeroth-
order Hamiltonian that Werner and Andersson use cannot be strictly size
consistent because of the projection operators. Davidson [24] wrote referring to
Huron et al. [25] that multi-reference perturbation theory cannot be size
consistent because no multi-determinantal wavefunction can be the
eigenfunction of a Hamiltonian containing only one-body operators. Before
Huron et al. Claverie et al. ( [26] p. 761) stated that one of the conditions of the
linked cluster theorem is that the transition energy to a multi-excited state must
be expressed as a sum of monoelectronic transition energies according to all
possible ways of constructing the pluriexcited state. This may be construed as to
imply that since it is improbable that this condition can be met using a
contracted multi-configurational reference state and contracted excited states,
the linked cluster theorem cannot hold for a multi-reference perturbation
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treatment. So the literature mainly suggests that although size consistency is
very desirable it is not retained in the multi-reference case.
A proper study of the size consistency should consider both a mathematical
treatment of the subject and examine the possibility of obtaining size
consistency in practice. Here we show that these size consistent results may
actually be obtained. The mathematical proof that size consistency may be
obtained is given elsewhere [27]. Indeed as Malmqvist suggested (in Werner
[23]) the projection operators used to define the zeroth-order Hamiltonian play a
crucial role. However, we have shown [27] that these projection operators need
not hamper the size consistency if they are chosen appropriately. The essential
result is that projection operators onto subspaces that encompass more than one
excitation level may lead to cross product terms over the Fock-operator that
spoil the size consistency. Formally, projecting onto subspaces of different
excitation levels separately is sufficient to construct a zeroth-order Hamiltonian
to obtain size consistency. However, there still is a problem involved with non-
local effects due to spins. A new more diagonal zeroth-order Hamiltonian
circumvents this problem and will yield size consistent results in practice. In this
article we compare the additivity of CASMP energies using a number of
different zeroth-order Hamiltonians. It is shown that the size consistency errors
vary considerably with the choice of these Hamiltonians and even may be
nullified.
To actually nullify the size consistency errors in practice requires very accurate
calculations. In particular the orthogonalisation of the initial contracted excited
states to obtain an orthonormal space of contracted states requires a high
precision algorithm. Numerical errors in this step in the calculation change the
basis in which the perturbation theory is applied and may lead to different
results. This problem is amplified by the fact that numerical errors differ for
calculations of different size. As a result it becomes impossible to distinguish
between systematic errors in the method and numerical errors. Therefore we will
comment on the orthogonalisation method we used to minimize numerical
errors.
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5.2 Theory
In this paper we restrict ourselves to third order MRMP. In practice this means
that  only the single and double excitations are needed to evaluate the energy
expressions. At higher orders the triples, quadruples, etc. come in and the
dimension of the problem in general becomes prohibitive. To third order the
perturbation expressions are
H0 E0( ) 0 = 0
H0 E0( ) 1 = E1 0 H 0
E0 = 0 H0 0
E1 = 0 H 0
E2 = 0 H 0 + 1
E3 = 0 + 1 H 0 + 1 E1 1 1
(1)
where 0 is the multi-configurational reference function.
The total Hamiltonian is partitioned as
 
usual as
H = H0 + V (2)
and we have assumed that the wavefunction is intermediately normalised, i.e.
0 0 + 1 = 1. (3)
For more details see, e.g. [20].
In a MP approach the zeroth-order Hamiltonian H0 is usually derived from the
N-electron Fock-operator F defined as
ˆF = f rs ˆErs
rs
(4)
where the 1-electron Fock-operators are defined in matrix representation as
f rs = hrs + 0 ˆEij 0 (rs|ij) 12 (ri| js)ij
(5)
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and the ˆExy are the unitary group generators, cf. [23].
The theory requires that 0 is an eigenfunction of H0; In single-reference MP
this condition is automatically satisfied. In the multi-reference case this can be
arranged through projection operators onto subspaces of the total first order
interacting space. The simplest way to do this is to use an projection operator
onto 0 and one onto the orthogonal complement of 0, leading to
H0 = 0 0 F 0 0 + I 0 0( )F I 0 0( ). (6)
Restricted to singles and doubles only this is essentially what Werner uses [23].
To define the other zeroth-order Hamiltonians we distinguish between doubly
occupied, active and virtual orbitals. The doubly occupied orbitals are doubly
occupied in all reference states, the active orbitals may have different
occupations for different reference states, and the virtual orbitals are empty in
all reference states. We denote projection operators as P(#holes,#particles)excitation
level where #holes is the number of electrons removed from the doubly occupied
orbitals, #particles is the number of electrons in the virtual orbitals, and the
excitation level is the number of single-electron substitution operators needed to
create the states in the subspace. Note that the higher excited states are
orthogonalised to the lower ones, in accordance with the recipe by Wolinski
[18,20]. The projection operators defined in this manner are invariant to orbital
rotations that leave 0 invariant. This is essential to define a H0 that will yield a
1 that is independent of the particular orbital representation of 0 n terms of
these projection operators the projection operators used by Wolinski may be
defined as
 
P0 = P 0,0( )0
PS = P 0,0( )S + P 0,1( )S + P 1,0( )S + P 1,1( )S
PD = P 0,0( )D + P 0,1( )D + P 1,0( )D + P 1,1( )D
+P 0,2( )D + P 1,2( )D + P 2,0( )D + P 2,1( )D + P 2,2( )D
. (7)
The projection operators used by Andersson, who employs a projector PK onto
the orthogonal complement of the reference function within the CAS reference
space, may be expressed as
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Table I: Definition of projection operators onto subspaces of the total N-electron
basis represented as sums of projection operators on mutually orthogonal minimal
invariant subspaces.
Andersson Werner Wolinski This article
internal P0 P0 P0 P(0,0)0
PK (I-P0) PS P(0,0)S
PK (I-P0) PD P(0,0)D
PK (I-P0) P(0,0)TQ...
PSD (I-P0) PS P(1,0)S
PSD (I-P0) PD P(1,0)D
(I-P0) P(1,0)TQ...
PSD (I-P0) PD P(2,0)D
(I-P0) P(2,0)TQ...
semiinternal PSD (I-P0) PS P(0,1)S
PSD (I-P0) PD P(0,1)D
(I-P0) P(0,1)TQ...
PSD (I-P0) PS P(1,1)S
PSD (I-P0) PD P(1,1)D
(I-P0) P(1,1)TQ...
PSD (I-P0) PD P(2,1)D
(I-P0) P(2,1)TQ...
external PSD (I-P0) PD P(0,2)D
PSD (I-P0) PD P(1,2)D
PSD (I-P0) PD P(2,2)D
The projection operators by Andersson et al. are defined in [9,11], the ones by
Werner come from [23], and those by Wolinski et al. are taken from [18]. The
projection operators used in this article are denoted using the excitation class
notation by Ruttink et al. [33] and the generalised excitation level definition by
Wolinski et al. [18,20].
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P0 = P 0,0( )0
PK = P 0,0( )S + P 0,0( )D + P 0,0( )TQ
PSD = P 0,1( )S + P 1,0( )S + P 1,1( )S + P 0,1( )D + P 1,0( )D + P 1,1( )D
+ P 0,2( )D + P 1,2( )D + P 2,0( )D + P 2,1( )D + P 2,2( )D
(8)
PSD projects onto the complete singly and doubly excited space outside the
reference space.
Table II: Definitions of zeroth-order Hamiltonians.
Andersson H0 = P0FP0 + PKFPK + PSDFPSD H0(1)
Werner H0 = P0FP0 + I P0( )F I P0( )
Wolinski H0 = P0FP0 + PSFPS + PDFPD H0(2)
This article H0 = P0FP0 + P(i, j)SFP(i, j)S
i, j=0
1
+ P(i, j)DFP(i, j)D
i, j=0
2
H0(3)
Instead of projecting onto sums of subspaces we propose to project onto the
separate subspaces. I.e. we use the projections P(i,j)k operators defined here as
such. All projection operators referred to in this paper are listed in table I and
the zeroth-order Hamiltonians derived from them are defined in table II.
5.3 Orthogonalisation
The H0's used by Wolinski and ourselves require that the singles and the
doubles be treated separately. In practice this requires a very accurate
orthogonalisation method to separate the singles and the doubles. We found that
a repeated modified Gramm-Schmidt orthogonalisation was inadequate;
Although it succeeds in producing orthogonal vectors it does not retain the same
adding a Gramm-Schmidt step to project the singles out of the doubles. A better
orthogonalisation is offered by pivoted Householder QR [28,29]. The
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Householder QR method first calculates a Q-R factorisation in which all the sub
diagonal elements of the matrix R are zero. The pivots are calculated as the 2-
norm of the column vectors. Each time a column vector is selected the
dimension of the remaining column vectors is reduced by one and the pivots are
adjusted correspondingly. To separate the singles from the doubles we first
select pivots from the singles space until this space is exhausted, i.e. until no
pivots greater than machine precision remain. Then the algorithm is allowed to
take pivots from the doubles space. This procedure yields spaces orthogonal to
machine precision with the singles and doubles separated.
5.4 Calculations
In this article we give results obtained using H0's of the form proposed by
Andersson denoted as H0(1), Wolinski [H0(2)], and our H 0  [H0(3)]. Our
program [30,31]
 
cannot use the H0 of Werner because of the TQ... states that
appear. In Werner's implementation these states arise because the internal and
semiinternal excited states are left uncontracted. Besides MRMP results we give
the corresponding MRCI, MRCI with Davidsons size consistency correction
(MRCI+Q) [32] and MRCEPA(0) [33] results also. The MRCI results are given
because this method is a variational alternative that is close to the Full CI. The
MRCI+Q and MRCEPA(0) methods are variants of this method corrected for
the size consistency error that is inevitable in any truncated variational CI
approach. Using Davidsons correction the energy is corrected a posteriori,
whereas in the MRCEPA(0) method the correction is effected through shifting
the diagonal elements of the total Hamiltonian during the diagonalisation
process. All MRMP results were obtained using Householder QR
orthogonalisation unless stated otherwise.
In this article we present a set of applications to test the size consistency of
various Møller-Plesset approaches using different H0's. The set includes closed
shell and open shell valence CAS reference calculations, with and without
frozen cores. Open shell calculations on high spin states and other spin states are
given. Also, a calculation on a restricted (non-CAS) reference function is given.
We give the size consistency errors of CAS reference calculations on Be, C, N,
O, and F. The Be system serves as an example of a dimer of closed shell
systems. The calculations on C, N and F are applications to closed shell systems
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dissociated to open shell subsystems. The calculation on O is an example of the
dissociation of an open shell system to open shell systems. In the calculations on
C, N, O, and F mentioned so far, the core electrons are frozen at the MCSCF
level and not correlated. This means there are no doubly occupied orbitals in the
correlation calculation. As an example of a system with doubly occupied
orbitals in the reference states we present all-electron valence-CAS reference
calculations on C, vide infra.
Although CASMP may yield excellent results CAS reference calculations soon
become prohibitively large. In such cases a method that may be applied to a
smaller restricted reference space becomes desirable. Typically to obtain a size
consistent zeroth-order description such a restricted reference space will be a
direct product space. The size consistency for such a case is demonstrated for
Carbon-dimer.
Because size consistency is not the only important aspect we finally compare
spectroscopic constants for O2 calculated with different H0's. The results of
these calculations are compared to the results of Werner.
In the beryllium calculations the 6-311G* basis set [34] was used, the active
space was a CAS constructed from the 2S and 2Px,y,z orbitals and all electrons
were correlated.
The calculations on C, N, O and F were performed in the cc-pV5Z basis set [35]
and the 2S and 2Px,y,z were selected as active orbitals. In the CASMP
calculations the 1S orbitals were not correlated, as in the calculations by Werner
[23].
The all-electron calculation on C2 was performed in the cc-pCVQZ basis set
[36,37] . The CAS reference space was constructed taking the 2S and 2Px,y,z as
active orbitals.
To show the size consistency of our H0 in case of non-CAS reference spaces we
give the results of the following high-spin direct-product reference
wavefunction for C2.
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0 = 2S
2 2Px
1 2Py
1[ ] + 2Px1 2Py1 3S2[ ]( )A
2S2 2Px
1 2Py
1[ ] + 2Px1 2Py1 3S2[ ]( )B
(9)
The 1S electrons were frozen at the MCSCF level.
All size consistency errors listed here are evaluated as the dimer energy at
R=1000 bohr minus twice the atomic energy. The calculations were performed
with the ATMOL [38] program package. The orbitals for the multi-
configurational reference function were optimized using MULTI [39]. To
minimize numerical errors the orbitals used in the dimer calculation were
identical to the monomer orbitals.
The calculations of spectroscopic constants of O2 were performed in the cc-
pV5Z basis set using a CAS constructed from the 2S and 2Px,y,z orbitals of each
atom. The spectroscopic constants are obtained from a quartic polynomial fitted
through five points, i.e. RO-O
The equilibrium geometries listed are the calculated minima of the polynomial
fits.
5.5 Results and discussion
The CASMP results on Be, C, N, O and F are listed in tables III to VII.
To appreciate the importance of a proper orthogonalisation method, compare the
CASMP2 energy obtained for beryllium dimer (table III) with H0(2) and
Householder QR to the CASMP2 energy of -29.2624032987 a.u. we obtained
using modified Gramm-Schmidt in quadruple precision (REAL*16). Note that
there is a difference of 0.0000002020 a.u. due to using a different
orthogonalisation method. This means that even for a small system as beryllium
dimer a suboptimal choice for the orthogonalisation method may lead to errors
in the energy in the order of 10-6 eV.
Turning to the size consistency errors we find that for N, O and F (tables V, VI,
and VII) with H0(1) they are of the same order of magnitude as the size
consistency errors reported by Werner. The deviations from Werners results are
due to the fact that Werner used a slightly different H0 because he left the
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internal and semiinternal excited states uncontracted and he did not separate the
excitations in the reference space from the other excitations. Thus we may
assume that Werner's approach yields results that are similar to those that may
be obtained using H0(1) as far as size consistency is concerned.
Table III: Size consistency errors for beryllium
Method Be
(Hartree)
2 Be
(Hartree)
sc
(eV)
CASCI -14.6333357882 -29.2665681785 0.00281353
CASCI+Q -14.6333912609 -29.2667822456 0.00000752
CASCEPA -14.6333894658 -29.2667790315 -0.00000272
H0(1) CASMP2 -14.6312046713 -29.2624098148 -0.00001285
CASMP3 -14.6329909096 -29.2659805466 0.00003463
H0(2) CASMP2 -14.6312015484 -29.2624030967 0.00000000
CASMP3 -14.6329906432 -29.2659812864 0.00000000
H0(3) CASMP2 -14.6312088309 -29.2624176618 0.00000000
CASMP3 -14.6329876830 -29.2659753660 0.00000000
Table IV: Size consistency errors for carbon
Method C
(Hartree)
2 C
(Hartree)
sc
(eV)
CASCI -37.7874077807 -75.5711102337 0.10082456
CASCI+Q -37.7903202833 -75.5815578313 -0.02495941
CASCEPA -37.7895516074 -75.5792308340 -0.00347261
H0(1) CASMP2 -37.7834200454 -75.5668875699 -0.00129194
CASMP3 -37.7869026531 -75.5736360002 0.00460693
H0(2) CASMP2 -37.7832757985 -75.5665600908 -0.00023112
CASMP3 -37.7870336873 -75.5740629298 0.00012095
H0(3) CASMP2 -37.7837910135 -75.5675820269 0.00000000
CASMP3 -37.7871157268 -75.5742314536 0.00000000
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Table V: Size consistency errors for nitrogen
Method N
(Hartree)
2 N
(Hartree)
sc
(eV)
CASCI -54.5249631497 -109.0430734829 0.18646994
CASCI+Q -54.5297471870 -109.0598731911 -0.01030788
CASCEPA -54.5291464443 -109.0581632276 0.00352816
Werner CASMP2 n.a. n.a. -0.0023
CASMP3 n.a. n.a. 0.0086
H0(1) CASMP2 -54.5244497299 -109.0489626776 -0.00172020
CASMP3 -54.5253087196 -109.0503213249 0.00805748
H0(2) CASMP2 -54.5240400265 -109.0480918296 -0.00032045
CASMP3 -54.5261216441 -109.0522389427 0.00011824
H0(3) CASMP2 -54.5247780502 -109.0495561004 0.00000000
CASMP3 -54.5263172760 -109.0526345519 0.00000000
Table VI: Size consistency errors for oxygen
Method O
(Hartree)
2 O
(Hartree)
sc
(eV)
CASCI -74.9934860305 -149.9750162868 0.32532498
CASCI+Q -75.0006312491 -149.9992280562 0.05535859
CASCEPA -75.0011104249 -150.0014836721 0.02005912
Werner CASMP2 n.a. n.a. -0.00034
CASMP3 n.a. n.a. 0.00084
H0(1) CASMP2 -74.9928726807 -149.9857623220 -0.00046151
CASMP3 -74.9961125598 -149.9921836092 0.00112953
H0(2) CASMP2 -74.9926815473 -149.9853717267 -0.00023489
CASMP3 -74.9965406936 -149.9930787647 0.00007136
H0(3) CASMP2 -74.9931582774 -149.9863165548 0.00000000
CASMP3 -74.9967136703 -149.9934273406 0.00000000
Note that going from H0(1) to H0(3) the zeroth-order Hamiltonian becomes
more diagonal, i.e. more off-diagonal elements are set to zero due to the choice
of projection operators. Correspondingly, from H 0 (1) to H 0(2) the
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sizeconsistency error becomes smaller. From H 0(2) to H 0(3) the size
consistency error is nullified. In case the system dissociates to two closed shell
subsystems (see Be) separating the projection operators onto the singles and the
doubles is sufficient to achieve size consistency. This result is in accordance
with theory [27]. However, H0(2) does not yield exactly size consistent results
in those cases were the system dissociates into two open shell systems, vide
infra. H0(3), where the projection operators are split up even more, remedies the
size consistency defect in all cases to within the numerical precision.
Table VII: Size consistency errors for fluorine
Method F
(Hartree)
2 F
(Hartree)
sc
(eV)
CASCI -99.6504789882 -199.2852295243 0.42798219
CASCI+Q -99.6592172239 -199.3148576591 0.09732692
CASCEPA -99.6601018811 -199.3198878304 0.00859673
Werner CASMP2 n.a. n.a. -0.00053
CASMP3 n.a. n.a. 0.00041
H0(1) CASMP2 -99.6527928661 -199.3055893018 -0.00009713
CASMP3 -99.6554293798 -199.3108546469 0.00011191
H0(2) CASMP2 -99.6527426104 -199.3054873122 -0.00005691
CASMP3 -99.6556344771 -199.3112681678 0.00002140
H0(3) CASMP2 -99.6529696147 -199.3059392294 0.00000000
CASMP3 -99.6557216939 -199.3114433878 0.00000000
The CASCI method fails in the cases discussed leading to size consistency
errors that may become three orders of magnitude larger than the least size
consistent perturbation approach. Even MRCI+Q or MRCEPA(0) do not get the
size consistency right. However it is remarkable that the MRMP3 results often
fall in between the MRCI and the MRCI+Q, MRCEPA(0) results. This
underlines the conclusion by Werner that CASPT3 is often close to the
corresponding MRCI.
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Table VIII: Size consistency errors for carbon with a direct product reference
space
Method C
(Hartree)
2 C
(Hartree)
sc
(eV)
MRCI -37.7806064437 -75.5541991685 0.19084820
MRCI+Q -37.7846103057 -75.5674426405 0.04837983
MRCEPA -37.7841858616 -75.5670072048 0.03712950
H0(1) MRMP2 -37.7707614170 -75.5415350695 -0.00033294
MRMP3 -37.7770624650 -75.5540841876 0.00110863
H0(2) MRMP2 -37.7720040846 -75.5440154843 -0.00019905
MRMP3 -37.7786078405 -75.5572121440 0.00009624
H0(3) MRMP2 -37.7721954366 -75.5443908731 0.00000000
MRMP3 -37.7773852226 -75.5547704452 0.00000000
Table IX: Size consistency errors for carbon in a all electron calculation
Method C
(Hartree)
2 C
(Hartree)
sc
(eV)
H0(1) CASMP2 -37.8321246112 -75.6642835663 -0.00093452
CASMP3 -37.8382958139 -75.6765208005 0.00192726
H0(2) CASMP2 -37.8319925917 -75.6639934443 -0.00022478
CASMP3 -37.8382868606 -75.6765693337 0.00011939
H0(3) CASMP2 -37.8325658306 -75.6651316611 0.00000000
CASMP3 -37.8383050047 -75.6766100095 0.00000000
The high-spin all-electron calculations on carbon-dimer yield similar size
consistency errors as the other calculations on carbon-dimer. These calculations
demonstrate the efficiency of contracted MRMP also. In the configuration space
generation a total of 62.5·106 configuration state functions (CSF) were
generated. After contraction only 150 000 states remained. The preparations in
the calculation took 1827 seconds of CPU time on a 90 MHz R8000 SGI
PowerChallenge, solving the linear system and evaluating the CASMP2 energy
additionaly took 23 seconds of CPU time. Finally performing one CI iteration to
evaluate the CASMP3 energy took an extra 7446 seconds of CPU time. The fact
that the CASMP3 is so expensive is partly due to our implementation were the
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contracted 1 is transformed back to the large CSF basis to perform the CI-
iteration. Other implementations (e.g. Werner) may be more efficient. However
even though our implementation may not be optimal it is obvious that a
CASMP2 calculation is extremely efficient. Solving the non-diagonal system of
linear equations takes only a small amount of the total CPU time and can hardly
be considered a problem. However the CI-iteration to evaluate the CASMP3
energy is an expensive step. Nevertheless CASMP3 may be expected to be an
order of magnitude more efficient than the corresponding CASCI. These results
underline the efficiency of MRMP methods but stress the fact that approaches
more involved than MRMP3 soon become prohibitively time consuming also.
Table X: Spectroscopic constants for O2 (X3 g+)
Method E(re)
(Hartree)
re e
(cm-1)
De
(eV)
Werner CASPT2 -150.163783 1.2126 1566.1 5.12
CASPT3 -150.159563 1.2076 1590.9 4.89
H0(1) CASMP2 -150.1808568125 1.2117 1585.4 5.31
CASMP3 -150.1741201684 1.2063 1584.0 4.95
H0(2) CASMP2 -150.1806326095 1.2116 1587.7 5.31
CASMP3 -150.1742452718 1.2069 1579.6 4.93
H0(3) CASMP2 -150.1822085790 1.2127 1587.2 5.33
CASMP3 -150.1731496065 1.2070 1583.9 4.89
The size consistency results for the direct-product reference space demonstrated
for carbon-dimer are listed in table VIII. These results basically show the same
charasteristics as the CASMP results. In particular H0(3) gives size consistent
energies in this case also.
Finally the spectroscopic constants we found for O2 are close to the values that
Werner found. However, we used only five points of the potential energy
surface whereas Werner calculated ten points. Furthermore the results found
with different zeroth-order Hamiltonians are very close to each other. This
means that spectroscopic constants do not seem to be very sensitive to the exact
form of the zeroth-order Hamiltonian.
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5.6 The size consistency error of H0(2) for open-shell
systems
The reason that H0(2) fails when dissociating to open shell systems is a
consequence of the unitary group excitation operators. To explain this, consider
a system consisting of two identical non-interacting atoms with each three
orbitals and three electrons. The orbitals 1, 2 and 3 reside on the one atom
whereas the orbitals 4, 5 and 6 reside on the other atom. It is assumed that each
atom is in a doublet spin state and the atoms together are coupled to a triplet
state. The branching diagram for the dimer reference state is shown in figure I.
Figure I: Branching diagram for the reference function of a non-interacting dimer
of doublet atoms with 3 electrons in 3 orbitals each.
1 1 4 4 2 5
Figure II: Branching diagram for a doubly excited and spin recoupled state of a
non-interacting dimer of doublet atoms with 3 electrons in 3 orbitals each.
1 6 4 3 2 5
Applying unitary group generators to build the excited state space, a doubly
excited state is created in which two electrons are interchanged among the
atoms. This state depicted in figure II is generated by exciting an electron from
orbital 1 to orbital 6 and an exciting electron from orbital 4 to orbital 3.
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Rearranging the orbitals in figure II to gather the orbitals on one atom, the linear
combination shown in figure III is obtained.
Figure III: Branching diagram of figure II after reordering orbitals.
1 2 3 6 4 5
0.2500
1 2 3 6 4 5
0.4330
1 2 3 6 4 5
0.4330
1 2 3 6 4 5
-0.2500
1 2 3 6 4 5
-0.7071
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The last diagram in figure III is a quartet state on the first atom instead of a
doublet. Therefore this excited state can not be represented in terms of two
doublet monomers. So if this excited state gets a non-zero coefficient a
wavefunction is obtained that can no longer be related to two doublet atoms,
unless there are some other states that cancel the quartet contributions. Although
this excited state does not have a direct interaction with the reference state over
the Hamiltonian, it is however coupled with other doubly excited states over the
N-electron Fock-operator. So it may get a non-zero coefficient in solving the
linear system with H0 to obtain 1 depending on the form of H0. Therefore
H0(2), where all couplings between states of the same excitation level are kept,
may give non-size consistent results in open-shell cases. In H0(3) many
couplings between doubly excited states have been removed, in particular those
coupling the semiinternal and external excitations which seem to cause the
problems. This way the size consistency problems may be circumvented. At the
moment it is not clear yet if this problem can be solved for H0(2).
5.7 Conclusions
The size consistency error even for small diatomic systems may vary by as
much as 6 orders of magnitude depending on the chosen H0. Especially the use
of H0(3) consistently gives size consistency errors within the numerical
precision of our calculations. That means that H0(3) yields exactly size
consistent energies. Although Werner stated that all the size consistency errors
found with the perturbation treatment can be safely neglected for most practical
applications we feel that exact size consistency is important for two reasons.
First, size consistency is now recognised as an essential prerequisite for
consistent comparison of molecular calculations of different size. This insight
made perturbation theory more popular than restricted CI, even though CI yields
an upper bound to the energy. Therefore size consistency is a fundamental
motivation for generalising perturbation theory to the multi-reference case. So
compromising on this aspect taints the quest for a proper multi-reference
correlation treatment. Second, it is not clear how the size consistency errors
found with non-size consistent H0's scale with the size of the system. They may
still be negligible for small diatomic systems but will they be negligible for
larger systems?
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We have shown that a zeroth-order Hamiltonian constructed using separate
projector operators onto the singles and doubles may yield non-zero size
consistency errors with open-shell dimers that dissociate to open-shell
monomers. It was shown that these errors are due to spin-recouplings leading to
non-local effects. The proof for size consistency which depends on the
assumption that the dimer space can be expressed in terms of the spaces of the
monomers does not apply in that case. It is not yet clear if this problem can be
solved.
However, we have shown that a zeroth-order Hamiltonian that is as diagonal as
possible without distroying the unitary invariance for important orbital rotations
yields exactly size consistent results. The above mentioned spin problem is
avoided using this H0.
Also, the problem of orthogonalising large vector spaces that are strongly
linearly dependent and meanwhile separating single and double excitations can
be solved accurately. We have shown that a pivotted Householder QR
factorisation performs this task to high precision. Therefore we see no reason for
using a perturbation theory that is not strictly size consistent.
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Abstract
Davidsons method is widely used for finding the lowest eigenvalues of large matrices.
Recently, mathematicians have shown that Davidsons derivation could be improved. They
have corrected the derivation yielding a new iteration method. In this article this new method
is adapted for realistic MRCI and MRCEPA calculations. Results show that the new method
converges significantly faster in H2O and O2 with moderately elongated bonds than
Davidsons original method. The new method offers new insights into the rate of convergence
of Davidsons original method.
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6.1 Introduction
Configuration interaction (CI) methods are well-established and are widely
applied. In CI calculations one aims at the few lowest eigenvalues and the
corresponding eigenvectors of CI Hamilton matrices. Because these matrices are
large and sparse iterative methods are the methods of choice. These methods
require a matrix-vector multiplication with the CI-matrix in every iteration.
Because the CI-matrices are so large these matrix-vector multiplications
determine the cost of the algorithm. Therefore, almost every modification that
reduces the total number of these matrix-vector multiplications can be applied to
reduce the total cost.
The eigenvalue-problem solver which is most often used in CI calculations was
proposed by Davidson [1-3]. In this method the eigenvectors are expanded in a
subspace and the subspace is extended with a perturbation vector in every
iteration. Recently, mathematicians have studied Davidsons method. Saad [4]
pointed out that Davidsons deduction of the perturbation vector did not lead to
an optimal choice. Sleijpen et al. [5] have corrected the deduction. Their results
lead to extended insight in the convergence properties of Davidsons method and
suggest improvements.
In this paper we summarise the discussion that resulted in the corrected
derivation. Also, we describe the application of the improved method in multi-
reference CI (MRCI) calculations. The results are compared with the results
obtained with Davidsons original method.
6.2 Davidsons perturbation vector
In his original paper Davidson [1] started from the observation that the lowest
eigenvalue of a matrix is at the minimum of the corresponding Rayleigh
quotient
R x( ) = x A x
x x
. (1)
Therefore, if the desired eigenvector is approximated by a vector u  one is
interested in a perturbation vector  that minimises R u +( ). To this end
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Davidson expanded the Rayleigh quotient to second order in the perturbation
vector and minimised the expression essentially yielding the linear system (see
also Davidson [1] Eq (8) and Davidson [2] section 5).
A I( ) = r  (2)
where r  is the residual vector
r = A I( ) u
and = R u( ). If the matrix A I( ) is diagonally dominant, that is [6]
A jj( ) > A jk
k j
(3)
then equation (2) may be approximated by
D I( ) = r . (4)
Equation (4) is the famous Davidson preconditioning. The fact that this method
results from a second order energy expression should explain the good
convergence properties compared to gradient methods. The vector  may be
added to u  to obtain an updated approximation of the eigenvector. This
updated vector may then be used to calculate a new vector  and the
procedure may be repeated until convergence. This approach has poor
convergence characteristics. Davidson [1] pointed out that much better
convergence characteristics can be obtained by expanding the eigenvector in a
basis of the successive perturbation vectors . The new approximation to the
eigenvector is calculated by minimising the Rayleigh quotient in this basis. This
is equivalent to solving a small projected eigenvalue problem. The resulting
eigenvector is then used to calculate a new perturbation vector  that is added
to the basis. Throughout this article we assume that the perturbation vectors are
used in the latter iteration scheme.
However, Saad [4] pointed out that Davidsons derivation of equation (4) is not
complete. Following Davidsons line of reasoning the best results would be
obtained if one solves equation (2) for . This would result in = u .
However, after orthogonalisation of  on the subspace spanned by
perturbation vectors from earlier iterations the null vector remains. Clearly this
vector can not serve as an effective extension of the subspace. Consequently, the
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perturbation vector  should be linearly independent to the subspace whereas
u  is a linear combination in that subspace. This suggests that Davidsons
argument is not complete. In a recent paper Sleijpen et al. [5] pointed out that
while deriving equation (2) Davidson assumed  orthogonal to u . However,
to assure that  is an effective perturbation vector one should determine 
under the condition that  is orthogonal to u . This may be effected by
computing the perturbation vector from the projection of A onto the subspace
orthogonal to u . Sleijpen et al. showed that this is equivalent to substituting
the projected matrix
B = I u u( )A I u u( ) (5)
for A in equation (2) yielding
B I( ) = r . (6)
If the matrix B I( ) is diagonally dominant equation (6) may be approximated
to give
DB I( ) = r (7)
where DB is the diagonal of B. This equation is analogous to equation (4).
Moreover, if the matrix A I( ) is strongly diagonally dominant then a unit
vector is a good approximation to the eigenvector and to u . In that case
equation (7) will only differ from equation (4) in the first element. The
difference in the resulting perturbation vectors nearly vanishes upon
orthogonalising the perturbation vector on the subspace. Therefore both
equations (4) and (7) may then be considered equivalent. However, equations
(2) and (6) are certainly not equivalent. Due to Saad we know that a calculation
based on equation (2) will not converge. To investigate the convergence of
calculations with equation (6) a calculation on H2O was performed. The results
are shown in table I (for computational details see the Section 6.4). Note that the
convergence of the energy is at least second order. That is, the number of
converged digits is doubled in every iteration. This is in accordance with the fact
that equation (6) resulted from a second order energy expression. The results
shown in table I were obtained computing the approximations of the eigenvector
from the subspace projected eigenvalue equation. We found that in this case
updating the eigenvector by simply adding the perturbation vector and
renormalising results in similar convergence.
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Table I: The convergence of the generalised Jacobi-Davidson method in extreme
for H2O at 2.0 Re.
Iteration
Number
Energy
(Hartree)
1 -75.839984920556
2 -75.950820825635
3 -75.951032652229
4 -75.951032652292
For practical applications we will concentrate on equation (6). Approaches
based on this equation will be referred to by the name “Generalised Jacobi-
Davidson” [5] (GJD). In cases where Davidsons method converges slowly due
to large off-diagonal elements equation (6) may allow approaches with better
convergence properties. However, in its current formulation the equation is
rather impractical because of the size of the matrix B I( ). Therefore, some
suitable approximations to this matrix have to be found.
6.3 Application of the generalised Jacobi-Davidson method
to MRCI problems
In MRCI we distinguish two categories of molecular orbitals (MO), i.e. internal
orbitals and external orbitals [7]. The set of internal orbitals contains the MOs
which are of primary importance in the construction of a qualitatively correct
wavefunction. From the MOs two types of n-electron states may be constructed,
i.e. vacuum states and external states. The vacuum states have no electrons
occupying external orbitals. All other states are external states. Based on these
definitions CI-vectors can be separated into a vacuum part and an external part.
We will denote a vacuum part with a subscript " v" and an external part with a
subscript " e".
In MRCI calculations with a suitably chosen vacuum space the vacuum
coefficients are much more important than the external coefficients. This
suggests that if the projector P is defined as
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u u = P =
Pvv Pev
Pve Pee
this may be approximated by
P
Pvv 0
0 0
. (9)
Introducing this approximation into the matrix B I( ) from equation (6) yields
B I( ) = I P( )vv Avv I P( )vv I P( )vv AveAev I P( )vv Aee
Ivv 0
0 Iee
Furthermore we assume that B I( ) is diagonally dominant in the external
space. This means we assume that we may approximate the matrix by
B I( ) I P( )vv Avv I P( )vv Ivv 00 Dee Iee  (10)
where Dee is the diagonal of the external-external block. Substituting equation
(10) into equation (6) results in
B I( )vv v = r v (11)
D I( )ee e = r e (12)
Because the linear system in the vacuum space is relatively small we expect that
these equations may be cost effectively applied to realistic MRCI problems.
Note that in Table CI [8] calculations similar approximations can be used based
on a selection of the most important configurations. Furthermore, equations (11)
and (12) may also be applied to MRCEPA(0) [9] calculations because
MRCEPA(0) may be expressed in a form analogous to MRCI. That is, the
MRCEPA(0) matrix is equivalent to a MRCI matrix with shifted diagonal
elements.
The linear system in equation (11) can be treated with Gaussian elimination if
the matrix is small. However, if the vacuum space is large (but small compared
to the total CI space) an iterative method such as conjugate gradient [10,11] may
be more efficient. In the conjugate gradient method a matrix-vector
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multiplication with the vacuum part of the matrix B I( ) is performed in every
iteration. These multiplications may be efficiently computed as follows. Assume
the vacuum matrix B I( ) is to be multiplied with a vector q . Then, using
equation (5) we have
B I( ) q = A q u u A q A u u q
+ u u A u u q q
. (13)
Writing
= u A u ,
defining
z = A u ,
and using that A is hermitian equation (13) becomes
B I( ) q = A q + u u q z q( ) z u q q . (14)
Equation (14) involves a matrix-vector product with the original vacuum matrix
A and some simple vector-vector operations. The vector z  can be obtained
without additional cost because it is already calculated in the Davidson
algorithm in the computation of the residual vector.
6.4 Symmetric dissociation of H2O
The first test case we consider involves the cleavage of both OH bonds at a
constant angle in the water molecule. The geometries and the basis sets of
Bauschlicher and Taylor [12] are used. Recapitulating this means that the energy
of the molecule was calculated at the equilibrium OH bond length Re, at 1.5 Re
and at 2.0 Re, where Re was 1.889 726 bohr. Additionally, we also calculate the
energy at 4.0, 6.0 and 8.0 times Re. The HOH angle is fixed at 104.5 . The 1S
orbital is frozen on the SCF level. The active space in the MCSCF calculation
also defines the reference space in the MRSDCI and MRCEPA(0) calculations.
The results in table II and III are obtained with the 55 CSF CAS from Ruttink
et al. [9]. The initial vector is computed solving the reference part of the CI
matrix for the lowest eigenvalue. The calculations are performed with the
ATMOL program package [13].
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Table II: Comparison of the convergence of Davidson and the generalized
Jacobi-Davidson for H2O at various geometries in MRSDCI.
OH Bond Energy Number of Iterations
Length
(Re)
(Hartree) Davidson Generalized
Jacobi- Davidson
1.0 -76.2559104 9 8
1.5 -76.0706700 13 11
2.0 -75.9510327 14 10
4.0 -75.9129160 11 7
6.0 -75.9128205 12 9
8.0 -75.9128177 12 9
The reference space is a CAS containing the 3a1, 4a1, 1b1, 2b1, 1b2 and 2b2
orbitals. The convergence threshold is ˜E E < 0.1 6, where ˜E  is the current
approximation to the eigenvalue and E  is the fully converged eigenvalue.
Table III: Comparison of the convergence of Davidson and the generalized
Jacobi-Davidson for H2O at various geometries in MRCEPA(0).
OH Bond Energy Number of Iterations
Length
(Re)
(Hartree) Davidson Generalized
Jacobi- Davidson
1.0 -76.2590888 8 8
1.5 -76.0731227 10 9
2.0 -75.9531400 12 8
4.0 -75.9148751 12 8
6.0 -75.9147778 12 8
8.0 -75.9147748 12 8
The reference space is a CAS containing the 3a1, 4a1, 1b1, 2b1, 1b2 and 2b2
orbitals. The convergence threshold is ˜E E < 0.1 6, where ˜E  is the current
approximation to the eigenvalue and E  is the fully converged eigenvalue.
As a first result we found that the GJD iterations are almost as efficient as the
Davidson iterations in terms of CPU time. This is in accordance with the
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assumption that solving a linear system in the vacuum space is efficient
compared with a matrix-vector multiplication with the complete CI-matrix.
Furthermore, the results in table II show that Davidsons method and the GJD
method have comparable convergence rates at the extreme geometries. To
explain this we have made a comparison of the diagonally dominance of the
matrices at the different geometries. This comparison is a tentative one because
a robust measure for diagonally dominance has not been defined in the
literature. We found that Davidsons method converges fast at the extreme
geometries because the matrix B I( ) is relatively diagonally dominant.
However, this diagonally dominance has different causes in the equilibrium
geometry and near the dissociation limit. On the one hand, at the equilibrium
geometry the matrix B I( ) is diagonally dominant due to the structure of the
CI-matrix. This is obvious from the resulting normalised CI-vector which has
one element that is larger than 0.96. Therefore, the projections contained in B
have no significant effect on the diagonally dominance of B I( ). On the other
hand, near the dissociation limit the CI-matrix has large off-diagonal elements.
Figure I: Comparison of the convergence of Davidson and generalized Jacobi-
Davidson
-15
-10
-5
0
0 5 10 15 20 25
Generalized
Jacobi-Davidson
Original 
Davidson
Vertically the deviation of the energy in hartree is plotted on a logarithmic scale.
The deviation is taken to be energy in the i-th iteration minus the fully converged
energy. Horizontally the iteration number is plotted.
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This is reflected in the resulting CI-vector which has five components exceeding
0.42. However, the matrix B I( ) is diagonally dominant because the off-
diagonal elements are reduced due to the projections contained in B. The GJD
method converges significantly faster with moderately elongated bonds than
Davidsons method. This improved convergence is due to a more accurately
calculated reference part of the perturbation vector.
The convergence behaviour of both methods is shown figure I. The data for this
figure are taken from a calculation at 2.0 Re. In this calculation the energy is
converged to 14 digits. The figure shows that Davidsons method and the GJD
method initially converge at almost equal rates. However, Davidsons method
slows down after a few iterations whereas the GJD method maintains an almost
constant convergence rate.
6.5 Dissociation of O2
We consider the dissociation of O2 as a second test case. The calculations were
performed using a (9s,5p)=>[4s,2p] Double Zeta basis [14]. The energy of the
ground state was computed at three geometries, i.e. at the equilibrium bond
length Re, at 1.5 Re and at 2.0 Re, where Re was 2.28 bohr. The CAS contains
the 3ag, 1b2g, 1b3g, 3b1u, 1b2u, and 1b3u orbitals. The initial CI vector is
computed as described for the H2O test case. The MRCI and MRCEPA(0)
results are shown in table IV and V respectively.
Again Davidsons method and the GJD method converge at a similar rate near
the equilibrium geometry in the MRCI calculations. However, at moderately
elongated bonds the GJD method converges significantly faster in MRCI as well
as in MRCEPA(0) calculations.
6.6 Conclusions
We derived a formulation of the modified Davidson method due to Sleijpen et
al. that is applicable to realistic MRCI and MRCEPA(0) calculations. In
calculations on H2O and O2 the new method converges significantly faster than
the traditional Davidson method for geometries with moderately elongated
bonds. The improved convergence properties are due to the more accurate
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calculation of the vacuum part of the perturbation vector. Consequently, it is
expected that this method is effective if the vacuum space is well chosen.
Table IV: Comparison of the convergence of Davidson and the generalized
Jacobi-Davidson for O2 at various geometries in MRSDCI.
O2 Bond Energy Number of Iterations
Length
(Re)
(Hartree) Davidson Generalized
Jacobi-Davidson
1.0 -149.8404582 9 9
1.5 -149.7729223 13 12
2.0 -149.7366070 16 12
The reference space is a CAS containing the 3ag, 1b2g, 1b3g, 3b1u, 1b2u, and 1b3u
orbitals. The convergence threshold is ˜E E < 0.1 6, where ˜E  is the current
approximation to the eigenvalue and E  is the fully converged eigenvalue.
Table V: Comparison of the convergence of Davidson and the generalized
Jacobi-Davidson for O2 at various geometries in MRCEPA(0).
O2 Bond Energy Number of Iterations
Length
(Re)
(Hartree) Davidson Generalized
Jacobi-Davidson
1.0 -149.8468435 10 10
1.5 -149.7802435 15 12
2.0 -149.7425726 21 13
The reference space is a CAS containing the 3ag, 1b2g, 1b3g, 3b1u, 1b2u, and 1b3u
orbitals. The convergence threshold is ˜E E < 0.1 6, where ˜E  is the current
approximation to the eigenvalue and E  is the fully converged eigenvalue.
108
References
[1] E. R. Davidson, J. Comput. Phys. 17, 87 (1975).
[2] E. R. Davidson, Comput. Phys. Comm. 53, 49 (1989).
[3] C. W. Murray, S. C. Racine and E. R. Davidson, J. Comput. Phys. 103, 382
(1992).
[4] Y. Saad, "Numerical Methods for Large Eigenvalue Problems" (Manchester
University Press, Manchester, 1992).
[5] G. L. G. Sleijpen and H. A. van der Vorst, Preprint: 856, Dept. Math., Utrecht
University (1994).
[6] E. Kreyszig, "Advanced Engineering Mathematics" (John Wiley & Sons, Inc.,
Singapore, 1993).
[7] V. R. Saunders and J. H. van Lenthe, Mol. Phys. 48, 923 (1983).
[8] R. J. Buenker, in: "Current Aspects of Quantum Chemistry 1981" (Elsevier
Scientific Publishing Company, Amsterdam, 1982).
[9] P. J. A. Ruttink, J. H. v. Lenthe, R. Zwaans and G. C. Groenenboom, J. Chem.
Phys. 94, 7212 (1991).
[10] P. E. S. Wormer, F. Visser and J. Paldus, J. Comput. Phys. 48, 23 (1982).
[11] G. H. Golub and C. F. van Loan, "Matrix Computations" (North Oxford
Academic, Oxford, 1986).
[12] C. W. Bauschlicher and P. R. Taylor, The Journal of Chemical Physics 85, 2779
(1986).
[13] V. R. Saunders and M. F. Guest, ATMOL (Daresbury, 1974).
[14]
109
Chapter 7
Exoduction
110
This thesis is mostly concerned with MRMP, and some consideration is given to
MRCI and MRCEPA(0). Looking back upon the previous chapters it is learnt
that an efficient and size consistent multi-reference perturbation method for
calculating correlation energies can be constructed. To achieve size consistency
the form of the zeroth-order Hamiltonian has to be constructed from projection
operators that project onto subspaces of a single excitation level only. In
practice it is possible to define a whole family of zeroth-order Hamiltonians that
meet this requirement. In particular a zeroth-order Hamiltonian with as few as
possible off-diagonal terms may be chosen. Besides choosing a proper zeroth-
order Hamiltonian the choice for the orthogonalisation method to construct the
excited state space is essential. Perturbation theory proves to be rather sensitive
to numerical errors in the orthogonalisation. Because the errors are different for
calculations of different size they can lead to considerable size consistency
errors.
Despite the fact that a size consistent multi-reference approach to correlation
energy calculations has been obtained the correlation problem is not solved yet.
It should be realised that perturbation theory is not stable enough to be used in
all cases; On the other hand MRCI corrected for size consistency errors and
MRCEPA(0) are only approximately size consistent. However they may be
applicable in cases where perturbation theory fails.
Although not too much thought was given to the size consistency corrected
MRCI (MRCI+Q) and the MRCEPA(0), the MRMP chapters allow for a
comparison. For closed shell cases MRCI+Q and MRCEPA(0) yield small size
consistency errors. However, in the open-shell cases the behaviour was rather
poor. In every case MRCEPA(0) performed better with respect to size
consistency than MRCI+Q. Regarding the stability of these methods it should be
noted that the MRCI approaches as well as MRCEPA(0) converged in all
calculations. This meant that MRCEPA(0) at the moment is the best alternative
to MRMP we have available, and this method should be considered in cases
where MRMP is hampered by divergences.
Reconsidering these results we may relate them to the list of requirements that
was compiled in the introduction to this thesis.
111
1) A problematic point with perturbation theory is that it is not well
defined for all chemically reasonable geometries. This problem was
long known for single-reference perturbation theory. One might have
hoped that this problem could be solved using a multi-reference
approach since one expects that the perturbation would be smaller in
such a treatment. However, the contrary may be the case.
In calculations on O2 the multi-reference approach yielded a larger
difference between E0 and E1 than the single-reference treatment. So
the perturbation is larger in the multi-reference case. Indeed, the
multi-reference calculations are more strongly divergent than the
single-reference ones.
Although a method is suggested to detect divergences so that these
points may be avoided in calculating potential energy surfaces, a
MRMP study may be impossible if too many divergent points are
present. MRCI is not subject to divergence problems. MRCEPA(0)
shows to be well behaved in the calculations documented in this
thesis. However, it is to be expected that MRCEPA(0) may diverge if
an inadequate reference space is used.
2) MRMP, MRCI, and MRCEPA(0) are able to dissociate molecules
properly if the reference wavefunction is chosen judiciously.
3) MRMP, MRCI, and MRCEPA(0) are invariant for orbital rotations
that leave the reference wavefunction unchanged.
4) MRMP may be implemented in a such way that exactly size
consistent results may be obtained. This is an important result
because there was a growing tendency to believe that multi-reference
approaches could not be size consistent except for some special
cases. MRCI and MRCEPA(0) fail with respect to this requirement
especially in open shell cases.
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5) The MRMP approaches sometimes have problems in calculating
energies of a similar quality at a wide range of geometries. For
example MRMP2 may not be accurate enough in calculating
dissociation energies. In most cases this could be mended in the next
order of perturbation theory. However, one case was found in which
the MRMP3 gave less accurate results than MRMP2 (see chapter 2,
table V ). With respect to dissociation energies MRCI and
MRCEPA(0) behave very well.
6) Considering efficiency MRMP is at least an order of magnitude more
efficient than MRCI or MRCEPA(0). MRMP3 costs about as much
as a single CI-iteration. This means that for large molecules MRMP
may be the only reasonable approach to take correlation energy into
account. This was one of the strong motivations for Andersson et al.
[1] to develop CASMP2.
Concluding, we have found that MRMP satisfies the requirements we listed
except that it may diverge and the quality of the energy may be insufficient. The
most appropriate alternative currently available, MRCEPA(0) fails in obtaining
size consistency in open shell cases and it is relatively expensive. A reasonable
scheme for calculating potential energy surfaces therefore seems to first try
MRMP and then use MRCEPA(0) if MRMP fails. A problem with this scheme
is in detecting whether the MRMP fails. Convergence problems in MRMP may
be hard to detect at low orders. Inspection of the coefficients in 1 and the
singles-doubles part of 2 should be helpful. When in doubt the convergence of
the series should be tested.
7.1 Future developments
At the 9th International Conference on Quantum Chemistry (Atlanta, 1997)
Morokuma explained that quantum chemistry has come a long way. Along this
way a number of landmarks were passed, cf. [2]. These include the introduction
of Slater determinants [3], the Hartree-Fock method [4,5], the use of Gaussian
basis functions [6], the Roothaan parametrisation of the wavefunction [7], the
generalisation of Hartree-Fock to the multi-configuration case [8], the
development of multi-reference approaches like MRCI [9,10], and multi-
reference perturbation theory (MRPT) [11,12]. The multi-reference coupled
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cluster (MRCC) method is underway. Finally, relativistic effects are being
included in many codes, and much effort is being invested in coupling quantum-
mechanical and classical models. Although this all seems very well it does not
mean that we have come to the end of the road.
Looking at approaches to obtain a reasonable estimate of the correlation energy
we find that there is a problem with all of them. For example MRCI is not size
consistent, MRPT and MRCC may be hampered by divergences [13], and
MRCI and MRCC are computationally expensive. Besides these problems,
multi-reference methods in general have a tendency to lead to such large
configuration spaces that they may not be applicable to large molecules without
severe approximations. However, it is well known that dynamical correlation
energy has to be accounted for to some extent. MCHF is insufficient to calculate
potential energy surfaces accurate enough for qualitatively correct chemical
predictions. At this stage the fundamental problem seems to be that everything
that can be done using a determinantal basis has been tried, but the results are
not really satisfactory.
Basically the paths that lead onwards lay within two extremes. The first extreme
is to use the knowledge we have obtained so far and to develop approaches that
allow to direct the computational power we have available to the heart of the
problems of interest. Mainly this is a matter of tailoring the current methods to
allow more flexibility in defining problems. For example, one may want to use
MRCI to account for electron correlation in only a part of a molecule. In such a
case localisation of orbitals, selections of orbitals and configurations, use of a
different basis set for the MCHF calculation and the correlation treatment, and
other advanced approximations will be needed. The basic methods will be the
same but the new developments will be in defining meaningful approximations.
An other extreme is to develop methods that extend the current approaches to
non-determinantal wavefunctions. This is not new as ventures in this direction
were already performed by Hylleraas [14]. However, up to a few years ago there
was always the promise that new many-configuration methods would cure the
problems at hand. I think that is no longer true. This perspective suggests that
the time has come to reconsider whether Slater determinants are a good idea.
Essentially one would like to have an ab initio method (in contrast to DFT) that
accounts for a significant part of the correlation energy while not being more
involved than MCHF. This suggests to consider geminal type approaches to
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MCHF of some sort. There have been some investigations on the use of
geminals in many-configurational methods (cf. [15-28]) but the computational
complexity limited their use. Recently, Persson et al. [29] proposed a new way
to expand the electron interaction that will reduce the costs of these approaches
considerably. Introducing explicitly correlated wavefunctions into MCHF type
calculations may be an efficient alternative in describing potential energy
surfaces.
In practice of course the final solution will be somewhere in between these
extremes. For the next decade I think significant contributions to the latter
approach may be expected. Thus although quantum chemistry has come a long
way, it may still have a long way to go.
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Summary
This thesis is about methods for electronic structure calculations on molecular
systems. The ultimate goal is to construct methods that yield potential energy
surfaces of sufficient accuracy to allow a qualitatively correct description of the
chemistry of these systems; i.e. heat of formation, isomerisation barriers,
equilibrium geometries, and vibrational spectra. In order to properly calculate
the potential energy surfaces for all these properties a multi-configurational
starting point is essential. This means that all methods that will be discussed are
based on a multi-reference wavefunction where the reference function is
optimised using the multi-configurational Hartree-Fock (MCHF) method.
Beyond the MCHF method there are various methods to account for the
correlation energy of a molecule. Not all of these methods are equally suited to
calculating potential energy surfaces. In chapter 1 the basic notions are
introduced and a list of required qualities for a method is compiled. This list
includes size consistency, independence of the orbital representation of the
reference wavefunction, efficiency, and others. The methods discussed in this
thesis will be checked against these requirements.
The main part of this thesis treats a perturbation method that was first
formulated by Møller and Plesset (MP) in 1934. In its original formulation the
method is applied starting from a single closed shell determinant. It was known
that in this case the method is strictly size consistent. It was known also that the
method diverges in cases when two states are close in energy. The basic idea at
the start of the work described here was to avoid these divergences by including
all nearly degenerate states in the reference function thus generalising the
method to the multi-reference case. If this would be possible while retaining the
size consistency a very efficient and highly accurate multi-reference Møller-
Plesset method (MRMP) would be obtained.
In chapter 2 the implementation of this method for a general reference
wavefunction is described. Although the test applications yielded encouraging
results, a few results suggested divergences may still show up. In chapter 3 a
method to detect divergences is proposed and it was applied to suspicious
systems. It is found that the multi-reference perturbation theory may be more
strongly divergent than the single-reference approach. Also, the multi-reference
results were not exactly size consistent. A detailed study of this problem is
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given in chapter 4 were it is concluded from theory that the method should be
exactly size consistent. In chapter 5 the practical aspects involved in a size
consistent multi-reference perturbation theory are described. The results show
that a size consistent approach can be obtained. The crucial aspects are that the
projection operators to construct the zeroth-order Hamiltonian should each
project onto a subspace of a single excitation level, the orthogonalisation
method to generate the orthonormal excited states should be highly accurate,
and in open-shell calculations applying the unitary group generators twice is not
enough to generate all required spin states.
Perturbation theory is not the only method that yields size consistent results.
Already in the sixties it was known that some electron pair approximations yield
exactly size consistent correlation energies also. In the single reference case it
was shown that the coupled electron-pair approximation (CEPA) could be used
to approximate coupled cluster in the singles-doubles configuration space.
Ruttink et al. have generalised this approach to the multi-reference case
(MRCEPA(0)). Although this approach is not exactly size consistent it is the
best alternative to MRMP we have available. For this reason the MRMP results
in this thesis are often compared to results obtained with MRCEPA(0).
At the heart of the MRCEPA(0) is the Davidson diagonalisation method that is
used to iteratively solve the eigenvalue equations. The efficiency of the
MRCEPA depends primarily on the rapid convergence of the Davidson method.
Essentially, the Davidson method calculates the best approximation to the
wavefunction from a given set of vectors. Through extending this set by one
vector (the update vector) in every iteration convergence is guaranteed. The
speed of convergence depends on how appropriate the update vectors are.
However, Sleijpen and van der Vorst realised that if the method was applied
exactly as suggested by Davidson it would never converge. A detailed analysis
led to improvements enhancing the speed of convergence. The application of
these improvements in quantum chemistry is discussed in chapter 6.
In chapter 7 the results from the main chapters are checked against the
requirements list compiled in chapter 1. The conclusion is that although some
requirements could be met, none of the methods satisfies all requirements.
Because the alternatives employing a determinantal basis are nearly exhausted it
is suggested that future developments should go in other directions, e.g.
explicitly correlated wavefunctions.
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Samenvatting
Dit proefschrift gaat over methoden voor electronenstructuur berekeningen aan
energie oppervlakken met voldoende nauwkeurigheid opleveren om kwalitatief
juiste uitspraken te kunnen doen over de chemie van moleculaire systemen. Dit
beschrijven met betrekking tot de genoemde eigenschappen is een meervoudige
referentie aanpak vereist. Vandaar dat alle in dit proefschrift beschreven
methoden gebaseerd zijn op een meervoudige referentie golffunctie, waarbij
deze referentie functie met de meerconfiguratie Hartree-Fock (MCHF) methode
geoptimaliseerd is.
Na een MCHF berekening kunnen meerdere methoden gebruikt worden om de
electronencorrelatie energie in een molecule te berekenen. Niet al deze
oppervlakken. In hoofdstuk 1 worden daarom de basale begrippen uiteengezet
en wordt een lijst van eisen voor een geschikte methode opgesteld. Deze lijst
bevat eigenschappen als grootte-consistentie, onafhankelijkheid van de orbitaal
proefschrift aan bod komen worden tegen deze eisen afgezet.
Het grootste deel van dit proefschrift behandelt een storingsrekening methode
die voor het eerst door Møller en Plesset (MP) geformuleerd werd in 1934. In de
gesloten schil determinant. Het was bekend dat de methode in dit geval strikt
grootte consistent is. Ook was bekend dat de methode divergeert wanneer twee
toestanden qua energie dicht bij elkaar liggen, in andere woorden bijna ontaard
zijn. Het uitgangspunt bij het werk dat hier beschreven wordt was om de
divergentie te vermijden door alle bijna ontaarde toestanden als referentie mee
te nemen. Indien deze generalisatie met behoud van grootte consistentie
referentie Møller-Plesset methode (MRMP) verkregen worden.
In hoofdstuk 2 wordt de implementatie van deze methode voor een algemene
referentie functie beschreven. Hoewel de test berekeningen bemoedigende
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resultaten opleverden werden enkele resultaten verkregen die suggereerden dat
ook de gegeneraliseerde methode kan divergeren. In hoofdstuk 3 wordt een
methode voorgesteld om deze divergenties te detecteren. Deze methode wordt
toegepast op enkele systemen die van divergenties verdacht worden. Gevonden
wordt dat de generaliseerde aanpak zelfs sterker divergent kan zijn dan de
oorspronkelijke aanpak. Een ander probleem dat ontdekt werd was dat de
resultaten in eerste instantie niet grootte consistent bleken te zijn. Een
gedetailleerde studie naar dit fenomeen is weergegeven in hoofdstuk 4. Uit de
theorie wordt geconcludeerd dat de methode exact grootte consistent zou
moeten zijn. In hoofdstuk 5 worden de praktische aspecten beschreven die voor
het verkrijgen van grootte consistente resultaten van belang zijn. De resultaten
laten zien dat een grootte consistente methode opgesteld kan worden. De
excitatie niveau mogen projecteren, dat de orthogonalisatie methode om de
ruimte van aangeslagen toestanden te genereren zeer nauwkeurig moet zijn, en
dat in open schil systemen het twee maal toepassen van de unitaire groep
generatoren niet voldoende is om alle benodigde spin toestanden te genereren.
Storingsrekening is niet de enige manier om grootte consistente resultaten te
verkrijgen. Al in de jaren 60 was bekend dat sommige electronenpaar
benaderingen exact grootte consistent zijn. Voor het enkelvoudige referentie
geval was aangetoond dat de gekoppelde electronenpaar benadering (CEPA)
gebruikt kon worden als benadering van de gekoppelde clusters aanpak in de
ruimte van enkele en dubbele aangeslagen configuraties. Ruttink en
medewerkers hebben deze methode gegeneraliseerd naar het meervoudige
referentie geval (MRCEPA(0)). Hoewel deze methode niet strikt grootte
consistent is vormt ze het beste alternatief voor MRMP dat we beschikbaar
hebben. Om deze reden worden MRMP resultaten in dit proefschrift vaak
vergeleken met MRCEPA(0) resultaten.
Belangrijk bij de MRCEPA(0) methode is de Davidson diagonalisatie methode
die gebruikt wordt om iteratief eigenwaarde vergelijkingen op te lossen. De
Davidson methode. In essentie berekent de Davidson methode de beste
benadering voor de golffunctie binnen een gegeven verzameling van vectoren.
breiden is convergentie gegarandeerd. De convergentie snelheid hangt af van de
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geschiktheid van de storingsvectoren. Sleijpen en van der Vorst wisten dat
wanneer de methode zou worden toegepast precies zoals Davidsons voorstel
suggereert, ze oneindig langzaam zou convergeren. Een gedetailleerde analyse
van de methode leidde tot suggesties voor verbeteringen. De toepassing van
deze verbeteringen in de quantumchemie wordt beschreven in hoofdstuk 6.
In hoofdstuk 7 worden de resultaten uit de andere hoofdstukken vergeleken met
de lijst van eisen uit hoofdstuk 1. De conclusie is dat hoewel aan sommige eisen
voldaan kan worden geen van de gebruikte methoden aan alle eisen voldoet.
Omdat de mogelijkheden voor alternatieve methoden, gebruikmakende van een
determinant basis, uitgeput beginnen te raken wordt gesuggereerd dat
toekomstige ontwikkelingen in de richting van bijvoorbeeld expliciet
gecorreleerde golffuncties zouden moeten gaan.
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