Quantum query complexity is known to be characterized by the so-called quantum adversary bound. While this result has been proved in the standard discretetime model of quantum computation, it also holds for continuous-time (or Hamiltonianbased) quantum computation, due to a known equivalence between these two query complexity models. In this work, we revisit this result by providing a direct proof in the continuous-time model. One originality of our proof is that it draws new connections between the adversary bound, a modern technique of theoretical computer science, and early theorems of quantum mechanics. Indeed, the proof of the lower bound is based on Ehrenfest's theorem, while the upper bound relies on the adiabatic theorem, as it goes by constructing a universal adiabatic quantum query algorithm. Another originality is that we use for the first time in the context of quantum computation a version of the adiabatic theorem that does not require a spectral gap.
Introduction
The quantum adversary method was originally introduced by Ambainis [Amb02] for lower-bounding the quantum query complexity Q(f ) of a function f . It is based on optimizing a matrix Γ assigning weights to pairs of inputs. It was later shown by Høyer et al. [HLŠ07] that using negative weights also provides a lower bound, which is stronger for some functions. A series of works [Rei09, Rei11, RŠ12] then led to the breakthrough result that this generalized adversary bound, which we will simply call adversary bound from now on, actually characterizes the quantum query complexity of any function f with boolean output and binary input alphabet. This is shown by constructing a tight algorithm based on the dual of the semidefinite program corresponding to the adversary bound 1 . Finally, Lee et al. [LMR + 11] have generalized this result to the quantum query complexity of state conversion, where instead of computing a function f (x), one needs to convert a quantum state |ρ x into another quantum state |σ x .
All these results where obtained in the usual discrete-time query model, where each query corresponds to applying a unitary oracle O x . In this model, an algorithm then consists in a series of input-independent unitaries U 1 , U 2 , . . . , U T , interleaved with oracle calls O x . Another natural model is the continuous-time (or Hamiltonian-based) model where the oracle corresponds to a Hamiltonian H x , and the algorithm consists in applying a possibly time-dependent, but input-independent, driver Hamiltonian H D (t), together with the oracle Hamiltonian. The two models are related by the fact that the unitary oracle O x can be simulated by applying the Hamiltonian oracle H x for some constant amount of time. This implies that the continuous-time model is at least as powerful as the discrete-time model. In the other direction, Cleve et al. [CGM + 09] have shown that the discrete-time model can simulate the continuous-time model up to at most a sublogarithmic overhead, which implies that the continuous-and discrete-time models are equivalent up to a sublogarithmic factor. Lee et al. [LMR + 11] later improved this result to a full equivalence of both models, by showing that the fractional query model, an intermediate model proved in [CGM + 09] to be equivalent to the continuous-time model, is also lower bounded by the adversary bound, so that all these models are characterized by this same bound (in the case of functions, a similar result can be obtained by extending an earlier proof of Yonge-Mallo, originally considering the adversary bound with positive weights, to the case of negative weights [YM11] ).
Even though these results imply that the continuous-time quantum query complexity is characterized by the adversary bound, they do not provide an explicit Hamiltonianbased query algorithm, except the one obtained from the discrete-time algorithm by replacing each unitary oracle call by the application of the Hamiltonian oracle for a constant amount of time. The resulting Hamiltonian of this algorithm then involves many discontinuities (at all times in between unitary gates), which is not very satisfying from the point of view of physics, where reasonable Hamiltonians are smooth. However, such discontinuities are not unavoidable, as for some problems, continuous-time query algorithms based on smooth Hamiltonians are known.
The first example is unstructured search, for which Farhi and Gutmann [FG96] proposed a continuous-time analogue of Grover's algorithm based on a simple timeindependent Hamiltonian (later, van Dam et al. [vDMV02] , as well as Roland and Cerf [RC02] , independently proposed an adiabatic version of this algorithm, based on a slowly varying Hamiltonian). Algorithms were also developed in the continuous-time model for various problems such as spatial search [CG04a, CG04b, FGT14] , oracle identification [Moc07] , or element distinctness [Chi09] . In a seminal paper, Farhi et al. [FGG08] proposed a quantum algorithm for the NAND-tree based on scattering a wave incoming on the tree, using a time-independent Hamiltonian. It is precisely this algorithm that, through successive extensions, led to the tight algorithm based on the adversary bound for any function in [Rei11] , but most of these extensions were using the discrete-time model.
In this article, we give a new continuous-time quantum query algorithm for any state conversion problem based on a slowly varying Hamiltonian, and also provide a direct proof of its optimality based on Ehrenfest's theorem, hence proving that the quantum query complexity of any state conversion problem is characterized by the adversary bound. The soundness of the adiabatic evolution used in our algorithm relies on a lemma from Avron and Elgart [AE99] , which does not require the usual gap condition but only weaker spectral conditions, and was originally introduced to study atoms in quantized radiation fields. To the best of our knowledge, it is the first time that such an adiabatic theorem without a gap condition is used in the context of quantum computation.
The structure of the article is as follows. Section 2 is devoted to preliminaries: in Subsection 2.1, we define the necessary mathematical notions; in Subsection 2.4, we recall the quantum adiabatic evolution and quantum adiabatic theorems; in Subsection 2.2, we recall notions of quantum query complexity; and in Section 2.3, the discrete-time adversary method. Original contributions start in Section 3, where we give a direct proof that the adversary bound remains a lower bound for continuous-time quantum query complexity (Theorem 3.1). Finally, in Section 4, we present our adiabatic quantum query algorithm AdiaConvert, and show that it is optimal, implying the characterization of the bounded-error quantum query complexity (Theorem 4.1).
Preliminaries

Definitions
Throughout this article, Σ is a finite set representing the input alphabet, X ⊂ Σ n is a subset of strings of length n, and x ∈ X denotes a possible input string. These definitions imply the following properties Lemma 2.2. For any n-by-n matrices A, B, C, we have
In this context, the following matrix norm will be useful: Definition 2.3 (γ 2 norm). Let D be a finite set, A a |D|-square matrix. The norm γ 2 (A) is defined as
In particular, it is shown in [LMR + 11] that the dual of the Adversary bound can be seen as a variation of the γ 2 norm dubbed the filtered γ 2 norm.
Definition 2.4 (Filtered γ 2 norm). Let D 1 and D 2 be two finite sets, A, Z 1 , . . . , Z n matrices with |D 1 | rows and |D 2 | columns, and Z = {Z 1 , . . . , Z n }. The norm γ 2 (A|Z) is defined as
The Hadamard product fidelity is introduced in [LR13] to characterize the output condition of quantum query problems. Whereas the usual fidelity compares density matrices, the Hadamard product fidelity compares Gram matrices (note that if ρ is a Gram matrix and |u is a normalized state, then ρ • |u u| is a density matrix).
Definition 2.6 (Hadamard product fidelity). The Hadamard product fidelity between two Gram matrices ρ and σ is defined as
where F(ρ ′ , σ ′ ) is the fidelity between two density matrices ρ ′ and σ ′ , defined as
We similary define the Hadamard product distance from the trace distance.
Definition 2.7 (Hadamard product distance). The Hadamard product distance between two Gram matrices ρ and σ is defined as
where D(ρ ′ , σ ′ ) is the trace distance between two density matrices ρ ′ and σ ′ , defined as
Theorem 2.8. [FG99] For any density matrices ρ, σ,
Corollary 2.9. For any Gram matrices ρ, σ,
Definition 2.10 (Distance between quantum states). We say that two normalized quantum states |φ , |ψ ∈ H are ε-distant if |φ − |ψ ≤ ε.
Quantum query complexity
In classical computation, a query algorithm computes a function f : X ⊂ Σ n → B where the input x ∈ X can only be accessed through queries to an oracle that, on input j ∈ [n], outputs x j ∈ Σ. A query algorithm can be seen as a decision tree [BdW02] where each vertex represents a decision taken after one query. The depth of the tree then corresponds to the number of queries used by this algorithm to compute f in the worst case. The query complexity of f is the minimum depth of all decision trees computing f exactly.
In quantum computation, query complexity can be generalized to state conversion problems, where one should convert a quantum state |ρ x into another state |σ x , each depending on the input x, which can once again only be accessed via an oracle. The evaluation of a function f is the particular case where initial states are independent of x, and final states are orthonormal for x, y such that f (x) = f (y). For any set of quantum states {|ρ x } x , it is enough to consider the Gram matrix ρ x,y = ρ x | ρ y , because if ρ x | ρ y = ρ ′ x ρ ′ y for all x, y, then there exists a unitary transformation U independent of x such that |ρ x = U |ρ ′ x for all x. This implies that a query algorithm for the set of states {|ρ } x can be converted into a query algorithm for the set of states {|ρ ′ } x without additive cost, and vice versa. We will therefore denote by a pair of Gram matrices (ρ, σ) the problem of converting a set of states {|ρ x } x into another set of states {|σ x } x .
In the discrete-time model of quantum query complexity, we can consider without loss of generality an oracle O x acting on an n-dimensional input register and a (|Σ| + 1)-dimensional output register as
where0 is an additional output alphabet symbol, that can be seen as a blank symbol. A query algorithm in this model is then given by a succession of input-independent unitaries U t interleaved with oracle calls O x . The discrete-time quantum query complexity Q dt 0 (ρ, σ) is the minimum number of oracle calls of any such algorithm converting ρ to σ exactly. (Note that there exist alternative definitions for the oracle O x , but they only affect the definition of Q dt 0 (ρ, σ) by at most a constant factor.)
In the continuous-time model, the oracle is a Hamiltonian H Q (x) of the general form
where each {h(y)} y∈Σ is hermitian and satisfies h(y) ≤ 1. In particular, the choice h(y) = |y − y − |, where
can be considered as the Hamiltonian analogue of the unitary oracle O x in equation (1), since it is easy to check that O x = e −iH Q (x)∆T for ∆T = π. A query algorithm in this model then corresponds to applying a Hamiltonian H x (t) of the form
where H D (t) is the driver Hamiltonian independent of the input x, and |α(t)| ≤ 1 for all t ∈ [0, T ]. The continuous-time quantum query complexity Q ct 0 (ρ, σ) is the minimum computing time T of any such algorithm converting ρ to σ exactly.
For scenarios where we accept errors, we must distinguish two cases : coherent and non-coherent quantum state conversion. Concretely, a computation will typically use some extra workspace and may therefore generate a state |σ x , J x , where |J x is the final state of the workspace. This might not be desirable if the state generation is used as a subroutine in a larger quantum algorithm, where we would like to use interferences between the states |σ x for different x's. In that case, we would like to be able to reset the state |J x to a default state, so that it does not affect interferences.
We therefore define the following output conditions (both for the discrete-and continuous-time models) Definition 2.11 (Output condition). A quantum query algorithm acting as unitary U x for input x converts ρ to σ with error at most ε if
Note that a sufficient condition for Re( φ| ψ ) ≥ √ 1 − ε is that these states are √ ε-distant. Moreover, the output condition for the coherent case has been shown [LR13] to be equivalent to F H (σ, σ ′ ) ≥ √ 1 − ǫ, where σ ′ is the Gram matrix of the output states |σ ′ x = U x |ρ x , 0 . Similarly, in the non-coherent case the output conditions can be rewritten as
where J is any Gram matrix of unit vectors (corresponding to any set of states |J x ). This implies that bounded-error and zeroerror quantum query complexities are related as follows.
Lemma 2.12 ([LR13]
). For any |X|-by-|X| Gram matrices ρ, σ, we have
where the superscript nc denotes the non-coherent query complexity (otherwise we consider the coherent case by default), and the superscript • is either dt or ct.
Computing a function f is equivalent to generating the Gram matrix F x,y = δ f (x),f (y) from the all-1 Gram matrix J x,y = 1. In that case, it is not necessary to generate the state coherently, but one can convert a non-coherent algorithm into a coherent algorithm, so that we can consider the coherent case without loss of generality.
Lemma 2.13 ([LR13]). For any function f and associated Gram matrix
F x,y = δ f (x),f (y) , we have Q • ε (f ) = Q nc,• ε (J, F ) and Q nc,• ε (J, F ) ≤ Q • ε (J, F ) ≤ 2Q nc,• 1− √ 1−ε (J, F ).
Adversary methods
The quantum adversary method is one of main methods to prove lower bounds on quantum query complexity (the other main method is the polynomial method [BBC + 01]). Its basic principle is rather simple: it consists in defining a so-called progress function W whose value is high at the beginning of the algorithm and should be low at the end of the algorithm if it is successful. By bounding the change in the progress function for each oracle call, one then bounds the minimum number of oracle calls necessary for success. More precisely, let |φ x (t) be the state of the algorithm on input x after t queries, and Φ t be the Gram matrix of those states. We define a progress function
where Γ is a |X|-by-|X| hermitian matrix, called the adversary matrix, and v a unit vector. We also define the matrices ∆ j with entries (∆ j ) x,y = 1 − δ x j ,y j . The adversary method relies on the fact that if Γ is chosen so that it satisfies Γ•∆ j ≤ 1 for all j ∈ [n], then the progress function can only increase by one after each query (see e.g. [HLŠ07] ), that is, |W (Φ t+1 ) − W (Φ t )| ≤ 1. The difference of the values of the progress function between Φ 0 = ρ and Φ T = σ is then given by
By optimizing over Γ and v, we obtain the adversary bound Definition 2.14.
[LMR + 11, LR13](Adversary bound)
As shown in [LMR + 11], Adv ⋆ defines a distance between Gram matrices, sometimes called the query distance. The following simple proposition, comparing the query distance to the Hadamard product distance D H , will be used in the proof of Theorem 4.1.
Proposition 2.15. For any Gram matrices ρ, σ of size n,
Proof. Since the trace distance may be written as D(ρ ′ , σ ′ ) = max P : P ≤1 1 2 P, (ρ ′ − σ ′ ) , we can reformulate the Hadamard product distance in Definition 2.7 as
We observe that this form is similar to Adv ⋆ in Definition 2.14, except for the constraints on P and Γ. We conclude the proof by showing that the constraint on P is stronger, that is, if P ≤ 1/2 then P • ∆ i ≤ 1 for all i ∈ [n].
Let J be the all-one matrix, and i ∈ [n]. We have
where the inequalities follows from the triangle inequality and Claim 2.5, respectively. We finally bound γ 2 (J − ∆ i ) using the minimization form in Definition 2.3 and an appropriate choice for {|u
Adiabatic quantum computation
Adiabatic quantum computation is a quantum computational model originally proposed by Farhi et al. [FGGS00] for solving instances of the satisfiability problem. This model is based on the quantum adiabatic theorem introduced by Born and Fock [BF28] and describing a physical system evolving under a slowly varying Hamiltonian:
A quantum system with a time-dependent Hamiltonian remains in its instantaneous eigenstate if the Hamiltonian variation is slow enough and there is a large gap between its eigenvalue and the rest of the spectrum of the Hamiltonian.
It was later proved that the adiabatic model is equivalent to standard quantum computation [AvK + 04]. This statement, as well as the correctness of most adiabatic algorithms, rely on the existence of a spectral gap. In order to formally describe adiabatic quantum computation, let us first define the notion of adiabatic process. (c) τ ∈ R + is the time scale, which defines the time as t(s) = sτ .
For such an adiabatic process, we can define the unitary operator U A (s) corresponding to an idealized evolution, which maps the eigenvector in the range of P (0) to the eigenvector in the range of P (s), that is, U A (s)P (0)U * A (s) = P (s). Furthermore, the physical evolution, represented by unitary operator U τ (s), can be obtained from the Schrödinger equation
Let us note that the analytical conditions given in Definition 2.16 ensure the existence and uniqueness of the solution U τ (s) of this equation with initial condition U τ (0) =
The quantum adiabatic theorem can be summarized by the following statement
Thus U τ (s)P (0) converge to U A (s)P (0) for large τ , and the norm of their difference defines the error of the adiabatic process.
Definition 2.17. The error ε AP (s) of an adiabatic process {H(s), P (s), τ } is defined as
This definition implies that at the end of the adiabatic evoltion, the physical state will be ε AP -distant from the ideal state.
How slow should the process be, or, equivalently, how large should τ be, to ensure a small enough adiabatic error? The folk adiabatic condition requires the following bound:
where the gap g(s) represents the minimal distance between the eigenvalue λ(s) and the rest of spectrum of H(s). However this folk adiabatic condition is not always sufficient, but rigorous conditions have been given e.g. by Jansen et al. [JRS07] . Indeed, they proved the following statement (where we introduce the notationȦ(s) = ∂ s A(s)).
Theorem 2.18.
[JRS07] Let {H(s), P (s), τ } be an adiabatic process with a gap g = min s∈[0,1] g(s),Ḣ,Ḧ are bounded operators, and ε > 0, if
The adiabatic process used in our algorithm introduced in Section 4 does not necessarily exhibit a gap, and for this reason we use another lemma from Avron and Elgart [AE99] .
Lemma 2.19. [AE99] Let {H(s), P (s), τ } be an adiabatic process and ε > 0. Suppose that the commutator equationṖ
accepts as solution operator X(s) such that both X(s) andẊ(s) are bounded. If
This version of the lemma is actually a special case of the statement proved by Avron and Elgart, adapted to the case of continuous-time quantum computation. For completeness we reproduce a self-contained proof of this version of the lemma in Appendix A.
Adversary lower bound in the continuous-time model
In this section we give a direct proof that the adversary method Adv ⋆ (ρ, σ) is a lowerbound for the zero-error quantum query complexity in the continuous-time model. Theorem 3.1. For any |X|-by-|X| Gram matrices ρ, σ, we have
Proof. Let |φ x (t) be the state of the algorithm on input x at time t ∈ [0, T ], and Φ t be the Gram matrix of those states. Let Γ be a |X|-by-|X| hermitian matrix and |v be a |X|-dimensional unit vector. We consider the following superposition of states:
where A is the actual register of the algorithm, while I is a (virtual) input register that is introduced for the sake of analysis. Since each state |φ x (t) evolves under the influence of a Hamiltonian H x (t) as in Equation (4), the state |Φ t evolves under the influence of a global Hamiltonian
Similarly to Subsection 2.3, we consider a progress function
where we use the usual notation Γ t for the expectation value of observable Γ when measuring state |Φ t . From Ehrenfest's theorem [Ehr27] , this expectation value evolves as
where the second term is zero since Γ is time-independent. Therefore, we have
where we have defined the matrices [Φ
. Using the properties of the inner product and the fact that |α(t)| ≤ 1, we may bound the variation of the progress function as
We now show that j γ 2 (Φ j t ) ≤ 2. First, as {|j j|} j∈[n] is a set of orthogonal projectors defined from the orthogonal basis {|j } j∈[n] , we have j γ 2 (Φ
Using the minimization form in Definition 2.3, we show that there exist {|u x , |v x } x such that j Φ j t yx = u y | v x and max x max{ |v x 2 , |u x 2 } ≤ 2. Indeed, let
Then, we have u y | v x = j [Φ j t ] yx , and the upper-bound on the norms of these vectors follows from the conditions h(y) ≤ 1 for all y, which imply H Q (x) ≤ 1 for all x.
Since j γ 2 (Φ j t ) ≤ 2, the last bound then reduces to
Moreover, for a zero-error algorithm, we also have
By optimizing over Γ and |v , we obtain the zero-error adversary bound T ≥ 1 2 Adv ⋆ (ρ, σ), which proves the first part of the theorem. The second part then directly follows from Lemma 2.12.
Adiabatic quantum query algorithm
In this section, we build an adiabatic quantum query algorithm AdiaConvert(ρ, σ, ε), for solving the quantum state conversion problem (ρ, σ), with an error ε and a running time τ = O(Adv ⋆ (ρ, σ)/ε). Together with Theorem 3.1, this implies that the adversary method characterizes the quantum query complexity in the time-continuous model for bounded error.
Theorem 4.1. For any |X|-by-|X| Gram matrices ρ, σ, we have
Description of AdiaConvert The algorithm acts on a Hilbert space H = H O ⊕ H Q ⊗ H W where H O is the output register, H Q the query register and H W a workspace register. Without loss of generality, we can make the initial and target states orthogonal by adding an ancilla qubit in state |0 for |ρ x and |1 for |σ x . We then define a continuous path from |ρ x |0 to |σ x |1 :
From Definition 2.14, let |u x,i , |v x,i x,i be vectors witnessing γ 2 (ρ − σ|∆) = W ,
. We use those states to define the following non-normalized states:
where x ± i is defined by (3), and ξ(s) = 2 cos θ(s) sin θ(s). Note that we have
We also let |ψ ± x (s, ε) be their normalized versions. The algorithm uses as driver Hamiltonian the projection Λ(s, ε) on the vector space V (s, ε) = span{|Ψ − x (s, ε) |x ∈ X}, and as oracle Hamiltonian, Π x = i |i, x
AdiaConvert(ρ, σ, ε)
1 Prepare the state |0, ρ x .
2 If Adv ⋆ (ρ, σ) < ε/2, do nothing.
3 Otherwise apply the Hamiltonian H x (s, ε) = Λ(s, ε) − Π x , where s = t/τ and τ = 15
, from t = 0 to t = τ .
The action of the algorithm is simple, first, if Adv ⋆ (ρ, σ) < ε/2, then we claim, using Proposition 2.15 and Corollary 2.9, that ρ and σ are closed enough, and satisfies the coherent output condition given in Definition 2.11.
Otherwise, in order to convert the initial state |0, ρ x into a state close enough to the target state |1, σ x , we consider the state |ψ + x (s, ε) , which is ε-distant to the state |k + x (s) interpolating between the initial and target state. We then use the adiabatic process {H x (s, ε), P x (s, ε), τ } with failure ε, where P x (s, ε) is the rank-1 orthogonal projection on the state |ψ + x (s, ε) . The correctness of the adiabatic evolution is based on Lemma 2.19, where the solution of Equation (9) follows from Item 5 in Proposition 4.2. Therefore the final state is 3ε-distant from the target state since the algorithm incurs error ε at the initial state, during the adiabatic process, and at the target state. This implies that we solve the quantum state generation problem with error at most 9ε 2 , and in turn that Q ct 9ε 2 (ρ, σ) ≤ 15Adv ⋆ (ρ, σ)/ε 2 . The proof of Theorem 4.1 is the consequence of the existence of the optimal quantum query algorithm AdiaConvert. As the number of query involved are given by the time scale τ , the demonstration relies on the derivation of an adiabatic bound linear in Adv ⋆ .
In order to prove Theorem 4.1, we first derive several useful properties of the algorithm AdiaConvert. 
is an eigenvector of H x (s, ε) with eigenvalue λ x (s, ε) = 0,
Let us note that Item 5 is the key property that prevents the instantaneous state |ψ + x (s, ε) from leaking to degenerate subspaces of eigenvalue 0.
Proof. 1) By Definition 2.4, we have i |u x,i 2 ≤ γ 2 (ρ − σ|∆) = W , so that
Item 1 then follows from the inequality
2) The scalar product of these vectors gives
Since this scalar product is real, we have
3) Remember Λ(s, ε) is the projection on subspace V (s, ε) = span{|Ψ − x (s, ε) |x ∈ X}. Therefore, it suffices to show that for all x, y ∈ X, Ψ + x (s, ε) Ψ − y (s, ε) = 0. By definition of |Ψ + x (s, ε) and |Ψ − x (s, ε) , we have
The right hand side is then zero due to the properties of |u x,i , |v x,i x,i in Definition 2.14.
4)
From Item 3 we already know that Λ(s, ε) |ψ + x (s, ε) = 0. Then by the definition of H x (s, ε), we must calculate Π x |ψ + x (s, ε) ,
which is exactly zero for x = y.
5) The property follows from
and the fact that
In the second line, Π x acts as the identity on i, x − i . In the third line, the second term is zero by definition of Λ(s, ε).
7)
Similarly to the proof of Item 1 all vectors |v x,i have their norm bounded by W
Noting that ξ(s) = sin(2θ(s)).
Proof of Theorem 4.1.
We show that AdiaConvert solves the quantum state conversion in time τ = 15 W ε 2 with error at most 9ε 2 . Let us first consider the case where W < ε/2. Then, Proposition 2.15 implies D H (ρ, σ) < ε/2, and Corollary 2.9 concludes that F H (ρ, σ) > 1 − ε/2 > √ 1 − ε, so that the coherent output condition is already satisfied by the initial Gram matrix.
We now assume that W ≥ ε/2. Before we go any further, we must justify that the triplet {H x (s, ε), P x (s, ε), τ } is an adiabatic process as defined in Definition 2.16.
First by definition, the state |ψ ± x (s, ε) is s-smooth on [0, 1]. It follows that H x (s, ε) and P x (s, ε) are also s-smooth. Moreover, by Item 4 of Proposition 4.2, |ψ + x (s, ε) is an eigenstate of H x (s, ε) with a constant eigenvalue λ x (s, ε) = 0.
In order to bound the error of the adiabatic process ε AP with Lemma 2.19, we define an operator X x (s, ε), solution of Equation (9), where X x (s, ε) andẊ x (s, ε)P x (s, ε) are bounded.
Let
To obtain ε AP we derive a bound for X x (s, ε) andẊ x (s, ε)P x (s, ε). First, we have
From Item 7 of Proposition 4.2 and the fact that W ≥ ε/2, we obtain
knowing that N x (ε) ≥ 1 we obtain the bound :
After adding P x (s, ε) on the right, the second term disappears following Item 5 of Proposition 4.2, and we have
Thereby we have all the required conditions to use Lemma 2.19 for the adiabatic process {H x (s, ε), P x (s, ε), τ }, which ensures that ε AP ≤ ε if
Let ψ f x be the output state. Since the initial state |0, ρ x and the target state |1, σ x are ε-distant from |ψ + x (0, ε) and |ψ + x (1, ε) (Item 2 of Proposition 4.2) and the adiabatic process introduces an additional error of ε AB ≤ ε, the output state ψ 
The proof of this property uses the following fact.
Fact A.3. For any orthogonal projector P we have P = P 2 , so thatṖ =Ṗ P + PṖ and PṖ P = 0 . 
Proof of Lemma
We explain line by line:
(1 → 2) We use Claim A.4.
(2 → 3) We rearrange the expression using U A (s) = Φ(s)V A (s) and the fact that Φ(s) commutes with any operator.
(3 → 4) We use the intertwining property for V A (s) (Claim A.5) and Equation (11).
(6 → 7) We integrate by parts.
The third term in the last line is null, because X(s) = X(s)P (s) and the intertwining property (Lemma A.2) yields the expression PṖ P , which is zero by Fact A.3. Using the triangle inequality, the fact that a norm is preserved by unitary operations and can only decrease under projections, we finally have This conclude the proof.
