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A bstract
This dissertation establishes a number of theorems related to the structure of 
graphs and, more generally, matroids. In Chapter 2, we prove that a 3-connected 
graph G that has a triangle in which every single-edge contraction is 3-connected 
has a minor that uses the triangle and is isomorphic to K$ or the octahedron. 
We subsequently extend this result to the more general context of matroids. In 
Chapter 3, we specifically consider the triangle-rounded property that emerges in 
the results of Chapter 2. In particular, Asano, Nishizeki, and Seymour showed 
that whenever a 3-connected matroid M  has a four-point-line-minor, and T  is a 
triangle of M, there is a  four-point-line-minor of M  using T. We will prove that 
the four-point line is the only such matroid on at least four elements.
In Chapter 4, we extend a result of Dirac which states that any set of n vertices 
of an n-connected graph lies in a cycle. We prove that if V ' is a  set of at most 2n 
vertices in an n-connected graph G, then G has, as a minor, a  cycle using all of 
the vertices of V '. In Chapter 5, we prove that, for any vertex v of an n-connected 
simple graph G, there is a  n-spoked-wheel-minor of G using v and any n edges 
incident with v. We strengthen this result in the context of 4-connected graphs 
by proving that, for any vertex v of a 4-connected simple graph G, there is a K y­
at octahedron-minor of G using v and any four edges incident with v. Motivated 
by the results of Chapters 4 and 5, in Chapter 6 , we introduce the concept of 
vertex-roundedness. Specifically, we provide a finite list of conditions under which 
one can determine which collections of graphs have the property that, whenever 
a sufficiently highly connected graph has a minor in the collection, it has such a 
minor using any set of vertices of some fixed size.
v
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 1 
Introduction to  M atroids and Graphs
1.1 Introduction and M atroid Axiom s
In this chapter, we will provide a brief introduction to those parts of graph theory 
and matroid theory that will be needed in this dissertation. The reader who is 
familiar with graphs and matroids is invited to skip to Section 1.7 (page 12) where 
we provide a general overview of the types of results found in this dissertation.
For a more detailed consideration of matroid theory, we refer the reader to Oxley 
[20]. For the basic concepts related to graphs, such as subgraphs, cycles, paths, and 
trees, we refer the reader to Bondy and Murty [6 ]. A graph is connected if any two 
vertices are joined by a path. The maximal connected subgraphs of a graph G are 
called components of G. We shall use u>(G) to denote the number of components of 
G. If X  is a set of edges in a graph G, we shall denote by G \X  the subgraph of G 
obtained by deleting all the edges in X . If G \X  has more connected components 
than G, we shall call X  an edge cut of G. An edge e such that {e} is an edge 
cut is called a cut-edge. A minimal edge cut will be called a bond. The degree of a 
vertex v of G is the number of edges incident with v and is denoted d(v) or da(v). 
The minimum vertex degree in a graph G is denoted by 6(G) of 6 . A triad in a 
simple graph is a bond of size three such that these three edges are incident with 
a common vertex of degree 3. A graph that can be drawn in the plane so that 
its edges intersect only at their ends is called a planar graph. Such a drawing of 
a planar graph G is called a planar embedding of G and is referred to as a plane 
graph. Let V ' be the vertex set of a  subgraph H  of the graph G. If x and y  are 
vertices of V \  and xy  is an edge of H  if and only if xy  is an edge of G, then H
1
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is called an induced subgraph of G. In particular, H  is the subgraph of G induced 
by V  and is denoted G \y \. An edge e is said to be subdivided when it is deleted 
and replaced by a path of length two connecting its ends, and the internal vertex 
of this path is a new vertex. A subdivision o f a graph G is a graph that can be 
obtained from G by a sequence of edge subdivisions.
If e is an edge of a graph G, then G/e, the contraction of e from G, can be 
obtained from G by deleting e and identifying its ends. Repeating this process for 
all edges in a subset X  of E(G), we obtain the graph G jX .  If we let C be the 
collection of edge sets of cycles in a graph G, then C satisfies the following three 
conditions:
(Cl) 0 i  C.
(C2) If Ci and C2 are members of C and Ci C C2, then Ci =  C2.
(C3) If Ci and C2 are distinct members of C and e € Ci D C2, then there is a 
member C3 of C such that C3  Q (Ci U C2) — e.
In general, a matroid M  is an ordered pair (E, C) consisting of a finite set E  
and a collection C of subsets of E, called circuits, satisfying the three axioms (Cl), 
(C2), and (C3). Since the collection C of edge sets of cycles in a graph G satisfies 
(C l), (C2), and (C3), the pair (E(G),C) is a  matroid. This matroid is called the 
cycle matroid of G and is denoted M{G).
Two matroids M  and N  are said to be isomorphic provided that there is a 
bijection from E(M)  to E(N)  where a set X  is a circuit of M  if and only if 
i>{X) is a circuit in N.  A graphic matroid is a  matroid that is isomorphic to the 
cycle matroid of some graph.
Because of the link between graphs and matroids, we call a  circuit of size one 
in & matroid a  loop. If two elements form a  circuit, then they are called parallel
2
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elements, and a  three-element circuit is called a triangle. We say that a matroid is 
simple if it has no loops and no parallel elements.
If (E,C) is a  matroid, a subset I  of E  that contains no circuit is called an 
independent se t In general, a  collection X  of subsets of a  finite set E  is the set of 
independent sets of a  matroid on E  if and only if the following conditions hold:
(11) 0 € l .
(12) If I  €X an d  / '  C I , then I ' e l .
(13) If I\ and I2  are in X  and |/ i | <  I/2 I, then there is an element e of I 2  — h  such 
that I\ U e €  X.
In the cycle matroid of a graph G, an independent set is a set of edges that 
contains no cycles, that is, it is the edge set of a forest. Therefore, if G is connected, 
a maximal independent set of edges in M(G) is the edge set of a spanning tree. 
Given a matroid M o n £ ,a  maximal independent set in M  is called a basis or base 
of M . It is clear, by axiom (13), that all bases have the same number of elements. 
In fact, for each subset S  of E, all maximal independent subsets of S  have the 
same cardinality, called the rank, r(5 ), of S . The rank o f M , denoted by r(Af), is 
the rank of the ground set E . The following theorem gives another set of axioms 
for matroids in terms of the rank function of the matroid.
T heorem  1.1.1. Let E  be a set and r be a function that maps 2B into the set of 
non-negative integers. Then r  is the rank function o f a matroid on E  i f  and only 
i f r  satisfies the following conditions:
(R l) H X Q  E , then 0 <  r(X) <  |JC|.
(R2) If X  C Y  C E,  then r(X) < r(Y).
3
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(R3) If X  and Y  are subsets of E,  then
r(X  U Y) + r(X  n  Y) < r(X ) +  r(Y).
Recall that if G =  (V(G), E(G)) is a graph and C is the collection of edge sets of 
cycles of G, then C is the set of circuits of a matroid M(G) on E(G). Clearly the 
rank of M{G) is |V(G)| -  w(G). U G is connected, then r(M (G)) =  |V(G)| - 1 .  
Given a subset X  of elements of a matroid on E, we define the closure of X  to
be
cl(X) =  {e € E : r(X  U e) =  r(X )}.
If d(X ) =  X , then we say that X  is a closed set or a fla t A flat whose rank is 
one less than that of M  is called a hyperplane. We say that X  spans the matroid 
M  if r(X ) =  r(M). It is clear that r(cl(X)) =  r(X ) for all subsets X  of E.
To add an element e freely to a flat F , we add e to F  so that the only new 
circuits created are those which are forced by the fact that e has been placed on
F . More specifically, let F  be a  flat of a matroid M , and let N  =  M  +p e be the 
matroid obtained by freely adding e to the flat F . Then,
C(N) =  C(M) U {X U e : F  C clM(X) and F  % clM(X -  x) for all x in X}.
1.2 D uality
Duality plays a fundamental role in matroid theory. First introduced by Whitney 
[34], duality extends both the notion of orthogonality in vector spaces and the 
concept of a planar dual of a  plane graph. We note here that in the dual G* of a 
plane graph G, a  cycle in G* corresponds to a bond in G. Indeed, for any graph
G, the collection of bonds of G is the set of circuits of a matroid M*(G) on E(G). 
This matroid is called the bond matroid of G. It is straightforward to see that, for 
a  connected plane graph G, the set T  is the edge set of a  spanning tree in G* if
4
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and only if E(G) — T  is the edge set of a spanning tree in G. Thus, T  is a basis in 
Af*(G) if and only if E{G) — T  is a  basis in Af(G).
This link between the maximal independent sets of edges in a plane graph and 
its dual extends to matroids in general. Let Af be a matroid with ground set E  
having B(M)  as its set of bases. Then B*(Af) = {E (M ) - B  : B  €  B(M)}  is 
the set of bases of a matroid Af* on E. We call this matroid the dual matroid of 
Af. Clearly, (Af*)* =  Af and r(Af*) =  |£ | — r(Af). In fact, we have the following, 
where r* denotes the rank function of Af*.
Theorem 1.2.1. Let X  and Y  be subsets o f the ground set E  of a matroid Af. 
Then
( i ) r - (X )  = \ X \ + r ( E - X ) - r ( M ) ;
(ii) r(X) + r(y ) -  r(Af) =  r*(X) +  r*(y) -  r*(Af) =  r(X)  +  r*(X) -  \X\.
The bases, circuits, and hyperplanes of Af* are called cobases, cocircuits, and 
cohyperplanes of Af, respectively. A loop of Af * is called a coloop of Af, and a 
triangle of Af * is called a  triad of Af. Two parallel elements of Af * are said to be 
in series in Af.
We have already noted that a matroid that is isomorphic to the cycle matroid 
of a  graph is called a  graphic matroid. If a matroid is isomorphic to the bond 
matroid of some graph, then it is called a cographic matroid. The following theorem 
demonstrates how duality for matroids extends the concept of a planar dual of a 
plane graph.
Theorem 1.2.2. Let G be a graph. Then M*(G) is graphic i f  and only i f  G is 
planar.
5
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1.3 Minors
The concepts of deletion and contraction for graphs extend to matroids. Let X  
be a subset of the ground set of a matroid M  whose rank function is r. Then 
the deletion of X  from M , denoted by M \ X ,  is defined to be the matroid whose 
ground set is E —X  and whose rank function ru \X is defined by rM\X (Y) =  r(Y),  
for a l ly  Q E - X .
The contraction of X  from M, denoted M / X ,  equals (M*\X)*. We can easily 
deduce that rM/X{Y) =  r(Y U X )—r(X ), for all Y  C E —X .  The following theorem 
describes the circuits in M \ X  and in M / X .
Theorem  1.3.1. Let M  = (E,C) be a matroid and X  be a subset of E. Then
(i) C(M\X) = { C Q E - X : C e  C{M)}; and
(ii) C(M/X) is the collection of minimal non-empty members o f {C — X  : C € 
C(M)}.
If, for some disjoint subsets X  and Y  of E, the matroid N  =  M \ X / Y ,  then N  
is called a minor of Af. If X  U Y  0, then N  is called a proper minor of M . It 
is not difficult to check that the order in which one deletes or contracts elements 
does not m atter. Thus, M \ X / Y  =  M / Y \ X .
The following theorem demonstrates the link between deletion and contraction 
in graphs and deletion and contraction in matroids.
Theorem  1.3.2. Let X  be a subset o f the edge set o f a graph G. Then
(i) M (G \X )  =  M (G)\X;  and
(H) M (G /X )  =  M (G )/X .
6
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If a  matroid Af is obtained from a matroid N  by deleting a non-empty subset 
T  of E(N),  then N  is called an extension of Af. In particular, if |T | =  1, then N  
is a  single-element extension of Af. If N* is an extension of Af*, then N  is called 
a  coextension of Af. In this case, Af =  N /T  for some subset T  of E(N).  Thus, the 
operation of coextension is the reverse of contraction. Tutte [31] called a single- 
edge-coextension for a graph G a  vertex-split To split a  vertex x  of a  graph G, 
we replace x  by two new vertices x \ and x%. Each edge of G joining x  to another 
vertex y  is replaced by an edge joining y to exactly one of x i and x%. Finally, we 
add a new edge joining x i and x^.
Let A f be a collection of matroids. If a  matroid Af has a minor isomorphic to 
a member of Af, then we say that Af has an Af-vamoi. In the case when there is 
only one member N  of Af, we say that Af has an iV-minor.
We say that a class Ad of matroids is minor-closed provided that, whenever Af 
is in Ad, every minor of Af is also a member of Ad.
1.4 C onnectivity for Graphs and M atroids
If S  is a set of vertices in a graph G, we shall denote by G — S  the subgraph of G 
obtained by deleting all the vertices in S  together with every edge incident with 
a vertex in S . If G — S  has more connected components than G, we shall call S  a 
vertex cut of G. A vertex v such that {t?} is a  vertex cut is called a cut-vertex.
If G is a connected graph that has at least two non-adjacent vertices, then 
the connectivity, k(G), is the smallest k  for which G  has a A;-vertex-cut. If (7 is 
connected, and every pair of vertices is adjacent, then we take «(<?) to be | V(G)|—1 . 
Finally, if G  is not connected, we let k(G) =  0. If k  is a  positive integer, G is said 
to be fe-connected if k(G) > k.
T
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Menger’s Theorem [18] is a very useful tool for proving graph structure results 
related to connectivity. To state this theorem, we will use the following concepts. 
In a graph, two paths with no vertex in common are called disjoint Two paths are 
said to be internally disjoint if every common vertex is an endvertex of both paths. 
A set of internally disjoint paths is a  set of paths any two of which are internally 
disjoint.
T heorem  1.4.1. (Menger [18]) A non-trivial graph is k-connected if and only if 
for any two distinct vertices there are k internally disjoint paths joining them.
C orollary 1.4.2. I f G i s  k-connected and S  is any set containing at least k ver­
tices of G, then for any vertex x  not in S , there are k paths from x  to S  that have 
only the vertex x  in common and meet exactly k members of S .
C orollary 1.4.3. I f  G is k-connected and S  and T  are subsets o f V(G) each 
containing at least k vertices, then there are k disjoint paths from S  to T  that meet 
exactly k members o f S  and exactly k members o fT .
Now, connectivity for matroids is defined as follows. Let Af be a matroid with 
rank function r ^  and let k be a positive integer. A partition {X, Y }  of E(M)  is a 
fc-separation if
(1 ) m in{|X |, |y |}  >  fc, and
(2) r(X) + r(Y) -  r{M) < k - 1.
M  is n-connected for an integer n >  2 provided M  has no fc-separation for any 
k < n. I f M  has a fc-separation for some k, then the connectivity A(M ) of M  is 
m in{n : M  has an n-separation}; otherwise, we take A(Af) to be oo.
A matroid is connected if and only if it is 2-connected. The next theorem is a 
direct consequence of Theorem 1.2.1 (ii).
8
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T heorem  1.4.4. A matroid is n-connected i f  and only i f  its dual is n-connected.
The following theorem is due to Tutte [30).
T heorem  1.4.5. Let M  be a connected matroid and e be an element o f E(M).  
Then M \e  or M /e is connected.
Now, there is no exact generalization of Theorem 1.4.5 for 3-connected matroids. 
However, Bixby [4] did prove an analogue of this theorem. To state this theorem 
we will use the following ideas. A parallel class is a maximal set T  of non-loop 
elements such that every member of T  is parallel to every other member of T . A 
series class of Af is a parallel class in Af*. To simplify a matroid means to delete 
all loops and all but one element from each parallel class. Similarly, to cosimplify 
is to contract all coloops and all but one element from each series class.
T heorem  1.4.6. Let Af be a 3-connected matroid and e be an element o f E(M).  
Then either the simple matroid associated with M \e  or the cosimple matroid as­
sociated with M fe is 3-connected.
In general, n-connectedness of a graph does not coincide with n-connectedness 
of its cycle matroid. However, for n  =  2 and n =  3, we have the following two 
theorems.
T heorem  1.4.7. Let G be a loopless graph without isolated vertices and suppose 
|V(G)| >  3. Then G is 2-connected if  and only i f  M{G) is 2-connected.
T heorem  1.4.8. Let G be a simple graph without isolated vertices and suppose 
IV^G)! >  4. Then G is 3-connected i f  and only i f  M{G) is 3-connected.
The following theorem and its corollary are useful tools in the derivation of 
matroid structure results.
9
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T heorem  1.4.9. (Brylawski [7]; Seymour [24]) Let N  be a connected minor of a 
connected matroid M  and suppose that e €  E(M) — E(N).  Then at least one of 
M \e  and M /e is connected and has N  as a minor.
C orollary 1.4.10. Let N  be a connected minor of a connected matroid M . Then 
there is a sequence Mo,Mi, . . .  ,M n of connected matroids such that Mo =  N , 
Mn =  M , and, for each i in { 0 ,1 ,... , n — 1 }, Mi is a single-element deletion or a 
single-element contraction of MI+i .
1.5 The Splitter Theorem
Seymour’s Splitter Theorem [26] is a very powerful general tool for deriving matroid 
structure results, and it will be used extensively in this dissertation. Since we will 
use this theorem only in the context of 3-connected graphs, we will state the Splitter 
Theorem in this context.
T heorem  1.5.1. Let H  be a 3-connected simple graph that is a proper minor of 
a 3-connected simple graph G. Suppose that i f  H  is a wheel, then G has no larger 
wheel as a minor. Then G has a 3-connected simple minor G\ such that some 
single-edge deletion or some single-edge contraction of G\ is isomorphic to H.
An immediate consequence of the Splitter Theorem is the following. Note the 
similarity between this theorem and Corollary 1.4.10.
T heorem  1.5.2. Let G and H  be 3-connected simple graphs such that H  is a 
minor ofG  where if  H  is a wheel, it is the largest wheel-minor ofG. Then there is a 
sequence Go, G\ , . . .  ,G n of 3-connected simple graphs such that Go — H , Gn = G, 
and, for all i  in  { 0 ,1 ,..., n — 1}, G, is a single-edge deletion or a single-edge 
contraction ofGi+i.
10
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FIGURE 1.1. The wheels W3, WA, and Ws.
We note here that the condition on excluding wheels can be weakened so that 
instead of applying to all such graphs, it applies only to the smallest 3-connected 
wheel. The following is derived from a result of Coullard [8 ].
T heorem  1.5.3. Let H  be a simple 3-connected proper minor of a 3-connected 
simple graph G such that G is not a wheel. Suppose that i f  H  S  W3, then G has 
no W4-minor. Then G has a simple 3-connected minor G\ and an edge e such that 
G i\e or Gi/e is isomorphic to H .
C orollary 1.5.4. Let G and H  be 3-connected simple graphs such that H  is a 
proper minor o fG  and G is not a wheel. Suppose that i f  H  S  W3, then G has no 
W4-minor. Then there is a sequence Go, G i,. . .  , G» of 3-connected simple graphs 
such that Go — H , G„ =  G, and, for all i in { 1 ,2 ,... ,n}, G, is a single-edge 
extension or a single-edge coextension of G i-1 .
1.6 Representable and Uniform M atroids
Let E  be a set labelling the columns of an m x n matrix A  over a field F . Let T  
be the set of subsets X  of E  for which the multi-set of columns labelled by X  is 
linearly independent in the vector space V (m, F ). Then I  is the set of independent 
sets of a  matroid on E. We will use M[A] to denote this matroid. If M  =£ M[A], 
then M  is representable over F , or F-representable. It is well known that a  graphic 
matroid is representable over every field.
11
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A matroid is binary if it is representable over GF(2), the field of two elements. 
Af is ternary if it is representable over GF(3) and is regular if it is both binary 
and ternary.
Let E  be a  set having n elements and let r  be an integer with 0 <  r  <  n. Let 
X be the collection of subsets of E  of size at most r. Then X  is the collection of 
independent sets of a matroid on E. This matroid is called the uniform matroid on 
E  of rank r, and is denoted by Ur%n. Using a result by Inukai and Weinberg [14], 
we can show that the 3-connected matroids on a t most five elements are C/o.o, C/o,i, 
U\,u Ui,2 , C/1)3, C/2 ,3 , C/2,4 , C/2,5 , and C/3,5 . More specifically, each of these has infinite- 
connectivity. Of these matroids, C/2,4 is the smallest non-binary one. In fact, Tutte 
[29] proved that a matroid is binary if and only if it has no C/2,4-minor. Moreover, 
he showed that a matroid M  is regular if and only if Af has no minor isomorphic 
to C/2,4 , F r ,  or F f. The matroid denoted F7  is the projective plane over the field 
with 2  elements.
We conclude this section by noting the following well-known proposition. 
P ro position  1.6.1. Every uniform matroid is representable over R.
1.7 Overview of the D issertation
The main results of this dissertation are outlined in the abstract. Thus, in this 
section, we provide an overview of the dissertation by discussing the types of results 
it proves.
Probably the most popular approach to  finding necessary and sufficient condi­
tions for a  graph to be in a minor-closed class Q has been to find the minor-minimal 
graphs that are not in Q. These graphs, which are called the forbidden or excluded 
minors for G, are those graphs that are not in G but have all their proper minors in 
G- For example, Kuratowski [16, 32] showed that a  graph G is planar if and only if
12
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G has neither ATg nor as a minor. We will now introduce a companion to the 
notion of an excluded minor. Let V  be a class of graphs with a  certain properly, 
and let r  be a collection of graphs. If every member of V  has a T-minor, then T 
is a collection of included minors for the class V. For example, if V  is the class of 
non-planar graphs, then {Ag, # 3,3 } is a collection of included minors for V. It is 
easy to see that if Qc is the class of graphs each of which is not in the minor-closed 
class Q and V is the set of excluded minors for G, then T is a collection of included 
minors for the class Gc. In this case, each member of T is also in Gc. Because of 
this relationship, we are, at times, interested in a collection T of included minors 
for a  class V  of graphs where if G is a member of T, then G  is also a member of 
V , but no proper minor of G is a member of V. However, we have not made this 
a requirement in our definition, for reasons that will become evident.
The concept of excluded minors is well-defined, and therefore, if we can obtain 
a complete list of excluded minors for a minor-closed class Q, then this list yields 
structural information about the graphs in G and Gc- In this context, a small list 
of occluded minors is beneficial. Similarly, a  collection of included minors for a 
class V  gives structural information about the graphs in V . Therefore, to study 
V , we can consider the members of a collection T of included minors for V. If the 
number of graphs in T  is small, then we have fewer graphs with which to work and 
have a more immediate understanding of the structure of the graphs in V. On the 
other hand, if the members of T are relatively large, then we have more structural 
information to work with. Thus, there are two main issues related to a collection 
of included minors -  the size of the collection and the size of the graphs in the 
collection.
We began this section by discussing included minors and their relationship with 
excluded minors. These two ideas seem complementary when we are discussing
13
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minor-closed classes of graphs and the complements of these classes. However, 
included minors have a broader definition. In particular, we are not concerned 
with just minor-closed classes of graphs. For example, Dirac [10] showed that if 
G is a simple graph in which every vertex has degree a t least 3, then G has a 
/Ct-minor (see Figure 1.2). In general, let V n be the class of simple graphs where 
G €  V n if and only if every vertex of G has degree at least n. It is clear that 
V% is not minor-closed for any n. Using Dirac’s result, we see that {K 4 } is a set 
of included minors for the class V 3 . Similarly, Halin and Jung [12] showed that 
{K&, ^ 2,2,2 } (see Figure 1.2) is a collection of included minors for X>4, while Mader 
[17] showed that {/12, } is a collection of included minors for T>$, where J12 is
the graph of the icosahedron depicted in Figure 1.3, and is obtained from K$ 
by deleting a single edge.
FIGURE 1.2. The graphs K \ (the complete graph on four vertices), and ^ 2,2,2 
(the octahedron).
It is clear that K$ has a vertex of degree 4 but is in the collection of included 
minors for noted above. One may ask if, for the class Vs, there is a  relatively 
small list of included minors where each member has minimum vertex degree at 
least 5. Mader [17] actually proved a  more general result from which one can derive 
not only each of the included-minor characterizations for V 3 , P 4, and V 5  noted 
above, but also that Vs has a collection of four quite large included minors each of 
which is also highly connected; see also [5, (Chapter VII)]. These graphs are K6,
14
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B \, B2, and In  (see Figure 1.3). Unfortunately, since B\ has a  vertex of degree 4 
and is thus not in 27®, this collection is not contained in Vs either.
FIGURE 1.3. The graphs B\ (the triple 4-wheel with an axle), B2  (the triple 
5-wheel), and In  (the icosahedron).
Chapters 2 and 5 of this dissertation will be specifically related to finding a col­
lection of included minors for graphs with a  specified properly. The main theorems 
of Chapters 2 and 5 extend the included-minor results of Dirac in relation to Vz 
and the results of Halin and Jung for V \. Chapters 3 and 6  have a slightly differ­
ent theme. There we will consider special rooted or rounded properties of a certain 
collection of included minors. For example, let Qz be the class of 3-connected sim­
ple graphs which have a Wi-minor. It has been established in [21] that if G is a 
member of Qz and e, /  6  E(G), then there is a W^-minor of G using e and / .  In 
Chapter 5, we will show that there is an analogous result for vertices by proving 
that if G is a member of Qz and V' is a  collection of at most four vertices of G, 
then there is a W^-minor of G using V'. Informally, a  minor H  of a graph G uses a 
collection V ' of vertices in G if, in the process of obtaining i f  as a  minor in G, no 
two vertices of V ' are identified. A formal definition appears in Section 4.1 (page 
44).
Chapter 4 is the pivotal point of this dissertation. There, we provide a  context for 
discussing the new concept of vertex-nmndedness, which we will formally introduce
15
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in Chapter 6 . The seeds of this concept can be seen in the results of Chapter 5. 
Thus, in Chapter 4, we set the stage for both the included-minor results of Chapter 
5 and the notion of vertex-roundedness in Chapter 6 , by proving one main result 
that is interesting in its own right. This result extends another theorem of Dirac
[1 0 ] that states that any set of n  vertices in an n-connected graph lies in a cycle. 
We will show that if V ' is a set of at most 2 n vertices in an n-connected graph G, 
then G has, as a minor, a  cycle using all of the vertices of V '.
16
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 2 
Included-M inor R esults
2.1 Introduction
In this chapter, We will establish that a  3-connected graph G that has a triangle 
in which every single-edge contraction is 3-connected has a minor that uses the 
triangle and is isomorphic to K& or the octahedron. In this instance, K$ and the 
octahedron are what we have called included minors. We will subsequently prove an 
included-minor result for the class of all 3-connected graphs in which every single­
edge contraction is 3-connected. Interestingly enough, a list of included minors for 
this class includes and Thus, one approach to finding such a list would 
be to find a collection of included minors for those planar graphs in which every 
single-edge contraction is 3-connected. As a consequence of the main results of this 
chapter, we will show that there are two such minors, namely the cube and the 
octahedron.
2.2 Preliminaries
As was noted in Section 1.1, the terminology used here will follow Bondy and 
Murty [6 ]. The set of neighbors of a vertex v of a graph G will be denoted 
N(v) or Nq(v). An edge e of a 3 -connected graph G is contractible if the con­
traction, G /e, is 3-connected. Let 2:1X2  • * • &n be a path P  in a graph G. Then 
P[x,-,xy], P[xi,Xj), P(x,-,xy], and P(xf,xy), will denote the subpaths xtx,-+i. . .  xy, 
XjX,+i .. .Xj_i, x,-+ix<+2 . . .  2Ty, and x,-+iX1+2 . . .  2Ty_i, respectively. A path joining 
two vertices, x and y, is called an (x, y)-path.
Before discussing the main results of this chapter, we note the following propo­
sitions, the first of which is obvious.
17
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Proposition 2.2.1. Let G be a graph with connectivity n and let S  be a vertex 
cut o f size n. Suppose that G — S  has a component G\ such that the subgraph G[ 
o fG  induced by 5  U V[G\) has, as a minor, a clique with vertex set S . Then the 
graph obtained from G by replacing G>1 with an n-clique on the vertex set S  is 
n-connected.
Proposition 2.2.2. Let n be an integer such that n >  2, and let uv be an edge of 
an n-connected graph G. The graph G/uv is n-connected i f  and only i f G — {ti, v} 
is (n — 1 )-connected.
Proof. Suppose that G/uv is n-connected. If G/uv  is complete, then G — {u, v} is 
(n—l)-connected. Hence we may assume that G/uv  is not complete. Now, suppose 
that G—{u, t>} is not (n—l)-connected. Then G—{tt, t/} is (n—2)-connected but not 
(n—1 )-connected. Thus G—{u, t/} has a vertex cut S  C V(G) such that |S | <  n —2. 
Now, consider G/uv  and let u' be the vertex that results from identifying u and v. 
Then (G/uv  — {«'}) — S  equals (G — {ti, t>}) — S  and so is disconnected. But this 
is a contradiction to the assumption that G/uv  is n-connected.
To prove the converse, suppose that G/uv  is not n-connected. Let it' be the 
vertex that results from identifying u and v. If G/uv is complete, then G/uv — u' 
is complete and is not (n — 1 )-connected. Thus G — {ti, t/} is not (n — l)-connected. 
Hence we may assume that G/uv  is not complete. Since G/uv  is (n — l)-connected, 
there is a  vertex cut, S , of G/uv  such that |S | =  n — 1 . It is clear that ti' is in S. 
Thus G — {ti, t;} is not (n — l)-connected. □
Corollary 2.2.3. Let n be an integer such that n > 2, and let uv be an edge of 
an n-connected simple graph G. I f  G/uv is not n-connected, then G — {ti, v} is not 
(n — 1 )-connected. Moreover, either G has a vertex cut o f size n that contains both 
u and v, or G is complete.
18
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2.3 The M ain Theorem
Theorem 2.3.2, the main result of this chapter, extends the following theorem of 
Halin and Jung [12] in the case of 3-connected graphs. Note that the graph # 2,2,2  
is the octahedron.
T heorem  2.3.1. I f  a simple graph G has minimum vertex degree at least four, 
then G has either # 5  or # 2,2,2 as a minor.
T heorem  2.3.2. Let G be a 3-connected graph and let T  be a triangle o f G. I f  
every edge o f T i s  contractible, then G has a # 5 - or K? ? ?-minor using T .
To prove Theorem 2.3.2, we will prove a stronger result.
T heorem  2.3.3. Let G be a 2-connected graph and le tT  be a triangle of G. If, 
for every u ,v  €  V(T), the graph G — {u, t/} is 2-connected, then G has a # 5 - or 
# 2,2,2 -minor using T .
Proof. Let G be a minor-minimal counterexample. If G is not 3-connected, then 
G has a vertex cut S  = {a,/?} Q V(G). In this case, it is easy to see that V(T) 
is disjoint from S. We may assume that T  is in some component, G\, of G — S. 
Thus, there is a  path Pi in G from a  to that avoids V(G\). Delete all the vertices 
of G that are not in Gi or P i. Contracting Pi, we see that we have produced a 
proper minor G' of G with the property that G  — {u, t>} is 2-connected for each 
{u, v} C V(T). Thus G , and hence G, has a  # 5- or # 2,2 ,2-minor using T. This 
contradiction implies that G is 3-connected.
Now, we observe, by Proposition 2.2.2, that every edge of T  is contractible. Next, 
we use Lemma 2.3.4 which can be derived from a  result of Robertson and Seymour 
[23, (2.4)].
19
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A set {x, y, z} of vertices of a  graph is in a tripod {x, y, z; x ', y', a, 6 } if there
is a subgraph of G composed of disjoint paths f t .  f t , and f t  together with two
vertices a and b in V(G) — {x, y, z)  such that the following hold:
(i) Pv is a  (v, i/)-path for each v in {x, y, z};
(ii) there are three internally disjoint paths P j ,  Py>, and Pz> from a to 6  that 
pass through x/, j/, and z', respectively; and
(iii) the only vertices common to a path in { f t* ,f t ,f t '}  and a path in { f t, f t ,  f t}  
are contained in {x/, y', z'}.
Lem m a 2.3.4. Let G be a 3-connected graph and let x , y, and z be vertices ofG. 
Then either
(1 )  G is planar with {x,y,z} on a common face, or
(2 )  {x ,y ,z}  is in a tripod where either
(i) {x ,y ,z}  =  {x/,y,, 2 /}> or
(ii) {x7, y7, z1} is a vertex cut.
W ith Lemma 2.3.4, we can quickly deduce the desired result if G is non-planar. 
Suppose {x,y,z} =  V(T). If {x ,y ,z}  is in a  tripod {x, y, z\ xf, yf, zf\ a, 6 }, then 
either (*) {x, y, z}  =  {x' ,y' ,zf}, or (ii) {x/,y' ,z/} is a  vertex cut.
First, if (ii) is satisfied, then let Gi be the component of G — {x/, z!} which
contains the vertices a and b but not {x, y, z}, and let G2  be the component of 
<3—{x/, y*, z1} which contains {x, y, z}. It is clear that the subgraph G[ of G induced 
by V(Gi) U {x'jj/tZ1} can be contracted to a  3-clique using {x/,y ',z /}. Thus, by 
Proposition 2.2.1, the graph GP, obtained by replacing G\ with a triangle on the 
vertices {x/, y1, z/}, is 3-connected. Now, since G/uv  is 3-connected for every uv in 
E(T)  and the subgraph G[ remains unaffected in this contraction, the graph GP/uv
20
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is also 3 -connected for each uv in P(T). Thus, G  has the property that G  — {u, v} 
is 2-connected for each {u, v} C V(T). This contradicts the choice of G.
Second, if («) occurs, then we see that {x, y, z} — {x7, y7, z7} is not a vertex cut, so 
G—{x, y, z)  is connected. Thus, there is a vertex a  in one of P^[a, x7), P^[a, y7), and 
P«*[a, z7), and a vertex /? in one of P*/[6 , x7), P /[6 , y7), P^[h, z7) such that G—{x, y, z} 
has a path P  joining a  and /3. Let Pa be the path in {P*<[o, x7), Py»[a, y7), P,/[a, z7)} 
which contains a  and let Pp be the path in {P** [b, xf), Py> [6, y7), Pz> [6 , z7)} which 
contains /?. Upon contracting a  to a along PQ and /? to 6  along P^, we see that 
we have a jfg-minor since xy, xz, and yz are all edges of G. Thus, (2) of Lemma 
2.3.4 fails. Therefore, G is planar with {x,y,z} on a  common face. The following 
proposition will finish the proof.
Proposition 2.3.5. Let G be a 3-connected planar graph with a triangle T . I f  
every edge o fT  is contractible, then G has a Ko o o-minor using T .
Proof. Suppose that G — V(T)  is not 2-connected. G — V(T) is certainly con­
nected since G — {x,y} is 2-connected. Let v be a  cut vertex of G — V(T), and 
let Gi, G2 , . . .  , Git be the connected components of (G — V (T)) — {v}. Since, by 
Proposition 2.2.2, the graphs G—{x,y}, G—{x,z}, and G —{y,z} are 2-connected, 
there must be an edge from each of x, y, and z to each of G i, G2 , . . .  , G*. Now, it 
is not difficult to see that, since {x, y, z} is the vertex set of a triangle, the graph G 
has a /Cg-minor. To check this, we contract each G,- to a single vertex, say y,-. Then 
delete 5 3 , 5 4 , . . .  , 9 k and contract the edge vg? to obtain a  graph for which K$ is 
the associated simple graph. This contradicts our assumption that G is planar.
We may now assume that G—V  (T ) is 2-connected. Let G  be a planar embedding 
of G. Since G is 3-connected, G  is unique. Moreover, it is clear that T  bounds a 
face of G ; otherwise, G —V(T) is disconnected. Now, delete the vertices of T  from
2 1
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the plane graph G .  Let F t  be the face of & —V (T) which is formed by the removal 
of V(T). Since G  — V(T) is 2-connected, each face is bounded by a cycle. Let C t  
be the cycle bounding the face Ft.  Now, consider again the graph G .  Since, for 
every {u, u} C V(T), the graph G  — {ti, t>} is 2-connected, we have two edges from 
x  to Ct,  two edges from y  to Ct,  and two edges from z  to C t  in the graph G . 
Thus, we see that we have a  /tT? ? ?-minor of G using T.  This completes the proof 
of Proposition 2.3.5 and thereby finishes the proof of Theorem 2.3.3. □
Theorem 2.3.2 originated in an attem pt to describe the 3-connected planar 
graphs in which every edge is contractible. We shall now use that theorem to 
give an included-minor result for the class of all 3-connected graphs in which every 
edge is contractible. One immediate example of such a graph is A3,3 . Another is 
the cube, Q.
(a) (b)
FIGURE 2.1. (a) # 3,3 ; (b) Q.
T heorem  2.3.6. Let G be a 3-connected simple graph in which every edge is con­
tractible. Then G has K&, Kzfi, Q, or Kooo as a minor.
Proof. Assume the contrary. If G has a  triangle, then, by Theorem 2.3.2, G has a 
K$- or a  K* 0 0-minor. Thus, we may assume that G has no triangles. Moreover, by 
Kuratowski’s Theorem, G is planar. Since it has no triangles, its planar dual G* 
has no vertices of degree less than four. By Theorem 2.3.1, G  has a if->->?-minor 
and, thus, G has a Q-minor. □
22
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C orollary 2.3.7. I f  G is a simple 3-connected planar graph in which every edge 
is contractible, then G has the cube or the octahedron as a minor.
If we use Theorem 2.3.3 rather than Theorem 2.3.2 in the proof of Theorem 
2.3.6, we obtain the following result.
T heorem  2.3.8. Let G be a simple graph such that G — {u, t/} is 2-connected for 
each edge uv of G. Then G has K&, K ^ ,  Q, or Kipp as a minor.
2.4 3-connected Graphs and D eletable Elem ents
In this section, we will establish Theorem 2.4.2 which combines Proposition 2.3.5 
with D. W. Hall’s result [13] that if G is a  3-connected graph with no J^ -m in o r, 
then either G is planar or the simple graph associated with G is isomorphic to 
K 5 . We say that an edge e of a  3-connected graph G is deletable if the deletion, 
G \e, is cyclically 3-connected, that is, G \e is a subdivision of a 3-connected graph. 
Before stating the next result of this chapter, we note the following theorem of [28, 
(10.3.9)].
T heorem  2.4.1. I f  G is a 3-connected simple graph with a K ^-m inor and v is 
a degree-three vertex of G, then G has a K 3t3-minor using v and the three edges 
incident with v.
T heorem  2.4.2. Let G be a 3-connected graph, and let v be a degree-three vertex o f 
G. I f  every edge incident with v is deletable, then G has a minor that is isomorphic 
to K 3 J  or the cube and uses the vertex v and all o f the edges incident with v.
Proof. Suppose not, letting G be a  minor-minimal counterexample. Clearly, G is 
simple. By Theorem 2.4.1, if G has a  Z ^-m inor, then G  has a A^a-minor using 
v and all three of the edges incident with v; a  contradiction. Thus, G has no K ^ -  
minor. Therefore, either G is planar, or G 2  K$. But K 5  has no vertex of degree
23
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three. Hence G is planar. Moreover, the dual G* of G has a triangular face T  whose 
edges correspond to the edges incident with v. Since every edge of G incident with 
v is deletable, every edge of T  in the graph G* is contractible. Thus, by Proposition 
2.3.5, G* has a /f r^ -minor using T. But this implies that G has a cube-minor 
using v and the three edges incident with v; a contradiction. □
The next two results are consequences of the last theorem. The first of these is 
immediate.
C orollary 2.4.3. I f  G is a 3-connected planar graph and v is a vertex of degree 
three such that every edge incident with v is deletable, then G has a cube-minor 
that uses v and all o f the edges incident with v.
T heorem  2.4.4. I f  G is a Z-connected simple graph in which every edge is delet­
able, then G has K$, # 3)3 , Q, or # 2,2,2 ® minor.
Proof. Let G be a 3-connected graph in which every edge is deletable. If 5(G) > 4, 
then, by Theorem 2.3.1, G has a # 5- or a # 2,2,2-minor. Therefore, there is a vertex 
v in G such that d(v) =  3. Since every edge incident with v is deletable, Theorem
2.4.2 implies that G has # 3 ,3  or Q as a minor. □
C orollary 2.4.5. I f  G is a simple Z-connected planar graph in which every edge 
is deletable, then G has the cube or the octahedron as a minor.
2.5 M atroid Applications
In this section we extend Theorems 2.3.2 and 2.4.2 to matroids. These results are 
easily obtained by combining Theorems 2.3.2 and 2.4.2 with the excluded-minor 
characterizations of various classes of matroids and the results of Asano, Nishizeki, 
and Seymour [1 ]. An element e of a 3-connected matroid M  is contractible if the 
simple matroid associated with M /e is 3-connected. We conclude th at an element e
24
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of a matroid M  is contractible if and only if e is deletable in the dual M*. Therefore, 
we can extend Theorems 2.3.2 and 2.4.2 very easily to cographic matroids. Recall 
that M(K&) is not cographic. Hence, Theorem 2.3.2 extends to the following.
T heorem  2.5.1. I f  M  is a Z-connected cographic matroid and T  is a triangle of 
M  in which every element is contractible, then M  has an M*{Kz$)- or M{K?pp)- 
minor using T .
Proof. Suppose not, letting M  be a  minimal counterexample and T  be any triangle 
of M  in which every element is contractible. Since M  is cographic, M* is a graphic 
matroid where T  is a triad of M m in which every edge is deletable. Since every such 
triad in a graphic matroid is a  vertex triad, we conclude, by Theorem 2.4.2, that 
M* has M(K$$) or M(Q) as a  minor using T  and thus M  has an or
M*(Q)-minor using T.  Since M*(Q) S  M (# 2,2 ,2 ). the theorem is established. □
C orollary 2.5.2. I f  M  is a Z-connected cographic matroid in which every element 
is contractible, then M  has M(Q), M(K 2 ,2 p), M m(Ks), or M*{Kz,z) as a minor.
Similarly, Theorem 2.4.2 extends to the class of cographic matroids as follows. 
The proof, which we will omit, follows that of Theorem 2.5.1 where we use Theorem
2.3.2 instead of Theorem 2.4.2.
T heorem  2.5.3. I f  M  is a Z-connected cographic matroid and T  is a triad of M  
in which every element is deletable, then M  has an M m(K&)- or M(Q) -minor using 
T .
C orollary 2.5.4. I f  M  is a Z-connected cographic matroid in which every element 
is deletable, then M  has M(Q), M*(Ks), or M m(Kzj) as a minor.
Now, in [1], the following three theorems are established.
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T heorem  2.5.5. [1, (6 )J I fM  is a Z-connected Tegular matroid that is not graphic 
and T  is a triangle o f M , then M  has an M* {K3y3)-minor using T .
T heorem  2.5.6. [1, (7)J I f  M  is a 3-connected binary matroid that is not regular 
and T  is a triangle o f M , then M  has an F7-minor using T .
T heorem  2.5.7. [1, (8 )J I f  M  is a 3-connected matroid that is not binary and T  
is a triangle of M , then M  has a U ^-m inor using T .
Using these theorems, we can easily obtain the extensions of Theorem 2.3.2 and 
Theorem 2.4.2 to the classes of regular matroids, binary matroids, and then to 
all matroids. For the sake of brevity, we combine these results into the following 
theorem.
T heorem  2.5.8. Let M  be a 3-connected matroid with at least four elements. 
Suppose that M  has a triangle in which every element is contractible. Then M  
has a minor that uses the triangle and is isomorphic to one of M (K 3), M m(K3t3), 
M (K 2 ,2 ,2 ), Ft, or C/2,4 . In particular,
(i) if  M  is binary, it has M (K 3), M m(K3t3), M (K m ) t or Ft, as a minor; and
(ii) i f M i s  regular, it has M (K3), M m(K3$), or M (K 2 ,2 a), os a minor.
C orollary 2.5.9. I f  M  is a 3-connected matroid in which every element is con­
tractible, then M  has M{Q), M{K2^ ) ,  M (KS), M{K 3 j ) ,  M m(K$), M*(K3,3) F7, 
F7, or C/2,4 os a minor.
We observe that the dual of Theorem 2.5.8 is an included-minor result for the 
class of 3-connected matroids having a  triad in which every element is deletable. 
Thus, the dual of Theorem 2.5.8 is an extension of Theorem 2.4.2 to matroids.
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Chapter 3 
M atroid Structure: Triangle-rounded
3.1 Introduction
In the last chapter, we proved that a  3-connected graph G that has a triangle 
in which every single-edge contraction is 3-connected has a minor that uses the 
triangle and is isomorphic to K$ or the octahedron. We subsequently extended this 
result to the more general context of matroids by utilizing a theorem of Asano, 
Nishizeki, and Seymour [1]. Even though their result provided a natural extension 
to matroids, theirs is a much stronger result; for, in [1], it was established that we 
need only require that a matroid M  is non-graphic with a  triangle in order to find 
one of I)2,4 , Fj, or as a  minor using any triangle of M . This suggests
that we consider the more general notion of triangle-roundedness, which was first 
defined by Reid [22].
A collection AT of 3-connected matroids, each of which has at least four elements, 
is triangle-rounded provided that, whenever a 3-connected matroid M  has an M - 
minor and a triangle, there is an A/’-minor of M  using any triangle of M . We note 
here that the requirement that each member of AT has at least four elements stems 
from the fact that every 3-connected matroid having fewer than four elements is 
uniform. Moreover, the only such matroid that has a  triangle is the triangle U%%3 . 
Thus, it is a  trivial observation that any matroid having a  triangle has a (72,3-minor 
using any triangle. Hence, any collection of 3-connected matroids that has C/jj,3 as a 
member would be triangle-rounded. For this reason, we restrict attention to those 
collections Jsf where each member has a t least four elements.
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Roundedness was first considered implicitly by Bixby [2] and was explicitly intro­
duced by Seymour [27]. Seymour defined a collection AT of 3-connected matroids to 
be 2-rounded provided that, whenever a 3-connected matroid M  has an A/’-minor, 
and e and /  are any two elements of M , there is an A/’-minor of M  using e and / .  
It can be shown that {1/2,4 } i s  2-rounded. Moreover, U2,4 i s  the only such matroid 
on at least four elements [19]. To determine when a  collection M  of matroids is
2-rounded, Seymour proved that we need only consider the single-element exten­
sions and the single-element coextensions of members of A/\ If each of these has an 
A/’-minor using any set of two elements, then A/* is 2-rounded. Reid [22] established 
an analogous result for triangle-rounded collections of matroids when he proved 
the following result.
T heorem  3.1.1. IfM  is a collection of 3-connected matroids, thenM  is triangle- 
rounded if  and only if the following condition holds: I f  M  is a 3-connected matroid 
having an M -minor N  such that \E(M) — 2?(iV)| <  4, and T  is a triangle of M , 
then M  has an M-minor using T .
Reid strengthened Theorem 3.1.1 in the case of binary matroids. To state this 
result, we shall need another definition. Let Ad be a minor-closed class of matroids. 
We say that a collection A/* of 3-connected matroids, each of which has at least 
four elements, is triangle-rounded within M. provided that, whenever a 3-connected 
matroid M  in M  has an A/’-minor and a triangle, there is an A/’-minor of M  using 
any triangle of M .
W ith this definition, it is easy to see that if M  is triangle-rounded in M , then we 
can regard all the members of A/* as those matroids in M  that are also in M . The 
following is Reid’s strengthening of Theorem 3.1.1 for the class of binary matroids.
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T heorem  3.1.2. Let N  be a collection o f Z-connected binary matroids. Then M  
is triangle-rounded within the class o f binary matroids if  and only if  the following 
condition holds: I f  M  is a Z-connected binary matroid having an M -minor N  such 
that \E(M) — E(N)\ < 3, and T  is a triangle o f M , then M  has anhf-m inor using 
T.
It was noted above that {N } is 2-rounded if and only if N  S  1/2,4 . This result 
prompts the following question: if {N } is triangle-rounded, then what are the 
possibilities for N? The following theorem, the main result of this chapter, answers 
this question.
T heorem  3.1.3. Let M  be a Z-connected matroid. {M } is triangle-rounded if  and 
only i f  M  is isomorphic to U2,4 .
The following proposition can be easily verified from Theorem 2.5.7.
P roposition  3.1.4. {U2,4 } is triangle-rounded.
Moreover, as a result of [1], {£7 } is triangle-rounded within the class of binary 
matroids, and {M'*(# 3,3 )} is triangle-rounded within the class of regular matroids. 
In the last section of this chapter, we will show that the results in Chapter 1 related 
to Ks and if? ? ? have a close relationship to these results on triangle-roundedness. 
In particular, we will show that {M(K$)} is triangle-rounded within the class of 
graphic matroids, and {Af(jf>?L?)} is triangle-rounded within the class of cycle 
matroids of planar graphs.
3.2 Proof o f Theorem  3.1.3
The proof of Theorem 3.1.3 will use the following ideas. An element e in a matroid 
M  is said to be free provided that every circuit of M  meeting e is a spanning 
circuit. Similarly, a triangle T  of a  matroid M  is said to be a  free triangle provided
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that every circuit meeting T, other than T  itself, is a  spanning circuit of Af. Recall 
that to add an element e freely to a fiat F  of Af, we add e to F  so that the only new 
circuits created are those which are forced by the fact that e has been placed on 
F  (see Section 1.1). The free lift of Af is the matroid (Af * +  e)* where the element 
e is freely added to Af*. Note that, in this matroid, e is in every dependent flat. 
In the following discussion, L(x, y) will denote the line of a  matroid that passes 
through two elements x  and y.
The matroid obtained by adding a free triangle, T, to  the matroid N,  will be de­
noted N + T .  We have already observed in Proposition 3.1.4 that {^2,4 } is triangle- 
rounded. We now begin our proof of Theorem 3.1.3 by establishing a number of 
lemmas related to the structure of a  matroid Af where (Af } is triangle-rounded. 
The following is a straightforward consequence of the fact that {Af } is triangle- 
rounded.
Lem m a 3.2.1. M  has a free triangle.
Proof. Consider the matroid M + T .  As {Af} is triangle-rounded, we must be able 
to delete three elements from Af -f T  to obtain a minor N  isomorphic to Af that 
uses T.  This implies that T  is in N,  and since no new circuits are created in the 
deletion of any element, T  is free in N.  Since JV £  Af, we conclude that Af must 
have a free triangle. □
Let T  =  {x, y, z} be a free triangle of Af. Let Af' =  (M*+e)*+g where (Af*+e)* 
is the free lift of Af, and g is added freely on the line L(e, x) in (Af*+e)*. Now, Af' 
has an Af-minor which uses the triangle T* =  {e,x,g}. To obtain such a minor, we 
must contract an element /  of E(M)  — {x} from Af', and then delete an element 
h o f E ( M ) - { x , f } .
Lem m a 3.2.2. The element e is on every non-trivial line o f M ' f f .
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Proof. Since e is on every dependent flat of Af', it is on every dependent plane of 
Af'. Moreover, Af' has only one non-trivial line, L(e, x), and this line remains a 
line in A f'//. Thus, in A f'//, the only non-trivial lines are L(e,x) and the lines 
which arise from the dependent planes of Af' on which /  lies. Therefore, since e is 
in every dependent plane of Af', we conclude that e is on every non-trivial line of 
A f'//. □
By Lemma 3.2.2, it is easy to see that Af has a point which is on every non-trivial 
line in Af. Thus, since Af has a free triangle T, and no point of T  is on another 
non-trivial line of Af, there must be only one non-trivial line of Af, namely T. Next 
we describe the structure of Af \T .
Lem m a 3.2.3. M \T  is uniform.
Proof. Assume the contrary. Then M \T  has a non-spanning circuit, C. Let /? be an 
element of C and consider the single-element extension of Af obtained by adding 
a  freely on the line L{x,/3). Let this extension of Af by a  be Afa.
As {Af} is triangle-rounded, Ma has an Af-minor using {x,a,/?}. Since Af has 
a unique non-trivial line, to obtain such a minor, we must delete y or z. However, 
neither Ma\y  nor Ma\z  has a free triangle, so neither matroid is isomorphic to Af. 
Hence Ma has no Af-minor using the triangle {x, a , /?}. This contradiction implies 
that M \T  is uniform. □
We may now assume that M \T  S  Ur<m. Note that Af is C/ r,m + 2  with a point z 
freely added to on the line joining two points x  and y. Proposition 1 .6 .1  states that 
every uniform matroid is representable over the reals. From this, it is easily verified 
that Af is representable over the reals. We finish the proof of Theorem 3.1.3 with 
the following two lemmas.
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Lem m a 3.2.4. r(Af) =  2.
Proof. Since M  has & triangle, r(Af) >  2. Suppose that r(M) > 3. Since M  is 
representable over the reals, we consider an embedding of M  in PG (r — 1,R). In 
PG(r — 1,R), there is a point q on the intersection of the line L(x, y) and any 
arbitrarily chosen hyperplane H ' of Af. More strictly, q is on the intersection of 
the subspaces of PG(r — 1,R) spanned by L(x,y) and H'. Let H  be a hyperplane 
of Af that avoids T. Then H  is an independent set of size r  — 1 . Let q be the point 
in PG(r — 1,R) that lies on the intersection of L{x,y) and H.  Consider Af +  q, 
where we want to keep the triangle (x, y, q}. It is clear that z must be deleted; 
however, {x, y, 9 } is not a free triangle because q is in a circuit of size r, namely 
H  U q. W ith this contradiction, we see that r(Af) = 2 . □
Now, since r(M)  =  2, Af Sf (72,n- The following lemma will complete the proof 
of Theorem 3.1.3.
Lemma 3.2.5. Af 2 ? C/2,.* i f  and only i fn  =  4.
Proof. By definition \E{M)\ > 4, and therefore, n >  4. By Proposition 3.1.4 {t/2 ,4 } 
is triangle-rounded. Thus, it suffices to prove that if M  S  C/2,ni then n =  4. Suppose 
that n >  5. Let M"  be the rank-3 matroid consisting of an (n — 2)-point line L 
together with 4 elements e,x ,y , and z  off L  such that, for some at, /?, and /  on 
L , each of {x, y, a}, {x,z,/?}, {y ,z ,/} , and {e,x, /}  is a  line (see Figure 3.1). It 
is clear that M nf e \ f  — U^n and thus, since is triangle-rounded, we must 
be able to find a C^2,n~minor of M"  using {e, x, /} . To find such a  minor, we need 
to contract one element and delete another. If n >  6 , then there is an element 7  
on L  that is different from a , /?, and / .  For any such 7 , the matroid M"f~t has 
{a, /?, /}  contained in a  parallel class. Thus no single-element deletion of Af" / 7  is
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3-connected. Therefore, if n >  6 , we must contract an element from {y, z, a,/3}. 
Also, if n =  5, the contracted element must be from {y, z, a, /?} since there are no 
other elements in E(M") — {e,x ,/} . Now, each of y, z, a, and /? is on at least 
two non-trivial lines. Thus, contracting one such element from Af" and deleting 
one more element leaves a rank-2 matroid with a non-trivial parallel class. Such 
a matroid is not 3-connected; a contradiction. We conclude that n  <  4, and thus, 
n =  4. □
FIGURE 3.1. The matroid Af".
3.3 Triangle-rounded graphs
We observed earlier that triangle-roundedness can be restricted to various classes 
of matroids. In this section, we shall restrict attention to graphic matroids and 
more particularly to graphs. We can restate the definition of triangle-roundedness 
purely in terms of graphs as follows.
D efinition 3.3.1. A collection T of 3-connected simple graphs is triangle-rounded 
within some minor-closed class Q of graphs if the following holds: If i f  is a  3- 
connected graph in Q having a T-minor and T  is a  triangle of if , then there is a 
r-m inor of H  using T.
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Theorem 3.1.2 gives necessary and sufficient conditions to test when a collection 
M  of 3-connected binary matroids is triangle-rounded. Since all graphs are binary 
matroids, we have the following corollary of that theorem.
C orollary 3.3.2. Let T be a collection o f Z-connected simple graphs. Then T is 
triangle-rounded within Q i f  and only if  the following condition holds: I f  G is a 
Z-connected simple graph in G having a T-minor H  such that |E[G) — E(H)\ < 3, 
and T  is a triangle o f G, then G has a T-minor using T .
W ith this in mind, we prove the following theorem which is reminiscent of The­
orem 2.3.2.
T heorem  3.3.3. {K&} is triangle-rounded within the class o f all graphs.
Proof. By Corollary 3.3.2, we need only consider those 3 -connected simple graphs 
G having a f^-m inor where |i?(G) — E(Ks)\ <  3. By the Splitter Theorem, there 
is a  sequence Hq, H i , . . .  ,Hk of 3-connected simple graphs such that Hq S* K$ and 
Hk G, and, for each * € { 1 ,2 ,... k}, the graph Hi is a  single-edge extension or a 
single-edge coextension of H ,-i. To check that {K$} is triangle-rounded, we need 
only check that, for each newly created triangle T  of G, there is a T-minor of G 
using T.
Since K$ is a complete graph, Hi  is obtained by splitting a vertex. Now, since 
Hi  is 3-connected, it follows by the symmetry of that Hi is the unique single­
edge coextension of Ks,  which we denote by K$.  Let V(K&) =  {1,2,3,4,5}, and 
suppose the vertex 1  is split into vertices 1  and 1 '  so that, in K$,  the vertex 1 '  is 
adjacent to 2 and 5, while 1  is adjacent to 3 and 4 (see Figure 3.2).
The following observation is straightforward.
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3.3.4. Every triangle o f a simple Z-connected single-edge coextension o f a simple 
Z-connected graph H  is a triangle o f H .
In view of this, if, for each * € {1,2,. . .k} ,  the graph Hi is a single-edge coex­
tension of Hi-1, and T  is a triangle of G, then G has Kg-minor using T. Thus, we 
may suppose that the construction of G from K$ involves a t least one single-edge 
extension. Moreover, |£?(G) — > 2. Therefore, either
(i) Hz is a single-edge extension of K$; or
(ii) Hz is a single-edge coextension of K$ .
(i) By symmetry, there is only one way to extend K£  by a single edge, / .  W ithout 
loss of generality, let /  =  1'3.
(a) (b)
FIGURE 3.2. (a) K f .  (b) K £  + 1'3.
Lem m a 3.3.5. I f T  is a triangle of the graph K$ + 1'3, then there is a K$-minor 
using T .
Proof We observe that the edge 14 is not in any triangle with 1'3. Moreover, if we 
contract 14 from K$ + 1'3, we obtain a  graph K'$ for which the underlying simple 
graph is K 5. Thus, K '5  has a Kj-minor using any triangle containing 1'3. Further, 
any triangle not containing 1'3 is a  triangle in K$ and thus is in a  i^-m inor of 
K f  + 1'3. □
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Now, +  1'3 has three single-edge extensions: G\ =  K$ +  (1 '3 ,15}, Gi =  
K $  +  {1'3,1 2 }, and G3  =  K% +  (1'3,1'4}.
Suppose that G S  G\. As the edge 15 is disjoint from 1'3, any new triangle 
that has been created by the addition of 15 does not contain 1'3. Since G i\l'3  3* 
Gi\15 — K$ + 1'3 and G3  — G\, it is clear, by Lemma 3.3.5, that each of G\ and 
Gi has a Ks-minor using any of its triangles.
We now suppose that G K G3. Here 1'3 and 1'4 are in a unique triangle, T*. 
Since C?3 \ 1 '4  G3 \ 1 '3 , it is clear, by Lemma 3.3.5, that G3  has a A'5-minor using
any triangle other than I*. But, G3  — {1} — K3. Therefore, G3  has a As-minor 
using V  and thus has such a minor using any of its triangles.
Now, a single-edge coextension of K$ + 1'3 has no new triangles. Thus, we have 
checked all the possibilities for G when G has a K f  + 1'3 as a minor.
(ii) We show next that, up to isomorphism, K$ has exactly two 3-connected 
simple single-edge coextensions. To obtain these graphs, we need to choose some 
vertex of K £  and split this vertex to obtain a 3-connected graph. Clearly, we cannot 
choose 1  or 1 '. W ithout loss of generality, choose the vertex 2 and split this vertex 
into two vertices labeled 2 and 2 /. In one case, we obtain a graph, G\, where 2 is 
adjacent to 1 ' and 5 while 2/ is adjacent to 3 and 4. In the second case, we obtain 
Gi where 2 is adjacent to 1' and 4 while 2' is adjacent to 3 and 5.
To complete the proof that {ATs} is triangle-rounded, we need to show that 
when G is a single-edge extension of Gi or Gi and T  is a triangle of G that is not 
a triangle of K$, then G has a ifs-minor using T . We may assume that any such 
triangle T  must use one of 11' or 22'; otherwise we merely contract both 11' and 
22' and delete an edge not in T  to obtain a AT5-minor using T . Since in both G\ 
and Gi, the edges 11' and 22' are non-adjacent, T  cannot use both 11' and 22'.
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Since the argument to follow is independent of the choice of the triangles using 
one of 11' and 2 2 *, let {a,/?} =  {11',22'}. Now, suppose T  uses a . Then T  is a 
triangle of G if p. Since G.//3 is isomorphic to a single-edge extension of K $, it 
follows, by Lemma 3.3.5, that Gi has a iCj-minor using T. W ith this, we conclude 
that {K&} is triangle-rounded. □
The following is an analogue of Theorem 3.3.3 for planar graphs, and is also 
reminiscent of Proposition 2.3.5.
T heorem  3.3.6. {#>??} is triangle-rounded within the class o f planar graphs.
The proof of this theorem can be obtained directly by a similar argument to that 
used to prove Theorem 3.3.3. However, we can also derive Theorem 3.3.6 from the 
following more general result.
T heorem  3.3.7. { # 5 , # 2,2,2 } is triangle-rounded within the class o f all graphs.
We will now establish the following theorem, which will be used repeatedly 
throughout the proof of Theorem 3.3.7. Although, this theorem seems to be known, 
we know of no explicit reference for it.
T heorem  3.3.8. Let G be a Z-connected non-planar graph with an edge xy o f G 
such that G \xy  is both Z-connected and planar. Then G has a K^-minor using xy.
Proof. Embed G \xy  in the plane. Since G \xy  is 3-connected, this embedding is 
unique. Now, delete the vertex x  from the plane graph G \xy . Let Fx be the face of 
(G\xy) — x  which is formed by the removal of x. Since (G \xy) — x is 2-connected, 
all of its faces are bounded by cycles. Let Cx be the cycle bounding the face Fx. 
Consider again the graph G \xy. Each neighbor of x  in G \xy  lies on Cx. Now, 
choose three neighbors of x in G \xy, and label them xi, X2 , and X3 . It is clear that
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x and y are separated by Cx. W ithout loss of generality, we assume that y is on 
the outside of Cx and x  is on the inside of Cx.
In G\xy,  there are three paths P i, P2 , P3 , from y to the set {xi,X2 , x3} that meet 
only at the vertex y. We will now consider the location of these paths in G \xy. 
Consider the subgraph induced by the sets of edges of P i, P2 , and E(CX). By the 
planar embedding of G \xy , it is clear that the path P 3  does not meet Xi, X2 , or 
the subpath CXl of Cx from xi to X2 that avoids x3. Thus, P3 can only meet the 
cycle Cx on the subpath Cx — CXl. Now, viewing each Pf as a directed path from 
y to x^  let x|- be the first vertex of Pi that is also a vertex of Cx. Then Cx has a 
subpath C- that joins x,- and x(- but avoids Xj for j  ^  i. On contracting each of C[, 
CJ, and C3, we obtain a minor of G that has a subgraph that is a subdivision of 
A5 using xy. □
Corollary 3.3.9. Let G be a 3 -connected planar graph. I f  G' is a non-planar 
single-edge extension o f G, then G has a K^-minor.
Proof o f Theorem 3.3.7. Let T =  {K$, #>,9 9}. Since {As} is triangle-rounded, by 
Corollary 3.3.2, we need only consider those 3-connected simple graphs G having 
a ^ 2,2,2-minor, but no As-minor, where \E{G) — A(A? ? ?)| <  3. By the Splitter 
Theorem, there is a  sequence Hq,H \ , . . .  ,Hk of 3-connected simple graphs such 
that Ho — # 2,2 ,2  and Ht, — G, and, for each i €  {1,2, — Af}, the graph Hi is 
a  single-edge extension or a single-edge coextension of ff,-_ 1 . To check that T is 
triangle-rounded, we need only check that, for each newly created triangle T  of G, 
there is a  T-minor of G using T.
As Ay ? ? is a  planar triangulation, any simple single-edge extension of it is non- 
planar. By Corollary 3.3.9, such a graph has a As-minor, and the theorem holds 
by Theorem 3.3.3. Thus, Hi  is a  single-edge coextension of # 2,2 ,2  and is obtained
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by splitting a  vertex. Now, since H\ is 3-connected, it follows by the symmetry of 
Kf fif that there are exactly two single-edge coextensions of # 2,2 , 2 , one of which is 
non-planar (see Figure 3.3(b)). Thus, we observe the following.
3.3.10. A non-planar coextension o f # ???  has a K&-minor.
(b)(a)
FIGURE 3.3. (a) The unique single-edge extension of # 2,2,2 ; (b) The unique 
non-planar single-edge coextension of # 2,2,2 .
We may now assume that Hi is the unique planar single-edge coextension of 
# 2,2,2 > which we denote # £ 2)2 (see Figure 3.4(a)). Let V (# 2,2,2 ) =  {1 ,2 ,3 ,4 ,5 ,6 }, 
and suppose the vertex 1 is split into vertices 1 and 1 ' so that, in #£> ?, the vertex 
1' is adjacent to 2 and 5, while 1 is adjacent to 3 and 4.
By 3.3.4, if, for each i € { l,2 ,...fc} , the graph if, is a single-edge coextension 
of and T  is a triangle of G, then G has a # 2,2,2-minor using T. Thus, we may 
suppose that the construction of G from # 2,2 ,2 involves at least one single-edge
extension. Moreover, |#(G ) — # ( # 2,2,2 ) | >  2. Now, either
(i) H% is a single-edge extension of #*■>■>; or
(ii) # 2  is a single-edge coextension of #£> «>.
(i) By Corollary 3.3.9, any single-edge extension must be planar. By symmetry, 
there is only one way to extend # £ , ,  by a single edge /  in order to maintain 
planarity and simplicity. W ithout loss of generality, let /  =  1'3.
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(a) (b)
FIGURE 3.4. (a) 2 ,2 : the unique planar single-edge coextension of # 2,2,2 - (b)
K%2,2 +  1*3.
Lem m a 3.3.11. I fT  is a triangle o f the graph ? + 1'3, then there is a /C2,2 ,2 - 
minor using T .
Proof. We observe that the edge 14 is not in any triangle with 1'3. Thus, if we 
contract 14 from # 2 2^,2 +  we obtain a  graph, # 2,2,2 for which the underlying 
simple graph is # 2,2 ,2 - Thus, # 2,2,2 has a # 2,2^-niinor using any triangle containing 
1'3. Further, any triangle not containing 1'3 is a triangle in Ktoo  and thus is in a 
# 2^,2-minor of # £ 2,2 + 1'3. □
Now, # £ 2 ,2  + has two simple single-edge extensions that maintain planarity: 
Gi =  # & a  +  {1'3,15}, and G3 =  # J 2 2  +  {T3,1'4}.
Suppose that G =± G\. As the edge 15 is disjoint from 1'3, any new triangle 
that has been created by the addition of 15 does not contain 1'3. Since (? i\l'3  S  
Gi\15 S  Ko t o + 1'3, it is clear, by Lemma 3.3.11, that G\ has a # 2^,2-minor using 
any of its triangles.
We now suppose that G — G3. Here 1'3 and 1'4 are in a unique triangle, 7*. 
Since (?3 \ 1 '4  — G3 \ 1 '3 , it is clear, by Lemma 3.3.11, that G3  has a # 9 ,9 ,9-minor 
using any triangle other than V . But, G3  — {1} S  Koto. Therefore, G3 has a 
#9,9,9-minor using V  and thus has such a minor using any of its triangles.
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Now, a  single-edge coextension of A^? ? +  1'3 has no new triangles. Thus, we 
have checked all the possibilities for G when G has a K too + 1'3 as a minor.
(ii) It easy to verify that, up to isomorphism, 9  has exactly six 3-connected 
simple single-edge coextensions, two of which are non-planar. To obtain these 
graphs, we need to choose some vertex of K too  and split this vertex to obtain 
a 3-connected graph. Clearly, we cannot choose I or I '. Thus, we must consider 
the graphs obtained by one of the following:
(a) splitting one of {2 ,3 ,4 ,5 ,6 } producing a non-planar graph;
(b) splitting a vertex in {2 ,3,4,5} maintaining planarity; or
(c) splitting the vertex 6  maintaining planarity.
FIGURE 3.5. The non-planar single-edge coextensions of K to o.
In the first case, we observe the following.
3.3.12. Every single-edge coextension of K ^ i  that is not planar has a K$-minor.
Proof. Up to isomorphism, there are two single-edge coextensions, Gi and <?2 , of 
Kt o o that are non-planar and are depicted in Figure 3.5. To obtain each of G\ 
and G?, we must split a  vertex in K fo o. This implies that one of the vertices in 
{2 ,3 ,4 ,5 ,6 } was split creating a non-planar graph. Now, for each G,-, it is easily 
verified that G*/11' is a non-planar graph. It is also dear that G ./ l l ' is a  single-edge 
coextension of Ko o$. Thus, by 3.3.10, each Gt- has a i^-m inor. □
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(b) W ithout loss of generality, choose the vertex 2 and split this vertex into two 
vertices labeled 2 and 2f. In one case, we obtain a graph, Gi, where 2 is adjacent 
to 1' and 5, while 2' is adjacent to 3 and 6 . In the second case, we obtain Gi where 
2 is adjacent to 1 '  and 3, while 2 / is adjacent to 5 and 6  (see Figure 3.6).
FIGURE 3.6. The planar single-edge coextension of in case (b).
In this case, we need to show that when G is a planar simple single-edge extension 
of G\ or Gi by an edge e, and T  is a triangle of G that is not a triangle of Gi, 
then G has a T-minor using T. since T  is not a triangle of G,-, we may assume that 
e 6  T . Since, in both Gi and Gi, the edges 11' and 22/ are non-adjacent, T  cannot 
use both 11' and 22/. Now let {a,/?} =  {11',22'}, and without loss of generality, 
suppose that a  is not in T . Therefore, the graph G /a  is a  single-edge extension of 
Gi/a — K£t2 ,2 - It follows by Lemma 3.3.11, that G has a -^2 ,2,2-minor using T.
To complete the proof that {A5 , Kooo} is triangle-rounded, we now consider 
case (c) where we split the vertex 6  in Kto i . Here, we obtain exactly two planar 
graphs. In one case, we have a  graph, Gi, where 6  is adjacent to 2 and 3, while 6 ' 
is adjacent to 4 and 5. In the second case, we obtain Gi where 6  is adjacent to 2 
and 5, while 6 ' is adjacent to 3 and 4 (see Figure 3.7).
Here again we need to show that when G  is a simple single-edge extension of 
Gi or Gi  by an edge e, and T  is a  triangle of G  that is not a triangle of G,-, then 
G has a  T-minor using T . If e £  T, then G has & Ko ^ minor using T . Thus, we
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FIGURE 3.7. The single-edge coextensions of K %2,2 case (c).
may assume that e €  T. Let {a,/?} =  {1 1 ' , 6 6 '} and, without loss of generality, 
suppose that a  is not in T.  Again, it is clear that e is not in a  triangle with a, 
and therefore, the graph G /a  is a simple single-edge extension of Gif a. S  /C£22. 
Therefore, by Lemma 3.3.11, G has a  AT? ? ?-minor using T. □
We note here that by using Proposition 3.3.3 together with Wagner’s result 
describing graphs with no As-minor [33], we can obtain a second proof of Theorem
2.3.2.
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Chapter 4 
Cycles in Graphs
4.1 Introduction
Dirac [10] proved that any set of n vertices of an n-connected graph lies in a cycle. 
Motivated by this theorem, we prove, in this chapter, that if V ' is a set of at most 
2n vertices in an n-connected graph G, then G has, as a minor, a cycle using all 
of the vertices of V7.
To more formally state the main result of the chapter, we shall require a def­
inition. When an edge of a graph is deleted, the vertices of the graph retain the 
same labels. However, the contraction of an edge results in the identification of its 
endvertices, and it is not clear how the composite vertex should be labelled. For 
a subset V7 of the vertex set of a graph G, we say that G has an ff-minor using 
V ' if G has a minor H ' isomorphic to the graph H  such that V(H') D V' where 
the following procedure is used for labelling vertices in contractions: if e is an edge 
of a minor G' of G and e has endvertices u and v, then, in G'/e, the composite 
vertex obtained by identifying u and v receives a label that is arbitrarily chosen 
from {u, v} subject to the condition that this label is in V7 if possible.
4.2 Cycle-minors
To establish the main result of this chapter, we shall use the following two results 
of Dirac. The second of these is a  straightforward consequence of a theorem in [10] 
which says that, for n >  2 , any set of two edges together with any set of n — 2  
vertices in an n-connected graph lies in a cycle. We say that a graph G has a 
cycle-minor if and only if G has a  cycle as a  minor.
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Theorem 4.2.1. Let G be a simple connected graph o f minimum degree S and 
suppose |V(G)| >  3. Then G contains either a cycle of length at least 28 or a 
Hamilton cycle.
Proposition 4.2.2. Let n be an integer exceeding one. I f  G is an n-connected 
graph and V ' is a set o f at most n vertices o f G, then G has a cycle using V '.
Now, the graph K*# has three vertices of degree 2, and it is clear that they do 
not lie in a cycle of this 2 -connected graph. Thus, one cannot guarantee that an 
arbitrary set of n + 1 vertices in an n-connected graph lies in a  cycle. Nevertheless, 
the following variant of Proposition 4.2.2 does hold. This theorem is the main 
result of the chapter.
Theorem 4.2.3. Let n be an integer exceeding one, and G be an n-connected 
graph. I f V ’ is a set of at most 2n vertices o f G, then G has a cycle-minor using 
V
To prove this theorem, we will prove the following technical proposition.
Proposition 4.2.4. Let n be an integer exceeding one, and G be an n-connected 
graph. Let V ' be a set o f at most 2n vertices ofG, and C be a cycle ofG  that, among 
all cycles ofG, contains the largest number o f vertices o fV ' .  Let V" =  V* — V(C) 
and V" =  {ai, a^ ,. . . ,  arm}. Then either C uses V ', or there are m disjoint paths, 
foif-Paj.--- > f*amt from V ” to C such thatV(Pai) U V(Paj) U . . .  U V(Pam) and 
V ' — V" are disjoint and each Pa. contains a unique vertex ofC.
We note here that upon establishing Proposition 4.2.4, we need only contract 
all the paths Pai, P,^ , . . .  , Pam to obtain a  minor of G  that has a  cycle using V'.
Proof o f Proposition 4 -2 .1 - Let G be a minimal counterexample to  the proposition. 
By Theorem 4.2.1, either G is Hamiltonian, or |V(G)[ >  2n +  1- By Proposition
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4.2.2, any set of n vertices is in a  cycle of G. If the proposition holds for |V '| =  2n, 
then it will hold for any set of fewer than 2n vertices. Thus, we may assume that 
|V '| =  2n. Now, V ” — V ' — V(C). If V" is empty, then the proposition holds. 
Therefore, 1 <  \V"\ < n. Since \V"\ =  m, let k =  n — m and observe that 
|V '-V " | = n  +  *.
Now, choose an arbitrary member, x, of V". By Menger’s Theorem, there are n 
paths, Px, P2 , . . .  , Pn, from x  to C  that have only the vertex x  in common such 
that each path P  meets C  in exactly one vertex, x,-. Let xx, x2, . . .  , xn be the cyclic 
order in which these vertices occur on C  and let X  — {xi, x2, . . .  xn}. It is clear that 
the cycle C is partitioned into n internally disjoint paths C(xi), C(x2) , . . .  , C(xn) 
where C(x,) is the subpath of C from x,- to x,+i that contains no other vertex of 
X . We will call such a path an X-path of C. U n =  2, then C  is partitioned into 
two paths from x\ to x2. We arbitrarily label one of these C(xi) and the other 
C(x2). Since G has no cycle containing n + k + 1 vertices of V", it is clear that:
4.2.5. Each C(xt) contains at least one member o fV ' in its interior.
We say that Xj is incident to an X-path C(xt) of C  provided that Xj is one 
endvertex of C(x,-). We will now prove five lemmas. W ith the establishment of 
these lemmas, we will produce the m disjoint paths from V " to C  that satisfy 
Proposition 4.2.4.
Lemma 4.2.6. X  — V ' has a subset X ' o f cardinality at least m such that, for 
each n  in X ', the path C  (x,) contains only a single vertex o fV 1 in its interior.
Proof. Suppose not. By 4.2.5, each X-path contains a  vertex of V ‘ in its interior. 
There are n+fc vertices of Vf in C. Of these, a t least n lie in the interior of some X -  
path. Let kf — |X nV '|. Then k! < k  and at most k —k/ of the X-paths contain more 
than one vertex of V'  in their interior. Thus, at least n — (k — kf) X-paths contain
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exactly one vertex of V'. Since \X  fl V'\ — kf, there are at least n — {k — k!)—kf 
of these X-paths C(x,) such that xf- £  V'. But, n — (k — k1) —kf = n — k = m  and 
the lemma holds. □
C orollary 4.2.7. For any vertex x  ofV", there is a set 7r(x) o fn  paths P*, P%,.. .  , 
P f  from x  to C that have only the vertex x  in common and such that P f meets C 
in a unique vertex x,-. Moreover, there is an m-element subset tt^x) of n(x) such 
that i f P f E  n'ix), then x,- £  V '  and C(xj) contains exactly one vertex o fV 1 in its 
interior.
It follows immediately from this corollary that Proposition 4.2.4 holds if m =  1 . 
Thus, we may assume that m > 2.
Lem m a 4.2.8. Let x  and y be vertices ofV". Then y  is not on any path in i^{x).
Proof. Suppose not. Then y is on some path, say P f in tt'(x). Now, C(x,-) contains 
a unique vertex v of V' in its interior. Thus, G has a  cycle C' formed by the 
subpath of C  from x,- to x,+i that avoids v, together with the paths Pt+i and Pf.  
It is clear that this cycle uses n +  fc +  I vertices of V7, namely the members of 
[(V7 fl V(C)) — v] U {x, y}; a contradiction. □
For the remainder of the proof of Proposition 4.2.4, we will view each path in 
7r(x) as being directed from x to C and we will let x and y  be arbitrary distinct 
members of V". Let ^ (x ) =  {P?,Pf3, . . .  ,P?m} and jr'(y) =  {PJ^P^, . . .  ,Pfm). 
Recall that if aia2 . . .  a; is a path P , then P[a,-, a,-] denotes the subpath a,at+i . . .aj  
of P.
Lem m a 4.2.9. Suppose that for some s and t  in  {1 , 2 , . . . ,  n}, both P f and P f 
meet a member o f {Pf,  for some r  in  {1 , 2 , . . .  ,m }. Ify/f and yj' are the
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first vertices of P f and P f, respectively, in V{P?) U V(P?+l), then iff and \j[ lie 
on different paths in {P^.,Pfr+1}.
Proof. Suppose the lemma fails. Let {P£,P£+i} =  {P>P*}, and suppose that xf't 
and r/t on P  with yjf lying between $  and x. Since yjf and yj' are the first 
vertices of P f and P f that are common to { /* , it is clear that there is
no vertex of P1 on either Pf[y, yi'] or P t[y,y>tr). Let p be the vertex of P  that is 
common to C, and recall that C(x,-,) has only one vertex v €  V' in its interior. 
Thus, G has a cycle C' formed by the subpath of C from x,-, to xtJ+1 that avoids 
v, together with the path P1 and the paths described as follows:
(a) the subpath P[x, yj,'];
(b) the subpath Pftyi'.y];
(c) the subpath Pf[y, $];
(d) the subpath P[y£',p].
It is clear that C' uses n +  k  +  1 vertices of V7, namely all the vertices in
[(V' H V (C)) — u] U {x, y}; a contradiction. □
Lem m a 4.2.10. Let x  and y be distinct vertices ofV". Then no path in id(x) has 
vertices in common with two paths in ff'(y).
Proof. Suppose the lemma fails. Then, from y, there are two paths Pj| and P? of 
T^{y) that meet a single path of ff^x), say Pfx. Let yj and i/k be the first vertices of 
P*x and Pjk, respectively, that lie on P?, and let yf and y£ be the first vertices of 
P? and Pfk, respectively, that are common to paths in {P£,P£+i}- By Corollary 
4 .2 .7 , the path C(xtl) has only a  single vertex v 6  V'  in its interior. By Lem m a.
4 .2 .9 , we may assume that and y£ lie on different paths in
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W ithout loss of generality, suppose that yj' lies on *5+1- Thus, Pj[ meets Pfi+l 
in the vertex and meets P? in the vertex yj while yj£ =  y* (see Figure 4.1).
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FIGURE 4.1. Depiction of C and paths described in Lemma 4.2.10.
We now consider the paths P/1+i and P ? + 1  and distinguish the following cases:
(i) { n - H - n + J t w n h  
(«) =
We first suppose that (i) holds, letting Pj[+ 1  €  {P£+nP£+i} such that P y + 1  £  
{P^jPj^}. If PjJ+ 1  has no vertex in common with either of Pt* and *S+i. then 
P? and *h+i meet only one member of {Py,P y+1}; a contradiction to Lemma
4.2.9. Thus, we may assume that P y + 1  has a vertex in common with one of P? 
and letting xf be the first such vertex. If a/ €  V (i^ ), then the paths P? 
and P y + 1  are paths in 7r(y) where yjj and a/ lie on the same path in {P ,*,f^+1}; 
a  contradiction to Lemma 4.2.9. Therefore, we assume that x ' e  V(P?+1), and 
observe that P£ and Pj| + 1  are paths in ic(y) where y j and x! lie on again, 
a  contradiction to Lemma 4.2.9. W ith this last contradiction, we conclude that
{ 3 U i.3 i« }  =  « .* ? .} •
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Since (ii) holds, j i  +  1 =  jk and jk + 1 =  j i  where both equations are to be 
interpreted modulo n. Therefore, n =  m =  2 and so, as |V"| =  m, we have 
V" — {x,y}. We will now show that there are two paths from V" to C  satisfying 
Proposition 4.2.4.
Now, suppose Pjk meets Then there is a vertex x" of one of the paths 
in (Pj[, P? } such that x" €  V(P?+l) and no other vertex in V(Pfk) U V (P ?) lies 
between x  and x" on P?+x. Thus, if x f €  V (P^), then x"]UPj([x", y ,J and
P? are disjoint paths in G from {x, y} to V{C)—V'. Likewise, if x" € V(Pj') , then 
f ^ +i[x, x"] U P? [x", y^j and P? are disjoint paths in G from {x, y} to V(C) — V '. 
In either case the proposition holds.
We may now assume that P? has no vertex in common with Hence,
Pjk and the path Pt*+i[x,yi] U Pj[ [j/{, yi] are disjoint paths in G from {x,y} to 
V(C) — V', and the proposition holds. □
Lemma 4.2.11. Let x  and y be distinct vertices of V". There is at most one 
member o /x /(y) that has a vertex in common with any path in tt'(x).
Proof. Suppose the lemma fails. Then, there are paths P? and Pjk each of which 
has a vertex in common with some path in ir'(x). By Lemma 4.2.10, we may 
suppose that P£ meets P? and Pfk meets Pfy  where »i ^  »*». Moreover, P? has no 
vertex in common with P f  , and Pjk has no vertex in common with P £ . If |V"| =  2, 
then V ” — {x,y} and P*x and P? are disjoint paths from V" to V(C) — V'. Thus, 
\V"\ > 3.
Let yi be the first vertex of P? that is common to Pft and let r/k be the first 
vertex of P? that is common to Ffy  (see Figure 4.2(a)). If either one of P?1+i and 
avoids the paths P? [y, y(] and P£ [y, y*], then, by symmetry, we may assume 
that Ff1+l avoids both P£[y,y{] and P£[y,y*] (see Figure 4.2(b)). Since C(xit) has
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FIGURE 4.2. Depiction of the cases when (a) P? meets P? and Pj' meets /*•*,, 
and (b) P^+i avoids both P/Jy, yi] and P£[y, yJJ.
only a single vertex v 6  V ' in its interior, we conclude that G has a cycle C' using 
n +  k + 1  vertices of V* that is formed by the following paths:
(a) the subpath of C from x,t to x,-1+i avoiding v;
G>) f?,+v
(c) the subpath y*];
(d) the subpath P£[y*,y];
(e) the subpath P£[y,yJ];
(f) the subpath f^ [y i,x tl].
We conclude the following:
4.2.12. Each ofP?l+l and i * + 1  meets a path in  {P^[y,yi],P? [y, j/J}.
Now, if e  meets both paths in { /£ [» ,s*l,*?.[»,»H}. Hen
we have two paths P? and P*k from ir (y) that have vertices in common with paths
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and the first vertices of Pj[ and P?k are both in p?.+i; a  contradiction 
to Lemma 4.2.9. Thus, we may assume the following:
4.2.13. Each o fP ? + 1  and + 1  meets only one path in (P /Jy .y ij.P /Jy , yfc]}.
Let Xi and be the first vertices of Pf1+\ and respectively, that lie on
a path in {P? [y, yj], P£[y, l4]}
4.2.14. The following statements are true for the paths Fh+i and Pfh,+i as they 
relate to P? and Pfk, .
(i) VP?,+1 *1% , th e n c e  V(fCfcl<])- 
(«) VP?„+ l? n .
I I X  \  *
' 1 • \  !i i / \  »i I *  \  *
■ /  fc
I A
*»*•
• %i % 'i * i %* * 
I , - ' \  ^
J*?
S > ft
%%tI***. »
•  **♦!
(a) (b)
FIGURE 4.3. (a) F£ + 1  meets f*[y ,y i] (4.2.14(i)); (b) Pf1+l meets f*[y,y£] and 
Pfv+i meets P?[y,yi].
Froo/ o/ 4-8-14- Since there is a  symmetry between these paths, and consequently, 
the proofs are identical up to the appropriate relabelling, we will establish 4.2.14 
by proving (i). Suppose that x[ €  V(P^[y,yJ]). Then, by 4.2.13, P*l+l does not 
meet P? [y, y*]. Let xf[ be the last vertex of that is also on P? [y, yj] (see
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Figure 4.3(a)). Then since C (x,,) has only a single vertex t; €  V7 in its interior, we 
conclude that G has a cycle C' formed by the following paths:
(a) the subpath of C  from x,-, to x,,+i avoiding v;
(b) the subpath Pfl+l[x,-,+i,xfl;
(c) the subpath [x7/, y];
(d) the subpath Pjk[y,tfk]>
(e) the subpath /^,[y*,x];
(f) P?x-
It is clear that C' uses n +  k  +  1 vertices of V7, namely all the vertices in 
[(V7 fl V(C)) — i>] U {x,y}; a contradiction. W ith this contradiction we conclude 
that (i) holds. Thus, 4.2.14 is established. □
We will now break the remainder of the proof of Lemma 4.2.11 into the following 
two cases:
(1) Both Pf1+\ and i ^ , + 1  are distinct from P? and Pfk>;
(2) Exactly one of f f l+i and f ^ , + 1  is distinct from {Pf^P?,};
We will first consider case (1 ). It is clear by 4.2.14, that x  ^and x*, lie on different 
paths in {Pj[[y,!/i],-P£[y,y*]}- More specifically, lies on Pjk[y,i/k] and x*, lies 
°n By 4.2.13, P£+l does not meet P? [y, yj] and does not meet
Pjk[y ,’t/it]- Now, let x^ be the last vertex of that is common with P£[y,y*] 
(see Figure 4.3 (b)). Since C(x,-t) has only a  single vertex v  €  V ' in its interior, we 
conclude that G has a  cycle C7 formed by the following paths:
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(a) the subpath of C from xtl to x,1+i avoiding v;
(b) the subpath
(c) the subpath P/fc[a '^,y];
(d) the subpath Pjx[y,^]'i
(e) the subpath P?ki+l[Xk'iX]i
( 0  n -
It is clear that C' uses n +  k  +  1 vertices of V ', namely all the vertices in 
[(V' n  V[C)) — u] U {x, y}; a contradiction.
We may now assume that (2) holds. That is, exactly one of P*+i and is 
distinct from W ithout loss of generality, suppose that is not in
Thus, f^ J+1 =  PF. By 4.2.12 and 4.2.13, P? + 1  meets exactly one of 
{Ph[y, J/i]>Pjk[yi J/*]}• Moreover, by 4.2.14, the first vertex, x^, of P *l + 1  common 
to a path in {P/Jy,yi],P/Jl/,y*]} is not a vertex of Pj[[y,yi]; hence, P?+l meets 
PjkM k \  F ig^e 4.4).
I \  y
: \  x .........
% % *
y ; f  \  . . - - i j
iI %
I ***»r \X*
' Xh
ti
v
C
FIGURE 4.4. Depiction of the case when i ^ + 1  meets PJk[y, t/fc] and f^ , + 1  =  P?x.
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Recall that the subpath of C(x,t,) has only one vertex t/ €  V ' in its interior and 
=  P?. Thus, the graph G has a cycle C' formed by the following paths:
(a) the subpath of C from xik, to x,-, avoiding t/;
0 >) f^[*<,,yi];
(c) the subpath /£[y j,y];
(d) the subpath .P?[y,Xi];
(e) the subpath
(f) a -
It is clear that C' uses n + k + I vertices of V7, namely all the vertices in 
[(V 'flV(C))—i/]U{x, y}; a contradiction. W ith this last contradiction, we conclude 
that the lemma holds. □
To finish the proof of Proposition 4.2.4, we will let II'(V" — x) be the collection 
of paths defined as follows:
n '(V -i)=  U V(jr)
»€V"-r
By Lemma 4.2.11, for each y 6  V" — x, there is at most one member of tt'(x) 
that has a vertex in common with a path in x'(y). Therefore, there are at most 
|V" — x| =  m — 1  paths of tt'(x) each of which has a vertex in common with a 
member of EI'(V" — x). Thus, there is a  path Px of jt'(x) that has no vertex in 
common with a path in II'(V" — x). Since this is true for each x € V", we have a 
collection {Px : x €  V"} of m disjoint paths from V" to C  such that U*€V" 
is disjoint from V ' — V". □
55
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Chapter 5 
Included-M inor R esults
5.1 Introduction
la  this chapter, we will extend several results of Dirac [10, 11] and Halin and 
Jung [12]. In [10], Dirac showed that a simple graph in which every vertex has 
degree at least three has a  A^-minor. Similarly, Halin and Jung [12] proved that 
a simple graph in which every vertex has degree at least four has either a K$- or 
-^2,2,2 -m in o r .
In Section 5.2, we will establish the following extension of Dirac’s result.
T heorem  5.1.1. Let G be a simple graph and v € V(G) such that d(v) >  3. I f  
G — v is 2 -connected, then G has a subgraph that is a subdivision of K* which uses 
v and any three edges o fG  incident with v.
An immediate consequence of Theorem 5.1.1 is that for any vertex v of a 3- 
connected simple graph G, there is a A^-minor of G using v and any 3 edges 
incident with v. In fact, we will prove the following more general result for n- 
connected graphs. Recall that Wn is the n-vertex wheel and AT4  ^  W3.
T heorem  5.1.2. For any vertex v o f an n-connected simple graph G, there is a 
Wn-minor o fG  using v and any n edges incident with v.
We shall conclude Section 5.2 by proving the following theorem which is also 
reminiscent of Dirac’s result.
T heorem  5.1.3. Let G be 2 -connected simple and e bean edge o fG  that is not in 
a 2-cycle. I f  both G /e and G \e are 2-connected, then there are four edges adjacent 
to e such that G has a K ^m inor using e and these four edges.
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In Section 5.3, we will prove a  3-connected analogue of Theorem 5.1.3 that is 
also an extension of the result of Halin and Jung. Specifically, we show that if both 
G /e and G \e are 3-connected minors of a  3-connected simple graph G, then there 
are six edges adjacent to e such that G has a  # 5 -  or K ip#-minor using e and these 
six edges. Using this result, we will establish the following analogue of Theorem
5.1.1.
T heorem  5.1.4. Let G be a simple graph and v 6  V(G) sack that d(v) >  4. If  
G —v is 3-connected, then G has a # 5 -  or K???-minor using v and any four edges 
of G incident with v.
We conclude Section 5.3 by considering a question prompted by Tutte’s concept 
of 3-connectivity for graphs [30]. Specifically, if G /e and G \e are simple 3-connected 
minors of a  3-connected simple graph G, then what minors can we guarantee that 
G has?
We answer this question in the case of planar graphs by proving two theorems. 
The first of these tells us that the graph G has both a # 2,2,2- and a Q-minor using 
the edge e. The second establishes the presence of a self-dual graph T14 as a minor 
of G. This graph contains both # 2,2,2 and Q as minors and has an edge whose 
deletion and contraction produce simple graphs that are 3-connected.
5.2 Graphs w ith a if4-minor
Dirac [10] proved that a simple graph of minimum vertex degree 3 has a  # 4-minor. 
In this section, we will prove several extensions of this result. Recall that a  graph 
G has a cycle-minor if and only if G has a  cycle as a  minor. The following corollary 
is an immediate consequence of Theorem 4.2.3
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C orollary 5.2.1. Let n be an integer exceeding one, and G be an n-connected 
graph. I f  V ' is a set o f at most n  + 1  vertices ofG, then G has a cycle-minor using 
V '.
A straightforward consequence of Corollary 5.2.1 is that if G is a simple graph 
with a vertex v of degree at least n+1 and G—v is n-connected, then G has a Wn+1- 
minor using v and any n +  1 edges incident with v. This result, which immediately 
establishes Theorem 5.1.2, can also be derived from the following more general 
theorem which we will prove.
T heorem  5.2.2. Let n be an integer exceeding one. Let G be a simple graph and 
v be a vertex o f G such that d(v) >  n + 1 . I f  G — v is n-connected, then G has a 
subgraph W  that is a subdivision ofWn+1 which uses v and any n + 1  edges incident 
with v.
The following lemma is a straightforward consequence of Proposition 4.2.4.
Lem m a 5.2.3. Let n bean integer exceeding one, and G be an n-connected graph. 
I fV '  is a set of at most n +  1 vertices ofG, and x  is a vertex in V ', then either G 
has a cycle using V ', or G has a cycle C using V ' —x and a path from x  to V(C) 
that avoids V '  — x.
Proof of Theorem 5.2.2. Let G be a  minimal counterexample to the theorem. Let 
{wi,U2 , . . . , Vk} be the neighbors of v. We shall show that G has a  subgraph that is a 
subdivision of Wn+i and uses w i , W 2 , . . . ,  w n+i. If d(v) >  n + 2 ,  then consider the 
graph G \w n+i. The graph (G\tw„+i) — v is n-connected and da\wn+1(v) >  n + 1 ; 
hence, G\t>u„+i is a  smaller graph satisfying the hypotheses. Thus G\tmn+i and 
hence G has a  subgraph that is a  subdivision of Wn+1 and uses vv\, w%,. . . ,  w n+i; 
a  contradiction. Hence we may assume that d(v) =  n + 1 .
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Now, G—v is n-connected and N(v) =  {ui, V2 , . . . ,  t/n+i} C V(G—v). By Lemma
5.2.3, either G — v has a cycle using N(v), or G — v has a cycle C using V' — 
and a path, P , from v\ to V(C) that avoids V ' — v\. In the first case, the theorem 
holds for the graph G. Thus, we may assume that the second case holds. In that 
case, the subgraph, W,  of G induced by the edges of C, the edges of P , and the 
edges incident with t>, is a  subdivision of Wn+i using v and every edge incident 
with v. □
C orollary 5.2.4. Let n >  3. I f  G is an n-connected simple graph and v is any 
vertex ofG, then G has a Wn -minor using v and any n edges incident with v.
Corollary 5.2.1 is an immediate consequence of Theorem 4.2.3 and is a natural 
extension of Proposition 4.2.2. The following theorem further extends this propo­
sition by showing that, for an integer n exceeding two, any set of n + 1  vertices in 
an n-connected graph lie in a cycle or is used in a W„-minor.
T heorem  5.2.5. Let n be an integer exceeding two. I f  G is an n-connected graph, 
and V ' C V  (G) such that V ' has at most n +  1 vertices, then either G has a cycle 
using V ', or G has a Wn-minor using V '.
Proof. By Proposition 4.2.2, we know that if \V'\ <  n, then we have a cycle of G 
using V7. Thus, we may assume that \V'\ =  n  + 1 . Now, for any x  €  V', the graph 
G certainly has a cycle C  using V '—x. Suppose that G has no cycle using V'. Since 
G is n-connected, by Menger’s Theorem, there are n paths, P i,P i , . . .  , Pn, from 
x  to V(C) such that these paths have only the vertex x  in common and each P, 
contains a single vertex vt- of C. Let Zi, x%,. . . ,  xn be the vertices of (V '—z) O V (C) 
and assume that these vertices occur on C  in the cyclic order listed. These vertices 
break the cycle C  into n internally disjoint paths, Ci, C i, . . .  , C„, where C,- is the 
path of C  from z t- to r t+i.
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If two of the paths, P, and Pj, meet C on a  single path C*, then G clearly has 
a cycle using V ’. Thus, each of the paths C* must be met by exactly one path Pi 
from x. This implies that each path Pi meets a  path Ck — It follows
that G has a W„-minor using V '. To see this, relabel the paths P i, P2 , . . .  Pn so 
that the vertex v,- of path Pi lies on the path Ct- — {x,-,x,-+i}. Now, contract the 
subpath of each C< from t/,- to x,- to obtain a minor that has the desired Wn as a 
minor. □
Proposition 4.2.2 says that for an integer n exceeding one, any set of n vertices 
in an n-connected graph lies in a cycle. Theorem 5.2.5 extends this result for n > 3. 
The following theorem is the 2-connected analogue of Theorem 5.2.5, where the 
graph K 2 ,3  plays the role of the wheel.
T heorem  5.2.6. I f  G is a 2-connected graph and {x, y, z} C V{G), then either 
G has a cycle using {x,y,z}> or G has a subgraph H that is a subdivision of K^z 
where x , y, and z are vertices o f degree 2 on different paths joining the degree-3 
vertices of H .
Proof. Let G be a  minimal counterexample to the theorem. Now, by Proposition
4.2.2, G has a cycle C  using {y,x}. Let C\ and C2  be the two paths from y to 
z that form the cycle C. We may assume that G has no cycle using {x,y, z}. By 
Menger’s Theorem, G has two paths, Pi and P2 , from x  to C  which have only the 
vertex x in common. If both Pi and P2  meet the same path Ct- of the cycle C, 
then G has a  cycle using {x, y, z}; a contradiction. Therefore, Pi meets one of the 
paths Ci and C2  a t a  vertex other than y and z, and P2  meets the other path at a 
vertex other than y and z. Thus, without loss of generality, Pi meets Ci — {y, z}  
and P2 meets C2  — {y, z}. The subgraph induced by the edges of the paths Pi and
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Pi together with the cycle C  is a  subdivision H  of where x, y, and z  are on 
different paths of H  joining the degree-3 vertices. □
We finish this section with two theorems and the proof of Theorem 5.1.3. The 
first of these theorems is an analogue of Theorem 2.3.3. We note here that Theorem
5.1.3 can be used to provide a  second proof of Theorem 5.1.1, which we will omit, 
while the last theorem is a  matroid extension of Theorem 5.1.3.
T heorem  5.2.7. Let G be a connected graph and T  be a triangle of G. If, for 
every u, v €  V(T), the graph G — {ti, v} is connected, then G has a K 4 -minor using 
T .
Proof. Let G be a minimal counterexample to the theorem. Let V(T) = {2 , y, z}. 
Suppose first that G — V(T)  is not connected. Then, since G — {u, v} is connected 
for each u,v  €  V(T), each vertex in V(T) must have an edge incident with a 
vertex in each component of G — V(T).  Thus, in G, contracting all the edges of 
some component of G—V(T)  and deleting the vertices of every other component of 
G—V(T), we obtain a graph for which K+ is the associated simple graph. Moreover, 
this graph uses the triangle T . We deduce that G — V(T) is connected. Now, since 
do{u) >  3 for each u €  V(T), each vertex of V(T)  is joined to G — V(T). Thus, in 
G, contracting all the edges of G — V(T), we again obtain a  graph for which the 
associated simple graph is K 4. □
Proof o f Theorem 5.1.3. Let e =  xy. Since G \xy  is 2-connected, there are two 
internally disjoint paths, Pi and Pi , from x  to y  in the graph G \xy. Now, since 
Gf xy  is 2-connected, by Proposition 2.2.2, the graph G—{x, y) is connected. Thus, 
there is a path, P , from P i—{2 , y} to P i—{2 , y} in the graph G —{2 , y}. Therefore 
the subgraph of G induced by xy  and the edges of P i, Pi, and P  is a  subdivision of
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K+. We conclude that G has a  /Ct-minor using xy  and four edges incident with xy, 
namely the edges of Pi and P2  incident with x  and the edges Pi and Pi incident 
with y. □
We recall that a matroid is 2-connected if and only if it is connected.
T heorem  5.2.8. Let M  be a connected matroid with at least four elements. I f  
e €  E( M)  and both M \e  and M /e are connected, then M  has a minor using e that 
is isomorphic to one o f M(K*) or C /2 ,4 .
The proof of this theorem depends on the following results. The first is well 
known (see for example [20, (11.2.15)]), while the second is a straightforward con­
sequence of a result of [27, (3.1)].
P roposition  5.2.9. Let M  be a connected matroid having at least one element. 
Then M  has no minor isomorphic to C/2,4 or M (K 4) i f  and only i f  M  is isomorphic 
to M{G) where the graph G has no K+-minor.
P ro position  5.2.10. I f  M  is a connected matroid having either a C/2,4 - or Ld{K^) - 
minor, then, for any element e o f E(M),  the matroid M  has either a C/2,4 - or 
M (K i)-m inor using e.
Proof o f Theorem 5.2.8. Suppose that M  does not have a C/2,4- or M (iC^-minor. 
Then, by Proposition 5.2.9, M  is isomorphic to a  graphic matroid M{G) where 
G has no i^-m inor. By Theorem 5.1.3, G must have a i^-m inor using e; a  con­
tradiction. Thus, M  must have one of C/2,4 or M(fCt) as a minor. Therefore, by 
Proposition 5.2.10, M  has either a C/2,4- or M(/tC|)-minor using e, and the theorem 
holds. □
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5.3 Graphs w ith a K $ -  or # 2 ,2 ,2-minor
We noted in the introduction that Halin and Jung [12] proved that a simple graph 
in which every vertex has degree at least four has a K&- or /£> ? ?-minor. In the 
last section, we observed that not only does a  3-connected graph have a K^-minor, 
but this minor can be chosen to use any vertex v together with any three edges 
incident with v.
In this section, we will prove a similar result for 4-connected graphs which is 
reminiscent of Halin and Jung’s theorem.
T heorem  5.3.1. Let G be a simple graph and v £  V(G) such that d(v) > 4. If  
G —v is 3-connected, then G has a K$- or K t t f -minor using v and any four edges 
of G incident with v.
To prove this theorem, we will first establish the following theorem which is 
similar to Theorem 5.1.3.
T heorem  5.3.2. Let G be 3-connected simple graph and e €  E(G). I f  both G/e 
and G \e are 3-connected, then there are six edges, three incident to each endpoint 
of e, such that G has a K$- or K f f -f-minor using e and these six edges.
The proof of Theorem 5.3.2 will use the following three lemmas.
Lem m a 5.3.3. Let x  and y be non-adjacent vertices o f a graph G, and let A , B , 
and C be three internally disjoint paths from x  to y. If, between A and C , there are 
two internally disjoint paths Qi and Q2  avoiding x  and y, then there is an xy-path 
I f  that is internally disjoint from A  and C such that one o f the following occurs:
(I) exactly one of Q\ and Q2  meets I f ;
(II) neither Qi nor Q2  meets I f ;  or
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(Ill) both Qi and Qi meet f f  and, for some distinct i and j  in  {1 ,2}, no vertex 
of Qi meets Bf between x  and any vertex o f Qj.
Moreover, i f  at least one ofQi and Qi meets B , then (I) or (III) holds.
Proof Let G be a minimal counterexample. Consider Qi and Qi in relation to B. 
Clearly, one of three possibilities occurs:
(i) exactly one of Q\ and Qi meets B;
(ii) neither Qi nor Qi meets B; or
(iii) both Qi and Qi meet B.
If either (i) or (ii) holds, then the lemma is satisfied for B* = B . Thus, we may 
assume that (iii) holds. Now, view the paths Qi and Qi as being directed paths 
beginning at A  and ending at C. Let xi,X2 , . . .  ,Xk be the vertices of Q\ fl B  and 
2/i, V i,. . .  , yi be the vertices of QiDB  where we assume that these vertices occur on 
Q i and Qi in the order listed. Viewing B  as a directed path from x  to y, consider 
the first vertex of B  that is also a vertex of Qi or Qi. W ithout loss of generality, 
assume that this vertex is x,-.
Next, consider the last vertex, z, of B  that is also a vertex of Q\ or Q%. In 
the case that z =  xy for some xy €  V(Qi), then let f f  be the path obtained by 
combining the subpath of B  from x  to x,-, the subpath of Q\ from xt- to xy, and 
the subpath of B  from xy to y. It is dear that Bf is internally disjoint from A  and 
C  and is met by Qi but avoided by Qi; thus, the lemma holds in case (I).
We may now assume that z  =  yy for some yy e  V(Q2). Let x& be a vertex of 
Qi such that no other vertex of Qi is between it and y on B.  Let B' be the path 
obtained by combining the subpath of B  from x to xt-, the subpath of Qi from xt-
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to x*, and the subpath of B  from x* to y. It is clear that Bf is internally disjoint 
from A  and C and is met by Qi and by Q2. However, no vertex of Q2  meets Bf 
between x and a vertex of Q\. Thus, the theorem holds in case (III). □
Lem m a 5.3.4. Let xy be an edge o f a graph G such that G \xy has three inter­
nally disjoint paths A , B , and C from x  toy.  If, between A and C, there are two 
internally disjoint paths Qi and Q2  avoiding x  and y and there is a path Bf that 
is internally disjoint from A  and C such that exactly one of Qi and Q2  meets Bf, 
then G has a K&-minor using xy and some set o f six edges adjacent to xy.
Proof. Contract each of A  — {x, y}, Bf — {x, y}, and C — (x, y} to a single vertex, 
to obtain a graph with a subgraph that is a subdivision of K$. Thus, it is clear 
that G has a /^5 -minor using xy and six edges incident with xy, namely the edges 
of the paths A, Bf, and C  that are incident with x and y. □
Lem m a 5.3.5. Let xy be an edge of a graph G such that G \xy has three inter­
nally disjoint paths A, B , and C from x  to y. If, between A  and C, there arc two 
internally disjoint paths Qi and Q2  avoiding x  and y and there is a path Bf that 
is internally disjoint from A  and C such that both Qi and Q2  meet Bf where no 
vertex o f Q2  meets Bf between x  and a vertex o f Qi, then G has a K 2f2t2-minor 
using xy and some set o f six edges adjacent to xy.
Proof. Contract each of A  — {x, y} and C — {x, y} to a single vertex. Contracting 
the longest subpath of Q\ that begins and ends with vertices of B ' and contracting 
the longest subpath of Q2  that begins and ends with vertices of Bf, we obtain a 
graph with a  subgraph that is a subdivision of K* * *. Thus, G has a ITyyy-minor 
using xy and the edges of the paths A, Bf, and C  that are incident with x and
y. □
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Proof of Theorem 5.3.2. Let G be a minimal counterexample and e =  xy. Now, 
since G \xy  is 3-connected, by Menger’s Theorem, there are three internally disjoint 
paths, P i, P2 , and P3 , from x  to y  in G \xy. Since G/xy  is 3-connected, the graph 
G — {x,y} is 2-connected. Thus, between Pi — {x, y} and P3 — {x,y}, there are 
two internally disjoint paths Q\ and Qi in G — {x, y}. Clearly, these paths avoid 
x  and y in the graph G. By Lemma 5.3.3, G has a path PJ from x  to y that is 
internally disjoint from Pi and P3 such that, without loss of generality, one of the 
following occurs:
(1 ) exactly one of Qi and Qi meets PJ;
(2) neither Q\ nor Qi meets PJ; or
(3) both Qi and Qi meet PJ and no vertex of Qi meets PJ between x  and a 
vertex of Qi.
By Lemma 5.3.4, if exactly one of Qi and Qi meets then G has a i^-m inor 
using xy  and some six edges incident with xy. Similarly, by Lemma 5.3.5, if both 
Qi and Qi meet PJ and no vertex of Qi meets PJ between x  and a vertex of Q\, 
then G has a  RTyyy-minor using xy  and some six edges adjacent to xy. Thus, we 
may assume that (2 ) holds.
Relabel PJ as P2 . Now, again by Menger’s Theorem, there are two internally 
disjoint paths, P i and P i, from P2 — {x,y} to Pi — {x,y}. Neither of these paths 
meets P3 ; otherwise, by Lemma 5.3.3, either (1) or (3) holds, and, by Lemmas
5.3.4 and 5.3.5, G has a Kg- or -Kooy-minor using xy and six edges incident with 
xy. Similarly, there are two internally disjoint paths, Si and Si, from P2 — {x, y} 
to P3  — {x,y} that avoid Pj.
Lem m a 5.3.6. Let (Ti,Ti) be one o f the pairs (Ri,Ri) and {Si, Si).
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(i) I f  exactly one ofT\ and T2  meets the interior ofQi,  then G has a K^-minor 
using xy and some set o f six edges adjacent to xy.
(ii) I f  both T\ and T2  meet Q\, then G has a K$-minor using xy and some set of 
six edges adjacent to xy.
Proof. W ithout loss of generality, we may assume that (7 i,T 2 ) =  (P i ,P 2 ). We 
shall focus on the subgraph Ct of G induced by the edges of P i, P2 , P3 , Qi,Ti, and 
T2 . To prove (i), suppose that 7\ meets the interior of Qi and T2  does not. Viewing 
Ti as being directed away from P2  — {x, y}, let t  be the first vertex of Ti n  Q\. In 
Ct , Contract each path Pi — {x, y} to a  single vertex and contract the subpath of 
Qi that begins at t  and ends at P3 . This produces a Pj-m inor using xy  and the 
six edges belonging to Pi, P2 , or P3 that are incident with x and y. We conclude 
that (i) holds.
To prove (ii), suppose that both Ti and T2 meet the path Q\. Viewing Ti and T2 
as being directed from P2 — {x, y} to Pi — {x, y}, let t\ and *2 be the first vertices 
of Ti and T2 , respectively, that meet Q\. Let 91 and 92  be the endpoints of Q\ and 
assume, without loss of generality, that 9 1 , *i, <2 , and 9 2  appear in this order on 
the path Q\. In G', contract each Pi — {x, y} to a  single vertex, and contract the 
subpaths of Qi from ti  to 91 and from £2 to 9 2 . This produces a minor of G' that 
is a  subdivision of K5. Thus, G has a P^-minor using xy and six edges adjacent to 
xy, namely, the edges of each Pi incident with x or y. Therefore, (ii) holds. □
By Lemma 5.3.6, we may assume that each of P i, P 2 , Si, and 5 2 , avoids the 
interior of Q\. Moreover, by symmetry, the lemma also holds when we replace Q\ 
by P i and take Ti =  5,-. Thus, we may also assume that 5 i and S 2  avoid the interior 
of P i. Therefore, the graph G has apath , P i, from P i—{x,y} to  P2 —{x,y} that is 
disjoint from P3 ; a  path, 5 i, from P2 —{x, y} to P3 —{x, y} that is disjoint from Pi
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and internally disjoint from Ri; and a path, Qi, from P3 — {x, y} to Pi — {or, y} that 
is disjoint from P2 and internally disjoint from R \ and Si. Consider the subgraph, 
G’, of G induced by the edges of each Pi together with the edges of P i, Si, Q\, 
and xy. It is clear that, by contracting each P,- — {x, y} to a single vertex in G \ we 
obtain a subdivision of K& using xy and six edges adjacent to xy in G1. □
Proof of Theorem 5.1.4- Let G be a minimal counterexample to the theorem. Let 
vi,V2 , . . .  , Vfc be the the neighbors of v in G. Let w i, W 2 , vv3, and v t /4  be any 
four edges incident with v. If d(v) >  5, then let w,- be any other edge incident 
with t; and consider the graph G \vvi. The graph G \w,- — t; is 3-connected and 
dG\wi(v) >  4; hence, G\vvt- is a  smaller graph satisfying the hypotheses and thus 
the theorem holds for G\w,- and hence for G\ a contradiction.
We may now assume that d(v) =  4. Since G —v is 3-connected, the graph G \vv 1 
is 3-connected. Also, the graph G /w 1 is 3-connected. Thus, by Theorem 5.3.2, G 
has a Ks~ or AT? 9 9-minor using w i and three edges incident to each endpoint of 
w \. Since d(v) — 4, it must be that G has a K$- or ^ 2 2^,2-minor using v and each 
edge incident with v. □
C orollary 5.3.7. Let G be a simple ^.-connected graph. I f  v is a vertex o f G, then 
G has a K5- or K u  o-minor using v and any four edges incident with v.
The following is an almost immediate consequence of Theorem 5.1.4.
T heorem  5.3.8. I f  G is a 3-connected graph and V '  C V(G) such that \V'\ =  4, 
then G has a K^-minor using V o r  the vertices o fV '  are the vertices on the rim  
of a \V4 -min0 r  o f G.
To prove Theorem 5.3.8, we first establish the following:
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P roposition  5.3.9. Let H  be a 3-connected graph and v\, vz, V3 , and v4  be any 
four vertices o f H . Then H  has a K 4 - or W4-minor using {vi, V2 ,«3 ,t/4 }.
Proof. Create a  new graph G by adding a new vertex v to H  where v is joined to 
each of v\, vz, V3 , and v4. By Theorem 5.1.4, G has a  K$- or ATopo-minor using 
v and the four edges w i, vvz, W3 , and w 4. Thus, the graph G — v has a  K4- or 
HVminor using ui, vz, V3 , and v4. □
Proof o f Theorem 5.3.8. By Proposition 5.3.9, the graph G has a  K4- or Wj-minor 
using V'. Suppose that G has no A^-minor using V'. Then G must have a W4- 
minor, W , using V '. If one of the vertices of V’ corresponds to the hub of the wheel 
W , then one of the vertices, x, of the rim of W  does not correspond to a  vertex of 
V '. Thus, we contract the edge xx/,• of W , where vt- €  V' is on the rim, and obtain 
a graph using V ' for which K 4  is the associated simple graph. This contradicts the 
assumption that G has no ^ 4-minor using V’. Therefore, the vertices of V ' are the 
vertices on the rim of W . □
C orollary 5.3.10. Let H be a 3-connected graph and Vi, vz, and 1/3 be any three 
vertices o f H . Then H  has a K4-minor using {1/1 , vz,v$}.
Dirac [11] established the following included-minor result for the graph K$ that 
is obtained from K$ by deleting a single edge.
T heorem  5.3.11. Let G be a 3-connected simple graph and v €  V’(G). I fG  — v 
is 3-connected, then G has a minor isomorphic to K$ .
Using Corollary 5.3.10, we can strengthen the last result as follows.
T heorem  5.3.12. Let G be a 3 -connected simple graph and v €  V(G). I f G  — v 
is 3-connected, then G has a minor isomorphic to K$ that uses v and any three 
edges o fG  incident with v.
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Proof. Let G be a minor-minimal counterexample. Since G is 3-connected, we 
observe that d(v) >  3. Now, consider any three edges incident with v, and label 
them xv, yv, and zv. By Corollary 5.3.10, G — v  has a /iCt-minor using {x, y , z}. 
Thus, G has a  K$ -minor using v and the three edges xv, xy, and xz. □
As was mentioned in the introduction to this chapter, a  natural question, moti­
vated by Tutte’s concept of 3-connectivity for graphs [30], is whether the conclusion 
of Theorem 5.3.2 can be strengthened if we add the requirement to Theorem 5.3.2 
that G /e is both simple and 3-connected.
The following two theorems answer the question in the case of planar graphs. 
The first of these tells us that the graph G has both a £ 2,2 ,3- and a Q-minor using 
the edge e. The second establishes the presence of a self-dual graph Ti4 as a minor 
of G (see Figure 5.1). This graph contains both .£2,2,2 and Q as minors and has an 
edge whose deletion and contraction produce simple graphs that are 3-connected.
T heorem  5.3.13. Let G be a simple 2-connected planar graph and e € E{G). I f  
both G /e and G \e are simple and 2-connected, then G has both a £ 2,2,2 - and a 
Q-minor using e.
Proof. By Theorem 5.3.2, we know that G must have a  £ 2,2 ,2-minor using e. Now, 
since G /e is simple and 3-connected, the dual (G/e)* is 3-connected, that is, G*\e 
is 3-connected. Moreover, since G \e is simple and 3-connected, so too is G”/e. 
Thus, for the graph G*, the edge e can be deleted and contracted maintaining the 
property of being 3-connected. By Theorem 5.3.2, G* has a £ 2,2,2-minor using e 
and thus G has a Q-minor using e. □
T heorem  5.3.14. Let G be a simple 2-connected planar graph and e €  E(G). I f  
both G /e and G \e are simple and 2-connected, then G has a Tu-m inor using e.
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FIGURE 5.1. The graph 7 i4.
Proof. Let e =  xy. Since we shall be arguing in terms of a planar embedding of G, 
we shall assume that G is a plane graph. Since G\xy  is 3-connected, there are three 
internally disjoint paths, P i, P2 , and P3 , from x to y  in the graph G\xy.  Since G 
is a  plane graph, we may assume, without loss of generality, that the paths P i, P2 , 
and P3 , are drawn such that P2 is on the inside of the cycle formed by Pi and P3 
whereas the edge xy  is on the outside of this cycle.
Now, since G/xy  is simple, each of Pi, P2 , and P3 must have at least two internal 
vertices. Also, since G/xy  is 3-connected, the graph G—{x, y )  is 2-connected. Thus, 
Menger’s Theorem implies that G —{x, y} has two disjoint paths, Qi and Q2, from 
P i— {*> y} to P3 — {*, y}- Therefore, these two paths avoid x  and y in G. However, 
since G  is a plane graph, both Q\  and Q2 meet P2 — {x, y}. By Lemma 5.3.3, G\xy  
has a  path P j from x  to y where one of the following occurs:
(i) exactly one of Qi and Q2  meets
(ii) both Qi and Q2 meet P£ and for some distinct i and j  in {1 , 2 }, no vertex 
of Qi meets P£ between x  and a  vertex of Qj.
Now, if (i) holds, then, by Lemma 5.3.4, G  has a  ATs-minor; a  contradiction of 
the assumption that G is planar. Also, if (ii) holds, then, without loss of generality, 
we may assume that every vertex of Qi meeting P2  — {x, y} has no vertex of Q2
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between it and x  on the path Pi. It follows from this th at every vertex of Qi 
meeting Pi — {x, y) has no vertex of Q\ between it and y  on the path Pi. In the 
subgraph of G induced by Pi, Pi, P3 , Qi, Qi and xy, we produce a  minor of G 
that is a subdivision of T14 by contracting the longest subpath of Qi whose ends 
are on the path Pi — {x, y} and contracting the longest subpath of Qi whose ends 
are on Pi — {x, y}. Thus, G has a Tu-minor using xy. □
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C hapter 6 
V ertex-R ounded Graphs
6.1 Introduction
In this chapter, we discuss which collections of graphs have the property that 
whenever a sufficiently highly connected graph has a minor in the collection, it has 
such a minor using any set of vertices of some fixed size. This notion of a  collection 
of graphs being vertex-rounded arises naturally from our previous results. For 
example, in the last chapter, we observed that any set of n +  1  vertices of an n- 
connected graph can be found in a minor, C„+i> isomorphic to a cycle on n +  1  
vertices. In particular:
6.1.1. I f  G is a 2-connected graph, and (x, y, z} is a set o f vertices of G, then G 
has a Ks-minor using {x,y, z}.
In Theorem 5.3.8, we established that any set of 4 vertices in a 3-connected graph 
is in one of two 3-connected minors, namely K \ and W4. The following theorem 
is straightforward using Theorem 5.3.8 together with the well-known consequence 
of the Splitter Theorem that a  3-connected simple graph has a H^-minor or is 
isomorphic to K4.
T heorem  6.1.2. I f  G is a 3-connected graph with a W4 -minor, then G has a W4- 
minor using any set o f at most four vertices.
Both 6 .1 . 1  and Theorem 6.1.2 suggest several questions including whether there 
is an analogous result for 4-connected graphs. To formalize questions of this type, 
we will use the following definition. Let n  be an integer exceeding one. A collection 
r  of graphs is (n + 1 ) -vertex-rounded if every member of I* is simple and n-connected
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and the following condition holds: If G is an n-connected graph with a T-minor 
and V ' is a subset of V (G) with a t most n + 1  vertices, then G has a  T-minor using 
Y .
The notion of roundedness has been studied extensively for matroids and, in 
particular, for graphs. There the concern has been to obtain edges in specified 
minors. More specifically, a collection T of graphs is (n — 1 )-edge-rounded, if every 
member of T is simple and n-connected and the following condition holds: If G is 
an n-connected simple graph with a  T-minor and E ' is a  subset of E(G) with at 
most n — 1 edges, then G has a T-minor using E*.
Historically, Seymour defined a collection f f  of matroids to be (n — 1 )-rounded 
if every member of M  is n-connected and the following condition holds: If M  is 
an n-connected matroid with an ^V-minor and Ef is a  subset of E(M)  with at 
most n — 1 elements, then M  has an .A/’-minor using E '. While the concept of n- 
connectedness differs for matroids and graphs, the following result, due to Seymour
[27], also applies to (n — 1) -edge-rounded graphs.
Theorem 6.1.3. Letn be 2 or 3 and letj^f be a collection of n-connected matroids. 
Then t f  is (n — 1) -rounded i f  and only i f  the folUming condition holds: I f  M  is an 
n-connected matroid having an tf-m ino r N  such that \E{M) — S(iV)| <  1 , and E ' 
is a subset o f E(M) with at most n  — 1 elements, then M  has an -minor using 
Ef.
W ith Theorem 6 .1 .3 , it is easy to determine when a collection T of graphs is 1- or
2 -edge-rounded. In either case, we need only check that the single-edge extensions 
and single-edge coextensions of members of T have a  T-minor using any set of edges 
of the specified size. In particular, it is easy to verify that {W4} is 2-edge-rounded.
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In this chapter, we will establish the vertex analogue of Theorem 6.1.3. While it 
is potentially an infinite task to determine whether or not a particular collection 
of graphs is (n +  l)-vertex-rounded, we will establish a finite list of necessary 
and sufficient conditions under which a collection of graphs may be determined 
to be fc-vert ex-rounded when & is 3 and when k  is 4. Thus, the main task of this 
chapter will be to establish the following theorem. Since there is no exact matroid 
generalization of a  vertex, this theorem does not seem to have a  matroid extension.
T heorem  6.1.4. Let n be 2 or 3 and let T be a collection of simple n-connected 
graphs. Then T is (n+ 1 )-vertex-rounded if  and only i f  the following condition holds: 
I f  G is an n-connected graph having a T-minor H  such that \E(G) — E(H)\ < n, 
and V'  C V(G) with at most n +  1 vertices, then G has a T-minor using V '.
The next two sections will prove the theorem in the cases when n =  2 and 
n =  3, respectively. In the last section of this chapter, we will provide examples of 
3- and 4-vertex-rounded graphs. We conclude this chapter by proving that if {H} 
is 4-vertex-rounded, and H  is planar, then H  ^  W4 .
6.2 3-vertex-rounded Graphs
T heorem  6.2.1. Let T be a collection of loopless 2-connected graphs. Then T is
3-vertex-rounded i f  and only i f  the following condition holds: I f  G is a 2-connected 
graph having an V-minor H  such that |2?(G) — E(H)  | <  2 and V ' C V(G) with at 
most 3 vertices, then G has a T-minor using V '.
To prove this theorem, we will use the following result which was originally 
established for matroids.
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Theorem  6.2.2. (Brylawski [7]; Seymour [24]) Let G be a 2 -connected graph with­
out loops with a 2-connected loopless minor H . Then, for each xy  €  E(G) — E(H), 
one of G/xy or G \xy is a 2 -connected loopless graph having H  as a minor.
Proof o f Theorem 6.2.1. Let G be a minor-minimal graph with respect to being
2-connected, having a T-minor and using V 1 C V(G) where |V '| =  3. Let H  be a 
minor of G that is in I*, and let xy  €  E{G) — E(H).
Lemma 6.2.3. The following are true for the graph G:
(i) I fG \x y  is 2-connected, then G \xy has no H-minor.
(ii) G/xy  is 2-connected and loopless with an H-minor and x  and y are in V '.
Proof. First, assume that G \xy  is 2-connected. By the minimality of G, either 
G \xy  has no H-minor, or G \xy  does not contain V'. However, since V (G) contains 
V’, the graph G \xy must contain V'. Thus, G \xy has no /f-m inor and (i) holds. 
To prove (ii), note that, by Theorem 6.2.2, one of G \xy  and G/xy  is 2-connected 
and loopless with an #-m inor. By (i), the first possibility is excluded. Thus, G/xy  
is 2-connected and loopless having an ff-minor. The choice of G implies that V' is 
not a subset of V(G/xy). Therefore, x and y must both be in V7. □
Corollary 6.2.4. There is no edge o fG  that is in parallel with xy.
By Lemma 6.2.3(ii) and Corollary 6.2.4, it is dear that |E(G) — E(H) \ <  3. 
Suppose \E{G)—E(H) | =  3 and let {e,/ , g} C E(G)—E(H).  Let V' =
Since the end-vertices of e, / ,  and g must be in V', we assume that e =  v\V2 , 
f  =  V2 V3 , and g — viv^. By Lemma 6.2.3, we see that G /e  is 2-connected and 
loopless with an if-minor. Thus, one of G / e \ f  and G / e / f  is 2-connected and 
loopless with an fT-minor. However, G / e / f  has g as a  loop. Hence, G / e \ f  is
76
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
2-connected and loopless with an /f-minor. Now, by Lemma 6.2.3, G \ f  is not 2 - 
connected. Hence, wi« 2  and U2 V3  meet a vertex of degree 2 in the graph G; that is, 
da(v2) =  2. Thus, G/viv$ is not 2-connected; a contradiction to Lemma 6.2.3. We 
conclude that |1?(G) — E(H)  | < 3 . □
6.3 4-vertex-rounded Graphs
T heorem  6.3.1. Let T be a collection of simple 3-connected graphs. Then T is
4-vertex-rounded if  and only i f  the following condition holds: I f  G is a 3-connected 
graph having an T-minor H  such that |£(G ) — E{H)\ < 3 and V ' C V{G) with at 
most 4 vertices, then G has a T-minor using V '.
To prove this theorem, we will use the following corollary of Theorem 1.5.3 which 
is a consequence of the Splitter Theorem [26].
C orollary 6.3.2. Let G and H  be 3-connected simple graphs such that H  is a 
proper minor of G and G is not a wheel. Suppose that if  H  ^  W3 , then G has no 
WA-minor. Then there is a sequence Go, <?i,. . .  , Gn o f 3-connected simple graphs 
such that Go & H , Gn G, and, for all i  in { 1 ,2 ,... ,n}, G, is a single-edge 
extension or a single-edge coextension o /G ,_i.
The following four lemmas will be used throughout the proof of Theorem 6.3.1. 
Their proofs are straightforward and are thus omitted.
Lem m a 6.3.3. Let e and f  be edges of a 3-connected simple graph G. I f  G [e \ f  
is 3-connected, but G \f  is not 3-connected, then e and f  meet a vertex of degree 3 
in G.
Lem m a 6.3.4. Let e and f  be edges o f a 3-connected simple graph G. I f  both G /e 
and G f e j f  are 3-connected and simple, then G /f  is 3-connected and simple.
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Lem m a 6.3.5. Letu, v, z, and w be vertices o f a 2-connected simple graph G with 
edges uv, vz and vw. I fG /u v  is a 2 -connected simple graph having an H-minor, 
then neither uz nor uw is an edge o f G.
Lem m a 6.3.6. Let e and f  be edges of a 2-connected simple graph G. I f  both G /e 
and G f e / f  are 2 -connected and simple, then {e , f } is in no cycle o fG  of size less 
than five.
Before beginning the proof of Theorem 6.3.1, we will establish the following 
straightforward proposition.
P roposition  6.3.7. Let m and n be integers such that m > n. For any Wm and 
V ' C V{Wm) such that |V '| =  n, there is o Wn-minor of Wm using V '. Moreover, 
the Wn -minor is obtained by contracting rim edges and deleting spokes o fWm.
Proof. First, it is clear that any contraction of a wheel that maintains a wheel- 
minor, must be a  contraction of an edge on the rim. We now argue by induction 
on m. If m =  n, the proposition holds. Thus, we may assume that the proposition 
holds for all integers k  such that n < k < m. Now, for any n vertices V ' of Wm, 
either one is the hub, or all of the vertices of V ' lie on the rim of Wm. In either 
case, since m >  n, their must be an edge xy  on the rim of Wm where one of x  
and y is not in V'. Thus, Wm/xy  has a  Wra_i-minor using V’ and we conclude, by 
induction, that Wm has a W„-minor using V'. □
Proof o f Theorem 6.3.1. Let G be a  minor-minimal graph with respect to being
3-connected, having a T-minor and using V ’ C V(G) where |V '| =  4.
Let H  be a minor of G that is in T. First we show the following:
6.3.8. I f H  “  W3, then G ^ W 3  orW 4  and so \E(G) -  E(H)\ < 2.
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To see this, note that if G ±  H,  then, by Theorem 6.1.2, any set of four vertices 
of G must be in a W4-minor. By the minimality of G, this implies that G 5£ W\. 
Hence, 6.3.8 holds.
Suppose next that G is a  wheel. Then so too is H . l f  H  W3, then the theorem 
holds by 6.3.8. Thus we may assume that H  — Wn for some n >  4. By Proposition 
6.3.7, G 2 * Wn, or G has a proper WB-minor using V'. The second case contradicts 
the minimality of G. Thus, G S£ H  and the theorem holds. We conclude that we 
may assume that G is not a wheel and that H  ^  W3 . We now establish four lemmas 
which will be used repeatedly throughout the proof.
Lem m a 6.3.9. Let xy be an edge of G.
(i) I f  G \xy is 3-connected, then G \xy has no H-minor.
(ii) I f  G/xy is 3-connected with an H-minor, then x  and y are in V '.
Proof. Suppose that G \xy  is 3-connected. Then, by the minimality of £?, either 
G \xy  has no ff-minor, or V' is not a  subset of V(G\xy).  The second possibility 
does not occur since V' C V{G) and V(G) — V(G\xy).  Hence G \xy  has no H-
minor. If G/xy  is 3-connected with an ff-minor, then the minimality of G implies
that {x, y} C V ' . □
Lem m a 6.3.10. Let vu be an edge ofG  such thatu andv are in V'. Letda(v) =  3 
and vu, vw, and vz be the edges incident with v. I fG /vu \vw  is 3-connected with 
an H-minor, then z  6  V '.
Proof. G \vw /vz  is isomorphic to G \vw /vu  which is 3-connected with an £f-minor. 
Thus, G \vw /vz  is 3-connected with an IT-minor using V ' unless z  6  V '. By the 
minimality of G, we deduce that z  6  Vr. □
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Lem m a 6.3.11. Let e and f  be edges in E(G) — E(H). I f  both G je and G / e \ f  
are 3-connected and simple with an H-minor, then G has a r -minor Hi such that 
\ E ( G ) - E ( H i ) \< 3 .
Proof. Recall that T is 4-vertex-rounded. By the minimality of G and the fact that 
G / e \ f  has an if-m inor, we deduce that G \ f  is not 3-connected. Thus, by Lemma 
6.3.3, e and /  meet at a  degree-3 vertex, v, of G. Let e = uv and /  =  vw. Let vz be 
the remaining edge incident with v (see Figure 6.1). The minimality of G implies 
that v, v €  V ’. Moreover, by Lemma 6.3.10, z  €  V'. Let t  €  V'  such that t  is not 
in {u,v,z}. Since G / e \ f  — G /uv\vw  is a  3 -connected graph with a  T-minor, any 
four vertices of G /uv\vw  must be in a  T-minor of G /uv\vw . Let the vertex that is 
obtained from identifying u and v be labeled v. In G /uv\vw , if t  = w choose y to 
be a vertex of G /uv\vw  different from v, z, and t. If t ±  w, then let y — w. Now, 
G /uv\vw  has a  T-minor, H i, using {v, z,t,  y}.
FIGURE 6.1. Depiction of the graph described in Lemma 6.3.11.
Since v, z, t, and y  are distinct in Hi, we merely add back the necessary edges to 
produce a graph G' that is a  3-connected m in or  of G and has {u, v, z, t} C  V(G ') . 
To do this, we first add vz to Hi if it is not already present. Second, we add the 
edge vw and then split the vertex v into two vertices labeled v and u so that the 
vertex v has degree 3, and the only edges meeting v are uv, vw, and vz. Thus, G'
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is 3 -connected and simple with a  T-minor and V  C V(G'). As Gr is a  minor of G, 
the minimality of G implies that G — Gf. Evidently, |E{G?) — E(Hi)\ < 3 . □
By Lemma 6.3.9 (i), it is clear that G is simple. Thus, we may apply Corollary
6.3.2 to the graph G. Since G is not a  wheel and H  ¥  Wj, there is an edge e in 
E{G) — E(H) such that G\e or G/e  is simple and 3-connected with an H-minor. 
By Lemma 6.3.9 (i), the graph G/e  is 3-connected and simple with an if-minor. 
Hence, by Lemma 6.3.9 (ii), the endvertices of e are in V '. Applying Theorem
6.3.2 to the graph G/e, we get an edge /  in E(G/e) — E(H) such that one of the 
following occurs.
(I) G / e \ f  is 3-connected and simple with an H-minor; or
(II) G/e/ f  is 3-connected and simple with an H-minor.
In the first case, by Lemma 6.3.11, G has a T-minor Hi  such that \E{G) — 
E{H\)\ < 3 and the theorem holds. Thus, we may assume th at (II) holds.
By Lemma 6.3.4, it is clear that G / f  is also 3-connected and simple. Thus, by 
Lemma 6.3.9, we have the following.
6.3.12. the endvertices o f both e and f  must be in V ’.
Applying Theorem 6.3.2 to the graph G / e f f , we get an edge g of E{G/e( f)  — 
E{H) such that one of the following holds:
(A) G /e / f \ g  is 3-connected and simple with an if-minor; or
(B) G /e f f / g  is 3 -connected and simple with an if-minor.
The following lemma will take care of case (A).
Lemma 6.3.13. I f  G/e f  f \ g  is 3-connected and simple with an H-minor, then G 
has a T-minor Hi such that 125(G) — E(Hi)\ <  3
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Proof. By Lemma 6.3.11, we may assume that G /e\g  is not 3-connected; otherwise 
the lemma holds. It follows, by applying Lemma 6.3.3 to  G /e, that /  and g meet at 
a  vertex of degree 3 in G/e. Since G is a  single-edge coextension of G /e, it must be 
that /  and g meet a t a vertex of degree 3 in G. Thus, G \g is not 3-connected. Now, 
if G /f \g  is 3-connected, then G has a IT-minor Hi such that |E(G) — E(Hi)\ <  3, 
by Lemma 6.3.11. Hence we may assume that G / f \ g  is not 3-connected. Thus, g 
and e meet at a vertex of degree 3 in G //, and, since G is a single-edge coextension 
of G //, the edges g and e must meet a vertex of degree 3 in G. But we noted above 
that /  and g also meet a  vertex of degree 3 in G. Therefore either
(i) e, / ,  and g meet at a  single vertex of degree 3; or
(ii) e, / ,  and £ lie in a path where e meets one end of g and /  meets the other 
end of g.
FIGURE 6.2. Depiction of the graph described in case (ii) in the proof of Lemma 
6.3.13.
If (i) holds, let v% be the vertex common to e, f ,  and g. Then, since G /e is simple 
and 3-connected, da/e(v2) >  4, otherwise the other endvertex of e has degree 2 in 
G. However, /  and g meet a vertex of degree 3 in G/e; a contradiction. Thus, (i) 
cannot hold.
We now consider case (ii). Let e =  v\Vi, let g =  and let /  =  V3 V4 . By
6.3.12, ui,t>2,U3, t/4  €  V '. Moreover, since G /e //  is simple, «i, t^, U3 , and V4  are
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distinct. Since V2  and t* have degree 3, let avi and bvj be edges of G distinct 
from e, / ,  and g (see Figure 6.2). Now, it is clear that G \g /e / f  is isomorphic to 
G \g/av2 /bv3 . Thus, if a b, then, since G\gfax%/bv3  is 3-connected and simple 
with an if-m inor and V ' C V(G\g/av<i/bv$), the graph G/avt/bv^g  is isomorphic 
to H  by the minimality of G. Therefore, |f?(G) — E{H) \ — 3 and the lemma holds 
with Hi = H. Thus, we may assume that a = b and we recall that G/v 1 V2  is
3-connected and simple with an if-minor. Let the vertex that is obtained from 
identifying vi and wj be labelled v?. Since G/v i« 2  is 3-connected and simple with a 
r-m inor, any four vertices of Cr/ui« 2  must be in a T-minor of G/v\v^. Hence, G/v 1V2  
has a T-minor, Hi, using {«2 , u&, 1/4 , 0 }. Moreover, V2 V3  is an edge of Hi. Since t/2 , 
1 /3 ,  V4 , and a are distinct in Hi, we merely add back the necessary edges to produce 
a  graph G', which is a  3-connected minor of G that has
To do this, we first add an edge joining V2 and a in ffi if there is not one present or 
if dfj, (V2 ) =  3. Second, we split the vertex V2 into two vertices labelled v? and Vi so 
that the vertex has degree 3, and the only edges meeting V2 are V1 V2 , V2 a, and 
V2 V3 . Thus, Gr is 3-connected and simple with a T-minor and V‘ C V(G'). As Gr is a 
minor of G, the minimality of G implies that G = G .  Clearly, \E{G') — E{Hi)\ <  2 
and therefore, the lemma holds. □
We may now assume that (B) holds. By Lemma 6.3.4, G/e/g  is simple and 3- 
connected and thus G/g  is simple and 3-connected. Therefore, by Lemma 6.3.9, 
each endvertex of g is in V'. Moreover, by 6.3.12, the endvertices of each of e and 
/  are also in V '. Thus, one of the following is true:
(a) e, / ,  and g meet a t a  single vertex of V';
(b) e, / ,  and g lie in a  path.
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By Lemma 6.3.4, G /x fy  is 3-connected and simple for each {ar,y} Q {e,f,g}.  
Thus, by Lemma 6.3.6, none of {e, /} , {e,y}, and { /, <7}, is in a cycle of G of size 
less than five.
Lem m a 6.3.14. There is no edge ofE(G)  — {e, f ,g}  that is adjacent to two ofe,  
f ,  and g in G.
Proof. Suppose G has an edge h that is adjacent to two of e, / ,  and g. Then, in 
each of cases (a) and (b), G has a  cycle of size less than five containing at least 
two of e, / ,  and g; a  contradiction. □
Now, suppose that there is an edge of E{Gfef f fg )  — E(H).  Again, by ap­
plying Theorem 6.3.2 to the graph G / e f f / g , we deduce that there is an edge 
h 6  E(G /e / f /g )  —E(H)  such that one of G /e / f l g \h  or G /e / f / g fh  is 3-connected 
and simple with an H-minor.
Suppose first that G fe f f / g /h  is 3-connected and simple with an ff-minor. By 
Lemma 6.3.4, the graph G / e / f / h  is 3-connected and simple which implies that 
G/e/h  is 3-connected and simple. Thus, G/h  is 3-connected. Therefore, the end­
vertices of h must also lie in V \ However, this means that h is adjacent to two of 
e, / ,  and g in G; a  contradiction of Lemma 6.3.14.
We may now assume that G fe / f l g \h  is 3-connected and simple with an if-  
minor. By Lemma 6.3.13, we may assume that G / e / f \ h  is not 3-connected. Thus, 
by Lemma 6.3.3, g and h meet a t a  vertex of degree 3 in G /e //. Hence, g and h 
meet a t a  vertex v of degree 3 in G, and v is not incident to either e or /  in G. 
Moreover, v is a  vertex in V'.
Now, by Lemma 6.3.13, we may also assume that G/e/g \h  is not 3-connected 
and simple. However, Gfefg  is 3-connected and simple. Thus, /  and h must meet 
a t a  vertex of degree 3 in Gfefg.  Hence, /  and k  meet a t a  vertex xf of degree 3
84
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
in G, and xf is not incident to either e or g. Moreover, xf is a  vertex in V7. We 
conclude that h is adjacent to both g and / ;  a contradiction to Lemma 6.3.14.
W ith this last contradiction, we conclude that E(G) — E(H) has no edges other 
than e, / ,  and g, and the theorem holds. □
6.4 Some Examples
In 6 .1 .1 , we observed that {.K3 } is 3-vertex-rounded. Clearly, {/£*} is not 4-vertex- 
rounded by Theorem 5.3.8. However, it is straightforward to prove Theorem 6.1.2 
which states that {W4 } is 4-vertex-rounded.
One might ask whether or not these are the only singleton collections of 3- and
4-vertex-rounded graphs. They are not, and we will now apply Theorem 6.1.4 to 
show that {^ 2 ,3 } is 3-vertex-rounded. We will conclude this chapter by proving 
that if {H} is 4-vertex-rounded, and H  is planar, then H  =£ W4. We will also note a 
non-planar example. More specifically, {7V} is 4-vertex-rounded where 7V denotes 
the unique 3-connected simple graph obtained by adding an edge to and then 
splitting an endvertex of the added edge.
3-vertex-roundedness
The following proposition asserts that the set { ^ 2,3 } is 3-vertex-rounded.
P ro po sitio n  6.4.1. I f  G is a 2-connected graph having a Kt^-minor, then, for 
any subset V ' o f at most 3 vertices o f G, there is a K ^-m inor o fG  using V ' .
Proof. By Theorem 6.1.4, we need only consider those 2-connected simple graphs 
G having a # 2,3-minor where |E(G) — E{K<^) | <  2. By Corollary 1.4.10, there is a 
sequence Hq, Hi , . . .  ,Hu of 2-connected graphs such that Hq 9£ and Hk — G 
and for each i 6  {1 , 2 , . . .  , fc}, the graph Hi is a  single-edge extension or a single­
edge coextension of Let x  and y  be the vertices of degree 3 in and let 
P i, P2 , and P3 , be the three distinct paths from x  to y  in K^s.
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We consider the following two cases:
(i) Hi is a  single-edge coextension of # 2,3 -
(ii) Hi is a  single-edge extension of K2<3.
(a) (b)
FIGURE 6.3. (a) The graph # 2,3 ; (b) the unique 2-connected single-edge coexten­
sion of # 2,3 .
(i) Now, if we coextend, that is, split a vertex of # 2 ,3 , we obtain a unique graph 
K£3  as shown in Figure 6.3(b). Let x and y be the vertices of degree 3 in K£3 
and let Pf, P2 , and P3 be the three distinct paths from x  to y, where P[ has two 
internal vertices. It is clear that any set of three vertices of K2%3 is in a K 2,3-minor.
A single-edge extension of K2^  does not have any new vertices and thus also 
has a  # 2,3-minor using any set of 3 vertices. Hence, we now consider a single-edge 
coextension of Af£3. This adds another edge along one of the three distinct (x, y)- 
paths of H£3. Thus, either one of these three paths has three internal vertices, or 
two of these paths have exactly two internal vertices. Therefore, we have one of 
two graphs, and it is dear that any 3 vertices of either graph is in a 3-minor.
(ii) We now consider a  single-edge extension of K2y3, letting e be the newly added 
edge (see Figure 6.4). We obtain two graphs, G\ and G2, each of which has a  K2t3- 
minor using all the vertices of the graph. Thus, a  single-edge extension of d ther 
graph has no new vertices, and therefore, every three vertices of such a  graph lie
8 6
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(a) (b)
FIGURE 6.4. The single-edge extensions of K ^ .
in a /?2,3-minor. Now consider coextending G; by a new edge / .  If /  does not meet 
e in a vertex of degree 2, then G ,\e is isomorphic to K £ 3  and the proposition 
holds. Thus, the coextension by /  is such that e and /  meet a vertex v of degree 
2. Therefore, we have one of the two graphs K " and K 2,a shown in Figure 6.5. It 
is clear, that each of these graphs are such that any 3 vertices are in a ^ 2 ,3-minor. 
With this, we conclude that { ^ 2,3 } is 3-vertex-rounded. □
FIGURE 6.5. (a) The graph K'l; (b) the graph K 2^ . 
4-vertex -roundedness
We conclude this chapter with some examples of 4-vertex-rounded results. We have 
already noted that {W 4 } is 4-vertex-rounded. The following theorem asserts that 
if {H } is 4-vertex-rounded, and H  is planar, then H  2 £ W4 . However, if {H } is
4-vertex-rounded, then H  need not be planar. For example, the graph Tj in Figure
(a) (b)
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6 . 6  is non-planar, and {Tj} is 4-vertex-rounded. The proof of the last assertion 
requires a lengthy case analysis which we omit.
3
FIGURE 6 .6 . The graph T7.
T heorem  6.4.2. Let H  be a planar graph. {H} is 4-vertex-rounded if  and only if 
H  S  W4.
Proof. We have already shown that {W4} is 4-vertex-rounded. We now suppose 
that {if} is 4-vertex-rounded. We will deduce that i f  S  IV4  by first establishing 
two lemmas describing the structure of if .
Lem m a 6.4.3. i f  has a vertex o f degree 3.
Proof. Since H  is 4-vertex-rounded, we consider the graph i f + obtained by adding 
a new vertex v adjacent to exactly three vertices {vi, uj, 1/3 } in H . Now, the graph 
if + is 3-connected and has an if-minor, if ', using {u,ui,U2 >*>3 }. It is clear then 
that H '  has a degree-3 vertex, namely v, and the lemma holds. □
Lem m a 6.4.4. H  has two vertices of degree 3 that are adjacent and have exactly 
one common neighbor.
Proof. Let v be a vertex of degree 3  in i f  with N(v) =  {x, y, z}. From if , we create 
a new graph, H + as follows (see Figure 6.7):
(i) Subdivide the edge xv  by the vertex u;
(ii) add the edge uy.
8 8
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(a) (b)
FIGURE 6.7. Depictions of (a) the graph H,  and (b) the graph H + as described 
in Lemma 6.4.4.
It is not difficult to check that H + is 3-connected, and thus, H + has an if-minor 
i f ' using {x, u, v, z}. We obtain such a minor by a single-edge contraction, and 
a single-edge deletion. It is clear that neither H +fuy  nor H +/vy  is 3-connected. 
Moreover, no single-edge deletion of either of these graphs is 3-connected. There­
fore, in if ', the degree-3 vertices u and v are adjacent and N(u) fl N(v) =  {y}. 
Thus the lemma holds. □
Now, by Lemma 6.4.4, i f  has two degree-3 vertices, u and v, that are adjacent 
with exactly one common neighbor y. Let x  be the neighbor of u not in {u, y} and z 
be the neighbor of v not in {u, y} (see Figure 6.7 (b)). It is clear that either {x, y, z} 
is a cut-set, or {x, y, z} is the vertex set of a triangle where the only vertices of H  
are {x,y ,z,u ,v}. In the latter case, we see that H  S  W4. Thus, we may assume 
that {x, y, z}  is a  cut-set of H.  Hence, there is a vertex in V{H) — {x, y, z, u, t/}. 
Let H i — H  — {x, y, z, u, v}, and let H i be the subgraph G[{«, u}].
Lem m a 6.4.5. There is at most one vertex in H i.
Proof. Suppose not. We now consider the graph H + obtained by adding a  new 
vertex xf adjacent to x, y, and z  in H . The graph if + is 3-connected with an if-  
minor, and thus, there is an if-m inor H ' of i f + that uses { t/,x ,y ,x}. Now, i f ' is
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obtained from H + by a single-edge contraction and the deletion of 2 edges. Since 
both V(H\) and V(Hi) have more than two vertices, it is clear that H' — {or, y, z} 
has at least three components. Therefore, in H', there are three internally disjoint 
paths from some vertex of H\ to {x, y, z}. Thus, Hr and hence H  has a 3-minor; 
a  contradiction of the planarity of H.  □
By Lemma 6.4.5, there is only one vertex of Hi, and we conclude that H  is 
isomorphic to (K^)m, W5, or one of the graphs G\ or G% depicted in Figure 6.9. 
To complete the proof of Theorem 6.4.2, we establish four lemmas.
' M
1A1
(a)
FIGURE 6 .8 . (a) and (b) a 3-connected graph that does not have a
(K$ )*-minor using {4,5,6 ,7}.
Lem m a 6.4.6. H  ^
Proof. Suppose H  =  Consider the 3-connected graph G depicted in Fig­
ure 6 .8 (b). By contracting 57 and deleting 37, we obtain the graph {K$y .  Since 
{(/££■)“} is 4-vertex-rounded, G must have a (RT )^’-minor using {4,5,6 ,7}. We 
have shown that in order to obtain a  (K$ )’-minor of G, we must contract one 
edge and delete another. Now, it is clear that we cannot contract any edge i j  
where i , j  6  {4,5,6 ,7}. Also, we cannot delete any edge incident with a  vertex in 
{4,5,6 ,7}; otherwise, we have a graph that is not 3-connected and any single-edge 
contraction is either not 3-connected or does not use {4,5,6 ,7}. Therefore, the 
only candidates for deletion are the edges 12, 23, and 13. Now G\12 is a subdi-
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vision of W4  and thus has no ‘-minor. Hence, we must delete 13 or 23 from 
G. However, both G\13 and G\23 are subdivisions of # 3,3 , and it is easy to verify 
that ^ 3,3 has no ‘-minor. W ith this last contradiction, we conclude that G 
has no )*-minor using {4,5,6 ,7}. □
Lem m a 6.4.7. H  ^  W5.
Proof. Suppose H  S  W5 . Create a new graph by splitting the hub h of 
into two new vertices x and y where x  has degree 4 and each of x  and y  is joined 
to consecutive vertices on the rim of W5 . Observe that every vertex of other 
than x  has degree 3. Since W5 has a  vertex of degree 5, we must contract an edge 
of W5 incident with x  to obtain a Ws-minor. However, to obtain such a minor, we 
cannot contract an edge that is in a  triangle. Since every edge incident with x, 
other than xy, is in a triangle, we conclude that there is no Ws-minor using {x, y}; 
a contradiction. □
3
(b)
3
(a)
FIGURE 6 .9 . (a) The graph Gi in Lemma 6.4 .8; and (b) the graph G2 in Lem m a
6 .4 .9 .
Lem m a 6.4.8. H  $£ G\.
Proof. Suppose the lemma fails. Create a  new graph G[ by splitting the vertex 4 
into the vertices 4 and 4'. Let 4 be adjacent to 1 and 2 and 4! be adjacent to 3 and
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6 . In order to obtain a  Gi-minor, we must contract a  single edge. It is clear that 
we cannot contract any edge of G  ^ that is in a triangle. But, every edge of G[ is 
in a  triangle except for 44', 25, and 13. Also, G\ has no vertex of degree 5. Thus, 
we cannot contract 13 in G[ to obtain a  Gi-minor. Therefore, since 44' and 25 are 
the only candidates for contraction, we conclude that there is no Gi-minor of G\ 
using {4,4', 2,5}; a contradiction. Thus, H ^ G \ .  □
Lem m a 6.4.9. H  ^  G?.
Proof. Suppose the lemma fails. Create a new graph G2 by splitting the vertex 4 
into the vertices 4 and 4'. Let 4 be adjacent to 1, 2, and 3, and 4' be adjacent to
5 and 6 . In order to obtain a G?-minor, we must contract a single edge. Moreover,
we cannot contract any edge of Gf2 that is in a triangle. Since every edge of G2 is 
in a triangle except for 44' and 25, we conclude that there is no GVminor of G2 
using {4,4', 2,5}; a contradiction. Therefore, H  ^  G^. □
The last lemma completes the proof of Theorem 6.4.2. □
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