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Abstract
We consider a symmetric multi-person zero-sum game with two sets of alternative
strategic variableswhich are related by invertible functions. They are denoted by .s1; s2; : : : ; sn/
and .t1; t2; : : : ; tn/ for players 1, 2, : : : , n. The number of players is larger than two. We
consider a symmetric game in the sense that all players have the same payoff functions.
We do not postulate differentiability of the payoff functions of players. We will show
that the following patterns of competition, 1) all players choose si , 2) all players choose
ti and 3)m players choose ti ; i D 1; : : : ; m and n m players choose sj ; j D mC1; : : : ; n
where 1  m  n   1, are equivalent, that is, they yield the same outcome. However,
in an asymmetric zero-sum game with more than two players the equivalence does not
hold.
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1
1 Introduction
We consider an n-person symmetric zero-sum gamewith two sets of strategic variables which
are related by invertible functions. They are denoted by .s1; s2; : : : ; sn/ and .t1; t2; : : : ; tn/
for players 1, 2, : : : ; n. n is an integer number which is larger than 2. We do not postulate
differentiability of the payoff functions of players.
We will show that the following patterns of competition are equivalent, that is, they yield
the same outcome.
(1) All players choose si , i 2 N . We call this competition si competition.
(2) All players choose ti , i 2 N . We call this competition ti competition.
(3) Some players choose ti and other players choose sj . Specifically, m players choose
ti , i D 1; 2; : : : ; m, and n   m players choose sj , j D m C 1; m C 2; : : : ; n, where
1  m  n   1. We call this competition ti   sj competition.
We assume that the game is symmetric in the sense that all players have the same payoff
functions, and consider symmetric equilibria where all players, whose strategic variables are
si ’s, choose the same values, and also all players, whose strategic variables are ti ’s, choose
the same values.
Relative profit maximization in a symmetric oligopoly with differentiated goods is an ex-
ample of symmetric n-person zero-sum game with two alternative strategic variables. Each
firm chooses its output or price. The results of this paper imply that when firms in a symmet-
ric oligopolymaximize their relative profits, Cournot andBertrand equilibria are equivalent,
and price-setting behavior and output-setting behavior are equivalent1.
However, in an asymmetric n-person zero-sum game with more than two players the
equivalence does not hold. In Section 7we present an example that shows the non-equivalence
of Cournot and Bertrand equilibria in an asymmetric oligopoly.
2 The model
Consider an n-person zero-sum game with n  3 as follows. There are n players, 1, 2, : : : ; n.
The set of players is denoted by N . They have two sets of alternative strategic variables,
(s1; s2; : : : ; sn/ 2 S1  S2      Sn and .t1; t2; : : : ; tn/ 2 T1  T2      Tn. Si and Ti for
i 2 N are compact sets in metric spaces. The relations of them are represented by
si D fi .t1; t2; : : : ; tn/; i 2 N:
.f1; f2; : : : ; fn/ is a continuous invertible function, and so it is one-to-one and onto func-
tion. We denote
ti D gi .s1; s2; : : : ; sn/; i 2 N:
1About relative profit maximization under imperfect competition please see Matsumura, Matsushima and
Cato (2013), Satoh and Tanaka (2013), Satoh and Tanaka (2014a), Satoh and Tanaka (2014b), Tanaka
(2013a), Tanaka (2013b) and Vega-Redondo (1997). An oligopoly is symmetric when demand functions
are symmetric and all firms have the same cost functions.
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.g1; g2; : : : ; gn/ is also a continuous invertible function. The payoff functions of the players
areui .s1; s2; : : : ; sn/ for i 2 N . They are continuous and quasi-concave. Wedo not postulate
differentiability of the payoff functions2. All players have the same payoff functions. Since
the game is zero-sum, we have
nX
iD1
ui .s1; s2; : : : ; sn/ D 0; (1)
for given .s1; s2; : : : ; sn/.
3 si competition
First, consider competition by si ; i 2 N; for all players. Let si ; i 2 N; be the values of
si ’s which, respectively, maximizes ui ; i 2 N; given sj ; j ¤ i , in a neighborhood around
.s1 ; s2 ; : : : ; sn/ in S1  S2      Sn. Then,
ui .s

1 ; : : : ; s

i ; : : : ; s

n/  ui .s1 ; : : : ; si ; : : : ; sn/ for all si ¤ si ; i 2 N: (2)
We assume that all si ’s are equal at equilibria. Thus, ui .s1 ; : : : ; si ; : : : ; sn/’s for all i are
equal, and by the property of zero-sum game they are zero. By symmetry of the game we
have
uj .s

1 ; : : : ; si ; : : : ; s

n/ D uk.s1 ; : : : ; si ; : : : ; sn/ for j ¤ i; k ¤ i; j ¤ k:
From this and (1)
 
X
jD1;j¤i
uj .s

1 ; : : : ; si ; : : : ; s

n/ D  .n   1/uj .s1 ; : : : ; si ; : : : ; sn/ D ui .s1 ; : : : ; si ; : : : ; sn/:
Therefore, from (2)
uj .s

1 ; : : : ; si ; : : : ; s

n/  uj .s1 ; : : : ; si ; : : : ; sn/ for j ¤ i:
By symmetry
ui .s

1 ; : : : ; sj ; : : : ; s

n/  ui .s1 ; : : : ; si ; : : : ; sn/ for j ¤ i:
Combining this and (2)
ui .s

1 ; : : : ; si ; : : : ; s

n/  ui .s1 ; : : : ; si ; : : : ; sn/  ui .s1 ; : : : ; sj ; : : : ; sn/
for all si ¤ si ; and all sj ¤ sj ; j ¤ i; i 2 N:
This is equivalent to
ui .s

1 ; : : : ; s

i ; : : : ; s

n/ D maxsi ui .s

1 ; : : : ; si ; : : : ; s

n/ D minsj ui .s

1 ; : : : ; sj ; : : : ; s

n/;
j ¤ i given sk ; k ¤ i; j;
2In Satoh and Tanaka (2016) we analyze maximin and minimax strategies in oligopoly when payoff functions
of firms are differentiable.
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.s1 ; s2 ; : : : ; sn/ is a Nash equilibrium of the si competition game. By the Glicksberg’s the-
orem (Glicksberg (1952)) there exists a Nash equilibrium.
Let s i;j be a vector of sk for k ¤ i; j . We can show the following lemma.
Lemma 1. The following three statements are equivalent.
(1) There exists a Nash equilibrium in the si competition game.
(2) Given s
k
for all k ¤ i; j , the following relation holds.
vsi  maxsi minsj ui .si ; sj ; s
 i;j / D minsj maxsi ui .si ; sj ; s
 i;j /  vsj for any pair of i and j:
(3) There exists a real number vs, smi and s
m
j such that
ui .s
m
i ; sj ; s
 i;j /  vs for any sj ; and ui .si ; smj ; s i;j /  vs for any si ; (3)
for any pair of i and j:
Proof. (1! 2)
Let si and sj be the equilibrium strategies of Player i and j . Then,
vsj D minsj maxsi ui .si ; sj ; s
 i;j /  maxsi ui .si ; s

j ; s
 i;j / D ui .si ; sj ; s i;j /
D min
sj
ui .s

i ; sj ; s
 i;j /  maxsi minsj ui .si ; sj ; s
 i;j / D vsi :
On the other hand,minsj ui .si ; sj ; s
 i;j /  ui .si ; sj ; s i;j /, thenmaxsi minsj ui .si ; sj ; s i;j / 
maxsi ui .si ; sj ; s
 i;j /, and so maxsi minsj ui .si ; sj ; s i;j /  minsj maxsi ui .si ; sj ; s i;j /.
Thus, vsi  vsj , and we have vsi D vsj .
(2! 3)
Let smi D argmaxsi minsj ui .si ; sj ; s i;j / (themaximin strategy), smj D argminsj maxsi ui .si ; sj ; s i;j /
(the minimax strategy), and let vs D vsi D vsj . Then, we have
ui .s
m
i ; sj ; s
 i;j /  minsj ui .s
m
i ; sj ; s
 i;j / D maxsi minsj ui .si ; sj ; s
 i;j / D vs
D min
sj
max
si
ui .si ; sj ; s
 i;j / D maxsi ui .si ; s
m
j ; s
 i;j /  ui .si ; smj ; s i;j /:
(3! 1)
From (3)
ui .s
m
i ; sj ; s
 i;j /  vs  ui .si ; smj ; s i;j / for all si 2 Si ; sj 2 Sj :
Putting si D smi and sj D smj , we see vs D ui .smi ; smj ; s i;j / and .smi ; smj ; s i;j / is an equi-
librium. Thus, smi D si and smj D sj .
Since at equilibria all ui ’s are zero, we have vsi D vsj D vs D 0. Denote the values of
ti ; i 2 N , which are derived from the following equation;
.t1; t2; : : : ; tn/ D .gi .s1 ; s2 ; : : : ; sn/; g2.s1 ; s2 ; : : : ; sn/; : : : ; gn.s1 ; s2 ; : : : ; sn//;
by ti ; i 2 N .
4
4 ti competition
Next consider competition by ti ; i 2 N; for all players. In this section we use the following
notation.
vi .t1; : : : ; tn/ D ui .f1.t1; : : : ; tn/; : : : ; fn.t1; : : : ; tn// for each i 2 N:
Let Qti ; i 2 N , be the values of ti ’s which, respectively, maximizes vi ; i 2 N; given Qtj ; j ¤ i ,
in a neighborhood around .Qt1; Qt2; : : : ; Qtn/ in T1  T2      Tn. Then,
vi .Qt1; : : : ; Qti ; : : : ; Qtn/  vi .Qt1; : : : ; ti ; : : : ; Qtn/ for all ti ¤ Qti ; i 2 N; (4)
We assume that all Qti ’s are equal at equilibria. Thus, vi .Qt1; : : : ; Qti ; : : : ; Qtn/ for all i are equal,
and by the property of zero-sum game all vi ’s are zero. By symmetry of the model
vj .Qt1; : : : ; ti ; : : : ; Qtn/ D vk.Qt1; : : : ; ti ; : : : ; Qtn/ for j ¤ i; k ¤ i; j ¤ k:
From this and (1)
 
X
jD1;j¤i
vj .Qt1; : : : ; ti ; : : : ; Qtn/ D  .n   1/vj .Qt1; : : : ; ti ; : : : ; Qtn/ D vi .Qt1; : : : ; ti ; : : : ; Qtn/:
Therefore, from (4)
vj .Qt1; : : : ; ti ; : : : ; Qtn/  vj .Qt1; : : : ; Qti ; : : : ; Qtn/ for j ¤ i:
By symmetry we get
vi .Qt1; : : : ; tj ; : : : ; Qtn/  vi .Qt1; : : : ; Qti ; : : : ; Qtn/ for j ¤ i:
Combining this and (4)
vi .Qt1; : : : ; ti ; : : : ; Qtn/  vi .Qt1; : : : ; Qti ; : : : ; Qtn/  vi .Qt1; : : : ; tj ; : : : ; Qtn/
for all ti ¤ Qti ; and all tj ¤ Qtj ; j ¤ i; i 2 N:
This is equivalent to
vi .Qt1; : : : ; Qti ; : : : ; Qtn/ D max
ti
vi .Qt1; : : : ; ti ; : : : ; Qtn/ D min
tj
vi .Qt1; : : : ; tj ; : : : ; Qtn/;
j ¤ i given Qtk; k ¤ i; j:
Let Qt i;j be a vector of Qtk for k ¤ i; j . Similarly to Lemma 1 we can show the following
lemma.
Lemma 2. The following three statements are equivalent.
(1) There exists a Nash equilibrium in the ti competition game.
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(2) Given Qtk for all k ¤ i; j , the following relation holds.
vti  maxti mintj vi .ti ; tj ; Qt i;j / D mintj maxti vi .ti ; tj ; Qt i;j /  v
t
j for any pair of i and j:
(3) There exists a real number vt , tmi and t
m
j such that
vi .t
m
i ; tj ; Qt i;j /  vt for any tj ; and vi .ti ; tmj ; Qt i;j /  vt for any ti
for any pair of i and j:
Thus, tmi D Qti and tmj D Qtj . Since at equilibria all vi ’s are zero, we have vti D vtj D vt D 0.
Denote the values of si ; i 2 N , which are derived from the following equation;
.s1; s2; : : : ; sn/ D .fi .Qt1; Qt2; : : : ; Qtn/; f2.Qt1; Qt2; : : : ; Qtn/; : : : ; fn.Qt1; Qt2; : : : ; Qtn//;
by Qsi ; i 2 N .
5 ti   sj competition
Next, consider ti   sj competition. Assume that m players choose ti ; i D 1; 2 : : : ; m, and
the remaining n  m players choose sj ; j D mC 1;mC 2; : : : ; n. m is an integer such that
1  m  n   1. At least one player chooses ti , and at least one player chooses sj . In this
section we use the following notation.
wi .t1; : : : ; tm; smC1; : : : ; sn/
D ui .f1.t1; : : : ; tm; gmC1.: : : /; : : : ; gn.: : : //; : : : ; fm.t1; : : : ; tm; gmC1.: : : /; : : : ; gn.: : : //; smC1; : : : ; sn/
for each i 2 N; where
gj .: : : / D gj .s1; : : : ; sm; smC1; : : : ; sn/ for j 2 fmC 1; : : : ; n; g
with
si D fi .t1; : : : ; tm; gmC1.: : : /; : : : ; gn.: : : // for i 2 f1; : : : ; mg:
Let Nti ; i D 1; 2; : : : ; m, and Nsj ; j D mC1; : : : ; n, be the values of ti and sj whichmaximizes,
respectively, wi and wj , in a neighborhood around the equilibrium point. Then,
wi .Nt1; : : : ; Nti ; : : : ; Ntm; NsmC1; : : : ; Nsn/ (5)
 wi .Nt1; : : : ; ti ; : : : ; Ntm; NsmC1; : : : ; Nsn/ for all ti ¤ Nti ; i D 1; 2; : : : ; m;
and
wj .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/ (6)
 wj .Nt1; : : : ; Ntm; NsmC1; : : : ; sj ; : : : ; Nsn/ for all sj ¤ Nsj ; j D mC 1;mC 2; : : : ; n;
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We assume that at equilibria all Nti ; i D 1; 2; : : : ; m, are equal, and all Nsj ; j D mC 1;mC
2; : : : ; n, are equal. Since all players have the same payoff functions, all wi ; i D 1; 2; : : : ; m,
are equal, and all wj ; j D mC 1;mC 2; : : : ; n, are equal. Then, from (1) we obtain
mwi .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/C .n  m/wj .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/ D 0;
and so
wj .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/ D   m
n  mwi .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/:
If wi D 0 (or wj D 0), then wj D 0 (or wi D 0). (6) is rewritten as
wi .Nt1; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/
 wi .Nt1; : : : ; Ntm; NsmC1; : : : ; sj ; : : : ; Nsn/ for all sj ¤ Nsj ; j D mC 1;mC 2; : : : ; n;
Combining this and (5),
wi .Nt1; : : : ; ti ; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/  wi .Nt1; : : : ; Nti ; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/
 wi .Nt1; : : : ; Ntm; NsmC1; : : : ; sj ; : : : ; Nsn/
for all ti ¤ Nti ; i D 1; 2; : : : ; m; and all sj ¤ Nsj ; j D mC 1;mC 2; : : : ; n:
This is equivalent to
wi .Nt1; : : : ; Nti ; : : : ; Ntm; NsmC1; : : : ; Nsj ; : : : ; Nsn/ D max
ti
wi .Nt1; : : : ; ti ; : : : ; Ntm; NsmC1; : : : ; Nsn/
D min
sj
wi .Nt1; : : : ; Ntm; NsmC1; : : : ; sj ; : : : ; Nsn/ for any pair of i; j:
Let Nt i be a vector of Ntk for k 2 f1; : : : ; mg; k ¤ i and Ns j be a vector of Nsl for l 2
fmC 1; : : : ; ng; l ¤ j . Similarly to Lemma 1 we can show the following lemma.
Lemma 3. The following three statements are equivalent.
(1) There exists a Nash equilibrium in the ti   sj competition game.
(2) Given Ntk , k ¤ i; k 2 f1; : : : ; mg and Nsl , l ¤ j; l 2 fmC1; : : : ; ng, the following relation
holds.
vtsi  maxti minsj wi .ti ; Nt i ; sj ; Ns j / D minsj maxti wi .ti ; Nt i ; sj ; Ns j /  v
ts
j for any pair of i and j:
(3) There exists a real number vts, t tsi and s
ts
j such that
wi .t
ts
i ; Nt i ; sj ; Ns j /  vts for any sj ; and wi .ti ; Nt i ; stsj ; Ns j /  vts for any ti
for any pair of i and j;
Thus, t tsi D Nti and stsj D Nsj . Denote the values of si ; i 2 f1; 2; : : : ; mg and the values of
tj ; j 2 fmC 1;mC 2; : : : ; ng, which are derived from the following equation;
.s1; s2; : : : ; sm/ D .f1.Nt1; Nt2; : : : ; Ntm; tmC1; tmC2; : : : ; tn/; f2.: : : /; : : : ; fm.: : : //;
.tmC1; tmC2; : : : ; tn/ D .g1.s1; s2; : : : ; sm; NsmC1; NsmC2; : : : ; sn/; g2.: : : /; : : : ; gm.: : : //;
by Nsi ; i 2 f1; 2; : : : ; mg and Ntj ; j 2 fmC 1;mC 2; : : : ; ng.
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6 Equivalence of three patterns of competition
First we show the following proposition.
Proposition 1. si competition and ti   sj competition where one player, Player 1, chooses t1
are equivalent.
Each player j in f2; : : : ; ng chooses sj as his/her strategic variable. To prove this propo-
sition we need the following lemma.
Lemma 4.
max
t1
min
sj
w1.t1; sj ; Ns j / D max
s1
min
sj
u1.s1; sj ; Ns j /:
Ns j is a vector of Nsl for l 2 f2; : : : ; ng; l ¤ j .
Proof. minsj w1.t1; sj ; Ns j / is the minimum of w1.D u1/ with respect to sj given t1 and
Ns j . Let sj .t1/ D argminsj w1.t1; sj ; Ns j /, and fix the value of s1 at
s01 D f1.t1; g2.s01 ; s2; : : : ; sj .t1/; : : : ; sn/; : : : ; gn.s01 ; s2; : : : ; sj .t1/; : : : ; sn//:
Then, we have
min
sj
u1.s
0
1 ; sj ; Ns j /  u1.s01 ; sj .t1/; Ns j / D minsj w1.t1; sj ; Ns j /;
where minsj u1.s
0
1 ; sj ; Ns j / is the minimum of u1 with respect to sj given the value of s1
at s01 . We assume that sj .t1/ D argminsj w1.t1; sj ; Ns j / is single-valued. By the maximum
theorem and continuity ofw1, sj .t1/ is continuous. Then, any value of s01 in some neighbor-
hood around .Ns1; Ns2; : : : ; Nsn/ can be realized by appropriately choosing t1 given sj and Ns j
as s01 D f1.t1; g2.s01 ; s2; : : : ; sj .t1/; : : : ; sn/; : : : ; gn.s01 ; s2; : : : ; sj .t1/; : : : ; sn//. Therefore,
max
s1
min
sj
u1.s1; sj ; Ns j /  max
t1
min
sj
w1.t1; sj ; Ns j /: (7)
On the other hand, minsj u1.s1; sj ; Ns j / is the minimum of u1 with respect to sj given s1
and Ns j . Let sj .s1/ D argminsj u1.s1; sj ; Ns j /, and fix the value of t1 at g1.s1; sj .s1/; Ns j /.
Then, we have
min
sj
w1.t1; sj ; Ns j / D min
sj
w1.g1.s1; sj .s1/; Ns j /; sj ; Ns j /  u1.s1; sj .s1/; Ns j / D min
sj
u1.s1; sj ; Ns j /;
where minsj w1.g1.s1; sj .s1/; Ns j /; sj ; Ns j / is the minimum of w1.D u1/ with respect to sj
given the value of t1 at g1.s1; sj .s1/; Ns j /. We assume that sj .s1/ D argminsj u1.s1; sj ; Ns j /
is single-valued. By the maximum theorem and continuity of u1, sj .s1/ is continuous. Then,
any value of t1 in some neighborhood around .Nt1; Ns2; : : : ; Nsn/ can be realized by appropriately
choosing s1 given sj and Ns j as t1 D g1.s1; sj .s1/; Ns j /. Therefore,
max
t1
min
sj
w1.t1; sj ; Ns j /  max
s1
min
sj
u1.s1; sj ; Ns j /: (8)
Combining (7) and (8), we get
max
t1
min
sj
w1.t1; sj ; Ns j / D max
s1
min
sj
u1.s1; sj ; Ns j /:
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Proof of Proposition 1. We show that the condition for .Ns1; : : : ; Nsn/ and the condition for
.s1 ; : : : sn/ are the same. From Lemma 3
max
t1
min
sj
w1.t1; sj ; Ns j / D min
sj
max
t1
w1.t1; sj ; Ns j /:
Since any value of s1 can be realized by appropriately choosing t1 given sj ; j ¤ 1, and Ns j ,
we have maxs1 u1.s1; sj ; Ns j / D maxt1 w1.t1; sj ; Ns j / for any sj . Thus,
min
sj
max
s1
u1.s1; sj ; Ns j / D min
sj
max
t1
w1.t1; sj ; Ns j /:
With Lemma 4 we conclude
max
s1
min
sj
u1.s1; sj ; Ns j / D min
sj
max
s1
u1.s1; sj ; Ns j / D u1.Ns1; Ns2; : : : ; Nsn/ D 0:
This is 2 of Lemma1. The result of this propositionmeans thatw1.Nt1; Nsj ; Ns j / D wj .Nt1; Nsj ; Ns j / D
0.
Next we show the following proposition.
Proposition 2. ti competition and ti   sj competition where one player, Player n, chooses sn,
are equivalent.
To prove this proposition we need the following lemma.
Lemma 5.
min
sn
max
ti
wi .ti ; Nt i ; sn/ D min
tn
max
ti
vi .ti ; Nt i ; tn/:
Nt i is a vector of Ntk for k 2 f1; : : : ; n   1g; k ¤ i .
Proof. maxti wi .ti ; Nt i ; sn/ is the maximum of wi .D vi / with respect to ti given sn and Nt i .
Let ti .sn/ D argmaxti wi .ti ; Nt i ; sn/, and fix the value of tn at
t0n D gn.fi .ti .sn/; Nt i ; tn/; f i ..ti .sn/; Nt i ; tn//; sn/;
where f i is a vector of fk for k 2 f2; : : : ; n   1g; k ¤ i . Then, we have
max
ti
vi .ti ; Nt i ; t0n/ D max
ti
vi .ti ; Nt i ; gn.fi .ti .sn/; Nt i ; tn/; f i ..ti .sn/; Nt i ; tn//; sn//
 wi .ti .sn/; Nt i ; sn/ D max
ti
wi .ti ; Nt i ; sn/;
where maxti vi .ti ; Nt i ; t0n/ is the maximum of vi with respect to ti given the value of tn at
gn.fi .ti .sn/; Nt i ; tn/; f i ..ti .sn/; Nt i ; tn//; sn/:
We assume that ti .sn/ D argmaxti wi .ti ; Nt i ; sn/ is single-valued. By the maximum theorem
and continuity of wi , ti .sn/ is continuous. Then, any value of t0n in some neighborhood
around .Nt1; Nt2; : : : ; Ntn/ can be realized by appropriately choosing sn given ti and Nt i as
t0n D gn.fi .ti .sn/; Nt i ; tn/; f i ..ti .sn/; Nt i ; tn//; sn/:
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Therefore,
min
tn
max
ti
vi .ti ; Nt i ; tn/  min
sn
max
ti
wi .ti ; Nt i ; sn/: (9)
On the other hand, maxti vi .ti ; Nt i ; tn/ is themaximumof vi with respect to ti given tn andNt i . Let ti .tn/ D argmaxti vi .ti ; Nt i ; tn/, and fix the value of sn at fn.ti .tn/; Nt i ; tn/. Then,
we have
max
ti
wi .ti ; Nt i ; sn/ D max
ti
wi .ti ; Nt i ; fn.ti .tn/; Nt i ; tn//  vi .ti .tn/; Nt i ; tn/ D max
ti
vi .ti ; Nt i ; tn/;
where maxti wi .ti ; Nt i ; sn/ is the maximum of wi .D vi / with respect to ti given the value
of sn at fn.ti .tn/; Nt i ; tn/.We assume that ti .tn/ D argmaxti vi .ti ; Nt i ; tn/ is single-valued.
By the maximum theorem and continuity of vi , ti .tn/ is continuous. Then, any value of sn
in some neighborhood around .Nt1; Nt2; : : : ; Nsn/ can be realized by appropriately choosing tn
given Nti and Nt i as sn D fn.ti .tn/; Nt i ; tn/. Therefore,
min
sn
max
ti
wi .ti ; Nt i ; sn/  min
tn
max
ti
vi .ti ; Nt i ; tn/: (10)
Combining (9) and (10), we get
min
sn
max
ti
wi .ti ; Nt i ; sn/ D min
tn
max
ti
vi .ti ; Nt i ; tn/:
Proof of Proposition 2. We show that the condition for .Nt1; : : : ; Ntn/ and the condition for
.Qt1; : : : ; Qtn/ are the same. From Lemma 3
max
ti
min
sn
wi .ti ; Nt i ; sn/ D min
sn
max
ti
wi .ti ; Nt i ; sn/:
Since any value of tn can be realized by appropriately choosing sn given ti , i ¤ n, and Nt i ,
we have minsn wi .ti ; Nt i ; sn/ D mintn vi .ti ; Nt i ; tn/ for any ti . Thus,
max
ti
min
tn
vi .ti ; Nt i ; tn/ D max
ti
min
sn
wi .ti ; Nt i ; sn/:
From Lemma 5 we have minsn maxti wi .ti ; Nt i ; sn/ D mintn maxti vi .ti ; Nt i ; tn/. Therefore,
we obtain
max
ti
min
tn
vi .ti ; Nt i ; tn/ D min
tn
max
ti
vi .ti ; Nt i ; tn/ D vi .Nt1; Nt2; : : : ; Ntn/ D 0:
This is 2 of Lemma2. The result of this propositionmeans thatwi .Nti ; Nt i ; Nsn/ D wn.Nti ; Nt i ; Nsn/ D
0.
Finally we show the following proposition.
Proposition 3. ti sj competition in whichm players choose ti ’s as their strategic variables, and
ti  sj competition in whichm 1 players choose ti ’s as their strategic variables are equivalent,
where 2  m  n   1.
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To prove this proposition we need the following lemma.
Lemma 6.
max
ti
min
sj
wi .ti ; Nt i ; sj ; Ns j / D max
si
min
sj
wi .si ; Nt i ; sj ; Ns j /:
Nt i is a vector of Ntk for k 2 f1; : : : ; mg; k ¤ i . Ns j is a vector of Nsl for l 2 fm C
1; : : : ; ng; l ¤ j .
Proof. minsj wi .ti ; Nt i ; sj ; Ns j / is the minimum of wi .D ui / with respect to sj given ti , Nt i
and Ns j . Let sj .ti / D argminsj wi .ti ; Nt i ; sj ; Ns j /. The values of variables other than ti ,
sj .ti /, Nt i and Ns j are determined by the following equations;
s1 D f1.Nt1; : : : ; ti ; : : : ; Ntm; tmC1; : : : ; tj ; : : : ; tn/;
: : : ;
si D fi .Nt1; : : : ; ti ; : : : ; Ntm; tmC1; : : : ; tj ; : : : ; tn/;
: : : ;
sm D fm.Nt1; : : : ; ti ; : : : ; Ntm; tmC1; : : : ; tj ; : : : ; tn/;
tmC1 D gmC1.s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .ti /; : : : ; Nsn/;
: : : ;
tj D gj .s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .ti /; : : : ; Nsn/;
: : : ;
tn D gn.s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .ti /; : : : ; Nsn/:
Denote this si by s0i , and fix the value of si at s
0
i . Then, we have
min
sj
wi .s
0
i ; Nt i ; sj ; Ns j /  wi .ti ; Nt i ; sj .ti /; Ns j / D minsj wi .ti ; Nt i ; sj ; Ns j /;
where minsj wi .s
0
i ; Nt i ; sj ; Ns j / is the minimum of wi .D ui / with respect to sj given the
value of si at s0i . We assume that sj .ti / D argminsj wi .ti ; Nt i ; sj ; Ns j / is single-valued. By
the maximum theorem and continuity of wi , sj .ti / is continuous. Then, any value of s0i
in some neighborhood around .Nsi ; Nt i ; Nsj ; Ns j / can be realized by appropriately choosing ti
given sj , Nt i and Ns j . Therefore,
max
si
min
sj
wi .si ; Nt i ; sj ; Ns j /  max
ti
min
sj
wi .ti ; Nt i ; sj ; Ns j /: (11)
On the other hand, minsj wi .si ; Nt i ; sj ; Ns j / is the minimum of wi .D ui / with respect to
sj given si , Nt i and Ns j . Let sj .si / D argminsj wi .si ; Nt i ; sj ; Ns j /. The values of variables
other than si , sj .si /, Nt i and Ns j are determined by the following equations;
s1 D f1.Nt1; : : : ; ti ; : : : ; Ntm; tmC1; : : : ; tj ; : : : ; tn/;
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: : : ;
sm D fm.Nt1; : : : ; ti ; : : : ; Ntm; tmC1; : : : ; tj ; : : : ; tn/;
tmC1 D gmC1.s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .si /; : : : ; Nsn/;
: : : ;
ti D gi .s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .si /; : : : ; Nsn/;
tj D gj .s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .si /; : : : ; Nsn/;
: : : ;
tn D gn.s1; : : : ; si ; : : : ; sm; NsmC1; : : : ; sj .si /; : : : ; Nsn/:
Denote this ti by t0i , and fix the value of ti at t
0
i . Then, we have
min
sj
wi .t
0
i ; Nt i ; sj ; Ns j /  wi .si ; Nt i ; sj .si /; Ns j / D minsj wi .si ; Nt i ; sj ; Ns j /;
where minsj wi .t
0
i ; Nt i ; sj ; Ns j / is the minimum of wi .D ui / with respect to sj given the
value of ti at t0i . We assume that sj .si / D argminsj wi .si ; Nt i ; sj ; Ns j / is single-valued. By
the maximum theorem and continuity of wi , sj .si / is continuous. Then, any value of t0i
in some neighborhood around .Nti ; Nt i ; Nsj ; Ns j / can be realized by appropriately choosing si
given sj , Ns j and Nt i . Therefore,
max
ti
min
sj
wi .ti ; Nt i ; sj ; Ns j /  max
si
min
sj
wi .si ; Nt i ; sj ; Ns j /: (12)
Combining (11) and (12), we get
max
ti
min
sj
wi .ti ; Nt i ; sj ; Ns j / D max
si
min
sj
wi .si ; Nt i ; sj ; Ns j /:
Proof of Proposition 3. We show that the condition for .Nti ; Nt i ; Nsj ; Ns j / and the condition
for .Nsi ; Nt i ; Nsj ; Ns j / are the same. From Lemma 3
max
ti
min
sj
wi .ti ; Nt i ; sj ; Ns j / D min
sj
max
ti
wi .ti ; Nt i ; sj ; Ns j /:
Since any value of si can be realized by appropriately choosing ti given sj , Nt i , Ns j , we have
maxti wi .ti ; Nt i ; sj ; Ns j / D maxsi wi .si ; Nt i ; sj ; Ns j / for any sj . Thus,
min
sj
max
ti
wi .ti ; Nt i ; sj ; Ns j / D min
sj
max
si
wi .si ; Nt i ; sj ; Ns j /:
With Lemma 6 we conclude
max
si
min
sj
wi .si ; Nt i ; sj ; Ns j / D max
si
min
sj
wi .si ; Nt i ; sj ; Ns j /:
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Summarizing these results we conclude.
Proposition 4. si competition, ti competition and ti sj competition with any number of players
whose strategic variables are ti ’s are equivalent, and payoffs of all players at any equilibrium
are zero.
Proof. From Proposition 1
w1.Nt1; Nsj ; Ns j / D wj .Nt1; Nsj ; Ns j / D 0; j 2 f2; 3; : : : ; ng:
This means that the payoffs of all players when only one player chooses ti and all other
players choose sj ’s are zero. From Proposition 2
wn.Nti ; Nt i ; Nsn/ D wi .Nti ; Nt i ; Nsn/ D 0; i 2 f1; 2; : : : ; n   1g:
This means that the payoffs of all players when only one player chooses sj and all other
players choose ti ’s are zero. From the result of Proposition 3
wi .Nt1; Nt2; Nsj ; Ns j / D wj .Nt1; Nt2; Nsj ; Ns j / D 0; i 2 f1; 2g; j 2 f3; 4; : : : ; ng:
This means that the payoffs of all players when two players choose ti ’s and all other players
choose sj ’s are zero. Then, inductively we conclude that
wi .Nti ; Nt i ; Nsj ; Ns j / D wj .Nti ; Nt i ; Nsj ; Ns j / D 0;
in the game where m players choose ti ’s as their strategic variables for any m such that 2 
m  n   1. i denotes a player whose strategic variable is ti , and j denotes a player whose
strategic variable is sj . Thus, payoffs of all players in any ti sj competition are zero. By the
definitions of si competition and ti competition payoffs of all players in the si competition
and the ti competition are zero.
7 Example: relative profit maximization in oligopoly with
differentiated goods
Consider an oligopoly with three firms producing differentiated goods. The firms are A, B
and C. The inverse demand functions are
pA D a   xA   bxB   bxC ;
pB D a   xB   bxA   bxC ;
and
pC D a   xC   bxA   bxB ;
where 0 < b < 1. pA, pB and pC are the prices of the goods of Firm A, B and C, and
xA, xB and xC are the outputs of them. From these inverse demand functions the direct
demand functions are derived as follows;
xA D .1   b/a   .1C b/pA C b.pA C pC /
.1   b/.1C 2b/ ;
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xB D .1   b/a   .1C b/pB C b.pB C pC /
.1   b/.1C 2b/ ;
and
xC D .1   b/a   .1C b/pC C b.pA C pB/
.1   b/.1C 2b/ :
The (absolute) profits of the firms are
A D pAxA   cAxA;
B D pBxB   cBxB ;
and
C D pCxC   cCxC :
cA, cB and cC are the constant marginal costs of Firm A, B and C. The relative profits of
the firms are
'A D A   B C C
2
;
'B D B   A C C
2
;
and
'C D C   A C B
2
:
We see
'A C 'B C 'C D 0;
so . the game is zero-sum. In a Cournot model the firms determine their outputs to maxi-
mize their relative profits. In a Bertrand model they determine the prices of their goods to
maximize their relative profits. The Cournot equilibrium outputs are
xCA D
bcC C bcB   bcA   4cA   ab C 4a
.4   b/.2C b/ ;
xCB D
bcC   bcB   4cB C bcA   ab C 4a
.4   b/.2C b/ ;
xCC D
bcB   bcC   4cC C bcA   ab C 4a
.4   b/.2C b/ :
The Bertrand equilibrium prices are
pBA D
3b2cC C 3bcC C 3b2cB C 3bcB C 4b2cA C 7bcA C 4cA   5ab2 C ab C 4a
.2C b/.4C 5b/ ;
pBB D
3b2cC C 3bcC C 4b2cB C 7bcB C 4cB C 3b2cA C 3bcA   5ab2 C ab C 4a
.2C b/.4C 5b/ ;
pBC D
4b2cC C 7bcC C 4cC C 3b2cB C 3bcB C 3b2cA C 3bcA   5ab2 C ab C 4a
.2C b/.4C 5b/ ;
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The difference between the relative profit in theBertrand equilibriumand that in theCournot
equilibrium for each of Firm A, B, C is
'BA   'CA D
9b3.b C 2/.c2C   4cBcC C 2cAcC C c2B C 2cAcB   2c2A/
.b   4/2.b   1/.5b C 4/2 ;
'BB   'CB D
9b3.b C 2/.c2C C 2cBcC   4cAcC   2c2B C 2cAcB C c2A/
.b   4/2.b   1/.5b C 4/2 ;
and
'BC   'CC D  
9b3.b C 2/.2c2C   2cBcC   2cAcC   c2B C 4cAcB   c2A/
.b   4/2.b   1/.5b C 4/2 :
If and only if cA D cB D cC , we have 'CA D 'BA , 'CB D 'BB , 'CC D 'BC . Thus, in a symmetric
oligopoly Cournot and Bertrand equilibria coincide. However, in an asymmetric oligopoly
they do not coincide. For example, if cB D cC but cA > cB , the difference between the
relative profit in the Bertrand equilibrium and the relative profit in the Cournot equilibrium
for each firm is
'BA   'CA D  
18b3.b C 2/.cB   cA/2
.b   4/2.b   1/.5b C 4/2 < 0;
'BB   'CB D
9b3.b C 2/.cB   cA/2
.b   4/2.b   1/.5b C 4/2 > 0;
and
'BC   'CC D
9b3.b C 2/.cB   cA/2
.b   4/2.b   1/.5b C 4/2 > 0:
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