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Abstract
We extend beyond the Euler scales the hydrodynamic theory for quantum
and classical integrable models developed in recent years, accounting for diffusive
dynamics and local entropy production. We review how the diffusive scale can be
reached via a gradient expansion of the expectation values of the conserved fields
and how the coefficients of the expansion can be computed via integrated steady-
state two-point correlation functions, emphasising that PT -symmetry can fully
fix the inherent ambiguity in the definition of conserved fields at the diffusive
scale. We develop a form factor expansion to compute such correlation functions
and we show that, while the dynamics at the Euler scale is completely determined
by the density of single quasiparticle excitations on top of the local steady state,
diffusion is due to scattering processes among quasiparticles, which are only
present in truly interacting systems. We then show that only two-quasiparticle
scattering processes contribute to the diffusive dynamics. Finally we employ the
theory to compute the exact spin diffusion constant of a gapped XXZ spin−1/2
chain at finite temperature and half-filling, where we show that spin transport is
purely diffusive.
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1 Introduction
Exactly solvable models in statistical physics constitute an ideal outpost to study
a whole range of emerging physical phenomena [1]. The Ising model in two dimen-
sions [2] or the Heisenberg spin chain [3] played a fundamental role in the understand-
ing of classical and quantum phase transitions, in the theory of magnetism, and in
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general in deciphering the ground state properties of many-body quantum systems.
While these quotations are mostly associated to the physics observed in systems at
equilibrium, during the past years the study of non-equilibrium quantum and clas-
sical physics has become gradually one of the main research topics in high-energy
and condensed matter physics. In particular a large research community has devoted
itself to the study of the non-equilibrium dynamics of isolated quantum systems, with
the exactly solvable models playing a pivotal role. One of the most studied protocol
to put an isolated system out of equilibrium is the so-called quantum quench [4–9],
where an initial many-body state is let to unitarly evolve under a many-body Hamil-
tonian. The initial state can be chosen to be homogeneous (invariant under space
translations) [4, 5], or inhomogeneous [10–15], as it is the case in many experimental
settings [16–21]. The theoretical study of the latter has started in earnest only very
recently, in particular for the case of the so-called bi-partite quench, where two macro-
scopic many-body systems with different thermodynamic quantities (temperature or
chemical potential for example), are joined together [10–12, 12–15, 22–43] or with an
initial non-homogeneous profile of densities [44–48]. The intrinsic difficulty of such
non-equilibrium dynamics has motivated the formulation of a hydrodynamic descrip-
tion for the dynamics at large space and time scales, based on the local conserved
quantities [49, 50]. In cases where the only local conserved operators are the Hamil-
tonian of the system, the momentum and, for example, the total particle number,
the system is indeed expected to be described at large scales by an Euler hydrody-
namics for the energy, momentum and mass densities. Such hydrodynamic theories
were extensively used also for cold atomic gases, see for example [51–55]. However for
systems with a large number of conserved quantities, such as the Lieb-Liniger model
describing quasi-one-dimensional cold atomic gases, there are many more emerging
hydrodynamic degrees of freedom, one for each conserved quantity. The hydrody-
namics, reproducing the large time and scale dynamics, must therefore be enlarged
in order to account for this. In a quasiparticle picture that is natural in Bethe
ansatz and other integrable models, the Euler-scale hydrodynamic theory is formu-
lated for the density of stable quasiparticle excitations. Nowadays such a theory is
referred to as Generalized Hydrodynamics (GHD). It consists of a non-linear differ-
ential equation describing quasiparticles propagating with effective velocities which
are functional of the local density, due to the microscopic interactions among the
elementary constituents. The net effect of such interactions is the so-called dressing
of thermodynamic functions, which can be exactly expressed as functionals of the
local density using the underlying integrable structure. The GHD equations were
successfully applied to cold atomic systems [56, 57] and verified experimentally, [58],
to spin chains [50,59–62], classical gases and fields [63–65] and Floquet dynamics [66].
In the Euler hydrodynamic theory, the length scales considered are of the same
order as that of the time scales, x ∼ t with t much greater than any other available
scales, and the scattering processes among quasiparticles are neglected. However they
become important at smaller length scales, giving rise to different physical phenom-
ena. One of them is dissipation and diffusive spreading [67–71], which are relevant
phenomena at diffusive space-time scales, x ∼ t1/2. This follows from the expecta-
tion [72] that generic many-body interacting systems, like normal fluids, display a
coexistence of ballistic (convective) and diffusive dynamics [69, 73–77], as classical
systems of particles indeed show [78,79]. Given that the hydrodynamics of the classi-
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cal gas of hard rods, which has an extensive amount of conserved quantities, contains
diffusion [80], it is a relevant question to understand if the simple interactions that
characterize quantum integrable models can lead to similar generic properties at large
scales. In [81] this was indeed shown to be the case: there is diffusion dynamics in
isolated integrable quantum (and classical) systems and the diffusion matrix can be
exactly computed as a functional of the thermodynamic quantities of the local sta-
tionary state. Its form is similar to that found for the hard rods, but with important
differences encoding the interaction and statistics of the quasiparticle excitations. In
a following publication [66], the diagonal part of the diffusion matrix was shown to
be obtainable from quasiparticle spreading, and it was shown that diffusion has con-
sequences for the dynamics of the out-of-time correlators (OTOC) [82] in interacting
integrable systems, which displays the generic behaviour observed in random circuit
models [83–85].
In this paper we fully develop the results of [81]. In particular we clearly present
the connection between the hydrodynamic theory and local correlation functions of
the densities of conserved quantities. Using a form factor expansion, we put in ev-
idence the presence of a hierarchy of quasiparticle excitations, to be considered in
order to reconstruct the large space and time expansion of the non-equilibrium dy-
namics. The so-called one-particle-hole excitations are the simplest excitations on
top of the local equilibrium states. They correspond to single quasiparticles moving
with an effective velocity, and they are present in interacting and non-interacting
systems. They are responsible for the Euler-scale GHD, the equations of motion for
the densities of conserved charges at the largest scales. In order to go beyond the
Euler scale dynamics, one needs to include scattering events among quasiparticles,
which amount to considering the two- or higher-particle-hole excitations. Quite re-
markably, as we show in this paper, the entire physics of diffusion is fixed by the
two-particle-hole excitations, which can be interpreted as accounting for two-body
scattering events among quasiparticles: the infinite tower of particle-hole excitations
truncates. Two-particle-hole excitations are only present in truly interacting sys-
tems, therefore confirming the general intuition that there is no diffusive dynamics in
non-interacting systems [69,86] (except, potentially, with external disorder [87–90]).
Our results are based on two main assumptions:
(a) First, we make the standard hydrodynamic assumptions. That is, on one hand,
the assumption that at large times, the relevant degrees of freedom for describing
all averages on a time slice are reduced to the local mean charge densities on
that time slice, which are then identified as the hydrodynamic variables; and
on the other hand, the assumption that the derivative expansions, up to second
order, of local averages in terms of local mean charge densities captures in a
consistent way the effective dynamics. Proving these assumptions is of course
one of the most challenging problems of mathematical physics, beyond the scope
of this paper
(b) Second, we assume some analytical properties of finite-density (thermodynamic)
form factors (matrix elements) of conserved densities and currents. These are
generalisations of analytical properties calculated for certain conserved densi-
ties in some integrable models, are in analogy with well established bootstrap
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framework of relativistic quantum field theory, and are in agreement with recent
proposals [137].
The paper is organized as follows:
• In section 2 we review the general, standard theory of hydrodynamics, based on
the gradient expansion for the expectation values of the currents of conserved
densities, which allows one to go beyond the Euler scale. We connect the coeffi-
cients of such expansions to the steady-state correlation functions of conserved
densities and their currents. Conserved densities have an inherent ambiguity at
the Euler scale: they are not fully fixed by the conserved quantities themselves.
We emphasize that the presence of PT -symmetry – found in a wide family of
integrable models including those most studied in the literature – allows one to
lift this ambiguity.
• In section 3 we show how to properly define the local stationary states as
macrostates of quasiparticles, and how to evaluate the necessary correlation
functions using the concept of excitations above a given macrostate: the so
called particle-hole excitations.
• In section 4 we show how to compute the diffusion matrix in generic quantum
integrable models via the calculation of the integrated current-current corre-
lation functions and the sum over of two-particle-hole excitations as the only
contributing intermediate states. In order to obtain this correlation function,
we conjecture a generic form of the poles of the form factor of the current op-
erators, by generalising the so-called form factor axioms. We then extend the
formula we find for the diffusion matrix, following the principles already devel-
oped at the Euler scale, to arbitrary quantum and classical integrable models
that have an Euler-scale GHD description, thus obtaining a completely general
expression for the diffusion matrix in a wide family of integrable models. We
also derive some of the properties of the diffusion matrix and diffusion ker-
nel, and we present a number of important applications as for example to the
solution of the bi-partite quench and the increase of entropy.
• Finally in section 6 we use the previus result to exactly compute the spin diffu-
sion constant of an XXZ spin−1/2 chain at finite temperature and half-filling,
a regime where there is no ballistic spin transport and, quite remarkably for
an integrable models, spin transport is purely diffusive. We provide numerical
predictions for the diffusion constant at infinite temperature and we discuss its
comparison with the numerical predictions from tDMRG obtained in [35,91,92].
2 Hydrodynamic theory and Navier-Stokes equation
Hydrodynamics is a very general theory for emerging degrees of freedom at long
wavelengths and low frequencies. We here review a few basic principles underlying the
hydrodynamic approximation. These principles are well known, but it is convenient to
review them, and express them in the context of an arbitrary number of conservation
laws.
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We note that the basic principles of hydrodynamics, the construction of the hy-
drodynamic equations, and their relations to correlation and response functions, are
largely independent of the microscopic nature of the system, which may be quantum
or classical, a lattice of spins, a field theory, or a gas of interacting particles, etc. It
is also important to realise that, although many works on the hydrodynamic theory
of quantum systems is based on studying the analytic structure of Green’s functions,
this is in fact not necessary; in models with a large amount of conserved densities, the
approach we review here, in particular for the diffusion matrix, appears to be more
powerful.
2.1 Hydrodynamic expansion
The physical idea at the basis of hydrodynamics is that, after an appropriate re-
laxation time, an inhomogeneous, non-stationary system approaches, locally, states
which have maximised entropy with respect to the conservation laws afforded by the
dynamics. Let qi(x, t) and ji(x, t) be conserved densities and currents. Then the
conservation laws are
∂tqi(x, t) + ∂xji(x, t) = 0, i ∈ I (2.1)
with associated conserved quantities
Qi =
ˆ
dx qi(x, t) (2.2)
(I is the index set indexing the conserved quantities). A homogeneous, stationary,
maximal entropy state has density matrix formally written as
Z−1e−
∑
i βiQi . (2.3)
In inhomogeneous, non-stationary situations, relaxation occurs within fluid cells which
are large enough with respect to microscopic scales, and small enough with re-
spect to the variation lengths and times, the latter therefore assumed to be large.
Since a maximal entropy state is completely characterised by the averages of the
local (or quasi-local) conserved densities within it, according to this idea, a state
at a time slice t is completely determined by the profiles of conserved densities
{q¯i(x, t) := 〈qi(x, t)〉 : x ∈ R, i ∈ I}. This means that the state of the system
on the time slice t – that is, the set of all averages of all local observables at t
– can be described in terms of a reduced number of degrees of freedom, the set
{q¯i(x, t) : x ∈ R, i ∈ I}, instead of the exact density matrix, or many-body distribu-
tion, at t. That is, for every observable o(x, t), there exists a functional O[q¯·(·, t)](x, t)
such that
〈o(x, t)〉 = O[q¯·(·, t)](x, t). (2.4)
The main point is that the dynamical variables of hydro are the conserved densities
evaluated on a given time slice. The choice of reference time slice is arbitrary. These
dynamical variables evolve in time according to the hydrodynamic equations.
This reduction of the number of degrees of freedom is the main postulate of
hydrodynamics. It is expected to provide a good approximation to the evolution (in
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an asymptotic sense) when variations in space and time occur on lengths which are
large enough.
Consider the continuity equation for the conserved densities and currents (an
operatorial equation, direct consequence of the dynamics of the system),
∂tqi(x, t) + ∂xji(x, t) = 0. (2.5)
Hydrodynamics is a theory for the evolution of the mean values of these operators
q¯i(x, t) = 〈qi(x, t)〉, j¯i(x, t) = 〈ji(x, t)〉, (2.6)
provided by the continuity equation
∂tq¯i(x, t) + ∂x j¯i(x, t) = 0. (2.7)
By the main postulate of hydrodynamics described above, the average currents
j¯i(x, t) may depend on the densities q¯j(y, t) at all points y and index j, but at identical
time,
j¯i(x, t) =: Ji[q¯·(·, t)](x, t). (2.8)
Since entropy maximisation is supposed to occur within local fluid cells when varia-
tion lengths are large, it is natural to assume that the functional Ji[q¯·(·, t)] depends on
the values q¯j(y, t) for all j but only for y near to x. We thus express it in a derivative
expansion,
Ji[q¯·(·, t)](x, t) = Fi(q¯·(x, t))− 1
2
∑
j∈I
D ji (q¯·(x, t))∂xq¯j(x, t) +O
(
∂2xq¯·(x, t)
)
(2.9)
where both Fi(q¯·(x, t)) and D ji (q¯·(x, t)) are functions of the charge densities at po-
sition x, t only. As consequence from eqs.(2.7,2.9), by neglecting higher order in
derivatives we have (with implicit summation over repeated indices)
∂tq¯i(x, t) + ∂xFi(q¯·(x, t))− 1
2
∂x
(
D ji (q¯·(x, t)) ∂xq¯j(x, t)
)
= 0. (2.10)
The first two terms correspond to the Euler equation and the last one to the Navier-
Stokes correction.
In ordinary hydrodynamics, the derivative expansion is usually expected to be
meaningful (at least if there is no sub/super-diffusion, namely when the matrix D ji =
0 or D ji = ∞) only up to the order written. Higher order terms in the derivative
expansion are usually not predictive, because at that order, the assumption of the
reduction of the number of degrees of freedom is incorrect.
The form of the first term in (2.9), Fi(q¯·(x, t)), is a direct consequence of the
thermodynamics of the model: indeed, it can be obtained by assuming the conserved
densities (hence the state) to be homogeneous. The function Fi(q¯·) expresses the con-
served currents as functions of conserved densities in homogeneous, stationary, max-
imal entropy state: these are the equations of state. The second term, D ji (q¯·(x, t)),
encodes what is referred to as the constitutive relations, and its form is not a property
of the homogeneous, stationary, maximal entropy states; it must be calculated in a
different way.
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2.2 Two-point function sum rules
A convenient way to code for hydrodynamic diffusion is via the connected two-point
functions for all the local conserved densities1
Sij(x, t) := 〈qi(x, t)qj(0, 0)〉c (2.11)
in a generic homogeneous stationary state. By the conservation law, and assuming
clustering property of correlation functions of local densities, the space integral of
Sij(x, t) is constant in time. It defines the matrix of static susceptibilities
Cij :=
ˆ
dxSij(x, t) =
ˆ
dxSij(x, 0) (2.12)
The tensor Cij is symmetric by translation invariance, and hence it defines a metric
on the space of conserved densities.
We introduce the variance 12
´
dxx2 (Sij(x, t) +Sij(x,−t)) to code for the spread-
ing of the correlations between the local densities. As a consequence of the conser-
vation laws and of space and time translation invariance, we have the following sum
rule [69] (see appendix A):
1
2
ˆ
dxx2
(
Sij(x, t) + Sij(x,−t)− 2Sij(x, 0)
)
=
ˆ t
0
ds
ˆ t
0
ds′
ˆ
dx 〈ji(x, s)jj(0, s′)〉c.
(2.13)
Note that by stationarity of the state, the current-current correlation function on the
right-hand side only depends on s− s′.
Under appropriate simple conditions that we are going to spell out below, the
spreading of these correlation functions is governed by separate ballistic and diffusive
contributions:
1
2
ˆ
dxx2
(
Sij(x, t) + Sij(x,−t)
)
= Dijt
2 + Lijt+ o(t) (2.14)
as t → +∞, for some finite coefficients Dij and Lij , which are respectively related
to the ballistic and diffusive expansions of the correlation functions. The coefficients
Dij are the Drude weights, and the coefficients Lij form what is called the Onsager
matrix.
Let us now explain (2.14). As it is clear from the sum rule (2.13), the large time
behaviour of the variance 12
´
dxx2
(
Sij(x, t)+Sij(x,−t)
)
is encoded in the large time
behaviour of the space-integrated current-current connected correlation functions. If
the latter is finite at large time, the former is going to grow quadratically in time.
More precisely, assume that the coefficients Dij , defined as
Dij := lim
t→∞
1
2t
ˆ t
−t
ds
ˆ
dx 〈ji(x, s)jj(0, 0)〉c, (2.15)
are finite. Then 12
´
dxx2
(
Sij(x, t) + Sij(x,−t)
)
= Dijt
2 + O(t). The coefficients
defined in (2.15) are exactly the Drude weights of the model [93–96].
1The upper index 〈· · · 〉c indicates that this is the connected correlation function: 〈AB〉c = 〈AB〉−
〈A〉〈B〉.
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The sub-leading behaviour of the variance 12
´
dxx2
(
Sij(x, t) + Sij(x,−t)
)
then
depends on the behaviour of the time integrated current-current correlator. Indeed,
as it follows from the sum rule (2.13), if the Onsager coefficients Lij , defined by
Lij := lim
t→∞
ˆ t
−t
ds
(ˆ
dx 〈ji(x, s)jj(0, 0)〉c −Dij
)
, (2.16)
are finite, then the expansion (2.14) holds. Although eq.(2.16) has a form slightly
different from Kubo–Mori inner product formula for diffusion constant, the latter
reduces (under certain mild assumptions [97]) to standards grand-canonical averaging
and therefore to equation (2.16).
We also note that one can derive similar expressions for the Drude weight and the
Onsager matrix, but involving a mix of conserved densities and currents:
Dij = lim
t→∞
1
2t
ˆ
dxx
(〈qi(x, t)jj(0, 0)〉c − 〈qi(x,−t)jj(0, 0)〉c) (2.17)
and
Lij = lim
t→∞
[ˆ
dxx
(〈qi(x, t)jj(0, 0)〉c − 〈qi(x,−t)jj(0, 0)〉c)−Dijt] . (2.18)
If the coefficients Dij diverge (i.e. the limits do not exist), then the ballistic
description breaks down. If the coefficients Lij diverge, the diffusive expansion breaks
down and the model is expected to display super-diffusion [98,99].
2.3 Hydrodynamics and two-point functions
The coefficients Lij are related to the diffusion matrix introduced in (2.9). This
can be seen by looking at the equation of motion for the two point function Sij(x, t).
Indeed, within the hydrodynamic approximation, the derivative expansion (2.9) of the
current 〈ji(x, t)〉 implies that the two-point density correlation functions satisfy [64]
(see Appendix B)
∂tSij(x, t) +
(
A ki ∂x −
1
2
D ki ∂
2
x
)
Skj(x, t) = 0 for t > 0,
∂tSij(x, t) +
(
A kj ∂x +
1
2
D kj ∂
2
x
)
Sik(x, t) = 0 for t < 0,
(2.19)
with the flux Jacobian defined as
A ji :=
∂〈ji〉
∂〈qj〉 =
∂Fi(q¯·)
∂q¯j
. (2.20)
Eq.(2.19) is valid on a homogeneous stationary state only, with mean densities q¯j
independent of space and time x, t. Of course both A ki and D
k
i depend on those
stationary mean densities q¯j .
Operating with
´ t
0 ds
´
dx x and integrating by part, we obtain, for t > 0,
ˆ
dxxSij(x, t) = A
k
i
ˆ t
0
ds
ˆ
dxSkj(x, s) + Eij = (A
k
i Ckj) t+ Eij (2.21)
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where we used that
´
dxSkj(x, s) is independent of s by the conservation laws, and
equals Ckj by definition, and where
Eij =
ˆ
dxxSij(x, 0). (2.22)
One can show that [64]
A ki Ckj = CikA
k
j (2.23)
and therefore (2.21) holds for both t > 0 and t < 0.
Operating with
´ t
0 ds
´
dx x2 with t > 0 and integrating by part again, we get
ˆ
dxx2
(
Sij(x, t)− Sij(x, 0)
)
= 2A ki
ˆ t
0
ds
ˆ
dx xSkj(x, s) (2.24)
+D ki
ˆ t
0
ds
ˆ
dxSkj(x, s)
while operating with
´ −t
0 ds
´
dx x2, we find
ˆ
dxx2
(
Sij(x,−t)− Sij(x, 0)
)
= 2A kj
ˆ −t
0
ds
ˆ
dx xSik(x, s) (2.25)
−D kj
ˆ −t
0
ds
ˆ
dxSik(x, s).
By integrating eq.(2.21), the first term in (2.24) is evaluated using
´ t
0 ds
´
dx xSkj(x, s) =
1
2(A
l
k Clj) t
2 + Ekjt, and in (2.25) using
´ −t
0 ds
´
dx xSik(x, s) =
1
2(A
l
i Clk) t
2 − Eikt.
By the same argument as above, the last term is proportional to time and in (2.24)
and (2.25) equals (D ki Ckj) t and (CikD
k
j ) t, respectively. Adding (2.24) and (2.25)
and using (2.23) again, the hydrodynamic equation (2.19) for the two-point function
therefore implies that
1
2
ˆ
dxx2
(
Sij(x, t) + Sij(x,−t)− 2Sij(x, 0)
)
= (A ki A
l
k Clj) t
2 +
1
2
(D ki Ckj + CikD
k
j +A
k
i Ekj − EikA kj )t. (2.26)
Of course sub-leading terms in O(t) would have been included if we would have pushed
the hydrodynamic expansion further to include higher order derivatives.
As a consequence, the Drude weights and the Onsager coefficients are related to
the diffusion matrix via the matrix of susceptibilities Cij , up to terms proportional
to Eij ,
Dij = A
k
i A
l
k Clj , Lij =
1
2
(
D ki Ckj + CikD
k
j +A
k
i Ekj − EikA kj
)
. (2.27)
2.4 Gauge fixing and PT -symmetry
The derivations in the previous two subsections are completely general. However,
there is an ambiguity in the definition of the quantities that describe the fluid beyond
the Euler scale. This is because the conserved densities qi(x, t) are only defined
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by their relation to the total conserved quantities Qi =
´
dx qi(x, t), and thus are
ambiguous under addition of total derivatives of local observables. Consider the
“gauge transformation”
qi(x, t) 7→ qi(x, t) + ∂xoi(x, t), ji(x, t) 7→ ji(x, t)− ∂toi(x, t). (2.28)
It is clear from the definition of the static covariance matrix Cij and the flux Jacobian
A ji that these are invariant: they are properties of homogeneous, stationary states,
which are unaffected by the transformation (2.28). As a consequence, by the first
equation in (2.27), the Drude matrix is also invariant: all Euler scale quantities are
invariant. By contrast, quantities defined at the diffusive scale may be affected. It
is possible to show, assuming the validity of the hydrodynamic projection [72, 101],
that the Onsager coefficients Lij are invariant under (2.28). This has a clear physical
meaning: by (2.14), these coefficients represent the strength of the diffusive spreading
of the microscopic correlations, something which is independent form the choice of
local densities. However, the diffusion matrix D ji and the matrix Eij are covariant:
they transform nontrivially under (2.28), in such a way as to make the combination
on the right-hand side of the second equation of (2.27) invariant. The hydrodynamic
approximation of the currents (2.9) is explicitly dependent on the choice of densities.
See Appendix C. One must therefore choose a gauge in order to fix the diffusion
matrix itself.
It turns out that there is a symmetry that allows us to fix a gauge in a very
natural (and universal) way: PT -symmetry. In quantum mechanics, PT -symmetry
is an anti-unitary involution T that preserves the Hamiltonian and the momentum
operators. As a consequence, it has the effect of simultaneously inverting the signs
of the space and time coordinates. In classical systems, it is the requirement that
simultaneously inverting the signs of the space and time coordinates preserves the
dynamics, the total energy and momentum. Let us consider a stronger version of
PT -symmetry: we require that all conserved quantities Qi be invariant, and that the
PT -transform of a local observable be a local observable.
A consequence of this strong version of PT -symmetry is that homogeneous, sta-
tionary, maximal entropy states are PT -symmetric. Another consequence is that2
Tqi(x, t)T
−1 = qi(−x,−t) + ∂xai(−x,−t) (2.29)
for some local observables ai. We show in Appendix C that there exists a unique
gauge choice (under the gauge transformation (2.28)) such that
Tqi(x, t)T
−1 = qi(−x,−t), (2.30)
and that in this gauge choice, it is possible to further choose ji(x, t) such that
Tji(x, t)T
−1 = ji(−x,−t). (2.31)
This gauge choice simplifies drastically the equations of the previous two subsec-
tions. Indeed, a direct consequence is that
1
2
ˆ
dxx2
(
Sij(x, t) +Sij(x,−t)− 2Sij(x, 0)
)
=
ˆ
dxx2
(
Sij(x, t)−Sij(x, 0)
)
(2.32)
2Here we use a notation from quantum mechanics for the symmetry transformation, but the same
holds in classical systems as well.
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thus simplifying the left-hand side (2.13). Another consequence is that Eij , defined
in (2.22), is equal to the negative of itself, hence must vanish,
Eij = 0. (2.33)
Finally, applying PT -symmetry on the left-hand side of (2.24), we obtain the left-
hand side of (2.25), and thus we conclude that
D ki Ckj = CikD
k
j . (2.34)
This shows that (2.27) simplifies to
Dij = A
k
i A
l
k Clj , Lij = D
k
i Ckj . (2.35)
The strong version of PT -symmetry is in fact extremely natural, and is expected
to hold in many Gibbs states and Galilean and relativistic boosts thereof, and many
generalised Gibbs ensembles 3. Below we assume that this symmetry holds, and that
the above gauge choice has been made. Note that the expression for D ji obtained by
inverting the second equation in (2.35) is the most direct generalization of the usual
Green-Kubo formula for the diffusion constant of a single conserved quantity [97] to
systems with an infinite number of conserved quantities. We will use the formula
Lij = D
k
i Ckj together with eq.(2.16) in order to compute the diffusion coefficients.
2.5 Quantities with vanishing diffusion
In models with Galilean invariance which preserve particle number, the current j0
of the conserved mass density q0 equals the momentum density q1. In relativistic
models, the current of the conserved energy equals the momentum density. That is,
in both cases, with q0 either the mass density or energy density, we have the relation
j0 = q1. (2.36)
In general, whenever the current of a conserved quantity is itself a conserved density,
then it is a straightforward consequence of the above discussion that the part of the
diffusion matrix associated with this conserved quantity (e.g. the mass (energy) in
Galilean (relativistic) model) vanishes:
D i0 = 0. (2.37)
Indeed, in (2.16) the integral
ˆ
dx 〈j0(x, s)jj(0, 0)〉c =
ˆ
dx 〈q0(x, s)jj(0, 0)〉c (2.38)
is independent of s by conservation, and therefore by (2.15) equals the Drude weight
D0j . As a consequence, the Onsager matrix elements L0j vanish, and by (2.35) this
implies (2.37).
3The identification of the charge densities q¯i(x, t) with the densities of quasiparticle, see eq.
(3.25), requires PT -symmetry for the charge densities since the quasiparticle densities are indeed
PT -symmetric. However we stress that the hydrodynamical description given by eq. (2.10) is valid
for any chosen gauge.
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As we discuss below, in a large family of integrable models, even those which are
not Galilean or relativistic invariant, there exists such a conserved quantity which
has zero diffusion. In particular, in the XXZ model, it is well known that the current
of energy is itself one of the conserved densities in the infinite tower afforded by
integrability, and thus does not diffuse.
3 Quasiparticles, stationary states, and thermodynamic
form factors
As we have seen in section 2, the main ingredients in order to formulate a hydrody-
namic theory at large scales are the large scale connected correlations of local charges
and their associated current. In particular, according to (2.15), (2.16) and (2.35), we
need to evaluate the two-point function
Γij(x, t) = 〈ji(x, t)jj(0, 0)〉c. (3.1)
on a generic homogeneous stationary state given by the set of expectation values of
local densities {q¯i}, and then only at the end we shall promote this function to space
and time dependence.
The aim of this section is to introduce the main objects for describing such states
in integrable models, and the techniques to compute correlation functions in such
states using the excitation of the system in the thermodynamic limit. In a wide
family of integrable systems indeed, homogeneous stationary states admit an efficient
description in terms of “quasiparticles”, based on the thermodynamic Bethe ansatz
(TBA). They are often referred to as generalised Gibbs ensembles (GGEs), which we
will understand as a TBA state characterised by quasiparticle density (denoted ρp(θ)
below). This is then used as a basis for developing the hydrodynamics of integrable
systems, generalised hydrodynamics (GHD). The description is expected to be very
general, encompassing both quantum and classical models, and including field theories
and chains. We recall the main aspects in subsection 3.1, and the GHD built from
this in subsection 3.2.
The techniques to compute correlation functions are introduced in subsection 3.3,
and used, as a check, in subsection 3.4 in order to re-obtain known results at the
Euler scale. These techniques are based on the concept of particle and hole excita-
tions above finite-density, TBA states. Although the TBA description of stationary
states is expected to apply to a wide range of integrable models, to our knowledge,
the understanding of particle-hole excitations is restricted to quantum Bethe-ansatz
models with fermionic excitations. For these two sections, we thus restrict ourselves
to this case.
The main derivation presented in the next section, for the diffusion matrix, uses
the particle-hole excitation techniques, and is thus restricted to quantum fermionic
excitations. The result is generalised to other quantum and classical integrable mod-
els, namely to the full range of application of GHD, and verified by comparing with
the results obtained independently in the hard rod gas [80,100].
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3.1 Quasiparticles and homogeneous stationary states
Let us consider first a generic homogeneous integrable quantum model at equilibrium
on a ring of length L. In the Bethe ansatz description, any eigenstate is specified by
a set of real or complex “rapidities” (or Bethe roots) {θj}Nj=1, interconnected through
non-linear equations, the Bethe ansatz equations. For simplicity we first here consider
those cases where all the states are characterized by real rapidities. Cases with
complex rapidities shall be treated in Appendix G. In the thermodynamic limit L→
∞ at fixed density N/L, the rapidities θj become dense on the real line, and therefore
eigenstates can be described by densities of rapidities, ρp(θ) = limL→∞ L−1
(
θ`(θ,L)+1−
θ`(θ,L)
)−1
with θ`(θ,L)+1 < θ < θ`(θ,L) which we also denote as density of quasiparticle.
Such a macroscopic description of the eigenstates, given only in terms of the density
ρp(θ), neglects an exponential amount of information: many states lead to the same
density. Defining as usual, informally, the entropy density of the macrostate s[ρp] as
the number of states, divided by L, in a shell surrounding the density ρp, one may
evaluate it in the thermodynamic limit,
lim
L→∞
s[ρp] =
ˆ
dθ ρs(θ)g(θ). (3.2)
In this expression, g(θ) a functional of the state that depends on the statistics of the
quasiparticles and that we describe below, and the density of states ρs(θ) quantifies
the total number of modes with rapidities inside the interval [θ, θ+ dθ); in the Bethe
ansatz, one also defines the density of holes ρh = ρs − ρp.
The density of states is not independent of the quasiparticle density. Indeed,
taking the derivative of the (normalised) scattering phase,
T (θ, α) =
d
dθ
logS(θ, α)
2pii
, (3.3)
the density of state is given, as a consequence of the Bethe ansatz equations, by
ρs(θ) =
p′(θ)
2pi
+
ˆ
dαT (θ, α)ρp(α), (3.4)
where p(θ) is the momentum of the quasiparticle θ, and p′(θ) its rapidity derivative.
Below we assume for simplicity that p′(θ) > 0 and that the differential scattering
phase is symmetric:
T (θ, α) = T (α, θ). (3.5)
See Remark 2 below. One also defines the filling or occupation function by the ratio
n(θ) =
ρp(θ)
ρs(θ)
. (3.6)
It is a functional of the density ρp, and provides a good description of the state as
well. In particular, the state density is obtained from the filling function by solving
ρs(θ) =
p′(θ)
2pi
+
ˆ
dαT (θ, α)n(α)ρs(α). (3.7)
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In an integral operator language, where T is the integral operator with kernel T (θ, α)
and the function n is seen as a diagonal operator, we have
2piρs = (1− Tn)−1p′. (3.8)
The operator (1− Tn)−1 is the dressing of a function,
hdr(θ) = ((1− Tn)−1h)(θ). (3.9)
In all models we are aware of, ρs(θ) > 0 is always defined to be a positive function.
Although the above description was based on the Bethe ansatz for quantum mod-
els, it has much wider generality, and applies also to classical integrable models [101];
equations (3.2) up to (3.9) are valid within this level of generality. In order to describe
the functional g(θ) as well as many other quantities such as Euler-scale correlation
functions and, as we will see, diffusion functionals, we need additional information
about the quasiparticles: their statistics. For instance, in the Bethe ansatz descrip-
tion, they are usually fermions (where the hole density ρh makes sense), but they
can also be bosons, and in classical models they can be classical particles or classical
fields. In the TBA formalism, the statistics enters into a free energy function F();
this is the free energy for “free-particle” modes of energy , with the same statistics
as that of the quasiparticles of the model. For instance, it is given by − log(1 + e−)
for fermions, log(1 − e−) for bosons, −e− for classical particles, 1/ for classical
radiative modes; see [101] for a discussion.
The statistics enters the functional g(θ), determining the entropy density s[ρp],
as follows. First, g(θ) is in fact a function of n(θ) only. In order to determine it,
construct the pseudoenergy (θ) = (n(θ)) as a function of n(θ) by inverting the
relation n = dF()/d. Then g is given by
g = (+ c)n− F(), (3.10)
with some physically unimportant constant c. We note that, seen as a function of n,
g satisfies
dg
dn
= (n) + c (3.11)
A macrostate specified by a distribution ρp(θ) is in the microcanonical ensemble.
By a slight abuse of notation, we will denote the macrostate using the quantum “ket”
notation |ρp〉4. As usual in thermodynamics, one expects this to be equivalent to the
(grand) canonical description. In integrable systems, this is the so-called generalised
Gibbs ensembles (GGEs), formally with density matrix proportional to e−
∑
i βiQi/Z
exactly as in (2.3) but now with an infinite sum over all conserved quantities Qi
[103,104]:
e−
∑
i β
iQi/Z ↔ |ρp〉〈ρp|. (3.12)
That is, given any local operator o, in the thermodynamic limit,
lim
L→∞
Z−1Tr
(
e−
∑
i β
iQi o
)
= 〈ρp|o|ρp〉. (3.13)
4As mentioned, a macrostate embodies an averaging inside a small shell of microscopic states. By
a generalisation of the eigenstate thermalisation hypothesis [102] to integrable systems [103,104], one
would expect a single state within this shell to give rise to the same local averages as those evaluated
from the macrostate, whence this notation.
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The Lagrange parameters βi fix the function ρp(θ) by means of a non-linear integral
equations. Let hi(θ) be the one-particle eigenvalues if the conserved charges Qi, that
is Qi|θ〉 = hi(θ)|θ〉. Then the pseudoenergy solves
(θ) = d(θ) +
ˆ
dαT (θ, α)F((α)) (3.14)
where d(θ) =
∑
i β
ihi(θ). The expression e
−∑i βiQi for a GGE is formal, as one would
need to specify the set of charges Qi and the convergence properties. More accurately,
one instead considers the function d(θ) for characterising the GGE, independently
from any series expansion. The specific free energy takes the general formˆ
dθ
2pi
p′(θ)F((θ)) (3.15)
and from it all averages of conserved densities can be evaluated by differentiation
with respect to βi, giving the standard TBA formula
〈ρp|qi|ρp〉 =
ˆ
dθ hi(θ)ρp(θ). (3.16)
One can also show that the entropy density satisfies the correct thermodynamic equa-
tion relating it to the conserved densities and the specific free energy,
s[ρp] =
ˆ
dθ ρp(θ)d(θ)−
ˆ
dθ
2pi
p′(θ)F((θ)). (3.17)
The quasiparticle densities not only specify the values of the conserved quantities,
but also the expectation values of all the local operators, as they fully specify the state.
One set of examples are the currents associated to the charge densities, as in (2.5).
The expectation value of the currents on a generic homogeneous stationary state are
given by
〈ρp|ji|ρp〉 =
ˆ
dθ ρp(θ)v
eff(θ)hi(θ) (3.18)
where the effective velocities of the quasiparticles solve the linear integral equations
veff(θ) =
E′(θ)
p′(θ)
−
ˆ
dα
T (θ, α)
p′(θ)
ρp(α)(v
eff(θ)− veff(α)) (3.19)
with E(θ) the single-particle energy. It can be shown that this expression is equivalent
to
veff(θ) =
(E′)dr(θ)
(p′)dr(θ)
. (3.20)
This formula was proven in the context of integrable field theories in [49] and more
recently in [105] (see also [106]) and in Appendix D we also provide an alternative
derivation based on the dressed form factors given in this paper. More generally, the
expectation value of any local operators on a homogeneous stationary state 〈ρp|o|ρp〉
is given by some complicated functional of the root densities ρp. These are however
much harder to compute, and only few expressions are available. For example, in
the Lieb-Liniger gas there has been recent developments [107–109], while in the XXZ
chain only few observables (beyond conserved densities and currents) can be computed
[110,111].
Remarks:
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1. Many quasiparticle types. Generically, TBA (and the related Euler-scale
GHD recalled below) must take into account many quasiparticle types emerg-
ing in the thermodynamic description, either as “bound states” seen as string
configurations (or modifications thereof) in quantum TBA, or simply from the
various particle types present in the microscopic model itself (for instance, in
the asymptotic states of a QFT). In all cases, the differential scattering kernel
takes the form Ta,b(θ1, θ2) for quasiparticle types a, b at rapidities θ1, θ2, re-
spectively. Likewise, the rapidity in every TBA object is replaced by a doublet
(θ, a) composed of a rapidity and a quasiparticle type. One then simply replaces
each rapidity integral by the combination of a rapidity integral and a sum over
quasiparticle types, ˆ
dθ 7→
∑
a
ˆ
dθ. (3.21)
That is, all formula stay valid with
´
dθ understood as an integration on an
appropriate manifold – the spectral manifold of the model.
2. Reparametrisation. In the above, we assumed that the differential scatter-
ing kernel T (θ, α) was symmetric, and that p′(θ) > 0. In fact, all equations of
the thermodynamic Bethe ansatz reviewed here can be written in a way that
is invariant under reparametrisation θ 7→ u(θ) with u′(θ) > 0. From (3.3), it
is clear that T (θ, α) is a vector field in the first argument, and a scalar in its
second [101], and thus it is generically not symmetric. Likewise, p′(θ) and E′(θ)
are vector fields, and the quantities hi(θ) in (3.16) and (3.18), as well as the
effective velocity veff(θ), are scalar fields. If we also consider reparametrisa-
tions that do not necessarily preserve the direction – that is, either u′(θ) > 0
for all θ, or u′(θ) < 0 for all θ –, then generically p′(θ) may be negative, al-
though it always has a definite, θ-independent sign. In such cases, the covariant
(1-form) integration measure is dθσ, where σ is a pseudoscalar, changing sign
under direction-inverting reparametrisations (with many quasiparticle types, σ
is independent of θ, but may depends on the quasiparticle type a). Conven-
tionally, one always take ρp and ρs to be positive quantities, and thus these
are pseudovector fields. With these rules, it is a simple matter to generalise all
equations to the case of an arbitrary parametrisation of the spectral space. For
instance
wdr = (1− Tnσ)−1w, hdr = (1− TTnσ)−1h (3.22)
if w is a vector field and h is a scalar field, where TT(θ, α) = T (α, θ) is the
transposed kernel (a vector (scalar) field in its second (first) argument), and
(p′)dr = 2piσρs. (3.23)
3. Parity symmetry. In models with parity symmetry, it is expected that it is
possible to choose a parametrisation, not necessarily direction-preserving, such
that the differential scattering phase becomes symmetric. This is the case in the
XXZ chain, in the Lieb-Liniger model, in the hard rod gas, and in many other
field theories. With a symmetric choice of T , in the gapped spin XXZ chain all
σa (for quasiparticle types a) are equal to 1, however nontrivial parities occur
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in the gapless regime at roots of unity [112] or in fermionic models like the
Fermi-Hubbard chain [113] (these therefore also occur, under this symmetric
parametrisation choice, in the description of the local stationary state at the
Euler scale, see [50,114]). Such signs are then interpreted as the parities of the
quasiparticles involved. We emphasise, however, that it is always possible to
choose a parametrisation where no such signs occur, at the price, in general, of
a non-symmetric T .
4. Quantities with vanishing diffusion. Whenever there is a choice of parametri-
sation such that T is symmetric, then one can argue that, in this choice of
parametrisation, the quantity associated to the one-particle eigenvalue hi(θ) =
p′(θ) has vanishing diffusion. Indeed, with this choice, the GGE average current
(3.18), which can also be written in general as
〈ρp|ji|ρp〉 =
ˆ
dθ
2pi
(E′)dr(θ)n(θ)p′(θ) =
ˆ
dθ
2pi
E′(θ)n(θ)(p′)dr(θ) (3.24)
becomes equal to the GGE average density of the quantity associated with
hj(θ) = E
′(θ), as is clear from (3.16). If this equality holds as an operator
identity beyond GGE averages, then the argument presented in subsection 2.5
shows that D ki = 0 for all k. We will show below, by explicitly calculating the
diffusion operator, that these elements of the diffusion matrix indeed vanish.
3.2 Local stationary states and GHD
In the previous section we described homogenous stationary states. As explained in
section 2, in the context of hydrodynamics we need to characterise local averages in
inhomogeneous situations. In inhomogeneous states, the TBA approach above does
not hold anymore. However, the hydrodynamic approximation postulates that the
values of q¯i(x, t) = 〈qi(x, t)〉, on a fixed time slice t, completely determine the state.
The first step in the hydrodynamic theory for integrable systems is to use the form
on the right-hand side of (3.16) as a definition for space-time dependent “densities”
ρp(θ;x, t) determining the state:
q¯i(x, t) =:
ˆ
dθ ρp(θ;x, t)hi(θ). (3.25)
The quantity ρp(θ;x, t), as a function of θ, is in general no longer a Bethe ansatz
root density in quantum models; it is instead a way of representing the averages of
conserved densities in space-time, and relation (3.25) is assumed to be an invertible
(x, t-dependent) map q¯·(x, t) 7→ ρp(·;x, t).
At the Euler scale, in the limit of infinitely large variation lengths, the local
state can be understood as a GGE. In this case, ρp(θ;x, t), as a function of θ, is
interpreted as a space-time dependent Bethe ansatz root density, and therefore all
local observables take their GGE form with respect to ρp(θ;x, t):
〈o(x, t)〉 Euler= 〈ρp(x, t)|o|ρp(x, t)〉. (3.26)
In particular, recalling j¯i(x, t) = 〈ji(x, t)〉, we have
j¯i(x, t)
Euler
= Fi(q¯·(x, t)) =
ˆ
dθ ρp(θ;x, t)v
eff(θ)hi(θ). (3.27)
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However, going beyond the Euler scale, namely adding the Navier-Stokes (NS)
corrections as in eq.(2.9), extra terms occur in averages of generic observables that
depend on the space derivative of ρp(θ;x, t). At this scale, the local state described
by ρp(θ;x, t) cannot be interpreted as a space-time dependent GGE. For the currents,
we define the integral operator D[ρp], with kernel D[ρp](θ, α), via the expansion
j¯i(x, t)
NS
=
ˆ
dθ hi(θ)
(
ρp(θ;x, t)v
eff(θ)− 1
2
ˆ
dαD[ρp(·;x, t)](θ, α) ∂xρp(α;x, t)
)
,
(3.28)
and a similar modification is expected for any local operator,
〈o(x, t)〉 NS= 〈ρp(x, t)|o|ρp(x, t)〉+
ˆ
dαDo[ρp(·;x, t)](α) ∂xρp(α;x, t)
where the “diffusion functionals” Do[ρp(·;x, t)](α) are not known even for simple
operators. Our main result is the derivation of the exact diffusion functionals for the
currents.
3.3 Particle-hole excitations and correlation functions
We now specialise the above description to quantum integrable models with fermionic
statistics,
F() = − log(1 + e−).
This includes for instance the Lieb-Liniger model and the XXZ chain.
One way to compute two-point correlation functions in a generic reference state
|Ω〉 is by inserting a resolution of the identity between the two operators and summing
over all the intermediate states s, with momentum Ps and energy Es:
〈Ω|oi(x, t)oj(0, 0)|Ω〉 =
∑
s
〈Ω|oi|s〉〈s|oj |Ω〉eix(Ps−PΩ)−it(Es−EΩ) (3.29)
where here and below, for any local operator we denote o(x = 0, t = 0) ≡ o. Let us
consider the thermodynamic reference state |Ω〉 = |ρp〉 the quasiparticle state with
root density ρp(θ). The spectral sum is in principle very hard to compute. However,
whenever the operators oj are local and conserve the total number of particles, the
only non-zero contributions to the sum are the so-called particle-hole excitations.
These are given by microscopic changes of a rapidities, namely a set of holes θjh,
j = 1, . . . ,m belonging to the reference state is replaced by a new set of rapidities,
the particles θjp, and vice versa. The spectral sum then organises into a sum over
numbers m of particle-hole excitations, see Fig. 1, and can be formally written as
〈ρp|oi(x, t)oj(0, 0)|ρp〉c
=
∞∑
m=1
1
(m!)2
 m∏
j=1
ˆ
R
dθjpρh(θ
j
p)
 
dθjhρp(θ
j
h)

× 〈ρp|oi|{θ•p, θ•h}〉〈{θ•p, θ•h}|oj |ρp〉eixk[θ
•
p,θ
•
h]−itε[θ•p,θ•h] (3.30)
with an appropriate regularised integral. This is part of the assumptions underlying
the validity of the form factor expansion in the thermodynamic limit. The impor-
tant point about the regularisation is that the form factor representation involves
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regularised integrations on the real axis only. See a more detailed discussion in the
Appendix F.
The integration rapidities are the particle and hole excitations above the reference
state, and the measure takes into account the weight of availability of such excitations,
proportional, respectively, to the hole and particle densities. By the Bethe ansatz, the
total momentum Ps and energy Es are simply the sums of the individual momenta and
energies of the particles and holes, with positive (negative) contributions for particles
(holes). Let us denote the momentum and energy of an excitation at rapidity θ by
k(θ) and ε(θ), respectively. Then
Ps = k[θ
•
p, θ
•
h] =
m∑
j=1
(
k(θjp)− k(θjh)
)
(3.31)
Es = ε[θ
•
p, θ
•
h] =
m∑
j=1
(
ε(θjp)− ε(θjh)
)
.
These functions depend on the reference state via the so-called back-flow function.
Namely, given the single-particle energy E(θ) and the single-particle momentum p(θ),
we have
ε(θ) = E(θ) +
ˆ
dαF (θ, α)E′(α)n(α) (3.32)
k(θ) = p(θ) +
ˆ
dαF (θ, α)p′(α)n(α) (3.33)
with the back-flow F (θ, α) being the amplitude of the global 1/L shift of the rapidities
close to θ in the presence of the excitations α, [115]. The back-flow is written in terms
of the dressed scattering phase shift, more precisely
F =
logS
2pii
(1− nT )−1. (3.34)
In particular, one can show that
ε′(θ) = (E′)dr(θ), k′(θ) = (p′)dr(θ) (3.35)
where the dressing operation is defined in (3.9).
The series (3.30) can not be evaluated exactly in general. Some results for its
asymptotic were found in [116–122], and the sum was numerically evaluated in the
Lieb-Liniger model at finite temperature and for some specific operators in [123–125].
The most complicated objects are the so-called thermodynamic form factors of local
operators 〈ρp|oi|{θ•p, θ•h}〉; these are evaluated in the thermodynamic limit, and thus
are matrix elements on states with finite densities of excitations. The usual way
of evaluating such objects is by evaluating matrix elements in a finite-size system,
and taking the thermodynamic limit. Form factors of operators at finite sizes are
generically not known in interacting models, except for few cases [126, 127]. Even
in the cases where they are known, extracting their thermodynamic limit is a non-
trivial task [118, 120, 128] and in field theories, together with the computation of
finite temperature correlations, they constitute a long-standing open problem, see for
20
example [119,129–133]. While in field theory form factors on the vacuum state can be
obtained via the so-called form factor bootstrap [134], still today it is not clear how to
formulate a bootstrap protocol to obtain the thermodynamic form factors, although
some attempts were formulated in [135–137]. Further, in the thermodynamic limit,
particle-hole form factors generically contain the so-called kinematic poles [134,138] on
real rapidities, single poles when hole rapidities coincide with particle rapidities. Thus
the limit has to be taken properly on the summations over discrete sets of particle and
hole rapidities (the form factor expansion itself), not just on form factors. In some
cases the regularisation of the integrals can be obtained explicitly by properly taking
the thermodynamic limit of finite size regularisations [139,140], however in general it is
not known how to do this. Nevertheless, thanks to Eqs.(3.31), the poles at coinciding
particle-hole rapidities can be reabsorbed into contributions to form factors with lower
numbers of particle-hole pairs. The resulting integrals are Hadamard regularised, and
away from coinciding rapidities, the integrand factorises as a product of functions of
the form 〈ρp|oi|{θ•p, θ•h}〉〈{θ•p, θ•h}|oj |ρp〉. See the Appendix F.
In interacting models, form factors of generic current or charge density operators
on generic reference states are not known. There are however some special limiting
cases where their form can be obtained from different methods or guessed from gen-
eral principles. These are the small-momentum limit of the single-particle-hole form
factors and the residue of the kinematic poles.
1. Single-particle-hole form factors. Single-particle-hole form factors of local
densities and currents do not contain singularities and their small momentum
limit is given only in terms of thermodynamic functions [120,141]
lim
θp→θh
〈ρp|qi|θp, θh〉 = hdri (θh). (3.36)
For the density operator in the Lieb-Liniger model this was first derived in [128].
Their general form can be inferred by comparing the expression of the suscep-
tibilities from the thermodynamic Bethe ansatz with that from a form factor
expansion. By using the non-linear relations between the Lagrange multiplier
βj and the root densities ρp(θ) of a generic GGE, one finds [141]
ˆ
dx 〈qi(x, t)qj(0, 0)〉c = −∂〈qi〉
∂βj
= −
ˆ
dθ
ρp(θ)
∂βj
hi(θ) (3.37)
=
ˆ
dθ ρp(θ)(1− n(θ))hdri (θ)hdrj (θ). (3.38)
The factor 1− n(θ) is in fact, in general statistics, −d log n/d [141], where we
recall that n = dF ()/d. As we show in the next subsection, thanks to the
continuity equations, leading to (3.40) and (3.40), in the form factor expansion
for susceptibilities of conserved densities, the infinite summation over the num-
ber of particle-hole pairs m truncates to m = 1. As a consequence, using (3.30)
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we obtainˆ
dx 〈qi(x, t)qj(0, 0)〉c =
ˆ
dx 〈ρp|qi(x, t)qj(0, 0)|ρp〉c
= (2pi)
ˆ
dθpdθhρp(θh)ρh(θp)δ(k(θp)− k(θh))〈ρp|qi|θp, θh〉〈ρp|qj |θp, θh〉
=
ˆ
dθhρp(θh)(1− n(θh)) lim
θp→θh
〈ρp|qi|θp, θh〉〈ρp|qj |θp, θ〉 (3.39)
where we used (3.35), (3.8) and (3.6). This then gives relation (3.36). Note
that we used the fact that setting k(θp) = k(θh) is equivalent to setting θp = θh
(monotonicity of k(θ)).
2. Higher particle-hole form factors. In the limit where particles’ rapidities
are close to those of holes, there are singularities, the kinematic poles. These
are set by integrability. Further, by the continuity equations, form factors of
conserved densities and currents are related to each other. These statements
are expressed as follows:
(a) Continuity equations: there exists a function fi({θ•p, θ•h}) such that
〈ρp|qi|{θ•p, θ•h}〉 = k[θ•p, θ•h]fi({θ•p, θ•h}) (3.40)
〈ρp|ji|{θ•p, θ•h}〉 = ε[θ•p, θ•h]fi({θ•p, θ•h}). (3.41)
These relations are obtained by using the continuity equations
∂t〈ρp|qi(x, t)|{θ•p, θ•h}〉 = −∂x〈ρp|ji(x, t)|{θ•p, θ•h}〉 (3.42)
and the fact that quasiparticle states are eigenstate of the energy and
momentum operators
〈ρp|qi(x, t)|{θ•p, θ•h}〉 = eixk[θ
•
p,θ
•
h]−itε[θ•p,θ•h]〈ρp|qi|{θ•p, θ•h}〉. (3.43)
At the level of one particle-hole pair, it is clear, from point (i) above, that
fi(θp, θh) ∼ h
dr
i (θh)
k′(θh)(θp − θh) (3.44)
as θp → θh.
(b) Kinematic poles (conjecture): the above pole structure of fi generalises
to higher particles. The two particle-hole form factor of a local density
satisfies, as θ2p → θ2h,
〈ρp|qi|θ1p, θ1h, θ2p, θ2h〉 = 〈ρp|qi|θ1p, θ1h〉
G(θ2h|θ1p, θ1h)(
θ2p − θ2h
) +O((θ2p − θ2h)0). (3.45)
Further, the functions G(θ2h|θ1p, θ1h) have an expansion around the line θ1p ∼
θ1h as
5
G(θ2h|θ1p, θ1h) = (θ1p − θ1h)
2piT dr(θ1h, θ
2
h)
k′(θ2h)
+O((θ1p − θ1h)2) (3.46)
5This relation was found first for the thermodynamic form factor of the density operator in the
Lieb-Liniger gas [120]. We here make the conjecture that this form is universal for any local operator.
Notice that the same conjecture is also put forward in [137].
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where
T dr = (1− Tn)−1T. (3.47)
Note that thanks to the assumed symmetry of T (θ, α), this is related to
the derivative of the backflow kernel by a transposition,
T dr =
(
dF
dθ
)T
. (3.48)
We combine this pole structure and expansion statements with the conti-
nuity relation (3.40) and assume the stronger requirement that the function
fi be a sum over the necessary poles of the form factors, plus a regular
part. Equations (3.45) and (3.46) then impose the following:
fi(θ
1
p, θ
1
h, θ
2
p, θ
2
h) =
2piT dr(θ2h, θ
1
h)h
dr
i (θ
2
h)
k′(θ1h)k′(θ
2
h)(θ
1
p − θ1h)
+
2piT dr(θ1h, θ
2
h)h
dr
i (θ
1
h)
k′(θ2h)k′(θ
1
h)(θ
2
p − θ2h)
+
2piT dr(θ2h, θ
1
h)h
dr
i (θ
2
h)
k′(θ1h)k′(θ
2
h)(θ
2
p − θ1h)
+
2piT dr(θ1h, θ
2
h)h
dr
i (θ
1
h)
k′(θ2h)k′(θ
1
h)(θ
1
p − θ2h)
+ regular (3.49)
where the regular terms have a well defined multi-variable Taylor expansion
in θ1,2p,h around any real values of these variables. One can easily check
that this function, multiplied by k[θ•p, θ•h] or ε[θ
•
p, θ
•
h] as in equation (3.40)
and (3.41), gives the correct residues (3.45) with the expansion (3.46).
Equation (3.49) is expected to hold in general, without the assumption of
symmetry of T and with any parametrisation sign.
In the following we shall show that
i. Single particle-hole form factors in the small momentum limit completely de-
termine the Euler-scale hydrodynamic theory.
ii. Two particle-hole form factors in the small momentum limit completely deter-
mine the diffusive corrections to the Euler-scale hydrodynamic theory.
Point (i) is shown in the next subsection, while we shall address point (ii) in the next
section.
3.4 The Euler scale: single particle-hole excitations
We first recall the derivation presented in point (1) of the previous subsection for
the static covariance matrix (or susceptibility matrix) Cij =
´
dx 〈qi(x, t)qj(0, 0)〉c.
In the derivation (3.39), only the one particle-hole contribution was taken. Now
consider the full form factor expansion (3.30) for Cij . At any particle-hole number
m > 1, note that the integration over x produces δ(k[θ•p, θ•h]). Note also the factor
k[θ•p, θ•h] in (3.40), which vanishes on the hyper-plane k[θ
•
p, θ
•
h] = 0. Since, at m > 1,
the singularities of fi({θ•p, θ•h}) lie on a subset of measure zero of this hyper-plane, by
the principal-value prescription they do not contribute. As a consequence, and the
restriction on this hyper-plane imposed by δ(k[θ•p, θ•h]) vanishes. This is not true for
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Figure 1: Schematic picture of the particle-hole excitations, entering the expansion for
the two-point correlation functions (3.30). Left : one particle-hole excitations corre-
spond to processes where one quasiparticle in the local steady state |ρp〉 with rapidity
θ1h is changed to a new rapidity θ
1
p by the action of a local operator o. The excitation
with zero momentum, θ1p → θ1h, can be regarded as the free propagation of a single
quasiparticle with its effective velocity veff(θ1h). Right : two particle-hole excitations
consist into two quasi-particles changing their rapidites to two new different values
and it can be regarded as a 2-body scattering process among quasiparticles. Higher
particle-hole excitations can be equivalently regarded as higher-body scattering pro-
cesses.
one particle-hole pair, as in this case the singularity lies exactly on this hyper-plane,
(3.44), on which the resulting form factor has a finite limit.
The same argument can be used to evaluate the B-matrix [72]
Bij = −∂〈ji〉
∂βj
=
ˆ
dx 〈ji(x, t)qj(0, 0)〉c (3.50)
in order to obtain
Bij =
ˆ
dθ ρp(θ)(1− n(θ))veff(θ)hdri (θ)hdrj (θ) (3.51)
in agreement with the expression found in [114, 141]. As recalled in section 2, the
Euler-scale hydrodynamic theory is completely determined by the expression of the
expectation values of the currents on a generic GGE state as in eq. (3.27):
j¯i(x, t)
Euler
= Fi(q¯·(x, t)). (3.52)
In particular, it is fully encoded within the flux Jacobian A ji = ∂Fi/∂q¯j (2.20) given,
in matrix notation, by [72, 141] as A = BC−1. Therefore, the one particle-hole form
factors determine A ji , hence the Euler hydrodynamics.
The Drude weights can also be obtained directly by using similar arguments as
above, evaluating the expression (2.15) by a form factor expansion. Here, the space
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integral does not make higher particle-hole form factor contributions vanish, as the
current form factors are proportional to ε[θ•p, θ•h]. However, the time integral in (2.15)
provides the necessary delta function δ([θ•p, θ•h]). At one particle-hole level, the space
integral makes the term time-independent, on which the time average in (2.15) acts
trivially. The result is then
Dij = 2pi
ˆ
dθh
ρp(θh)ρh(θh)
k′(θh)
lim
θp→θh
〈ρp|ji|θp, θh〉〈θp, θh|jj |ρp〉 (3.53)
=
ˆ
dθ ρp(θ)(1− n(θ))(veff(θ))2hdri (θ)hdrj (θ) (3.54)
using (3.41), (3.44), (3.20) and (3.35). This is again in agreement with the results
found in [114,141].
That is, we have shown that the single particle-hole contribution completely de-
termines the Euler-scale hydrodynamic coefficients, as under spatial or temporal in-
tegrations all the higher particle-hole contributions vanish.
4 Diffusion matrix
In this section we derive an expression for the diffusion matrix by using the defini-
tion (2.16) of the Onsager matrix as time integrated current-current correlator, and
its relation (2.35) with the diffusion matrix. This relation is valid at least under
the PT -symmetry assumption, which we expect to hold in many integrable models
of interest (including the classical hard rod gas, the quantum Lieb-Liniger model,
and the quantum Heisenberg chain, isotropic and anisotropic) and for the choices of
conserved density and current operators with form factors as described in subsection
3.3. We compute the integrated correlation function by representing it as a sum over
particle-hole excitations as in equation (3.30) and show that only the terms with two
particle-hole excitations contribute to the full Onsager matrix. We then generalise
the result, by analogy, to arbitrary integrable models (with arbitrary number of quasi-
particle types, and in an arbitrary spectral space parametrisation), including classical
models.
4.1 Exact diffusion matrix from two-particle-hole excitations
In this subsection, we assume that there is a single quasiparticle type, but we keep
the differential scattering kernel generic (that is, not necessarily symmetric). With a
single quasiparticle type, it is somewhat superfluous to consider nontrivial parametri-
sation parities, however for the sake of generalisation to many quasiparticle types, see
Section 4.2, it is convenient to keep the parity arbitrary, with
σ = sgn(k′(θ)). (4.1)
We focus now on the DC operator, namely on the integrated Γij(x, t) (see (3.1))
as per (2.35) and (2.16). Expanding in particle-hole contributions as in (3.30) we
have, in a self-explanatory notation,
Γij(x, t) = [jj]
1ph
ij (x, t) + [jj]
2ph
ij (x, t) + . . . . (4.2)
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As shown in the previous section, the single-particle-hole contribution gives, under
space integral and then time average, the Drude weight coefficients. In fact, recall
that the one-particle-hole contribution is, under space integral, time-independent, as
the factor δ(k(θp)− k(θh)) imposes θp = θh. Therefore
ˆ t
−t
ds
ˆ
dx [jj]1phij (x, s) = 2tDij , (4.3)
so that only higher-particle-hole form factors contribute to the Onsager matrix.
We first consider the two-particle-hole contribution
lim
t→∞
ˆ t
−t
ds
ˆ
dx [jj]2phij (x, t) =
lim
t→∞
(2pi)2
2!2
ˆ
dθ1hdθ
2
hρp(θ
1
h)ρp(θ
2
h)
 
dθ1pdθ
2
pρh(θ
1
p)ρh(θ
2
p)
× δ(k[θ•p, θ•h])δt(ε[θ•p, θ•h])〈ρp|ji|θ1p, θ1h, θ2p, θ2h〉〈θ1p, θ1h, θ2p, θ2h|jj |ρp〉 (4.4)
where δt(ε) = (2pi)
−1 ´ t
−t ds e
isε, with limt→∞ δt(ε) = δ(ε). We are careful in first
executing integrals against the delta function implementing the condition k[θ•p, θ•h] =
0, before taking the limit towards the delta function implementing ε[θ•p, θ•h] = 0, as
the space integral is performed before the time integral. We note that in the opposite
order, the result would vanish because of (3.41). The conditions coming from both
delta functions read
k(θ1p) + k(θ
2
p) = k(θ
1
h) + k(θ
2
h), ε(θ
1
p) + ε(θ
2
p) = ε(θ
1
h) + ε(θ
2
h). (4.5)
Interpreting incoming hole excitations as outgoing particle excitations, see Fig. 1, this
has the form of a two-particle scattering process where both momentum and energy
are conserved. In two dimensions, such scattering processes lead to k(θ1p) = k(θ
1
h),
k(θ2p) = k(θ
2
h) or k(θ
1
p) = k(θ
2
h), k(θ
2
p) = k(θ
1
h), namely
{θ•p} = {θ•h}. (4.6)
Since the product of form factors has poles at θip = θ
j
h with i, j ∈ {1, 2}, the kinematic
conditions (4.6) evaluate the form factors exactly at their poles, which appear as dou-
ble poles in (4.4). However, the equality (4.6) is only approached as the limit t→∞
in (4.4) is taken. Indeed, first the measure of the multiple integral concentrates on the
hypersurface k[θ•p, θ•h] = 0 in rapidity space, and the poles at (4.6) lie on a submanifold
which has measure zero on this hypersurface; they are avoided by the principal-value
prescription. Then, the limit t → ∞ is taken, whereby δt(ε[θ•p, θ•h]) → δ(ε[θ•p, θ•h]).
This effectively reduces the hypersurface where the integration measure concentrates
to a vanishing neighbourhood of (4.6). In this neighbourhood, the double-pole diver-
gence coming form the form factors is simplified by the factor (ε[θ•p, θ•h])
2 from (3.41),
and thus the result of the limit process is finite and non-zero.
At higher particle-hole numbers, an expression similar to (4.4) occurs, but the
kinematic conditions k[θ•p, θ•h] = 0 and ε[θ
•
p, θ
•
h] = 0 have a continuum of solutions
that do not impose any coincidence of momenta: the poles of the form factors lie
on a submanifold of measure zero on the resulting integration hypersurface (and are
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avoided by the principal value prescription). On the other hand the factor (ε[θ•p, θ•h])
2
from (3.41) is zero everywhere on this hypersurface, and thus the contribution van-
ishes.
Hence, the DC operator is fully given by the two-particle-hole contribution,
(DC)ij =
ˆ
dt
ˆ
dx [jj]2phij (x, t) (4.7)
and ˆ
dt
ˆ
dx [jj]nphij (x, t) = 0 n > 2. (4.8)
The explicit calculation for the coefficients (DC)ij is as follows. The two kinematic
conditions δ(k[θ•p, θ•h])δ(ε[θ
•
p, θ
•
h]) only have solutions of the type (4.6), therefore we
can evaluate the integrand with the form factors replaced by their leading behaviour
near the poles. There are two separate contributions: θip ∼ θjh with i = j and with
i 6= j. Both contributions give the same final result so we can simply consider the
first case and multiply the final result by 2. We denote the new set of variables
∆θ1 = θ
1
p − θ1h (4.9)
∆θ2 = θ
2
p − θ2h (4.10)
and rename θ1,2h ≡ θ1,2, such that inside the integral we can expand the energy and
the momentum in powers of ∆θ1 and ∆θ2
ε[θ•p, θ
•
h] = v
eff(θ1)k
′(θ1)∆θ1 + veff(θ2)k′(θ2)∆θ2 +O((∆θ1)2, (∆θ2)2) (4.11)
k[θ•p, θ
•
h] = k
′(θ1)∆θ1 + k′(θ2)∆θ2 +O((∆θ1)2, (∆θ2)2) (4.12)
where we used (3.35) and (3.20). We first integrate over ∆θ2, which is fixed by the
total momentum conservation to leading order as
∆θ2 = −∆θ1k
′(θ1)
k′(θ2)
. (4.13)
An extra factor
1
|k′(θ2)|
appears in the integrand after integrating against the delta function δ(k[θ•p, θ•h]). The
energy is now given, to leading order, by
ε[θ•p, θ
•
h] = (v
eff(θ1)− veff(θ2))∆θ1k′(θ1). (4.14)
Its square ε[θ•p, θ•h]
2, which appears in the product of form factors in (4.4) as per (3.41),
is therefore proportional to (∆θ1)
2. The product of form factors in (4.4) also contains
the product fi(θ
1
p, θ
1
h, θ
2
p, θ
2
h)fj(θ
1
p, θ
1
h, θ
2
p, θ
2
h). The non-vanishing contributions come
from the first two terms in (3.49), which are thus four terms in the product. Using
(4.13), each of these is proportional to (∆θ1)
−2, which is therefore cancelled by the
(∆θ1)
2 in ε[θ•p, θ•h]
2. The integration over ∆θ1 against the delta function δ(ε[θ
•
p, θ
•
h])
can now be taken, and it provides an additional factor
1
|veff(θ1)− veff(θ2)| |k′(θ1)| .
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Putting all factors together, in particular using (3.49) and 2piσ1,2ρs(θ1,2) = k
′(θ1,2),
we find the DC matrix
(DC)ij =
ˆ
dθ1dθ2
2
ρp(θ1)(1− n(θ1))ρp(θ2)(1− n(θ2))|veff(θ1)− veff(θ2)|
×
(T dr(θ2, θ1)hdri (θ2)
σ2ρs(θ2)
− T
dr(θ1, θ2)h
dr
i (θ1)
σ1ρs(θ1)
)(T dr(θ2, θ1)hdrj (θ2)
σ2ρs(θ2)
− T
dr(θ1, θ2)h
dr
j (θ1)
σ1ρs(θ1)
)
.
(4.15)
which leads to the diffusion kernel reported in section 4.3. Naturally, as there is a
single particle type, the signs σ in the above expression cancel out. We recall the
definition of the dressed scattering kernel,
T dr = (1− Tnσ)−1T. (4.16)
Notice that in (4.15), we used the fact that after integration over ∆θ2 the integrand
becomes regular, making the result an ordinary integral, such that no regularisation
scheme is needed.
4.2 Generalisation to arbitrary integrable models
Result (4.15) has been derived using the particle-hole form factor expansion, and thus
it holds in the context of integrable models with fermionic excitations. It has also
been derived explicitly with the understanding that there is a single quasiparticle
type (and with a choice of positive parity). It is simple to propose its extension to
integrable models with arbitrary number of quasiparticle types and arbitrary quasi-
particle statistics, thus including classical integrable models. We provide arguments
for the validity of this in quantum models with many string lengths in Appendix G,
and check the proposal against the known classical hard rod result in Appendix H.
Recall from Remark 1 of subsection 3.1 that it is a simple matter in TBA and
Euler-scale GHD to take into account many quasiparticle types: one then simply
replaces each rapidity integral by the combination of a rapidity integral and a sum
over quasiparticle types, ˆ
dθ 7→
∑
a
ˆ
dθ. (4.17)
Further, the natural generalisation to models with different statistics is obtained by
analogy with the formulae for correlation functions and Drude weights, making the
replacement (see [101] for further remarks)
1− n(θ) 7→ f(θ) = −d
2F()/d2
dF()/d
∣∣∣
=(θ)
. (4.18)
Therefore, the general formula is expected to be
(DC)ij =
∑
a,b
ˆ
dθ1dθ2
2
ρp;a(θ1)fa(θ1)ρp;b(θ2)fb(θ2)|veffa (θ1)− veffb (θ2)|
×
( T drb,a(θ2, θ1)hdri;b(θ2)
σbρs;b(θ2)
− T
dr
a,b(θ1, θ2)h
dr
i;a(θ1)
σaρs;a(θ1)
)(T drb,a(θ2, θ1)hdrj;b(θ2)
σbρs;b(θ2)
− T
dr
a,b(θ1, θ2)h
dr
j;a(θ1)
σaρs;a(θ1)
)
.
(4.19)
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In this expression, recall that σa is the sign of the parametrisation for quasiparticle
type a,
σa = sgn(k
′
a(θ)), (4.20)
which enters, for instance, into the relation between k′a(θ) and ρs;a(θ):
k′a(θ) = 2piσaρs;a(θ). (4.21)
We recall that it is always possible to choose a parametrisation where σa = 1 for all
a. It is a simple matter to see that formula (4.19) is reparametrisation invariant.
In many models, it is possible to choose a parametrisation such that T is sym-
metric, in which case T dr also is. In this case, the formula simplifies to
(DC)ij =
∑
a,b
ˆ
dθ1dθ2
2
ρp;a(θ1)fa(θ1)ρp;b(θ2)fb(θ2)|veffa (θ1)− veffb (θ2)|
×
[
T dra,b(θ1, θ2)
]2( hdri;b(θ2)
σbρs;b(θ2)
− h
dr
i;a(θ1)
σaρs;a(θ1)
)( hdrj;b(θ2)
σbρs;b(θ2)
− h
dr
j;a(θ1)
σaρs;a(θ1)
)
(4.22)
(T symmetric).
As mentioned, this is valid in the XXZ chain, in the Lieb-Liniger model, in the hard
rod gas, and in many other field theories, and nontrivial parities occur in the gapless
regime of the XXZ chian at roots of unity [112] and in fermionic models like the
Fermi-Hubbard chain [113].
4.3 Diffusion kernel and Markov property
From the above result, it is possible to extract the integral kernel Da,b(θ, α) for the
diffusion matrix D ji . Using the dual integral-kernel form,
(DC)ij = (hi,DChj) =
∑
a,b
ˆ
dθdαhi;a(θ)(DC)a,b(θ, α)hj;b(α), (4.23)
and writing as usual n, f , ρs, σ and 1 as diagonal integral kernels, we define the
integral kernel D˜ via
DC = (1− σnT )−1ρsσD˜σnf(1− TTnσ)−1. (4.24)
Since from (3.37) we have
C = (1− σnT )−1ρpf(1− TTnσ)−1, (4.25)
we find
D = (1− σnT )−1ρsσD˜σρ−1s (1− σnT ). (4.26)
Using (4.24) with (4.19), we can extract the diffusion kernel, which can be written in
the form:
1
2
D˜a,b(θ, α) = δa,bδ(θ − α)w˜a(θ)− W˜a,b(θ, α). (4.27)
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The off-diagonal elements of this kernel can be interpreted as the effects of interpar-
ticle scatterings with different velocities,
W˜a,b(θ, α) =
1
2
ρp;a(θ)fa(θ)
T dra,b(θ, α)T
dr
b,a(α, θ)
ρs;a(θ)2
|veffa (θ)− veffb (α)|, (4.28)
while the diagonal part, w˜(θ) can be seen as the effective variance for the quasiparticle
fluctuations with rapidity θ inside the local stationary state, caused by the random
scattering processes (see also [66])
w˜a(θ) =
1
2
∑
b
ˆ
dαρp;b(α)(1− nb(α))
(
T dra,b(θ, α)
ρs;a(θ)
)2
|veffa (θ)− veffb (α)|. (4.29)
where the ratio T dra,b(θ, α)/ρs;a(θ) can be thought as the average displacement of the
quasiparticle of type a due to multiple scattering processes with all the other quasi-
particles present in the local stationary state. Clearly, under reparametrisation, the
kernels D˜(θ, α) and W˜ (θ, α) are both scalars in θ and vector fields in α, the function
w˜(θ) is a scalar, and the kernel D(θ, α) is a vector field in θ and a scalar in α.
If T is symmetric, then we can write
w˜a(θ) = ρs;a(θ)
−2∑
b
ˆ
dα W˜b,a(α, θ)ρs;b(α)
2. (4.30)
In this case, the operator D is a Markov operator with respect to the measure dpa(θ),
which can be interpreted, much like in the hard rod case [64,72,80,142], as describing
the random exchange of velocities among the quasiparticles under collisions. Indeed,
in this case ∑
a
ˆ
dθ p′a(θ)Da,b(θ, α) = 0, (4.31)
which can be seen either by combining (4.30) with (4.27), or directly by choosing
hi;a(θ) = p
′
a(θ) in (4.22): with the latter, we immediately find (for any parity) that
(DC)ij = 0 using (p
′)dra (θ) = k′a(θ) = 2piσaρs;a(θ), and since this holds for all hj;b(θ),
it implies (4.31). The Markov property (4.31) implies the lack of diffusion for the
conserved quantity corresponding to this choice of ha(θ).
As mentioned in section 2.5, this sum rule – the lack of diffusion – follows from
Galilean or relativistic invariance as then the current of mass (energy) is the mo-
mentum density, and agrees with the general argument, explained in Remark 4 of
section 3.1, according to which for any model where there is a parametrisation mak-
ing T symmetric, the diffusion associated to the charge corresponding to p′(θ) must
be zero. In particular, it is the case in the XXZ spin chain, where the energy current
is a conserved density, implying the absence of no energy diffusion in the chain.
5 GHD Navier-Stokes equation, entropy increase, linear
regime
In this section, we derive consequences of the form of the diffusion kernel found in the
previous section. We write the Navier-Stokes equation corresponding to it in various
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forms, prove that this leads to entropy production, analyse its linear regime, and apply
these to the Lieb-Liniger model as an explicit example. For lightness of notation, we
restrict ourselves to the case of a single quasiparticle type and a symmetric differential
scattering phase (3.5), but all results can be generalise by following the principles
discussed in Remarks 1 and 2 of subsection 3.1.
5.1 Navier-Stokes GHD equation for the quasiparticle densities and
occupation numbers
The expression (3.28) for the currents in terms of the root densities, allows to write
directly the Navier-Stokes equation for the density of quasi-particles
∂tρp + ∂x(v
effρp) = ∂xN , N = 1
2
D∂xρp, (5.1)
where as usual we see ∂xρp as a vector in the space of spectral functions, and the
diffusion operator D of eq. (4.26) as an integral operator acting on this space. We
shall write this equation for the occupation numbers n(θ) = ρp(θ)/ρs(θ). We will
show that this can be expressed in terms of the diffusion kernel introduced in eq.
(4.27), as
∂tn+ v
eff∂xn =
1
ρs
(1− nT )∂xN = 1
2ρs
(1− nT )∂x
(
(1− nT )−1ρsD˜∂xn
)
. (5.2)
Since the full solution to this equation is technically very involved it is useful to
consider the so-called linear regime, where we can neglect second and higher powers
of (∂xn) (for instance, if n(θ;x, t), in addition to being smooth, stays close to some
equilibrium value neq(θ)). In this limit equation (5.2) reduces to the equation
∂tn+ v
eff∂xn =
1
2
D˜∂2xn+O((∂xn)
2) (5.3)
that simply account for diffusion spreading on top of the ballistic propagation of the
quasiparticles with their effective velocities.
In order to derive equation (5.2), first, we show that
(1− nT )N = 1
2
ρsD˜∂xn. (5.4)
Using the Bethe equations Tρp = ρs − p′/2pi we find
(1− nT )∂xρp = ∂xρp − n∂x(Tρp) = ρp∂x log n, (5.5)
and combined with
(1− nT )N = 1
2
ρsD˜ρ
−1
s (1− nT )∂xρp (5.6)
this shows (5.4). We are then in position to arrive at the following equation for the
distribution n:
∂tn+ v
eff∂xn =
1
ρs
(1− nT )∂xN . (5.7)
31
To prove this relation we recall that, for any parameter α on which n depends, we
have the following identity
∂α
(
n(1− Tn)−1
)
= (1− nT )−1∂αn(1− Tn)−1. (5.8)
Therefore we find
2pi∂tρp = ∂t
(
n(1− Tn)−1p′
)
= (1− nT )−1∂tn(1− Tn)−1p′, (5.9)
and similarly for 2pi∂x
(
veffρp
)
= ∂x
(
n(1− Tn)−1E′), so we have from (5.1)
(1− nT )−1∂tn(p′)dr + (1− nT )−1∂xn(E′)dr = 2pi∂xN , (5.10)
and therefore
∂tn+ v
eff∂xn =
2pi
(p′)dr
(1− nT )∂xN , (5.11)
which shows (5.7) using (p′)dr = 2piρs.
5.2 Entropy increase due to diffusion
It is a well established notion in classical hydrodynamic theory that the diffusion
terms in the Navier-Stokes equation breaks time-reversal symmetry. This is most
clearly shown by constructing a function of the hydrodynamic state, expressed as
an integral over local states, which is strictly increasing with time. This function
then has the usual interpretation as the total entropy of all fluid cells, expressed as
an integral over an entropy density. The fact that the total entropy of fluid cells
increase with time is of course not in contradiction with the underline unitary (de-
terministic) evolution of the system. Indeed, the total entropy of the system, say
the von Neumann entropy of the whole system’s density matrix, is invariant under
time evolution; however by separation of scales, it should be, intuitively, composed of
the total entropy of local fluid cells plus the entropy stored in large-scale structures.
Because of diffusion, entropy stored in large-scale structures passes to microscopic
scales (large-scale structures are smoothed out, reducing the large-scale configuration
space). Thus, each fluid cell sees its entropy increase. See also the related recent
discussions on entropy and related concepts in isolated systems [143–145].
In the specific case of GHD, each fluid cell is specified by the densities of quasi-
particles ρp(θ;x, t). Following (3.2), the entropy of a fluid cell at position x, t is given
by the formula
s(x, t) =
ˆ
dθ ρs(θ;x, t)g(n(θ;x, t)). (5.12)
The function g(n) depends on the statistics of the quasiparticles, and is given by
(3.10). The solution of this equation is specified up to terms of zeroth and first
powers of n, which do not affect total entropy variations. One can show that in the
Fermionic case the Yang-Yang [115] formula is recovered,
s = −
ˆ
dθ ρs (n log n+ (1− n) log(1− n)) , (5.13)
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in the bosonic case that of [146] is obtained
s = −
ˆ
dθ ρs (n log n− (1 + n) log(1 + n)) , (5.14)
in the case of classical particles one finds the usual classical entropy,
s = −
ˆ
dθ ρsn log n, (5.15)
and the correct classical field entropy is found in the case of radiative modes,
s =
ˆ
dθ ρs log n. (5.16)
If the fluid cell’s state is described by a GGE, then expression (5.12) is exactly the
density per unit length of the GGE’s von Neumann entropy [147, 148]. As discussed
in subsection 3.2, at the Euler scale, local states are described by GGEs, and thus
in this case s(x, t) is the von Neumann entropy, per unit length, of the reduced
density matrix (or marginal distribution) of the fluid cell at x, t. However, beyond
the Euler scale, the GGE description of local states is not valid any more, as the GGE
form of averages of local observables if generically modified by derivative (diffusive)
terms. In this case it is not clear if s(x, t) is equal to the von Neumann entropy of
the reduced density matrix of fluid cells. Yet, we now show that the total entropy
S(t) =
´
dx s(x, t) associated to this entropy density is strictly increasing with time
under the Navier-Stokes equation (5.1). In this sense, s(x, t) can be interpreted as an
entropy density of the local fluid cell.
At Euler scale the local entropy s(x, t) satisfies a continuity equation [149, 150],
namely
∂ts+ ∂xj
(1)
s = 0 (5.17)
with the Euler-scale entropy current given by
j(1)s (x, t) =
ˆ
dθ veffρsg(n). (5.18)
This means that, in systems of finite extent (where the entropy density vanishes
beyond this extent), the total entropy S(t) =
´
dx s(x, t) is preserved, dS(t)/dt = 0.
We now introduce the Navier-Stokes terms, and we show that the total entropy S(t)
increases with time.
For simplicity we introduce G(n) = g(n)/n and write
s =
ˆ
dθ ρpG(n). (5.19)
Extracting the terms involving N in equations (5.2) and (5.1), and using (5.4), we
find
∂ts+ ∂xj
(1)
s
=
ˆ
dθ
[
G(n)∂xN + ρpG′(n)
(
1
ρs
(1− nT )∂xN
)]
= −∂xj(2)s −
ˆ
dθ (2G′(n) + nG′′(n))∂xn(1− nT )N
= −∂xj(2)s −
1
2
ˆ
dθ (2G′(n) + nG′′(n))∂xn (ρsD˜ρ−1s )ρs ∂xn, (5.20)
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where the correction to the entropy current given by diffusive terms is
j(2)s = −
ˆ
dθ
[NG(n) + nG′(n)(1− nT )N ] . (5.21)
Now we note that 2G′(n) + nG′′(n) = g′′(n) = −1/(nf) (the last equation obtained
using (3.11) and (4.18)), and we find
∂ts+ ∂x(j
(1)
s + j
(2)
s ) =
1
2
ˆ
dθ
ˆ
dα
∂xn(θ)
n(θ)f(θ)
ρs(θ)D˜(θ, α)∂xn(α). (5.22)
Therefore, using (4.24), the equation for the hydrodynamic evolution of the entropy
density can be more compactly written as
∂ts+ ∂x
(
j(1)s + j
(2)
s
)
=
1
2
(Σ,DCΣ) (5.23)
with the spectral functio Σ defined as (1 − Tn)−1Σ = ∂xn/(fn). As a consequence,
the total entropy S(t) is only conserved up to terms of order (∂xn(x, t))
2, and
dS(t)
dt
=
1
2
ˆ
dx (Σ,DCΣ)(x, t) ≥ 0 (5.24)
where the inequality follows from the positivity of the operator DC, which is clear
from the expression (4.19). It is a simple matter to see that, generically, the inequality
is actually strict. Further, we note that the entropy current is modified by terms of
order ∂xn(x, t) (an effect also known in the hard rod gas [64,72]), and given by
j(1)s + j
(2)
s =
ˆ
dθ
(
ρs(θ)g(n(θ))v
eff(θ)
−N (θ)G(n(θ))−
ˆ
dαn(θ)G′(n(θ)) (δ(θ − α)− n(θ)T (θ, α))N (α)
)
.
(5.25)
5.3 Solution of the partitioning protocol in the linear regime
One of the main application of the hydrodynamic equation (5.2) is the dynamics given
by a bi-partite initial state, namely when the initial state is chosen to be the tensor
product of two macroscopically different state. Such a non-equilibrium dynamics has
been studied extensively in the past years. The solution at the Euler scale in integrable
models is a continuum of contact singularities, one for each value of θ [49,151]. Such
singularities are a feature of the Euler scale, and are smoothed out at shorter space-
time scales by diffusive spreading effects, which, upon integration over θ, give rise to
1/
√
t corrections to local observables.
We here consider the equation (5.3) for the occupation numbers in the linear
regime
∂tn+ v
eff∂xn =
1
2
D˜∂2xn+O((∂xn)
2). (5.26)
We aim to solve this equation with step initial conditions given by
n(θ;x, 0) = nL(θ)Θ(−x) + nR(θ)Θ(x). (5.27)
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with nL ∼ nR. In the following we shall show that the solution of this equation up
to corrections of order t−1 at large times, is given by
n(θ;x, t) = nL(θ) + (nR(θ)− nL(θ))
1− erf
(√
1
4tw˜(θ)(tv
eff(θ)− x)
)
2
−
ˆ
dθ′∆n(θ, θ′)(nR(θ′)− nL(θ′)) +O(t−1), (5.28)
with erf(u) the error function and
∆n(θ, θ′) =
e− (x−tveff(θ))24w˜(θ)t√
4piw˜(θ)t
− e
− (x−tveff(θ′))2
4w˜(θ′)t√
4piw˜(θ′)t
 W˜ (θ, θ′)
veff(θ′)− veff(θ) . (5.29)
It is interesting to compare this solution with the one obtained in the standard ballistic
GHD case (obtained in the limit of zero diffusion w˜ → 0 and W˜ → 0), which reads
n(θ;x, t) = nL(θ) + (nR(θ)− nL(θ))Θ
(
tveff(θ)− x
)
, (5.30)
with the Heaviside theta function Θ(x). At each x, t there is a contact singularity
at θ∗, fixed by the condition veff(θ∗) = x/t. This is instead smoothed out by the
diffusive terms in (5.28). This on the other hand is not the only effect of diffusion:
the interparticle scatterings also lead to non-local changes in rapidities between n(θ)
and n(θ′). This leads to rearrangements of rapidities among particles due to the
off-diagonal elements W˜ (θ, θ′) of the diffusion kernel, that give the second term in
(5.28).
In order to arrive to (5.28) we use that we can solve the equation by Fourier
transform,
n(θ;x, t) = nL(θ) +
ˆ
dk
2pi
eikx
(
exp
[
−(ikveff + 1
2
k2D˜)t
]
nk
)
(θ). (5.31)
By neglecting the diffusion terms, there would be only a diagonal matrix −ikveff in
the exponential. The set of these matrices for all k all commute with each other, so
one could diagonalise them simultaneously. A possible basis of eigenvectors is given
by the vectors u(θ′; θ) = δ(θ − θ′) with eigenvalues kveff(θ′) and one decomposes
as nk(θ) =
´
dθ′Ck(θ′)u(θ′; θ) thus getting
´
dk
2pidθ
′ eikx−ikveff(θ′)tCk(θ′). The initial
condition then fixes the final solution as
nk(θ) =
nR(θ)− nL(θ)
ik
. (5.32)
Including the diffusion kernels, one is left, in the exponential, with the matrices
iveff(θ)δ(θ − α) + kD˜(θ, α)/2 (5.33)
for all k’s. These matrices do not commute with each other for different k’s, there-
fore we cannot find a set of eigenvectors that simultaneously diagonalise all of them.
Instead, we find, for each k, a set of k−dependent eigenvectors by first order pertur-
bation, keeping in mind that the propagator (5.33) is valid up to terms of order k3,
35
namely up to terms of order t−1 in the solution of equation (5.3). We then proceed
to express each nk(θ) as a linear combination on all the k-set: we search for vectors
satisfying(
(iveff+kw˜−kW˜ )(u(θ′)+k∆u(θ′))
)
(θ) = (λ(θ′)+k∆λ(θ′))(u(θ′; θ)+k∆u(θ′; θ))+O(k2),
(5.34)
where λ = iveff(θ′) + kw˜(θ′) and u(θ′; θ) = δ(θ′ − θ). We find
−kW˜ (θ, θ′) + k(iveff(θ) + kw˜(θ))∆u(θ′; θ)
= k∆λ(θ′)δ(θ′ − θ) + k(iveff(θ′) + kw˜(θ′))∆u(θ′; θ). (5.35)
This is solved as
∆u(θ′; θ) =
−W˜ (θ, θ′)−∆λ(θ′)δ(θ − θ′)
i(veff(θ′)− veff(θ)) + k(w˜(θ′)− w˜(θ)) . (5.36)
The condition of well-definiteness of the vector fixes the eigenvalue,
∆λ = −W˜ (θ, θ)dθ, (5.37)
which guarantees that the numerator is zero at the pole θ = θ′ of the denominator.
This means that the shift of eigenvalue is infinitesimal, and that the resulting shift of
vector ∆u(θ′; θ) is to be interpreted, under integration over θ′, as a principal value.
But since W˜ (θ, θ) = 0 there is no need for principal value integration, and ∆λ = 0.
Therefore we decompose as
nk(θ) = Ck(θ)−
ˆ
dθ′Ck(θ′)
kW˜ (θ, θ′)
i(veff(θ′)− veff(θ)) + k(w˜(θ′)− w˜(θ)) +O(k
2). (5.38)
The initial condition now fixes the coefficients as
Ck(θ) =
nR(θ)− nL(θ)
ik + 0+
− i
ˆ
dθ′
(nR(θ
′)− nL(θ′))W˜ (θ, θ′)
i(veff(θ′)− veff(θ)) + k(w˜(θ′)− w˜(θ)) +O(k).
(5.39)
The full solution is then given by
n(θ;x, t) = nL(θ) +
ˆ
dk
2pi
dθ′ eikx−iktv
eff(θ′)−k2tw˜(θ′)C(θ, θ′; k)
with
C(θ, θ′; k) = Ck(θ′)
[
δ(θ − θ′)− kW˜ (θ, θ
′)
i(veff(θ′)− veff(θ)) + k(w˜(θ′)− w˜(θ))
]
. (5.40)
By substituting the functions Ck and keeping only terms up to the order calculated
(because of the initial condition giving a 1/k, this means neglecting O(k2) terms),
one finds
n(θ;x, t) = nL(θ) +
ˆ
dk
2pi
eikx
[
e−iktv
eff(θ)−k2t(θ)w˜(θ)nR(θ)− nL(θ)
ik + 0+
−
ˆ
dθ′
(
e−iktveff(θ)−k2tw˜(θ) − e−iktveff(θ′)−k2tw˜(θ′)
)
(nR(θ
′)− nL(θ′))W˜ (θ, θ′)
veff(θ′)− veff(θ)
]
.
(5.41)
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Figure 2: Plot of the quasiparticle variance (5.47) multiplied by the inverse temper-
ature β = 1/T for a thermal homogeneous Lieb-Liniger gas with coupling c = 1 and
density n0 = 1. At small temperature it converges to an asymptotic function which
becomes equal to zero at the two Fermi points θ = ±θF in the limit β →∞.
The integration over k can now be trivially performed in terms of the error function
erf(u), giving
ˆ
dk
2pi
eikx−iktv
eff(θ)−k2tw˜(θ) 1
ik + 0+
=
1− erf
(√
1
4tw˜(θ)(tv
eff(θ)− x)
)
2
, (5.42)
which finally leads to equation (5.28).
5.4 Diffusion in the Lieb-Liniger Bose gas
The Lieb-Liniger Bose gas is a model that describes bosons on a line interacting
point-wise (here with mass m = 1/2) [152]
H =
N∑
j=1
∂2xj + 2c
N∑
i<j=1
δ(xi − xj), (5.43)
on a line of length L and where the coupling c can be taken both positive and negative
(attractive Bose gas). Below we consider the repulsive regime c > 0, where the TBA
formulation is simpler due to the absence of bound states. The model is Galilean
37
invariant and as a consequence the momentum is exactly given by the rapidity p(θ) =
θ with θ ∈ (−∞,+∞) (with this choice of parametrisation, the rapidity is related to
the velocity as v(θ) = 2θ). Transport of charges is always ballistic, with its Drude
weights written in [141]. However there are diffusive corrections on top of it, except
for the local density n0(x, t) =
´ +∞
−∞ dθρp(θ;x, t) whose diffusion matrix element is
zero, due to (4.31). It is interesting to compute the diffusion operator in the strong
coupling limit c→∞. In this limit the scattering kernel becomes a constant function
T (θ, α) =
1
pi
c
(θ − α)2 + c2 =
1
pic
+O(c−2). (5.44)
and moreover some different analytical results can be obtained [153, 154] for the
ground state proprieties of the gas. The diffusion kernel in this limits then becomes
D(θ, α) =
(
2
c
)2(
1 +
2n0
c
)−2 [(ˆ
dκρp(κ)(1− n(κ))|veff(θ)− veff(κ)|
)
δ(θ − α)
− ρp(θ)(1− n(θ))|veff(θ)− veff(α)|
]
, (5.45)
with the effective velocity given in this limit by
veff(θ) = v(θ) +
2
c
ˆ
dα
2pi
v(α)n(α) +O(c−2). (5.46)
It is interesting to notice that diffusion only take place at order c−2, as at order c−1
the quasiparticles are simply non-interacting dressed free fermionic particles [155].
Notice that the diffusion operator (5.45) becomes almost equivalent in this limit to
the one of a hard rod gas (H.7) up to the statistical factor f = 1−n in the case of the
Bose gas. The dressed velocity (5.46) corresponds exactly to the one of a hard-rod
gas with rod length a = −2/c. Therefore, as was noticed before [156, 157], the Lieb-
Liniger gas at large coupling positive c is completely analogous to a hard-rod gas of
particles at the Euler scales (albeit with negative rod lengths), but due to the explicit
dependence of diffusion from the statistics of the quasiparticles, the equivalence does
not hold at diffusive scales.
The quasiparticle variance (4.29)
w˜(θ) =
1
2
ˆ
dαρp(α)(1− n(α))
(
T dr(θ, α)
ρs(θ)
)2
|veff(θ)− veff(α)|. (5.47)
can be shown to be proportional the amplitude of the space fluctuations of the quasi-
particles around their average position, see [66]. In Fig. 2 we plot this quantity
for a thermal Lieb-Liniger gas at c = 1, particle density n0 = 1 and for different
temperatures.
6 Gapped XXZ chain and spin diffusion at half-filling
In this section we focus on the XXZ spin-1/2 chain, defined by the Hamiltonian
H =
L∑
j=1
(
1
2
(S+j S
−
j+1 + S
−
j S
+
j+1) + ∆S
z
jS
z
j+1
)
(6.1)
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Figure 3: Plot of the spin diffusion constant D00 = (D)Sz ,Sz for a gapped XXZ
chain at infinite temperature β = 0 and half-filling as given by (6.6) (black line) as
function of ∆. Red squared are data obtained by integrating the time-dependent
current-current correlator obtained from tDMRG simulations with a finite maximal
time from [35,91,92] and blue dots are the result of their extrapolation at large times,
see Appendix I. The large ∆ limit is given by 12 lim∆→∞D00 ' 0.424 and close to
∆ = 1 it diverges as ∼ (∆− 1)−1/2, signalling super-diffusive transport.
with the spin 1/2 operators S±,zj ≡ S±,z(j) at site j. We describe the physics of the
spin transport of the model at equilibrium, for example the dynamics observed when
two semi-infinite chains at thermal equilibrium with slightly different magnetizations
are joined together [91,98,142,158,159] or when the initial state is an equilibrium state
with a small local perturbation in the magnetization density, as done for example
with tDMRG numerical simulations in [91]. The observed spin dynamics can be
very different depending on the parameters of the system, namely the value of the
anisoptropy ∆ and the filling, i.e. the total magnetization of the state
Sz0 = lim
L→∞
L−1
L∑
j=1
〈Sz(j)〉. (6.2)
It is useful therefore to make here a short review of the different regimes for spin
transport in the XXZ chain at thermal equilibrium,
39
1. |∆| < 1, Sz0 ∈ (−1/2, 1/2) and |∆| ≥ 1, Sz0 6= 0: spin transport is ballistic with
diffusive corrections. The presence of a ballistic spin current at Sz0 = 0 is due
to the presence of extra conserved quantities in the regime |∆| < 1 which are
odd under spin flip on the whole chain [60, 97, 160, 161]. At finite Sz0 all the
other spin even (and parity odd) conserved quantities contribute to the spin
current [93, 162], since the state is not spin-flip invariant. The Drude weights
for the ballistic current were obtained in [39,94,158,163].
2. |∆| > 1, Sz0 = 0: spin transport is purely diffusive since there are no spin-flip
odd conserved charges besides the total magnetization Sz0 and therefore spin
Drude weight is zero, see for example [99]. Numerical and some analytical
analysis were provided in [35, 98, 164–167] and in the low temperature regime
some results were found within the low-energy field theory description [168–170].
However up to now a proof of diffusive dynamics at any finite temperatures was
missing and no closed formula for the diffusion constant was known.
3. ∆ = ±1, Sz0 = 0: spin transport at finite temperature is super-diffusive, namely
with an infinite diffusion constant and with zero Drude weight 6. This is sug-
gested by numerical simulations [98, 172], which show a dynamical exponent
z = 3/2 instead of the usual z = 2 characterizing diffusive transport, and by
some analytic results [99] which prove the divergence of the diffusion constant.
However an understanding of this phenomena remains elusive for now.
In reference [81] the first case was studied, namely the dynamics at |∆| < 1 and
half-filling Sz0 = 0. There we showed that by choosing a ∆ close to 1
−, the ballis-
tic dynamics slows down and the viscous terms become important, so that the full
Navier-Stokes corrections are necessary to describe the exact dynamics at intermedi-
ate times. We here instead focus on the gapped regime |∆| > 1 and we show that
transport is indeed purely diffusive on equilibrium states at half-filling. We define the
hydrodynamic local magnetization density as a function of a smooth space variable
x ∈ R, such that
〈Sz(j, t)〉
∣∣∣
j=x
≡ sz0(x, t) (6.3)
for any site j in the chain; this is valid when variations of sz0(x, t) occur on large dis-
tances. The same can be done for all the local conserved densities q(x, t). As showed
in the following sections, the hydrodynamic equation for the local magnetization reads
as
∂ts
z
0(x, t) + ∂x
(
veff∞ (x, t)s
z
0(x, t)
)
=
1
2
∂xD00(x, t)∂xs
z
0(x, t)
+
1
2
∂x
∞∑
j=1
D0j(x, t)∂x〈qj(x, t)〉, (6.4)
with the velocity veff∞ defined after equation (6.21) as the velocity of the largest quasi-
particle inside the reference state. In the limit of linear perturbation on top of a
half-filled equilibrium state (e.g. a thermal state), both the velocity veff∞ and the
6While this is true at thermal equilibrium [99], non-equilibrium states can display normal diffusion,
see for example [171].
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diffusion coefficients D0j with j > 0, evaluated on the reference state, vanish (in ac-
cordance with the absence of a finite spin Drude weight at half-filling [99]). Therefore
we obtain a standard diffusion equation for the local magnetization
∂ts
z
0(x, t) =
D00
2
∂2xs
z
0(x, t), (6.5)
where the diffusion constant D00 is a functional of the thermodynamic properties of
the reference state (e.g. its temperature). In the next sections we shall show, as
consequence of result (4.22), that the spin diffusion constant is exactly given as
D00
2
= w˜∞ ≡ 1
2
∞∑
b=1
ˆ pi/2
−pi/2
dαρp,b(α)(1− nb(α))|veffb (α)| (Wb)2 , (6.6)
with w˜∞ the variance (6.33) for the large-scale fluctuations of the bound state with
infinite size a =∞. The function
Wb = lim
a→∞
(
T dra,b(θ, α)/ρs,a(θ)
)
, (6.7)
which can be seen as the effective shift of the trajectory of the largest quasipartice
with a = ∞ when it scatters with the quasiparticle b, it is a constant function in
θ and α. Formula (6.6) is a direct consequence of our result (4.15) and therefore
it provides the exact spin diffusion constant of the model, provided the validity of
our conjecture on the poles of the form factors, see sec. 3.3. It can be numerically
evaluated, see Figure 3. In the infinite temperature limit T → ∞ it agrees with
another recent result [173] found at the same time as this paper appeared. Notice
that for reference states with vanishing particle or hole density ρp,a(θ)(1−na(θ)) = 0
the diffusion constant is zero. This is the case for example for the fully polarized
domain-wall state or other reference states that display sub-diffusive corrections to
ballistic spin transport, see [174].
In the following sections we shall review how to describe the thermodynamic limit
of the a gapped XXZ chain and arrive to the final result (6.6).
6.1 A reminder of the the thermodynamic limit of the XXZ chain
The gapped regime |∆| ≥ 1 is characterized by the presence of an infinite number
of bound states or strings and by a compact support for the rapidites in the model
θ ∈ [−pi/2, pi/2]. Due to the infinite number of strings, the dressing integral equations
hdra = [(1− Tn)−1]abhb can be recast into a factorized form, which is given by
hdri;a = di;a + s ∗ (hdri;a−1(1− na−1) + hdri;a+1(1− na+1)), (6.8)
with s(θ) = (2 cosh(ηθ))−1 and with ∗ denoting convolution operation f ∗ g =´ pi/2
−pi/2 f(u− v)g(v)dv. The driving function di;a(θ) depends on the type of conserved
quantity considered. Energy, momentum and all the other ultra-local (in contrast
with quasi-local) conserved quantities have drivings terms of the type
di;a = δa,1(1 + T11)
−1hi, (6.9)
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with hi the single-particle eigenvalue. Quasi-local conserved charges [95, 175, 176]
represent higher strings and their driving terms couple to larger strings, as di;a ∼ δa,s
with s > 1. The only conserved quantity which is not included in this set of families is
the spin magnetization q0 = L
−1∑
j S
z
j , which is orthogonal to all the other charges,
being the only spin-flip non invariant conserved operator. Its absolute value enters
the dressing (6.8) via the value of the asymptotic of the dressed functions (and,
equivalently, of the root densities), namely
lim
a→∞ a
−1 log hdri;a = −µ, (6.10)
where µ is the chemical potential associated to the magnetization charge q0.
Let us now consider a thermal state at finite temperature β and chemical potential
µ and analyse the infinite temperature limit. In the limit β → 0 the occupation
numbers can be expressed analytically and they are constants in θ [99, 112]
na(θ) =
sinhµ
sinh(µ(a+ 1))2
. (6.11)
In the limit µ → 0 also the root densities and the derivative of the energies take a
simple form
na(θ) =
1
(a+ 1)2
, (6.12)
ρp,a(θ) =
1
2
(a+ 1)−1
(
Ka(θ)
a
− Ka+1(θ)
a+ 2
)
, (6.13)
ε′a(θ) = −pi
s+ 1
2
(
K ′a(θ)
a
− K
′
a+2(θ)
a+ 2
)
, (6.14)
with the functions Ka(θ) defined with the notation ∆ = cosh η as
Ka(θ) =
sinh(ηa)
pi(cosh(ηa)− cos(2θ)) . (6.15)
From these expressions and from the ones at finite chemical potential one can notice
that all thermodynamic functions converge to constant function in θ at large string
number a, with deviation of order e−aη. Such constants also decay at large a for any
thermal state, not necessarily with infinite temperature, with the following different
behaviours at large a
ρp,a(θ) ∼
{
e−µa if µ > 0
1/a3 if µ = 0
, ρs,a(θ) ∼
{
const if µ > 0
1/a if µ = 0
, (6.16)
with a constant in front which is β−dependent. Moreover at thermal equilibrium the
velocities decay exponentially in a as [59,99]
veffa ∼ e−aη (6.17)
for any µ. The behavior of the dressed magnetization hdr0;a(θ) at finite temperature in
this limit is very non-trivial. We have
hdr0;a(θ) =
{
µ/3(a+ κ(β))2 +O(µ2) if a 1/µ
a if a 1/µ , (6.18)
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with κ(0) = 1 at infinite temperature, where the expression indeed reads [99]
lim
β→0
hdr0;a(θ) =
1
2
sinh(µ(a+ 1))
sinhµ
(
a
sinh(µa)
− (a+ 2)
sinh(µ(a+ 2))
)
, (6.19)
and it is easy from this expression to infer the behaviour (6.18).
6.2 Spin dynamics in the gapped XXZ chain
Given a reference equilibrium state |ρp,a〉, the eigenvalue of the local magnetization
sz0, namely h0;a(θ) = a, is such that only the asymptotic density of holes determine
the absolute value of the local magnetization
|sz0| =
1
2
−
∑
a≥1
ˆ pi/2
−pi/2
dθρp,a(θ)a = lim
a→∞ ρh,a ≡ ρh,∞, (6.20)
where ρh,∞ is indeed a constant in θ for all stationary states. This relation is due to
the recursive structure of the dressing ρp = n(1 − Tn)−1p′. It is easy to show that
such a structure leads to a telescopic sum in (6.20). The same relation is valid for
the absolute value of the expectation value of the spin current [59]
|¯jz0| =
∑
a≥1
ˆ pi/2
−pi/2
dθ ρp,a(θ)v
eff
a (θ)a = ρh,∞v
eff
∞ ≡ veff∞ |sz0|, (6.21)
with veff∞ = lima→∞ veffa (θ) is the local velocity of the largest bound state, namely the
one with infinite size a. The sign of the magnetization f, see [59], and of the spin cur-
rent is given by the choice of the reference state used to construct the thermodynamic
states and it is an information not contained in the set ρp,a. If the reference state is
the spin up ferromagnetic state | ↑ . . . ↑〉 then f = 1, otherwise one can also choose
the opposite state | ↓ . . . ↓〉 and have f = −1. Namely, given a choice of the reference
state, any state |ρp〉 can have either magnetization sz0 ∈ [0, 1/2] or sz0 ∈ [−1/2, 0].
Therefore a generic stationary state in the gapped regime ∆ ≥ 1 is specified by the
root densities and the magnetization sign f, namely by the set
|ρp,a, f〉, (6.22)
for any normalizable densities
∑
a≥1 a
´ pi/2
−pi/2 ρp,a(θ)dθ ≤ 1/2 and f = ±1. This is now
a complete set of states in the thermodynamic limit.
In [59] it was found that given an initial profile of magnetization that crosses zero
in some points, its sign f(x) evolves in time by a local continuity equation
∂tf(x, t) + v
eff
∞ (x, t)∂xf(x, t) = 0, (6.23)
where the equation is to be intended as an equation for the positions {xj0(t)} of the
zeros of the magnetization, since ∂xf(x, t) =
∑
j δ(x−xj0(t)). This simply means that
the zero of the magnetization are transported by the flow with x˙j0(t) = v
eff∞ (x
j
0(t), t).
Using |sz0|f = sz0, we arrive to equation (6.4) with the values of the local charges (even
under spin-flip) given as usual by the root densities
〈qi(x, t)〉 =
∑
a
ˆ pi/2
−pi/2
dθ ρp,a(θ;x, t)hi;a(θ) ∀i > 0. (6.24)
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6.3 Spin diffusion constant at half-filling
We consider the spin dynamics in the linear regime at half-filling, namely when the
total magnetization is zero Sz0 = 0. This limit is particularly important since the spin
ballistic current vanishes and the local magnetization evolves according to equation
(6.5), which is a purely diffusive dynamics. On the other hand this limit presents
numerous technical difficulties that we will here address and show how to compute
the diffusion constant in equation (6.6).
Due to the spin-flip symmetry of the reference state at half-filling, we find
(DC)0i = δi0(DC)00, (6.25)
with δij the Kronecker delta. This is due to the fact that all conserved charges with
i > 0 are invariant under a global spin flip transformation. Moreover for the same
reason we also find
C0i = δi0C00. (6.26)
We then conclude that the diffusion matrix evaluated on a half-filling state is diagonal
on the line corresponding to the magnetization charge and it can be then expressed
from one single element of the (DC) matrix as
lim
µ→0
D00 =
limµ→0(DC)00
limµ→0C00
. (6.27)
The spin susceptibility of a stationary state, defined as [114,141,177]
C00 = lim
L→∞
L−1
∑
j
〈Sz(j, t)Sz(0, 0)〉c (6.28)
is given by equation (3.37) trivially generalised to the presence of different strings
C00 =
∑
a≥1
ˆ pi/2
−pi/2
dθ ρp,a(θ)(1− na(θ))(hdr0;a(θ))2. (6.29)
Using the properties of the dressed spin (6.18) and of the root densities at finite
temperature and large a (6.16), one easily realizes that the limit µ→ 0 and the sum
over the infinite number of strings do not commute. This can be seen as follows:
due to (6.18) the contributions from the first strings vanishes in this limit and only
large strings are relevant, namely the ones with a & 1/µ. Note that we cannot
simply substitute hdr0;a(θ) → a, following (6.18), and use limµ→0 ρp,a ∼ a−3, the root
distributions at half-filling, as the sum would reduce to
lim
µ→0
C00 '
∑
a1/µ
ˆ pi/2
−pi/2
dθ ρp,a(θ)(1− na(θ))a2, (6.30)
which is a logarithmically diverging sum. Instead, for a & 1/µ, the root distribution
ρp,a does not take its half-filling form, and still is exponentially convergent as ρp,a ∼
e−µa. The clearest way is to perform the sum over the string types in (6.29) with
a finite chemical potential µ, and only then the limit µ → 0 can be taken. In the
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infinite temperature limit β → 0 one finds this way the expected finite result for the
half-filling state
lim
µ→0
lim
β→0
C00 = lim
µ→0
lim
β→0
∑
a≥1
ˆ pi/2
−pi/2
dθ ρp,a(θ)(1− na(θ))(hdr0;a(θ))2 = 1/4. (6.31)
Notice also that since na → 0 at large a the contribution of the statistical factor 1−na
is irrelevant for such computation and it could be set to 1 from the start (clearly only
when we are interested in the half-filling limit at µ = 0).
Let us now compute the spin diffusion constant by computing limµ→0(DC)00. It
is useful to decompose the computation between the contribution to the diffusion
constant given by the diagonal part of the diffusion kernel and the one given by the
off-diagonal one, see eq. (4.24) and (4.27). Then we have (DC)00 = (DC)
diag
00 +
(DC)off−diag00
lim
µ→0
(DC)diag00 = limµ→0
2
∑
a≥1
ˆ pi/2
−pi/2
dθ w˜a(θ)ρp,a(θ)(1− na(θ))
(
hdr0;a(θ)
)2
, (6.32)
with the functions w˜a(θ) defined previously in (4.29), should be indeed seen as the
variance for the fluctuations of the trajectory of each quasiparticle with rapidity θ
and string type a, due to the scattering processes with all the quasiparticles present
inside the reference state
w˜a(θ) =
1
2
∞∑
b=1
ˆ
dαρp,b(α)(1− nb(α))
(
T dra,b(θ, α)
ρs,a(θ)
)2
|veffa (θ)− veffb (α)|. (6.33)
One finds that the limit of large string number, this function is a finite constant,
namely
lim
a→∞ w˜a(θ) = w˜∞, (6.34)
given in equation (6.6), and it converges to the asymptotic value exponentially fast
in the string length a, namely w˜a(θ) = w˜∞ +O(e−aη). Now, since the sum over a in
(6.32) in the limit µ→ 0 is over a & 1/µ one recovers the same summation as in the
calculation of the spin susceptibility (6.29)
lim
µ→0
∑
a≥1
ˆ pi/2
−pi/2
dθ w˜a(θ)ρp,a(θ)(1− na(θ))
(
hdr0;a(θ)
)2
= 2w˜∞ lim
µ→0
∑
a1/µ
ˆ pi/2
−pi/2
dθρp,a(θ)(1− na(θ))
(
hdr0;a(θ)
)2
= 2w˜∞ lim
µ→0
C00, (6.35)
where we used that, if a & 1/µ in the limit µ→ 0, we can simply substitute w˜a → w˜∞
inside the sum. Let us now consider the contribution from the off-diagonal part of
the diffusion kernel
lim
µ→0
(DC)off−diag00 = − limµ→0
∑
a,b≥1
ˆ pi/2
−pi/2
dθdαhdr0;a(θ)ρp,a(θ)(1− na(θ))
×
[
T dra,b(θ, α)
]2
ρs,a(θ)ρs,b(α)
|veffa (θ)− veffb (α)|ρp,b(α)(1− nb(α))hdr0;b(α). (6.36)
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The contribution can only be finite in the limit limµ→0 if the sum over the strings types
at µ = 0 diverges at large a, b, so that the limit and the sum cannot be commuted, as
it is the case for the diagonal case (6.32). Let us then analyse the asymptotic b→∞
behaviour at fixed a. The dressed scattering kernel T dra,b decays at large b with the
same power as the density of states
T dra,b(θ, α) ∼ b−1. (6.37)
Therefore we find that the sum decays as 1/b3 and that the same is true for the sum
over a at fixed b. The sum also converges if one sums over a and with b ∼ a due
to the exponential vanishing of the effective velocities. Therefore the sum in (6.36)
converges if we bring the limit µ → 0 inside the sum, which implies that the sum
and the limit can be exchanged, giving a vanishing contribution at half-filling from
the off-diagonal parts limµ→0(DC)
off−diag
00 = 0. We can then finally conclude that the
diffusion constant of half-filling stationary states is given by
1
2
lim
µ→0
D00 =
limµ→0(DC)
diag
00
limµ→0C00
= w˜∞. (6.38)
7 Conclusion
In this paper we have shown that there exists a large-scale description of the non-
equilibrium dynamics of generic integrable models that also accounts for diffusive and
dissipative effects. We derived the hydrodynamic theory from a gradient expansion
of the expectation values of the local currents, which allows us to obtain hydrody-
namic equations of Navier-Stokes type. In order to compute the diffusion matrix for a
generic stationary state we employed the so-called form factor expansion to evaluate
the necessary dynamical correlation functions of current operators. Such expansion
directly connects the generalised Navier-Stokes equation to the presence of scatter-
ing processes among the quasiparticles, which are responsible for the decay of the
current-current correlator and therefore for the presence of finite diffusion constants.
Moreover we showed that the diffusion constants of the model are entirely given by
two-body scatterings among quasiparticles, while higher scattering processes only de-
termine sub-leading time scales. We presented an exact expression for the diffusion
matrix which applies to any integrable model with a thermodynamic description in
terms of quasiparticles. In particular we computed the spin diffusion constant for a
XXZ spin chain at finite temperature, which constituted a long-standing open prob-
lem. We believe our expression can give new insights into the timely problem of
computing diffusion constants in many-body systems, see for example [145].
This paper provides a comprehensive description of the recently developed gener-
alised hydrodynamics with diffusive terms, and opens the way to a number of future
directions. First, our work shows how to compute the dynamical correlation func-
tions in the thermodynamic limit via quasiparticle excitation processes. While in the
current work we only employed a restricted part of the whole spectral sum, one may
think of extending it to include higher particle-hole numbers and to fully determine
the thermodynamic form factors of local conserved densities or current operators.
This would give access to the full collision integrals for the quasiparticles, therefore,
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in a sense, leading to a new “generalised Boltzmann equation” for interacting inte-
grable models.
The exact results for the diffusion constant of a XXZ chain, and the possible ex-
tension to several other model such as the Fermi-Hubbard model, can now provide
a perfect playground to test numerical methods. The state of the art in numerical
techniques, at the present, seem unable to reach the time scales necessary to fully
reconstruct the diffusive dynamics of the system, although some recent developments
are encouraging [70]. This will constitute a future challenge for the community work-
ing on numerical algorithms for many-body systems.
The divergence of the spin diffusion constant in a XXZ chain in the Heisenberg
limit motivates the study of possible super-diffusive transport dynamics in integrable
models with isotropic interactions [99]. The origins of such super-diffusive behaviour,
and the connections with integrability, are at the present not understood and their
quest represents a clear direction to be taken in future researches.
The quasiparticle scattering processes introduced in this work can also, in prin-
ciple, be employed to characterize other physical phenomena, such as the presence
of integrability breaking terms in the Hamiltonian giving the time evolution, see for
example [178,179].
The small temperature limit expansion of the diffusion matrix can be studied and
possibly compared with field theoretical techniques that can access the low energy
spectrum of microscopic model, see for example [165, 180]. This would give new
insights into which types of interactions one need to include in the low-energy field
theoretical description in order to describe the diffusive dynamics.
Finally it would be necessary to rule out the possible existence of slow decoherence
modes which are not included in the hydrodynamic theory. While some recent works
seem to point out that under some mild assumption in quantum many-body systems
these modes are absent at diffusive scales [145], a rigorous proof of such statement in
interacting integrable model is still lacking, with some results only available in free
fermionic theories [86].
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A A direct proof of the sum rule (2.13)
We start with the right-hand side of (2.13) and simply use the conservation laws and
space and time translation invariance:
ˆ t
0
ds
ˆ t
0
ds′
ˆ
dx 〈ji(x, s)jj(0, s′)〉c
= −
ˆ t
0
ds
ˆ t
0
ds′
ˆ
dxx∂x〈ji(x, s)jj(0, s′)〉c
=
ˆ t
0
ds
ˆ t
0
ds′
ˆ
dxx∂s〈qi(x, s)jj(0, s′)〉c
=
ˆ t
0
ds′
ˆ
dxx〈(qi(x, t)− qi(x, 0))jj(0, s′)〉c
= −
ˆ t
0
ds′
ˆ
dxx〈(qi(0, t)− qi(0, 0))jj(x, s′)〉c
=
ˆ t
0
ds′
ˆ
dx
x2
2
∂x〈(qi(0, t)− qi(0, 0))jj(x, s′)〉c
= −
ˆ t
0
ds′
ˆ
dx
x2
2
∂s′〈(qi(0, t)− qi(0, 0))qj(x, s′)〉c
= −
ˆ
dx
x2
2
〈(qi(0, t)− qi(0, 0))(qj(x, t)− qj(x, 0))〉c
= −
ˆ
dx
x2
2
〈(qi(x, t)− qi(x, 0))(qj(0, t)− qj(0, 0))〉c
=
ˆ
dx
x2
2
(
Sij(x, t) + Sij(x,−t)− 2Sij(x, 0)
)
. (A.1)
B A proof of the equation of motion (2.19)
By the conservation laws, it is immediate that
∂tSij(x, t) + ∂x〈ji(x, t)qj(0, 0)〉c = 0. (B.1)
Let us now evaluate the two-point function 〈ji(x, t)qj(0, 0)〉c using the hydrody-
namic expansion (2.9). For this purpose, we combine two assumptions. First, the
main assumption of hydrodynamics, that all local averages at time t are completely
determined by the knowledge of {q¯(x, t) : x ∈ R, i ∈ I}, that is,
〈o(x, t)〉 = O[q¯·(·, t)](x, t). (B.2)
Second, causality, that the state at time t is completely determined by that at any
given time s < t. This means that, for any given s, the average current 〈ji(x, t)〉 at
a later time t > s is a functional of {q¯(x, s) : x ∈ R, i ∈ I}. In what follows, we first
assume t > 0 and take s = 0.
By standard linear response arguments, small perturbations of the state at time
0 will introduce, in the average 〈ji(x, t)〉, local observables at time 0. Since the state
is determined by all conserved densities, it is expected that there be perturbations
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that insert conserved densities. Let us define parameters βj(x) which exactly play
this role:
δ〈o(y, t)〉
δβj(x)
= 〈o(y, t)qj(x, 0)〉c. (B.3)
At the Euler scale, we may understand the state at time 0, where each fluid cell has
maximised entropy with respect to the available conserved charges, to be of the form
exp
[´
dx
∑
j βj(x)qj(x)
]
. This reproduces (B.3). We assume that at the diffusive
scale, there also exist perturbations of homogeneous states described by βj(x) such
that (B.3) holds.
Applying (B.3) and the principles of hydrodynamics, we can simply use the chain
rule in order to obtain (2.19):
〈ji(x, t)qj(0, 0)〉c = δ¯ji(x, t)
δβj(0)
(B.4)
=
ˆ
dy
∑
k
δ¯ji(x, t)
δq¯k(y, t)
δq¯k(y, t)
δβj(0)
=
ˆ
dy
∑
k
(
A ki δ(x− y)−
1
2
D ki ∂xδ(x− y)
)
〈qk(y, t)qj(0, 0)〉c
=
∑
k
(
A ki −
1
2
D ki ∂x
)
〈qk(x, t)qj(0, 0)〉c
where in the third line we used (2.9) and (2.20), and homogeneity of the state. Com-
bining with (B.1), we find (2.19).
Let us now consider negative times t < 0. In this case the above proof does not
hold, because we cannot assume that averages 〈o(y, t)〉 are completely determined
by {q¯(x, s) : x ∈ R, i ∈ I} for s > t (including s = 0). This is because beyond the
Euler scale, the hydrodynamic approximation of the time evolution is generically not
reversible: in particular, information is lost as time goes on, and later configurations
do not determine earlier configurations.
However, we can establish the following general symmetry relation:
〈ji(x, t)qj(0, 0)〉c = 〈qi(x, t)jj(0, 0)〉c. (B.5)
This is shown by evaluating the space derivative using the conservation laws and
using homogeneity and stationarity:
∂x〈ji(x, t)qj(0, 0)〉c = −∂t〈qi(x, t)qj(0, 0)〉c
= −∂t〈qi(0, 0)qj(−x,−t)〉c
= ∂x〈qi(0, 0)jj(−x,−t)〉c
= ∂x〈qi(x, t)jj(0, 0)〉c.
Therefore, the left- and right-hand side of (B.5) can only differ by a function of t.
Taking x→∞ and using clustering, this function must be zero.
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We can now use (B.5) in order to perform a symmetric version of the derivation
(B.4), obtaining, for t < 0,
〈ji(x, t)qj(0, 0)〉c = 〈qi(0, 0)jj(−x,−t)〉c
=
∑
k
(
A kj +
1
2
D kj ∂x
)
〈qi(x, t)qj(0, 0)〉c.
Note how the summation is over the index of the rightmost conserved density, instead
of the leftmost one, in 〈qi(x, t)qj(0, 0)〉c.
C Gauge covariance and gauge fixing by PT -symmetry
C.1 Gauge covariance
Let us first discuss the covariance of the hydrodynamics data under the redefinition
of the local charges via
qi(x, t)→ q′i(x, t) = qi(x, t) + ∂xoi(x, t). (C.1)
The Drude coefficients Dij and the Onsager matrix Lij are both invariant under
this gauge transformation, which is physically sound as they coded for the microscopic
ballistic and diffusive spreading of the correlation functions. Indeed, under the gauge
transformation qi(x, t)→ q′i(x, t) = qi(x, t) + ∂xoi(x, t), the current transform as
ji(x, t)→ j′i(x, t) = ji(x, t)− ∂toi(x, t). (C.2)
Hence, the integrand in the double integral
´ t
0 ds
´ t
0 ds
′ ´ dx 〈ji(x, s)jj(0, s′)〉c in equa-
tion (2.13) is modified by total derivative only, so that this double integral only
acquires boundary under gauge transformation. That is we get:
ˆ t
0
ds′
ˆ
dx
[
〈oi(x, t)jj(0, s′)〉c − 〈oi(x, 0)jj(0, s′)〉c
]
+
ˆ t
0
ds
ˆ
dx
[
〈ji(x, s)oj(0, t)〉c − 〈ji(x, s)oj(0, 0)〉c
]
+O(t0)
If oi(x, t) is a local conserved charge, then these terms vanish by global conservation
law. If not, by the hydrodynamic projection mechanism [72,101] only the part of the
operator projecting non-trivially on the conserved charges contribute at large time.
Hence, these boundary terms produce O(t0) contribution and thus do not contribute
to the leading terms in (2.14).
Of course the coefficients D kj are not invariant under this gauge transformation
because the local charges are modified hence their dynamical equations. Under the
gauge transformations (C.1,C.2), the charge and current expectations are modified
according to
q¯i(x, t)→ q¯′i(x, t) = q¯i(x, t) + ∂xo¯i(x, t), j¯i(x, t)→ j¯′i(x, t) = j¯i(x, t)− ∂to¯i(x, t).
In the hydrodynamic approximation, o¯i(x, t) = Oi[q¯·(x, t)] at the Euler scale (which
is sufficient at the order of the derivative expansion we are dealing with). Using the
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chain rule to compute ∂to¯i(x, t) and ∂xo¯i(x, t), one then gets that Fi is invariant and
D ji transforms as
D ji → D′ ji = Di − 2
∑
k
[
A ki
∂Ok
∂q¯j
− ∂Oi
∂q¯k
A jk
]
C.2 Gauge fixing
Consider PT -symmetry as defined in subsection 2.4.
We first show that there is a unique choice of a “proper” gauge, under the gauge
transformation (2.28), such that (2.30) holds. The proper gauge transformations are
those which preserve reality of the local conserved densities: we will simply ask that
the local observables oi(x, t) in (2.28) have real averages in homogeneous, stationary,
maximal entropy states.
First, assuming PT -symmetry, we have (2.29):
Tqi(x, t)T
−1 = qi(−x,−t) + ∂xai(−x,−t). (C.3)
By the fact that T is an involution, applying (C.3) twice we obtain
∂x
(
Tai(x, t)T
−1 − ai(−x,−t)
)
= 0. (C.4)
Let us define q′i(x, t) = qi(x, t) + ∂xoi(x, t). Then
Tq′i(x, t)T
−1 = q′i(−x,−t) + ∂x
(
Toi(x, t)T
−1 + oi(−x,−t) + ai(−x,−t)
)
. (C.5)
Choosing
oi(x, t) = −ai(x, t)
2
(C.6)
and using (C.4), this shows (2.30).
Second, we show that oi(x, t) has real averages. The only local observables that
are independent of space are those proportional to the identity operator, thus eq.(C.4)
implies Tai(x, t)T
−1 = ai(−x,−t) + ci1. On the one hand, the involution property
and anti-unitarity of T shows that ci must be purely imaginary. On the other hand,
by shifting ai(x, t) by a pure imaginary constant times 1, the imaginary part of ci
can be made to vanish. Hence
Tai(x, t)T
−1 = ai(−x,−t). (C.7)
Taking into account the fact that the anti-unitary transformation T changes averages
to their complex conjugate, we therefore obtain Im(〈ai(x, t)〉) = 0 in maximal entropy
states, and thus Im(〈oi(x, t)〉) = 0. This shows that there is a proper gauge choice
leading to (2.30).
Finally, in order to show uniqueness, assume Tqi(x, t)T
−1 = qi(−x,−t) and
T(qi(x, t)+∂xo˜i(x, t))T
−1 = qi(−x,−t)−∂xo˜i(−x,−t). This implies that there exists
c˜i such that To˜i(x, t)T
−1 = −o˜i(−x,−t)+c˜i1. By a shift, c˜i can be made purely imag-
inary, and we find Re(〈o˜i(x, t)〉) = 0. Thus this is not a proper gauge transformation.
Hence the proper gauge choice is unique.
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We second show that we can choose the currents to be PT -invariant, (2.31). In-
deed, the choice of new currents given by j′i(x, t) = ji(x, t)−∂toi(x, t) satisfies the con-
servation law ∂tq
′
i(x, t)+∂xj
′
i(x, t) = 0, which implies ∂x
(
Tj′i(x, t)T
−1 − j′i(−x,−t)
)
=
0. As a consequence, there exists c′i such that Tj
′
i(x, t)T
−1 = j′i(−x,−t) + c′i1. By a
similar argument as that leading to (C.7), we conclude that we can shift the currents
by appropriate constants so that c′i = 0.
D An alternative derivation of the current formula
Our analysis of the single-particle-hole form factors also gives a new proof of equation
(3.18) for the expectation values of the currents on a GGE.
Consider
Bij =
ˆ
dx〈ji(x, t)qj(0, 0)〉c = −∂〈ji〉
∂βj
(D.1)
where 〈ji〉 is the average current in a GGE. Clearly, the conserved densities qi(x, t)
are operators that are linear functionals of the one-particle eigenvalues hi(θ). As a
consequence of the conservation laws, so are the currents ji(x, t), hence so are their
averages in GGEs, 〈ji〉. Therefore, we may write 〈ji〉 =
´
dθ ρp(θ)w(θ)hi(θ) for some
state-dependent function w(θ). Hence we have
∂βj 〈ji〉 =
ˆ
dθ ∂βj (ρp(θ)w(θ))hi(θ). (D.2)
On the other hand we can insert a resolution of particle-hole identity inside the
correlator in (D.1). Only the one particle-hole states contribute, because of the
integration over x and conservation law for the charges (3.40) and (3.41), by the
same reasons as in section 3.4. In the one particle-hole sector, the integration on x
forces the rapidities of the hole and the particle to be equal. Using (3.36), the single
particle-hole contribution then yields
Bij =
ˆ
dθρp(θ)(1− n(θ))veff(θ)hdri (θ)hdrj (θ), (D.3)
where veff(θ) is given by the ratio (3.20), and occurs by evaluating [ε(θp)−ε(θh)]/[k(θp−
θh] at θp = θh. Finally, completeness of the set of functions hi(θ) and equality of
(D.2) and (D.3) gives a set of first-order βj-differential equations for w(θ). One can
check that one solution is indeed the effective velocity,
w(θ) = veff(θ). (D.4)
Assuming that this solution is unique, this proves the equation (3.18) for the expec-
tation values of the currents on a generic GGE state. Recall that the values used
for the one particle-hole form factors at equal particle-hole rapidities are only a con-
sequence of the thermodynamic Bethe ansatz (see subsection 3.3). Hence the present
derivation gives a proof that is independent from assumptions on form factors.
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E Solving T dr for an XXZ chain in the gapped regime
The equation for the dressed scattering - in the presence of strings - is
T dra,b(θ, θ
′)−
∑
c
Ta,c(θ, α)nc(α)T
dr
c,b(α, θ
′) = Ta,b(θ, θ′), (E.1)
which can be rewritten in the usual factorized form as
T drab − s ? (T dra−1,b(1− na−1) + T dra+1,b(1− na+1)) = s(δa−1,b + δa+1,b), (E.2)
with the kernel
s(θ) =
1
2 cosh ηθ
, (E.3)
with ∆ = cosh η. Let us denote the generalized coefficients f
(b)
a
f (b)a − s ? (f (b)a−1(1− na−1) + f (b)a+1(1− na+1)) = sδab. (E.4)
Then
T drab = f
(b−1)
a + f
(b+1)
a with f
(b−1)
0 = 0. (E.5)
For b = 1 equation (E.4) is the equation for the density of states ρs,a. Higher b
correspond to higher-spin generalizations of the density of states. Solving numerically
the equations for f
(b)
a is a very non-trivial task. One indeed needs to truncate the
number of string to a finite number amax to solve them numerically. While for any
fixed b the equations (E.4) can be solved similarly to the equations for the density of
states, at larger b the solution become less and less accurate, as the driving term sδab
gets closer to the largest string. At the moment we have not found an efficient way to
truncate the equations to obtain a precise result. The only case where it was possible
to exactly solve it is at infinite temperature β = 0, where the recursive relation can
be solved analitically for all b and also for all a (although it becomes increasingly
expensive at larger a).
F Thermodynamic limit of sums over excitations
In order to compute dynamical correlation functions in the thermodynamic limit, one
needs to perform a multiple integration over all possible values of the rapidites of the
particle-hole excitations. The form factors have however a pole singularity whenever
θip = θ
j
h and they are finite only when we consider only one single particle-hole n = 1
with θp → θh, when the form factor becomes indeed diagonal. Therefore we need to
be careful while rewriting the sums as integrals. The aim of this section is to show
how this can be done. Let us start with the finite size form of the correlation function
where we already neglect sub-leading corrections
〈o(x, t)o(0, 0)〉 =
∞∑
m=0
1
m!2
m∏
j=1
 1
L
∑
θjp
1
L
∑
θjh

〈ρp|oi|{θ•p, θ•h}〉〈{θ•p, θ•h}|oj |ρp〉eixk[θ
•
p,θ
•
h]−itε[θ•p,θ•h]. (F.1)
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The sum over particle and holes rapidites transforms into a product of integrals under
a proper regularization. The idea is to write the sum over the holes as a complex
integral over all the values that the holes rapidites can take for a finite (but large) L
using the following counting function for each hole
Q(θh) = L
ˆ θh
−∞
ρp(u)du. (F.2)
Notice that in the thermodynamic limit all the correlation functions computed on
any discretization of the state are all equivalent. Let us focus first on the sum over
one of the holes, that we shall denote with θ1h ≡ θh. We denote
F (z) ≡ Fθ1p,...,θmp (z, θ2h, . . . , θmh ) = 〈ρp|oi|{θ•p, θ•h}〉〈{θ•p, θ•h}|oj |ρp〉eixk[θ
•
p,θ
•
h]−itε[θ•p,θ•h]
∣∣∣
θ1h=z
,
(F.3)
and with a help of Q(θ1h) we can write the sum over all the values of hole rapidity θ
1
h
as
1
L
∑
θ1h
F (θ1h) =
∑
Ij
˛
Ij
dz
F (z)Q′(z)
e2piiQ(z) − 1
=
(ˆ
R−i
−
ˆ
R+i
)
F (z)Q′(z)
e2piiQ(z) − 1dz − 2pii
∑
j
Residue
∣∣∣
z=θjp
F (z)Q′(z)
e2piiQ(z) − 1 ,
(F.4)
where the first integrals are taken on a single contour including the poles in Q(z) =
integers where integers are all the possible quantum numbers of the hole (a valid
discretization of the state at finite L). In the second step we modified the sum over
all these contours in the integral over the line above and below the real axes. In
order to do that we need to subtract the poles of the form factors that we do not
want to include in the sum, namely the sum over the residues of F at the positions
of the particles. Let us now consider the thermodynamic limit L → ∞ of the first
contribution. The real part of 2piiQ(z − i) is positive and proportional to L, and
therefore ˆ
R−i
F (z)Q′(z)
e2piiQ(z) − 1dz → 0. (F.5)
Using that Q′ = Lρp +O(1) we then arrive in the thermodynamic limit to
1
L
∑
θ1h
F (θ1h)→
ˆ
R+i
F (z)ρp(z)dz − lim
L→∞
2pii
∑
j
Residue
∣∣∣
z=θjp
F (z)ρp(z)
e2piiQ(z) − 1 . (F.6)
The final regularized integral can be written as the Hadamard finite part of the
integralˆ
R+i
F (z)ρp(z)dz =
 
R
F (z)ρp(z)dz−ipi
∑
j
Residue
∣∣∣
z=θjp
[
F (z)ρp(z)
]
(F.7)
with the finite part taken with respect to each pole at any particle position θjp and
defined as 
dθ
f(θ)
(θ − α)2 = lim→0+
(ˆ α−
−∞
dθ
f(θ)
(θ − α)2 +
ˆ +∞
α+
dθ
f(θ)
(θ − α)2 −
2f(α)

)
. (F.8)
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It remains to discuss the contributions from the residues at the positions of the par-
ticles. After having summed also on the particle positions these will be some regular
contributions to add to the form factors expansion. Therefore we can always define
shifted form factors to include also those contributions. For example for the case
of two particle-hole excitations we can always shift the form factor with an analytic
function F˜θ1p,θ2p(θ
1
h, θ
2
h) = Fθ1p,θ2p(θ
1
h, θ
2
h) + Rθ1p,θ2p(θ
1
h, θ
2
h) such that the integrated func-
tion Rθ1p,θ2p(θ
1
h, θ
2
h) cancels exactly the contributions from the residues in (F.6) and
(F.7) (and does not affect the kinematic poles of Fθ1p,θ2p(θ
1
h, θ
2
h)). This brings us to
conclude that there is always a proper choice of form factors such that the sum over
excitations can be regularized simply via the Hadamard integral
1
L
∑
θ1p,θ
2
p
1
L
∑
θ1h,θ
2
h
Fθ1p,θ2p(θ
1
h, θ
2
h)
→
ˆ
dθ1pdθ
2
pρh(θ
1
p)ρh(θ
2
p)
 
dθ1hdθ
2
hρp(θ
1
h)ρp(θ
2
h)F˜θ1p,θ2p(θ
1
h, θ
2
h), (F.9)
with the same logic applying to higher particle-hole excitations. A similar result can
be found in [137].
G Diffusion matrix with different particle types
Result (4.15) has been derived using the particle-hole form factor expansion, with the
understanding that there is a single quasiparticle type (a single string length). We
now explain how to extend the derivation result to integrable models with arbitrary
number of quasiparticle types, in agreement with the proposed general result (4.19).
In general the rapidites describing a generic state in integrable models are not
only real and, in the thermodynamic limit, they form patterns on the complex plane
called strings, which can be interpreted as bound states. Strings are characterised by
their centre of mass rapidity θ
(a)
` with θ
(a)
` ∈ R, and their length ma, such that the
rapidities belonging to a string are given by
θ
(a)
i,` = θ
(a)
` + iκ(ma + 1− 2i) (G.1)
with i = 1, . . . ,ma, for some κ that depends on the model
7. In some system each
string can also carry a sign or parity σ associated to it, expressing the sign of the
derivative of its dressed momentum, see for example the gapless XXZ chain or the
Hubbard chain [113, 181]. For each string length, the centre of mass rapidities be-
comes dense on the real line, and therefore eigenstates can be described by densities of
string-centre rapidities, ρp,a(θ), where a runs over all the allowed types of strings (al-
lowed string lengths). The string centres and types are interpreted as quasiparticles’
rapidities and types. In this description, the quasiparticles scatter diagonally and
7In the gapless XXZ spin chain, when the anisotropy ∆ is chosen to be at the (so-called) roots of
unity values ∆ = cospin/m, due to the periodicity on the imaginary line of the scattering kernel, the
string expression should be generalized to θ
(a)
` + iκ(ma + 1− 2i) + ipi(1− va)/4 with the additional
parameters va = ±1 (to not be confused with the parity σa) determined by the choice of the integers
n,m, see for example [112].
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elastically, with two-body scattering amplitude obtained by summing the scattering
amplitudes between each elements of the two strings
logSa,b(θ
(a)
1 , θ
(b)
2 )
2pii
=
1
2pii
ma∑
i=1
nb∑
j=1
logS
(
θ
(a)
i,1 , θ
(a)
i,2
)
, (G.2)
In these cases, the natural generalisation of (4.15) is to replace each rapidity integral
by the combination of a rapidity integral and a sum over quasiparticle types as it
follows
(DC)ij =
∑
a,b
ˆ
dθ1dθ2
2
ρp;a(θ1)fa(θ1)ρp;b(θ2)fb(θ2)|veffa (θ2)− veffb (θ1)|
×
(
T dra,b(θ2, θ1)
)2 ( hdri;b(θ2)
σbρs;b(θ2)
− h
dr
i;a(θ1)
σaρs;a(θ1)
)( hdrj;b(θ2)
σbρs;b(θ2)
− h
dr
j;a(θ1)
σaρs;a(θ1)
)
(G.3)
with fa(θ) = 1 − na(θ). here the only non-trivial generalization is the presence of
the parity σa associated to the particle a, defined as k
′
a(θ) = 2piσaρs,a(θ), with the
momentum of the string given in (G.5) and with the dressing of the scattering kernel,
and all of the other thermodynamic functions, provided by
T dra,b = [(1− Tnσ)−1]a,cTc,b, (G.4)
with σ the vector of signs σa
8. We provide below an argument for the validity of this
generalisation for the diffusion operator in quantum integrable models.
In order to confirm the validity of formula (G.3) one should notice that the scat-
tering kernel Ta,b(θ, α), analogously to the scattering amplitude (G.2), is additive on
the string components and similarly, the dressed (and bare) energy and momentum
functions for the strings are also given by the sum of all the string components. Given
the string θ
(a)
i = θ
(a) + iκ(ma + 1− 2i) indeed one has for the string momentum and
energy
ka(θ
(a)) =
ma∑
i=1
k(θ
(a)
i ) (G.5)
εa(θ
(a)) =
ma∑
i=1
ε(θ
(a)
i ). (G.6)
This directly implies that all formulae of subsections 3.1 and 3.2, as well as (3.35),
hold by replacing the integral over rapidities into the sum over particle types a and
integral on the real parts ˆ
dθ →
∑
a
ˆ
dθ(a). (G.7)
This agrees with the general TBA structure used in GHD, see [49, 50]. Further, it
is clear that in the form factor expansion, one must also sum over string lengths,
8In the gapped spin XXZ chain all σa are equal to 1, however this is not the case in the gapless
regime at roots of unity [112] or in fermionic models like the Fermi-Hubbard chain [113]. These signs
also enter the description of the local stationary state also at Euler scale, see [50,114].
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as particle and hole excitations can be created for any string states: the presence
of strings introduces extra types of excitations on top of the length-1 particle-hole
excitations in the resolution of identity (3.30). In fact, in general, not only particle-
hole pairs with the same string length contribute, but also strings can be destroyed
and larger or smaller strings created (for example, two strings of size 1 can make a
string of size 2 or vice versa). Thus, the replacement (G.7) is to be applied also in
the form factor expansion (with the condition that total string lengths of particles
agree with that of holes for given form factor to be nonzero). As for the kinematic
pole conditions in subsection 3.3, we need to assume that formulae (3.40) and (3.41)
hold, and that poles can only occur, again, at coinciding particle and hole rapidities.
The explicit residues, when particle and hole types agree, are assumed to be given by
the natural generalisation of (3.49):
fi; a,b(θ
1
p, θ
1
h, θ
2
p, θ
2
h) =
T drb,a(θ
2
h, θ
1
h)h
dr
i; b(θ
2
h)
ρs;aσa(θ1h)k
′
b(θ
2
h)(θ
1
p − θ1h)
+
T dra,b(θ
1
h, θ
2
h)h
dr
i; a(θ
1
h)
ρs;b(θ
2
h)σbk
′
a(θ
1
h)(θ
2
p − θ2h)
+
T drb,a(θ
2
h, θ
1
h)h
dr
i; b(θ
2
h)
ρs;a(θ1h)σak
′
b(θ
2
h)(θ
2
p − θ1h)
+
T dra,b(θ
1
h, θ
2
h)h
dr
i; a(θ
1
h)
ρs;b(θ
2
h)σbk
′
a(θ
1
h)(θ
1
p − θ2h)
+ regular, (G.8)
where the presence of the parities σa, σb comes from the proper definition of the back-
flow function F , related to the dressed scattering kernel by (3.48) when parities are
non-trivial (see for example the supplementary material of [50]). With these, the
derivation of (4.15) carried out in section 4.1 can be done in the presence of different
types of strings. The kinematic constraints (4.5) for generic two-body scattering
processes then would read
ka(θ
1
p) + kb(θ
2
p) = kc(θ
1
h) + kd(θ
2
h), εa(θ
1
p) + εb(θ
2
p) = εc(θ
1
h) + εd(θ
2
h) (G.9)
with the extra condition for the conservation of the total particle number
ma +mb = mc +md. (G.10)
Due to the vanishing of the form factor with the total energy difference, as shown in
section 4.1, the only finite contributions to diffusion are the solutions of the kinematic
constrains that collapse the integral on the kinematic poles of the form factor, namely
when θip → θjh. Since generically dressed momenta and energies at a given rapidity
are different for different string types, it is not hard to check that the only solutions
are c = a and d = b, or c = b and d = a, that is, for coinciding-rapidity particle-hole
pairs with the same string type. The expression for the matrix (DC)ij in presence
the of generic types of particles generalises to eq. (G.3).
H Comparison with diffusion in the hard-rod gas
Hard rod gases are a special case of classical integrable systems [64,72,78,80,142,156,
182–186]. They are characterized by an ensemble of hard rod moving in one dimension
with velocities v. Whenever two rods collide, they exchange their velocities. In the
language of TBA, the quasiparticles are identified with the velocity tracers, following
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the centres of rods with a given velocity. When quasiparticles scatter, their positions
are displaced by a constant shift a, the length of the rod. The velocity v plays the
role of the rapidity θ and one can analogously define the local stationary state via
the local density of velocities
ρp(v;x, t). (H.1)
The scattering kernel of the gas is given by
T (v, v′) = − a
2pi
(H.2)
(the factor of 2pi is related to the choice of the phase-space integration measure
defining the ensemble, dpdx/(2pi)). As the quasiparticles are classical, the statistical
factor is simply f = 1 (the free energy function is F() = −e−). Given the form of the
scattering kernel and the classical statistics, the dressing of single-particle functions
take the form
hdr(v) = h(v)− aρ¯〈h〉, (H.3)
where ρ¯ =
´
dv ρp(v) and 〈h〉 =
´
dv h(v)ρp(v)/ρ¯. Therefore,
T dr(v, v′) = − a
2pi
(1− aρ¯). (H.4)
Also, one has
2piρs(v) = 1− aρ¯, (H.5)
and
veff(v) =
v − aρ¯〈h1〉
1− aρ¯ , h1(v) = v. (H.6)
We then consider our final general result (4.19) and we specialize to the hard rod gas
by using a single quasiparticle type (hence no type index), and setting f(v) = 1 and
T dr(v, v′) = − a2pi (1 − aρ¯). By Galilean invariance it is sufficient to consider states
with zero average velocities, 〈h1〉 = 0, and putting everything together, we find the
the operator DC(v, v′) in velocities space given by
DC(v, v′) = a2(1− aρ¯)−1 (δ(v − v′)r(v)ρp(v)− ρp(v′)ρp(v)|v − v′|) (H.7)
with
r(v) =
ˆ
dv′ρp(v′)|v′ − v|. (H.8)
This expression agrees with the one previously found in [64,72,80]. This confirms that
although derived in the quantum models, the expression (4.15) generalises to (4.19),
expressed in complete generality as a function of the differential scattering kernel
T (θ, α) and the statistical factor f(θ). We stress that, differently from the expression
of the effective velocity (3.19), the diffusion matrix (4.19) depends explicitly on the
statistical factor f and therefore classical and quantum models are expected to have
in general different diffusive dynamics.
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I Numerical evaluations of the spin diffusion constant
and tDMRG predictions
In Figure 3 we have plotted the diffusion constant of a XXZ chain at infinite temper-
ature β = 0 and for different values of ∆. This is indeed the only case where we were
able to solve numerically the equations for the dressed scattering kernel T dra,b, see E. We
find a finite value at ∆→∞ given by 12 lim∆→∞D00 ' 0.424, close to the value first
numerically predicted in [91]. We compare the solution with numerical data obtained
by simulating the dynamical correlator 〈jz0(j, t)jz0(0, 0)〉c with tDMRG up to some max-
imal time tmax in [35,91,92] and with the spin current j
z
0(j, 0) =
i
2 (S
+
j S
−
j+1−S−j S+j+1).
We find that these data only constitute a lower bound to the exact spin diffusion con-
stant as they are slightly smaller than our theoretical prediction. The discrepancy is
due to the time truncation, namely by defining the finite time diffusion constant as
D00(tmax)/2 =
∑
j
ˆ tmax
0
dt〈jz0(j, t)jz0(0, 0)〉c, (I.1)
we have
D00(tmax) ≤ D00(∞), (I.2)
since the correlator appears to be positive for any t ≥ 0 in this regime. In Figure 4
we plot the diffusion constant obtained by integrating over a maximal time tmax as
function of this. Since the correlator
∑
j〈jz0(j, t)jz0(0, 0)〉c is expected to decay at large
times t as a power law ∑
j
〈jz0(j, t)jz0(0, 0)〉c ∼ t−3/2, (I.3)
(compatible with the numerical data) the integrated one converges to the infinite
tmax value with corrections of order t
−1/2
max . We use the fitting function a + bt
−1/2
max to
extrapolate the numerical value of a and we find that this is in much better agreement
with our theoretical prediction (6.38). Finally we find that the diffusion constant
diverges in the limit ∆→ 1 as ∼ (∆− 1)−1/2, signaling super-diffusive behaviour, in
accord with recent predictions [99].
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Figure 4: Plot of the infinite temperature diffusion constant at finite time, defined
in equation (I.1) for a gapped XXZ chain at infinite temperature and half-filling at
∆ = 1.5 (Left) and ∆ = 3 (Right). Dots are obtained from tDMRG simulations
from [35, 91, 92] and the continuous line is a fitting function as a + t
−1/2
max b with a, b
fitting parameters.
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