Online linear optimization with the log-determinant regularizer by Moridomi, Ken-ichiro et al.
Online linear optimization with the
log-determinant regularizer
Ken-ichiro MORIDOMI ∗ Kohei HATANO†
Eiji TAKIMOTO‡
Abstract
We consider online linear optimization over symmetric positive semi-
definite matrices, which has various applications including the online col-
laborative filtering. The problem is formulated as a repeated game be-
tween the algorithm and the adversary, where in each round t the al-
gorithm and the adversary choose matrices Xt and Lt, respectively, and
then the algorithm suffers a loss given by the Frobenius inner product
of Xt and Lt. The goal of the algorithm is to minimize the cumulative
loss. We can employ a standard framework called Follow the Regularized
Leader (FTRL) for designing algorithms, where we need to choose an ap-
propriate regularization function to obtain a good performance guarantee.
We show that the log-determinant regularization works better than other
popular regularization functions in the case where the loss matrices Lt
are all sparse. Using this property, we show that our algorithm achieves
an optimal performance guarantee for the online collaborative filtering.
The technical contribution of the paper is to develop a new technique of
deriving performance bounds by exploiting the property of strong convex-
ity of the log-determinant with respect to the loss matrices, while in the
previous analysis the strong convexity is defined with respect to a norm.
Intuitively, skipping the norm analysis results in the improved bound.
Moreover, we apply our method to online linear optimization over vectors
and show that the FTRL with the Burg entropy regularizer, which is the
analogue of the log-determinant regularizer in the vector case, works well.
key words— Online matrix prediction, log-determinant, online collaborative
filtering
1 Introduction
Online predicion is a theoretical model of repeated processes of making deci-
sions and receiving feedbacks, and has been extensively studied in the machine
learning community for a couple of decades [1, 2, 3]. Typically, decisions are
formulated as vectors in a fixed set called the decision space and feedbacks as
functions that define the losses for all decision vectors. Recently, much atten-
tion has been paid to a more general setting where decisions are formulated
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as matrices, since it is more natural for some applications such as ranking and
recommendation tasks [4, 5, 6].
Take the online collaborative filtering as an example. The problem is for-
mulated as in the following protocol: Assume we have a fixed set of n users and
a fixed set of m items. For each round t = 1, 2, . . . , T , the following happens.
(i) The algorithm receives from the environment a user-item pair (it, jt), (ii)
the algorithm predicts how much user it likes item jt and chooses a number xt
that represents the degree of preference, (iii) the environment returns the true
evaluation value yt of the user it for the item jt, and then (iv) the algorithm suf-
fers loss defined by the prediction value xt and the true value yt, say, (xt− yt)2.
Note that, (iii) and (iv) in the protocol above can be generalized in the following
way: (iii) the environment returns a loss function `t, say `t(x) = (x− yt)2, and
(iv) the algorithm suffers loss `t(xt). The goal of the algorithm is to minimize
the cumulative loss, or more formally, to minimize the regret, which is the most
standard measure in online prediction. The regret is the difference between the
cumulative loss of the algorithm and that of the best fixed prediction policy in
some policy class. Note that the best policy is determined in hindsight, i.e.,
it depends on the whole feedback sequence. Now we claim that the problem
above can be regarded as a matrix prediction problem: the algorithm chooses
(before observing the pair (it, jt)) the prediction values for all pairs as an n×m
matrix, although only the (it, jt)-th entry is used as the prediction. In this per-
spective, the policy class is formulated as a restricted set of matrices, say, the
set of matrices of bounded trace norm, which is commonly used in collaborative
filtering [7, 8, 9, 10]. Moreover, we can assume without loss of generality that
the prediction matrices are also chosen from the policy class. So, the policy
class is often called the decision space.
In most application problems including the online collaborative filtering, the
matrices to be predicted are not square, which makes the analysis difficult.
Hazan et.al. [11] show that any online matrix prediction problem formulated
as in the protocol above can be reduced to an online prediction problem where
the decision space consists of symmetric positive semi-definite matrices under
linear loss functions. A notable property of the reduction is that the loss func-
tions of the reduced problem are the inner product with sparse loss matrices,
where only at most 4 entries are non-zero. Thus, we can focus on the online
prediction problems for symmetric positive semi-definite matrices, which we call
the online semi-definite programming (online SDP) problems. In particular we
are interested in the case where the problems are obtained by the reduction,
which we call the online sparse SDP problems. Thanks to the symmetry and
positive semi-definiteness of the decision matrices and the sparseness of the loss
matrices, the problem becomes feasible and Hazan et.al. propose an algorithm
for the online sparse SDP problems, by which they give regret bounds for var-
ious application problems including the online max-cut, online gambling, and
the online collaborative filtering [11]. Unfortunately, however, all these bounds
turn out to be sub-optimal.
In this paper, we propose an algorithm for the online sparse SDP problems
by which we achieve optimal regret bounds for those application problems.
To this end, we employ a standard framework called Follow the Regularized
Leader (FTRL) for designing and anlyzing algorithms [12, 13, 14, 15], where
we need to choose as a parameter an appropriate regularization function (or
regularizer) to obtain a good regret bound. Hazan et al. use the von Neumann
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entropy (or sometimes called the matrix negative entropy) as the regularizer
to obtain the results mentioned above[11], which is a generalization of Tsuda
et al. [16]. Another possible choice is the log-determinant regularizer, whose
Bregmann divergence is so called the LogDet divergence. There are many ap-
plications of the LogDet divergence such as metric learning [17] and Gaussian
graphical models [18]. However, the log-determinant regularizer is less popular
in online prediction and it is unclear how to derive general and non-trivial regret
bounds when using the FTRL with the log-determinant regularizer, as posed
as an open problem in [16]. Indeed, Davis et al. apply the FTRL with the log-
determinant regularizer for square loss and give a cumulative loss bound [17],
but it contains a data-dependent parameter and the regret bound is still unclear.
Christiano considers a very specific sub-class of online sparse SDP problems and
succeeds to improve the regret bound for a particular application problem, the
online max-cut problem [19]. But the problems he examines do not cover the
whole class of online sparse SDP problems and hence his algorithm cannot be
applied to the online collaborative filtering, for instance.
In this paper, we improve regret bounds for online sparse SDP problems by
analyzing the FTRL with the log-determinant regularizer. In particular, our
contributions are summarized as follows.
1. We give a non-trivial regret bound of the FTRL with the log-determinant
regularizer for a general class of online SDP problems. Although the bound
seems to be somewhat loose, it gives a tight bound when the matrices are
diagonal (which corresponds to the vector predictions).
2. We extend the analysis of Christiano in [19] and develop a new technique
of deriving regret bounds by exploiting the property of strong convexity
of the regularizer with respect to the loss matrices. The analysis in [19]
is not explicitly stated as in a general form and focused on a very specific
case where the loss matrices are block-wise sparse.
3. We improve the regret bound for the online sparse SDP problems, by which
we give optimal regret bounds for the application problems, namely, the
online max-cut, online gambling, and the online collaborative filtering.
4. We apply the results to the case where the decision space consists of
vectors, which can be reduced to online matrix prediction problems where
the decision space consists of diagonal matrices. In this case, the general
regret bound mentioned in 1 also gives tight regret bound.
2 Problem setting
We first give the notations and then describe the problem setting: the online
semi-definite programming problem (online SDP problem, for short).
2.1 Notations
Throughout the paper, a roman capital letter indicates a matrix. Let Rm×n,
SN×N , SN×N+ denote the set of m × n matrices, the set of N ×N symmet-
ric matrices, and the set of N ×N symmetric positive semi-definite matrices,
respectively.
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We write the trace of a matrix X as Tr(X) and the determinant as det(X).
We write the trace norm of X as ‖X‖Tr =
∑
i σi, the spectral norm as ‖X‖Sp =
maxi σi, and the Frobenius norm as ‖X‖Fr =
√∑
i σ
2
i , where σi is the i-th
largest singular value of X. Note that if X is positive semi-definite, then Tr(X) =
‖X‖Tr and σi is the i-th largest eigenvalue of X. The identity matrix is denoted
by E. For any positive integer m, we write [m] = {1, 2, . . .m}. We define the
vectorization of a matrix X ∈ Rm×n as
vec(X) = (XT∗,1, X
T
∗,2, . . . , X
T
∗,m)
T,
where X∗,i is the i-th column of X. For a vector x ∈ RN . diag(x) denote the
N ×N diagonal matrix X such that Xi,i = xi. For m × n matrices X and L,
X • L = ∑m,ni,j Xi,jLi,j = vec(X)Tvec(L) is the Frobenius inner product.
For a differentiable function R : Rm×n → R, its gradient ∇R(X) is the
m×n matrix whose (i, j)-th componet is ∂R(X)∂Xi,j , and its Hessian ∇2R(X) is the
mn×mn matrix whose ((i, j), (k, l))-th component is ∂2R(X)∂Xi,j∂Xk,l [20].
2.2 Online SDP problem
We consider an online linear optimization problem over symmetric semi-definite
matrices, which we call the online SDP problem. The problem is specified by a
pair (K,L), where K ⊆ SN×N+ is a convex set of symmetric positive semi-definite
matrices and L ⊆ SN×N is a set of symmetric matrices. The set K is called
the decision space and L the loss space. The online SDP problem (K,L) is a
repeated game between the algorithm and the adversary (i.e., an environment
that may behave adversarially), which is described as the following protocol.
In each round t = 1, 2, . . . , T , the algorithm
1. chooses a matrix Xt ∈ K,
2. receives a loss matrix Lt ∈ L from the adversary, and
3. suffers the loss Xt • Lt.
The goal of the algorithm is to minimize the regret Reg(T,K,L), defined as
Reg(T,K,L) =
T∑
t=1
Lt •Xt −
T∑
t=1
Lt •U,
where U = arg minX∈K
∑T
t=1 Lt •X is the best matrix in the decision set K that
minimizes the cumulative loss. The matrix U is called the best offline matrix.
2.3 Online linear optimization over vectors
The online SDP problem is a generalization of the online linear optimization
problem over vectors, which is a more standard problem setting in the literature.
For the “vector” case, the problem is described as the following protocol:
In each round t = 1, · · · , T , the algorithm
1. chooses xt ∈ K ⊂ RN+ ,
2. receives `t ∈ L ⊂ RN from the adversary, and
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3. suffers the loss xTt `t.
It is easy to see that the problem is equivalent to the online SDP problem (K′L′)
where K′ = {diag(x) | x ∈ K} and L′ = {diag(`) | ` ∈ L}. So, all the results for
the online SDP problem can be applied to the online linear optimization over
vectors.
3 FTRL and its regret bounds by standard deriva-
tions
Follow the Regularized Leader (FTRL) is a standard framework for designing
algorithms for a wide class of online optimizations (See, e.g., [14]). To employ
the FTRL, we need to specify a convex function R : K → R called the regular-
ization function, or simply the regularizer. For the online SDP problem (K,L),
the FTRL with regularizer R suggests to choose a matrix Xt ∈ K as the decision
at each round t according to
Xt = arg min
X∈K
(
R(X) + η
t−1∑
s=1
Ls •X
)
,
where η > 0 is a constant called the learning rate. Throughout the paper, we
assume for simplicity that all the regularizers R are differentiable.
The next lemma gives a general method of deriving regret bounds.
Lemma 3.1 (See, e.g., Theorem 2.11 of [14]). Assume that for some real num-
bers s, g > 0 and a norm ‖ · ‖ the following holds.
1. R is s-strongly convex with respect to the norm ‖·‖, i.e., for any X,Y ∈ K,
R(X) ≥ R(Y) +∇R(X) • (X−Y) + s
2
‖X−Y‖2,
or equivalently, for any X ∈ K and W ∈ RN×N ,
vec(W)T∇2R(X)vec(W) ≥ s‖W‖2.
2. Any loss matrix L ∈ L satisfies ‖L‖∗ ≤ g, where ‖ · ‖∗ is the dual norm of
‖ · ‖.
Then, the FTRL with regularizer R achieves
Reg(T,K,L) ≤ 2g
√
maxX,X′∈K(R(X)−R(X′))
s
T
for an appropriate choice of the learning rate η.
In the subsequent subsections, we give regret bounds for the FTRL with
popular regularizers. The first two are straightforward to derive from known
results.
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3.1 FTRL with the Frobenius norm regularization
The Frobenius norm regularization function is defined as R(X) = 12‖X‖2Fr, which
is the matrix analogue of the L2-norm for vectors. The FTRL with this regu-
larizer yields the online gradient descent (OGD) algorithm [15]. Since R is 1-
strongly convex with respect to ‖ ·‖Fr and the dual of ‖ ·‖Fr is ‖ ·‖Fr, Lemma 3.1
gives
Reg(T,K2,L2) ≤ ργ2
√
2T , (1)
where K2 = {X ∈ SN×N+ : ‖X‖Fr ≤ ρ} and L2 = {L ∈ SN×N : ‖L‖Fr ≤ γ2}.
3.2 FTRL with the entropic regularization
The entropic regularization function is defined as R(X) = Tr(X log X − X),
which is the matrix analogue of the unnormalized entropy for vectors. Slightly
modifying the proof in [11], we obtain the following regret bound for the FTRL
with this regularizer:
Reg(T,K1,L∞) ≤ 2τγ∞
√
T logN, (2)
where K1 = {X ∈ SN×N+ : ‖X‖Tr ≤ τ} and L∞ = {L ∈ SN×N : ‖L‖Sp ≤ γ∞}.
3.3 FTRL with the log-determinant regularization
The log-determinant regularization function is defined as R(X) = − ln det(X +
E) where  is a positive constant. This is the matrix analogue of the Burg
entropy −∑Ni=1 lnxi for vectors x whose Bregman divergence is the Itakura-
Saito divergence. The constant  stabilizes the regularizer to make the regret
bound finite. Unfortunately, it is unclear what norm is appropriate for mea-
suring the strong convexity of the log-determinant regularizer to obtain a tight
regret bound. In the next theorem, we examine the spectral norm and give
a (probably loose) regret bound for the online SDP problem (K∞,L1), where
K∞ = {X ∈ SN×N+ : ‖X‖Sp ≤ σ} and L1 = {L ∈ SN×N : ‖L‖Tr ≤ γ1}.
Theorem 3.1. The FTRL with the log-determinant regularizer with  = σ
achieves
Reg(T,K∞,L1) ≤ 4σγ1
√
TN ln 2. (3)
Proof. Below we show that R is (1/(4σ2))-strongly convex with respect to ‖·‖Sp
and R(X)−R(X′) ≤ N ln 2 for any X,X′ ∈ K. Since ‖ · ‖Tr is the dual norm of
‖ · ‖Sp and it is clear that ‖L‖Tr ≤ γ1 for any L ∈ L1, the theorem follows from
Lemma 3.1.
The strong convexity of the log-determinant can be verified by showing pos-
itive definiteness of the Hessian of R. The Hessian of R(X) = − ln det(X + E)
is ∇2R(X) = (X + E)−1 ⊗ (X + E)−1 where ⊗ denotes the Kronecker prod-
uct [21]. Since an eignvalue of A ⊗ B is the product of some eigenvalues of A
and B (see, e.g., [22]) and an eigenvalue of A−1 is the reciprocal of an eigen-
value of A, the minimum eigenvalue of ∇2R(X) is (‖X‖Sp + )−2. This implies
that ∇2R(X) − (σ + )−2E is positive semi-definite. In other words, for any
W ∈ RN×N ,
vec(W)T(∇2R(X)− (σ + )−2E)vec(W) ≥ 0.
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Rearranging this inequality and using the fact that vec(W)Tvec(W) = ‖W‖2Fr ≥
‖W‖2Sp, we get vec(W)T∇2R(X)vec(W) ≥ (σ + )−2‖W‖2Sp. This implies that
R is (1/(4σ2))-strongly convex with respect to ‖ · ‖Sp.
Next we give upper and lower bounds of R. Note that det(X + E) is the
product of all eigenvalues of X + E. Since, all the eigenvalues are positive
and the maximum of them is bounded by σ + , we have N ≤ det(X + E) ≤
(σ + )N = (2)N . So, maxX,X′∈K(R(X)−R(X′)) ≤ N ln 2.
Note that this result is not very impressive, because K∞ ⊆ K2 with ρ =
√
Nσ
and L1 ⊆ L2 with γ2 = γ1, and hence the FTRL with the Frobenius norm
regularizer has a slightly better regret bound for (K∞,L1).
In the following sections, we consider a special class of online SDP problems
(K,L) where K and L are further restricted by some complicated way. For such
problems, it is unlikely to derive tight regret bounds from Lemma 3.1.
4 Online matrix prediction and reduction to on-
line SDP
Before going to our main contribution, we give a more natural setting to de-
scribe various applications, which is called the online matrix prediction (OMP)
problem. Then we briefly review the result of Hazan et al., saying that OMP
problems are reduced to online SDP problems (K,L) of special form [11]. In
particular, the loss matrices in L obtained by the reduction are sparse. This
result motivates us to improve regret bounds for online sparse SDP problems.
An OMP problem is specified by a pair (W, G), where W ⊆ [−1, 1]m×n is
a convex set of matrices of size m × n and G > 0 is a positive real number.
Note that we do not require m = n or WT = W . The OMP problem (W, G) is
described as the following protocol: In each round t = 1, 2, . . . , T , the algorithm
1. receives a pair (it, jt) ∈ [m]× [n] from the adversary,
2. chooses Wt ∈ W and output Wt,(it,jt),
3. receives G-Lipschitz convex loss function `t : [−1, 1]→ R from the adver-
sary, and
4. suffers the loss `t(Wt,(it,jt)).
The goal is to minimize the following regret:
RegOMP(T,W) =
T∑
t=1
`t(Wt,it,jt)− min
U∈W
T∑
t=1
`t(Uit,jt).
The online max-cut, the online gambling and the online collaborative filter-
ing problems are instances of the OMP problems.
Online max-cut: On each round, the algorithm receives a pair of nodes
(i, j) ∈ [n]× [n] and should decide whether there is an edge between the nodes.
Formally, the algorithm chooses yˆt ∈ [−1, 1], which is interpreted as a ran-
domized prediction in {−1, 1}: predicts 1 with probability (1 + yˆt)/2 and −1
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with the remaining probability. The adversary then gives the true outcome
yt ∈ {−1, 1} indicating whether (it, jt) is actually joined by an edge or not. The
loss suffered by the algorithm is `t(yˆt) = |yˆt − yt|/2, which is interpreted as the
probability that the prediction is incorrect. Note that `t is (1/2)-Lipschitz. The
decision spaceW of this problem is the convex hull of the set C of matrices that
represent cuts, that is, C = {CA ∈ {−1, 1}n×n : A ⊆ [n]}, where CAi,j = 1 if
((i ∈ A) and (j /∈ A)) or ((i /∈ A) and (j ∈ A)), and CAi,j = −1 otherwise. Note
that the best offline matrix CA = arg minCA∈C
∑
t `t(Uit,jt) in C is the matrix
corresponding to the max-cut A in the weighted graph whose edge weight are
given by wij =
∑
t:(it,jt)=(i,j)
yt for every (i, j) [11]. This is the reason why the
problem is called online max-cut.
Online gambling: On each round, the algorithm receives a pair of teams
(i, j) ∈ [n] × [n], and should decide whether i is going to beat j or not in the
upcoming game. The decision space is the convex hull of all permutation matri-
ces WP ∈ {−1, 1}n×n, where WP is the matrix corresponding to permutation
P over [n] that satisfies WPi,j = 1 if i appears before j in the permutation P and
WPi,j = −1 otherwise.
Online collaborative filtering: We described this problem in Introduction.
We consider W = {W ∈ [−1, 1]n×m : ‖W‖Tr ≤ τ} for some constant τ > 0,
which is a typical choice for the decision space in the literature.
The next proposition shows how the OMP problem (W, G) is reduced to the
online SDP problem (K,L). Before stating the proposition, we need to define
the notion of (β, τ)-decomposablity of W.
For a matrix W ∈ W, let sym(W) =
[
0 W
WT 0
]
if W is not symmetric
(some W ∈ W is not symmetric) and sym(W) = W otherwise. Let p be the
order of sym(W), that is, p = m+n ifW is not symmetric and p = n otherwise.
Note that any symmetric matrix can be represented by the difference of two
symmetric and positive semi-definite matrices. For real numbers β > 0 and
τ > 0, the decision space W is (β, τ)-decomposable if for any W ∈ W, there
exists P,Q ∈ Sp×p+ such that sym(W) = P − Q, Tr(P + Q) ≤ τ and Pi,i ≤ β,
Qi,i ≤ β for every i ∈ [p].
Proposition 4.1 (Hazan et al. [11]). Let (W, G) be the OMP problem where
W ⊆ [−1, 1]m×n is (β, τ)-decmoposable. Then, the OMP problem (W, G) can
be reduced to the online SDP problem (K,L), where N = 2(m+ n) if W is not
symmetric and N = m = n otherwise, and
K = {X ∈ SN×N+ : ‖X‖Tr ≤ τ,∀i ∈ [N ], Xi,i ≤ β},
L = {L ∈ SN×N : ∀(i, j) ∈ [N ]× [N ], Li,j ≤ G,
|{(i, j) : Li,j 6= 0}| ≤ 4,
L2 is diagonal}.
Moreover, the regret of the OMP problem is bounded by that of the reduced online
SDP problem
RegOMP(T,W) ≤ 1
2
Reg(T,K,L).
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Note that the loss space L obtained by the reduction is very sparse: each
loss matrix has only 4 non-zero entries. Thus, we can say that for every L ∈ L,
‖L‖Fr ≤ 2G and ‖vec(L)‖1 ≤ 4G.
Hazan et al. also give a regret bound of the FTRL with the entropic regu-
larizer when applied to the online SDP problem (K,L) for K obtained by the
reduction above with a larger loss space L (thus applicable to the online OMP
problems).
Theorem 4.1 (Hazan et al. [11]). For the online SDP problem (K,L) where
K = {X ∈ SN×N+ : ‖X‖Tr ≤ τ,∀i ∈ [N ], Xi,i ≤ β},
L = {L ∈ SN×N : Tr(L2) ≤ γ,L2 is diagonal},
the FTRL with the entropic regularizer R(X) = Tr(X ln X−X) achieves
Reg(T,K,L) ≤ 2
√
βτγT lnN.
Combining Proposition 4.1 and Theorem 4.1, we can easily get regret bounds
for OMP problems.
Corollary 4.1. For the OMP problem (W, G), whereW ⊆ [−1, 1]m×n is (β, τ)-
decomposable, there exists an algorithm that achieves
RegOMP(T,K,L) = O(G
√
βτT ln(m+ n)).
Hazan et al. apply the bound to the three applications, for which the decision
classes W are all (β, τ)-docomposable for some β and τ [11]. More specifically,
the results are summarized as shown below.
Online max-cut: The problem is (1, n)-decomposable and thus has a regret
bound of O(G
√
nT lnn).
Online gambling: The problem is (O(lnn), O(n lnn))-decomposable and thus
has a regret bound of O(G
√
nT (lnn)3).
Online collaborative filtering: The problem is (
√
m+ n, 2τ)-decomposable
and thus has a regret bound of O(G
√
τT
√
m+ n ln(m+ n)), which is
O(G
√
τT
√
n lnn) if we assume without loss of generality that n ≥ m.
Christiano provides another technique of reduction from a special type of
OMP problems to a spcial type of online SDP problems, and apply the FTRL
with the log-determinant regularizer [19]. He then improves the regret bound
for the online max-cut problem to O(G
√
nT ), which matches a lower bound up
to a constant factor. However, the regret bound for online gambling is much
worse (O(Gn2
√
T )) and his reduction cannot be applied to online collaborative
filtering. It is worth noted that the loss matrices obtained by his reduction
are not just sparse but block-wise sparse, by which we mean non-zero entries
forming at most two block matrices, and seemingly his regret analysis depends
on this fact.
9
5 Main results
Motivated by the sparse online SDP problem reduced from an OMP problem,
we consider a specific problem (K˜, L˜), where
K˜ = {X ∈ SN×N+ : ‖X‖Tr ≤ τ,∀i ∈ [N ], Xi,i ≤ β},
L˜ = {L ∈ SN×N : ‖vec(L)‖1 ≤ g1},
and give a regret bound of the FTRL with the log-determinant regularizer. Note
that K˜ is the same as the one obtained by the reduction and L˜ is much larger
if g1 = 4G. By Proposition 4.1 the regret bound immediately yields a regret
bound for the OMP problem (W, G) for a (β, τ)-decomposable decision space
W, which turns out to be tigher than the one using the entropic regularizer
shown in Theorem 4.1.
Our analysis partly follows that of [19] with some generalizations. In partic-
ular, we figure out a general method for deriving regret bounds by using a new
notion of strong convexity of regularizers, which is implicitly used in [19]. First
we state the general theory.
5.1 A general theory
We begin with an intermediate bound known as the FTL-BTL (Follow-The-
Leader-Be-The-Leader) Lemma.
Lemma 5.1 (Hazan [12]). The FTRL with the regularizer R : K → R for an
online SDP problem (K,L) achieves
Reg(T,K,L) ≤ H0
η
+
T∑
t=1
Lt • (Xt −Xt+1), (4)
where H0 = maxX,X′∈K(R(X)−R(X′).
Thanks to this lemma, all we need to do is to bound H0 and Lt•(Xt−Xt+1).
Now we define the new notion of strong convexity. Intuitively, this is an
integration of the strong convexity of regularizers with respect to a norm and
the Lipschitzness of loss functions with respect to the norm..
Definition 5.1. For a decision space K and a real number s > 0, a regularizer
R : K → R is said to be s-strongly convex with respect to a loss space L if for
any α ∈ [0, 1], any X,Y ∈ K, and any L ∈ L,
R(αX + (1− α)Y)
≤ αR(X) + (1− α)R(Y)− s
2
α(1− α)|L • (X−Y)|2. (5)
The condition (5) is equivalent to the following condition [23]: for any X,Y ∈
K and L ∈ L,
R(X) ≥ R(Y) +∇R(Y) • (X−Y) + s
2
|L • (X−Y)|2. (6)
Note that the condition (6) has the same form as the condition of s-strong
convexity given in Lemma 3.1 except ‖X−Y‖ is replaced by |L • (X−Y)|.
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The following lemma gives a bound of the term Lt •(Xt−Xt+1) in inequality
(4) in terms of the strong convexity of the regularizer. The lemma is implic-
itly stated in [14] and hence is not essentially new. But we give a proof for
completeness since it is not very straighforward to show.
Lemma 5.2 (Main lemma). Let R : K → R be s-strongly convex with respect
to L for K. Then, the FTRL with the regularizer R applied to (K,L) achieves
Reg(T,K,L) ≤ 2
√
H0
s
for an appropriate choice of η.
Proof. By Lemma 5.1, it suffices to show that
Lt • (Xt −Xt+1) ≤ η
s
,
since the theorem follows by setting η =
√
sH0/T . In what follows, we prove
the inequality. First observe that any s-strongly convex function F with respect
to L satisfies
F (X)− F (Y) ≥ s
2
|L • (X−Y)|2 (7)
for any X ∈ K and any L ∈ L for Y = arg minX∈K F (X). To see this, we
use (6) (with replacement of R by F ) due to the strong convexity of F and
∇F (Y) • (X − Y) ≥ 0 (otherwise Y would not be the minimizer since we can
make a small step in the direction X−Y and decrease the value of F .) See the
proof of Lemma 2.8 of [14] for more detail.
Recall that the update rule of the FTRL is Xt+1 = arg minX∈K Ft(X) where
Ft(X) =
∑t
i=1 ηLi • X + R(X). Note that Ft is s-strongly convex with respect
to L due to the linearity of Li • X. Applying (7) to Ft and Ft−1 with L = Lt,
we get
Ft(Xt) ≥ Ft(Xt+1) + s
2
|Lt • (Xt −Xt+1)|2,
Ft−1(Xt+1) ≥ Ft−1(Xt) + s
2
|Lt • (Xt+1 −Xt)|2.
Summing up these two inequalities we get
ηLt • (Xt −Xt+1) ≥ s|Lt • (Xt −Xt+1)|2.
Dividing both side by Lt • (Xt −Xt+1) we get the desired result.
Note that Lemma 5.2 gives a more general method of deriving regret bounds
than the standard one given by Lemma 3.1. To see this, assume that the two
conditions of Lemma 3.1 hold. Then, Cauchy-Schwarz inequality says that
|L • (X−Y)| ≤ ‖L‖∗‖X−Y‖ ≤ g‖X−Y‖ for every L ∈ L and X,Y ∈ K, where
the second inequality is from the second condition. Thus, the first condition
implies the condition of Lemma 5.2 with s replaced by s/g2 as
R(X) ≥ R(Y) +∇R • (X−Y) + s
2
‖X−Y‖2
≥ R(Y) +∇R • (X−Y) + s
2g2
|L • (X−Y)2|.
Another advantage of using Lemma 5.2 is that we can avoid looking for appro-
priate norms to obtain good regret bounds.
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5.2 Strong convexity of the log-determinant regularizer
Now we prove the strong convexity of the log-determinant for our problem
(K˜, L˜) defined in the beginning of this section. The following lemma provides a
sufficient condition that turns out to be useful.
Lemma 5.3 (Christiano [19]). Let X,Y ∈ SN×N+ be such that
∃(i, j) ∈ [N ]× [N ], |Xi,j − Yi,j | ≥ δ(Xi,i +Xj,j + Yi,i + Yj,j).
Then the following inequality holds:
− ln det(αX + (1− α)Y)
≤ −α ln det(X)− (1− α) ln det(Y)− α(1− α)
2
δ2
72
√
e
.
The proof of this lemma is given in Appendix. Note that the original proof
by Christiano only gives the order of the lower bound of the last term of Ω(δ2).
So we give the proof with a constant factor.
The next lemma shows that the sufficient condition actually holds for our
problem (K˜, L˜) for δ = O(|L • (X−Y)|), which establishes the strong convexity
of the log-determinant regularizer. The lemma is a slight generalization of [19]
in that loss matrices are not necessarily block-wise sparse.
Lemma 5.4. Let X,Y ∈ SN×N be such that Xi,i ≤ β′ and Yi,i ≤ β′ for every
i ∈ [N ]. Then, for any L ∈ L˜, there exists (i, j) ∈ [N ]× [N ] such that
|Xi,j − Yi,j | ≥ |L • (X−Y)|
4g1β′
(Xi,i +Xj,j + Yi,i + Yj,j).
Proof. By Cauchy-Schwarz inequality,
|L • (X−Y)| ≤ ‖vec(L)‖1‖vec(X−Y)‖∞ ≤ g1 max
i,j
|Xi,j − Yi,j |.
Thus the lemma follows since Xi,i +Xj,j + Yi,i + Yj,j ≤ 4β′.
Applying Lemma 5.4 to X + E and Y + E for X,Y ∈ K˜ and β′ = β + ,
and then applying Lemma 5.3, we immediately get the following proposition.
Proposition 5.1. The log-determinant regularizer R(X) = − ln det(X + E) is
s-strongly convex with respect to L˜ for K˜ with s = 1/(1152√eg21(β + )2).
Combining this proposition with Lemma 5.2, we can derive a regret bound.
Theorem 5.1 (Main theorem). For the online SDP problem (K˜, L˜), the FTRL
with the log-determinant regularizer R(X) = − ln det(X + E) achieves
Reg(T,K,L) ≤ 175g1
√
βτT
for appropriate chioces of η and .
Proof. We know that R is s-strongly convex for s = 1/(1152
√
eg21(β + )
2) by
Proposition 5.1. It remains to give a bound on H0 = R(X0)−R(X1), where X0
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and X1 be the maximizer and the minimizer of R in K˜, respectively. Let λi(X)
be the i-th eigenvalue of X. Then,
R(X0)−R(X1) = − ln det(X0 + E) + ln det(X1 + E)
=
N∑
i=1
ln
λi(X1) + 
λi(X0) + 
≤
N∑
i=1
ln
(
λi(X1)

+ 1
)
≤
N∑
i=1
λi(X1)

=
Tr(X1)

=
‖X1‖Tr

≤ τ

.
Note that we use the inequality ln(x+ 1) ≤ x for −1 < x. Applying Lemma 5.2
with  = β, we get the theorem.
Since the OMP problem (W, G) for a (β, τ)-decomposable decision space W
can be reduced to the online SDP problem (K˜, L˜) with g1 = 4G, Proposition 4.1
implies the following regret bound for the OMP problem.
Corollary 5.1. For the OMP problem (W, G) where W ⊆ [−1, 1]m×n is (β, τ)-
decomposable, there exists an algorithm that achieves
RegOMP(T,W) = O(G
√
βτT ).
Note that the bound does not depend on the size (m or n) of matrices and
improves by a factor of O(
√
m+ n) from Corollary 4.1. Accordingly, we get
O(
√
lnn) improvements for the three application problems:
Online max-cut has a regret bound of O(G
√
nT ).
Online gambling has a regret bound of O(G lnn
√
nT ).
Online collaborative filtering has a regret bound of O(G
√
τT
√
n) for n ≥
m.
All these bounds match the lower bounds given in [11] up to constant factors.
5.3 The vector case
We can apply the results obtained above to the vector case by just restricting
the decision and loss spaces to diagonal matrices. That is, our problem (K˜, L˜)
is now rewritten as
K˜ = {diag(x) : x ∈ RN+ , ‖x‖∞ ≤ β, ‖x‖1 ≤ τ}, and
L˜ = {diag(`) : ` ∈ RN , ‖`‖1 ≤ g1},
and the log-determinant is a variant of the Burg entropyR(diag(x)) = −∑Ni ln(xi+
). Applying Theorem 5.1 to the problem, we have O(g1
√
βτT ) regret bound.
Curiously, unlike the matrix case, we can also apply the standard technique,
namely, Theorem 3.1 (with a slight modification), to get the same regret bound.
To see this, observe that ‖diag(x)‖Sp = ‖x‖∞ ≤ β for every diag(x) ∈ K˜, and
‖diag(`)‖Tr = ‖`‖1 ≤ g1 for every diag(`) ∈ L˜. These imply that K˜ ⊆ K∞ with
σ = β and L˜ ⊆ L1 with γ1 = g1. Moreover, as shown in the proof of Theo-
rem 5.1, we have maxX,X′∈K˜(R(X) − R(X′)) ≤ τ/. So, N ln 2 in Theorem 3.1
can be replaced by τ/, and hence we get a regret bound of 4g1
√
βτT .
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6 Conclusion
In this paper, we consider the online symmetric positive semidefinite matrix pre-
diction problem. We proposed a FTRL-based algorithm with the log-determinant
regularization. We tighten and generalize existing analyses. As a result, we show
that the log-determinant regularizer is effective when loss matrices are sparse.
Reducing online collaborative filtering task to the online SDP tasks with sparse
loss matrices, our algorithms obtain optimal regret bounds.
Our future work includes (i) imploving a constant factor in the regret bound,
(ii) applying our method to other online prediction tasks with sparse loss set-
tings including the “vector” case, (iii) developing a fast implementation of our
algorithm.
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*
A Proof of Lemma 5.3
In this appendix we give a proof of Lemma 5.3 by showing a series of definitions
and technical lemmas.
The negative entropy function over the set of probability distributions P over
RN is defined as H(P ) = Ex∼P [− lnP (x)]. The total variation distance between
probability distributions P and Q over RN is defined as 12
∫
x
|P (x)−Q(x)|dx.
The characteristic function of a probability distribution P over RN is defined
as φ(u) = Ex'P [eiu
Tx], where i is the imaginary unit.
The following lemma shows that the difference of the characteristic functions
gives a lower bound of the total variation distance.
Lemma A.1. Let P and Q be probability distribution over RN and φP (u),
φQ(u) be their characteristic functions, respectively. Then,
max
u∈RN
|φP (u)− φQ(u)| ≤
∫
x
|P (x)−Q(x)|dx.
Proof.
max
u∈RN
|φP (u)− φQ(u)| = max
u∈RN
∣∣∣∫
x
eiu
TxP (x)dx−
∫
x
eiu
TxQ(x)dx
∣∣∣
≤ max
u∈RN
∫
x
|eiuTx||P (x)−Q(x)|dx
≤
∫
x
|P (x)−Q(x)|dx
where we use the fact that |eiuTx| = 1 for every u ∈ RN .
The negative entropy function is strongly convex with respect to the total
variation distance.
Lemma A.2 (Christiano [19]). Let P and Q be probability distributions over
RN with total variation distance δ. Then,
H(αP + (1− α)Q) ≤ αH(P ) + (1− α)H(Q) + α(1− α)δ2.
In [19], the proof was given for only discrete entropies and the differential
entropies are regarded as the limit of the discrete entropies, but this assertion
is incorrect [24]. We fix the problem by considering the limit of the “difference”
of discrete entropies as described below. First we fix a discretization interval ∆.
As in Sec 8.3 of [24], for a continuous distribution P , we define its discretized
distribution P∆, and thus we can define the discrete entropy H(P∆). Then we
have H(P∆) = H(P )+ln ∆, and thus for two continuous distributions P and Q,
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lim∆→0
(
H(P∆) −H(Q∆)) converges H(P ) −H(Q). Using this, we can prove
this lemma.
The following lemma connects the entropy and the log-determinant.
Lemma A.3 (Cover and Thomas [24]). For any probability distribution P over
RN with 0 mean and covariance matrix Σ, its entropy is bounded by the log-
determinant of covariance matrix. That is,
H(P ) ≤ 1
2
ln(det(Σ)(2pie)N ),
where the equality holds if and only if P is a Gaussian.
We need the following technical lemma.
Lemma A.4. e−
x
2 − e− 1−x2 ≥ e−1/42 (1− 2x) for 0 ≤ x ≤ 1/2
Proof. Since the function f(x) = e−x/2 − e−(1−x)/2 is convex on 0 ≤ x ≤ 1/2,
its tangent at x = 1/2 always gives a lower bound of f(x). Hence we get
f(x) ≥ f ′(1/2)(x− 1/2) + f(1/2) = e−1/4(1− 2x)/2.
The following lemma provides us a relation between covariance matrices and
the total variation distance.
Lemma A.5 (Christiano [19]). Let G1 and G2 are zero-mean Gaussian distri-
butions with covariance matrix Σ and Θ, respectively. If there exists (i, j) ∈
[N ]× [N ] such that
|Σi,j −Θi,j | ≥ δ(Σi,i + Θi,i + Σj,j + Θj,j),
then the total variation distance between G1 and G2 is at least 112e1/4 δ.
The original proof by Christiano gives an asymptotic bound of the form of
Ω(δ). Now we give the proof with a constant factor.
Proof. By Lemma A.1, it is sufficient to derive a lower bound of the maximum
of difference between characteristic functions. In this case, the characteristic
functions of G1 and G2 are φ1(u) = e− 12uTΣu and φ2(u) = e− 12uTΘu, respec-
tively.
Let α1 = v
TΣv, α2 = v
TΘv,u = v√
α1+α2
. Then,
max
u∈RN
|φ1(u)− φ2(u)| ≥ max
v∈RN
∣∣∣e −α12(α1+α2) − e −α22(α1+α2) ∣∣∣
≥ max
v∈RN
∣∣∣ 1
2e1/4
α1 − α2
α1 + α2
∣∣∣.
Note that we use Lemma A.4 in the last inequality.
By the assumption, we have for some (i, j) that
δ(Σi,i + Θi,i + Σj,j + Θj,j) ≤ |Σi,j −Θi,j |
=
1
2
∣∣(ei + ej)T(Σ−Θ)(e+ej)− (Σ−Θ)i,i − (Σ−Θ)j,j∣∣
This implies that one of (ei+ej)
T(Σ−Θ)(ei+ej), eTi (Σ−Θ)ei, and eTj (Σ−Θ)ej
has absolute value greater than 2δ3 ((Σ + Θ)i,i + (Σ + Θ)j,j).
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On the other hand,
(ei + ej)
T(Σ + Θ)(ei + ej) = (Σ + Θ)i,i + (Σ + Θ)j,j + 2(Σ + Θ)i,j
≤ 2(Σ + Θ)i,i + 2(Σ + Θ)j,j .
In the last inequality we use Σ + Θ ∈ SN×N+ and the fact that Xi,j ≤ 12 (Xi,i +
Xj,j) for symmetric semi-definite matrix X. So,
∀v ∈ {ei, ej , ei + ej},vT(Σ + Θ)v ≤ 2(Σ + Θ)i,i + 2(Σ + Θ)j,j
and thus we have
max
u∈RN
|φ1(u)− φ2(u)| ≥ max
v∈{ei,ej ,ei+ej}
∣∣∣ 1
2e1/4
vT(Σ−Θ)v
vT(Σ + Θ)v
∣∣∣ ≥ δ
6e1/4
Now we are ready to give a proof of Lemma 5.3.
Proof. Let G1,G2 are zero-mean Gaussian distributions with covariance matrix
Σ = X,Θ = Y, respectively. In the matrix case, by the assumption and Lemma
A.5, total variation distance between G1 and G2 is at least δ12e1/4 . For simplicity
of notation, let δ˜ = δ
12e1/4
in the matrix caseConsider the entropy of the follow-
ing probability distribution of v; with probability α, v ' G1, with remaining
probability 1− α, v ' G2. Its covariance matrix is αΣ + (1− α)Θ. By Lemma
A.2 and A.3,
ln det(αΣ + (1− α)Θ) ≥ 2H(αG1 + (1− α)G2)− ln(2pie)N
≥ 2αH(G1)+2(1−α)H(G2)−ln(2pie)N+α(1−α)δ˜2
= α ln det(Σ) + (1− α) ln det(Θ) + α(1− α)δ˜2.
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