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Abstract. Within the context face expression classication using the
facial action coding system (FACS), we address the problem of detect-
ing facial action units (AUs). The method adopted is to train a single
error-correcting output code (ECOC) multiclass classier to estimate the
probabilities that each one of several commonly occurring AU groups is
present in the probe image. Platt scaling is used to calibrate the ECOC
outputs to probabilities and appropriate sums of these probabilities are
taken to obtain a separate probability for each AU individually. Feature
extraction is performed by generating a large number of local binary pat-
tern (LBP) features and then selecting from these using fast correlation-
based ltering (FCBF). The bias and variance properties of the classier
are measured and we show that both these sources of error can be re-
duced by enhancing ECOC through the application of bootstrapping and
class-separability weighting.
1 Introduction
The facial-action coding system (FACS) of Ekman and Friesen [1,2] is commonly
employed in applications which perform automatic facial expression recognition.
In this method, individual facial movements are characterised as one of 44 types
known as action units (AUs). Groups of AUs may then be mapped to emotions
using a standard code book. Note however that AUs are not necessarily inde-
pendent as the presence of one AU may aect the appearance of another. They
may also occur at dierent intensities and may occur on only one side of the
face. In this paper we focus on recognising six AUs from the region around the
eyes, as illustrated in Fig. 1.
Initial representation methods for AU classication were based on measuring
the relative position of a large number of landmark points on the face [2]. It
has been found, however, that comparable or better results can be obtained by
taking a more holistic approach to feature extraction using methods such as
Gabor wavelets or principal components analysis (PCA) [3]. In this paper we
compare two such methods, namely PCA [4] and local binary pattern (LBP)
AU1 + AU2 + AU5 AU4 AU4 + AU6 + AU7
Fig. 1. Some example AUs and AU groups from the region around the eyes. AU1
= inner brow raised, AU2 = outer brow raised, AU4 = brows lowered and drawn
together, AU5 = upper eyelids raised, AU6 = cheeks raised, AU7 = lower eyelids raised.
The images are shown after manual eye location, cropping, scaling and histogram
equalisation.
features [5]. The latter is a computationally ecient texture description method
that has the benet that it is relatively insensitive to lighting variations. LBP
has been successfully applied to facial expression analysis [6] and here we take
as features the individual histogram bins that result when LBP is applied over
multiple sub-regions of an image and at multiple sampling radii.
One problem with the holistic approach is that it can lead to the generation
of a very large number of features and so some method must be used to select
only those features that are relevant to the problem at hand. For PCA a natural
choice is to use only those features that account for most of the variance in the
set of training images. For the LBP representation, AdaBoost has been used
to select the most relevant features [6]. In this paper, however, we adopt the
very ecient fast correlation-based ltering (FCBF) [7] algorithm to perform
this function. FCBF operates by repeatedly choosing the feature that is most
correlated with class, excluding those features already chosen or rejected, and
rejecting any features that are more correlated with it than with the class. As
a measure of correlation, the information-theoretic concept of symmetric uncer-
tainty is used.
To detect the presence of particular AUs in a face image, one possibility is
to train a separate dedicated classier for each AU. Bartlett et. al. for example
[8], have obtained good results by constructing such a set of binary classiers,
where each classier consists of an AdaBoost ensemble based on selecting the
most useful 200 Gabor lters, chosen from a large population of such features.
An alternative approach [6] is to make use of the fact that AUs tend to occur in
distinct groups and to attempt, in the rst instance, to recognise the dierent
AU groups before using this information to infer the presence of individual AUs.
This second approach is the one adopted in this paper; it treats the problem
of AU recognition as a multiclass problem, requiring a single classier for its
solution. This classier generates condence scores for each of the known AU
groups and these scores are then summed in dierent combinations to estimate
the likelihood that each of the AUs is present in the input image.
One potential problem with this approach is that, when the number positive
indicators for a given AU (i.e. the number of AU groups to which it belongs)
diers from the number of negative indicators (i.e. the number of AU groups
to which it does not belong), the overall score can be unbalanced, making it
dicult to make a correct classication decision. To overcome this problem we
apply Platt scaling [9] to the total scores for each AU. This technique uses
a maximum-likelihood algorithm to t a sigmoidal calibration curve to a 2-
class training set. The re-mapped value obtained from a given input score then
represents an estimate of the probability that the given point belongs to the
positive class.
The method used in this paper to perform the initial AU group classica-
tion step is to construct an error-correcting output code (ECOC) ensemble of
multi-layer perceptron (MLP) neural networks. The ECOC technique [13] has
proved to be a highly successful way of solving a multiclass learning problem by
decomposing it into a series of 2-class problems, or dichotomies, and training a
separate base classier to solve each one. These 2-class problems are constructed
by repeatedly partitioning the set of target classes into pairs of super-classes so
that, given a large enough number of such partitions, each target class can be
uniquely represented as the intersection of the super-classes to which it belongs.
The classication of a previously unseen pattern is then performed by applying
each of the base classiers so as to make decisions about the super-class mem-
bership of the pattern. Redundancy can be introduced into the scheme by using
more than the minimum number of base classiers and this allows errors made
by some of the classiers to be corrected by the ensemble as a whole.
In addition to constructing vanilla ECOC ensembles, we make use of two
enhancements to the ECOC algorithm with the aim of improving classication
performance. The rst of these is to promote diversity among the base classiers
by training each base classier, not on the full training set, but rather on a
bootstrap replicate of the training set [14]. These are obtained from the original
training set by repeated sampling with replacement and this results in further
training sets which contain, on average, 63% of the patterns in the original set
but with some patterns repeated to form a set of the same size. This technique
has the further benet that the out-of-bootstrap samples can also be used for
other purposes such as parameter tuning.
The second enhancement to ECOC is to apply weighting to the decoding
of base-classier outputs so that each base classier is weighted dierently for
each target class (i.e. AU group). For this purpose we use a method known as
class-separability weighting (CSEP) ([15] and section 2) in which base classiers
are weighted according to their ability to distinguish a given class from all other
classes.
When considering the sources of error in statistical pattern classiers it is
useful to group them under three headings, namely Bayes error, bias (strictly
this is measured as bias2) and variance. The rst of these is due to unavoidable
noise but the latter two can be reduced by careful classier design. There is
often a tradeo between bias and variance [10] so that a high value of one
implies a low value of the other. The concepts of bias and variance originated
in regression theory and several alternative denitions have been proposed for
extending them to classication problems [11]. Here we adopt the denitions of
Kohavi and Wolpert [12] to investigate the bias/variance characteristics of our
chosen algorithms. These have the advantage that bias and variance are non-
negative and additive. A disadvantage, however, is that no explicit allowance is
made for Bayes error and it is, in eect, rolled into the bias term.
Previous investigation [15,16,17] has suggested that the combination of boot-
strapping and CSEP weighting improves ECOC accuracy and that, for general
problems at least, this is achieved through a reduction in both bias and vari-
ance error. In this paper we extend this work, for the specic problem of FACS
recognition, in three main ways: rstly we compare two dierent image feature
extraction strategies (namely PCA and LBP plus FCBF), secondly we show
that Platt scaling improves AU recognition accuracy and thirdly we perform a
bias-variance analysis on the AU group recognition problem.
2 ECOC Weighted Decoding
The ECOC method consists of repeatedly partitioning the full set of N classes

 into L super-class pairs. The choice of partitions is represented by an N  L
binary coding matrix Z. The rows Zi are unique codewords that are associated
with the individual target classes !i and the columns Zj represent the dierent
super-class partitions. A separate base classier is trained to solve the 2-class
problem represented by each column.
Given an input pattern vector x whose true class y (x) 2 
 is unknown, let
the soft output from the jth base classier be sj (x) 2 [0; 1]. The set of outputs
from all the classiers can be assembled into a vector s(x) = [s1(x); : : : ; sL(x)]
T 2
[0; 1]L called the output code for x. In its general form, a weighted decoding pro-
cedure makes use of an N L weights matrixW that assigns a dierent weight
to each target class and base classier combination. For each class !i we may
use the L1 metric to compute a class score Fi (x) 2 [0; 1] as follows:
Fi (x) = 1 
LX
j=1
Wij jsj (x)  Zijj ; (1)
where it is assumed that the rows of W are normalized so that
PL
j=1Wij =
1 for i = 1 : : : N . Patterns may then be assigned to the target class y^ (x) =
argmax!i Fi (x). If the base classier outputs sj (x) in Eqn. 1 are replaced by
hardened values hj (x) then this describes the weighted Hamming decoding pro-
cedure.
In the context of this paper 
 is the set of known AU groups and we are
also interested in combining the class scores to obtain values that measure the
likelihood that AUs are present; this is done by summing the Fi (x) over all !i
that contain the given AU and dividing by N . That is, the score Gk 2 [0; 1] for
AUk is given by:
Gk (x) =
1
N
X
AUk2!i
Fi (x) (2)
The values of W may be chosen in dierent ways. For example, if Wij = 1L
for all i; j then the decoding procedure of Eqn. 1 is equivalent to the standard
unweighted L1 or Hamming decoding scheme. In this paper we make use of the
CSEP measure [15,17] to obtain weight values that express the ability of each
base classier to distinguish members of a given class from those of any other
class. The algorithm for computing CSEP weights is shown in Fig. 2.
Inputs: matrix of training patterns T 2 RPM , binary coding matrix Z 2
f0; 1gNL, trained ECOC coding function E : RM 7! [0; 1]L .
Outputs: weight matrixW 2 [0; 1]NL where PLj=1Wij = 1, for i = 1 : : : N .
Apply E to each row of T and round to give prediction matrix H 2 f0; 1gPL.
InitialiseW to 0.
for c = 1 to N
for i = indices of training patterns belonging to class c
for j = indices of training patterns not belonging to class c
let d be the true class of the pattern Tj .
for k = 1 to L
if Hik = Zck andHjk = Zdk, add 1 toWck
as the predictions for both patterns Ti and Tj are correct.
if Hik 6= Zck andHjk 6= Zdk, subtract 1 fromWck
as the predictions for both patterns Ti and Tj are incorrect.
end
end
end
end
Reset all negative entries inW to 0.
NormalizeW so that each row sums to 1.
Fig. 2. Pseudo-code for computing the class-separability weight matrix for ECOC.
3 Experiments
In this section we present the results of performing classication experiments on
the Cohn-Kanade face expression database [18]. This dataset contains frontal
video clips of posed expression sequences from 97 university students. Each se-
quence goes from neutral to target display but only the last image has available
a ground truth in the form of a manual AU coding. In carrying out these exper-
iments we focused on detecting AUs from the the upper face region as shown in
Fig. 1. Neutral images were not used and AU groups with three or fewer exam-
ples were ignored. In total this led to 456 images being available and these were
distributed across the 12 classes shown in Table 1.
Each 640 x 480 pixel image we converted to greyscale by averaging the RGB
components and the eye centres were manually located. A rectangular window
Table 1. Classes of action unit groups used in the experiments.
Class number 1 2 3 4 5 6 7 8 9 10 11 12
AUs present None 1,2 1,2,5 4 6 1,4 1,4,7 4,7 4,6,7 6,7 1 1,2,4
Number of examples 152 23 62 26 66 20 11 48 22 13 7 6
around the eyes was obtained and then rotated and scaled to 150 x 75 pixels.
Histogram equalization was used to standardise the image intensities. LBP fea-
tures were extracted by computing a uniform (i.e. 59-bin) histogram for each
sub-window in a non-overlapping tiling of this window. This was repeated with
a range of tile sizes (from 12 x 12 to 150 x 75 pixels) and sampling radii (from 1 to
10 pixels). The histogram bins were concatenated to give 107,000 initial features;
these were then reduced to approximately 120 features by FCBF ltering.
ECOC ensembles of size 200 were constructed with single hidden-layer MLP
base classiers trained using the Levenberg-Marquardt algorithm. A range of
MLP node numbers (from 2 to 16) and training epochs (from 2 to 1024) was
tried; each such combination was repeated 10 times and the results averaged.
Each run was based on a dierent randomly chosen stratied training set with a
90/10 training/test set split. The experiments were performed with and without
CSEP weighting and with and without bootstrapping. The ECOC code matrices
were randomly generated but in such a way as to have balanced numbers of
1s and 0s in each column. Another source of random variation was the initial
MLP network weights. When bootstrapping was applied, each base classier was
trained on a separate bootstrap replicate drawn from the complete training set
for that run. The CSEP weight matrix was, in all cases, computed from the full
training set.
3.1 Classier accuracy
Table 2 shows the mean AU classication error rates and area under ROC gures
obtained using these methods (including Platt scaling); the best individual AU
classication results are shown in Table 3. From Table 2 it can be seen that the
LBP feature extraction method gives greater accuracy than PCA. Furthermore,
LBP is able to benet from the application of bootstrapping and CSEP weight-
ing, whereas PCA does not. The LBP method thus exhibits behaviour similar to
that found on other data sets [15], in that bootstrapping and CSEP weighting
on their own each lead to some improvement and the combination improves the
results still further. By contrast, PCA performance is not improved by either
technique, whether singly or in combination. The reasons for this anomaly, in
terms of a bias/variance decomposition of error, are discussed in section 3.3.
3.2 The eect of Platt scaling
Platt scaling was used to convert the soft scores Gk from Eqn. 2 into approximate
measures of the probability that AUk is present. An example of the kind of
Table 2. Best mean error rates and area under ROC curves for the AU recognition
task.
Bootstrapping CSEP Weighting Error (%) Area Under ROC
Applied Applied PCA LBP + FCBF PCA LBP + FCBF
No No 9.5 9.0 92.8 93.7
Yes No 9.8 8.8 92.8 94.4
No Yes 9.5 9.0 93.0 94.2
Yes Yes 9.6 8.5 93.0 94.8
Table 3. Best error rates and area under ROC curves for individual AU recognition.
LBP feature extraction was used, together with bootstrapping and CSEP weighting.
MLPs had 16 nodes and 8 training epochs.
AU no. 1 2 4 5 6 7
Error (%) 8.9 5.4 8.7 4.8 11.2 12.3
Area under ROC 94.4 96.2 96.1 97.0 92.1 92.2
calibration curves that result from this algorithm is shown in Fig. 3 and the
eect of applying the mapping to the test set is shown in Fig. 4. Note that,
before calibration all scores are below 0.5 and hence would be classed as AU not
present. After calibration (Fig. 4(b)) most of the test patterns that contain AU2
fall to the right hand side of the 0.5 threshold and hence are correctly classied.
Table 4 shows the eect on mean error rates and area under ROC curve.
It can be seen that AU detection error rates are approximately halved by this
procedure but that it has no eect on the area under ROC curve values. The
reason for this is that the application of any monotonically increasing function
to Gk does not aect the shape of the ROC curve, it only aects the threshold
values associated with each point on the ROC curve.
3.3 A bias/variance analysis
It is instructive to view the performance of these algorithms from the point of
view of a bias/variance decomposition of error. Fig. 5 shows bias and variance
curves for AU group recognition when the number of training epochs is varied
and other parameter settings are xed at their respective optimal values. It is
notable that, for both types of feature extraction, bias error (which, as noted in
section 1, includes an unknown amount of Bayes error) predominates. Bias is,
however, somewhat higher for PCA (at around 40%) than for LBP (at around
35%). This indicates that LBP is more successful at capturing subtle variations in
face expressions than PCA. The downside to this is that LBP feature extraction
is more heavily inuenced by chance details of the training set and hence shows
higher variance (at around 8%) than PCA (at around 4.5%). It is thus evident
that these two feature extraction methods are operating at dierent points on
the bias/variance tradeo curve.
Table 4. The eect of applying Platt scaling on error rates and area under ROC curves
for AU recognition
Scaling Error (%) Area Under ROC
Applied PCA LBP + FCBF PCA LBP + FCBF
No 17.5 16.6 93.0 94.8
Yes 9.6 8.5 93.0 94.8
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Fig. 3. Calibration curve for AU2 training set (bootstrapping plus CSEP weighting
applied).
One notable dierence between LBP and PCA is that, when ECOC is aug-
mented with bootstrapping and CSEP weighting, the former method benets by
a reduction in both bias and variance; this is consistent with results found on
other datasets [16]. For PCA, by contrast, variance is reduced but this is can-
celled by an increase in bias so that PCA does not benet from these methods.
This increase in bias appears to be largely due to the application of bootstrap-
ping.
4 Discussion and Conclusions
In this paper we have shown that good results on the problem of AU classication
can be achieved by using a single multi-class classier to estimate the probabil-
ities of occurrence of each one of a set of AU groups and then combining the
values to obtain individual AU probabilities. An ECOC ensemble of MLP neu-
ral networks has been shown to perform well on this problem, particularly when
enhanced by the application of bootstrapping and CSEP weighting. When com-
bining ECOC outputs it has been found necessary to apply a score-to-probability
calibration technique such as Platt scaling to avoid the bias introduced by dif-
ferent AU group membership numbers.
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Fig. 4. The eect of Platt scaling on the distribution of test-set scores for AU2.
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Fig. 5. Bias and variance curves for dierent feature extraction methods using 16-node
base classiers.
Two methods of feature extraction have been examined, namely PCA as
applied directly to the input images, and the use of LBP to extract a wide range
of texture features followed by FCBF ltering to reduce their number. The LBP-
based method has been found to be more eective. This is particularly true when
combined with bootstrapping and CSEP weighting which lead to a reduction in
both bias and variance error.
From an eciency point of view, it is worth noting that both LBP and
FCBF (which is only required during training) are fast lightweight techniques.
The use of a single classier, rather than one per AU, also helps to minimise the
computational overheads of AU detection.
5 Acknowledgements
This work was supported by EPSRC grant E061664/1.
References
1. P. Ekman and W.V. Friesen, The Facial Action Coding System: A Technique for
The Measurement of Facial Movement. San Francisco: Consulting Psychologists
Press, 1978.
2. Ti an Y-I, Kanade T, Cohn JF. Recognizing action units for facial expression anal-
ysis. Pattern Analysis and Machine Intelligence, IEEE Transactions on Volume:
23(2), pp: 97-115, Feb 2001.
3. Donato G, Bartlett MS, Hager JC, Ekman P, Sejnowski TJ. Classifying facial
actions. IEEE Trans. PAMI 21(10), pp. 974-989, 1999.
4. Turk M, Pentland A. Eigenfaces for recognition. J. Cognitive Neuroscience, vol. 3,
no. 1, pp. 71-86, 1991.
5. Ahonen T, Hadid A, Pietikainen M. Face Description with Local Binary Patterns:
Application to Face Recognition. Pattern Analysis and Machine Intelligence, IEEE
Transactions on, 28(12), pp. 2037-2041, Dec. 2006.
6. Shan C, Gong S, McOwan PW. Facial expression recognition based on Local Binary
Patterns: A comprehensive study. Image and Vision Computing, 27(6), pp. 803-
816, 2009.
7. Yu L, Liu H. Feature selection for high-dimensional data: A fast correlation-based
lter solution. In Proc 12th Int Conf on Machine Learning (ICML-03), pp. 856-863,
2003.
8. Bartlett MS, Littlewort G, Frank M, Lainscsek C, Fasel I, Movellan J. Fully Au-
tomatic Facial Action Recognition in Spontaneous Behavior. Proc 7th Conf. On
Automatic Face and Gesture Recognition, pp. 223-238, 2006.
9. Platt J. Probabilistic outputs for support vector machines and comparison to reg-
ularized likelihood methods. In Advances in Large Margin Classiers, pp. 61-74,
A.J. Smola, P. Bartlett, B. Scholkopf, D. Schuurmans, eds., MIT Press, 1999.
10. Geman S, Bienenstock E. Neural networks and the bias / variance dilemma. Neural
Computation, 4, pp. 1-58, 1992.
11. James G. Variance and Bias for General Loss Functions. Machine Learning, 51 (2),
115-135, 2003.
12. Kohavi R, Wolpert D. Bias plus variance decomposition for zero-one loss functions.
Proc. 13th International Conference on Machine Learning, pp. 275-283, 1996.
13. Dietterich TG, Bakiri G. Solving Multiclass Learning Problems via Error-
Correcting Output Codes. Journal of Articial Intelligence Research 2: 263-286,
1995.
14. Efron B, Tibshirani RJ. An Introduction to the Bootstrap. Chapman & Hall, 1993.
15. Smith RS, Windeatt T. Class-Separability Weighting and Bootstrapping in Error
Correcting Output Code Ensembles. Proc. 9th Int. Conf. on Multiple Classier
Systems, LNCS 5997, pp. 185-194, 2010.
16. Smith RS, Windeatt T. A Bias-Variance Analysis of Bootstrapped Class-
Separability Weighting for Error-Correcting Output Code Ensembles. Proc. 22nd
Int. Conf. on Pattern Recognition (ICPR), August 2010, accepted.
17. Windeatt T, Smith RS, Dias K. Weighted Decoding ECOC for Facial Action Unit
Classication. 18th European Conference on Articial Intelligence (ECAI), pp. 26-
30, Patras, Greece, July 2008.
18. Kanade T, Cohn JF, Tian Y. Comprehensive Database for facial expression anal-
ysis, Proc. 4th Int. Conf. Automatic Face and Gesture Recognition, pp. 46-53,
March 2000.
