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compact set D. For such a random field ω defined on the model set Λ that
satisfies a natural geometric condition, we develop a method to calculate the
diffraction measure of the random field. The method partitions the random
field into a finite number of random fields, each being independent and admit-
ting the law of large numbers. The diffraction measure of ω consists almost
surely of a pure-point component and an absolutely continuous component.
The former is the diffraction measure of the expectation E[ω], while the in-
verse Fourier transform of the absolutely continuous component of ω turns
out to be a weighted Dirac comb which satisfies a simple formula. Moreover,
the pure-point component will be understood quantitatively in a simple exact
formula if the weights are continuous over the internal space of Λ. Then we
provide a sufficient condition that the diffraction measure of a random field
on a model set is still pure-point.
Keywords Diffraction · Pure point spectrum · Absolutely continuous
spectrum · Quasicrystal · Model set
PACS 61.05.cc · 61.05.cp
Mathematics Subject Classification (2000) MSC primary 52C23; ·
secondary 37B50
The preliminary version is presented at the fifth Asian International Workshop on
Quasicrystals, 2009, Tokyo Japan.
Yohji Akama
Mathematical Institute
Tel.: +81-(0)22-795-7708
Fax: +81-(0)22-795-6400
E-mail: akama@math.tohoku.ac.jp
Shinji Iizuka
Research and Development Section, Hitachi East Japan Solutions, Ltd.
21 Introduction
A physical quasicrystal is a material which has (1) a diffraction pattern with
Bragg peaks and (2) a symmetry that ordinary crystals cannot have. The
set of the atomic positions in a quasicrystal is mathematically modelled by
a model set [18], which is defined by introducing an extra space (“internal
space”), a relatively compact subset (“window”) of the internal space, and
a so-called star map (−)⋆ such that for each site s of a model set the point
s⋆ belongs to the window. The topological properties of the window cause
the pure-point diffraction measure (see [23] and [7] for example) of the model
set, which explain the aforementioned properties (1) of the quasicrystal.
Although model sets are proved to have necessarily a pure-point diffrac-
tion measure, real quasicrystals have diffraction measures with not only
Bragg peaks (pure-point component) but also diffuse scattering (absolutely
continuous component). The phenomenon is explained from a physical point
of view with a probabilistic effect in [14], and in [5] where to the sites of the
model set associated are independent random variables. In [12], Hof regarded
the thermal motion of atoms as i.i.d. random displacements, and then stud-
ied the influence on the diffraction measure of aperiodic monoatomic crystals.
Since correlations ([10]) are present in a quasicrystal, we equip model sets
with a localized probabilistic dependency, to quantitatively study the ability
of diffuse scattering to characterize local structures and defects in materials.
In [16], Lenz employed a dynamical system of point sets to study the diffrac-
tion measures of percolation and the random displacement models based on
aperiodic order. Recently, in [21], Mu¨ller and Richard also made a rigorous
approach on these models by using sets of σ-algebras.
For a model set Λ, we consider a complex-valued random field {Xs}s∈Λ
with dependency localized as follows: there is a finite patch D such that each
site s has correlation on, at most, sites belonging to the patch D relative
to s. This localized dependency condition seems essentially the same as the
so-called “finite range condition” of stochastic analysis. We call a random
field on a model set subject to the localized dependency condition a finitely
randomized model set. We develop a method to calculate the diffraction mea-
sure of such complex-valued random field (Section 3). For the diffraction
measures of finitely randomized model sets, we determine quantitatively the
pure-point component (in Section 5) and the absolutely continuous compo-
nent (in Section 4). Our approach is mostly based on the finite local com-
plexity of model sets, as in [23]. As a consequence, if the fourth noncentral
moments {E[ |Xs|4] }s∈Λ is bounded, and if the expectation E[Xs] at each site
s as well as the covariance Xs and Xs−g of sites s and s − g in the finitely
randomized model set are given by continuous functions e(s⋆) and cg(s
⋆),
where s⋆ is the value of s by the star map, then
1. the inverse Fourier transform of the absolutely continuous component is
a Dirac comb such that the support {g1, . . . , gn} is the smallest D and
the weight of the δgi is the average of the covariances Cov[Xs, Xs−gi ]
(s, s− gi ∈ Λ); and
2. the pure-point component is the diffraction measure of a Dirac comb∑
s∈Λ E[Xs]δs, the expectation of the random field.
3This type of theorems are also seen in some other models with i.i.d. condi-
tions. See [2] and references therein.
On the other hand, from the viewpoint of stochastic processes, we provide
a sufficient condition for a randomly weighted Dirac comb on a model set to
have diffraction measure whose expectation is still pure-point. The sufficient
condition is satisfied when the set of the weights Xs forms a Wiener stochas-
tic process {X⋆−1(y)}y∈W parametrized by the window W ⊂ R. We draw
this observation by providing quantitatively the diffraction measure of the
deterministically weighted Dirac comb on a model set. The quantitative esti-
mate will be established with the help of the so-called torus parametrization
which was introduced in [3], then was extended in [23] to the locally compact,
σ-compact Abelian Hausdorff groups (lcag for short), and was finally fully
exploited in [4].
2 Basic properties of model sets: review
Throughout this paper, G and Gint are locally compact, σ-compact Abelian
Hausdorff groups (lcag for short).
Definition 1 A cut-and-project scheme (c.-p. scheme, for short) is a triple
S = (G,Gint, L˜) such that (1) G and Gint are called a physical space and an
internal space respectively; (2) L˜ is a lattice of G ×Gint, that is, a discrete
subgroup of G × Gint with (G × Gint)/L˜ being compact; (3) The canonical
projection Π : G × Gint → G is injective on L˜, and the image of L˜ by the
other canonical projection Πint : G × Gint → Gint is dense in the internal
space Gint. For each s ∈ Π(L˜), we write s
⋆ for Πint◦(Π |L˜)
−1(s), L for Π(L˜),
and L⋆ for (L)⋆. The (−)⋆ is called the star map. Define
ΛS(W ) := {Π(x) ; x ∈ L˜, Πint(x) ∈ W}.
For any lcag G, any subsets A,B ⊂ G, and any x ∈ G, let A ± B be
{a± b ; a ∈ A, b ∈ B} and x+A be {x+ a ; a ∈ A}. A set Λ ⊂ G is said to
be uniformly discrete, if (Λ−Λ)∩U = {0} for some open neighborhood U of
0, while Λ is said to be relatively dense, if G = Λ+K for some compact set
K. The interior, the closure and the boundary of A in lcag G are denoted
by IntG(A), ClG(A) and ∂GA, respectively. Here the subscript G is omitted
if no confusion occurs.
Lattices in G ×H with G,H being lcag’s are written as L˜, M˜ , . . ., and
their canonical projections to G are written as L,M, . . ., respectively.
Lemma 1 If Λ ⊂ G is uniformly discrete, there is a compact neighborhood
U of 0 such that U = −U and (s+U)∩ (s′+U) = ∅ for all distinct s, s′ ∈ Λ.
Definition 2 (Model set) Let (G,Gint, L˜) be a c.-p. scheme. By a window,
we mean a nonempty, measurable, relatively compact subset of the internal
space Gint. If W ⊂ Gint is a window, Λ(W ) is called a model set.
4It is well-known that any model set is uniformly discrete. See [20, Propo-
sition 2], for example. Every lcag has a unique Haar measure up to positive
real multiples. Throughout this paper, we fix Haar measures of the lcag’s
G and Gint. The Haar measure of Gint is denoted by θ, and the integra-
tion of a function with respect to the Haar measure of G (Gint resp.) is
denoted by
∫
· · · dx (
∫
· · · dy resp.) as usual. The Haar measure of a set A
is just denoted by |A| if no confusion occurs. By a van Hove sequence of
G, we mean an increasing sequence {Dn}n∈N of compact subsets of G such
that |Dn| > 0 for every n ∈ N = {1, 2, 3, . . .} and for every compact subset
K ⊂ G, limn→∞
∣∣∂K(Dn)∣∣ /|Dn| = 0, where for a compact set A ⊂ G,
∂K(A) :=
(
(A+K) \ Int(A)
)
∪
((
Cl(G \A)−K
)
∩ A
)
. (1)
In [23], the existence of a van Hove sequence for any lcag is derived from
Proposition 1 ([11, Theorem 9.8]) For every locally compact, compactly
generated Abelian Hausdorff group H, there are l,m ∈ Z≥0, a compact
Abelian Hausdorff group K, and an isomorphism ϕ from H to Rl×Zm×K.
Below we fix a van Hove sequence {Dn}n of G. For a lattice L˜ ⊂ G×Gint,
the measure of the fundamental domain is denoted by |L˜|, where the measure
is the product measure of the Haar measures of G and Gint.
For each discrete set Λ of G, the density of Λ with respect to the van Hove
sequence {Dn}n is denoted by dense{Dn}n(Λ) := limn→∞
∑
s∈Λ∩Dn
|Dn|−1.
The set of continuous functions from a set A to a set B is denoted by
C(A,B). Let 1V : Gint → {0, 1} be the indicator function of a set V , that is,
1V (y) = 1 for y ∈ V , and 0 otherwise.
We recall [6, Proposition 6.2] as follows (see also [20]):
Proposition 2 (Weyl’s theorem for model sets) For any van Hove se-
quence {Dn}n∈N of Gint and for any relatively compact set W ⊂ Gint with
the Haar measure θ(∂W ) being 0 and for any f ∈ Cc(Gint), we have
lim
n→∞
1
θ(Dn)
∑
s∈Λ(W )∩Dn
f(s⋆) =
1
|L˜|
∫
W
f(y)dy.
2.1 Diffraction
Mathematical diffraction theory, introduced by Hof [13], is reviewed below
according to [7]. We say a countable set S ⊂ G has finite local complex-
ity (flc), if S − S is closed and discrete. Let a bounded complex sequence{
ws
}
s∈S
be indexed over an flc set S ⊂ G such that the corresponding
Dirac comb ω :=
∑
s∈S wsδs defines a regular Borel measure on G. Here δs
is a Dirac measure of G such that δs(A) = 1 if s ∈ A and 0 otherwise for any
A ⊂ G. We often identify ω with {ws}s∈S . For a van Hove sequence {Dn}n
of G, set ωn := ω|Dn :=
∑
s∈S∩Dn
wsδs. For any complex measure µ on G,
let µ˜ be µ˜(A) = µ(−A). Set γ
(n)
ω := ωn ∗ ω˜n/|Dn|, where ∗ is the convolution.
5Actually we have γ
(n)
ω =
∑
g∈S−S η
(n)
ω (g)δg where η
(n)
ω (g) is the summation
of wswt|Dn|−1 over s, t ∈ S ∩Dn such that s− t = g. Since S is discrete and
Dn is compact, η
(n)
ω is well-defined, and γ
(n)
ω is so.
Let Cc(G) be the set of complex continuous functions on G with compact
support in G. Let the autocorrelation measure of ω be the limit γω of γ
(n)
ω in
the vague topology. Then γω is written as
γω =
∑
g∈S−S
ηω(g)δg, ηω(g) = lim
n→∞
η(n)ω (g).
For any lcag H , the dual group of H is denoted by Ĥ . Fix a Haar measure h
of H . The Fourier transform of a function f : H → C is fˆ : Ĥ → C such that
fˆ(χ) :=
∫
H
f(x)χ(x)dh(x). The diffraction measure of ω is, by definition, the
Fourier transform γ̂ω of the autocorrelation measure γω. A measure on G has
Fourier transform as a measure on Ĝ as follows:
Proposition 3 ([1, Theorem 2.1, Theorem 4.1]) Suppose λ is a measure
on G. The Fourier transform (if it exists) of λ is a unique measure λ̂ on Ĝ
such that for all ϕ ∈ Cc(G)
∫
G
(ϕ ∗ ϕ˜)(x)dλ(x) =
∫
Ĝ
|ϕ̂(−χ)|2 dλ̂(χ).
Moreover if λ is positive definite (i.e.,
∫
G
(ϕ ∗ ϕ˜)(x)dλ(x) ≥ 0 for all ϕ ∈
Cc(G)), then λ indeed has the Fourier transform λ̂ which is positive. Here
ϕ˜ : G→ C is a function x ∈ G 7→ ϕ(−x).
A Haar measure on Ĝ is δ̂0 where δ0 is the Dirac measure at 0 on Gint.
Then the equation of Proposition 3 amounts to a Plancherel formula. The
integral of a function with respect to the Haar measure of Ĝ is denoted by∫
· · · dχ. Because η˜ω = ηω, we have γ˜ω = γω and thus γ̂ω is positive by [1,
Proposition 4.1].
A measure µ on G is said to be translationally bounded, if for every ϕ ∈
Cc(G) the set
{∫
G
ϕ(x+ t)dµ(x) ; t ∈ G
}
is bounded.
Baake-Moody established the pure-point diffraction of weighted Dirac
combs on model sets, by using Weyl’s theorem ([6, Proposition 6.2]) for model
sets and an ingenious topological space.
Proposition 4 ([7, Theorem 2]) Suppose that Λ(W ) is a model set, and
the window W ⊂ Gint satisfies that the Haar measure θ(∂W ) is 0. Then for
any f : Gint → C supported and continuous on Cl(W ), the diffraction mea-
sure γ̂ω of the Dirac comb ω =
∑
s∈Λ(W ) f(s
⋆)δs is translationally bounded,
nonnegative and pure-point.
63 Finitely randomized model sets
We need Weyl’s theorem for random fields on model sets, in Section 4. So for
a model set ΛO(W ) over a c.-p. scheme O, we wish to decompose a random
field {Xs}s∈ΛO(W ) into a finite number of independent random fields, each
being on a model set over the same c.-p. scheme O. For a sufficient condition
of such a decomposition, we consider a geometric condition (Subsection 3.2)
on model sets and a condition for random fields (Subsection 3.1). Hereafter,
a “random variable” is abbreviated as “rv,” and the cardinality of a finite
set A is denoted by #A.
3.1 Independence in random field
Definition 3 (Dependency set) Let {Xs}s∈S be a random field on a dis-
crete set S. A dependency set(d-set for short) is a set D = −D ⊂ S−S such
that for any finite sets P,Q ⊂ S, if a set (P − Q) is disjoint from D, then
a pair of a #P -dimensional random vector (Xs)s∈P and a #Q-dimensional
random vector (Xs)s∈Q is independent. A d-set necessarily has 0 as an el-
ement. If a random field has a dependency set, we can replace it with an
arbitrary superset of it.
A d-set is a patch such that each site s has correlation on, at most, sites
belonging to the patch relative to s. Recall that a sequence {X1, X2, . . .} of
rv’s is independent, if so are any finite subsequences. We set the product
Πx∈∅(· · · ) to be 1.
Lemma 2 (Independence) Let D be a d-set of a random field {Xs}s∈S
on an flc subset S of an lcag, and let N be any subset of the lcag.
If D ∩ ((s+N)− (t+N)) = ∅ for any distinct s, t ∈ S, then a sequence{ ∏
t∈(s+N)∩S Xt ; s ∈ S
}
of rv’s is independent. Furthermore, the random
field is independent, if and only if the random field has {0} as a d-set.
Proof We show that a sequence
{ ∏
t∈(s+N)∩SXt ; s ∈ S
′
}
of rv’s is in-
dependent for any finite subset S′ = {s1, . . . , sν} of S. The proof is by
induction on ν = #S′. When ν = 1, it is trivial, so assume ν > 1. A set
({s1, . . . , sν−1}+N)− (sν +N) =
⋃ν−1
i=1
(
si +N − (sν +N)
)
is disjoint from
D by the premise. So, a random vector
(
Xt ; t ∈ ({s1, . . . , sν−1}+N)∩S
)
is
independent from a random vector
(
Xt ; t ∈ (sν +N) ∩ S
)
. Thus a (ν − 1)-
dimensional random vector
( ∏
t∈(si+N)∩S
Xt ; 1 ≤ i ≤ ν−1
)
is independent
from an rv
∏
t∈(sν+N)∩S
Xt. Because a sequence
{ ∏
t∈(si+N)∩S
Xt ; 1 ≤ i ≤
ν− 1
}
of rv’s has length ν− 1 and is independent by the induction hypoth-
esis on ν, we are done. The if-part of the last sentence of the statement is
proved by taking N = {0}, while the only-if part is immediate. ⊓⊔
Definition 4 A finitely randomized model set (frms for short) on a model
set Λ(W ) is a random field {Xs}s∈Λ(W ) with a finite d-set D.
7The frms can be regarded as a Dirac comb with random weights. When each
Xs is an indicator (i.e., a {0, 1}-valued rv), we intend that Xs > 0 if and
only if s ∈ Λ(W ) indeed appears.
Example 1 Suppose Γ = Λ(W ) is a model set such that the star map (−)⋆
is injective. Suppose a set C is {p1, . . . , pn} ⊂ L such that (W + p⋆i ) ∩ (W +
p⋆j ) ∩ L
⋆ = ∅ (i 6= j). Then Λ = Λ(W + C⋆) is also a model set, and for
every s ∈ Λ there are unique t ∈ Γ and unique i ∈ {1, . . . , n} such that
s = t+ pi. (2)
Let {Yt}t∈Γ be an infinite independent sequence of n-dimensional random
vectors taking values in {0, 1}n. By using (2), define a random field {Xs}s∈Λ
so that Xs is the i-th component of Yt. Then we can prove that {Xs}s∈Λ
is indeed a random field by Kolmogorov’s consistency theorem [24, p.129].
Below we explain that D := C − C is a d-set of this random field. Let P,Q
be finite subsets of Λ such that the pair of a #P -dimensional random vector
(Xs)s∈P and a #Q-dimensional random vector (Xs)s∈Q is not independent.
Take minimal subsets P ′, Q′ of Γ such that P ⊂ P ′ + C and Q ⊂ Q′ + C.
Because of the choice of the finite sets P,Q, the random vector (Xs)s∈P is
not independent from the random vector (Xs)s∈Q. So the pair of random
vectors (Yt)t∈P ′ and (Yt)t∈Q′ is not independent. But the set {Yt}t∈Γ is
independent, so there is t ∈ P ′∩Q′. Then, by the minimality of P ′, Q′, there
are p, q ∈ C such that t + p ∈ P and t + q ∈ Q. Therefore p − q ∈ P − Q.
Thus (P −Q) ∩D 6= ∅.
Example 2 (frms caused by random shift of windows) For a model set Λ(W )
with both of G and Gint being Euclidean vector spaces, physicists often
associate to each site s ∈ L its own window Ws =W + ys where the “shift”
ys is an rv ranging over a window R ⊂ Gint with nonempty interior. Then
W + R is again a window. For s ∈ Λ(W + R), define an rv Xs such that
Xs = 1 whenever the rv ys takes a value in s
⋆ −W , in other words, s⋆ ∈
Ws = W + ys, while Xs = 0 otherwise. If the sequence {ys}s∈Λ(W ) of the
rv’s is independent, then the random field {Xs}s∈Λ(W+R) is independent, so
it is an frms on a model set Λ(W +R).
However, if ys(ω) = yt(ω) for any s, t ∈ L and for any ω of the probability
space, then the random field is not an frms, because no finite d-set can be
taken owing to the existence of a relatively dense subset Γ := Λ((W + R) \
W ) ⊂ Λ(W+R) such that a sequence {Xs}s∈Γ of the rv’s is not independent.
Here the relative density follows from Int((W +R) \W ) 6= ∅, and the proof
is in the appendix.
3.2 Finitely periodic model sets and internal space
Roughly speaking, we say a subset A of H is a finitely periodic, if and only if
for each x ∈ (A−A) \ {0} there is a positive integer ℓ such that every arith-
metical progression with the common difference being x has length smaller
than ℓ. The precise definition is as follows:
8Definition 5 For any lcag H , any set A ⊂ H , any x ∈ H and any s ∈ A,
ℓA(x ; s) is 0 if x = 0, or else is the maximum k ∈ Z≥0 ∪ {∞} such that
{s− nx ; 0 ≤ n ≤ k} ⊂ A. So if x 6∈ A−A, then ℓA(x ; s) is 0 for any s ∈ A.
Set
ℓA(x) := max
s∈A
ℓA(x ; s).
If ℓA(x) is finite for any x ∈ A− A, we say A is finitely periodic. We say an
frms {Xs}s∈Λ is finitely periodic, if so is Λ.
Lemma 3 1. If a model set is finitely periodic, the star map is injective.
2. A model set is finitely periodic, if the star map is injective and the internal
space is isomorphic to Rl ×Zm × F for some l,m ∈ Z≥0 and some finite
Abelian group F .
Proof (1) If the kernel of the star map has nonzero element x, then for any site
s in the model set, we have an infinite arithmetical progression (s+ nx)n∈N.
(2) Assume the model set Λ(W ) over a c.-p. scheme (G,Gint, L˜) is not finitely
periodic. Let N = #F . Then there is x ∈ (Λ(W )− Λ(W ))\{0} satisfies that
for all ℓ ∈ N there is sℓ ∈ Λ(W ) such that
{sℓ − nx ; 0 ≤ n < Nℓ} ⊆ Λ(W ).
Let ϕ be the isomorphism from Gint to the R
l × Zm × F and let ψ1 be a
homomorphism L
⋆
→ L⋆ →֒ Gint
ϕ
≃ Rl × Zm × F
π
−→ Rl × Zm where π is
the canonical projection, and ψ2 be the other homomorphism from L to F .
Since F is a finite group, Nψ2(x) = 0. The injectivity of the star map implies
ψ1(Nx) 6= 0.
Then
{ψ1(sℓ)− nψ1(x) ; 0 ≤ n < Nℓ} ⊆ π (ϕ(W )) .
We can take the integer ℓ greater than d/d′ where d is the diameter of the
compact set π (ϕ(Cl(W ))) ⊆ Rl × Zm and d′ is the norm of ψ1 (Nx). But
this is a contradiction. ⊓⊔
Example 3 1. The vertex sets of the rhombic Penrose tilings are finitely
periodic model sets with Gint = C× (Z/5Z) and injective star maps. See
[19, Section 3.2].
2. If an internal space is the compact Abelian group of p-adic integers, we
can find a model set [8] which is not finitely periodic.
3.3 Decomposition of finitely randomized model sets
Definition 6 A cut-and-project subscheme of a c.-p. scheme (G,Gint, L˜) is
a c.-p. scheme (G,Hint, M˜) such that M˜ ⊂ L˜, Hint ⊂ Gint, and the topology
of Hint is the relative topology induced from Gint.
9Lemma 4 If an lcag Hint is a subgroup of an lcag Gint, then the Haar
measure θ of Gint restricted to Hint is a Haar measure ϑ of Hint such that
θ (∂Gint(B)) = 0⇒ ϑ(∂Hint(B ∩ Hint)) = 0.
Proof It is immediate that ϑ is a Haar measure of Hint. Note ∂Hint(B ∩Hint)
is (Cl(B ∩ Hint) ∩ Hint)\(Int(B ∩ Hint) ∩ Hint) contained by (Cl(B)∩Hint)\
Int(B) = ∂Gint(B)∩Hint. So, if θ (∂Gint(B)) = 0 then θ (∂Hint(B ∩ Hint)) = 0,
which implies ϑ(∂Hint(B ∩Hint)) = 0 since ϑ is the restriction of Gint’s Haar
measure θ to Hint. ⊓⊔
Lemma 5 For any c.-p. scheme (G,Gint, L˜) with L being finitely generated
and for any finite subset D ⊂ L there are a c.-p. subscheme S = (G,Hint, M˜)
of (G,Gint, L˜) and a finite complete representation system R of L/M with
D ⊂ R.
Proof By the structure theorem of a finitely generated Abelian group, L˜ is
isomorphic to Zv × Z/Zn1 × · · · × Z/Znu for some u, v ∈ Z≥0 and for some
integers n1, . . . , nu ≥ 2. Because D is regarded as a finite subset of Zv ×
Z/Zn1 × · · ·Z/Znu , there is an integer k greater than the “first components”
of any elements of D. Without loss of generality, each ni divides k. Then put
M := kL. We can find a finite complete representation system R ⊇ D. Let
M˜ := {(t, t⋆) ; t ∈M} and Hint := Cl(M⋆) ⊂ Gint. Then Hint is a σ-compact
lcag with the relative topology induced from Gint, and (G,Hint, M˜) is a c.-p.
scheme with the star map being a restriction of the star map of (G,Gint, L˜).
⊓⊔
We consider the following condition on frms’s:
Condition 1 ΛO(W ) is a finitely periodic model set over a c.-p. scheme
O = (G,Gint, L˜) with L being finitely generated.
Recall that θ is a Haar measure of Gint. The subscheme S given in
Lemma 5 is used in the following theorem:
Theorem 1 (Decomposition) Suppose an frms {Xs}s∈ΛO(W ) satisfies
Condition 1. Then there are a c.-p. subscheme S = (G,Hint, M˜) of the c.-p.
scheme O and a finite complete representation system R = {rC ∈ L ; C ∈
L/M} of L/M such that following holds:
for each g ∈ ΛO(W ) − ΛO(W ), each C ∈ L/M , each r ∈ R with r ≡
g modM , and each nonnegative integer k ≤ ℓ := ℓΛO(W )(g − r), there is a
relatively compact set VC,k ⊆W such that for
SC,k := rC + ΛS(VC,k), (3)
we have
1. the sequence {XsXs−g ; s ∈ SC,k, s− g ∈ ΛO(W ) } is independent; and
2. if the Haar measure θ(∂W ) is 0, then dense{Dn}n(SC,k) exists.
Furthermore ΛO(W ) is the disjoint union of all the SC,k’s.
10
Proof Let the subscheme S and the finite complete representation system R
be as in Lemma 5 applied for the c.-p. scheme O and a d-set D of the frms
{Xs}s∈ΛO(W ). Since 0 ∈ D ⊆ R by Lemma 5, if 0 = g ≡ r modM then
r = 0. Because ΛO(W ) is finitely periodic, ℓ is finite, and we have relatively
compact sets
Wk := {y ∈ W ; ℓW (g
⋆ − r⋆ ; y) = k} (0 ≤ k ≤ ℓ).
Then ΛO(W ) =
∐ℓ
k=0{s ∈ L ; s
⋆ ∈ Wk} where
∐
is a disjoint union. Since
L =
∐
C∈L/M (rC+M), we have ΛO(W ) =
∐ℓ
k=0
∐
C∈L/M{s ∈ rC+M ; s
⋆−
r⋆C ∈ (Wk−r
⋆
C)∩Hint}. Therefore ΛO(W ) =
∐ℓ
k=0
∐
C∈L/M
(
rC+ΛS
(
(Wk−
r⋆C) ∩ Hint
) )
. So define
VC,k := (Wk − r
⋆
C) ∩ Hint. (4)
Now we prove the assertion (1) of Theorem 1 below. By Lemma 2 with
N := {−g, 0}, it is sufficient to prove the following claim : for any distinct
s, t ∈ SC,k, ({s, s− g} − {t, t− g}) ∩D = ∅. In other words, for any g′ ∈ D
we have (i) s − t = (s − g) − (t − g) 6= g′; (ii) s − (t − g) 6= g′; and (iii)
(s− g)− t 6= g′.
It is proved as follows: By Lemma 5, M ∩ D = {0}, which derives the
assertion (i) from s−t ∈M \{0}. If g = 0, then (ii) and (iii) follow from (i). So
let g 6= 0. Assume (ii) is false. Then g′−g = s− t ∈M , so g′ ≡ g ≡ r modM
for a unique r ∈ R. Then g′ = r, because g′ ∈ D belongs to R. Therefore
t − s = g − r. But t⋆ − (g⋆ − r⋆) = s⋆ ∈ Wk ∋ t⋆ contradicts against the
definition of Wk. Therefore (ii) holds. The assertion (iii) follows from (ii)
since D = −D.
We prove the assertion (2) of Theorem 1. Recall that the lcag Hint of
the subscheme S is a subgroup of the lcag Gint. As in Lemma 4, we write
ϑ for a Haar measure of Hint. The premise θ (∂GintW ) = 0 implies
ϑ(∂HintVC,k) = 0. (5)
To see it first observe thatWk =W ∩(W +g−r)∩· · ·∩(W +k(g−r))\(W+
(k + 1)(g − r))). So the premise implies θ (∂Gint(Wk − r
⋆
C)) = 0 because of
fact ∂Gint(A ∩B) ⊂ ∂Gint(A) ∪ ∂Gint(B) and fact ∂Gint(A) = ∂Gint(Gint \A).
Thus (5) follows from Lemma 4.
Since {Dn− rC}n is a van Hove sequence too, dense{Dn−rC}n (ΛS(VC,k))
converges by Proposition 2. But it is dense{Dn}n (SC,k) by the definition (3)
of SC,k. ⊓⊔
4 Absolutely continuous component of diffraction and covariance
If a complex-valued frms ω = {Xs}s∈Λ satisfies Condition 1 and all of the
expectation E[Xs] and the covariances between Xs and Xs−g are “continu-
ous” with respect to s⋆ ∈ Gint for any g ∈ Λ−Λ, then we quantitatively give
the diffraction measure of ω as follows:
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– the inverse Fourier transform of the absolutely continuous component is
a Dirac comb whose support is the smallest d-set; and
– the pure-point component is the diffraction measure of a Dirac comb
which is the expectation of the frms ω.
Here
Definition 7 The expectation of an frms ω = {Xs}s∈Λ is, by definition, a
Dirac comb E[ω] = {E[Xs]}s∈Λ, that is,
∑
s∈Λ E[Xs]δs.
We use Kolmogorov’s strong law of large numbers. By the variance of an
rv X , we mean V[X ] = E[ |X − E[X ] |2] = E[ |X |2]− E[X ]E[X ].
Proposition 5 ([24, Corollary 1.4.9]) Suppose that {bm ; m ∈ N} is a
nondecreasing sequence of positive numbers which tends to infinity, and that a
set {Xn}n∈N of square integrable rv’s is independent. If
∑∞
m=1V[Xm]b
−2
m <
∞, then
lim
m→∞
1
bm
m∑
i=1
(Xi − E[Xi] ) = 0 (almost surely).
Lemma 6 If a set A ⊂ G is a nonempty and discrete and {Ys}s∈A is an
independent set of rv’s with the variances V[Ys] bounded uniformly from
above, then for any van Hove sequence {Dn}n
lim
n→∞
1
#(A ∩Dn)
∑
s∈A∩Dn
(Ys − E[Ys]) = 0 (almost surely).
Proof There is an enumeration {si}i∈N of A without repetition which ex-
hausts A∩D1 first then A∩D2, A∩D3, and so on, because A ⊆
⋃
nDn and
because #(A∩Dn) <∞ follows from the discreteness of A and the compact-
ness of Dn. For m ∈ N let bm be #(A ∩Dn) where n is the smallest integer
such that sm ∈ A ∩ Dn. If m = #(A ∩ Dn) for such n, then bm = m. In
general, we have bm ≥ m, because the van Hove sequence {Dn}n is increas-
ing. So
∑∞
m=1 b
−2
m ≤
∑∞
m=1m
−2 < ∞. Because V[Ys] is uniformly bounded
from above by the premise, we have
∑∞
m=1V[Ysm ]m
−2 < ∞. Since the se-
quence {Ysi}i∈N is independent from the premise, Proposition 5 implies that
the sequence
{∑m
i=1(Ysi − E[Ysi ] ) / bm
}
m∈N
converges to 0 almost surely.
Hence a subsequence
{ ∑
s∈A∩Dn
(Ys − E[Ys] ) /#(A ∩Dn)
}
n∈N
does so al-
most surely. ⊓⊔
By the covariance between complex-valued rv’s Xs and Xt, we mean
Cov[Xs, Xt] = E[ (Xs − E[Xs])(Xt − E[Xt]) ] = E[XsXt]− E[Xs]E[Xt].
Condition 2 An frms {Xs}s∈Λ(W ) has functions e, cg ∈ Cc(Gint) such that
E[Xs] = e(s
⋆), (s ∈ Λ(W ) ) ;
Cov[Xs, Xs−g] = cg(s
⋆), (g ∈ Λ(W )− Λ(W ), s ∈ Λ(W ) ∩ (Λ(W ) + g)) .
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Example 4 In Example 1, suppose that there are m ∈ C(Gint,Rn) and S ∈
C(Gint,R
n×n) such that m(t⋆) is the mean E[Yt] and S(t
⋆) is the covariance
matrix E[(Yt−E[Yt])(Yt−E[Yt])⊤] for all t ∈ Γ . Then functions e, cg (g ∈
Λ−Λ) indeed belong to Cc(Gint). For the frms of Example 2, assume further
that each shift ys is subject to a continuous probabilistic density function h
with supph = R. Then, for s ∈ L, (1W ∗ h)(s⋆) =
∫
Gint
1W (s
⋆ − y)h(y)dy =∫
W∋s⋆−y
h(y)dy = P (s⋆ ∈ W + ys), the probability for s ∈ Λ(W + R) to
indeed appear. So e = 1W ∗ h.
Theorem 2 Let ω = {Xs}s∈Λ(W ) be an frms such that Condition 2 holds,
{E[ |Xs|
4] }s∈Λ(W ) is bounded, and W is compact but the Haar measure
θ(∂W ) of Gint is 0. Then the diffraction measure γ̂ω of ω is almost surely
γ̂E[ω] + A, where
1. γ̂E[ω] is a pure-point diffraction measure.
2. A is an absolutely continuous, real-valued measure on Ĝ. In fact, there is
some d-set D of the frms ω such that the Radon-Nikody´m derivative of
A with respect to the Haar measure dχ of Ĝ is
∑
g∈D Agχ(−g) where
Ag =
∫
W∩(W+g⋆)
cg(y)dy = lim
n→∞
∑
s∈Λ(W )∩(Λ(W )+g)∩Dn
Cov[Xs, Xs−g ]
|Dn|
.
Proof We use the notation of Theorem 1. Let g ∈ ΛO(W )−ΛO(W ). Because
ΛO(W ) is the disjoint union of SC,k’s over (C, k) ∈ (L/M) × {0, . . . , ℓ},
we have s, s − g ∈ ΛO(W ) ∩ Dn if and only if there is a unique (C, k) ∈
(L/M) × {0, . . . , ℓ} such that s ∈ SC,k ∩ (ΛO(W ) + g) ∩ Dn ∩ (Dn + g).
Furthermore rC − g ∈ R−M and
SC,k ∩ (ΛO(W ) + g) = rC + ΛS(WC,k), (6)
where
WC,k := VC,k ∩
(
(W − r⋆C + g
⋆) ∩ Hint
)
. (7)
Thus,
lim
n→∞
∑
s∈ΛO(W )∩Dn
(· · · )
|Dn|
=
∑
C ∈ (L/M),
0 ≤ k ≤ ℓ
lim
n→∞
∑
s ∈ (rC + ΛS (WC,k))
∩ Dn ∩ (Dn + g)
(· · · )
|Dn|
. (8)
Suppose C ∈ L/M , 0 ≤ k ≤ ℓ and SC,k 6= ∅.
Claim 1 For any f ∈ Cc(Gint), as n → ∞, both of the summation of
f(s⋆)|Dn|−1 over s ∈ (rC + ΛS(WC,k)) ∩ Dn ∩ (Dn + g) and the summa-
tion of f(s⋆)|Dn|
−1 over s ∈ (rC + ΛS(WC,k)) ∩ Dn converge to the same
value.
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Proof The absolute value ∆ of the difference between the two summations is
not greater than
∑
s∈(rC+ΛS (WC,k))∩(Dn\(Dn+g))
|f(s⋆)| / |Dn|. Here, by (6),
a set rC + ΛS(WC,k) is a subset of ΛO(W ) + g, and is uniformly discrete.
Thus by Lemma 1, there is a compact neighborhood U of 0 such that for all
n, #
((
rC + ΛS(WC,k)
)
∩
(
Dn \ (Dn + g)
))
≤ |Dn \ (Dn + g)| / |U |. By the
premise f ∈ Cc(Gint), there is b ≥ 0 such that |f(y)| ≤ b for all y ∈ Gint.
Thus ∆ ≤ |Dn \ (Dn − g)| · b|U |
−1
/ |Dn| = b|U |
−1|(Dn + g) \Dn| / |Dn| ≤
b|U |−1
∣∣∂{0,−g}(Dn)∣∣ / |Dn| → 0. Moreover, by Proposition 2, the summation
of f(s⋆) / |Dn| over s ∈ (rC + ΛS(WC,k)) ∩Dn converges as n goes to in-
finity. To see it, the definition (7) of WC,k implies ∂Hint(WC,k) is contained
by ∂Hint(VC,k)∪∂Hint ((W − r
⋆
C + g
⋆) ∩ Hint) which has null measure with re-
spect to the Haar measure ϑ of Hint, where ϑ (∂Hint(VC,k)) = 0 by (5), while
the premise θ(∂W ) = 0 of Theorem 2 implies that (W − r⋆C + g
⋆) ∩Hint has
ϑ-null boundary by Lemma 4. ⊓⊔
Claim 2 It holds almost surely that as n goes to ∞,
∑
s ∈ (rC + ΛS(WC,k))
∩ Dn ∩ (Dn + g)
XsXs−g
|Dn|
−
∑
s ∈ (rC + ΛS(WC,k))
∩ Dn ∩ (Dn + g)
E
[
XsXs−g
]
|Dn|
→ 0. (9)
Proof Note that the left-hand side of (9) is the product of the following two:
un :=
∑
s∈(rC+ΛS(WC,k))∩Dn∩(Dn+g)
XsXs−g − E
[
XsXs−g
]
# {(rC + ΛS(WC,k)) ∩Dn ∩ (Dn + g)}
,
vn := # {(rC + ΛS(WC,k)) ∩Dn ∩ (Dn + g)}/|Dn|.
Here un tends to 0 almost surely, because by the premise the variances
V[XsXs−g] ≤ E[
∣∣XsXs−g∣∣2] ≤ E[ |Xs|4]/2 + E[ |Xs−g|4]/2 are uniformly
bounded, from which Theorem 1 (1), the equality (8) and Lemma 6 im-
ply that limn→∞ un = 0 almost surely. On the other hand, vn tends to
dense{Dn}n ΛS(WC,k) <∞ by Claim 1. ⊓⊔
The second sum in the left-hand side of (9) has the following limit in the
limit of n.
Claim 3 As n goes to infinity,
∑
s ∈ (rC + ΛS(WC,k))
∩ Dn ∩ (Dn + g)
E
[
XsXs−g
]
/|Dn| con-
verges to
lim
n→∞
∑
s ∈ (rC + ΛS(WC,k))
∩ Dn ∩ (Dn + g)
e(s⋆)e(s⋆ − g)
|Dn|
+ lim
n→∞
∑
s ∈ (rC + ΛS(WC,k))
∩ Dn
cg(s
⋆)
|Dn|
.
(10)
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Proof By Condition 2, Claim 1 and Proposition 2, the two limits in (10) are
convergent, and (10) is
lim
n→∞
1
|Dn|
∑
s∈(rC+ΛS(WC,k))∩Dn∩(Dn+g)
(
e(s⋆)e(s⋆ − g⋆) + cg(s
⋆)
)
.
But the summand is E[XsXs−g ] by Condition 2. ⊓⊔
By taking the summation (9) and (10) respectively over any (C, k) ∈
(L/M)×{0, . . . , ℓ} such that SC,k 6= ∅, by (8), we have almost surely ηω(g) =
ηE[ω](g) +Ag, and thus γ̂ω = γ̂E[ω] +
∑
g∈S−S Agχ(−g).
We continue the proof of Theorem 2.
The assertion (1) of Theorem 2 holds because the pure-pointness of E[ω]
follows from Proposition 4 and Condition 2.
The assertion (2) is proved as follows: The Radon-Nikody´m derivative
A(χ) =
∑
g∈S−S Agχ(−g) is actually A(χ) =
∑
g∈D Agχ(−g) for any d-set
D of the frms ω. Indeed Cov[Xs, Xs−g] is equal to 0 for any g ∈ (S−S)\D
and for any s ∈ ΛO(W ) ∩ (ΛO(W ) + g), because a pair of Xs and Xs−g is
independent for this g by Definition 3. This completes the proof of Theorem 2.
⊓⊔
Corollary 1 Under the same assumption as Theorem 2, the smallest d-set
of the frms is the support of the Dirac comb which is obtained by the inverse
Fourier transform of the absolutely continuous component A of the diffraction
measure γ̂ω.
Proof The inverse Fourier transform of A is
∫
Ĝ
∑
g∈D Agχ(−g)χ(x)dχ which
is
∑
g∈D
∫
Ĝ
Agχ(−g + x)dχ =
∑
g∈D Agδg(x). ⊓⊔
Example 5 If the frms in Theorem 2 is independent, it has a d-set D = {0}
by Lemma 2 and the absolutely continuous component of the diffraction
measure γ̂ω is A = limn
∑
s∈Λ(W )∩Dn
V[Xs]/|Dn|.
If we add a mild condition “Cl(Int(W )) = W” to the theorem, we can
quantitatively provide the pure-point component γ̂E[ω] by using a following
theorem (Theorem 3) (and can dispense with Proposition 4.)
5 Diffraction of weighted Dirac comb and torus parametrization
Let ω be a weighted Dirac comb on Λ(W ) where Λ(W ) is a c.-p. set over
a c.-p. scheme S = (G,Gint, L˜). To describe the support of γ̂ω, we use the
dual c.-p. scheme (Ĝ, Ĝint, L˜) for the c.-p. scheme S. Here the lattice L˜ is
the annihilator of L˜ in ̂G×Gint ≃ Ĝ × Ĝint. That is L˜ is the lcag of
(χ, η) ∈ Ĝ×Ĝint such that χ(s)η(s
⋆) = 1 for all (s, s⋆) ∈ L˜. Then (Ĝ, Ĝint, L˜)
is indeed a c.-p. scheme. See [19, Section 5] for the proof. Let L (L⋆ resp.)
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stand for the canonical projection of L˜ to Ĝ (Ĝint resp.), and let the star
map be (−)⋆ : L → L⋆. Then
χ(s) = χ⋆(s⋆) (χ ∈ L, s ∈ L). (11)
Let T be a compact Abelian group (G ×Gint)/L˜. Then the lattice L˜ of the
c.-p. scheme satisfies
L˜ ≃ T̂, (12)
and the composite ̟ : T̂ → L of the isomorphism and the projection re-
stricted to L˜ is indeed a bijection:
̟(ξ) := ξ
(
(•, 0) + L˜
)
∈ L. (13)
Recall that |L˜| =
∫
T
dxdy.
We say an flc set P ⊂ G is repetitive if for every compact set K ⊂ G
there exists compact set K ′ ⊂ G such that for all t1, t2 ∈ G there exists
s ∈ K ′ such that (t1 + P ) ∩ K = (s + t2 + P ) ∩ K. According to [23], we
say a window W ⊂ Gint has no nontrivial translation invariance if {c ∈
Gint ; c+W =W} = {0}.
Theorem 3 Assume that Λ(W ) is a repetitive model set over a c.-p. scheme
(G,Gint, L˜) where Λ(W )− Λ(W ) generates L, W = Cl(Int(W )), W has no
non-trivial translation invariance, and the Haar measure θ(∂W ) is 0. Assume
furthermore that
b ∈ Cc(Gint), supp b ⊂W, ω =
∑
s∈Λ(W )
b(s⋆)δs. (14)
Then the diffraction measure of ω is γ̂ω =
∑
χ∈L
|bˆ(χ⋆)|2
|L˜|2
δχ.
The theorem with the physical space G being Rn was proved by Hof [13],
and that for Dirac combs with constant weights was by Schlottmann [23].
A general theorem for weighted Dirac comb with the weights arising from
an “admissible” Radon-Nikody´m derivative of the L˜-invariant measure was
studied in Lenz-Richard [17, Theorem 3.3]. Our theorem is another form of
a weaker version of Lenz-Richard’s theorem.
In order to prove the theorem, we employ a uniquely ergodic dynami-
cal system XΛ(W ) made from Λ(W ), and connection of the autocorrelation
measure γω to a complex Hilbert space over XΛ(W ). Then we prove lemmas
about the so-called torus parametrization of Λ(W ), introduced in [3] and
generalized by [23].
Proposition 6 ([23])
1. For every flc set Λ ⊂ G, the closure XΛ of the G-orbit {Λ+ g ; g ∈ G}
of Λ with some uniform topology is a complete, compact Hausdorff space.
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2. Suppose a model set Λ := Λ(W ) satisfies the same assumptions as Theo-
rem 3. Then XΛ will be a minimal and uniquely ergodic dynamical system,
with the G-action (x, P ) ∈ G×XΛ 7→ P + x ∈ XΛ.
Hereafter, the uniquely ergodic probability measure of XΛ will be denoted by
ν, and the complex Hilbert space over XΛ with the inner product
〈Φ1, Φ2〉ν :=
∫
XΛ
Φ1(P )Φ2(P )dν(P ) (Φi ∈ L
2(XΛ, ν))
will be denoted by L2(XΛ, ν).
Proposition 7 (Torus parametrization) Assume the same assumptions
as Theorem 3, and let T be a compact Abelian group (G ×Gint)/L˜ with the
Haar probability measure τ , and let G act on T by (x, t) ∈ G×T 7→ t+(x, 0) ∈
T. Then there are a continuous surjection
β : XΛ → T
and a full measure subset X ′Λ of XΛ such that (1) β preserves the G-action,
(2) β(Λ) = L˜, and (3) β′ := β|X′
Λ
is injective with the range β(X ′Λ) disjoint
from β(XΛ \X ′Λ).
From the proposition, we can derive a following:
Lemma 7 Let L2(T, τ) be a complex Hilbert space with the inner product
〈α1, α2〉τ :=
∫
T
α1(t)α2(t)dτ(t)
(
α1, α2 ∈ L
2(T, τ)
)
.
Then we have a bijective isometry
ι : L2(XΛ, ν)→ L
2(T, τ) ; Θ 7→ Θ ◦ (β′)−1 .
By using [1, Proposition 1.4], we can prove the following:
Fact 1 If λ and µ are translationally bounded, nonnegative measures on G
and {Dn}n is a van Hove sequence on G, then in the vague topology
lim
n→∞
(˜λ|Dn) ∗ µ|Dn − λ˜ ∗ (µ|Dn)
|Dn|
= lim
n→∞
(˜λ|Dn) ∗ µ− λ˜ ∗ (µ|Dn)
|Dn|
= 0.
In the following Lemma, recall that ω is a weighted Dirac comb mentioned
in Theorem 3 and the weight depends on a function b ∈ Cc(Gint).
Lemma 8 Suppose the same assumptions as Theorem 3. Let Λ be Λ(W ).
Then, for all ϕ1, ϕ2 ∈ Cc(G), there are unique Φ1, Φ2 ∈ L2(XΛ, ν) such that
for any x ∈ G,
Φi(Λ − x) = (ϕi ∗ ω)(x), (15)
(ϕ1 ∗ ϕ˜2 ∗ γω)(0) = 〈Φ1, Φ2〉ν . (16)
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Proof Let b ∈ Cc(Gint) be as in Theorem 3 and β : XΛ → T be as in
Proposition 7. Define gi ∈ Cc(G × Gint) by gi(x, y) := ϕi(−x)b(y). Put
Ki := supp gi. Let P ∈ XΛ. Because β(P ) ∈ XΛ is a discrete set, β(P ) ∩Ki
is finite. Thus Φi(P ) :=
∑
(x,y)∈β(P ) gi(x, y) is indeed a finite sum and well-
defined.
To establish Φi ∈ L2(XΛ, ν), it is sufficient to verify that a function fi :
T → C ; t 7→
∑
(x,y)∈t gi(x, y) is continuous, because Φi is the composition
of the continuous function β and fi.
Because gi ∈ Cc(G×Gint), for all ε > 0 there exists a compact neighbor-
hood U ⊂ G × Gint of 0 such that for all z, z′ ∈ G × Gint with z′ ∈ z + U ,
we have |gi(z′) − gi(z)| < ε. Then {z + L˜ ; z ∈ U} is a compact neighbor-
hood of 0 in T. Let t′, t ∈ T = (G × Gint)/L˜ such that t′ − t belongs to
the compact neighborhood {z + L˜ ; z ∈ U}. Then t′ = t + (u, v) for some
(u, v) ∈ U . So |fi(t′)−fi(t)| ≤
∑
z∈t |gi (z + (u, v))− gi(z)|. We show it is less
than # (((Ki − U) ∪Ki) ∩ t)× ε. If z ∈ t contributes to the summand, then
z+(u, v) ∈ Ki or z ∈ Ki, so z ∈ ((Ki − U) ∪Ki)∩t. Here ((Ki − U) ∪Ki)∩t
is finite since t is a translation of the lattice L˜ and (Ki−U)∪Ki is compact.
Thus fi is continuous.
To prove (15), observe
Φi(Λ− x) =
∑
s∈L
ϕi(−s+ x)b(s
⋆) (17)
follows from β(Λ−x) = L˜− (x, 0). By the condition supp b ⊂W of (14), the
weight b(s⋆) vanishes for any s 6∈ Λ(W ). So the range L of s in the summation
(17) can be replaced with Λ. Thus (15) holds.
The left-hand side of (16) is limn
(
ϕ1 ∗ ϕ˜2 ∗ ω|Dn ∗ ω˜|Dn
)
(0) · |Dn|−1 by
definition of γω. But by Fact 1, it is limn
((
ϕ˜2 ∗ ω
)
∗ (ϕ1 ∗ω)|Dn
)
(0) · |Dn|−1,
which is equal to limn
∫
Dn
Φ2(Λ− x)Φ1(Λ − x)dx · |Dn|−1 by (15). By the
pointwise ergodic theorem [22], it is
∫
XΛ
Φ2(P )Φ1(P )dν(P ) = 〈Φ1, Φ2〉ν .
⊓⊔
Here is a technical lemma concerning van Hove sequences and uniformly
discrete sets.
Lemma 9 For any uniformly discrete subset Λ of G, any bounded complex
sequence {ws}s∈Λ, any χ ∈ Ĝ, any ϕ ∈ Cc(G), and any van Hove sequence
{Dn}n of G,
1
|Dn|
∣∣∣∣∣
∑
s∈Λ
ws
∫
Dn
χ(x)ϕ(x − s)dx −
∑
s∈Λ∩Dn
ws
∫
G
χ(x)ϕ(x − s)dx
∣∣∣∣∣
tends to 0, as n goes to ∞.
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Proof The numerator is bounded from above by
∑
s∈Λ∩Dn
|ws|
∫
G\Dn
|ϕ(x − s)|dx +
∑
s∈Λ\Dn
|ws|
∫
Dn
|ϕ(x− s)|dx. (18)
The summands in the former summation and the latter summation are
bounded, because so are the sequence {ws}s∈Λ and ϕ ∈ Cc(G). So it is
sufficient to show that the set of s that “contributes” to (18) has density 0
with respect to {Dn}n∈N.
Let s ∈ Λ “contribute” to (18). If s ∈ Λ “contributes” to the former
summation, then s ∈ Dn for some x ∈ G \ Dn such that x − s ∈ suppϕ.
So s ∈ [Cl (G \Dn)− suppϕ] ∩ Dn ⊂ ∂suppϕ(Dn), by the definition (1) of
∂suppϕ(Dn). Similarly, if s ∈ Λ “contributes” to the latter summation then
s 6∈ Dn for some x ∈ Dn such that x − s ∈ suppϕ, so s ∈ (Dn − suppϕ) \
Int(Dn) ⊂ ∂− suppϕ(Dn). Then s ∈ ∂suppϕ(Dn) ∪ ∂− suppϕ(Dn) ⊂ ∂K(Dn)
for some compact set K ⊂ G such that K = −K ⊇ suppϕ.
Thus we have only to verify limn→∞#{s ∈ Λ ; s ∈ ∂K(Dn)}/|Dn| = 0.
This is proved as follows: By Lemma 1, there is a compact set U = −U such
that (s + U) ∩ (t + U) = ∅ for any distinct points s, t ∈ Λ. Thus U + {s ∈
Λ ; s ∈ ∂K(Dn)} ⊂ ∂K+U (Dn), and the Haar measure of the left-hand side
of the inclusion is |U | · #{s ∈ Λ ; s ∈ ∂K(Dn)}. Thus |U | · limn→∞#{s ∈
Λ ; s ∈ ∂K(Dn)}/|Dn| ≤ limn→∞
∣∣∂K+U (Dn)∣∣ /|Dn| = 0 by the definition
of van Hove sequence. ⊓⊔
Lemma 10 Suppose the same assumptions as in Theorem 3. Then
1. For a complex Hilbert space L2(T̂) with the inner product
〈κ1, κ2〉T̂ :=
∑
ξ∈T̂
κ1(ξ)κ2(ξ) (κ1, κ2 ∈ T̂),
we have a bijective isometry L2 (XΛ, ν)
ι
→ L2(T, τ)
(̂•)
→ L2(T̂).
2. For ϕ1, Φ1 of Lemma 8, and the projection ̟ given in (13), we have
(̂ιΦ1)(ξ) =
ϕ̂1 (−̟(ξ))
|L˜|
bˆ (̟(ξ)⋆) (ξ ∈ T̂).
Proof (1) By (12), T̂ is discrete, so the inner product of the Hilbert space
L2(T̂) is in fact a summation. Recall that Fourier transform is a bijective
isometry. So the conclusion follows from Lemma 7.
(2) Put χ := ̟(ξ). The left-hand side (̂ιΦ1)(ξ) of the equation is a
Fourier transform
∫
T
ξ(t)(ιΦ1)(t)dτ(t), which is
∫
XΛ
ξ ◦ β(P ) Φ1(P )dν(P ) by
Lemma 7. By Proposition 6 (2) and the pointwise ergodic theorem [22],
the integral is limn→∞
∫
Dn
ξ (β(Λ − x))Φ1(Λ − x)dx · |Dn|
−1. Since β(Λ −
x) = L˜ − (x, 0) by Proposition 7, we have ξ (β(Λ − x)) = ξ(L˜ − (x, 0)) =
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̟(ξ)(−x) = χ(x). So (̂ιΦ1)(ξ) = limn→∞
∫
Dn
χ(x)Φ1(Λ − x)dx · |Dn|−1. By
(15) of Lemma 8 and the premise ω =
∑
s∈Λ(W ) b(s
⋆)δs, we have
(̂ιΦ1)(ξ) = lim
n→∞
1
|Dn|
∫
Dn
χ(x)
∑
s∈Λ(W )
ϕ1(x − s)b(s
⋆)dx.
We can apply Lemma 9 to above, since Λ(W ) is uniformly discrete, the
sequence {b(s⋆)}s∈Λ(W ) of weights is bounded, and ϕ1 ∈ Cc(G). Thus
(̂ιΦ1)(ξ) = lim
n→∞
1
|Dn|
∑
s∈Λ(W )∩Dn
b(s⋆)
∫
G
χ(x)ϕ1(x− s)dx.
Here
∫
G
χ(x)ϕ1(x− s)dx = χ(s)ϕ̂1(−χ) is χ⋆(s⋆)ϕ̂1(−χ) by (11). Therefore
(̂ιΦ1)(ξ) = ϕ̂1(−χ) lim
n
1
|Dn|
∑
s∈Λ(W )∩Dn
b(s⋆)χ⋆(s⋆). (19)
Since b ∈ Cc(Gint), the Fourier transform bˆ of b is well-defined. So Proposi-
tion 2 implies that the limit in (19) is
∫
W
b(y)χ⋆(y)dy/|L˜|, which is bˆ(χ⋆)/|L˜|
by supp b ⊂W . Therefore (19) implies the desired consequence. ⊓⊔
Proof of Theorem 3 By Proposition 3, it is sufficient to verify
∫
G
(ϕ ∗ ϕ˜)(x)dγω(x) =
∫
Ĝ
|ϕ̂(−γ)|2 d

∑
χ∈L
∣∣∣bˆ(χ⋆)∣∣∣2
|L˜|2
δχ

 (γ) ≥ 0. (20)
Since γ˜ω = γω, the leftmost integral is ((ϕ ∗ ϕ˜) ∗ γω)(0), which is 〈Φ, Φ〉ν by
(16). Because each Φ corresponds uniquely to ϕ by Lemma 8 and because of
Lemma 10, it is
∑
χ∈L
∣∣∣ϕ̂(−χ)̂b(χ⋆)∣∣∣2 · |L˜|−2, the right-hand side of (20). ⊓⊔
By the Theorem we have proved, we can see that the pure-point diffrac-
tion is still observed as long as the sample path of random weights is con-
tinuous on the internal space of the model set. The condition is comparable
Baake-Moody’s sufficient condition for deterministic model sets to have pure-
point diffraction; their condition demands the continuity with respect to the
internal space.
Theorem 4 Suppose the same assumptions as in Theorem 3. If a complex-
valued stochastic process {By(ω)}y∈W is such that the sample path bω(y) =
1W (y)By(ω) is continuous on W almost every ω, then a Dirac comb π(ω) =∑
s∈Λ(W ) Bs⋆(ω)δs has a diffraction measure γ̂π(ω) which expectation is pure-
point
Eω[γ̂π(ω)] =
∑
χ∈L
E[|b̂ω(−χ)|2]
|L˜|2
δχ.
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For example, if W = [0, 1], {By(ω)}y∈W is an Ornstein-Uhlenbeck process.
In [9], for particle gases over flc sets with Gibbs random field under a
suitable interaction potential restrictions, Baake-Zint proved that the diffrac-
tion measures do not have singular continuous components and explicitly de-
scribed the pure-point component and the absolutely continuous component
by using the covariance of the random field.
Weak dependence of a random field over a point set S is studied typ-
ically with Dobrushin interdependence matrix [15, p. 32] (Cx,y)x,y∈S. For
example, Ku¨lske [15] derived that if a Gibbs field has a Dobrushin interde-
pendence matrix with the largest row-sum and the largest column-sum both
less than 1, then it satisfies a concentration inequality for functions. We see
that every finitely randomized model set has a Dobrushin interdependence
matrix (Cx,y)x,y∈S with each row and each column having bounded number
of nonzero entries, because a mass at a point x is independent from that of
any point y whenever x− y is not in the dependency set D. So, it is natural
to generalize finitely randomized model sets S to randomized model sets S
having a finite set D with supx∈S
∑
y∈S\(D+x)Cx,y < 1, for example. We
hope such randomized model sets with weak dependence satisfy our results
and a concentration inequality for functions.
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A Proof of “If Int(W ) 6= ∅ then Λ(W ) is relatively dense.”
Variants of this assertion have already appeared in Schlottmann, Lagarias and so
on.
Since L˜ is a lattice of G×Gint, there is a complete system C of representatives
of a compact, quotient set (G × Gint)/L˜ such that C is relatively compact. Then
G× Gint = L˜+ C. Since the window W has nonempty interior and L
⋆ is dense in
Gint, it follows that Gint = L
⋆
−W . Moreover, since Πint(Cl(C)) is compact, there
is a finite subset F of L such that Πint(Cl(C)) ⊂ F
⋆
−W . Let K := Π(Cl(C))−F ,
which is compact in G. For each x ∈ G, there are (t, t⋆) ∈ L˜ and (c, d) ∈ C such
that (x, 0) = (t, t⋆) + (c, d). Since Πint(C) ⊂ F
⋆
−W , there are f ∈ F and w ∈ W
such that d = f⋆ − w. Then
(x, 0) = (t, t⋆) + (c, f⋆ − w) = (t+ c, t⋆ + f⋆ − w).
So t⋆ + f⋆ = w ∈ W , and thus t + f ∈ Λ(W ). Since x = t+ c = (t + f) + (c− f)
and c− f ∈ Π(C)− F ⊂ K, we have x ∈ Λ(W ) +K. Therefore G = Λ(W ) +K.
