Abstract-Optimization of computational electromagnetics (CEM) simulation models can be costly in both time and computing resources. Mesh refinement is a key parameter in determining the number of unknowns to be processed. In turn, this controls the time and memory required for a simulation. Hence, it is important to use only a mesh that is good enough for the objectives of the simulation, whether for direct handling of high-fidelity EM models or, even more importantly, for setting up low-fidelity models in a variable-fidelity optimization. On the other hand, in the early stages of an optimization process, a relatively coarse mesh can show whether the governing parameters of the simulation are being appropriately modeled. As the simulation geometry approaches its target, the mesh definition becomes more refined. This letter presents initial results for an approach to identifying the minimum acceptable mesh coarseness based on the projected evolution of FSV's global difference measure when a model is refined from a very crude representation rather than the more usual high-fidelity model. Future work to verify the generality of this letter could provide substantial savings in time and effort for CEM analysis in EMC.
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I. INTRODUCTION
T HIS letter addresses the issue of optimization of computational electromagnetics. It is clear that any iterative or "biologically inspired" optimization routine will require large number of simulations in order to be able to identify the geometry that matches, most closely, the target behavior. There have been many advances in computer technology, including parallel processing and GPU acceleration, and advances in the mathematics of the base methods, such as improved schemes for solving sparse matrices. However, despite these, simulation of nontrivial systems is still costly in memory requirements and time. Hence, the ability to run simulations based on using the smallest possible number of unknowns offers the advantage of avoiding wasted time and resources. The key question is how does the modeler know when the refinement of the simulation is "good enough"? In most cases, this will be rule based (e.g., ensure at least ten nodes per wavelength) or visually based (i.e., "eye-balling" graphs and selecting the coarsest mesh that looks correct). In order to be able to automate such simulations, the rule based may be too restrictive or not efined enough, and the visual inspection requires repeated human interaction, which diminishes the "automated" aspect of the optimization and opens up the decision making to interalia subjectivity and fatigue. This letter applies the feature selective validation (FSV) method [1] to provide a measure of a distance between simulations, where that distance is the quality of the comparison between the simulations. FSV was chosen because it provides a distance measure based on the envelope/shape of the data to be compared as well as the individual features themselves. Also, the results do not depend on the order in which comparisons are performed, so A versus B gives the same answer as B versus A. Further, as the usual basis on which the assessment of the coarsest possible mesh is usually visually based, and FSV has been shown to broadly mimic the response of a group of engineers performing visual assessment [2] , it is a natural choice. The approach uses the least refined simulation as a reference, and looks for the point at which the distance ceases to grow with a high rate of change. This provides the relevant information to decide on the point at which the model is "good enough."
Deciding about the sufficient level of a structure discretization is important for setting up the "accurate" (or high-fidelity EM model). However, it is even more important for variableor multilevel optimization approaches [3] , [4] . While the former can be done in a more or less straightforward way (through mesh-independence study), automation of the process is highly desirable. For the latter, finding a proper tradeoff between the low-fidelity EM model accuracy and speed may be critical for the performance of the underlying optimization algorithm [5] . This is particularly the case of surrogate-based optimization (SBO) approaches, where the lower fidelity model is, upon suitable correction, used as a prediction tool leading toward a better design at a low computational cost [4] .
This letter uses the concept of convergence of a model with increasing refinement, as measured using FSV, to determine when that refinement is "good enough." The novelty of this letter is that it does not use an "infinitesimal grid" refinement as a reference but uses a coarse grid as a reference, and applies growth curves to predict the point at which additional refinement reaches the "point of diminishing returns." The method is outlined in Section II, and the operation of it is demonstrated in Section III. A brief summary concludes the letter in Section IV.
II. BASIS OF THE METHOD
The approach described in this letter is based on the concept that if a simulation is performed with a very coarse mesh, certainly much coarser than the generally accepted rules-of-thumb would suggest for meshing of the particular method, and is then successively refined, the model will be asymptotic to its performance with an infinite resolution. In practice, this would suggest that if one used the asymptotic, infinite meshing, then any comparisons made with that would get progressively better, until the GDM value [1] reached 0.00. The GDM is the FSV overall goodness-of-fit metric, composed of components representing the trend and the rapidly changing features in the original data. However, this relies on a high-definition reference model being made which has infinite (or at least very high) resolution and, if this can be done, there is no benefit to be achieved by running it for less refined meshing. It is also reasonable to assume that, for very coarse meshes, small improvements will not lead to noticeable improvements in the comparison quality until the quality of the meshing approached what could be regarded as "a normal range." Further, as the model reaches a certain level of discretization, the improvements will be, at best, marginal. If this concept is turned round on itself so the reference data is now from the coarsest mesh rather than the finest mesh, a benchmark is taken with a model that is quick to run. It also means that more refined meshes can be compared with a simulation that has already been undertaken. In this case, it is reasonable to assume that, starting with a very coarse mesh, the comparison with finer meshes could initially change very little until the "normal range" was being reached. At that point, there would be a worsening of the comparison as a function of model refinement and, after a certain level of refinement, the comparison would not get appreciably worse. This can be viewed as illustrated in Fig. 1 . This is clearly similar in structure to a "growth curve." There are a number of growth curves available and all represent growth/development/replacement in different environments. Commonly applied growth curves are the Logistic, Gompertz, and Morgan-Mercer-Flodin (MMF) curves. Each of these curves originates in biological or related systems and describes a particular set of behaviors (for the purpose of this letter such background can be omitted for brevity). The MMF curve is described as
Here, y is the parameter being modeled as a function of x, with a, b, c, d being curve fit parameters.
In the studies undertaken so far, the MMF curve copes very well with the data resulting from the comparisons used so far.
Clearly, a decision needs to be made as to when the mesh has become sufficiently fine for the purposes required. One option would be to use the change in slope of the emerging growth curve. However, a decision function based on the GDM itself appears to give reliable results. That function is described as
where D is the decision difference value, GDM ref is the GDM for the first refinement compared with the course mesh, and GDM x is the current refinement compared with the original coarse results. The difference-over-sum scheme ensures a straightforward means of normalization, ensuring that small differences of small GDM values are not unreasonably favored. The implication is that the reference results are best taken using meshes far coarser than a reasonable modeler would naturally consider. An acceptable value of D appears to be somewhere less than 1-10%. Again, this is for more widespread study.
The next section will take a typical EMC simulation structure and undertake the analysis. Fig. 2 shows a structure familiar to EMC studies associated with field penetration and shielding effectiveness prediction.
III. PRELIMINARY ANALYSIS
The shielding effectiveness was determined through simulations using CST Microwave Studio [6] for various levels of coarseness of mesh ranging from three lines-per-wavelength (ratio of largest node size to shortest wavelength) to 10 linesper-wavelength as a regular mesh with the box, and hence slot, modeled using a thin-metal model. The choice of 3 lines per wavelength was such that the results are highly likely to be suboptimal. These are shown in Fig. 3 with the coarsest and finest meshes annotated. Fig. 4 shows the GDM of each level of refinement when compared with the coarse three lines-perwavelength reference. Fig. 5 shows the growth curve fit to the overall data as an illustration of the original assumption of the shape of the resulting curves.
The difference-over-sum scheme, as described in [4] was applied to this data. The results are presented in Table I .
Adopting a "better than 5%" agreement as giving a simulation which is "good enough" would result in the decision being made to adopt seven lines-per-wavelength as being adequate. (Note: This is a relatively arbitrary value and the selection for any other application would need to be based on user selection considering the tradeoff between things like memory/runtime and the absolute need for the fidelity of the final application). Fig. 6 shows the finest and coarsest meshes compared with the selected 7 l pw results. The CPU time taken for these simulations was 470 s for 3 l pw, 1129 s for 7l pw, and 3690 s for 10 l pw. Clearly, the ability to justifiably use the 7 l pw results rather than the 10 l pw results represents a saving of over two thirds.
IV. CONCLUSION
A method has been presented to enable automatic, objective, selection of the minimum acceptable meshing density in a computational electromagnetics simulation. The established norm is to compare results of increasing refinement with a highresolution implementation in order to identify the acceptable lower limit. However, the approach demonstrated here uses a coarse mesh as the reference, removing the necessity to run a costly high-fidelity simulation and opening up new opportunities to further automate SBO. In setting a coarse base reference, it is anticipated that the initial results will be suboptimal and generally "poor." Of course, if the initial mesh chosen was sufficiently good, then the FSV analysis would show very little change and, from that, it could be concluded that the initial mesh selection was not sufficiently coarse (and, hence, the user could be advised to return to the initial model and "be brutal" with the coarseness of the mesh).
It is also interesting to compare Table I and Fig. 5 ; selecting LPW = 7 could also be seen as being sensible when looking at where the data come close to the fitted curve close to the asymptotic value. Of course, it should be noted that this result is specific to this problem, and different problems may result in different solutions of optimum LPW.
A simple difference-over-sum scheme has been proposed as the main decision metric, which has the advantages of simplicity and flexibility, should the processing be done in, or close to, realtime. It is anticipated that this approach will work with any data that show convergence to an "asymptotic" result and should be well behaved for relatively smooth and heavily resonant data. However, this is, of course a topic to be further investigated.
This technique is in its early stages of development and more work is required to develop and refine it but the initial results are sufficiently encouraging to share with the EMC community, particularly to encourage more independent investigations into this application. In particular, more work is required to determine if there is a theoretical basis for the observation in this letter that the MMF approach is a good curve fit approach and how "good enough" can be defined using the evolution of the curve, particularly in the context of variable-fidelity optimization. The implications of this letter are that, not only could this approach potentially assist with mesh refinement decisions, the approach of using an "early" or "crude" result as a reference, rather than results from a high-fidelity simulation, has potential application to efficient determination of simulation convergence: another topic of considerable interest in the EMC community.
