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1. INTRODUCTION 
We consider the nonlinear Schrodinger equation 
with initial condition $(x,0) = $0(z). H ere x E R, and a > 0 is a constant parameter. This 
equation is one of the most important completely integrable models in the theory of solitons. 
Its application can be found in many areas of physics, including nonlinear optics and plasma 
physics [1,2]. 
The nonlinear Schrodinger equation can be written as an infinite-dimensional Hamiltonian 
system. Therefore, it is natural to require a discretization or a semidiscretization to reflect this 
property. The basic idea is to find a finite-dimensional spatial truncation of (1) so that the 
resulting semidiscretization equation can be cast into a finite-dimensional Hamiltonian system. 
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Next, we can integrate the finite-dimensional Hamiltonian system in time using a symplectic 
discretiaation [3-51. 
However, there are limitations in this approach to developing a symplectic method for PDEs. 
The problem with this approach is that it is global. Since we integrate over the total spa- 
tial domain, local variations in symplecticity are averaged. In fact, there may be anomalies in 
the spatial distribution of symplecticity that are masked by averaging. To overcome this lim- 
itation, Bridges and Reich introduced the concept of multi-symplectic integrators based on a 
multi-symplectic structure of some conservative PDEs [6,7]. This approach is completely local. 
Thus, the multi-symplectic integrators have local invariant conserving properties. The nonlinear 
Schrodinger equation has a multi-symplectic structure, therefore, we can apply this approach to 
obtain multi-symplectic integrators. 
Reich showed that Gauss-Legendre collocation in space and time leads to multi-symplectic 
integrators, in particular, the mid-point rule collocation leads to a multi-symplectic integrator 
which is equivalent to the Preissman scheme (81. Starting from the needs of practice, we eliminate 
the usually unnecessary state variables and obtain a new six-point difference scheme of (1) from 
the multi-symplectic Preissman integrator. 
The purpose of this paper is to present symplectic and multi-symplectic integrators based on 
the Hamiltonian and multi-symplectic formulations of (1) and demonstrate the local conserving 
properties with the local energy conservation law as an example. An outline of the paper is as 
follows. In Section 2, we present the Hamiltonian formulation of (1) and symplectic integrators. 
In Section 3, we derive a new six-point difference scheme based on the multi-symplectic Preiss- 
mann scheme. In Section 4, linear stability analysis for two schemes are presented. Numerical 
experiments are reported in Section 5. Section 6 contains some conclusions. 
2. HAMILTONIAN FORMULATION OF 
NLS AND SYMPLECTIC INTEGRATORS 
The nonlinear Schrijdinger equation (1) can be written as an infinite-dimensional Hamiltonian 
system. It has a well-known classical Hamiltonian structure [6]. Let + = p + i q. Here p and q 
are real valued functions. Then (1) has the Hamiltonian formulation 
where z = (p, q), J = ( J1 i) , and the Hamiltonian 
H(z) = /- ; [p; + q; - ; (p2 + q2)2] dx. 
Equation (2) can be rewritten as 
dz=J_& 
dt ’ (3) 
where 
and D = -cI - & is a differential operator. Here c = a(p2 + n2), and I is the identity operator. 
Now we can discretize the spatial domain of (3) and expect to obtain a finite-dimensional 
Hamiltonian system. First, we like to point out that in the time interval under consideration the 
solutions of (1) we are interested in are negligibly small outside an interval 21 < IC < zT, and 
therefore, in our numerical study, we replace the initial condition of (1) by 
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As in [4], we denote the 2mth-order central difference operator for ID by D(2m), and then we 
have 
D(2m) = -8 - V+V_ C (-l)j/?. ;;I 3 (Axz;+v-)j, (4 
where @j = [(j!)222J]/[(2j+l)!(j+l)] and V+, V_ are forward and backward difference operators, 
Ax is the spatial step length. E is the discrete coefficient defined in a standard way by 
where pr z p(lAx), ql GZ q(lAx). 
We can also define the discrete coefficient in other ways. For example, the following definition 
2 P1+1 +?a-1 WPZ) = a (PF +q1) 2p( p1Y 
together with m = 1 leads to the famous Ablowitz-Ladik model which is completely integrable. 
However, the Hamiltonian structure of the Ablowitz-Ladik model is nonstandard. We need to 
standardize it by the Darboux theorem before symplectic methods can be straightforward applied. 
As for the symplectic methods for the Ablowitz-Ladik model, Schober [9] and Tang et al. [lo] 
have made very careful study. 
We denote the number of the spatial grid points by N, and let 
p = [pl,P2,. . . ,PNIT, &= h?2r..*,qN1T. 
At last, we arrive at a semidiscretization system with accuracy O(A2m) in the space discretization 
$ (;)=(-“I i)(“(im) Mim))(g)’ (5) 
where by abuse of notation I is N x N identity matrix and M(2m) is an N x N matrix corre- 
sponding to ‘D(2m). M(2m) can be written as the sum of two matrices 
M(2m) = B(2m) + D, 
where D = diag{-a(pq + qf), . . . , --a(~& + 4%)) is a diagonal matrix. 
In practice, the second- and the fourth-order central difference approximations are usually 
applied, in these two cases, 
m(2) = B(2) + D, 
where 
B(2) = --& 
. . 
*. 
. ::* 1:. 
. . . 
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And 
M(4) = B(4) + D, 
M(4) = -& 
-30 16 -1 0 0 a. 
16 -30 16 -1 0 . . 
-1 16 -30 16 -1 .. 
1. . . . . . . . . . . 
. . . . .* . . . . 
. . . . . . . . 
. . . . 
0 0 0 ........ 
0 0 0 ........ 
. . . . 0 0 0 
. . . . 0 0 0 
. . . . 0 0 0 
. . . . . . 
. . . . . . . . . 
. . . . . . ‘. 
. . . 
. . . . 16 -30 16 
. . . . -1 16 -30 
Tang et al. proved that the solution of (5) converges to that of the original NLS (1) for m = 1 
when h + 0 if $0(z) is a square-integrable function [lo]. Using the same argument, we can prove 
that this is true for other values of m. 
We can prove that (5) with E defined in the standard way is a Hamiltonian system. In fact, let 
Z=(PT,QT)T,J= -“I 0’ , ( > 
then (5) can be rewritten as 
with the Hamiltonian 
dZ 
- = JVzH(Z), 
dt (6) 
H(P,Q) = f [PTB(2m)P + QTB(2m)Q] - ; 2 (P: + q?)2. 
l=l 
(7) 
We can apply symplectic Runge-Kutta methods or generating functions methods to construct 
symplectic integrators of (6) Ill-131. Here, we present two symplectic integrators of order 
0((At)2 + (Ax)~“) and 0((At)4 + (a~)~~), 
Z n+r-Z,=AtJVzH(zn+l;zn), (8) 
and 
Z n+l = Z, + $ J[VzH(Kr) + VzHtK2)1, 
KI = Z,, + $ J [3VzH(&) + (3 - 29 VzH(I4 , (9) 
K2 = 2, + $ J [ (3 + 24 VZH(KI) + 3&H(&)] . 
The second-order integrator in time (8) is just the mid-point rule, and the fourth integrator in 
time (9) is of the Runge-Kutta type [lo]. 
3. MULTI-SYMPLECTIC FORMULATION OF 
NLS AND MULTI-SYMPLECTIC INTEGRATORS 
The nonlinear Schrijdinger equation also has a multi-symplectic structure which was first in- 
troduced by Bridges in [S]. Using $ = P + iq, we can rewrite (1) as a pair of real-valued equations 
Pt + 4x2 + o (P2 + q2) 4 = 0, 
Qt - Pxx - a (p2 + q2) p = 0. 
(10) 
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Introducing a pair of conjugate momenta w = pr, ‘w = qZ, (10) is equivalent to the following 
first-order system: 
4t - % - a (P2 + q2> Pl 
-Pt - wx = a (P2 + q2) 9, 
(11) 
px = u, 
qz = w. 
Equation (11) can be rewritten as a multi-symplectic Hamiltonian system 
Mzt + Kz, = K’S(z), (12) 
where z = (p, q, w, w) T, S(z) = (l/2) (w2 + w2 + (l/2) (p2 + q2)2), and 
By direct computation, we can prove that (12) has the multi-symplectic conservation law 
and the local energy conservation law 
8 1 a 
at22 [ ( 
- (P2+q2)2-U2-w2 )I +&p,+wqt~=o. 
(13) 
(14) 
Now we discretize (11) using mid-point scheme in both time and space directions and obtain 
9Ly$,2) - 
n+(l/2) 
@+(1/2) _ v1+1 
_ w~+w2) 
At Ax ’ (15) 
PY$,2) - PF++(1/21 
n+(lP) 
Y+1 
_ wn+w2) 
1 - 
At - LIX P6) 
n+(1/2) 
Pl,l - Pn+("2) 
Ax ’ 
n+(l/*) 
= ?+(1/2) ’ 
n+(1/2) 
41+1 
n+(1/2) 
- 41 1+(1/2) 
Ax = %+(1/2)’ 
(17) 
(18) 
where pp =p(lA~nAt),qT;+(;,~) = (1/2)(q;+‘+qZ;:‘),w~~j~~’ = (l/4) (v~+w~“+~+w;+~+w;++~~), 
etc. Ax and At are the space step length and time step length, respectively. The integra- 
tor (15)-(18) is equivalent to the Preissman scheme [7,8]. 
The integrator (15)-(18) preserves the discrete multi-symplectic conservation law 
In practice, we usually need to know the values of II, only, which inspires us to eliminate v 
and w to get the scheme for $. This will be done at once. From (15) and (17), we can eliminate ‘u 
and obtain 
912++(&2) - 91;(3/2) + 91;+(:,2) - Gm _ 2 ( n+(W) p1+2 _ 2p;;;‘/2) n+(lD) + Pl > 
= a ((p;=((3;/2;))2 + (q;&k),‘) pI”+:y,,;’ + a ( (p;=(y/!;‘)2 i”i:l~;y(~~L!g2) PI”+:I;!L”,‘. 
(20) 
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From (16) and (18), we can eliminate w and obtain 
n+l 
$$,2) - P12+(,/2) + R,(l/2) - Plz,(ll2) 2 ( 
n+(1/2) 
*1+2 
_ 2qn+w2) 
1+1 
+ $+(1/2) 
1 > 
= a&y&g2 + (q;$$))2) $$g +u (($$l/$‘)’ +;z&!$2) 9;2+:i:i?. 
(21) 
Combining (20) with (21), we get a six-point difference scheme for $J, 
(22) 
This is a new six-point difference scheme for the nonlinear Schrodinger equation (1) (see Figure l), 
which we have not encountered in the literature. This new scheme is a multi-symplectic integrator, 
since it is equivalent to (15)-(18) f i we apply (17) and (18) to obtain the values of 21 and w when 
necessary. 
Figure 1. Schematic of the six-point difference scheme. 
Here we have noted a miraculous circle on constructing the numerical methods of the NLS. 
In the past, we discretized the NLS in space and time simultaneously when the symplectic and 
multi-symplectic structures were both neglected; later, we discretized the NLS in space first and 
then discretized in time by symplectic methods when the symplectic structure was considered; 
now we again discretize the NLS in space and time simultaneously when the multi-symplectic 
structure is noted. 
Higher-order multi-symplectic schemes could be obtained by using the symplectic Guass- 
Legrende method in both time and space directions. 
4. LINEAR STABILITY ANALYSIS 
In this section, we investigate the linear stability of the symplectic integrator (8) (m = 1) 
and multi-symplectic integrator (22). Although an application of the linear stability analysis to 
nonlinear equations cannot be justified, it is found to be effective in practice [14,15]. Consider 
the linear Schriidinger equation 
i$,t + ?I,, = 0. (23) 
Using the vonNeumann method, we have the following. 
THEOREM 1. The symplectic integrator (8) and multi-symplectic integrator (22) are both un- 
conditionally linearly stable. 
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Figure 2. The simulation results of the propagation of one soliton. The top plot: 
obtained with (22). The middle plot: with (8). z = I$\. The bottom two plots: 
numerical errors in local energy conservation law (energy CL), the left plot: obtained 
with (22), the right plot: with (8). 
PROOF. First, we consider the symplectic integrator (8). Locally, (8) can be written as 
(24) 
where $1” M +(1*x, n*t). 
1102 J.-B. CHEN et al. 
3 
2.5 1 
2 
N 1.5 
1 
0.5 
0 
60 
x 0 t 
2 
N 1.5 
1 
0.5 
0 
60 
x 0 1 
3 
i 
2.5 
t i 
Figure 3. The simulation results of the interaction of two solitons. The top plot: 
obtained with (22). The middle plot: with (8). z = I$/. The bottom two plots: 
numerical errors in local energy conservation law (energy CL), the left plot: obtained 
with (22), the right plot: with (8). 
Applying (24) to (23), we obtain 
(25) 
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Figure 4. The simulation results of the bounded state of three solitons. The top 
plot: obtained with (22). The middle plot: with (8). .z = I$[. The bottom two plots: 
numerical errors in local energy conservation law (energy CL), the left plot: obtained 
with (22), the right plot: with (8). 
Let 
ilmAs n IclT-=e E, m is an arbitrary integer. (26) 
Substituting (26) into (25) and performing simple derivations, we obtain the amplification factor 
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of the method as 
E = 1 + L(2cos(mAz) - 2) 
1 - L(2 cos(mAs) - 2) ’ 
where L = i (At/2Az2). Letting q = (At/Ax2) (cos(mAz) - l), we have 
1 +iq 
[=-. 
1 -iq 
Therefore, I<1 E 1. Thus, the unconditional linear stability of (8) is proved. Now we consider the 
multi-symplectic integrator (22). Applying (22) to (23), we obtain 
Substituting (26) into (27) and performing simple derivations, we obtain the amplification factor 
of the method as 
(1 + cos(mAx)) + L(cos(mAz) - 1) 
’ = (1 + cos(mAx)) - L(cos(mAx) - 1)’ 
where L = i (2At/As2). Letting p = 1 + cos(mAs), q = (2At/Az2) (cos(mAz) - l), we have 
[= p+iq 
p-iq’ 
Therefore, I[/ s 1. Thus, the unconditional linear stability of (22) ls proved. 
5. NUMERICAL EXPERIMENTS 
In this section, we present the numerical simulation results of the nonlinear Schrodinger equa- 
tion (1) using symplectic integrator (8) ( m = 1) and multi-symplectic integrator (22). As for 
conserving quantities, we focus on monitoring the local energy conservation law (14) in order to 
gain some insight into the local conserving properties of multi-symplectic integrators. 
The following initial conditions are used. 
One-soliton solution with a = 2, 
$(x,0) = 1.5sech(1.5s + 150) exp(-2iz). (28) 
Two-soliton solution with a = 2, 
$(x,0) = sech(z - lOO)exp(2iz) + 1.5sech(1.5x + 150) exp(-2is). (29) 
Three-soliton solution with a = 18, 
$J(x, 0) = sech(z). (30) 
The discrete local energy conservation law corresponding to the multi-symplectic integrator (22) 
is 
- v&2) 
p+w _ p+W) 
I 
1 ,;;;Y2))2+ ,,r;(,2)? ,.&(l,2);” ~-rw,2, ’ 
JTi(ll2) = 5 ;z (31) 
p+(l/2) = n+(ll2) 
( 
p;++,2, - c+ul2) 
I Ul 
At ) + wIn+(1,2) (G:m~c+w) . 
Nonlinear Schrijdinger Equation 1105 
The discrete local energy conservation law corresponding to the symplectic integrator (8) is 
E”+l _ En 1 
Fn+(1/2) _ Fn+(@) 
At 
1 + 1+1 
Ax ’ 
= 0, 
p’W2) = 
1 
$+(1/2) (P;+;;P;‘) +,;+(1/2) (a;+;;U;‘). 
First, we consider the propagation of a soliton. To do so, we use the initial condition (28). The 
computation is done for 0 5 t 5 60, -160 < x < 160, with a time step At = 0.02 and Ax = 0.1. 
From Figure 2 (the top and the middle plots), we can see that the motion of the soliton is well 
simulated by both integrators (22) and (8). The bottom two plots in Figure 2 are tests for the 
discrete local energy conservation laws (31) for (22) and (32) for (8). The discrete local energy 
conservation laws are summed over a spatial domain [-20,201. We note that the multi-symplectic 
integrator (22) well preserve the discrete local energy conservation law (31). The errors occur 
mainly when the soliton travels into the spatial domain [-20,201. The symplectic integrator has 
a poor performance in preserving the discrete local energy conservation law (32). 
Next, we consider the interaction of two colliding solitons, and use the initial condition (29). 
The same spatial and temporal discretizations as the case of the one soliton are applied. From 
Figure 3 (the top and the middle plots), we observe that both integrators simulate the interaction 
of the solitons well. The bottom two plots in Figure 3 are tests for the discrete local energy 
conservation laws. Again, the multi-symplectic integrator (22) performs very well on conserving 
the local energy conservation law, while the symplectic integrator (8) does not have this property. 
Finally, we test our integrators on a bounded state of three solitons with the initial condi- 
tion (30). This experiment is usually considered to be a more difficulty quality test for integrators 
because of the appearance of large spatial and temporal gradients in the solution. The computa- 
tion is done for 0 5 t 5 5, -20 < x < 20, with a time step At = 0.003125 and Ax = 0.02, The 
top and the middle plots in Figure 4 are the results of simulation, and the bottom two plots are 
tests for the discrete local energy conservation laws over spatial interval [-4,4]. We note that 
the bounded state of three solitons are well simulated by both integrators. It is interesting that 
the numerical errors in the discrete local energy conservation laws of two integrators all change 
periodically, however, the errors of the symplectic integrator (8) are very large. 
6. CONCLUSIONS 
In this paper, the Hamiltonian and the multi-symplectic formulations for the nonlinear Schriid- 
inger equation are presented. We show that the discrete version of our Hamiltonian formulation 
involves nonintegrable and integrable models. Based on the multi-symplectic formulation, we 
obtain a new six-point difference scheme for the nonlinear Schrijdinger equation. Numerical ex- 
periments are also reported. We observe that both symplectic and multi-symplectic schemes well 
simulate the evolution of solitons. On preserving local energy conservation, they have different 
performance. 
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