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GROUP ALGEBRAS WHOSE UNITS SATISFY A
LAURENT POLYNOMIAL IDENTITY
OSNEL BROCHE, JAIRO Z. GONC¸ALVES, AND A´NGEL DEL RI´O
Abstract. Let KG be the group algebra of a torsion group G over a field K. We show that
if the units of KG satisfy a Laurent polynomial identity which is not satisfied by the units of
the relative free algebra K[α, β : α2 = β2 = 0] then KG satisfies a polynomial identity. This
extends Hartley Conjecture which states that if the units of KG satisfies a group identity then
KG satisfies a polynomial identity. As an application of our results we prove that if the units
of KG satisfies a Laurent polynomial identity with a support of cardinality at most 3 then KG
satisfies a polynomial identity.
1. Introduction
Let K be a field. Let A be a K-algebra and let U(A) denote the group of units of A. Let
K〈X1, X2, . . .〉 denote the K-algebra of polynomials with coefficients in K in countably many non-
commuting variables. If f ∈ K〈X1, X2, . . .〉 and a1, a2, · · · ∈ A then the result of evaluating f with
Xi = ai for every i, is denoted f(a1, a2, . . . ). A polynomial identity (PI, for short) of A is an
element of K〈X1, X2, . . .〉 such that f(a1, a2, . . . ) = 0 for every a1, a2, · · · ∈ A. The algebra A is PI
if some non-zero polynomial f ∈ K〈X1, X2, . . .〉 is a PI for A.
Let K〈X±11 , X
±1
2 , . . .〉 be the K-algebra of Laurent polynomials with coefficients in K in count-
ably many non-commuting variables. If f ∈ K〈X±11 , X
±1
2 , . . .〉 and u1, u2, · · · ∈ U(A) then the
evaluation f(u1, u2, , . . . ) of f with Xi = ui makes sense. A Laurent polynomial identity (LPI,
for short) of U(A) is an element f ∈ K〈X±11 , X
±1
2 , . . .〉 such that f(u1, u2, . . . ) = 0 for every
u1, u2, · · · ∈ U(A). We say that U(A) satisfies a Laurent polynomial identity (LPI) if some non-zero
Laurent polynomial is a LPI of U(A).
If G is a group then KG denotes the group algebra of G with coefficients in K. This notation is
compatible with the one used for the algebra of Laurent polynomials because 〈X±11 , X
±1
2 , . . .〉 is a
free group in countably many variables and the algebra K〈X±11 , X
±1
2 , . . .〉 of Laurent polynomials
coincides with the group algebra of 〈X±11 , X
±1
2 , . . .〉 with coefficients in K. As every free group of
rank n is contained in the free group of rank 2, U(A) satisfies a LPI if and only if U(A) satisfies a
LPI in 2 variables.
Group algebras satisfying a polynomial identity where characterized by Isaacs and Passman
[IP64, Pas72]. Brian Hartley conjectured in the 1980’s that if G is periodic and U(KG) satisfies
a group identity then KG satisfies a polynomial identity. This conjecture was studied by many
authors who obtained several partial results (see e.g. [War81, GM91, GJV94]). Giambruno, Sehgal
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and Valenti proved Hartley Conjecture under the assumption that K is infinite [GSV97]. Hartley
Conjecture was finally proved by Liu in [Liu99]. The converse of Hartley Conjecture is not true. For
example, if G is finite then KG satisfies obviously a polynomial identity but in most cases U(KG)
contains a free group. For example, this is the case if K has zero characteristic and G is neither
abelian nor a Hamiltonian 2-group [MS97].
Recall that if a =
∑
g∈G agg is an element of a group algebra KG with ag ∈ K for each g ∈ G
then the support of a is Supp(a) = {g ∈ G : ag 6= 0}. In particular, the support of a Laurent
polynomial f is the set of monomials with non-zero coefficient in f . Observe that a group identity
is a special case of a LPI, namely a LPI with two elements in the support. This suggest to ask
whether it is sufficient that U(KG) satisfies a LPI for KG to satisfy a PI. We prove that this is
correct provided that the LPI is not an identity for the units of the following algebra:
F = K[α, β : α2 = β2 = 0].
The algebra F is the free algebra in two non-commutative variables α and β relative to the relations
α2 = β2 = 0. Formally we prove the following
Theorem 1.1. Let K be a field, let G be a torsion group, let KG be the group algebra of G with
coefficients in K and let F = K[α, β : α2 = β2 = 0]. If U(KG) satisfies a LPI which is not a LPI
of U(F) then KG satisfies a PI.
Theorem 1.1 generalizes Hartley Conjecture (i.e. the main result of [Liu99]) because U(F)
contains a free group and consequently U(F) does not satisfy any non-trivial group identity (see
[GdR11, Theorem 1.1] and [GP96]). Actually using Theorem 1.1 and some properties of the LPIs
of F we will prove the following theorem:
Theorem 1.2. If K is a field and G is a torsion group such that U(KG) satisfies a LPI whose
support has at most three elements then KG satisfies a PI.
Some arguments for the proof of Theorem 1.1 uses ideas from [Liu99]. Essential for adapting
these ideas are the following two conditions: Let g be a polinomial in one variable with coefficients
in K. We say that a K-algebra A has the property P1 with respect to g if g(ab) = 0 for every
a, b ∈ A, with a2 = 0 = b2. We say that a Laurent polynomial f over K has the property P if every
K-algebra A, for which f is a LPI of U(A), has the property P1 with respect to some non-zero
polynomial.
In Section 2 we prove the following two key results:
Lemma 1.3. Let f be a Laurent polynomial over K. Then the following are equivalent:
(1) f is not a LPI of U(F).
(2) There is a non-zero polynomial g ∈ K[T ] such that every K-algebra B for which f is a LPI
of U(B) has the property P1 with respect to g.
Proposition 1.4. Let K be a field of characteristic p and let G be a locally finite p′-group. If
KG has the property P1 with respect to some non-zero polynomial then KG satisfies a standard
polynomial identity.
This yields at once Theorem 1.1 provided that G is a locally finite p′-group.
In Section 3 we prove the following:
Theorem 1.5. Let KG be the group algebra of the torsion group G over the field K. If KG satisfies
a LPI which has the property P then KG satisfies a PI.
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Then the proof of Theorem 1.1 follows easily. Indeed, suppose that U(KG) satisfies a LPI f
which is not an identity of U(F). Then f has the property P , by Lemma 1.3. Hence KG satisfies
a PI, by Theorem 1.5.
In order to use Theorem 1.1 at a practical level it would be convenient to have a handy criteria
to decide whether a Laurent polynomial is an LPI for U(F). It is clear that the criteria given by
Lemma 1.3 cannot be considered handy.
In Section 4 we provide some necessary conditions for a Laurent polynomial to be an LPI for
U(F), whose verification for a particular Laurent polynomial is straightforward (Proposition 4.2).
As an application we prove the following:
Proposition 1.6. Every non-zero LPI of U(F) has a support with at least four elements.
Theorem 1.2 follows directly from Theorem 1.1 and Proposition 1.6.
2. The locally finite p′-case
In this section we prove Lemma 1.3 and Proposition 1.4. As explained in the introduction this
proves Theorem 1.1 under the additional assumption that G is a locally finite p′-group, where p is
the characteristic of K, and in particular, in case K has characteristic 0 and G is locally finite.
For the proof of Lemma 1.3 we need the following:
Lemma 2.1. If L = {r ∈ F : α(1 + β)r(1 + α)β = 0} and AutK(F) denotes the group of K-
automorphisms of F then ⋂
γ∈AutK(F)
γ(L) = 0.
Proof. Consider the homomorphism ϕ : F 7→M2(K[T ]) with
a = ϕ(α) =
(
0 1
0 0
)
and b = ϕ(β) =
(
0 0
T 0
)
.
It is easy to see that ϕ is injective and
ϕ(F) =
{(
x+ TA B
TC x+ TD
)
: x ∈ K;A,B,C,D ∈ K[T ]
}
.
Fix a generic element s =
(
x+ TA B
TC x+ TD
)
of ϕ(F). Then
a(1 + b)s(1 + a)b = T
(
x+ T (x+ TA+B + C +D) 0
0 0
)
.
Therefore s ∈ ϕ(L) if and only if x = 0 and TA+B + C +D = 0.
Suppose that r ∈
⋂
γ∈AutK(F) γ(L) and that s = ϕ(r) is as above. Then all the conjugates of s
in ϕ(F) belong to ϕ(L). In particular,
(1 + a)s(1 − a) =
(
T (A+ C) B + T (D −A− C)
TC T (D − C)
)
∈ ϕ(L)
and
(1 − a)s(1 + a) =
(
T (A− C) B + T (A−D − C)
TC T (D + C)
)
∈ ϕ(L).
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Therefore
TA+B + C +D = 0
B + (T + 1)D = 0
2TA+B + 2(1− T )C + (1 − T )D = 0
Solving this equation we obtain C = 0, A = D and B = −(1 + T )A. Therefore
s =
(
TA −(1 + T )A
0 TA
)
.
Conjugating with 1 + b we obtain
(1 + b)s(1− b) =
(
(T 2 + 2T )A −(1 + T )A
(T 2 + T 3)A −T 2A
)
∈ ϕ(L)
Therefore (2T 2 + T − 1)A = 0 so that A = 0 and s = 0. Since ϕ is injective, r = 0, as desired. 
Proof of Lemma 1.3. (2) implies (1) Suppose that f is a LPI of U(F). As αβ is transcendental
over K, F does not have the property P1 with respect to any non-zero polynomial. Hence f does
not satisfy condition (2).
(1) implies (2) Suppose that f is not a LPI of U(F) and that the number of variables of f
is n. Let u1, . . . , un ∈ U(F) such that f(u1, . . . , un) 6= 0. Let L be as in Lemma 2.1. Then
f(γ(u1), . . . , γ(un)) = γ(f(u1, . . . , un)) 6∈ L for some K-automorphism γ of F and therefore we may
assume without loss of generality that r = f(u1, . . . , un) 6∈ L. Therefore α(1 + β)r(1 + α)β 6= 0.
Thus there are σ ∈ {α, αβ} and τ ∈ {β, αβ} such that σrτ 6= 0. Observe that σrτ = g(αβ) for
some g ∈ K[T ] and necessarily g 6= 0.
Let B be a K-algebra such that f is a LPI of U(B) and let a, b ∈ B with a2 = b2 = 0. Then
there is a homomorphism of K-algebras ϕ : F → B such that ϕ(α) = a and ϕ(β) = b. As
ϕ(u1), . . . , ϕ(un) are units of B, we have g(ab) = g(ϕ(α)ϕ(β)) = g(ϕ(αβ)) = ϕ(g(αβ)) = ϕ(σrτ) =
ϕ(σ)ϕ(f(u1, . . . , un))ϕ(τ) = ϕ(σ)f(ϕ(u1), . . . , ϕ(un))ϕ(τ) = 0. This proves the Lemma. 
For the proof of Proposition 1.4 we need the following:
Lemma 2.2. If A is a K-algebra containing Mn(K) with n ≥ 2 and A has the property P1 with
respect to the polynomial g ∈ K[T ] \ {0} then
(1) |K| ≤ deg(g) and
(2) n < 2 log|K|(deg(g)) + 2.
Proof. Let eij denote the matrix having 1 at the (i, j)-th entry and zeros at all other entries. Let
a = re12 and b = e21, with r ∈ K. Then a
2 = 0 = b2 and ab = re11. Thus 0 = g(ab) = g(r)e11 and
therefore r is a root of g for all r ∈ K. Hence |K| ≤ deg(g).
Now, let s = [log|K|(deg(g))] + 1 and let E be an extension of K of degree s. Then |K|
s−1 ≤
deg(g) < |K|s = |E|. Moreover M2(E) →֒ M2(Ms(K)) = M2s(K), by the regular representation
of E over K. Thus, if n ≥ 2s then M2(E) ⊆ A and, by (1), |E| ≤ deg(g), a contradiction. Hence
n < 2s ≤ 2 log|K|(deg(g)) + 2. 
Proof of Proposition 1.4. Assume that KG has the property P1 with respect to g ∈ K[T ] \ {0}
and let m = [log2(deg(g))] + 1. We will show that KG satisfies the standard polynomial identity
S4m of degree 4m. Let α1, · · · , α4m ∈ KG, and let H be the subgroup of G generated by all the
elements in the union of the supports of the αi’s. Since G is a locally finite p
′−group, H is a
finite p′-group. By the Maschke Theorem and the Wedderburn-Artin Theorem, KH ∼=
∏
Mni(Fi),
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where each Fi is a finite field. By Lemma 2.2.(2), ni < 2 log|Fi|(deg(g)) + 2 ≤ 2m and hence, by
the Amitsur-Levitzki Theorem, we have S4m(α1, · · · , α4m) = 0, as desired. 
3. Proof of Theorem 1.5
In this section we prove Theorem 1.5. This completes the proof of Theorem 1.1, as explained in
the introduction.
All throughout the section G is a torsion group and, as in the previous section, K is a field and
p denotes the characteristic of K.
We start with a very elementary lemma.
Lemma 3.1. Suppose that A has the property P1 with respect to g ∈ K[T ]\{0} and let h = Tg(T ).
Then h(bacA) = 0 for all a, b, c ∈ A, such that a2 = 0 = bc.
Proof. For any r ∈ A we have that (crb)2 = 0. Thus, g(acrb) = 0 and hence h(bacr) =
bacrg(bacr) = bg(acrb)acr = 0. 
We use CX(Y ) to denote the centralizer of Y in X , whenever X and Y are subsets of a group
or a ring. In case X is a group and Y ⊆ X then NX(Y ) denotes the normalizer of Y in X .
If g ∈ G then ĝ denotes the sum of the elements of 〈g〉 in KG. It is easy to see that if g, h ∈ G
then h ∈ CG(ĝ) if and only if h ∈ NG(〈g〉) if and only if (g − 1)hĝ = 0.
Let N(KG) denote the nilpotent radical of KG, namely, the sum of all nilpotent ideals of KG.
Let also
∆(G) = {g ∈ G : g has only finitely many conjugates in G} = {g ∈ G | [G : CG(g)] <∞},
the f.c. subgroup of G, and
∆p(G) = 〈g ∈ ∆(G) : g is a p-element〉,
with ∆0(G) = 1. Recall that G is called an f.c. group, if all the conjugacy classes of G are finite,
i.e. if G = ∆(G).
Lemma 3.2. Suppose that KG satisfies the following conditions:
(1) Every idempotent of KG is central;
(2) If a, b, c ∈ KG with bc = 0 and a is nilpotent then bac = 0.
Then G is an f.c. group.
Proof. Let P be the set of p-elements of G and let Q be the set of p′-elements of G. Clearly
P−1 = P g = P and Q−1 = Qg = Q for all g ∈ G. Moreover every element of G is of the form
pq = qp for p ∈ P and q ∈ Q. If x ∈ Q has order m then 1
m
x̂ is an idempotent of KG and, by (1), it
is central in KG. Thus 〈x〉 is normal in G. This shows that every subgroup of G contained in Q is
normal in G and using this it is easy to see that Q is closed under products and hence Q is a normal
subgroup of G. Suppose now that x ∈ P and g ∈ G. Then x − 1 is nilpotent and (g − 1)ĝ = 0.
Thus, by (2), we have 0 = (g − 1)(x − 1)ĝ = (g − 1)xĝ. Hence x normalizes 〈g〉. In particular, 〈x〉
is normal in P . As above, this implies that all the subgroups of P are normal in P and P is closed
under products. Hence P and Q are normal subgroups of G with G = PQ and P ∩ Q = 1. Thus
G = P ×Q and every subgroup of P (respectively, Q) is normal in G. Then G is an f.c. group, as
G is torsion. 
Lemma 3.3. If U(KG) satisfies a LPI which has the property P and KG contains a right ideal I
satisfying a PI of degree k such that Ik 6= 0 then KG satisfies a PI.
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Proof. Recall that p denotes the characteristic of K. Let ∆ = ∆(G), C = C∆(∆
′) and let P be the
set of p-elements of C. In case p = 0 then P = 1. Since C′ ⊆ Z(C), C is nilpotent and hence P is
a subgroup of C. By [Liu99, Lemma 2.8], the hypothesis on the ideal I implies that KG satisfies
a generalized polynomial identity. Thus [G : ∆] < ∞ and |∆′| < ∞, by [Pas77, Theorem 5.3.15].
The former implies that G is locally finite, as so is ∆ by [Pas77, Lemma 4.1.8]. The latter yields
[G : C] = [G : ∩g∈∆′CG(g)] ≤
∏
g∈∆′ [G : CG(g)] < ∞ and G is locally finite. As C is nilpotent,
the natural map U(KC) → U(K(C/P )) is surjective. Thus U(K(C/P )) satisfies a LPI which has
the property P . Therefore K(C/P ) has the property P1 with respect to some polynomial and C/P
is a locally finite p′-group. Then, by Proposition 1.4, we have that K(C/P ) satisfies a PI. Hence,
C/P has a subgroup of finite index A/P with (A/P )′ a finite p-group, by [Pas77, Corollary 5.3.10].
(In case p = 0, A is abelian by [Pas77, Corollary 5.3.8].) Thus [G : A] = [G : C][C : A] < ∞ and
A/P is abelian. Hence A′ ⊆ P ∩ C′ ⊆ P ∩∆′. Therefore A′ is a finite p-group. Therefore G has a
p-abelian subgroup of finite index. Hence KG satisfies a PI [Pas77, Corollary 5.3.10]. 
Proof of Theorem 1.5. By Lemma 3.3 we may assume that for every right ideal I of KG, if I
satisfies a PI of degree k then Ik = 0. Let f be a LPI of KG which has the property P .
We first prove the theorem under the assumption that ∆p(G) = 1. Then KG is semiprime and
hence ∆(G) is a p′-group. This is clear if p = 0 and a consequence of [Pas77, Theorem 4.2.13] if
p > 0. On the other hand, by Lemma 3.1 for all a, b, c ∈ KG, such that a2 = 0 = bc, we have that
the ideal bacKG satisfies a PI in one variable. Thus bacKG is a nilpotent ideal, by the hypothesis
in the first paragraph. As KG is semiprime, we deduce that bac = 0. By [GJV94, Lemma 2], every
idempotent of KG is central and, by [GSV97, Lemma 2.1], for all a, b, c ∈ KG, with a nilpotent and
bc = 0, we have that bac = 0. Thus, by Lemma 3.2 we have that G is an f.c. torsion group and, in
particular, it is locally finite [Pas77, Lemma 4.1.8]. Therefore G = ∆(G), a p′-group. Hence, KG
satisfies a PI, by Proposition 1.4.
We now suppose that ∆p(G) is finite but non-trivial. The latter implies that p > 0. Then the ker-
nel of the natural map KG→ K(G/∆p(G)) is nilpotent by [Pas77, Lemma 3.1.6]. Thus U(KG)→
U(K(G/∆p(G))) is surjective and U(K(G/∆p(G))) satisfies f . Moreover ∆p(G/∆p(G)) = 1.
Therefore,K(G/∆p(G)) satisfies a PI, by the previous paragraph. Then, by [Pas77, Corollary 5.3.10],
G/∆p(G) has a p-abelian subgroup A/∆p(G) of finite index. Therefore A′∆p(G)/∆p(G) is a finite
p-group. Thus A′ is a finite p-group and hence KG satisfies a PI, again by [Pas77, Corollary 5.3.10].
In the remainder of the proof we argue by contradiction to prove that ∆p(G) is finite, and so the
theorem follows by the previous paragraphs. For that we use the following ring homomorphism,
where n is the number of variables of f and T1, . . . , Tn are independent commuting variables
K〈X±11 , . . . , X
±1
n 〉
Φ
−→ K〈X1, · · · , Xn〉[[T1, . . . , Tn]]
Xi 7→ 1 +XiTi
By the argument of [ML88, Lemma 1], Φ is injective. Moreover,
Φ(f) =
∑
pi1i2···in(X1, · · · , Xn)T
i1T i2 · · ·T in ,
where each pi1i2···in(X1, · · · , Xn) is a homogeneous polynomial in K〈X1, · · · , Xn〉 which has de-
gree ij in the variable Xj for every j = 1, . . . , n. Take fixed indices m1,m2, · · · ,mn such that
pm1m2···mn is a non-zero polynomial with m = m1 +m2 + · · ·+mn minimal. Then m 6= 0 because
p00···0(X1, · · · , Xn) = p00···0(1, · · · , 1) = Φ(f(1, · · · , 1))(0, · · · , 0) = 0.
Recall that we are assuming that ∆p(G) is not finite. Then N(KG) is not nilpotent by [Pas77,
Theorem 8.1.12]. Therefore, by the argument of [YC96, Fact 3], there exists a nilpotent ideal
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I of KG such that Im 6= 0 and Im+1 = 0. Thus, for any a1, · · · , an ∈ I and for any indices
i1, i2, · · · , in such that i1 + · · · + in > m, we have that pi1i2···in(a1, · · · , an) = 0. Therefore
f(a1, . . . , an)(T1, . . . , Tn) ∈ A[T1, . . . , Tn] and 0 = f(a1, · · · , an) = Φ(f(a1, · · · , an))(1, 1, . . . , 1) =∑
i1+···+in=m
pi1i2···in(a1, · · · , an). Hence,
∑
i1+···+in=m
pi1i2···in(X1, · · · , Xn) is a PI of I, of degree
m, a contradiction with the hypothesis in the first paragraph of the proof. This finishes the proof
of the theorem. 
4. On LPIs of U(F)
In this section we prove Proposition 1.6 by first giving a list of necessary conditions for a Laurent
polynomial in two variables to be an LPI of U(F). In order to state this we need to introduce some
notation.
As in the previous sections K is a field. Moreover, F = 〈X±1, Y ±1〉 is a free group of rank 2.
Let w ∈ F . Then w has a unique expression as follows:
(4.1) w = Xn0Y m1Xn1 · · ·Y mk−1Xnk−1Y mkXnk
where k ≥ 0, n0 and nk are integers and m1, n1, . . . ,mk−1, nk−1,mk are non-zero integers. We call
this expression the normal form of w. A subword of w is an element of one of the following forms:
Xni−1Y miXni . . . Y mj , Xni−1Y miXni . . . Y mjXnj , Y miXni . . . Y mj , Y miXni . . . Y mjXnj
with 1 ≤ i ≤ j ≤ k.
If w 6= 1 then the beginning and end of w are respectively
B(w) =

X, if n0 > 0;
X−1, if n0 < 0;
Y, if n0 = 0 and m1 > 0;
Y −1, if n0 = 0 and m1 < 0;
and E(w) =

X, if nk > 0;
X−1, if nk < 0;
Y, if nk = 0 and mk > 0;
Y −1, if nk = 0 and mk < 0.
We also set B(1) = E(1) = 1.
We associate to w the following integers:
sgn(w) = (−1)N(w) and C(w) =
k∑
i=0
|ni|+
k∑
i=1
|mi| −M,
where N(w) is the number of subwords of w of form XnY m or Y mXn with n > 0 and m < 0; and
M is the number of subwords of w of form XnY m or Y nXm with n < 0 and m > 0. We call C(w)
the cumulus of w.
The following lemma collects some elementary properties of these concepts.
Lemma 4.1. Let w ∈ F and let c = C(w).
(1) c = 0 if and only if w = 1.
(2) c = 1 if and if w ∈ {X,X−1, Y, Y −1, X−1Y, Y −1X}.
(3) C(w) = C(w−1).
(4) w has a unique expression as product of c elements of cumulus 1 and cannot be written as
product of less than c elements of cumulus 1. In particular, w = w1w
′ for unique w1, w
′ ∈ F
with C(w1) = 1 and C(w
′) = c− 1.
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(5) If w1 and w
′ are as in (4) then B(w) = B(w1), E(w) = E(w
′) and
sgn(w) =
{
−sgn(w1) sgn(w
′), if E(w1) = X and B(w
′) = Y −1;
sgn(w1) sgn(w
′), otherwise.
Proof. (1), (2) and (3) are straightforward.
(4) We argue by induction on c with the case c = 1 being trivial. Suppose c > 1 and that the
result is true for elements of cumulus less than c. Assume also that the normal form of w is as in
4.1. Let
w1 =

X, if B(w) = X ;
Y, if B(w) = Y ;
Y −1, if B(w) = Y −1 and B(Y w) ∈ {1, Y −1, X−1};
Y −1X, if B(w) = Y −1 and B(Y w) = X ;
X−1, if B(w) = X−1 and B(Xw) ∈ {1, X−1, Y −1};
X−1Y, if B(w) = X−1 and B(Xw) = Y ;
and w′ = w−11 w. Observe that w1 is the unique element of cumulus 1 satisfying the following
conditions:
(a) B(w) = B(w1).
(b) if B(w) = X−1 then B(Xw) = Y if and only if B(Xw1) = Y .
(c) if B(w) = Y −1 then B(Y w) = X if and only if B(Y w1) = X).
Moreover, C(w1) = 1 and a case-by-case argument shows that C(w
′) = c − 1. By the induction
hypothesis w′ = w2 . . . wc for unique elements w2, . . . , wc of cumulus 1. Thus w is a product of c
elements of cumulus 1. Let d be minimal so that w is a product of d elements of cumulus 1. Suppose
that w = v1v2 . . . vd with C(vi) = 1 for each i. This implies that vivi+1 6= 1 and C(vivi+1) ≥ 2 for
every i < d. The first implies B(w) = B(v1). Using the second, we have that if B(w) = X
−1 then
either v1 = X
−1 and B(v2) ∈ {X
−1, Y −1} or v1 = X
−1Y and v2 ∈ {X,Y,X
−1, X−1Y }. In both
cases B(Xw) = Y if and only if B(Xv1) = Y . Similarly, if B(w) = Y
−1 then B(Y w) = X if and
only if B(Y v1) = X . This shows that v1 satisfies the conditions stated in (a) and (b) for w1, so
that v1 = w1 and hence w
′ = v2 . . . vd. By induction hypothesis c = d and wi = vi for every i.
(5) By (4), w1 and w
′ have to be the elements in the proof of (4). Using this it easily follows
that if E(w1) = X and B(w
′) = Y −1 then N(w) = N(w1) + N(w
′) + 1. Therefore sgn(w) =
−sgn(w1)sgn(w
′). A similar argument shows that in all the other cases N(w) ≡ N(w1) + N(w
′)
mod 2 and therefore sgn(w) = sgn(w1)sgn(w
′). 
Let now f =
∑
w∈F fww ∈ K〈X
±1, Y ±1〉 \ {0}, with each fw ∈ K and define
C(f) = max{C(w) : w ∈ Supp(f)}.
For every b, e ∈ {X,X−1, Y, Y −1} we denote
fb,e =
∑
C(w) = C(f)
B(w) = b, E(w) = e
sgn(w)fw
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Finally, we define the following four elements of K:
f1 = fX,X + fX,Y + fY,X + fY,Y − fY −1,X − fY −1,Y ,
f2 = fX,X−1 + fX,Y + fX,Y −1 + fY,X−1 + fY,Y + fY,Y −1 − fY −1,X−1 − fY −1,Y − fY −1,Y −1 ,
f3 = fX−1,X + fX−1,Y + fY −1,X + fY −1,Y ,
f4 = fX−1,X−1 + fX−1,Y + fX−1,Y −1 + fY −1,X−1 + fY −1,Y + fY −1,Y −1 .
We are ready to present the main result of this section.
Proposition 4.2. If f ∈ K〈X±1, Y ±1〉 is a LPI of U(F) then fi = 0 for every i ∈ {1, 2, 3, 4}.
Proof. Let ϕ : F → M2(K[T ]) be the algebra homomorphism defined in the proof of Lemma 2.1
and let
(4.2) u = (1 + αβα)(1 + β) and v = (1 + αβα)(1 + (1− α)β(1 + α))
Let Φ denote the unique algebra homomorphism Φ : KF → M2(K(T )) with Φ(X) = ϕ(u) and
Φ(Y ) = ϕ(v). We identify M2(K[T ]) with the polynomial ring M2(K)[T ]. So we can talk of the
leading term of a non-zero element of M2(K[T ]).
Let eij denote the matrix having 1 at the (i, j) entry and zeros elsewhere. Hence
Φ(X) = 1 + (e12 + e21)T + e11T
2
Φ(Y ) = 1 + (e21 + e22 − e11)T + (e11 + e12)T
2.
Claim: If w is an element of F of cumulus c then the leading term in Φ(w) is as displayed in
Table 1.
B(w) E(w) Leading term of Φ(w)
X T 2c sgn(w) e11
X or Y X−1 or Y −1 T 2c sgn(w) e12
Y T 2c sgn(w) (e11 + e12)
X T 2c sgn(w) e21
X−1 X−1 or Y −1 T 2c sgn(w) e22
Y T 2c sgn(w) (e21 + e22)
X T 2c sgn(w) (e21 − e11)
Y −1 X−1 or Y −1 T 2c sgn(w) (e22 − e12)
Y T 2c sgn(w)(e21 + e22 − e11 − e12)
Table 1.
Using the claim it easily follows that if f ∈ KF with C(f) = c then Φ(f) is a polynomial of
degree at most 2c with coefficients in M2(K) and the coefficient of T
2c in these polynomial is the
matrix (
f1 f2
f3 f4
)
.
As u, v ∈ U(F), if f is a LPI of U(F) then we have Φ(f) = ϕ(f(u, v)) = 0 and therefore, fi = 0 for
every i = 1, 2, 3, 4, as desired.
So we only have to prove the claim and for that we argue by induction on c = C(w). The case
where c = 1 can be checked directly. Assume that c > 1 and write w = w1w
′ with C(w1) = 1
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and C(w′) = c− 1. Then B(w) = B(w1), E(w) = E(w
′). Moreover, by induction hypothesis, the
leading terms of Φ(w1) and Φ(w
′) agrees with Table 1. We will show that the leading term of Φ(w)
also agrees with Table 1 by calculating the product of the leading terms of Φ(w1) and Φ(w
′). It
turns out that this product is non-zero and hence it is the leading term of Φ(w) and the calculation
will show that it agrees with Table 1.
There are six possibilities for w1 and nine cases for the leading term of Φ(w
′) according to the
table. However some of the possibilities are not compatible with the condition C(w1w
′) = c. We
check the claim in all the cases considering separately the different values for B(w′).
Assume that B(w′) is either X or Y . By induction hypothesis, the leading term of Φ(w′) is
sgn(w′)e11T
2(c−1), if E(w′) = X ; sgn(w′)e12T
2(c−1), if E(w′) is eitherX−1 or Y −1; and sgn(w′)(e11+
e12)T
2(c−1), if E(w′) = Y . Moreover, w1 ∈ {X,Y,X
−1Y, Y −1X}. This gives rise to twelve cases
depending on the end of w′ and the value of w1. We have to multiply the leading terms of Φ(w1)
and Φ(w′) and check that the resulting product agrees with the value in the previous table. Table
2 summarizes these products. The second row represents the leading terms of Φ(w′) according to
the induction hypothesis and the second column display the leading terms of Φ(w1). The resulting
product is displayed in the standard way.
E(w′) X X−1 or Y −1 Y
w1 T
2c−2 sgn(w′) e11 T
2c−2 sgn(w′) e12 T
2c−2 sgn(w′)
(e11 + e12)
X T 2 sgn(w1) e11 T
2c sgn(w) e11 T
2c sgn(w) e12 T
2c sgn(w)
(e11 + e12)
Y T 2 sgn(w1) T
2c sgn(w) e11 T
2c sgn(w) e12 T
2c sgn(w)
(e11 + e12) (e11 + e12)
X−1Y T 2 sgn(w1) T
2c sgn(w) e21 T
2c sgn(w) e22 T
2c sgn(w)
(e21 + e22) (e21 + e22)
Y −1X T 2 sgn(w1) T
2c sgn(w) T 2c sgn(w) T 2c sgn(w)
(e21 − e11) (e21 − e11) (e22 − e12) (e21 + e22 − e11 − e12)
Table 2. B(w′) ∈ {X,Y }
Assume now that B(w′) = X−1. In this case the induction hypothesis is that the leading term
of Φ(w′) is as in the second row of Table 3. Moreover, w1 ∈ {X
−1, Y, Y −1, X−1Y }. Now Table 3
consider the different options.
Finally, suppose that B(w′) = Y −1. In this case Table 4 displays the different options for E(w′)
and w1. In all the previous cases we have sgn(w) = sgn(w1)sgn(w
′), by (5). However, in the present
case this only holds for w1 ∈ {X
−1, Y −1}. Otherwise sgn(w) = −sgn(w1)sgn(w
′). This finishes the
proof of the claim. 
As a consequence of Proposition 4.2 we obtain at once the following corollary, which in turns
will be the main ingredient for the proof of Proposition 1.6.
Corollary 4.3. Let f ∈ K〈X±1, Y ±1〉 and suppose that the support of f contains only one element
w with C(w) = C(f). Then f is not a LPI of U(F).
We finish with the
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E(w′) X X−1 or Y −1 Y
w1 T
2c−2 sgn(w′) e21 T
2c−2 sgn(w′) e22 T
2c−2 sgn(w′)
(e21 + e22)
X−1 T 2 sgn(w1)e22 T
2c sgn(w)e21 T
2c sgn(w)e22 T
2c sgn(w)
(e21 + e22)
Y sgn(w1) T
2c sgn(w)e11 T
2c sgn(w)e12 T
2c sgn(w)
(e11 + e12) (e11 + e12)
Y −1 T 2 sgn(w1) T
2c sgn(w) T 2c sgn(w) T 2c sgn(w)
(e22 − e12) (e21 − e11) (e22 − e12) (e21 + e22 − e11 − e12)
X−1Y T 2 sgn(w1) T
2c sgn(w)e21 T
2c sgn(w)e22 T
2c sgn(w)
(e21 + e22) (e21 + e22)
Table 3. B(w′) = X−1.
E(w′) X X−1 or Y −1 Y
w1 T
2c−2 sgn(w′) T 2c−2 sgn(w′) T 2c−2 sgn(w′)
(e21 − e11) (e22 − e12) (e21 + e22 − e11 − e12)
X T 2 sgn(w1)e11 T
2c sgn(w)e11 T
2c sgn(w)e12 T
2c sgn(w)(e11 + e12)
X−1 T 2 sgn(w1)e22 T
2c sgn(w)e21 T
2c sgn(w)e22 T
2c sgn(w)(e21 + e22)
Y −1 T 2 sgn(w1) T
2c sgn(w) T 2c sgn(w) T 2c sgn(w)
(e22 − e12) (e21 − e11) (e22 − e12) (e21 + e22 − e11 − e12)
Y −1X T 2 sgn(w1) T
2c sgn(w) T 2c sgn(w) T 2c sgn(w)
(e21 − e11) (e21 − e11) (e22 − e12) (e21 + e22 − e11 − e12)
Table 4. B(w′) = Y −1.
Proof of Proposition 1.6. We argue by contradiction. So let f be a non-zero LPI of U(F) with
less than four elements in the support. As U(F) contains a non-abelian free group, it does not
satisfy a group identity and hence U(F) does not satisfy a LPI with support of cardinality smaller
than three. Thus the support of f has exactly three elements. One may assume without loss of
generality that 1 belongs to the support of f . As any free group is contained in a free group of rank
2 we may assume also that f ∈ K〈X±1, Y ±1〉. By Corollary 4.3, the support of f has two different
elements with the same cumulus as f . Thus, one may assume that f = 1+α1w1+α1w2 with w1 and
w2 different non-trivial monomials with the same cumulus and α1, α2 ∈ K \ {0}. We may assume
that the common cumulus, say c, of w1 and w2 is minimal. Then w
−1
1 f = α1+w
−1
1 +α2w
−1
1 w2 and
fw−11 = α1+w
−1
1 +α2w2w
−1
1 are LPI identities of U(F) too. By Lemma 4.1.(3) and Corollary 4.3,
we have
(4.3) c = C(w1) = C(w2) = C(w
−1
1 w2) = C(w2w
−1
1 ).
This implies that c > 1. Using the unique decomposition ofw1 (respectively, w2) in product ofC(w1)
(respectively, C(w2)) elements of cumulus 1 we obtain unique factorizations w1 = wba1 · · · akwe and
w2 = wbb1 . . . bkwe where a1 6= b1, ak 6= bk, each ai and bi has cumulus 1, and k = c − C(wb) −
C(we) > 0.
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We claim that c is either 2(C(we) + k) or 2(C(we) + k) − 1. Suppose that c 6= 2(C(we) + k).
As c = C(w−11 w2), we have B(a1) = B(b1) and as a1 6= b1 this implies that {a1, b1} is either
{X−1, X−1Y } or {Y −1, Y −1X}. By symmetry one may assume that a1 = X
−1 and b1 = X
−1Y .
If a2 · · · akwe = 1 then w
−1
1 w2 = Y and hence c = C(w
−1
1 w2) = 1, a contradiction. Therefore,
a2 · · · akwe 6= 1, E(w
−1
e a
−1
k · · · a
−1
2 ) 6∈ {X
−1, Y −1} and B(b2 · · · bkwe) 6= Y
−1. Hence
c = C(w−11 w2) = C(w
−1
e a
−1
k · · ·a
−1
2 Y b2 · · · bkwe) = 2(C(we) + k)− 1,
as desired.
As c = C(w2w
−1
1 ), the same proof of the previous paragraph shows that c is either 2(C(wb) + k)
or 2(C(wb)+ k)− 1. Thus C(we) = C(wb) and 2C(we)+ k = c ∈ {2(C(we)+ k), 2(C(we)+ k)− 1}.
As k 6= 0 we deduce that k = 1 and 2C(we) + 1 = c = C(w
−1
1 w2) = C(w
−1
e a
−1
1 b1we). Therefore
C(a−11 b1) = 1. Moreover α
−1
1 a
−1
1 w
−1
b fw
−1
e = 1 + α
−1
1 α2a
−1
1 b1 + α
−1
1 a
−1
1 w
−1
b w
−1
e is another LPI of
F with three elements in the support. By Corollary 4.3, C(a−11 w
−1
b w
−1
e ) = C(a
−1
1 b1) = 1 < c. This
contradicts the minimality of c. 
Remark 4.4. Proposition 4.2 provides some constrains for the LPIs of U(F). There are several
obvious ways to obtain other constrains. For example, if f = f(X,Y ) is a LPI of F then so are
g = f(Y,X) and h = f(X−1, Y ). Applying Proposition 4.2 to these Laurent polynomials we obtain
that the expressions obtained by interchanging the roles of X and Y or interchanging the roles of X
and X−1 in each fi should vanish. Furthermore, the proof of Proposition 4.2 can be easily adapted
to obtain more constrains for the LPIs of U(F). More precisely, take any two units u and v of F
and let Φ be the homomorphism Φ : KF → M2(K[T ]) given by Φ(X) = ϕ(u) and Φ(Y ) = ϕ(v).
An appropriate election of u and v implies a bound on the degree of Φ(f) in terms of some number
depending on f . For example, if u and v are as in (4.2) then the degree of Φ(f) is at most twice
the cumulus of f . Another possible election for u and v is as follows:
u = (1 + β)(1 + αβα) and v = (1 + (1− α)β(1 + α))(1 + (1 + α)β(1 − α)).
In this case, if we define C′(w) =
∑k
i=0 |ni|+
∑k
i=1 |mi|, for w as in (4.1), and C
′(f) = max{C′(w) :
w ∈ Supp(f)}, then the degree of Φ(f) is at most 2C′(f). Calculating the coefficient of Φ(f) of
degree 2C′(f) we obtain a matrix which should vanish if f is a LPI of U(F).
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