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RESUMEN
El presente trabajo pretende demostrar que la evaluación de la incertidumbre en la determinación de plomo en sangre por 
voltamperometría de redisolución anódica, aplicando el análisis de regresión lineal ponderado por adición patrón y generado por 
simulación de Monte Carlo, tiene mayor congruencia con los resultados experimentales que con los obtenidos por  la aplicación 
del enfoque clásico basado en la ley de la propagación de la incertidumbre. Para el primer caso, se elaboró el programa en Maple 
13, basado en el algoritmo obtenido del suplemento 1 de la guía GUM 2008, tomando en cuenta tanto las incertidumbres en las 
lecturas de la señal instrumental como las involucradas en la preparación de las concentraciones de los calibradores. Los valores 
característicos del plomo para una muestra de sangre fueron: 3.02 µg/dL, con incertidumbre 0.15 µg/dL, con un intervalo de 
cobertura  2.74 µg/dL a 3.29 µg/dL. Los resultados obtenidos aplicando la ley de propagación de las incertidumbres a partir del 
modelo clásico de calibración ponderado, fueron los siguientes: 3.08 µg/dL, incertidumbre 0.042, intervalo de cobertura de 3.00 
a  3.16 µg/dL. Se observó que hay mayor incertidumbre en el método numérico. No obstante, son coherentes con resultados 
experimentales de una muestra de sangre. 
Palabras claves: Evaluación de la incertidumbre en la determinación de plomo en sangre por simulación de Monte Carlo, 
determinación de plomo en sangre por voltamperometría de redisolución anódica.
1. INTRODUCCIÓN
La voltamperometría de redisolución anódica 
por diferencial de impulsos (ASV-DP) es una 
técnica electroquímica de alta sensibilidad 
para el análisis de metales pesados. Esta 
técnica consiste en concentrar por electrólisis 
el ion metálico en un pequeño volumen de 
una gota de mercurio suspendida (r < 0.1 mm) 
a un potencial impuesto; luego el metal se 
redisuelve por voltamperometría diferencial 
de impulsos con un barrido de potencial 
en el sentido anódico. Si las condiciones 
durante la prelectrólisis se mantienen 
constantes (velocidad de agitación, tiempo 
de electrodeposición) la corriente de pico 
del voltamperograma es proporcional a la 
concentración de ion metálico en la solución 
contenida en la celda [1, 2].  Dependiendo de la 
matriz y de la naturaleza del ion metálico los 
límites de detección pueden ser menores que 
1 ng/L. 
Esta técnica electroanalítica tiene la ventaja 
de ser utilizada para el análisis trazas tanto 
de especies inorgánicas como orgánicas[3]. 
Así por ejemplo, para especies metálicas, se 
ha utilizado en la determinación de plomo 
y cadmio en análisis de aguas de consumo 
humano y residuales[4,5] y en la determinación 
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de plomo, cadmio, zinc y cobre en muestras de 
cabello humano de personas en contacto con 
un medioambiente laboral contaminado [6]. 
El Laboratorio de Análisis de Trazas de 
Metales Pesados de la Universidad Nacional 
Autónoma de Nicaragua-León (LATMP-
UNAN-León), actualmente utiliza esta técnica 
para el análisis de plomo en muestras de sangre 
de personas expuestas a un medio ambiente 
contaminado con plomo, tales como: fábricas 
de baterías artesanales, pinturas y talleres de 
soldaduras. Los niveles de plomo en sangre 
permitidos según el Center for Deaseases 
Control[7] son: <10 µg/dL para menores de 15 
años, <25 µg/dL para mujeres embarazadas 
y mayores de 16 años, y <40 µg/dL para 
varones mayores de 16 años. Con el fin de 
minimizar la interferencia de matriz y obtener 
resultados no sesgados, las determinaciones 
se realizan utilizando el modelo de calibración 
por adición patrón aplicando el análisis de 
regresión lineal ponderado [8]. La evaluación 
de la incertidumbre se obtiene mediante la 
ley de propagación de las incertidumbres [9,10] 
aplicándola al modelo matemático deducido de 
la función respuesta o modelo de calibración 
[8].  No obstante, este método no toma en 
cuenta las incertidumbres en la preparación 
de los calibradores o soluciones patrones de 
calibración. Un modelo de calibración generado 
por simulación de Montecarlo[11,12,13], tiene la 
ventaja de considerar todos los componentes 
de las incertidumbres involucradas en la 
construcción de la curva de calibración y por 
tanto, la incertidumbre de la concentración 
del analito en la muestra reflejará todos estos 
componentes. 
En el presente trabajo se pretende estimar la 
incertidumbre en la determinación de plomo 
en muestras de sangre por ASV-DP a partir 
de los coeficientes del modelo de calibración 
ponderado por adición patrón generados 
por la simulación de Monte Carlo (SMC) y 
compararla con la obtenida a partir del enfoque 
clásico de propagación de las incertidumbres. 
2. TEORÍA
En estudios anteriores [14]  se ha evaluado 
la incertidumbre en la determinación de 
aflatoxina B1 por HPLC-FD a través de dos 
vías: a) aplicando la ley de propagación de 
las incertidumbres, obtenida a partir de la 
expansión de Taylor tomando en cuenta la 
derivada de primer orden de la función y 
despreciando las de orden superior [9]; b) por 
simulación de Monte Carlo[15], en la cual se 
genera una población de variables aleatorias 
de entradas con distribuciones específicas 
(normal, rectangular, triangular, o t); a través 
de la propagación de estas distribuciones 
de entradas se genera una población del 
mesurando con su incertidumbre asociada[13]. 
La figura 1 muestra estos procesos. El cálculo 
de la concentración (µg/kg) de aflatoxina B1 
se efectúo utilizando un modelo matemático 
que compara la señal analítica (área de pico 
cromatográfico) de la muestra con la señal 
obtenida de la solución patrón a un solo nivel 
de concentración [15].  
Figura 1. Representación esquemática de la evaluación 
de la incertidumbre con variables de entradas 
independientes, calculadas por la propagación de las 
incertidumbres y por simulación de Montecarlo.
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En el presente trabajo, el contenido de 
plomo en muestras de sangre se calcula 
a través del modelo de calibración lineal 
ponderada por adición patrón generado por 
simulación de Monte Carlo[13], considerando 
las distribuciones de la respuesta instrumental 
y las implicadas en las preparaciones de los 
calibradores. 
A continuación se describen las etapas a 
seguir en los dos métodos para evaluar la 
incertidumbre de la medición analítica.
2.1 Etapas a seguir para evaluar la 
incertidumbre por método clásico de la 
propagación de las incertidumbres
Las varianzas de las corrientes de pico de los 
voltamperogramas obtenidos por ASV-DP 
para cada nivel de concentración generalmente 
no son homogéneas. Las incertidumbres 
aumentan en función de la concentración 
de los calibradores. Para verificar la 
heterocedasticidad de los datos se utiliza una 
prueba estadística para comparar más de dos 
varianzas, por ejemplo la prueba de Bartlett o 
de Cochran[16]. 
Cuando los datos de la calibración son 
heterocedásticos, el mejor ajuste del análisis 
de regresión lineal por mínimos cuadrados 
se realiza introduciendo los factores de 
ponderación de cada punto de la recta de 
calibración en los cálculos de los coeficientes 
de la regresión. A continuación se describe el 
principio del método clásico para el cálculo 
de la incertidumbre de la medición a partir 
del modelo de calibración por adición patrón 
obtenido mediante el análisis de regresión 
lineal ponderado[8,12].
1. Se evalúan los promedios y desviaciones 
estándares de la respuesta instrumental (
, s
i
) para cada nivel de concentración (x
i
). 
2. Se calculan los factores de ponderación[17] 
(wi=k/si
2). Siendo k:
Donde  m es el número de calibradores o 
niveles de concentración del patrón.
3.  Se introducen los factores de ponderación 
en el cálculo de los coeficientes de 
regresión:
4. Se calcula la varianza residual y 
desviaciones estándares del intercepto 
(sb0) y la pendiente (sb1) de acuerdo a las 
siguientes ecuaciones:
Donde 
5. Se deduce el modelo matemático que 
calcula la concentración del analito en la 
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muestra xA, tomando en cuenta los factores 
de dilución f
i
:
6. Se aplica la ley de propagación de las 
incertidumbres, tomando en cuenta la 
correlación negativa de los coeficientes de 
regresión (r
b0b1
), uxA:
Donde: u
i
 son las incertidumbres de los 
parámetros de regresión y de los factores de 
dilución; 
2.2 Etapas para generar el modelo de 
calibración por SMC [13]:
1. Se generan N valores aleatorios de la 
variable x
i
 de los calibradores.
1. Se generan N valores aleatorios de la 
función respuesta o señal analítica (y
i
) para 
cada nivel de concentración del calibrador.
1. A partir de las variables anteriores se 
genera una población de N valores de 
coeficientes de regresión (intercepto y 
pendiente), utilizando las ecuaciones 2, 3. 
1. Se genera una población de N valores 
aleatorios de concentración del analito 
en la muestra a partir de los N valores 
absolutos de la razón intercepto/pendiente 
multiplicada por sus respectivos valores 
aleatorios de los factores de dilución. 
2. Se calcula la concentración del analito 
en la muestra como el promedio de los N 
valores aleatorios generados en 4.
3. Se calcula la incertidumbre de la 
concentración del analito en la muestra 
como la desviación estándar de los N 
valores de concentración generados en 5. 
4. El intervalo de cobertura se obtiene a partir 
de la curva de porcentajes acumulados de 
la función de distribución de probabilidad 
(CPDF), seleccionando el valor de 
concentración del límite inferior a 2.5% 
cuantiles y el límite superior a 97.5% 
cuantiles.  
3. PARTE EXPERIMENTAL
3.1 Reactivos
Se utilizó nitrógeno de alta pureza > 99.999%, 
proporcionado por un proveedor local. 
Los estándares de plomo utilizados fueron 
preparados por dilución de una solución de 
referencia de plomo de concentración 1000 
± 0.1 ppm obtenido de Fisher Scientific. El 
H2SO4 y HClO4 usados fueron grado trazas 
de Fisher Scientific. El agua utilizada en las 
preparaciones de reactivos y estándares fue 
grado plasma. [17]
3.2 Aparatos
Se utilizó un analizador voltamperométrico 
completamente computarizado modelo 797 
VA Computrace de Metrohm, controlado 
por el software Metrodata 797 versión 1.3 
de Metrohm; el sistema de tres electrodos 
utilizados consta de un electrodo de trabajo 
de mercurio MME (Multi Mode Electrode), 
tipo de electrodo HMDE, un electrodo de 
referencia de Ag/AgCl/KCl (3 mol/L) y un 
electrodo auxiliar de Pt. Durante el proceso de 
tratamiento de las muestras de sangre se utilizó 
un digestor artesanal provisto de un controlador 
de temperatura conectado a una fuente de 
poder de 110 V, el cual fue monitoreado con 
un termómetro digital calibrado, Testo 925, 
Lenzkirch tipo K, rango de medición -50 a 
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Figura 2. Voltamperogramas de:  a) electrolito soporte (HClO4 + H2SO4  ) y b) muestra de 
sangre disuelta en el electrolito.
+1000 ºC  ± 0.7 a 0.5 %. Todas las mediciones 
de volúmenes necesarias durante este estudio 
se realizaron con una micropipeta de volumen 
fijo Eppendorf  Research con capacidad de 
100 μl ± 0.3 %. Para efectos de dilución de 
las muestras se utilizó un balón aforado de 
10 mL con tolerancia de ± 0.025 ml, Pyrex. 
Los materiales para la toma de sangre venosa, 
agujas y tubos al vacio conteniendo heparina de 
sodio como anticoagulante, fueron obtenidos 
de un proveedor local.
3.3 Condiciones de operación
La técnica seleccionada en el equipo es la 
voltamperometria de redisolución anódica 
modalidad diferencial de impulsos. El tipo 
de electrodo seleccionado fue HDME, con un 
tamaño de gota en la escala 4 y una agitación 
de 2000 rpm. Los rangos de corriente del 
potenciostato fueron de 100 nA y 1 mA. 
El tiempo de burbujeo inicial de nitrógeno 
seleccionado fue de 300 s.
El potencial y el tiempo de deposición fueron 
de -0.5 V y 90 s respectivamente. El tiempo de 
equilibrio fue de 20 s. El barrido de potenciales 
se llevó a cabo desde -0.5 a -0.15 V con una 
amplitud de impulso de 0.05 V a una velocidad 
de 0.02 V/s.
3.4 Procedimiento
Se tomaron 200 mL de sangre total y se 
digestaron con ácido sulfúrico y ácido 
perclórico en proporción de 1:4 a un 
temperatura de (260 ± 1) °C.  Una vez 
digestada la muestra fue disuelta en electrolito 
soporte constituido por una mezcla de 35 mL 
de H2SO4 concentrado y  500 mL de HClO4 1 
mol/L. Finalmente, se diluyó a un volumen de 
10 mL y se transfirió a la celda electroquímica. 
Se burbujeó nitrógeno durante 300 s y se 
registran 6 réplicas del voltamperograma en 
las condiciones de operación seleccionadas. 
Luego se adicionaron 5 volúmenes de 50 mL 
de la solución patrón de plomo, registrándose 
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6 réplicas de voltamperogramas por cada 
adición. Antes de cada réplica del registro del 
voltamperograma o la adición del patrón de 
plomo, se burbujeó nitrógeno por 10 s. 
4. RESULTADOS Y DISCUSIÓN
4.1 Voltamperogramas obtenidos y 
verificación del modelo de calibración
En primer lugar se obtuvo el voltamperograma 
del electrolito soporte (medio ácido perclórico 
y sulfúrico) y después el de la muestra de 
sangre en la solución del electrolito soporte. 
Los resultados se presentan en la Figura 2. 
Se puede observar claramente que la línea de 
base del electrolito soporte es muy diferente 
a la que presenta la  solución muestra, lo que 
indica que hay un efecto de matriz. Así mismo, 
se observa que el electrolito soporte presenta 
un pequeño pico correspondiente a la señal de 
una impureza de plomo, la cual se sustrajo al 
voltamperograma obtenido de la muestra. 
Los voltamperogramas correspondientes a 
la solución muestra y las de las adiciones 
de la solución de referencia de plomo se 
presentan en la Figura 3. Se puede observar 
que por cada adición se realizan 6 réplicas del 
voltamperograma. 
Los resultados de las lecturas de corrientes 
de pico (y
j
)  en nanoamper (nA) con sus 
desviaciones estándares para 0.2 mL (Vx) 
de la solución muestra contenida en 10 mL 
de electrolito soporte (V0) y las adiciones de 
un volumen constante de la solución patrón 
de plomo (II) (V=0.1 mL) de concentración 
C=1000 mg/L, se presentan en la Tabla 1. Las 
concentraciones de plomo (II) adicionadas a la 
muestra se calculan por la ecuación siguiente:
Donde   con j= 1…6.
Figura 3. Voltamperogramas (Potencial V - Corriente 
nA) de redisolución anódica con diferencial de 
impulsos para una muestra de sangre (curvas azules) y 
las adiciones del patrón de plomo. 
Tabla 1. Volumen en mL (Vj) de la solución patrón de 
Pb (II) 1000 µg/L adicionado a 10 mL de la solución 
muestra conteniendo 0.2 mL de sangre,  concentración 
de Pb(II) adicionado (xj) en µg/L, promedio de 6 réplicas 
de corrientes de picos   y su desviación estándar (syj) 
en nA. 
j* Vj (mL) xj µg/L syj
1 0 0.00 1.76 0.083
2 0.1 9.90 33.5 0.724
3 0.2 19.61 63.7 1.387
4 0.3 29.13 93.9 2.971
5 0.4 38.46 123.3 2.681
6 0.5 47.62 152.1 1.500
*) Número de calibradores.
4.2 Verificación del modelo lineal
Antes de evaluar la incertidumbre en la 
determinación de plomo en sangre, fue 
necesario hacer un estudio de la linealidad del 
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modelo de calibración. Para ello, se aplicó el 
análisis de regresión lineal simple (ARLS) 
por el método de los mínimos cuadrados[8] 
a los  valores correspondientes a x
j
 y los 
promedios   contenidos en la tabla 1. Se 
calcularon los parámetros del modelo y=f(x), 
es decir el intercepto (b0) y la pendiente (b1), 
verificándose la linealidad mediante el cálculo 
del coeficiente de determinación (r2). Los 
resultados de la regresión se resumen en la 
Tabla 2.
Tabla 2. Resultados del análisis de regresión lineal
b
0
b
1
r2
1.962 3.154 0.99999
De acuerdo al valor de r2 (>0.999) se puede 
inferir que el modelo se ajusta bien a una línea 
recta. 
Una vez demostrada la linealidad de los 
resultados, se procedió a la evaluación de 
la incertidumbre en la determinación de la 
concentración de plomo en la muestra de 
sangre, utilizando los métodos descritos 
anteriormente.
4.3 Evaluación de la incertidumbre por SMC
A continuación se presenta la implementación 
de las etapas para el cálculo de la incertidumbre 
en la determinación de plomo en sangre por 
simulación de Monte Carlo.
4.3.1 Generación de 10000 valores aleatorios 
de x
ij
 y y
ij
 (etapas 1 y 2)
Sea x
ij
 la variable que representa la 
concentración de cada calibrador, desde 
j=1 hasta m calibradores y desde i =1 hasta 
N valores aleatorios para cada calibrador. El 
valor de N es 10000 [19]. El valor de xij para 
cualquier calibrador j se calcula tomando 
en cuenta los factores de dilución, según la 
siguiente ecuación:
 
V es el volumen alícuota de la solución patrón 
de plomo (0.100 mL)  adicionada a la muestra 
utilizando una micropipeta con una desviación 
estándar de calibración sV=0.003 mL. La 
concentración de plomo de la solución de 
referencia certificada es C = (1000±1) µg/L, la 
incertidumbre expandida es aC=1. El volumen 
de la solución muestra V0 fue medido con 
un balón de aforo de 10 mL que tiene una 
tolerancia aV0=0.025 mL y desviación estándar 
de calibración sV0=0.020 mL. La siguiente 
gráfica (Figura 4) muestra las distribuciones de 
las variables que conforman a la distribución 
de x
ij
,  gxij(n).
Figura 4. Diagrama Ishikawa mostrando las 
distribuciones de las variables que caracterizan a x
ij
.
A partir de los valores promedios de las 
lecturas de corriente de pico simbolizado por 
l
j
 (ver  tabla 1) para cada calibrador j y de 
los valores de la desviación estándar sy
j
, se 
pueden obtener N valores aleatorios de y
ij
 para 
cada calibrador, considerando que solamente 
la desviación estándar de las lecturas es el 
parámetro significativo de dispersión con 
distribución t que caracteriza a la respuesta 
instrumental. En la figura 5 se presenta el 
algoritmo para generar 10000 valores de x
ij
 y 
y
ij
.
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Figura 5. Algoritmo en Maple 13 para el cálculo de 10000 valores aleatorios de x
ij y yij.
4.3.2 Etapas 3 a 7: Cálculo de la concentración 
de plomo en la muestra de sangre y su 
incertidumbre a partir de 10000 valores 
aleatorios de intercepto y pendiente 
Una vez generados los 10000 valores aleatorios 
de x
ij
 y y
ij
 se utilizan las ecuaciones 2 y 3 para 
generar 10000 valores aleatorios de pendiente 
(b1
i
) y de intercepto (b0
i
). El valor aleatorio 
de la concentración del plomo en la muestra 
de sangre (en µg/dL) para cada i se calcula de 
acuerdo a la ecuación 11. 
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Donde V0i es el volumen de la solución 
muestra en la celda, v
i
 es la variable aleatoria 
del volumen del estándar de plomo adicionado 
a la celda y Vx
i
 es la variable aleatoria del 
volumen de muestra de sangre (el valor medido 
es Vx= 0.2 mL).   El valor más probable de 
la concentración de plomo en la muestra 
es el promedio de los valores aleatorios de 
concentración cx
i
 desde i=1…10000 y la 
incertidumbre es la desviación estándar de cx
i
. 
El algoritmo para este cálculo se puede ver 
en el algoritmo de la Figura 6. Ejecutando el 
programa se obtienen los resultados de la tabla 
3. 
Tabla 3. Resultados del cálculo de la concentración de 
plomo en sangre con su incertidumbre.
µg/dL de 
plomo Incertidumbre 
Incertidumbre 
relativa
3.03 0.15 4.9 %
Figura 6. Algoritmo en Maple 13 para el cálculo de 
la concentración de plomo y su incertidumbre en una 
muestra de sangre.
4.4 Estimación del intervalo de cobertura 
El intervalo de cobertura (cinf y csup) se 
obtiene a partir de la función de densidad 
de probabilidad acumulativa (CPDF) de los 
10000 valores de c
xi
 generados aleatoriamente. 
Estos valores fueron exportados a Excel para 
obtener el histograma y la gráfica de la función 
de probabilidad acumulativa, seleccionando el 
valor inferior (cinf) y el superior (csup) con una 
probabilidad de 95%,.  La Figura 7 muestra el 
histograma de los resultados y la curva CPDF, 
indicando el intervalo de cobertura definido 
por 2.5% y 97.5% cuantiles. Los valores en 
µg/dL son 2.74  µg/dL para c
inf
 y 3.29 µg/dL 
para c
sup
. 
Figura 7. Histograma y gráfico CPDF para los 10000 
valores aleatorios de la concentración de plomo en 
una muestra de sangre. Las flechas verticales de líneas 
intermitentes representan el intervalo de cobertura: 2.74 
y 3.29 µg/dL. 
El histograma tiene las características de una 
distribución normal, lo que se verifica con la 
simetría del sigmoide del CPDF. 
4.5 Evaluación de la incertidumbre por 
el método clásico de propagación de las 
incertidumbres 
Aplicando el análisis de regresión lineal 
ponderado descrito anteriormente mediante 
las ecuaciones 1 a 8, se tienen los resultados 
de la Tabla 4 y el gráfico de la Figura 8. 
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Tabla 4. Resultados del análisis de regresión lineal ponderado.
b0 sb0 b1 sb1 r
2  rb0b1
1.837 0.03 3.16 0.00698 0.9999 0.0053 0.801
Para el cálculo de la incertidumbre se utiliza el modelo matemático y la propagación de las 
incertidumbres (las de tipo A y B [9]) de las ecuaciones 7 y 8. A continuación se detallan las 
ecuaciones.
La muestra fue diluida solamente una vez, por 
tanto el factor de dilución f
1
 será:
Donde: V0 es el volumen de la solución muestra 
contenida en la celda medido en un matraz de 
aforo de 10 mL con tolerancia ±0.025 mL y 
desviación estándar de calibración para 10 
réplicas sV0=0.02; 6 V es el volumen total 
adicionado de la solución patrón de plomo 
(calibrador 6); Vx es el volumen de muestra 
de sangre contenido en la solución muestra.  
La ecuación 7 se convierte en el siguiente 
modelo matemático:
 
La incertidumbre es ahora expresada por:
Donde  son los coeficientes de sensibilidad [15], x
i
 son las variables del modelo, por 
extrapolación y
0
 tiene el valor de 0.000 con una desviación estándar de la señal del blanco s
bl
=0.046 
para 6 réplicas.
Figura 8. Curva de calibración ponderada por adición 
patrón (i
p
 en nA vs c en µg/dL) .
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En la tabla 5 y 6 se encuentran la formulación y el cálculo de las incertidumbres de las diferentes 
variables del modelo (Ecuación 13 y 14). 
Tabla 5. Variables del modelo matemático y formulación de las incertidumbres.
Símbolo Definiciones u
i
y0 Interpolación con el eje x (0.00).
sybl/√6
(desviación estándar del blanco)
b0 Intercepto del modelo de calibración
b
1
Pendiente del modelo de calibración
V
0 
Volumen de la solución muestra (matraz de 10 mL)
V Volumen alícuota adicionada a la solución muestra (micropipeta)
Vx Volumen de sangre (micropipeta)
Tabla 6. Datos e incertidumbres u
xi
 de las variables del modelo matemático. s
i
 es la desviación estándar, a
tol
 
incertidumbre o tolerancia de volumétricos
Variable x
i
Valor/Unidades s
i
a
tol
u
xi
y0 0.000 0.046 0.01878
b0 5.307  nA 0.08762 0.03577
b
1
1.665 nA/mL 0.01711 0.006985
V
0 
10.00 mL 0.02 0.025 0.001201
V 0.100 mL 0.003 0.0009487
Vx 0.200 mL 0.003 0.0009487
U N I V E R S I T A S  R E V I S T A  C I E N T Í F I C A
6 9
Aplicando la ecuación 14 y sustituyendo las 
variables e incertidumbres de la Tabla 6, se 
tiene el valor de incertidumbre asociada a 
la concentración de plomo en la muestra de 
sangre, cuyo valor es:
u
cx  
= 0.042
Considerando un factor de cobertura k=2 para 
95.45% de nivel de confianza, el intervalo de 
cobertura está dado por:
Cx ± k ucx = 3.08 ± 0.08
La incertidumbre estándar relativa es: 1.35 %. 
4.6 Comparación entre los métodos SMC  y el 
enfoque clásico GUM 1995
Los resultados de los dos métodos de 
evaluación de la incertidumbre se resumen en 
la Tabla 7. Donde se puede ver que el método 
numérico de simulación de Monte Carlo 
(SMC) tiene una mayor incertidumbre relativa 
(IER%) que el método clásico de propagación 
de las incertidumbres (GUM): 5.2 > 1.3. Los 
límites inferior y superior del método GUM 
caen dentro del intervalo del SMC, esto 
significa que en cuanto a las medias (cx) no 
hay diferencias significativas. Si se comparan 
los valores de las incertidumbres estándares 
relativas y las longitudes del intervalo de 
cobertura (LIC), se observa que los valores 
obtenidos por SMC son mayores. 
Tabla 7. Resultados de la evaluación de la incertidumbre por el método clásico GUM y el método numérico SMC.
Método cx ucx cxinf cxsup IER% LIC
SMC 3.03 0.15 2.74 3.29 4.9 0.55
GUM 3.08 0.042 3.00 3.16 1.3 0.16
Estas diferencias se deben a que el método 
numérico considera no solamente las 
incertidumbres en la respuesta instrumental 
(eje y
i
)  sino que además toma en cuenta las 
incertidumbres de las concentraciones de los 
calibradores (eje x
i
). Mientras que el método 
clásico considera solamente la incertidumbre 
en el eje de las y
i
. El método SMC es más 
realista por estar basado en las leyes de las 
probabilidades y sirve para validar otros 
métodos de cálculo de la incertidumbre[13].
Con el objeto de demostrar cuál de los 
intervalos está más acorde con los resultados 
experimentales, se determinó el contenido 
de plomo en la misma muestra de sangre 
utilizada en este experimento, registrando 
6 voltamperogramas en diferentes días y los 
resultados en µg/dL fueron los siguientes: 
2.85, 3.05, 2.91, 3.30, 3.01, 2.80. Como se 
observa, los resultados tienen congruencia 
con el intervalo de cobertura obtenido por 
simulación de Monte Carlo. 
5. CONCLUSIONES
La generación del modelo de calibración 
ponderado por el método numérico de 
simulación de Monte Carlo proporciona  un 
estimado más realista de la variabilidad de 
los resultados de la determinación de plomo 
en muestras de sangre, dado que toma en 
cuenta tanto las incertidumbres en la respuesta 
instrumental como las incertidumbres 
involucradas en la preparación de las 
soluciones de calibración.  Los resultados 
se compararon con el análisis de regresión 
lineal ponderado, aplicando la ley de 
propagación de la incertidumbre, mostrando 
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que éste último presenta mayor precisión en 
las determinaciones. No obstante, cuando se 
realizaron 6 veces el análisis de una muestra 
de sangre, se observó que la dispersión de los 
resultados está dentro del intervalo de cobertura 
obtenido por la SMC. Este hecho verifica que 
las determinaciones voltamperométricas de 
plomo en muestras de sangre, haciendo uso 
de la simulación numérica de Monte Carlo 
descrita en el nuevo suplemento 1 de la guía 
GUM 2008 para generar los coeficientes de 
regresión ponderada y en donde se toman en 
cuenta las dispersiones en la preparación de 
los calibradores, son más coherentes con los 
resultados experimentales que los obtenidos 
por el enfoque clásico de la ley de propagación 
de la incertidumbre establecida en la guía 
GUM 1995.     
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