Let U (χ) be a generalized quantum group such that dim U + (χ) = ∞, |R + (χ)| < ∞, and R + (χ) is irreducible, where U + (χ) is the positive part of U (χ), and R + (χ) is the Kharchenko's positive root system of U + (χ). In this paper, we give a list of finite-dimensional irreducible highest weight U (χ)-modules, relying on a special reduced expression of the longest element of the Weyl groupoid of U (χ).
Introduction
In this paper, we give a list of the finite-dimensional irreducible highest weight modules of a generalized quantum group U(χ) whose positive part U + (χ) is infinite-dimensional and has a Kharchenko's PBW-basis with a finite irreducible positive root system. We call such U(χ) finite-type infinite-dimensional generalized quantum group.
We begin with recalling some facts of Lie superalgebras. The contragredient Lie superalgebras [11, Subsection 2.5.1] is defined in a way similar to that for Kac-Moody Lie algebras. Kac classified the simple Lie superalgebras [11, Theorem 5] , where the finite-dimensional irreducible contragredient Lie superalgebras played crucial roles; those are (1) the simple Lie algebras of type X N , where X = A, . . . , G, (2) sl(m + 1|n + 1) (m + n ≥ 2), (3) B(m, n) (m ≥ 0, n ≥ 1), C(n) (n ≥ 3), D(m, n) (m ≥ 2, n ≥ 1), D(2, 1; x) (x = 0, −1), F (4), G(3).
The ones in (1) and (3) are simple. The simple Lie superalgebras A(m, n) is defined by sl(m + 1|n + 1) if m = n, and otherwise A(n, n) := sl(n + 1|n + 1)/i, where i is a unique one-dimensional ideal.
Bases of the root system of the Lie superalgebras of (2)-(3) are not conjugate under the action of their Weyl groups. However each two of them are transformed to each other under the action of their Weyl groupoids W , whose axiomatic treatment was introduced by Heckenberger and the second author [9] . Kac [11, Theorem 8 (c) ] gave a list of the finite-dimensional irreducible highest weight modules of the simple Lie superalgebras in (2)-(3) above. In the same way as that for the proof of our main result, Theorem 18, we can have a new proof of recovering the list; our idea is to use a specially good one among the reduced expressions of the longest elements of the Weyl groupoids W .
Let g := sl(m + 1|n + 1) or C(n) for example. Let h be a Cartan subalgebra of g such that the Dynkin diagram of (g, h) is a standard one. Let Π = {α i |1 ≤ i ≤ dim h} be the set of simple roots α i corresponding to h. Let w 0 be the longest element of W of g whose end domain is corresponding to h. The key fact used in this paper is that there exists a reduced expression s i 1 · · · s i ℓ(w 0 ) of w 0 such that s i 1 · · · s i x−1 (α ix ), 1 ≤ x ≤ k, are even roots, and s i 1 · · · s i y−1 (α iy ), k + 1 ≤ y ≤ ℓ(w 0 ), are odd roots for some k. We claim that this is essential to the fact that an irreducible highest weight g-module of a highest weight Λ is finite-dimensional if and only if ∈ Z ≥0 for all even simple roots α i , where , is a bilinear form coming from the Killing form of g.
Motivated by Andruskiewitsch and Schneider's theory [3] , [4] toward classification of pointed Hopf algebras, Heckenberger [7] classified the Nichols algebras of diagonal-type. Let U(χ) be the C-algebra (we call it the generalized quantum group) defined in the same manner as in the Lusztig's book [13, 3. 1.1 (a)-(e)] for any bi-homomorphism χ : ZΠ × ZΠ → C × . We say that U(χ) is finite-type if the Kharchencko's positive root system of U(χ) is finite and irreducible. Nichols algebra of diagonal-type is isomorphic to the positive part U + (χ) of U(χ) of finite type. If U(χ) is finite-type infinite-dimensional, then it is a multi-parameter quantum algebra of a simple Lie algebra in (1), a multi-parameter quantum superalgebra of a simple Lie superalgebra in (2) or (3), or one of two algebras [7, Table 1 -Row 5, Table 3 - Row 14] . Our main result, Theorem 18, gives a list of the finite dimensional irreducible highest weight modules of such U(χ) in the way mentioned as above.
Studying representation theory of U(χ) must be interesting and fruitful since the factorization formula of Shapovalov determinants of any finite-type U(χ) has been obtained by Heckenberger and the second author in [10] . We believe that it help give us a new way to study Lusztig's conjecture. This paper is organized as follows. In Section 1, we give a definition of generalized quantum groups U(χ) associated with any bi-homomorphism χ, and explain the Kharchenko's PBW-theorem of U(χ). In Section 2, we explain properties of Weyl groupoids associated with finite-type U(χ), and Heckenberger's classification of finite-type infinite-dimensional U(χ). Assume that U(χ) is finite-type infinite-dimensional. In Section 3, using longest elements of Weyl groupoids and Heckenberger's Lusztig isomorphisms, we give a criterion when an irreducible highest U(χ)-module is finite-dimensional. In Section 4, we give a list of finitedimensional irreducible highest weight U(χ)-modules for U(χ) having a standard Dynkin diagram.
In [19] , we have given a result similar to Theorem 18 for [7, 1 Generalized quantum groups
Basic terminology
Let N denote the set of positive integers. Let Z denote the ring of integers. For m, n ∈ Z, let J m,n := {i ∈ Z|m ≤ i ≤ n}. For n ∈ Z, let J n,∞ := {i ∈ Z|i ≥ n}, and let J −∞,n := {i ∈ Z|i ≤ n}. Then N = J 1,∞ . Let Z ≥0 := J 0,∞ . Let C denote the field of complex numbers. Let C × := C \ {0}. For a unital C-algebra G, let Ch(G) denote the set of C-algebra homomorphisms from G to C.
For t ∈ C × and m, n ∈ Z ≥0 with n ≤ m, let
For a C-algebra a and X, Y ∈ a, let [X, Y ] := XY − Y X. For a set s, let |s| denote the cardinality of s, and denote by S(s) the set of bijective maps from s to s. Let ⊎ mean disjoint union of sets.
For Z-modules b and c, let Hom Z (b, c) be the Z-module formed by the Zmodule homomorphisms from b to c, and let Aut Z (b) be the group formed by the Z-automorphisms of b.
The symbol δ ij , or δ i,j , denotes Kronecker's delta, that is, δ ij = 1 if i = j, and δ ij = 0 otherwise.
Bi-homomorphism χ and Dynkin diagram of χ
Throughout this paper, we (1.2) fix N ∈ N, let I := J 1,N , and fix a set Π := {α i |i ∈ I} with |Π| = N.
Let ZΠ be the free Z-module with the basis Π. Then rank Z ZΠ = N. We say that a map χ :
hold for all α, β, γ ∈ ZΠ. Let X Π be the set of bi-homomorphisms on Π.
Let χ ∈ X Π and let q ij := χ(α i , α j ) for i, j ∈ I. By the Dynkin diagram of χ, me mean the un-oriented graph with N-dots such that each i-th dot is labeled α i and q ii , each two j-th and k-th dots with j = k and q jk q kj = 1 are joined by a single line labeled q jk q kj . For example, if N = 3 and q 11 = −1, q 22 =q 2 , q 33 =q 6 , q 12 q 21 =q −2 , q 23 q 32 =q −6 and q 13 q 31 = 1 for someq ∈ P ∞ , then the Dynkin diagram of χ is given by the leftmost one of Figure 7. 1.3 Quantum group U = U (χ) associated with χ ∈ X Π From now on until the end of Subsection 1.5, we fix χ ∈ X Π , let q ij := χ(α i , α j ) for i, j ∈ I.
LetŨ =Ũ (χ) be the unital associative C-algebra defined by generators
and relations
for all α, β ∈ ZΠ and all i ∈ I.
Define the C-algebra automorphismΩ :
LetŨ 0 =Ũ 0 (χ) be the unital subalgebra ofŨ generated byK α ,L α (α ∈ ZΠ). LetŨ + =Ũ + (χ) be the unital subalgebra ofŨ generated byẼ i (i ∈ I). Let U − =Ũ − (χ) be the unital subalgebra ofŨ generated byF i (i ∈ I). Lemma 1. The elements
where we use the convention that if r = 0 (resp. m = 0),
Proof. This can be proved in a standard way as in [15, Lemma 2.2] . 2
For m ∈ Z ≥0 and i, j ∈ I with i = j, defineẼ
:=F j , and
Lemma 2.
(1) For m ∈ N and i, j ∈ I with i = j, we have
(2) For m ∈ N and i, j ∈ I with i = j, we have
(3) Let n, m ∈ Z ≥0 with n < m and i, j ∈ I with i = j. Then we have
In particular, we have
(4) For m ∈ Z ≥0 and i, j ∈ I with i = j, we have
(5) For m, n ∈ Z ≥0 and i, j, k ∈ I with i = j = k = i, we have
Proof. These equations are obtained in a direct way as in [8] . 2 For α = i∈I n i α i ∈ ZΠ with n i ∈ Z, in a way using an induction on i∈I n i , we define the C-subspaceĨ
ThenJ − is an ideal ofŨ . We define the unital C-algebra U = U(χ) by
(the quotient algebra). (2) As for the defining relations of U(χ) for χ of Theorem 18 below, see [1] , [2] , [16] , [17] , [18] , [20] .
UsingΩ, we have the C-algebra automorphism Ω :
. We can easily see
Kharchenko-PBW theorem
Define the map
By (1.9), we have
By (1.9), (1.10) and (1.12), we have
Then the elements F
By the celebrated Kharchenko's PBW theorem, we have Theorem 6. (Kharchenko [12] , see also [6, Section 3, (P) ], and [10, (2.15) 
(1) There exists a unique pair
where R + is a subset of Z ≥0 Π \ {0}, and ϕ is a map from R + to N, satisfying the condition that there exist k ∈ N ∪ {∞}, a surjective map ψ :
form a C-basis of U − (where we mean that for m ≤m,
Once we know Theorem 6, the following lemma is clear from Lemmas 4 and 5.
and ϕ(α j + rα i ) = 1 for all r ∈ J 0,−c ij .
For χ ∈ X Π , we say that χ is irreducible if its Dynkin diagram is connected, that is, for any two i, j ∈ I with i = j, there exists m ∈ Z ≥0 , i r ∈ I (r ∈ J 1,m ) such that q it,i t+1 q i t+1 ,it = 1 for all t ∈ J 0,m , where we let i 0 := i and i m+1 := j.
Let X irr Π := {χ ∈ X Π | χ is irreducible}.
Irreducible highest weight module
Let Λ ∈ Ch(U 0 ). By Lemma 3, we have a unique left U-module M(Λ) = M χ (Λ) satisfying the following conditions.
For i ∈ I and m ∈ Z ≥0 , by (1.9), we have
By (1.23), for m ∈ N, we have
By (1.25), we have
Note that
2 Some finite-type bi-homomorphisms 2.1 Finite-type bi-homomorphisms
In particular,
By (2.1) and (2.5), we have i ⊲ i ⊲ χ = χ.
The following lemma is an easy exercise for the reader.
. Let i ∈ I. By (1.29), we have
Longest element of Weyl groupoid associated with a finite-type bi-homomorphism
For n ∈ N ∪ {∞}, let Ξ n be the set of maps from J 1,n to I.
Π . Let n ∈ N ∪ {∞}, and let f ∈ Ξ n . For t ∈ J 0,n , define χ f,t ∈ X ′,fin Π and 1 χ s f,t ∈ Aut Z (ZΠ) inductively as follows. Let χ f,0 := χ, and let
By Theorem 8 and [9, Lemma 8 (iii)], we have
Hence we have
Lemma 10. Let χ ∈ X fin Π , n := |R + (χ)|, f ∈ Ξ n , and t ∈ J 1,n . Assume that
hold for all y ∈ J 1,t−1 . Then we have:
and (2.13)
and for n ′ ∈ N and
Proof. (1), (2) and (2.12) are clear from (2.11). We show (2.13). By (1), we see that for all t 1 , t 2 ∈ J 0,n , (2.14)
We show (4). By (2.8), we have χ ′ ∈ X ′,fin Π and 1 χ ′ s f,t = 1 χ s f,t (t ∈ J 0,n ). By (2.10) and (2.12), we have χ ′ ∈ X fin Π and |R + (χ ′ )| ≤ n. By (2.13), we have
. This completes the proof. 2
Proof. By (2.13), (2.4), and Theorem 6, we see that dim U − (χ) < ∞ if and only if χ ′ (α i , α i ) / ∈ P ∞ for all i ∈ I, and all χ ′ ∈ X fin Π with χ ′ ∼ χ. Then we can easily see that this lemma holds. 2
Classification of irreducible infinite-dimensional finitetype bi-homomorphisms
Let n ∈ N. Let Z n be a rank-n free Z-module with a basis {e r |r ∈ J 1,n }. Let m ∈ J 0,n . Define the map η m|n−m :
For χ ∈ X Π , and σ ∈ S(I), define
By the Heckenberger's classification [7, Tables 1-4 
In the following, let . Letᾱ i := e i − e i+1 ∈ Z N +1 for i ∈ I. There existsq ∈ P ∞ such that Table 4 , Row 4]) Assume N ∈ J 2,∞ and let m ∈ J 1,N −1 . Letᾱ i := e i − e i+1 ∈ Z N for i ∈ J 1,N −1 . Letᾱ N := e N ∈ Z N . There exists
hold for all i, j ∈ I. (4) (C(N), or [7, Table 4 , Row 9]) Assume N ∈ J 3,∞ . Letᾱ i := e i − e i+1 ∈ Z N for i ∈ J 1,N −1 . Letᾱ N := 2e N ∈ Z N . There existsq ∈ P ∞ such that D(m, N − m) , or [7, Table 4 , Row 10]) Assume N ∈ J 4,∞ and let m ∈ J 2,N −1 . Table 3 
Longest elements of the classical Weyl groups
In the proof of Theorem 18 below, we use the notation and facts as follows. Assume b ∈ J 2,5 , and keep the notation in Theorem 12 (b). Let
z. Lets i :=sᾱ i (i ∈ I). LetW be the subgroup of Aut Z (Z N ′ ) generated bys i (i ∈ I). Let X := {s i |i ∈ I}. Then (W ,X) is the Coxeter system of type A N , B N , C N (= B N ), D N for b = 2, 3, 4, 5 respectively. Letw 0 be the longest element of (W ,X). Then we have 
where
For a non-empty subset I ′ of I, letX I ′ := {s i |i ∈ I ′ }, and letW I ′ be the subgroup ofW generated byX (resp. N 2 , resp. N 2 , resp. N 2 − m), and define f (b) ∈ Ξ r (b) in the way that for x ∈ J 1,r (b) , the x-th factor of RHS of (2.18) (resp. (2.19), resp. (2.20), resp. (2.21)) iss
Lusztig isomorphisms
In this section, fix χ ∈ X fin Π , let q ij := χ(α i , α j ) (i, j ∈ I), and fix Λ ∈ Ch(U 0 (χ)).
Theorem 13. ([8])
There exists a unique C-algebra isomorphism
hold for all α ∈ ZΠ and all j ∈ I \ {i}.
Lemma 14. Let i ∈ I and h
) and a unique C-linear isomorphism
Moreover, we have The following lemme is easy exercise for the reader, use also Lemma 9 and (1.31). 
Π with N = 2, m = 1,
, and h i⊲χ,i⊲Λ,j = h χ,Λ,j for all j ∈ I.
Notation 6. Let n ∈ N, and let f ∈ Ξ n . Recall Notation 4. Let Λ f,0 =:
Then the following lemma is clear from (1.27) and Lemma 14.
Lemma 16. Let n ∈ N, and let f ∈ Ξ n . Assume
By (1.31), (3.7), and Lemma 16, we have
Main theorem
In this section, we keep the notation in the statement of Theorem 12. and, for b ∈ J 1,10 , we fix χ (b) ∈ X (b) Π , and let (4.1)
where the second equality follows from Lemma 17. By Lemma 17,
Π with χ ′ ≡ χ (b) . In the statement and proof of Theorem 18 below, for λ ∈ (C × ) N and i ∈ I, let λ i mean the i-th component of λ, that is, λ = (λ 1 , . . . , λ N ). 
Proof. In this proof, let b ∈ J 1,10 , and let χ (b) be as in Theorem 12 (b). In (b) with b ∈ J 2,5 below, letᾱ i be as in Theorem 12 (b) 
, and let r := r (b) − δ b4 and f := f (b) (see Notation 5) . We also use Notations 4 and 6. Let χ := χ (b) , for brevity.
(1) Assume b = 1. Then for any χ ′ ∈ X fin Π with χ ′ ∼ χ, we see that χ ′ ≡ χ, and that c . We can easily see
see Figure 2 . Hence we have (4.2) for b = 2 in a way similar to that in (1). (3) Assume b = 3. We see that for any χ where t ∈ J 1,r . Using Lemma 9, we can easily see (4.13) 
By (3.4) and (iii) of (4.13), we have λ f,t 2 −1,f (t 2 ) = µ f (t 2 ) , and λ f,t 2 −1,f (t 2 )+1 = λ f (t 2 )+1 for t 2 ∈ J r ′ +(N −m),r ′ +(N −1) , and we have Λ ′′ (K α N L −α N ) = µ N . By (1.26) and (iv) of (4.13), we have
Assume h χ ′′ ,Λ ′′ ,N < ∞. By (iii), (v) of (4.13), we have H(χ, Λ, f ) ≥ r ′ + N + m. By Lemma 15, (3.6)-(3.7), and (v) of (4.13), we can see that In particular, (χ f,r ′ +N +m , Λ f,r ′ +N +m ) ≡ (χ, Λ). By (4.12), we see
By the last paragraph, we see that µ N = (−q −1 ) c 1 −2k for some k ∈ J 0,m , and that
. Let Figure 6 : Dynkin diagrams of χ (6) = χ f,0 and χ f,u component of (18, 13, 7, 4, 15) . Define f ∈ Ξ r by (2) Let U (χ (b) ) be the unital C-algebra such that it contains U (χ (b) ) and Laurent polynomial C-algebra X := C[x ±1 i |i ∈ I] as subalgebras, the linear map U(χ (b) ) ⊗ X → U (χ (b) ) (z ⊗ y → zy) is bijective, and x i K α x 
