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We investigate the emergence of different kinds of imperfect synchronized states and chimera
states in two interacting populations of nonlocally coupled Stuart-Landau oscillators. We find that
the complete synchronization in population-I and existence of solitary oscillators which escape from
the synchronized group in population-II lead to imperfect synchronized states for sufficiently small
values of nonisochronicity parameter. Interestingly, on increasing the strength of this parameter
further there occurs an onset of mixed imperfect synchronized states where the solitary oscillators
occur from both the populations. Synchronized oscillators from both the populations are locked
to a common average frequency. In both the cases of imperfect synchronized states synchronized
oscillators exhibit periodic motion while the solitary oscillators are quasi-periodic in nature. In this
region, for spatially prepared initial conditions, we can observe the mixed chimera states where the
coexistence of synchronized and desynchronized oscillations occur from both the populations. On
the other hand, imperfect synchronized states are not always stable, and they can drift aperiodically
due to instability caused by an increase of nonisochronicity parameter. We observe that these states
are robust to the introduction of frequency mismatch between the two populations.
PACS numbers: 05.45.Xt, 89.75.-k
I. INTRODUCTION
The nature of the dynamics of networks of coupled
oscillators and their complex behaviors have been stud-
ied for many years [1]. Nowadays considerable interest
is shown on analyzing the questions regarding the emer-
gence of chimera states. These states are characterized by
the coexistence of both synchronized and desynchronized
behaviors of coupled identical oscillators. Such a remark-
able phenomenon was initially found in nonlocally cou-
pled identical oscillators [2–4]. It has been subsequently
studied in globally coupled oscillator networks [5], pla-
nar oscillators [6], heterogeneous networks [7], oscillators
with more than one populations [8–10], two dimensional
map lattices [11] and experimentally in chemical oscilla-
tors [12], an optical system [13], electrochemical [14] and
coupled mechanical oscillators [15]. They have also been
identified in certain locally coupled systems [16, 17] as
well. Many theoretical, numerical and experimental in-
vestigations deal with a single population consisting of
identical oscillators. However systems under various sit-
uations including ensembles of oscillators with more than
one population and introduction of coupling asymmetries
are less investigated till date. Owing to the strong resem-
blance of chimera states with real world applications, in-
vestigation around the chimera states is even more impor-
tant due to the strong relevance of such states with many
natural phenomena including unihemispheric sleep of cer-
tain mammals and birds where one brain hemisphere ap-
pears to be inactive while the other remains active [18],
ventricular fibrillation [19] (one of the primary causes of
sudden cardiac death in humans), blackouts of power grid
networks [20], social systems [21](organization of coupled
populations), neural systems [22] (firing patterns of neu-
rons, coordinated and uncoordinated brain activity, etc.)
and so on.
Moreover another interesting pattern, namely imper-
fect chimera state is reported in [23] with coupled pen-
dula and this state is characterized by a certain small
number of solitary oscillators (solitary state [14]) which
escapes from the synchronized chimera’s cluster (where
solitary oscillator represents a single repulsive oscillator
splitting up from the fully synchronized group). Such
escaped oscillators oscillate with different average fre-
quencies. A novel mechanism for the creation of chimera
states via the appearance of the solitary states is also re-
ported in Kuramoto model with inertia [24] and with
time delayed feedback oscillators [25]. In the present
study we aim to investigate different kinds of imperfect
synchronized states and chimera states (for spatially pre-
pared initial conditions) in two interacting populations
of nonlocally coupled oscillators. The imperfect synchro-
nized state here is characterized by a certain small num-
ber of solitary oscillators exhibiting quasi-periodic oscil-
lations which escapes from the synchronized group.
Taking into account the above facts, we study the
dynamics of nonlocally coupled two interacting popu-
lations of Stuart-Landau oscillators. We are interested
to investigate how does the nonisochronicity parame-
ter (c) affect the emergence of different kinds of im-
perfect synchronized states and chimera states in such
a system with nonlocal coupling. We find that for
2given strengths of inter- and intra-population couplings
the emergence of imperfect synchronized states for suffi-
ciently smaller values of nonisochronicity parameter (c)
which means that the synchronized and escaped oscil-
lators from synchronized state exist within population-
II while the population-I remains synchronized. By in-
creasing the strength of this parameter, we find that the
synchronized oscillators from both the populations get
locked to a common average frequency while the soli-
tary oscillators are distributed with random average fre-
quencies and we term such a state as a mixed imper-
fect synchronized state. In addition, synchronized oscil-
lators exhibit periodic motion around the origin, whereas
the desynchronized oscillators exhibit quasiperiodic mo-
tion but their center of rotation is shifted from the ori-
gin. In this region, for spatially prepared initial con-
ditions, we can observe the coexistence of synchronized
and desynchronized oscillations in both the populations,
namely mixed chimera states, which is distinct from the
results discussed in Ref. [3] where the chimera state rep-
resents the complete synchronization in one population
while desynchronization occurs among the oscillators in
the other population under global coupling. We can also
find that the imperfect synchronized states can drift with
time by increasing the parameter c. We also find that
these states are robust against an introduction of fre-
quency mismatch between the natural frequencies of the
population with significant values of nonisochronicity pa-
rameter.
The structure of the paper is organized as follows.
In section-II, we introduce the model of two interacting
populations of nonlocally coupled Stuart-Landau oscilla-
tors and present the different dynamical states includ-
ing mixed chimera states, imperfect synchronized states,
mixed imperfect synchronized states and drifted imper-
fect synchronized states. In section-III, we illustrate the
robustness of these states for the introduction of fre-
quency mismatch between the two populations. We sum-
marize our findings in section-IV.
II. STUDY OF MIXED QUASI-PERIODIC
SOLITARY AND CHIMERA STATES IN TWO
INTERACTING POPULATIONS OF
NONLOCALLY COUPLED STUART-LANDAU
OSCILLATORS
A. Model
To appreciate the results mentioned above, we consider
a system of nonlocally coupled two populations of Stuart-
Landau oscillators which is described by the following set
of coupled equations,
z˙j
(1,2) = (1 + iω)z
(1,2)
j − (1− ic)|z
(1,2)
j |
2
z
(1,2)
j
+
σ
2P1
j+P1∑
k=j−P1
(z
(1,2)
k − z
(1,2)
j ) +
η
2P2
j+P2∑
k=j−P2
(z
(2,1)
k − z
(1,2)
j ),
j = 1, 2, ..., N, (1)
where the complex dynamical variables z
(1,2)
j = x
(1,2)
j +
iy
(1,2)
j , j = 1, 2, ..., N , c is the nonisochronicity parame-
ter, ω is the natural frequency of the oscillators, and σ
and η represent the strengths of the coupling interactions
within and between the populations, respectively. In sys-
tem (1), each oscillator is coupled with P1 oscillators
within its group and P2 oscillators with the other group.
Here superfices 1 and 2 for the variables zj (or equiva-
lently xj and yj) refer to population-I and population-II,
respectively. Generally communities of oscillatory net-
work consisting of interacting subpopulations are com-
mon in many natural systems. For example, observation
of neuronal activity is taken from different regions of the
brain which forms a network of interacting subpopula-
tions of the brain [22]. Similarly, man made complex
networks, namely power grid networks [20], social net-
works [21], etc. constitute coupled networks. In most of
the cases, connection between such subpopulations are
with finite number of nodes/oscillators in each subpopu-
lation. In this connection, for simplicity we have chosen
the case where P = P1 = P2 in equation (1) and the
coupling range is r = PN .
In our simulations, we choose generally the number of
oscillators N to be equal to 100 and in order to solve
Eq. (1), we use the fourth order Runge-Kutta method
with time step 0.01. We allow 5 × 105 iteration time
steps as transients. We have verified that the results are
independent of the increase in the number of oscillators.
Note that Figs. 7 and 8 below are plotted for N = 500.
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FIG. 1: (Color online) Space-time plots of the variables x
(1,2)
j
for imperfect synchronized state (a) for population-I and (b)
for population-II. Corresponding oscillator average frequen-
cies of (c) population-I and (d) population-II. Parameter val-
ues: c = 2.3, σ = 0.1, η = 0.25, ω = 1.0 and r = 0.1.
B. Imperfect synchronized states
To explore the dynamics of the system (1), we per-
form numerical investigations by considering the natural
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FIG. 2: (Color online) Phase portraits of the oscillators: (a)
periodic oscillation of synchronized oscillator z
(1)
1 (= x
(1)
1 +
iy
(1)
1 ). (b) Periodic motion of the synchronized oscillator z
(2)
1
and quasi-periodic oscillation of solitary oscillators z
(2)
3 . Their
corresponding Poincare´ surfaces of section: in (c),(d) red/gray
dot represents the periodic oscillation of synchronized oscil-
lator and black dots represent the quasi-periodic oscillation
of solitary oscillator. Parameter values: c = 2.3, σ = 0.1,
η = 0.25, ω = 1.0 and r = 0.1.
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FIG. 3: (a) and (b) Phase portraits of the solitary oscilla-
tors z
(1)
17 and z
(2)
21 which show the variation in the centers of
rotation.
frequencies of the oscillators as same in both the popula-
tions (we will relax this condition later on in our study).
We choose the synchronized initial state to the oscillators
in population-I and distribute the initial state of the os-
cillators in population-II uniformly between −1 and +1
for the variables x
(2)
j and y
(2)
j independently. To start
with, we choose the specific choice of c as c = 2.3 for
the fixed coupling range r(= PN ) = 0.1 and natural fre-
quency ω = 1.0. By fixing the value of the coupling
parameter σ = 0.1 over a range of η we study the dy-
namical behaviour of the oscillators. Varying the value of
η, for η = 0.25, we can observe synchronized oscillations
in population-I and the existence of solitary oscillators
in population-II resulting in the existence of a imperfect
synchronized state which is illustrated with space-time
plots in Figs. 1(a,b). The imperfect synchronized state is
characterized by a certain small number of solitary oscil-
lators exhibiting quasi-periodic oscillations which escapes
from the synchronized group. In Figs. 1(c,d), we can
observe that the synchronized oscillators in population-
I are entrained to a common average frequency and in
population-II variations occur only in the amplitudes of
the oscillators while the average frequency of the coherent
and incoherent oscillators are the same. Here the incoher-
ent oscillators are non-phase coherent so that we find ap-
proximate average frequency of the oscillators by calcu-
lating the number of maxima in the time series of a vari-
able in a given time interval ∆T . It is calculated from the
expression f
(1,2)
j = 2piΩ
(1,2)
j /∆T , where j = 1, 2, 3, ...N
and Ω
(1,2)
j ’s are the number of maxima in the time series
x
(1,2)
j of the j
th oscillator with time interval ∆T calcu-
lated between the integration time step units 5×105 and
1 × 106, after allowing transients of the order of 5 × 105
time units. We also observe that synchronized oscillators
from both the populations exhibit periodic oscillations
while the solitary oscillators from population-II exhibit
quasi-periodic oscillations. Fig. 2(a) shows the phase
portrait of the synchronized oscillator z
(1)
1 which shows
the periodic motion of this oscillator. In Fig. 2(b), we
can observe that the periodic motion of the synchronized
oscillator z
(1)
1 and quasiperiodic motion of the solitary
oscillator z
(1)
3 . This is also confirmed with the Poincare´
surfaces of section corresponding to the above mentioned
synchronized oscillator (red/grey dot) and for the soli-
tary oscillator (black dots) in Figs. 2 (c) and (d), re-
spectively. This imperfect synchronized state has simi-
larity with the amplitude chimera state reported in Ref.
[26] where both synchronized and dsynchronized oscilla-
tions are periodic in nature. However oscillators from
the synchronized group perform oscillations around the
origin, whereas for the oscillators in the desynchronized
group, the center of rotation is shifted from the origin.
In the present case of imperfect synchronized state, syn-
chronized oscillators are oscillating around the origin and
are periodic in nature. On the other hand, the center of
rotation (of orbit with small amplitude) of all the solitary
oscillators are shifted from the origin but their motion is
quasi-periodic in nature. Such shifts in the centers of ro-
tation of solitary oscillators which is illustrated for two
different solitary oscillators labeled as z
(2)
17 and z
(2)
21 in
Figs. 3(a) and (b). We also note here the emergence of
this type of imperfect synchronized states no longer per-
sists for a sufficiently high value of the nonisochronicity
parameter (c).
C. Mixed imperfect synchronized states
Interestingly, an increase in the strength of c leads to
the onset of a new type of imperfect synchronized state.
For the system parameter values σ = 0.1, η = 0.25,
and r = 0.1 with c = 5, we can observe the solitary
oscillators where the synchronized group is having
oscillators from both the populations with the same
average frequency while the solitary group is having
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FIG. 4: (Color online) Space-time plots of the variables x
(1,2)
j
for mixed imperfect synchronized state (a) for population-I
and (b) for population-II. Corresponding oscillator average
frequencies of (c) population-I and (d) population-II. Param-
eter values: c = 5, σ = 0.1, η = 0.25, ω = 1.0 and r = 0.1.
-1
1
-1 1
y 1
(1)
,
y 6
(1)
x1
(1)
,x6
(1)
(a)
-1
1
-1 1
y 1
(2)
,
y 7
(2)
x1
(2)
,x7
(2)
(b)
-1
1
-0.6 1.3
y 1
(1)
,
y 6
(1)
x1
(1)
,x6
(1)
(c)
-1
1
-0.6 1.3
y 1
(2)
,
y 7
(2)
x1
(2)
,x7
(2)
(d)
FIG. 5: (Color online) Phase portraits of the oscillators: (a)
periodic oscillation of synchronized oscillator z
(1)
1 and quasi-
periodic oscillation of solitary oscillator z
(1)
6 . (b) Periodic
motion of the synchronized oscillator z
(2)
1 and quasi-periodic
oscillation of solitary oscillator z
(2)
7 . Their corresponding
Poincare´ surfaces of section: in (c), (d) red/gray dot rep-
resents the periodic oscillation of synchronized oscillator and
black dots represent the quasi-periodic oscillation of solitary
oscillator. Parameter values: c = 5, σ = 0.1, η = 0.25,
ω = 1.0 and r = 0.1.
oscillators with random average frequencies. This state
is designated as a mixed imperfect synchronized state
and is demonstrated with space-time plots in Figs.
4(a,b) and average frequency profiles of the oscillators in
Figs. 4(c,d). In the case of mixed imperfect synchronized
state, synchronized oscillators labeled as z
(1)
1 and z
(2)
1
from both the populations are oscillating periodically
(red/grey curve in Figs. 5(a) and (b)). The deviated
oscillators labeled as z
(1)
6 and z
(2)
7 (that is solitary oscil-
lators) from both the populations exhibit quasiperiodic
motion (black curve in Figs. 5(a) and (b)). Periodic
and quasi-periodic oscillations of the corresponding
oscillators are confirmed with the Poincare´ surfaces
of section in Figs. 5(c) and (d). Upon increasing the
coupling strength to larger values, the oscillators attain
a completely synchronized state which is discussed in
the following.
Another interesting phenomenon to be noted here is
that one can observe the coexistence of regions of syn-
chronized and desynchronized oscillations, namely the
chimera state in both the populations. Hence this state is
designated as mixed chimera state which is illustrated in
Figs. 6(a), (b). Here the synchronized oscillators are os-
cillating periodically but the desynchronized oscillators
are quasiperiodic in nature which is different from the
state reported in ref. [26]. Note that the above type
of state can be achieved for only spatially prepared ini-
tial conditions for both the populations independently.
If we perturb the system from this initial state of the
oscillators, the system enters into the mixed imperfect
synchronized states.
0
10
1 100
t
j
xj
(1)
-1
 0
 1
(a)
0
10
1 100
t
j
xj
(2)
-1
 0
 1
(b)
FIG. 6: (Color online) Space-time plots of the variables x
(1,2)
j
for mixed chimera state for spatially prepared initial condi-
tions (a) population-I and (b) for population-II. Other pa-
rameter values are c = 5, σ = 0.1, η = 0.25, ω = 1.0 and
r = 0.1.
D. Drifted imperfect synchronized states
We also analyze the stability of the mixed imperfect
synchronized states for an increase of the nonisochronic-
ity parameter values. For the value of c = 9 with
the same system parameter values considered for mixed
imperfect synchronized states, we can observe that the
above state becomes drifting with time where the syn-
chronized group of oscillators exist for certain time pe-
riod after which it escapes from synchronized group of
oscillators. This state is designated as drifted imperfect
synchronized state. Such drifting of solitary oscillators
from synchronized group occurs in an aperiodic manner.
We can clearly observe the existence of drifted imper-
fect synchronized state in Figs. 7(a,b) which show the
space-time plot for the variables x
(1,2)
j of populations-I
and II, respectively. Figs. 7(c,d) show the snapshots
of the variables x
(2)
j for two different times t = 20 and
5t = 35 (marked by the white solid line in Fig. 7(b)) for
η = 0.15 and r = 0.1 after allowing the transients of
5× 105 iterations.
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FIG. 7: (Color online) Space-time plots of the variables x
(1,2)
j
(a) for population-I and (b) for population-II. Snapshots for
the variables x
(2)
j of population-II for drifted imperfect syn-
chronized state (at two different times which is marked by
the white line in Fig. 7(b)) (c) t = 20, (b) t = 35. The
other parameter values are c = 9, r = 0.1, σ = 0.1, η = 0.15,
ω = 1.0.
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FIG. 8: (Color online) Strength of incoherence plot for three
different imperfect synchronized states with 10 bins of time
(a) first population (b) second population where ’◦’ rep-
resents imperfect synchronized state, ’•’ for mixed imper-
fect synchronized state, ’N’ for drifted imperfect synchronized
state. The other parameter values are c = 9, r = 0.1, σ = 0.1,
η = 0.15, ω = 1.0.
By making use of the statistical measure of strength
of incoherence introduced by Gopal et al. [28], we differ-
entiate the emergence of drifting imperfect synchronized
states from other imperfect synchronized states. For this
purpose we divide the total time period t ∈ (0,T) into k
bins (tn, n = 1, 2, ..., k) of ts time units each (ts =
T
k ).
The strength of incoherence S can be calculated for each
time unit and it gives k number of S values. The strength
of incoherence [28] is calculated through the expression
S(1,2) = 1−
∑M
m=1 s
(1,2)
m
M
, s(1,2)m = Θ(δ−σl(m)
(1,2)), (2)
where δ is the threshold value which is small and Θ is the
Heaviside step function. The quantity σl(m)
(1,2), which
is the local standard deviation, is calculated from the
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FIG. 9: (Color online) Phase diagram of the system (1) in
(η, c) space for r = 0.1, σ = 0.1, ω = 1.0. The regions I ,
II1, II2, II3, IV represent individual synchronization, imper-
fect synchronized state, mixed imperfect synchronized state,
drifted imperfect synchronized state and globally synchro-
nized state, respectively. Both the regions III1 (the cluster
states are having oscillators within the populations) and III2
(the cluster states are having oscillators from both the pop-
ulations) represent the cluster synchronized state. Here ‘•’,
‘◦’, ‘’, ‘N’, ’’ mark the parameter values corresponding to
the Figs. 1, 4, 7, 10(a,b) and 10(c,d), respectively.
expression
σl(m)
(1,2) = 〈(
1
l
ml∑
j=l(m−1)+1
|w
(1,2)
j − w
(1,2)|2)1/2〉t,
m = 1, 2, ...M. (3)
for each successive l number of oscillators (l = N/M)
with w
(1,2)
j = x
(1,2)
j − x
(1,2)
j+1 and w
(1,2) = 1N
∑N
j=1 w
(1,2)
j .
Here 〈...〉t represents the average over time. When
σl(m)
(1,2) is less than δ, s
(1,2)
m takes the value 1, other-
wise it is 0. If the imperfect synchronized state is stable
S(1,2) yields the same value for all time bins otherwise
it varies or differs for different bins, indicating the exis-
tence of a drifted imperfect synchronized state. Figures
8(a,b) are plotted for the strength of incoherence S(1)
for population-I and S(2) for population-II, respectively
with fixed η = 0.15. Red line with open circles shows
the imperfect synchronized state for c = 2.3 where S1
takes the value zero (synchronized state in population-
I) and S(2) takes the value as constant (solitary state
in population-II). For c = 5, we can observe both S(1)
and S(2) take constant values (black dots) showing the
existence of a mixed imperfect synchronized state which
is stable with time. On the other hand for c = 9 both
S(1) and S(2) take different values between zero and one
in different bins, and so this figure indicates the unsta-
ble nature of the imperfect synchronized state, namely
the drifted imperfect synchronized state for the coupling
range r = 0.1. Here drifting of the solitary oscillators
from synchronized group occurs in an irregular manner
6as a result of the varying value of strength of incoher-
ence as a function of time (or time bins). Such solitary
drift states are closely related to the breathing chimera
state as the synchronized group of oscillators exist for
certain time period after which it becomes a desynchro-
nized group of oscillators.
One can also use the local order parameter [29]
Lj = |
1
2δ
∑
|j−k|≤δ
eiθk |, j = 1, 2, ..., N (4)
to measure the degree of (in)coherency which is used to
characterize the coherence and incoherence pattern. Here
θk denotes the phase of the k
th oscillator. It is close to
unity for the coherent state and decreases in regions of
spatial incoherence. We also note here that characteri-
zation of the strength of incoherence is used for systems
admitting both phase coherent and nonphase coherent
attractors. Even without introducing the concepts of
phase and frequency one can succeed in distinguishing
different dynamical states, namely, coherent, incoherent,
chimera, multichimera and cluster states in coupled dy-
namical systems using the concept of strength of inco-
herence as shown in [28].
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FIG. 10: Time evolution for the variables x
(1,2)
j of the cluster
states (a) for population-I (b) for population-II with c = 1.5,
η = 0.35 and (c) for population-I (d) population-II with
c = 3.3, η = 0.8. Other parameter values: σ = 0.1, ω = 1.0.
Snapshots for the variables x
(1,2)
j of the cluster states are
shown in insets of the corresponding figures.
E. Collective dynamics in different parametric
spaces
The above studies have been repeated for various val-
ues of the coupling strength η. To give a global picture
of the dynamical states which exist in the two interacting
populations of Stuart-Landau oscillators, we have plot-
ted a two phase diagram in the parametric space (η, c)
in Fig. 9 by fixing σ = 0.1, ω = 1.0 for r = 0.1. Dif-
ferent dynamical states are identified by making use of
0.02
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FIG. 11: (Color online) Phase diagram of the system (1) in
(η, r) space for c = 5, σ = 0.1, ω = 1.0. The regions I , II2,
III2, IV represent individual synchronization, mixed imper-
fect synchronized state, cluster synchronized state and glob-
ally synchronized state, respectively.
the strength of incoherence (S) [28] as described above.
Initially for certain values of η the oscillators are indi-
vidually synchronized with phase difference between the
two populations (region-I) for all values of the param-
eter c. On increasing η we can observe that the glob-
ally synchronized state (region-IV ) is mediated through
the imperfect synchronized states (region-II1) and then
through the cluster states (region-III1). Here a clus-
ter state represents a distinct group of synchronized os-
cillators having the same amplitude within that group.
Note that for different clusters the amplitudes take dif-
ferent values. We can observe that in Fig. 10(a), all
the oscillators in population-I are completely synchro-
nized while the oscillators in population-II split into two
groups of synchronized oscillators as shown by the time
series plot given in Fig. 10(b). Such synchronized oscil-
lators from both the groups are oscillating periodically
and they differ in their amplitudes. Also the members
of the oscillators within such a cluster state belong to
the same population (as shown in Figs. 10(a,b)). Then
increasing the value of c beyond certain range, the sys-
tem of oscillators attain complete synchronization via the
mixed imperfect synchronized state (region-II2) and then
the cluster states (region-III2). Here the cluster states
are having oscillators from both the populations which
is different from the above discussed cluster states which
is illustrated with the time series plots in Figs. 10(c,d)
where the snapshots of the variables x
(1,2)
j are shown in
the insets. Another interesting phenomenon to be noted
here is that the distribution of x
(1,2)
j for instantaneous
time looks like the oscillation death state (OD) observed
in [27]. In the case of OD state there is no variation in
the distribution of steady states with time while in the
case of cluster states one can observe variation in the
distribution of state variables because of its oscillating
nature with time. On further increase in the value of
7c, the mixed imperfect synchronized states become un-
stable and become drifted imperfect synchronized states
(region-II3). Hence the system of oscillators attains com-
plete synchronization via drifted imperfect synchronized
states and then cluster states. In regions II1, II2 and II3
the synchronized state is unstable, for the reason that
small perturbations from synchronized state leads to the
onset of imperfect synchronized states, mixed imperfect
synchronized states, solitary drift in regions II1, II2 and
III3, respectively. In region-III1 and III2, distribution
of initial state near synchronized state leads to complete
synchronization and distribution away from the synchro-
nized state leads to the existence of cluster state.
To know the robustness of mixed imperfect synchro-
nized states for a wide range of nonlocal coupling, we
have plotted the two parameter phase diagram in the
(η, r) parametric space in Fig. 11. In this figure we fix
the nonisochronicity parameter as c = 5 and the cou-
pling strength as σ = 0.1. Initially the oscillators are
individually synchronized with phase difference between
two populations for small values of coupling strength η
for all values of the coupling range (r). For small val-
ues of coupling range, one can observe the existence of
mixed imperfect synchronized states over a wide range of
coupling interaction. Increase of coupling range to suffi-
ciently larger values of r leads to the suppression of the
region corresponding to mixed imperfect synchronized
states. Consequently we cannot observe the presence of
mixed imperfect synchronized states when the coupling
range approaches the global limit.
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FIG. 12: (Color online) Space-time plots for imperfect syn-
chronized state with frequency mismatch ε = 0.5 (ω1 = 1.0
and ω2 = 1.5) (a) for population-I (b) for population-II with
c = 2.3 and corresponding average frequency of the oscilla-
tors in the imperfect synchronized state (c) for population-I
and (d) population-II. Other parameter values: σ = 0.1 and
η = 0.3.
III. MIXED IMPERFECT SYNCHRONIZED
STATES IN THE PRESENCE OF FREQUENCY
MISMATCH
Further we are also interested to investigate the exis-
tence of mixed imperfect synchronized states by introduc-
ing a frequency mismatch between the two populations
such that ω1 is the frequency of the population-I and
ω2 = ω1 + ε is the frequency of the population-II and ε
takes an arbitrary value. To start with, we first analyze
whether the nature of the imperfect synchronized state
(which is observed in the absence of frequency mismatch)
is robust for an introduction of frequency mismatch be-
tween the populations by fixing other parameter values as
r = 0.1, σ = 0.1, ω1 = 1.0 and ω2 = 1.5. In the presence
of frequency mismatch ε = 0.5, for c = 2.3 we can observe
the synchronization in population-I and solitary state in
population-II which are illustrated with the space-time
plots for the variables x
(1,2)
j in Figs. 12(a,b) and the cor-
responding frequency profiles of the oscillators are shown
in Figs. 12(c,d). Here the oscillators within each popu-
lation are oscillating with same average frequency. How-
ever the synchronized oscillators from both the popula-
tions do not share a common average frequency and they
differ between the populations as shown in Figs. 12(c,d)
(which is distinct from the imperfect synchronized state
observed in an identical population where all the oscil-
lators are locked to a common average frequency (Fig.
1)). In this case also we choose the synchronized initial
state for the oscillators in population-I and uniform ini-
tial conditions between −1 and +1 for the variables x
(2)
j
and y
(2)
j independently.
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FIG. 13: (Color online) Space-time plots for mixed imperfect
synchronized state with frequency mismatch ε = 0.5 (ω1 = 1.0
and ω2 = 1.5) (a) for population-I (b) for population-II with
c = 5 and corresponding average frequency of the oscillators
in the mixed imperfect synchronized state (c) for population-I
and (d) population-II. Other parameter values: σ = 0.1 and
η = 0.3.
Interestingly, for c = 5, we can observe the mixed im-
perfect synchronized states, that is onset of solitary os-
cillators in both the populations which is illustrated with
space time plots of the variables x
(1,2)
j in Figs. 13 (a, b).
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FIG. 14: (Color online) Space time plots for imperfect syn-
chronized state for frequency mismatch ε = 1.7 (ω1 = 1.0
and ω2 = 2.7) (a) for population-I (b) for population-II with
c = 5. Space time plots for mixed imperfect synchronized
state for frequency mismatch ε = 1.7 (ω1 = 1.0 and ω2 = 2.7)
(c) for population-I (d) for population-II with c = 6.
In addition, synchronized oscillators from both the pop-
ulations do share a common average frequency as shown
in Figs. 13(c,d) for ε = 0.5 unlike the imperfect syn-
chronized state discussed in Fig. 12. Further we also
analyze the mixed imperfect synchronized states for in-
creasing frequency mismatch between the populations.
For this purpose, we increase the frequency mismatch ε
to ε = 1.7 and we investigate the above state with two
different values of c for fixed values of η = 0.5, ω1 = 1.0
and r = 0.1. We can find that for c = 5 the impact of
frequency mismatch leads to the existence of imperfect
synchronized state as in Fig. 14(a,b). Interestingly the
mixed imperfect synchronized state can be observed for
increasing the value of c significantly and Figs. 14 (c,d)
clearly illustrate such state for c = 6.0. Thus for sig-
nificantly small value of nonisochronicity parameter the
impact of frequency mismatch between the population
dominates the effect of this parameter. Hence synchro-
nized oscillators in a imperfect synchronized state do not
share a common frequency. If the strength of c is suf-
ficiently large, the effect of nonisochronicity parameter
dominates the impact of frequency mismatch. Thus when
the strength of nonisochronicity parameter is sufficiently
large it leads to a sharing of common average frequency
among the synchronized oscillators in both the popula-
tions.
We have also plotted the two parameter phase dia-
gram in the parametric space (η, ε) in Fig. 15 by fixing
the frequency of the population-I and varying the fre-
quency of the population-II by ε. From this, we can find
that an increase of frequency mismatch between the pop-
ulations causes a wide range of individual synchronized
region. This individual synchronization occurs at two
different frequencies. Consequently the regions of mixed
imperfect synchronized states start shrinking. In region-
III2, we can observe the cluster states which represent
that two different groups having different frequencies as
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FIG. 15: (Color online) Phase diagram of the system (1) in the
presence of frequency mismatch ε (ω1 = 1.0 and ω2 = ω1+ ε)
between the populations for the system parameter values
r = 0.1, σ = 0.1, c = 5. The regions I , II1,II2,III2, IV
represent individual synchronization, imperfect synchronized
state, mixed imperfect synchronized state, cluster synchro-
nized state and globally synchronized state, respectively. Here
‘’ and ‘N’ mark the parameter values corresponding to Figs.
(13)(a-d) and (14)(a,b), respectively.
well as two different amplitudes which is different from
the cluster state which are observed in the identical case
(where two groups having two different amplitudes and
frequencies of all the oscillators are the same).
IV. CONCLUSION
In summary, we have investigated the existence of dif-
ferent kinds of imperfect synchronized states, including
mixed imperfect synchronized states and drifted imper-
fect synchronized states and chimera states in two inter-
acting populations of nonlocally coupled Stuart-Landau
oscillators. The study shows the existence of synchro-
nized and solitary oscillators where the synchronized
group is having the oscillators from both the popula-
tions (mixed imperfect synchronized state). In both im-
perfect synchronized state and mixed imperfect synchro-
nized state, oscillators from the synchronized group are
oscillating periodically whereas the solitary oscillators are
quasiperiodic in nature. We find that when these states
are not stable in the sense that, they can drift with time
on increasing the value of the nonischronicity parameter.
We have also verified with two parameter phase di-
agrams that these states can also be observed against
the introduction of the frequency mismatch between the
two populations. One can observe the mixed imper-
fect synchronized state in the presence of mismatch only
if the nonisochronicity parameter is sufficiently large
to dominate the effect of frequency mismatch between
the two populations. Interestingly, we also find the
mixed chimera state for properly chosen initial condi-
9tions where we can observe the coexistence of synchro-
nized and desynchronized oscillations namely the mixed
chimera state, while synchronized oscillator from both
the populations do share a common frequency.
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