Some Generalized Kac-Moody Algebras With Known Root Multiplicities by Niemann, Peter
ar
X
iv
:m
at
h/
00
01
02
9v
1 
 [m
ath
.Q
A]
  5
 Ja
n 2
00
0
Some Generalized Kac-Moody Algebras
With Known Root Multiplicities
Peter Niemann
Author address:
Department of Pure Mathematics and Mathematical Statistics,
University of Cambridge, 16 Mill Lane, CB2 1SB, UK
Current address : Logica UK Ltd., 75 Hampstead Road, London NW1 2PL,
UK
E-mail address : niemannp@logica.com
1991 Mathematics Subject Classification. 17B65.
The author was supported by the Science and Engineering Research Council
(UK), and Peterhouse, Cambridge.
Abstract. Starting from Borcherds’ fake monster Lie algebra we construct a
sequence of six generalized Kac-Moody algebras whose denominator formulas,
root systems and all root multiplicities can be described explicitly. The root
systems decompose space into convex holes, of finite and affine type, similar
to the situation in the case of the Leech lattice. As a corollary, we obtain
strong upper bounds for the root multiplicities of a number of hyperbolic Lie
algebras, including AE3.
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Introduction
In recent years the area of infinite-dimensional Lie algebras has attracted con-
siderable attention because of its numerous connections with other topics in math-
ematics and, not least, its importance in theoretical physics. The state space of
physical theories will sometimes be a representation space of an infinite-dimensional
Kac-Moody algebra.
Surprisingly little is known about many obvious problems associated with such
Lie algebras. One of these questions regards their root multiplicities, that is the
dimensions of their root spaces. The cases of finite and affine Lie algebras are
fully understood. Let us turn to more general Lie algebras of indefinite type which
allow roots of negative norm. The problem now becomes far more complicated and
only very partial answers are known. As [Kac90] remarks, the multiplicities of
all roots of an indefinite-type Kac-Moody algebra are not known explicitly in any
single case. At the same time, numerical calculations yield intriguing results, in
particular for the simplest class of such Lie algebras which are called hyperbolic.
They are defined by the condition on their Dynkin diagram that every subdiagram
be of finite or affine type.
There are various kinds of results known about root multiplicities. There are
global upper bounds for all Lie algebras which work well in some cases but are
useless in others. There are recursive formulas which are useful for numerical cal-
culations, notably the results of Kac and Peterson [KP83], and of Berman and
Moody [BM79]. Furthermore, there are explicit results for some low level roots of
selected algebras such as the treatments of Feingold and Frenkel [FF83] (on the
algebra denoted AE3 in the notation of [Kac90]), and Kac, Moody, and Wakimoto
[KMW88] (on E10 = T7,3,2). Recently, Gebert and Nicolai [GN97] produced some
intriguing numerical results on the simple roots of E10 for level 2 and 3.
Borcherds introduces in [Bor92] the notion of generalized Kac-Moody algebras.
These differ from ordinary Kac-Moody algebras in that they may possess imaginary
simple roots. Generalized Kac-Moody algebras sometimes form the space of states
for quantized chiral strings. It was a remarkable achievement that Borcherds then
managed to construct a generalized Kac-Moody algebra, called the fake monster Lie
algebra, and to give explicit root multiplicities for all its roots. The set of its roots
can be identified with the 26-dimensional even unimodular lattice II25,1 = Λ⊕II1,1.
Here, Λ stands for the 24-dimensional Leech lattice and II1,1 denotes the unique
even 2-dimensional unimodular Lorentzian lattice.
Borcherds suggested in [Bor92] that the fake monster Lie algebra might only
be one of a whole class of generalized Kac-Moody algebras whose root multiplicities
can be described explicitly. Let N be such that N + 1 divides 24, let M = 24N+1 .
Thus N will be one of 2, 3, 5, 7, 11, or 23. Let σ be an automorphism of order N ,
cycle shape 1MNM , of the Leech lattice. The aim of this thesis is to prove some of
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Borcherds’ conjectures by constructing a series of generalized Kac-Moody algebras
GN whose systems of simple roots can be identified with the fixed point lattices
Λσ and certain elements of the dual lattices Λσ∗. (Note that, unlike Λ, Λσ is no
longer self-dual.) The Weyl denominator formula then becomes particularly simple
and allows us to calculate the root multiplicities for these generalized Kac-Moody
algebras explicitly.
We will now give a brief survey of the contents of the 6 chapters of this thesis.
Chapter 1 recalls the basic definition and construction of the fake monster Lie alge-
bra. Following [Bor92] we introduce the notion of twisted denominator formulas.
They are obtained from the Weyl denominator formula of the fake monster Lie
algebra by the action of the Leech lattice automorphism σ. We then proceed to
formulate the main theorem of this work which claims the existence of a series of
generalized Kac-Moody algebras and states their root multiplicities explicitly. Fol-
lowing ideas of [Bor92] the proof is reduced to an equality between two modular
forms. One of these is the θ-function of the lattice Λσ∗. The other function is
derived from the Dedekind η-function.
Both the above functions are modular forms with respect to some subgroup of
the modular group, which has finite index. The strategy of the proof must now be
as follows. We check that the modularity properties of both functions are equal and
that a sufficient number of leading coefficients in a Laurant expansion around zero
coincide. As the space of modular forms with respect to such a modular subgroup
is finite-dimensional this shows the claimed equality. It is easy to see that, the
larger the transformation group is, the smaller will be the dimension of the space
of modular forms, thus requiring fewer leading coefficients in the remainder of the
argument. The most suitable group for our purposes turns out to be Γ0(N).
Chapter 2 recalls the basic notions of modular group and modular form, as well
as the Dedekind η-function. We then proceed to define the specific modular forms
we need in this work and establish their precise modularity properties under the
elements of Γ0(N).
Chapter 3 recalls some basic results about the lattices in question and then
determines the exact transformation properties, including characters, of their θ-
functions under the elements of Γ0(N).
In chapter 4 we determine the leading coefficients of the above modular forms.
This is straightforward for those modular forms which were derived from the η-
function. For θ, however, this corresponds to the enumeration of the short vectors
of Λσ∗. For N = 2 and N = 3 it is well known that the fixed point lattices are
the Barnes-Wall lattice Λ16 and the Coxeter-Todd lattice K12. They have been
considered in the literature in their own right. For the remaining N we devise a
strategy to count the short vectors. This makes use of the fact that the lattices
in question are all induced from the Leech lattice which in turn is built upon the
24-dimensional Golay code. It is possible to reduce the required enumeration in
Λσ∗ to one of Golay code elements.
We then put everything together and obtain the desired equality, thus complet-
ing the proof of the main theorem of this work. We thus have proven the existence
of a series of generalized Kac-Moody algebras GN and have determined their root
multiplicities explicitly. At the same time, their Weyl denominator formulas can
be interpreted as new combinatorial identities, similar to the Macdonald identities.
In the second part of this work we investigate the generalized Kac-Moody al-
gebras GN in more detail. In chapter 5 we determine their simple roots. We then
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identify this set with a set R consisting of the elements of the fixed point lattice Λσ
and some elements of its dual lattice Λσ∗. It is well known (see e.g. [CS88], chap-
ter 25) that the elements of the Leech lattice generate a decomposition of space
into convex holes of radius less or equal to
√
2. Now the elements of the Leech
lattice can be identified with the simple roots of the fake monster Lie algebra. It
turns out that holes of radius
√
2 correspond to affine subalgebras, whereas holes of
radius less than
√
2 correspond to subalgebras of finite type. We generalize this to
the sets R. The main difference is that now the algebras have simple roots of two
different lengths. We therefore have to generalize the notion of radius and centre
accordingly. If we do so it remains true that the decomposition produces holes of
(generalized) radius less or equal
√
2, corresponding to subalgebras of finite and
affine type respectively. We further show that all subalgebras of GN of finite or
affine type can be identified as (generalized) holes in R. As a corollary, we can
relate the covering radius of the fixed point lattices Λσ to the covering radius of
the Leech lattice.
One of our aims in chapter 6 is the complete classification of all (generalized)
holes of R. The remainder of chapter 5 therefore develops a number of techniques
which will enable us to carry out the decomposition and check its correctness. One
such check is the volume formula which simply states that the sum of the volumes
of the individual holes must be the total volume of space. We therefore determine
the volumes of any finite and affine holes. Another test concerns the automorphism
groups of the individual holes, related to the automorphism group of the fixed point
lattice as a whole. We derive a number of technical results, relating the generalized
holes of R to the (known) holes in the decomposition of the Leech lattice.
Chapter 6 carries out the classification. This presents no theoretical problems
but involves long and repetitive calculations which may only be carried out by
computer. The main purpose of the first two sections of chapter 6 is to demonstrate
how the various results of chapter 5 come together to achieve the classification
and why the output of a computer program constitutes a mathematical proof.
To this end, we give the explicit calculations of the two simplest cases, that is
N = 23 and N = 11. The case N = 23 is almost trivial but very useful as it
is 2-dimensional and so helps to visualize the problem. The 4-dimensional case
N = 11 is already sufficiently general to demonstrate how the program acts. We
can therefore restrict ourselves to giving the input data for the remaining cases.
The complete classification is given as appendix A. For the most complicated case
N = 2 there are 475 different types of (generalized) holes in R.
As a corollary to this decomposition we can now identify all hyperbolic subal-
gebras of the GN . The known root multiplicities of GN then form upper bounds for
the root multiplicities of these hyperbolic Lie algebras. There are many interesting
examples for which the upper bounds obtained by the above technique improve
on the upper bounds given in the existing literature. Of particular interest is the
hyperbolic Lie algebra AE3 which was also investigated in [FF83]. The algebra
AE3 is defined by the following Cartan matrix:
 2 −2 0−2 2 −1
0 −1 2

 .
We obtain strong upper bounds for the root multiplicities of this algebra. These
bounds are close to some existing conjectures of [Kac90] (see exercise 13.37). Our
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results explain why the multiplicities of the roots in the algebra AE3 are often equal
to the values of a partition function pn(1 − r2/2).
However, for other hyperbolic Lie algebras our new upper bounds are not always
sharp or at least an improvement on existing ones. In section 6.2 we list the
successful cases. In appendix B we provide some numerical data for all hyperbolic
Lie algebras of rank 7 to 10. The results for the algebra T4,3,3 are of particular
interest as they show that there are roots r of multiplicities both larger and smaller
than the partition function p6(1 − r2/2). In the concluding section 6.3 we derive
some conditions which are necessary if we want to create useful upper bounds. This
will then enable us to conjecture how far the strategy of this work may be extended
to other generalized Kac-Moody algebras.
Acknowledgements: I wish to thank Richard Borcherds, my research super-
visor, for suggesting many of the problems discussed in this work and for the advice
and encouragement he provided throughout my research. Furthermore, I would like
to thank Simon Norton for his patient explanations of the ATLAS, and Elizabeth
Jurisich for clarifications regarding the nature of specializations. Finally, I would
like to thank the referee for valuable comments on the first version of this paper.
CHAPTER 1
Generalized Kac-Moody Algebras
The main object of study in this work is a series of generalized Kac-Moody
algebras whose root multiplicities will be determined explicitly. This chapter intro-
duces the concept and describes the construction of these generalized Kac-Moody
algebras. Chapters 2-4 will then complete the proof of their existence and their
root multiplicity formulas. It must be emphasised in this context that chapters
2-4 are independent of the results of the present chapter 1. Chapter 1 has been
placed in its position ahead of chapters 2-4 only to provide the framework identify-
ing which auxiliary calculations are required in chapters 2-4. Sections 1.1 and 1.2
recall the definition and elementary properties of generalized Kac-Moody algebras,
and specifically their Weyl denominator formula. The series of generalized Kac-
Moody algebras in this work will be derived from the fake monster Lie algebra as
introduced in [Bor90b]. This, in turn, is constructed from subspaces of a certain
vertex algebra. In section 1.3 we therefore briefly recall the construction of the ver-
tex algebra in question. Section 1.4 outlines the construction and some properties
of the fake monster Lie algebra, following [Bor92]. Its root lattice can be identified
with the Leech lattice and all root multiplicities are known explicitly. Section 1.5
quotes [Bor92] to recall how automorphisms of the Leech lattice can be applied to
the denominator formula of the fake monster Lie algebra, resulting in new identities
which may be regarded as ‘twisted’ denominator formulas. In sections 1.6 and 1.7
we restrict our attention to a specific series of six Leech lattice automorphisms. For
these we show how the new ‘twisted’ identities can be interpreted as denominator
formulas of six new generalized Kac-Moody algebras whose root multiplicities can
again be calculated explicitly. For general automorphisms, the new algebras will not
necessarily be generalized Kac-Moody algebras but may be Lie superalgebras where
negative root multiplicities may occur. Section 1.7, in conjunction with chapters
2-4, establishes an explicit form of the denominator formulas (equation 1.26), for
the series of six new generalized Kac-Moody algebras, corresponding to the series
of Leech lattice automorphisms. This yields an explicit (non-recursive) formula for
the root multiplicities of the generalized Kac-Moody algebras (corollary to theorem
1.7), and carries out a programme suggested in [Bor92] (14. Examples 1 and 2).
1.1. Definition and Fundamental Properties
This section establishes the definition of generalized Kac-Moody algebras which
we will use within this work. Numerous variants have been proposed in recent
publications. We will follow the approach of [Jur98], but specialize to the variant
considered in [Bor92] when appropriate. Throughout this work we will use the
initials GKM for generalized Kac-Moody algebra.
6 1. GENERALIZED KAC-MOODY ALGEBRAS
1.1.1. The Definition. [Jur98] defines GKMs through generalized Cartan
matrices. A real matrix C = (cij), i, j in some index set I (possibly countably
infinite), shall be called a generalized Cartan matrix if it satisfies the following
conditions:
(C1) C is symmetric;
(C2) cij ≤ 0 if i 6= j;
(C3) if cii > 0 then 2cij/cii ∈ Z for all j ∈ I.
[Jur98] defines the generalized Kac-Moody algebra (GKM) G = G(C) as-
sociated with this generalized Cartan matrix to be the Lie algebra generated by
elements ei, fi, hi, for i ∈ I, where the generators satisfy the following relations for
i, j, k ∈ I:
(R1) [hi, hj ] = 0
(R2) [ei, fj] = δ
j
i hi
(R3) [hi, ek] = cikek, [hi, fk] = −cikfk
(R4) If cii > 0 and i 6= j then ad(ei)nej = ad(fi)nfj = 0, where
n = 1− 2cij/cii.
(R5) If cii ≤ 0, cjj ≤ 0, and cij = 0 then [ei, ej ] = [fi, fj ] = 0.
We follow [Jur98] in restricting the definition to symmetric Cartan matrices
as we will not encounter any non-symmetrisable Cartan matrices in the context of
the present work.
As in the finite dimensional case, the elements hi, i ∈ I, span an abelian
subalgebra H of G(C), called its Cartan subalgebra. Let E be the subalgebra
generated by the ei, i ∈ I, and F be the subalgebra generated by the fi, i ∈ I.
Then the GKM G(C) has the triangular decomposition [Jur96]
G(C) = E ⊕H ⊕ F.(1.1)
Every non-zero ideal of G(C) has non-zero intersection with H . The centre of G(C)
is contained in H . [Jur96]
1.1.2. Roots, Central Ideals, Central Extensions. Roots of finite dimen-
sional Lie algebras are commonly defined as elements of the dual space of the Car-
tan subalgebra. Hence, quotienting out some ideal of the Cartan subalgebra, or
extending the Cartan subalgebra centrally will also affect the space where roots
are defined. For the definition of roots for GKMs, there consequently exist various
options which relate to the choice of central extension for the GKM defined above.
Alternatively, the approach of [Bor92] defines roots as a free abelian group (of
abstract symbols), and identifies a natural homomorphism to the elements hi of
the Cartan subalgebra H .
If we consider roots within the dual space H∗ with G(C) constructed as above,
the simple roots will not necessarily be linearly independent. [Jur96] therefore
extends the GKM G(C) by an algebra of ‘degree derivations’. This increases the
dimension of the Cartan subalgebra and ensures that the simple roots will be defined
linearly independent. Note that, besides the approaches of [Jur96] and [Bor92],
others have been proposed, such as the approach described in [Kac90] whose ‘re-
alization’ of the Cartan matrix again guarantees the linear independence of the
resulting simple roots.
As is discussed in detail in [Jur98], the denominator formula for an arbitrary
Cartan matrix with linearly dependent simple roots will not necessarily be well
defined as some terms may be infinite. A general theory can therefore only be
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formulated in a framework which guarantees the linear independence of the simple
roots. This will either be achieved as in [Bor92], or through a suitable extension
of the Cartan subalgebra as in [Jur96]. Nevertheless, it may be possible to de-
fine denominator formulas for certain other Lie algebras, through a process called
‘specialization’ in [Jur96]. Such specializations will quotient out subalgebras of
the (extended) Cartan subalgebra. This operation will also quotient out the cor-
responding subspaces of the dual space where roots are defined. As is pointed out
in the remark following definition 3 of [Jur98], specializations are valid, as long as
they are well defined. For the GKMs constructed in the present work we will find
that the denominator formula remains well defined under specialization.
Where simple roots are linearly independent they obviously have multiplicity
one. The process of specialization may map multiple, distinct simple roots to
the same image. Therefore, following specialization, some simple roots may have
multiplicity greater than one.
The approach of Jurisich. [Jur96] extends the GKM by all ‘degree deriva-
tions’. Let deg(ei) = −deg(fi) = (0, . . . , 0, 1, 0, . . . ) where 1 appears in the ith
position, and let deg(hi) = (0, . . . ). Degree derivations di are defined by letting di
act on the degree (n1, n2, . . . ) subspace of the GKM as multiplication by the scalar
ni. [Jur96] defines the extended Lie algebra G
e = Ge(C) as the semidirect product
of the GKM G(C) with the space of all degree derivations. The extension is central.
Let He denote the Cartan subalgebra of Ge(C). The extended Lie algebra has the
decomposition
Ge(C) = E ⊕He ⊕ F.(1.2)
Roots of Ge(C) defined in the space He∗ are necessarily linearly independent.
The extended Lie algebra Ge(C) is clearly not identical to the GKM G(C)
constructed from the original Cartan matrix C, but may be considered naturally
associated with it. More generally, if a Lie algebra can be mapped to G(C) modulo
some central ideals, some central extensions, or outer derivations (as is the case
in specializations), we will consider that Lie algebra naturally associated with the
Cartan matrix C and the GKM G(C).
Having selected the Cartan algebra He, roots may be defined as in the finite
dimensional case. For r ∈ He∗, let
Gr = { x ∈ G | [h, x] = r(h)x for all h ∈ He}.
The roots of G are the non-zero elements r of He∗ such that Gr 6= 0. The elements
ri ∈ He∗ such that the generators ei are in Gri are called simple roots. Gr is the
root space of r ∈ He∗. A root r is called positive if it is the sum of simple roots,
and negative otherwise.
The approach of Borcherds. [Bor92] defines the root lattice of G(C) as
the free abelian group generated by elements ri, for i ∈ I, with the bilinear form
given by (ri, rj) = cij . Here, the cij are the elements of the symmetric generalized
Cartan matrix C. The elements ri correspond to the simple roots. The GKM is
graded by the root lattice if we let ei have degree ri and fi have degree −ri. If r is
in the root lattice then the vector space of elements of the Lie algebra of that degree
is called the root space of r. There is a natural homomorphism of abelian groups
from the root lattice to the Cartan subalgebra H taking ri to hi which preserves
the bilinear forms. This homomorphism will not necessarily be injective. If, for
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example, the null space of the bilinear form has been quotiented out, this may have
introduced relations among the elements hi of H .
1.1.3. Norm, Weyl Vector, Weyl Chamber and Cartan Involution.
We define the norm of an element r of the root lattice as the scalar product
norm(r) = (r, r).(1.3)
Note that we use the square of the standard norm, because the scalar product is
not positive definite. A root of a GKM is called real if it has positive norm (r, r),
and imaginary otherwise.
In the framework of the extended root space He∗, the Weyl vector ρ is any
element of He∗ which satisfies (ρ, ri) = −(ri, ri)/2. Note that this implies ρ(hi) =
−cii/2. The (fundamental) Weyl chamber is the set of vectors v of the root space
He∗ which satisfy (v, ri) ≤ 0 for all real simple roots ri. Equivalently, [Bor92]
defines the Weyl vector as the additive map from the free abelian group of roots to
R, taking ri to −(ri, ri)/2 for all i ∈ I. The (fundamental) Weyl chamber is the set
of all vectors v ∈ H with (v, hi) ≤ 0 for all hi ∈ H that correspond to real simple
roots. Following [Bor90b], we define the height of a root r as −(ρ, r).
Note that [Bor92] uses non-standard sign conventions in this place, and the
present paper will follow his conventions. In the case of a specialization, where
simple roots may be linearly dependent, there is no reason why a Weyl vector should
exist in general. In the example of the affine algebra A2, the relation r2 = −r1 of
the two simple roots (which holds in unextended 2-dimensional dual space) shows
that no Weyl vector can exist.
G(C) has an involution ω with ω(ei) = −fi, ω(fi) = −ei, called the Car-
tan involution. There is a unique invariant bilinear form (., .) on G(C) such that
(ei, fi) = 1 for all i, and it also has the property that −(g, ω(g)) > 0 whenever g is
a homogeneous element of non-zero degree.
1.1.4. Universal Central Extension. Let C be a generalized Cartan ma-
trix, satisfying conditions (C1) to (C3). For an alternative characterisation of some
GKMs, [Bor92] defines the universal generalized Kac-Moody algebra (UGKM)
U(C) of this matrix to be the Lie algebra generated by elements ei, fi, hij , for
i, j ∈ I satisfying the following relations (i, j, k, l ∈ I):
(U1) [hij , hkl] = 0
(U2) [ei, fj] = hij
(U3) [hij , ek] = δ
j
i cikek, [hij , fk] = −δji cikfk
(U4) If cii > 0 and i 6= j then ad(ei)nej = ad(fi)nfj = 0, where
n = 1− 2cij/cii.
(U5) If cii ≤ 0, cjj ≤ 0, and cij = 0 then [ei, ej ] = [fi, fj] = 0.
The UGKM is therefore an extension of the GKM defined in section 1.1.1
above. It is extended precisely by the additional central generators hij , i 6= j.
[Bor92] observes that the element hij is 0 unless the i’th and j’th column of the
Cartan matrix C are equal. The elements hij for which the i’th and j’th column
are equal form a basis of the Cartan subalgebra H of U(C). In the case of ordinary
Kac-Moody algebras, the i’th and j’th column of C cannot be equal unless i = j, so
the only non-zero elements hij are those of the form hii, which are usually denoted
by hi. The centre of U(C) contains all elements hij for i 6= j.
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Using the definition of the universal extension, [Bor92] provides an alternative
characterisation of some GKMs (see also [Jur98]).
Theorem 1.1. Suppose that G is a Lie algebra satisfying the following three
properties:
(1) G can be Z-graded as G =
⊕
i∈ZGi, and Gi is finite dimensional if i 6= 0.
(2) G has an involution ω which maps Gi into G−i and acts as −1 on G0.
(3) G has a Lie algebra invariant bilinear form (., .), which is also invariant
under ω such that Gi and Gj are orthogonal if i 6= −j, and such that −(g, ω(g)) > 0
if g is a nonzero homogeneous element of G of nonzero degree.
Then there is a unique UGKM, graded by putting deg(ei) = −deg(fi) = ni for
some positive integers ni, with a homomorphism f (not necessarily unique) to G
such that
(a) f preserves the gradings, involutions and bilinear forms (as defined above).
(b) The kernel of f is in the centre of the UGKM (which is contained in the
abelian subalgebra spanned by the elements hij).
(c) The image of f is an ideal of G, and G is the semidirect product of this
subalgebra and a subalgebra of the abelian subalgebra G0. Moreover, the images of
all the generators ei and fi are eigenvectors of G0.
[Bor92] defines GKMs through properties (1) to (3) of theorem 1.1. [Jur98]
points out that the converse of theorem 1.1 is not true: GKMs constructed from
generalized Cartan matrices cannot necessarily be graded satisfying both conditions
(1) and (3). For this reason, the present work follows [Jur98] and adopts the
wider definition of GKMs directly from generalized Cartan matrices. All GKMs
considered in this work do, however, permit a grading of the type described in
theorem 1.1.
The above exposition shows that the only major difference between GKMs and
ordinary Kac-Moody algebras is that GKMs may have imaginary simple roots. A
further generalization of GKMs are Lie superalgebras. Here, we allow the imaginary
simple roots to have negative multiplicity. These are then called superroots. The
Cartan matrix of a Lie superalgebra may depend on the Z-grading chosen. We will
not encounter Lie superalgebras in the course of this work.
1.2. The Denominator Formula
We recall from equations (1.1) and (1.2) that any GKM can be written as the
direct sum E ⊕ H ⊕ F where H is the Cartan subalgebra and E and F are the
subalgebras corresponding to the positive and negative roots. The homology groups
of a Lie algebra are defined as the homology groups of the standard sequence of
exterior powers,
· · · → ∧2(E)→ ∧1(E)→ ∧0(E)→ 0,(1.4)
(see Cartan and Eilenberg’s introduction to Lie algebra homology, [CE56].) We
consider the following two virtual vector spaces.∧
(E) =
∧0
(E)⊖∧1(E)⊕∧2(E) . . . ,
which is the alternating sum of the exterior powers of E, and
H∗(E) = H0(E)⊖H1(E)⊕H2(E) . . . ,
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which is the alternating sum of the homology groups Hi(E). If L is the root
lattice of the Lie algebra then both spaces are L-graded virtual vector spaces whose
homogeneous pieces are finite dimensional, so the infinite sums are meaningful.
From the definitions it follows that∧
(E) = H∗(E),(1.5)
as virtual L-graded vector spaces (Euler-Poincare principle). This formula can be
used as a starting point to calculate the denominator formula for the GKM. To do
this, [Bor92] identifies the spaces Hi(E) and then calculates the formal character
χ(V ) =
∑
λ∈L
(dimVλ)e
λ,(1.6)
on both sides. The left hand term of (1.5),
∧
(E), can be dealt with by a standard
combinatorial argument, counting occurrences. The argument is analogue to that
in the case of ordinary Kac-Moody algebras, which is well documented, see, for
example, chapter 10 of [Kac90]. Let us consider the right hand term of (1.5),
H∗(E). [Bor92] reports that the techniques developed by Garland and Lepowsky
in [GL76] can be adapted. A detailed discussion can be found in [Jur96] (theorem
3.13).
Theorem 1.2. Let G be a GKM with Weyl group W, Weyl vector ρ, and root
lattice L.
a) Hi(E) is the subspace of
∧i(E) spanned by the homogeneous vectors of ∧i(E)
whose degrees r ∈ L satisfy (r + ρ)2 = ρ2.
b) Let S denote the subspace of H(E) of elements whose degree r has the prop-
erty that r + ρ is in the fundamental Weyl chamber. Then S is isomorphic to the
subspace of
∧
(E) of all elements that can be written in the form e1∧ e2 ∧ . . . where
the ei’s are vectors in the root spaces of pairwise orthogonal imaginary roots.
It must be recalled in this context that the fundamental Weyl chamber for
GKMs is still determined by the real simple roots. Using theorem 1.2, [Bor92]
calculates the formal character of H∗(E). Again, a detailed discussion can be
found in [Jur96] (theorem 3.16).
Theorem 1.3. Let G be a GKM with Weyl group W, Weyl vector ρ, root lattice
L, and denote the positive roots by L+. If w ∈ W then det(w) is defined to be +1 or
−1, depending on whether w is the product of an even or odd number of reflections.
(If the root lattice is finite dimensional this is just the usual determinant of w.) We
define ǫ(α) for α ∈ L to be (−1)n if α is the sum of a set of n pairwise orthogonal
imaginary simple roots, and 0 otherwise.
Then the denominator formula of G is
eρ
∏
α∈L+
(1− eα)mult(α) =
∑
w∈W
det(w)w
(
eρ
∑
α∈L+
ǫ(α)eα
)
.
Thus, the formula is very similar to the well known denominator formula for
ordinary Kac-Moody algebras and reduces to it if there are no imaginary simple
roots. In fact, the sum over α ∈ L+ is precisely the character of the subspace S
described in theorem 1.2b. If there are no imaginary simple roots this sum collapses
to 1. Note that the definition of ǫ(α) in theorem 1.3 assumes that the simple roots
are linearly independent. In the case of a specialization, ǫ(α) will denote the sum
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over all relevant terms (−1)ni , each corresponding to a representation of α as the
sum of ni simple roots.
We can recover the full character formula for GKMs in the same way, starting,
in the place of (1.4), with the generalized chain complex whose vector spaces are
spaces
∧j(E, V ), that is spaces ∧j(E), tensored with any lowest weight Lie algebra
module V . We will, however, not make use of this in the remainder of this paper.
For more information on the significance of especially the term related to imag-
inary simple roots, we refer to the detailed discussion in [Jur96]. The individual
terms of the denominator formula will depend on the selection of the Cartan sub-
algebra, and thus the root space. The identity is valid as an identity in the free
abelian group, as in the approach of [Bor92]. Equally, the formula is meaningful
and valid in general if, as in the approach of [Jur96], we work with a suitably
extended Lie algebra Ge in the place of the GKM G(C) so that all simple roots are
linearly independent.
As we have seen, the roots of the unextended GKM G(C) defined in the space
H∗ will not necessarily be linearly independent. [Jur98] discusses that this may
lead to denominator identities with infinite terms and other problems. The affine
algebra A2 provides a simple example of such problems: Here, the two real simple
roots satisfy r2 = −r1 in the unextended root space.
There are, however, circumstances where it is possible to formulate results in
H∗ through specialization of the results in the extended root space He∗. This spe-
cialization is achieved through projection from He∗ to the spaceH∗. As an abstract
identity, the specialization of the denominator formula remains valid provided no
multiplicities become infinite. Note that we may encounter further problems related
to the interpretation of that abstract identity as a denominator formula. Exam-
ples of potential ambiguities are the identification of simple and non-simple roots,
or of positive and negative roots. [Jur98] discusses why specialization works for
Borcherds’ monster Lie algebra. Similarly, we will find that this is also the case for
all GKMs constructed in this present work.
1.3. Vertex Algebras
Vertex algebras had already been used extensively in theoretical physics, when
Borcherds [Bor86] formalized the definition and showed how to construct vertex
algebras for any even lattice. We follow [Bor92] to give a brief survey of the
definitions and results which will be relevant to the present work.
A vertex algebra over the real numbers is a vector space V over R with an
infinite number of bilinear products, written unv, where u, v, unv ∈ V and n ∈ Z,
such that
(1) unv = 0 for n sufficiently large (depending on u and v).
(2) ∑
i∈Z
(
m
i
)(
uq+iv
)
m+n−iw
=
∑
i∈Z
(−1)i
(
q
i
)(
um+q−i(vn+iw) − (−1)q
(
vn+q−i(um+iw)
))
for all u, v, and w in V and all integers m, n, and q.
(3) There is an element 1 ∈ V such that vn1 = 0 if n ≥ 0 and v−11 = v.
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The operators un may then be combined into the vertex operator
Q(u, z) =
∑
n∈Z
unz
−n−1
which is an operator valued formal Laurent series in the formal variable z.
[Bor86] defines an operator D on the vertex algebra by D(v) = v−21. The
vector space V/DV is a Lie algebra, where the bracket is defined by [u, v] = u0v.
A conformal vector of dimension or central charge c ∈ R of a vertex algebra V
is defined to be an element ω of V such that
(1) ω0v = D(v) for any v ∈ V ,
(2) ω1ω = 2ω,
(3) ω3ω = c/2,
(4) ωiω = 0, if i = 2 or i > 3,
(5) any element of V is a sum of eigenvectors of ω1 with integral eigen-
values.
[Bor86] defines the operators Li on V for i ∈ Z by Li = ωi+1. It can then be
shown that the operators Li satisfy the relations
[Li, Lj] = (i− j)Li+j +
(
i+ 1
3
)
c
2
δi−j .
They make V into a module over the Virasoro algebra. For n ∈ Z, the physical
space Pn is defined to be the space of vectors w ∈ V such that
L0(w) = ω1(w) = nw(1.7a)
Li(w) = 0, if i > 0.(1.7b)
The space P 1/(DV ∩ P 1) is a subalgebra of the Lie algebra V/DV . In the cases
considered in [Bor92] (and thus in the cases considered in this work) this is equal
to P 1/DP 0.
In [Bor86] examples of vertex algebras are constructed from lattices. We
present the explicit spaces, operators, and elements, both as an illustration of the
above definitions and for later reference. The results are well-known but not nec-
essarily in the context of Borcherds’ framework. Let L be an even lattice. There
exists a central extension by a group of order 2, Lˆ, which is uniquely characterized
by the following properties. The elements of Lˆ will be written ǫner, r ∈ L, where
n = 0 or n = 1. The commutator is
er1er2 = ǫ(r1,r2)er2er1 where ǫ2 = 1.(1.8)
The underlying vector space V (L) of the vertex algebra associated with L is
defined as follows;
V (L) = R(Lˆ)
⊗
S
(⊕
i>0
(L(i) ⊗ R)
)
.(1.9)
In [Bor86], this space is referred to as Fock space. This term has since been
used to denote a slightly different space so that we will not use the term. R(Lˆ) is
the twisted group ring of Lˆ and S = S
(⊕
i>0(L(i)⊗R)
)
is the symmetric algebra on
the sum of a countable number of copies of the lattice L. Thus, a general element
1.3. VERTEX ALGEBRAS 13
of V (L) will be a linear combination of elements of the form
v = er
q∏
i=1
ti(pi)(1.10)
where r, ti ∈ L, q ≥ 0, pi ≥ 1, and ti(pi) is an element of the copy L(pi) ⊗R within
the symmetric algebra, and the integers pi are not necessarily distinct.
In order to construct vertex operators for all elements, we begin by defining
‘annihilation’ and ‘creation’ operators. For t ∈ L, and j ∈ Z, define t(j) as a linear
map on V (L). It is fully characterized by its action on elements of V (L) of the
form (1.10).
if j > 0 then t(j) is multiplication by t(j);
if j = 0 then t(0)v = (t, r)v;
if j < 0 then t(j) acts as a derivation so that t(j)er = 0, and
t(j)ti(pi) = −j(t, ti)δ−jpi .
We define the vertex operator of a general element of V (L) in three steps. Let
t ∈ L, p > 0, let z ∈ C be a complex number, and let v be as in (1.10).
Q(t, z) =
∑
j 6=0
t(j)
zj
j
+ t(0)logz + t
Q (t(p), z) =
1
(p− 1)!
(
d
dz
)
Q(t, z)
Q(v, z) = Q
(
er
∏
ti(pi), z
)
= : eQ(r,z)
∏
Q (ti(pi), z) :
Here the ‘:’ is the standard notation for normal ordering, such that all ‘creation’
operators (er, t(p), p ≥ 1) occur to the left of all ‘annihilation’ operators (t(p), p ≤
0). The product vn(w) for n ∈ Z and w ∈ V (L) is then defined as the coefficient of
z−n−1 in : Q(v, z) : (w).
Choose a basis si, i ∈ I, of the lattice L, and a dual basis s′i. Then the vector
ω =
1
2
∑
i∈I
si(1)s
′
i(1)
is a conformal vector in V (L). Its central charge can be identified as the dimension
of the lattice L. Applying the general vertex operator construction to ω, we identify
the operators Ln = ωn+1 as
Ln =
∑
j∈Z
∑
i∈I
: si(j)s
′
i(−n− j) :
In particular, we note the action of L0 on homogeneous elements of the form (1.10)
L0v =
(r2
2
+
∑
i
pi
)
v.(1.11)
Thus, L0 defines a Z-grading which we will refer to below as degZ, or deg
(L)
Z
if we
require to specify the referenced underlying lattice L. L−1 is the derivation D. For
r, t ∈ L, and p ≥ 1 we obtain L−1er = r(1)er, and L−1t(p) = pt(p+ 1).
Suppose A is an ordinary Kac-Moody algebra with simple roots ai of norm
2. The derived algebra A′ is the algebra generated by generators ei, fi, hi for each
simple root ai. If the lattice L contains the root lattice of A then we can map the
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derived algebra A′ of A to P 1/DP 0, as follows; ei 7→ eai , fi 7→ e−ai , hi 7→ ai(1).
As an example of the definitions and constructions above, we calculate the bracket
[ei, hj ] = (ei)0(hj) in P
1/DP 0.
Q (eai , z)aj(1) = e
aiexp
(∑
n>0
ai(n)
n
zn
)
exp
(∑
n<0
ai(n)
n
zn
)
zai(0)aj(1)
Here, zai(0) acts on er ∈ V (L) as multiplication by z(ai,r). It acts as identity on
the symmetric algebra. Taylor expand the exponentials to obtain
Q (eai , z) aj(1) = e
ai
(
1 + ai(1)z
1 + . . .
)(
1− ai(−1)z−1 + . . .
)
aj(1)
The bracket [ei, hj ] is the coefficient of z
−1 of the expansion. The terms
ai(−n)aj(1) vanish for n 6= 1. Hence, when applied to aj(1), only the term
eai × (1)× (−ai(−1)z−1) gives a non-zero contribution to the Lie-algebra bracket.
Thus,
[eai , aj(1)] = −(ai, aj)eai .
This provides an illustration of how the notions of the roots and root spaces of an
ordinary Kac-Moody algebra are embedded in the framework of vertex algebras. If
we define the natural L-grading of V (L) as
degL(e
r) = r, degL(t(p)) = 0,(1.12)
then we find that the Lie algebra P 1/DP 0 has a natural decomposition into root
spaces. Furthermore, for any root r ∈ L, the root space of r is the homogeneous
subspace of the Lie algebra of degree r.
We can define a unique bilinear form on V (L) through the following two re-
quirements [Bor86];
(er1 , er2) =
{
1 if r1 = −r2,
0 otherwise;
(1.13a)
the adjoint of t(p) is − t(−p).(1.13b)
This bilinear form induces an invariant bilinear form on the Lie algebra P 1/DP 0
([Bor92], proof of theorem 6.1). Evaluating the bilinear product on V (L) we find
that Li is the adjoint of L−i. Let v ∈ P 0, and w ∈ P 1. Then Dv is in P 1, and
(Dv,w) = (L−1v, w) = (v, L1w) = 0. The kernel of the bilinear form (., .) on P 1
thus contains DP 0.
Using this explicit construction of the Lie algebra elements, [Bor86] announces
the following results about the Lie algebra P 1/DP 0.
Theorem 1.4. Let L be a non-singular, even lattice. Let the physical space
P 1 ⊂ V (L) be defined as in (1.7).
a) Let A be a Lie algebra, A connected, simply laced, and not affine. If the
lattice L contains the root lattice of A (possibly quotiented out by some null lattice)
then A can be mapped to P 1/DP 0 such that the kernel is in the centre of A.
b) Let d be the dimension of L, and let r ∈ L be a root such that r2 ≤ 0. Let
pd(n) denote the number of partitions of n into d colours. Then the dimension of
the degree r subspace of P 1/DP 0 is equal to
pd−1
(
1− r
2
2
)
− pd−1
(
−r
2
2
)
.
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This forms an upper limit of the multiplicities of the roots of any Lie algebra A
which satisfies the assumptions in a).
To provide an indication of the proof and the type of elements in the space
P 1/DP 0, we recall from (1.10) that the degree r part of P 1 is spanned by vectors of
the form v = er
∏
ti(pi). Being an element of P
1, v must be eigenvector of L0 with
eigenvalue 1, hence we require 1 = r
2
2 +
∑
pi. The sum over pi defines a partition
(with colours) of the total of 1− r22 . The colours of the partition correspond to the
dimension d of the underlying lattice L - note that the ti(pi) are not necessarily
linearly independent. The conditions Liv = 0, i > 0, of formula (1.7), introduce
further restrictions which reduce the dimension d by 1. Thus, pd−1(1 − r2/2) is
the dimension of the space P 1. Similarly, pd−1(−r2/2) is the dimension of P 0, and
we note that D maps P 0 injectively into P 1. [Bor86] announces that the above
formulas can be generalized for the case that A is not simply laced. We will not
require the generalized formulas in this work, though. We are now in the position
to quote Borcherds’ version of the no-ghost theorem. (The original form of the
no-ghost theorem was proven by Goddard and Thorn.)
Theorem 1.5. Suppose that V is a vector space with a non-singular bilinear
form (., .) and suppose that V is acted on by the Virasoro algebra in such a way that
the adjoint of Li is L−i, the central element of the Virasoro algebra acts as multi-
plication by 24, any vector of V is a sum of eigenvectors of L0 with non-negative
integral eigenvalues, and all the eigenspaces of L0 are finite dimensional. We let
Vn be the subspace of V on which L0 has eigenvalue n. Assume that V is acted
on by a group G which preserves all this structure. We let V (II1,1) be the vertex
algebra of the double cover of the two dimensional even unimodular Lorentzian lat-
tice II1,1 (so that V (II1,1) is II1,1-graded, has a bilinear form (
., .) and is acted on
by the Virasoro algebra as above). We let P 1 be the subspace of the vertex algebra
V ⊗ V (II1,1) of vectors v with L0(v) = v, Li(v) = 0 for i > 0, and we let P 1r be
the subspace of P 1 of degree r ∈ II1,1. All these spaces inherit an action of G from
the action of G on V and the trivial action of G on V (II1,1) and R
2. Then the
quotient of P 1r by the nullspace of its bilinear form is naturally isomorphic, as a G
module with an invariant bilinear form, to V1−r2/2 if r 6= 0 and to V1⊕R2 if r = 0.
In the next section we will describe how [Bor90b] used the no-ghost theorem
to identify the root spaces of certain GKMs explicitly. Note that the theorem
only applies in the case of central charge 24, which is one reason why Borcherds’
construction cannot be generalized straightforwardly to lattices of dimension other
than 24.
1.4. The Fake Monster Lie Algebra
We will now recall Borcherds’ construction of the fake monster Lie algebra.
The original calculations were published in [Bor90b], where the algebra is called
the monster Lie algebra. The construction uses the Leech lattice, which is an even
lattice of 24 dimensions, such that all the results of the previous section, including
the no-ghost theorem, apply.
For this construction we consider the vertex algebras of three different lattices,
each with their two respective natural gradings, as defined above in equations (1.11)
and (1.12). The three lattices are
Λ - the Leech lattice,
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II1,1 - the unique even 2-dimensional unimodular Lorentzian lattice,
II25,1 - the 26-dimensional unimodular Lorentzian lattice Λ⊕ II1,1.
If L is any of the above three lattices and V (L) the vertex algebra associated
with L, we use the L-grading (1.12) and Z-grading (1.11) to define V (L)r, V (L)n
and V (L)(r,n) as the parts of V (L) of degL = r or deg
(L)
Z
= n, respectively. We will
also use Sn, where S is the symmetric algebra, introduced in formula (1.9), and the
Z-grading on S is the restriction of the Z-grading on V (L).
We define the norm of an element (m,n) ∈ II1,1 as −2mn. Therefore, the norm
of an element (λ,m, n) ∈ II25,1 is λ2 − 2mn. As introduced in equation (1.3), the
norm is the square of the usual one.
We consider the physical space P 1(V (Λ)⊗V (II1,1)) of V (Λ) ⊗ V (II1,1), and a
general element (m,n) of II1,1. Then
(
P 1(V (Λ)⊗V (II1,1))
)
(m,n)
is the part of
P 1(V (Λ)⊗V (II1,1)) whose II1,1-grading is (m,n). On this space, a bilinear form is
defined as in (1.13). Let K denote the null space of this bilinear form. The no-ghost
theorem 1.5 identifies(
P 1(V (Λ)⊗V (II1,1))
)
(m,n)
/K =˜ V (Λ)
1− (m,n)22
= V (Λ)1+mn.
Using the Λ-grading of V (Λ) on both sides, Borcherds refines the isomorphism to(
P 1(V (Λ)⊗V (II1,1))
)
(λ,m,n)
/K =˜ V (Λ)(λ,1+mn).
Next, consider the vertex algebra of the 26-dimensional Lorentzian lattice V (II25,1)
which is isomorphic to V (Λ) ⊗ V (II1,1) [Bor92]. Consider the physical space
P 1(V (II25,1)). Let K ′ denote the kernel of the bilinear form (., .) on P 1(V (II25,1)).
Then [Bor90b] defines the fake monster Lie algebra as
MΛ =
(
P 1(V (II25,1))
)
/K ′ =˜
(
P 1(V (Λ)⊗V (II1,1))
)
/K.
(The explicit construction first quotients out DP 0 but we know that DP 0 ⊂ K ′.)
Combining the two isomorphisms above, we obtain that
(MΛ)(λ,m,n) =˜ V (Λ)(λ,1+mn).
Note that the left hand side is derived from the vertex algebra of the Lorentzian
lattice II25,1, and is graded in II25,1. The right hand side is a piece of the vertex
algebra of the Leech lattice with Λ and Z gradings.
[Bor90b] shows that the Lie algebraMΛ satisfies all conditions of theorem 1.1
above. MΛ is therefore associated with a GKM, through central extensions, and
quotienting out the null space of the bilinear form. Section 5 of [Bor90b] identifies
the universal central extension Mˆ of MΛ. The no-ghost theorem provides us with
an explicit description of the building blocks of MΛ, in terms of subspaces of vertex
algebras. [Bor90b] uses this, the denominator formula for GKMs (theorem 1.3),
and the theory of modular forms to determine the simple roots of MΛ.
The root lattice of the Lie algebra P 1/DP 0, as a subset of the dual of the
(unspecialized) Cartan subalgebra, is infinite-dimensional and singular with regard
to the scalar product. Quotienting out the null space K ′ corresponds to a special-
ization of the root space in the terminology of [Jur96] as in section 1.1.2, above.
Theorem 1.3 provides a denominator formula for a suitably extended Lie algebra
Mˆ e. Before we can formulate the denominator formula of MΛ itself (that is, with-
out any extension of the Cartan subalgebra) we need to verify the validity of the
specialization. Let π0 denote the projection from P
1/DP 0 to MΛ, and equally the
projection of the dual spaces of the Cartan subalgebras (that is, the spaces within
1.4. THE FAKE MONSTER LIE ALGEBRA 17
which the roots are defined). The subscript 0 is used to indicate that the projec-
tion is defined through the nullspace of the scalar product. [Bor92] shows that,
under the projection π0, the set of roots is mapped into the lattice II25,1. Defin-
ing the norm zero vector ρ = (0, 0, 1) ∈ II25,1, [Bor92] establishes that the real
simple roots are projected to (λ, 1, λ
2
2 − 1) with multiplicity 1 and the imaginary
simple roots project to nρ = (0, 0, n) with multiplicity 24 for all n > 0. We have
(ρ, π0r) = − r22 for all simple roots r, which makes ρ a Weyl vector. The set of
positive roots projects to the set of vectors in II25,1 of norm at most 2 which are
either positive multiples of ρ or have negative inner product with ρ.
An explicit description of the images of all positive roots under the projection
π0 can be given as follows. A root r of MΛ is positive if for π0r = (λ,m, n) either
m > 0, or m = 0 and n > 0 holds. A root is negative if either m < 0, or m = 0 and
n < 0. Note that no element r with π0r = (λ, 0, 0) can be a root as, in that case,
r2 ≥ 4. Thus, the above description covers all roots of MΛ.
Using the explicit description, it is straightforward to see that the projection π0
does not create infinite terms, nor does it identify positive and negative roots. Eval-
uating the actual root multiplicities provided by Borcherds’ denominator formula,
we also find that the projection does not identify simple and non-simple roots.
Furthermore, the explicit identification of the roots then allows to build the
matrix of scalar products which satisfies conditions (C1) to (C3) of a generalized
Cartan matrix. The inner product with the Weyl vector can be used as a Z-grading
of MΛ.
Having verified that the specialization of the roots to II25,1 is both valid as an
abstract identity, and meaningful as the denominator formula of MΛ, we can apply
the full theory of denominator formulas to MΛ, with roots in II25,1. We will write
M(λ,m,n) for (MΛ)(λ,m,n). Let furthermore E denote the part of MΛ corresponding
to the positive roots.
We can summarize the above results in the (specialized) denominator formula
of MΛ. The remark following theorem 1.3 identified ǫ(
.) in the case that the simple
roots are not linearly independent, as occurs in this specialization. All positive
multiples of ρ are simple roots of multiplicity 24 and are perpendicular to each
other, so |ǫ(nρ)| is p24(n), the number of partitions of n into parts of 24 = dim(Λ)
colours (notation introduced in theorem 1.4). Thus ǫ(nρ) equals the coefficient of
qn in
∏
n(1− qn)24 = q−1η24(q) where η is the Dedekind eta-function. We will give
details on η in chapter 2. [Bor90b] obtains
eρ
∏
r∈(II25,1)+
(
1− er)p24(1−r2/2) = ∑
w∈W
det(w)w
(
η24(eρ)
)
.(1.14)
Here, (II25,1)
+ is the set of positive roots identified above, andW is the Weyl group,
which is the group of isometries of the root lattice generated by the reflections
corresponding to the real simple roots. [Bor90b] gives a full description of the
Cartan subalgebra of the universal central extension Mˆ of MΛ, as introduced in
section 1.1.4. An explicit basis for the Cartan subalgebra is the sum of a one
dimensional space for each vector of the Leech lattice and a space of dimension
242 = 576 for each positive integer n. The significance of the latter is that, for each
n, the imaginary simple root nρ has multiplicity 24. Correspondingly, there are
242 = 576 generators hij , i, j = 1, . . . 24. Because of the nature of its construction,
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it would be tedious to describe the Cartan subalgebra of MΛ itself. For details of
the constructions, see [Bor90b].
We conclude this section with a brief remark about the monster Lie algebra.
The name was in [Bor90b] used for the GKM which we now call fake monster
Lie algebra. In [Bor92] the (proper) monster Lie algebra was constructed from the
vertex algebra of the monster Lie group, as introduced in [FLM88]. The steps from
the vertex algebra to the Lie algebra are parallel to the case of the fake monster Lie
algebra, above. The vertex algebra is tensored with V (II1,1), the physical spaces
P 1r and the kernel K of the bilinear form are defined as above. Again, the no-ghost
theorem 1.5 applies to the pieces P 1r /K and provides an explicit description of the
building blocks. [Bor92] uses this to show that the Lie algebra P 1/K satisfies all
conditions of theorem 1.1, above, and hence is associated with a GKM. [Bor92]
calculates an explicit denominator formula, analogue to formula (1.14). Again, this
is a specialization in the terminology of [Jur96]. Theorem 6.1 of [Jur98] discusses
the details of this specialization and identifies a GKM g(M) and an ideal c so
that the Monster Lie algebra can be recovered as the quotient g(M)/c. In the
specialization, the simple roots of the monster Lie algebra are identified as the set
{(1, i) | i = −1, 1, 2, 3, . . .}. The steps to prove that the specialization is well defined
are similar to the case of the fake monster Lie algebra because the set of projected
simple roots of the monster Lie algebra displays characteristics very similar to the
set of projected simple roots of the fake monster Lie algebra.
1.5. The Twisted Denominator Formula
[Bor92] uses the concept of ‘twisted’ denominator formulas, which are a gen-
eralization of the ordinary denominator formulas. Starting from the equality of
graded virtual spaces (1.5),
∧
(E) = H∗(E), we obtained the ordinary denominator
formulas by calculating the formal character
χ =
∑
λ
(dim Vλ)e
λ =
∑
λ
(Tr id| Vλ)eλ,
on both sides, as in (1.6). As before, Vλ corresponds to a lattice grading of V . Let
σ be an automorphism on V . Then we may, more generally, calculate the trace of
σ ∑
λ
(Tr σ| Vλ)eλ(1.15)
on both sides of (1.5). We will arrive at some generalized (‘twisted’) denominator
formula. In the case of the monster Lie algebra introduced in the concluding para-
graph of section 1.4, we may choose σ to be an automorphism of the monster group.
The resulting twisted denominator formula is closely related to the Thompson series
Tσ(q) (see [Bor92] for more details).
Returning to the fake monster Lie algebra, we consider automorphisms of the
vertex algebra V (Λ⊕ II1,1) which are induced by automorphisms of Λˆ, that is the
Leech lattice, centrally extended by a group of order 2, as defined in equation (1.8).
If σ ∈ Aut(Λˆ) then we define, using the notation of equation (1.10) for a general
element of V (Λ⊕ II1,1),
σ(v) := σ(er)σ¯t1(p1) . . . σ¯tq(pq).(1.16)
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Here σ¯ is the projected action on elements of Λ which is well defined because Aut(Λˆ)
is an extension of Aut(Λ) of the form 224.Aut(Λ), such that σ(er) = ǫσ(r)e
σ¯r where
ǫσ satisfies equation (1.8). The ‘
.’ indicates that the extension is nonsplit, cf. the
Atlas [Con85]. Note in particular that degΛ(σ(v)) = σ¯(degΛ(v)). Now let σ be
an automorphism of Λˆ of finite order N . Thus we can regard σ¯ as an element of
SL24(Z). Its Jordan normal form is diagonal and the eigenvalues ǫj, j = 1, . . . , 24
are nth roots of unity where n|N . Equivalently, we can describe σ through its cycle
shape ab11 . . . a
bs
s . We associate σ to the following modular form:
ησ(q) := η(ǫ1q) . . . η(ǫ24q) = η(q
a1)b1 . . . η(qas)bs .(1.17)
Here η stands for the Dedekind eta-function. We will give details on η in chapter
2.
Restricting further, let σ ∈ Aut(Λˆ) be of prime order N , let Λσ denote the fixed
point lattice and L = Λσ ⊕ II1,1 the corresponding Lorentzian lattice. Following
[Bor92] (section 13, p. 438) we assume for simplicity that any power σn of σ fixes
all elements of Λˆ which are in the inverse image (with respect to the projection
Λˆ → Λ) of any vector of Λ fixed by σn. This final assumption will be satisfied by
all automorphisms σ of interest in this work.
For the dual lattices we find L∗ = Λσ∗ ⊕ II1,1. The (II25,1)-grading of MΛ
induces an L∗-grading as follows. It is well known that the projection πσ : Λ→ Λσ∗
maps onto the dual. (See theorem 3.1 below for a proof.) For r = (λ∗,m, n) ∈ L∗
let
M˜r = M˜(λ∗,m,n) =
⊕
λ∈Λ:πσ(λ)=λ∗
M(λ,m,n).(1.18)
Also, we will write E˜r and Er for M˜r and Mr if we want to emphasize that we
consider positive roots.
If we consider both sides of equation (1.5),
∧
(E) = H∗(E), as L∗-graded
Aut(Λˆ) modules then we can calculate the trace of σ. For any r ∈ L∗ define
the numbers mult(r) as
mult(r) =
∑
d,s>0,ds|((r,L),N)
µ(s)
ds
Tr(σd|E˜ r
ds
)(1.19)
[Bor92], (13.2). Here µ(s) is the Mo¨bius function, and (r, L) denotes the greatest
common divisor of the numbers (r, a) for a ∈ L. Then the trace (1.15) on the
equation (1.5) of graded virtual vector spaces is
eρ
∏
r∈L∗+
(1− er)mult(r) =
∑
w∈Wσ
det(w)w(ησ(e
ρ))(1.20)
cf. [Bor92], (13.3), with ησ as in (1.17) and ρ = (0, 0, 1) ∈ L. The proof is quite
similar to the proof of theorem 1.3, that is the untwisted character formula. For the
left hand side, again, the combinatorial argument applies. For the right hand side,
again, the significant contribution is the term w(ησ(e
ρ)), which is derived directly
from the imaginary roots of MΛ, as described in theorem 1.2b.
Equation (1.20) contains two terms, W σ and L∗+, which need to be discussed
in more detail. [Bor92] introduces the term W σ to denote the subgroup of the
Weyl group W of MΛ consisting of reflections which commute with σ. This group
is a subgroup of the reflection group of L. Theorem 2.2 of [Bor90a] provides a
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number of useful equivalent characterisations of the group W σ. Let πσ denote the
projection from the span of II25,1 = Λ⊕II1,1 to the span of L = Λσ⊕II1,1 induced
by the automorphism σ:
Lemma 1.1. Let σ ∈ Aut(Λˆ) be as above, let W be the Weyl group of MΛ as
introduced in equation (1.14). Let W σ be the group of automorphisms introduced
in equation (1.20). Then the following are equivalent characterizations of W σ.
(α) W σ is the group of elements of W commuting with σ.
(β) W σ is the group of elements of W fixing the subspace L.
(γ) W σ is generated by the reflections of the vectors πσr as r runs
through the simple roots of W whose projections πσr have positive
norm.
(δ) Same as (γ), with ‘simple roots’ replaced by ‘roots’.
Proof. Theorem 2.2 of [Bor90a].
[Bor92] identifies L∗+ as the set of all r = (λ∗,m, n) ∈ L∗ such that m > 0, or
m = 0 and n > 0, which can be derived directly form the description of the positive
roots of MΛ in section 1.4, above. Hence, the projection πσ does not identify
positive and non-positive roots ofMΛ. [Bor92] observes that πσρ is a norm 0 Weyl
vector for W σ which we will again denote ρ for simplicity. The description (γ) of
lemma 1.1, above, shows that the simple roots of W σ can be represented through
vectors in L∗+.
1.6. Construction of the GKMs
We continue to use the notation of the previous section. That is, let σ ∈ Aut(Λˆ)
be of prime order N . Now assume furthermore that N is any one of 2, 3, 5, 7, 11,
or 23, and that σ is of cycle shape 1MNM where M = 24/(N +1). Lemma 12.1 of
[Bor92] confirms that these automorphisms satisfy all assumptions placed on σ in
the previous section 1.5. Let Λσ denote the fixed point lattice and L = Λσ ⊕ II1,1
the corresponding Lorentzian lattice as above. Starting from equation (1.20), the
aim of this section will be to construct a new generalized Cartan matrix, and thus
a new GKM for each N . [Bor92] identifies a subset of L∗+ which constitutes
the set of ‘prospective simple roots’. Clearly, they are not linearly independent.
Therefore, we expect that they will be roots resulting from a specialization in the
sense of [Jur98], and that we will recover (1.20) as the denominator formula of the
new (specialized) GKM.
Before we can verify the properties of a generalized Cartan matrix we need to
recall a few results of [Bor90a] about the fixed point lattice L and the Weyl group
W σ. As seen in lemma 1.1, the group W σ is a subgroup of the reflection group of
the fixed point lattice L. In general, it will not be the full reflection group of L.
One obvious necessary condition for it to be the full group is that the lattice Λσ
has no roots. Any root λ ∈ Λσ induces a root (λ, 0, 0) of L. However, in the cases
considered in this work, the condition is also sufficient. The reflection induced by
a root r ∈ L is the same as that induced by nr where n is any non-zero integer.
Hence we may restrict ourselves to roots r which are primitive in the sense that, if
n ∈ Z, |n| > 1, then rn is not in L.
Lemma 1.2. Let σ be an automorphism of the Leech lattice Λ such that the
sublattice Λσ fixed by σ has no roots, and let L = Λσ ⊕ II1,1. Let ρ = (0, 0, 1) ∈
II25,1 = Λ⊕ II1,1 denote the Weyl vector of II25,1.
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a) The group W σ is the full reflection group of the lattice L.
b) The simple roots of W σ are exactly the roots r ∈ L such that (r, ρ) is negative
and divides (r, v) for all vectors v of L.
c) The vector ρ is also norm 0 Weyl vector for the lattice L. That is, the
primitive simple roots of W σ are exactly the primitive roots r of W σ satisfying
(r, ρ) = −r2/2.
Proof. The introduction of [Bor90a] asserts that all roots considered are
implicitly understood to be primitive in that paper. [Bor92] uses the results of
[Bor90a] so that the implicit assumption also applies to [Bor92]. Given this
implicit understanding, claim b) is part of theorem 3.3 of [Bor90a]. Claim a) is
an auxiliary result from the proof of the same theorem. Claim c) is quoted from
section 13 of [Bor92].
In order to apply lemma 1.2 we still need to verify the assumptions about Λσ.
These depend on specific properties of the Leech lattice and the cycle shape of σ.
We will establish these properties in chapter 4.1, below. At this point, we merely
state
Lemma 1.3. Let σ be an automorphism of the Leech lattice Λ of cycle shape
1MNM where N is any of the primes 2, 3, 5, 7, 11, 23, and M = 24/(N + 1).
Then Λσ has no roots.
Remark. The proof will be provided in section 4.1, below.
Let us now return to the twisted denominator formulas. If we compare equation
(1.20) to the denominator formula of a GKM (theorem 1.3 of section 1.2 above)
we observe that the right hand side of (1.20) is precisely the right hand side of
(the specialization of) a denominator formula for a GKM with Weyl group W σ.
Until the definition of the GKM and the verification of the specialization have been
completed, we will need to distinguish carefully between the linearly independent
roots of the suitably extended Lie algebra, and those of the specialization to L∗.
We will refer to the linearly independent roots as ‘roots’, and to the (specialized)
roots in L∗ as ‘images of roots’.
Assuming that there exists a suitable GKM with well-defined specialization,
the images of its simple roots under the specialization must be selected in L∗+ as
follows:
(G1) As images of the real simple roots for the GKM, select the sim-
ple roots of the reflection group W σ. From lemmas 1.1 and 1.2
it follows that each such simple root of W σ may be represented
through a vector r in L∗+ within the fundamental Weyl chamber
of W σ. The scaling factor of the primitive representative r is such
that (r, ρ) = −r2/2.
(G2) As images of the imaginary simple roots, select the positive mul-
tiples nρ of the Weyl vector ρ, with multiplicities equal to
mult(nρ) =
∑
ak divides n
bk, n ∈ Z, n > 0,(1.21)
if σ has generalized cycle shape ab11 a
b2
2 . . .
The value for the multiplicity of imaginary simple roots specified in equation
(1.21) can be obtained by carefully counting occurrences, using the general descrip-
tion of the space S of theorem 1.2b in section 1.2 - note that all multiples of ρ are
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mutually orthogonal to each other. Thus, all ‘prospective simple roots’ selected
under (G1) and (G2) have been represented in the lattice L∗+. Let {ri} be the
set of all such ‘prospective simple roots’. A scalar product for this set is naturally
inherited from the lattice. We form the matrix of scalar products C =
(
(ri, rj)
)
.
Lemma 1.4. The matrix C satisfies the defining conditions (C1) to (C3) of a
generalized Cartan matrix.
Proof. (C1) is clearly satisfied as the scalar product is symmetric.
(C2) We begin by considering matrix elements cij where either ri or rj are
candidates for imaginary simple roots selected under (G2). All candidates for
imaginary simple roots are positive multiples of ρ = (0, 0, 1). For any element
r = (λ,m, n) of L∗+, the scalar product satisfies (r, ρ) = −m ≤ 0. Now consider a
matrix element cij where both ri and rj are candidates for real simple roots selected
under (G1). By selection, the candidates are all part of the same fundamental Weyl
chamber of W σ. Hence, (ri, rj) ≤ 0 for all i, j.
(C3) Let ri be a candidate selected under (G1), that is r
2
i > 0, and let rj be
any candidate. By selection (ri, ri) = −2(ri, ρ). Having verified all assumptions
about Λσ in lemma 1.3, we may apply lemma 1.2. Therefore, the simple roots of
W σ are all in L (considered as a subset of L∗), rather than the whole of L∗. In
particular, this holds for rj . Furthermore, lemma 1.2 shows that the simple roots
of W σ are exactly the roots r ∈ L such that (r, ρ) is negative and divides (r, v) for
all v ∈ L.
Hence, we have for v = rj ,
2
cij
cii
= 2
(ri, rj)
(ri, ri)
= − (ri, rj)
(ri, ρ)
∈ Z.
The explicit calculation of all Cartan matrix elements will be carried out in
section 5.1 (theorem 5.3). This will be simplified by a deeper understanding of the
fixed point lattices involved, which we will gain in chapter 4.1 (which also contains
the proof of lemma 1.3).
For the present argument, however, the existence of the generalized Cartan
matrix suffices. Starting from the Cartan matrix constructed above, we may now
construct the GKM GN = GN (C) with generators ei, hi, and fi and relations (R1)
to (R5) where N is the order of the automorphism σ. Quotient out the null space
of the bilinear form, and denote the resulting Lie algebra GN . We may extend the
GKMs GN by the standard set of outer derivations, to obtain a new suite of Lie
algebras GeN . The results of [Jur96] apply and from equation (1.2) it follows that
the Lie algebra GeN has the decomposition GeN = EN ⊕ HeN ⊕ FN . Note that the
outer derivations are part of the null space of the bilinear form.
Consider the linearly independent simple roots of GeN in the extended root space
HeN
∗. From theorem 1.3, we obtain a denominator formula in the extended root
space. Recall that we began the construction by selecting candidates for simple
roots in L∗. In order to establish that a specialization to L∗ is meaningful we
need to check that all terms remain finite. Let π0 again denote the projection
π0 : GeN = EN ⊕HeN ⊕FN → GN = EN ⊕HN ⊕FN , defined by quotienting out the
null space of the bilinear form. We will use the term π0 also for the corresponding
map of the dual spaces of the Cartan subalgebras, that is, π0 : H
e
N
∗ → HN ∗. By
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construction, we haveHN
∗=˜[L∗] where [L∗] = R⊗L∗ denotes the span of L∗. Recall
that, for the duration of the verification of the specialization, we refer to the roots
of GeN in HeN ∗ as ‘roots’. We denote the (specialized) roots of GN in L∗ as ‘images
of roots’. Let πσ denote the projection πσ : Λ⊕ II1,1 → L = Λσ ⊕ II1,1 induced by
σ. We observe that the II1,1 components are not affected by the projection πσ.
The selection rules (G1) and (G2) imply that only finitely many simple roots
are identified by the projection π0. For the image of a general root, recall that L
∗+
is the set of all (λ,m, n) ∈ L∗ such that m > 0, or m = 0 and n > 0. Consider a
general positive root r of GeN and its decomposition into simple roots ri
π0r = (λ,m, n) =
p∑
i=1
π0ri =
p∑
i=1
(λi,mi, ni)
where the ri are p > 0 not necessarily distinct simple roots such that π0ri =
(λi,mi, ni) ∈ L∗+. The explicit description of the set L∗+ yields that mi ≥ 0 for
the images of all simple roots under π0. If mi = 0 then we find ni > 0 directly from
the description of L∗+. If mi > 0 then, for the images of all real simple roots, the
relation
1
2
(λ2i − 2mini) =
1
2
(π0ri)
2 = −(π0ri, ρ) = mi
implies ni = λ
2
i /2mi− 1 ≥ −1. These constraints imply that r must be the sum of
at most m simple roots such that mi > 0 and at most m+n simple roots such that
mi = 0. Conversely, the constraints mi ≥ 0 and ni ≥ −1 imply that each simple
root ri must satisfy the conditions thatmi ≤ m, ni < m+n and λ2i ≤ 2m(m+n+1).
Hence, for the images of any roots of GeN in L∗ we have shown;
(α) Only finitely many simple roots are identified by the projection π0.
(β) For all positive roots r, the maximum number of summands p,
within any decomposition, is finite.
(γ) For all positive roots r, there exists a finite set of simple roots
Sr = {ri} so that no rj 6∈ Sr may be part of any decomposition of
the image of the root r.
Hence, all multiplicities in the specialized denominator formula will remain fi-
nite, and the formula is well defined. Having confirmed that the specialization is
valid we conclude that the specialization of the denominator formula of the Lie al-
gebra GeN to L∗ is the denominator formula of the Lie algebra GN . By construction,
the specialized denominator formula is the twisted denominator formula (1.20) we
started with. As before, we extend the term GKM to Lie algebras which differ from
a GKM in the strict sense of defining relations (R1) to (R5) in outer derivations
and central extensions and quotients only. For the remainder of this work, we will
make the distinction implicit, and refer to the specialized Lie algebra GN with roots
in L∗ as the GKM GN . We have thus proven the following theorem announced in
[Bor92] (the outstanding proof of lemma 1.3 will be given in chapter 4.1).
Theorem 1.6. Suppose N is any of the primes 2, 3, 5, 7, 11, or 23, such that
(N +1) divides 24. Suppose that σ ∈ Aut(Λˆ) is of order N and cycle shape 1MNM
where M = 24N+1 . Let ρ = (0, 0, 1) denote the Weyl vector of the reflection group
W σ. Then there exists a GKM GN with simple roots as follows;
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(1) The real simple roots are the simple roots of the reflection group
W σ in L∗, which are the roots r with (r, ρ) = −(r, r)/2. That is,
ρ is also Weyl vector for the GKM GN .
(2) The imaginary simple roots are the positive multiples nρ, with mul-
tiplicities equal to
mult(nρ) =
∑
ak divides n
bk, n ∈ Z, n > 0,
if σ has generalized cycle shape ab11 a
b2
2 . . . .
The denominator formula of GN is given by (1.20).
This construction of Cartan matrices and GKMs may be performed for more
general automorphisms than the suite of σ considered above. The left hand side of
equation (1.20) thus gives the multiplicities of the positive roots of this algebra. As
these multiplicities could possibly be negative the algebra will, in general, be a Lie
superalgebra.
1.7. Root Multiplicities
We continue to use the notation of the previous section. That is, let N be any
one of the primes 2, 3, 5, 7, 11, 23. Let σ ∈ Aut(Λˆ) be of prime order N and cycle
shape 1MNM where M = 24/(N + 1). Let Λσ denote the fixed point lattice and
L = Λσ ⊕ II1,1 the corresponding Lorentzian lattice as above. We will evaluate
formula (1.19)
mult(r) =
∑
ds|((r,L),N)
µ(s)
ds
Tr(σd|E˜ r
ds
)
to find explicit formulas for the root multiplicities. We recall that in equation (1.19)
the brackets (., .) denote the greatest common divisor. N divides (r, L) if and only
if r ∈ NL∗, otherwise we conclude ((r, L), N) = 1. Thus the pair (d, s) can only
be one of the following: (1, 1), (1, N), (N, 1). The values of the Mo¨bius function are
µ(1) = 1 and µ(N) = −1 because N is prime. Using that the automorphism σ
satisfies σN = id we obtain from (1.19)
mult(r) = Tr(σ|E˜r)− 1
N
Tr(σ|E˜r/N ) +
1
N
Tr(id|E˜r/N )(1.22)
We will determine Tr(σ|E˜r) and Tr(id|E˜r) = dim(E˜r) for r ∈ L∗ in lemmas 1.6 and
1.7, however we first require
Lemma 1.5. Let V,W be Z-graded vector spaces, σ, τ automorphisms of V,W
respectively. Let V ⊗W be graded by the tensor grading and define the generating
function
φσ,V (q) =
∑
n
Tr(σ|Vn)qn
and analogously for τ,W and σ ⊗ τ, V ⊗W . Then
φσ,V (q) φτ,W (q) = φσ⊗τ,V⊗W (q).
Proof. We observe that deg(v ⊗ w) = deg(v) + deg(w). The proof now is a
straightforward exercise.
Lemma 1.6. Tr(σ|E˜r) is equal to the coefficient of q(1−r2/2) in qησ(q)−1 if r ∈
L and zero otherwise.
