Utilizing image sequences obtained from onboard cameras is important to improve autonomous mobility for planetary rovers. In this paper, we propose a method based on a linear dynamical system model called a Dynamic Texture to classify terrain image sequences which contain different types of properties. Among some physical properties included in image sequences, we focus on static properties such as a soil texture and dynamic properties such as a constant image velocity. Distance measures based on an observability space and a time-series model called an autoregressive (AR) model are used for classifying the properties. A cross-validation test using real image sequences shows that the latter distance measures are more advantageous than the former measures with respect to the dynamic properties. Thus we combine two distance measures specific to different properties to gain the classification performance. Experimental results demonstrate the effectiveness of combining distance measures.
I. Introduction
In order to improve autonomous mobility for next-generation planetary rovers, several investigators have recently focused on non-geometric features of surrounding terrain such as texture, color, and wheel-soil interaction mechanics. [1] [2] [3] [4] [5] In this paper, we propose a method using image sequences obtained from onboard cameras to recognize soil textures and steady-state velocities of a rover. While the past works discretely utilize image data from multi-spectral imager, CCD camera, and laser range sensor, our work aims at applying image sequences. From image sequences of surrounding terrain in which terrain texture moving in steady-state, a set of parameters of a linear dynamical system model called a Dynamic Texture can be computed. Then soil textures and velocities of a rover can be recognized through classification based on the model parameters.
Selecting distance measures used in classification of the model parameters is essential to distinguish different properties contained in terrain image sequences. The distance measures based on the observability space for the Dynamic Texture model were considered in our previous work. 6 Although a couple of the distance measures are fairly efficient to classify both static and dynamic properties, the other distance measures can be used in a complementary manner to improve classification performance. We introduce distance measures based on a time-series model called an autoregressive (AR) model. Subsequently a method combining different distance measures is proposed considering that the distance measures based on the AR model are supposed to be more advantageous as far as dynamic properties are concerned.
In the rest of this paper, an estimation and a recognition techniques for terrain image sequence utilizing Dynamic Texture model are briefly described. Next, performances of a couple of distance measures based on the AR model as well as the ones based on the observability space are discussed to address both the static and the dynamic properties. Finally, a method combining two distance measures is proposed to classify terrain image sequences with respect to different physical properties, and the effectiveness of the proposed method is demonstrated through an ROC analysis applied to real image sequences.
II. Terrain Classification Utilizing Dynamic Texture Model
A terrain classification method in this work is schematically shown in Figure 1 . It is divided into two phases called a Learning Phase and a Recognition Phase. Firstly, in the Learning Phase, a database of the Dynamic Texture model parameters is constructed for various types of soils on terrain surface and rover (or onboard camera) motions. Secondly, in the Recognition Phase, a terrain image sequence is obtained on site, and it is classified using some distance measures in a model parameter space. Classification is performed by applying a threshold value to the distance measures computed among a terrain image sequence and learned image sequences. If any of the distance measures is smaller than the threshold value assigned to a class of image sequences in the Learning Phase, the terrain image sequence is classified to the assigned class. Otherwise, the terrain image sequence is rejected.
III. Estimation and Recognition of Dynamic Texture Model

III.A. Estimation of the Dynamic Texture Model
Given constant linear motion of camera mounted on the vehicle and homogeneous and isotropic properties of the terrain texture, the motion image sequence captured from the camera can be reduced to a set of parameters in a linear dynamical system model as follows:
where k = 0, 1, 2, · · · is the discrete time instant, y(k) ∈ R m is a vector of measured pixel brightness values in the k-th image frame, m equals the number of pixels in an image frame, x(k) ∈ R n is an n-dimensional state vector, and v(k) ∈ R n and w(k) ∈ R m are the noise vectors driven by white Gaussian noise. As seen in the equations, the above dynamical system is characterized by the parameter matrices A ∈ R n×n , C ∈ R m×n , Q ∈ R n×n , and R ∈ R m×m .
Whereas the previous works on Dynamic Texture as seen in a reference 7 applied a suboptimal estimation algorithm utilizing Principal Component Analysis (called PCA-ID) to estimate the parameter matrices, A, C, Q, and R, this work adopts another algorithm based on the components of 2-Dimensional Discrete Cosine Transform (2D-DCT) and an efficient system identification algorithm called N4SID. 8 The latter method has an advantage in that optimal solution for the dynamical model is obtained within less computational time.
The estimation algorithm in this work contains two steps as follows:
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where
Since 
T ∈ R mc , the dynamical system model corresponding to Eq. (1) is described such that
where the subscript c denotes variable vectors or parameter matrices corresponding to the low-dimensional 2-D DCT components.
STEP2: N4SID algorithm
, and the linear dynamical system paraters such as A and C are computed for given order of the system n.
III.B. Recognition of the Dynamic Texture Model
Since the estimated models for the linear dynamical system are characterized by the parameter matrices such as A and C, they can be identified by the column space of the extended observability matrix such that
For a large enough number n, the above extended observability matrix is approximated by the finite observability matrix,
In the previous work, 6 based on the above observability space, three distance measures called "Euclidean distance", "Martin's distance", and "Kernel Density Function (KDF) on the Stiefel Manifold" were introduced. The performance of the classification for terrain image sequence was discussed based on the two different feature classes through an ROC analysis, which will be briefly shown in the later section.
IV. Distance Measures Based on AR Model
Aiming at data mining, clustering, and classifying for time-series data in the framework of a linear dynamical system model such as an autoregressive (AR) model, some metrics have been proposed in the past studies.
9, 10 Focusing on the Dynamic Texture model, several typical distance measures were applied in a work 11 for image sequences containing natural scene such as waving trees in order to compare their performance. According to the above studies, there are three representative distance measures for the timeseries model:
Kullback-Leibler distance (d KL ):
A measure can be derived based on probability densities for time series of state variables, x(k) (k = 1, 2, · · · T ), which are estimated by a certain length of real sequence (y(k), k = 1, 2, · · · T ). The Kullback-Leibler divergence or equivalently called the Kullback-Leibler distance is one of the measures to compare two probability distributions. Given two sets of the sequences of the state variables are described as
T }, as well as their probability density functions, f 1 (X 1 ) and f 2 (X 2 ), it is defined such that
If two sets of the model parameters for the Dynamic Textures, M 1 = (A 1 , Q 1 ), and M 2 = (A 2 , Q 2 ) are estimated from the different image sequences, the Kullback-Leibler distance is derived for M 1 and M 2 as follows:
where 
is derived using L-dimensional row vector of Fourier coefficients for each time series (which is efficiently obtained by a Fast Fourier Transform algorithm),
for appropriate smoothing parameter, H.
Cepstral distance (d cep ):
A cepstrum is a popular measure to represent features in speech signal and derived from Fourier transform of the logarithm of the spectrum for original time-series data. While it is originally defined for one-dimensional signal, a cepstrum for multidimensional AR model is derived as the following equations.
where p i (i = 1, 2, · · · , n) describe eigen values of a parameter matrix of the Dynamic Texture model, A. A distance measure for the two different models can be defined such that
by appropriately choosing K t to terminate the summation. 
n ] by using n eigen values of A and Q, respectively. A distance measure is defined as a Euclidean distance for the feature vectors of different models as follows:
wheeled structure CCD camera guide rail soils(lime, sand, gravel) counter balance for the wheeled structure While the above three distance measures can be computed from A and Q for the assumed AR model, 11 the Kullback-Leibler distance is more efficiently obtained from the state vectors x(k), k = 1, · · · , K, which are directly estimated by the N4SID algorithm.
In order to see performances of the above distance measures for the AR model, a 2-fold cross-validation test and a Receiver Operating Characteristic (ROC) analysis 12 were conducted for an experimental data using a testbed shown in Figure 2 . Real image sequences for four types of the terrain textures taken from a camera moving in steady-state translational motions were applied to estimate the Dynamic Texture model parameters, A c , C c , Q c , R c , and x c in Eqs. (3). Then recognition rates were computed from the results and the corresponding ROC plots are depicted for various threshold values of each distance measure to classify the image sequences.
As shown in Figure 3 , the terrain sequences contain four types of soils (lime, two types of sand, and gravel) identically-distributed in the image frames, and three constant and translational image velocities (named v 1 , v 2 , and v 3 ), which are generated from the constant torques, T 0 , 2T 0 , and 3T 0 (T 0 : reference torque) of the testbed wheel. Hence, they can be classified into a maximum of twelve image sequences as shown in Table 1 . Applying the 2-fold cross-validation test, twenty local block images of 8 × 8 pixels are cropped from the original images, and ten block image sequences consiting of 300 frames are used for the Learning Phase, and the rest of the ten block image sequences are used for the Recognition Phase. Note here that the dimension of the AR model in the state equation in Eq. (3) is fixed so that n = 10, and the number of the 2D-DCT components applied for the N4SID algorithm is fixed so that M c = N c = 8. We consider two types of feature classes in this experiment. One is a class consisting of twelve dynamical properties caused from the image velocities as well as the static property caused from the soil textures (corresponding to the twelve matrix elements such as "Aa" in Table 1 ), and another is a class consiting of the four static properties caused only from the soil textures (corresponding to the four columns "A", "B", "C", and "D" in Table 1 ). In this work, the former is called a dynamic texture class, and the latter is called a static texture class.
ROC plots are depicted for various threshold values for each distance measure through computing two types of recognition rates, the true positive rate (TPR) and the false positive rate (FPR). They are defined as follows based on the relationship between predicted and actual results as shown in the left-hand side of Figure 4 :
Since optimal classifier should obtain enough high true positive rate relative to the corresponding false positive rate, curve in ROC space is desirable to be skewed to upper left corner as shown in the right-hand side of Figure 4 . In this work, for each distance measure thirty threshold values were set such that they are equally distributed in the range of the distances obtained for the same feature class (the static texture or the dynamic texture classes) of the block image sequences during the Learning Phase. ROC plots shown later in this section are depicted for those different threshold values.
TPRs computed for particular threshold values for each distance measure are shown in Table 2 . ROC plots for the same cross-validation tests are shown in Figure 5 . In the case of Table 2 , the threshold value is fixed at the maximum value in the range of the distances obtained for the same feature class in the Learning Phase, which correspond to the plots for the highest values of TPR in Figure 5 . Table 3 and Figure 6 are shown to compare with the results for the distance measures based on the observability space in the previous work.
6 Table 3 . The true positive rates based on the observability space. As shown in Table 2 , for the both feature classes, all the results show relatively high performances compared to the previous results seen in Table 3 . On the other hand, focusing on the dynamic texture class, the ROC plots in Figure 5 show relatively high performances, and the cepstral distance shows the results competitive to the one for the Euclidean distance based on the observability space, as seen in Figure  6 (a). One of the reasons for these results is considered that the distance measure based on the AR model effectively represents the dynamic property of a state-space model, which should appear in the parameter matrices, A (or A c ) and Q (or Q c ) in Eq. (1) (or in Eq. (3)). Meanwhile the distance measures based on the observability space depict more desirable ROC curves for the static texture class, and the Euclidean distance ( Figure 6(a) ) shows the best performance among six distance measures. The distance measures based on the observability space have a distinct advantage in that they are contributed from the parameter matrix, C, which presumably contains non-dynamical properties in the Dynamic Texuture model. 
Dynamic texture class
V. A Terrain Classification Method Combining Distance Measures
Considering the results in the previous section, a stepwise method combining different distance measures is proposed. In the proposed method, two distance measures are applied to improve the performance of distinguishing different type of the features containing in the image sequences.
After estimating the Dynamic Texture models in the Learning Phase, in the following Recognition Phase, first step of the static feature classification is proceeded using a measure based on the observability space, then second step of the dynamic feature classification is applied using a measure based on the AR model.
To validate the effectiveness of the proposed method, 2-fold cross-validation tests were conducted for the same image sequences as in the previous section. For the 1st step, the Euclidean distance was applied to classify the static feature ("A", "B", "C", and "D" in Table 1 ), and for the 2nd step, the cepstral distance was applied to classify the dynamic feature ("a", "b", and "c" in Table 1 ). The 2nd step was implemented for each static feature class obtained from the 1st step. The cross-validation tests using only one measure (the Euclidean or the cepstral distance) for the both classification steps were also conducted for comparison. The results of the TPR using certain threshold values of the distance measures are shown in Table 4 , and ROC plots for various threshold values of the distance measures are shown in Figure 7 .
As for Table 4 , the threshold values were fixed in the same way as in the result of Table 2 . On the other hand, in contrast to the ROC analysis in the previous section, the recognition rates such as TPR and FPR in the proposed stepwise classification can be affected by results of the preceding classification step. Therefore, the threshold value for the 1st step (to classify the static texture) was fixed at the maximum value in the range of the distances obtained for the same feature class in the Learning Phase. In the 2nd step, using the threshold values set in the same way as in Figure 5 , TPR and FPR were computed only for the block sequences which were predicted to be true (belonging to TP and FP in Figure 4 ) in the previous step.
As seen in the results of Table 4 , all the TPRs show relatively high performances except for the 2nd classification using only the Euclidean distance. It is also validated in the results of ROC plots in Figure 7 , the highest TPR for the 2nd classification in Figure 7 using the different sets of distance measures.
On the other hand, ROC plots clearly show the performance of the proposed method. As shown in Figure  7 (a), only the ROC plots for the proposed method depict desirable curves, that is, they achieve convincing high TPRs compared to the corresponding FPRs for the both classification steps.
VI. Conclusion
This work proposes to combine different distance measures in a model parameter space, aiming at classifying terrain image sequences taken by rover onboard cameras with respect to static and dynamic properties. Utilizing the parameter estimation and the recognition techniques based on the Dynamic Texture model, performances of a couple of the distance measures based on AR model as well as the previously introduced measures based on the observability space are discussed. Subsequently, a stepwise method is proposed to classify the terrain image sequences with respect to each feature caused from soil textures and image velocities. The effectiveness of the proposed method was validated through a 2-fold cross-validation test using a set of real image sequences.
In future work, various terrain image sequences obtained in more realistic planetary environment should be applied to the proposed method.
