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Abstract
In this thesis we study three different problems:
• We consider the problem of identifying underlying community-like structures in graphs. To-
wards this end we study the Stochastic Block Model (SBM) on k-clusters: a random model
on n = km vertices, partitioned in k equal sized clusters, with edges sampled independently
across clusters with probability q and within clusters with probability p, p > q. The goal is
to recover the initial “hidden” partition of [n]. We study semidefinite programming (SDP)
based algorithms in this context. In the regime p = α log(m)m and q =
β log(m)
m we show that a
certain natural SDP based algorithm solves the problem of exact recovery in the k-community






1, as long as k = o(log n). This thresh-
old is known to be the information theoretically optimal. We also study the case when







1, thus leaving achieving optimality for this range an open
question.
• Given a (multi) set S of n positive integers and a target integer u, the subset sum prob-
lem is to decide if there is a subset of S that sums up to u. We present a series of new
algorithms that compute and return all the realizable subset sums up to the integer u in
Õ(min{
√
nu, u5/4, σ}), where σ is the sum of all elements of S and Õ hides polylogarithmic
factors. We also present a modified algorithm for integers modulo m, which computes all the
realizable subset sums modulo m in Õ(min{
√
nm,m5/4}) time.
Our contributions improve upon the standard dynamic programming algorithm that runs in
O(nu) time. To the best of our knowledge, the new algorithms are the fastest deterministic
algorithms for this problem. The new results can be employed in various algorithmic prob-
lems, from graph bipartition to computational social choice. Finally, we also improve a result
on covering Zm, which might be of independent interest.
• Consider the following problem: Let P be a set of points in the plane that are colored by,
say, red and blue. For a permutation π of P , consider the coloring algorithm that assigns
the ith point, according to π, the color of the closest point to it in {pπ(1), . . . , pπ(i−1)}. If this
color assigned to pπ(i) is incorrect, we are forced to seed it (i.e., color it explicitly) with its
correct color. Here, we are interested in finding a permutation that minimizes the number
of points that need to be seeded.
We call this the disparity problem. Here, we study this problem and related variants, includ-
ing incremental versions, and versions where the all points are colored according to the color
of their nearest seed.
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Chapter 1: Introduction
This thesis is a compilation of three subjects I studied during my doctorate. As the
subjects are somewhat unrelated, the reader is advised to skip freely from part to part.
The three subjects are covered in the three following chapters. The second chapter studies
the fundamental problem of community detection in graphs: Can existing communities be
identified inside a large graph? This question lies at the heart of information retrieval
and data science. We tackle it using generative random graph models as a benchmark for
developing a Semidefinite Programming–based information-theoretically optimal algorithm.
In the third chapter we study the Subset Sum problem. This pivotal problem has been a
subject of theoretical computer science research for more than half a century, as well as a
topic in most books on algorithms and complexity. We show new deterministic algorithms
that improve upon the state-of-the-art for the first time in more than ten years. Lastly, in the
fourth chapter, we introduce a new geometric problem called disparity; intuitively, disparity
captures the complexity of the Voronoi boundary of bi-colored points on the plane. Disparity
is motivated by problems in machine learning and pattern recognition and is closely related
to problems for optimizing training data sets.
1.1 MULTISECTION IN THE STOCHASTIC BLOCK MODEL
In chapter two, we are interested in the problem of recovering underlying communities
or clusters in graphs. Clustering problems, are ubiquitous in science, they are a main task
of exploratory data mining, and a common technique for statistical data analysis, broadly
used in many fields, including machine learning, pattern recognition, information retrieval,
and computer graphics. Though, most of these problems have been shown to be hard
to answer, even approximately, so instead of looking for worst-case guarantees attention
has shifted towards average-case analyses. Towards this we study graphs sampled from the
Stochastic Block Model (SBM) on k-clusters; a generative random graph model with implicit
community-like structure. With respect to identifying underlying community structure, the
SBM (or planted partition model) has, in recent times, been one the most popular choice.
Its growing popularity is largely due to the fact that its structure is simple to describe, but
at the same time it has interesting and involved properties.
We consider the SBM on k-communities and study semidefinite programming (SDP) based
algorithms in this context. In the dense regime, where the degrees of the nodes grow logarith-
mically in the number of nodes, we show that a certain natural SDP based algorithm solves
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the problem of exact recovery in the k-community SBM, with high probability, whenever
it is information-theoretically possible, as long as k is no larger than log n. Moreover, we
explicitly define this sharp phase transition threshold of information-theoretic impossibility
to computational feasibility for k as above.
1.2 PSEUDOPOLYNOMIAL TIME ALGORITHMS FOR THE SUBSET SUM
PROBLEM
In chapter three, we study fast pseudopolynomial time algorithms for the Subset Sum
problem: Given a set S of n positive integers and an integer target value u, is there is a subset
of S that sums to u. The subset sum problem is a classical problem in theoretical computer
science and one of Karp’s original NP-complete problems. It is a fundamental problem
used as a standard example of a problem that can be solved in weakly polynomial time
in many undergraduate algorithms/complexity classes. As a weakly NP-complete problem,
there is a standard pseudopolynomial time algorithm using a dynamic programming, due to
Bellman, that solves it in O(nu) time. The subset sum problem has a variety of applications
including: Scheduling, set-based queries in databases, and various other graph problems
with cardinality constraints.
We present a series of different deterministic algorithms for the subset problem. The main
contribution is a deterministic Õ(min{
√
nu, u5/4, σ}) time algorithm that decides the subset
sum problem, where the input S is a (multi) set of n elements, n′ distinct values, σ =
∑
x∈S x,
u is the target number, and Õ hides polylogarithmic factors. Our second contribution is an
algorithm that decides the modular subset sum problem in Õ(min{
√
nm,m5/4}) time – here
all addition takes place mod m. Though the time bound is superficially similar to the first
algorithm, this algorithm uses a different approach. The third contribution is a significantly
simplified algorithm and analysis of the Õ(
√
nu) time algorithm for the subset sum. While
not the fastest, we believe the new algorithm and analysis are simple enough to be presented
in an algorithms class, as a striking example of a divide-and-conquer algorithm that uses FFT
to a problem that seems (at first) unrelated. These algorithms improved upon the state-of-
the-art of O(nu/ log u) after almost fifteen years and sparked a renewed interest in the subset
sum. A number of subsequent works, using randomization, further improved the state-of-
the-art to near-linear time: Õ(n+ u). As of now, the algorithms presented here remain the
fastest deterministic results for the problem and derandomizing the aforementioned results
remains an open problem.
2
1.3 NEAREST NEIGHBOR SEEDING PROBLEMS
The nearest neighbor rule defines one of the most intuitive learning algorithms, the nearest-
neighbor classifier (1-NN) for non-parametric classification. Since its introduction, this seem-
ingly naive learning paradigm remains competitive against modern and more complex meth-
ods. Practically, 1-NN is not a prime candidate for many applications due to scaling concerns
as the training data increases in size and dimension. In an attempt to address the issues of
1-NN, researchers studied questions on “condensing” the training data. In those, one seeks
to identify a minimal subset P ∗ of the training data P that is consistent with P , in the
sense that the nearest neighbor in P ∗ of every x ∈ P possesses the same label as x. These
questions are also studied in more recent topics in machine learning, such as active learning
and machine teaching.
In this work, we study the disparity problem motivated by different questions around the
nearest neighbor rule, including computing minimum consistent subsets. Formally, given a
set of colored points in the plane, for a permutation π of the points, consider the coloring
algorithm that assigns the ith point according to π the color of the closest point to it in{
pπ(1), . . . , pπ(i−1)
}
. If this color assigned to pπ(i) is incorrect, we are forced to seed it (i.e.,
color it explicitly) with its correct color. In the basic formulation of the problem we are
interested in finding a permutation that minimizes the number of points that need to be
seeded but in other formulations the goals might be different.
3
Chapter 2: Multisection in the Stochastic Block Model using Semidefinite
Programming
2.1 INTRODUCTION
Identifying underlying structure in graphs is a primitive question for scientists: can existing
communities be located in a large graph? Is it possible to partition the vertices of a graph
into strongly connected clusters? Several of these questions have been shown to be hard to
answer, even approximately, so instead of looking for worst-case guarantees attention has
shifted towards average-case analyses. In order to study such questions, the usual approach
is to consider a random [1] or a semi-random [2, 3] generative model of graphs, and use it as
a benchmark to test existing algorithms or to develop new ones. With respect to identifying
underlying community structure, the Stochastic Block Model (SBM) (or planted partition
model) has, in recent times, been one of the most popular choices. Its growing popularity is
largely due to the fact that its structure is simple to describe, but at the same time it has
interesting and involved phase transition properties which have only recently been discovered
([4, 5, 6, 7, 8, 9, 10, 11, 12, 13]).
In this paper we consider the SBM on k-communities defined as follows. Let n be a
multiple of m, V = [n] be the set of vertices and P = {Pi} be a partition of them into k
equal sized clusters each of size m = n
k
. Construct a random graph G on V by adding an
edge for any two vertices in the same cluster independently with probability p and any two
vertices across distinct clusters independently with probability q where p > q. We will write
G ∼ Gp,q,k to denote that a graph G is generated from the above model. Given such a G the
goal is to recover (with high probability) the initial hidden partition P .
The SBM can be seen as an extension of the Erdős-Rényi random graph model [14] with
the additional property of possessing a non-trivial underlying community structure (some-
thing which the Erdős-Rényi model lacks). This richer structure not only makes this model
interesting to study theoretically, but also renders it closer to real world inputs, which tend
to have a community structure. It is also worth noting that, as pointed out in [8], a slight
generalization of the SBM encompasses several classical planted random graph problems
including planted clique [15], [1], planted coloring [16], planted dense subgraph [17] and
planted partition [18, 19, 2].
There are two natural problems that arise in context of the SBM: exact recovery, where
the aim is to recover the hidden partition completely; and detection, where the aim is to
recover the partition better than what a random guess would achieve. In this paper we focus
on exact recovery. Note that exact recovery necessarily requires the hidden clusters to be
4
connected (since otherwise there would be no way to match the partitions in one component
to another component) and it is easy to see that the threshold for connectivity occurs when
p = Ω (log(m)/m). Therefore the right scale for the threshold behavior of the parameters
p, q is Θ (log(m)/m), which is what we consider in this paper.
In the case of two communities (k = 2) Abbe et al. [7] recently established a sharp phase
transition phenomenon from information-theoretic impossibility to computational feasibility
of exact recovery. However, the existence of such a phenomenon in the case of k > 2 was
left open until solved, for k = O(1), in independent parallel research [12, 11]. In this paper
we resolve the above showing the existence of a sharp phase transition for k = o(log(n)).
More precisely, in this work, we study a Semidefinite Programming (SDP) based algorithm
that, for k = o(log(n)), recovers, for an optimal range of parameters, exactly the planted
k-partition of G ∼ Gp,q,k with high probability. The range of the parameters p, q is optimal
in the following sense: it can be shown that this parameter range exhibits a sharp phase
transition from information-theoretic impossibility to computational feasibility through the
SDP algorithm studied in this paper. An interesting aspect of our result is that, for k =
o(log(n)), the threshold is the same as for k = 2. This means that, even if an oracle reveals all
of the cluster memberships except for two, the problem has essentially the same difficulty.
We also consider the case when k = Θ(log(n)). Unfortunately, in this regime we can no
longer guarantee exact recovery up to the proposed information theoretic threshold. Similar
behavior was observed and reported by Chen et al. [8] and in our work we observe that
the divergence between our information theoretic lower bound and our computational upper
bound sets in at k = Θ(log(n)). This is formally summarized in the following theorems.
Theorem 2.1. Given a graph G ∼ Gp,q,k with k = O(log(m)) hidden clusters each of size
m and p = α log(m)
m
and q = β log(m)
m
, where α > β > 0 are fixed constants, the semidefinite
program (2.4), with probability 1− n−Ω(1), recovers the clusters when:





















where c is a universal constant.
We complement the above theorem by showing the following lower bound which is a
straightforward extension of the lower bound for k = 2 from [7].
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Theorem 2.2. Given a graph G ∼ Gp,q,k with k hidden clusters each of size m where k is
o(m−λ) for any fixed λ > 0, if p = α log(m)
m
and q = β log(m)
m
, where α > β > 0 are fixed





β < 1 .
Note that Theorem 2.2 establishes a sharp phase transition between computational feasi-
bility and information theoretic impossibility when k = o(log(n)). At k ∼ log(n) we see that
our lower and upper bounds diverge. We leave as an open problem to determine whether
such divergence is necessary or a shortcoming of the SDP approach.
At the heart of our argument is the following theorem which establishes a sufficient con-
dition for exact recovery with high probability.
Theorem 2.3. Let G ∼ Gp,q,k, with probability 1 − n−Ω(1) over the choice of G, if the














where ĉ is a universal constant and ∆(i) is defined as the difference between the number of
neighbors a vertex i has in its own cluster and the maximum number of neighbors it has
in any other cluster (with respect to the hidden partition). In other words, with probability
1− n−Ω(1), (2.1) implies exact recovery.
We are able to give sharp guarantees for the semidefinite programming algorithm based
essentially on the behavior of inner and outer degrees of the vertices. This is achieved by
constructing a candidate dual certificate and using bounds on the spectral norm of random
matrices to show that the constructed candidate is indeed a valid one. The problem is then
reduced to the easier task of understanding the typical values of such degrees. Remarkably,
the conditions required for these quantities are very similar to the ones required for the
problem to be information-theoretically solvable (which essentially correspond to each node
having larger in-degree than out-degree). This helps explain the optimality of our algorithm.
The approach of reducing the validity of a dual certificate to conditions on an interpretable
quantity appeared in [13] for a considerably simpler class of problems where the dual certifi-
cate construction is straightforward (which includes the stochastic block model for k = 2 but
not k > 2). In contrast, in the current setting, the dual certificate construction is complex,
rendering a different, and considerably more involved analysis. Moreover, the estimates we
need (both of spectral norms and of inner and outer degrees) do not fall under the class of
the ones studied in [13].
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We also show that our algorithm recovers the planted partitions exactly also in the presence
of a monotone adversary, a semi-random model defined in [2].
2.1.1 Related Previous and Parallel Work
Graph partitioning problem has been studied over the years with various different objec-
tives and guarantees. There has been significant recent literature concentration around the
bipartition (bisection) and the general k-partition problems (multisection) in random and
semi-random models ([4], [5], [6], [20], [21], [22], [7], [8], [9], [23], [24]).
Some of the first results on partitioning random graphs were due to Bui et al. [25] who
presented algorithms for finding bipartitions in dense graphs. Boppana [18] showed a spectral
algorithm that for a large range of parameters recovers a planted bipartition in a graph.
Feige and [2] present an SDP based algorithm to solve the problem of planted bipartition
(along with the problems of finding Independent Sets and Graph Coloring). Independently,
McSherry [1] gave a spectral algorithm that solved the problems of Multisection, Clique and
Graph Coloring.
More recently, a spate of results have established very interesting phase transition phenom-
ena for SBMs, both for the case of detection and exact recovery. For the case of detection,
where the aim is to recover partitions better than a random guess asymptotically, recent
works of [5, 6, 22] established a striking sharp phase transition from information theoretic
impossibility to computational feasibility for the case of k = 2. For the case of exact recovery
Abbe et al. [7], and independently [9], established the existence of a similar phase transition
phenomenon albeit at a different parameter range. More recently the same phenomenon was
shown to exist for a semidefinite programming relaxation, for k = 2 in [10, 13]. However,
the works described above established phase transition for k = 2 and the case for larger k
was left open. Our paper bridges the gap for larger k up to o(log(n)) for the case of exact
recovery. To put our work into context, the corresponding case of establishing such behavior
for the problem of detection remains open. In fact, it is conjectured in [4, 5] that, for the
detection problem, there exists a gap between the thresholds for computational feasibility
and information theoretic impossibility for any k number of communities greater than 4. In
this paper, we show that this is not the case for the exact recovery problem.
Chen et al. [8] also study the k-community SBM and provide convex programming based
algorithms and information theoretic lower bounds for exact recovery. Their results are
similar to ours in the sense that they also conjecture a separation between information
theoretic impossibility and computation feasibility as k grows. In comparison we focus
strongly on the case of slightly superconstant k (o(log(n))) and mildly growing k (Ω(log(n)))
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and show exact recovery to the optimal (even up to constants) threshold in the former
case. Very recently in independent and parallel work, Abbe and Sandon [12] studied the
problem of exact recovery for a fixed number of (k > 2) communities where the symmetry
constraint (equality of cluster sizes and the probabilities of connection are same in different
clusters) is removed. Our result, in contrast to theirs, is based on the integrality of a
semidefinite relaxation, which has the added benefit of producing an explicit certificate for
optimality (i.e. indeed when the solution is “integral” we know for sure that it is the optimal
balanced k-partition). Abbe and Sandon [12] comment in their paper that their results can
be extended for slightly superconstant k but leave it as future work. In another parallel
and independent work, Hajek et al. [11] study semidefinite programming relaxations for
exact recovery in SBMs and achieve similar results as ours. We remark that semidefinite
program in consideration in [11] is the same as the semidefinite program (2.4) considered
by us (up to an additive/multiplicative shift) and both works achieve the same optimality
guarantee for k = O(1). They also consider the problem of SBM with 2 unequal sized
clusters and the Binary Censored Block Model. In contrast we show that the guarantees
extend to the case even k is superconstant o(log(n)) and provide sufficient guarantees for
the case of k = θ(log(n)) pointing to a possible divergence between information theoretic
possibility and computational feasibility at k = log(n) which we leave as an open question.
2.1.2 Preliminaries
In this section we describe the notation and definitions which we use through the rest of
the chapter.
Notation. Throughout the rest of the paper we will be reserving capital letters such as X
for matrices and with X[i, j] we will denote the corresponding entries. In particular, J will
be used to denote the all ones matrix and I the identity matrix. Let A • B be the element
wise inner product of two matrices, i.e. A • B = Trace(ATB). We note that the all the
logarithms used in this paper are natural logarithms i.e. with the base e.
Let G = (V,E) be a graph, n the number of vertices and A(G) its adjacency matrix.
With G ∼ Gp,q,k we denote a graph drawn from the stochastic block model distribution as
described earlier with k denoting the number of hidden clusters each of size m. We denote
the underlying hidden partition with {Pt}. Let P (i) be the function that maps vertex i to
the cluster containing i. To avoid confusion in the notation note that with Pt we denote
the tth cluster and P (i) denotes the cluster containing the vertex i. We now describe the
definitions of a few quantities which will be useful in further discussion of our results as well
8












Define the “in degree” of a vertex i, denoted δin(i), to be the number of edges of going
from the vertex to its own cluster
δin(i) , δi→P (i) ,





∆(i) , δin(i)− δoutmax(i) ,
∆(i) will be the crucial parameter in our threshold. Remember that ∆(i) for A(G) is a
random variable and let ∆ , E[∆(i)] be its expectation (same for all i).
Organization. The rest of this chapter is structured as follows. In Section 2.2 we discuss
the two SDP relaxations we consider in the paper. We state sufficient conditions for exact
recovery for both of them as Theorem 2.4 and Theorem 2.3 and provide an intuitive expla-
nation of why the condition (2.1) is sufficient for recovery up to the optimal threshold. We
provide formal proofs of Theorems 2.1 and 2.2 in Sections 2.3.1 and 2.3.2 respectively. We
provide the proof of Theorem 2.3 in Section 2.3.3. Further in Section 2.4 we show how our
result can be extended to a semi random model with a monotone adversary. We further
provide an experimental evaluation of the SDPs in Section 2.5 followed by a discussion and
connections with Multi-reference alignment in Section 2.6.
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2.2 SDP RELAXATIONS AND MAIN RESULTS
In this section we present two candidate SDPs which we use to recover the hidden parti-
tion. The first SDP is inspired from the Max-k-Cut SDP introduced by Frieze and Jerrum
[26] where we do not explicitly encode the fact that each cluster contains equal number of
vertices. In the second SDP we encode the fact that each cluster has exactly m vertices ex-
plicitly. We state our main theorems which provide sufficient conditions for exact recovery in
both SDPs. Indeed the latter SDP, being stronger, is the one we use to prove our main the-
orem, Theorem 2.1. Before describing the SDPs lets first consider the Maximum Likelihood
Estimator (MLE) of the hidden partition. It is easy to see that the MLE corresponds to the
following problem which we refer to as the Multisection problem. Given a graph G = (V,E)
divide the set of vertices into k clusters {Pt} such that for all t1, t2, |Pt1| = |Pt2| and the
number of edges (u, v) ∈ E such that u ∈ Pt1 and v ∈ Pt2 are minimized. (This problem has
been studied under the name of Min-Balanced-k-partition [27]). In this section we consider
two SDP relaxations for the Multisection problem. Since SDPs can be solved in polynomial
time, the relaxations provide polynomial time algorithms to recover the hidden partitions.
A natural relaxation to consider for the problem of multisection in the Stochastic Block
Model is the Min-k-cut SDP relaxation studied by Frieze and Jerrum [26] (They actually
study the Max-k-Cut problem but we can analogously study the min cut version too).
The Min-k-cut SDP formulates the problem as an instance of Min-k-cut where one tries
to separate the graph into k partitions with the objective of minimizing the number of edges
cut by the partition. Note that the k-Cut version does not have any explicit constraints for
ensuring balancedness. However studying Min-k-Cut through SDPs has a natural difficulty,
the relaxation must explicitly contain a constraint that tells it to divide the graph into at





and overcome the above difficulty by making use of the fact that the generated graph is
very sparse. Thus, instead of looking directly at the min-k-cut objective we can consider
the following objective: minimizing the difference between the number of edges cut and the
number of non-edges cut. Indeed for sparse graphs the second term in the difference is the
dominant term and hence the SDP has an incentive to produce more clusters. Note that the
above objective can also be thought of as doing Min-k-Cut on the signed adjacency matrix
2A(G) − J (where J is the all ones matrix). Following the above intuition we consider the
following SDP (2.2) which is inspired from the Max-k-Cut formulation of Feige and Jerrum
[26]. In Section 2.6 we provide a reduction, to the k-Cut SDP we study in this paper, from
a more general class of SDPs studied by Charikar et al. [28] for Unique Games, and more
recently by Bandeira et al. [29] in a more general setting.
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max (2A(G)− J) • Y





Y < 0 .
(2.2)
To see that the above SDP is a relaxation of the multisection problem note that for the
hidden partition {Pt} we can define a candidate solution Y ∗ as follows. Y ∗ij = 1 if i, j belong
to the same cluster and − 1
k−1 if i, j belong to different clusters. Note that although the
objective does not directly minimize the number of edges cut, it is an additive/multiplicative








Theorem 2.4. Let G ∼ Gp,q,k, with p = α log(m)m and q = β
log(m)
m
where α, β are constant.
Consider the SDP given by (2.2). With probability 1 − n−Ω(1) over the choice of G, if the










where ĉ is a universal constant.
In other words with probability 1− n−Ω(1), condition (2.3) implies exact recovery.
We provide a proof of the above theorem in Section 2.3.4 but we note the above condition
is not an optimal one in terms of exact recovery and we discuss this issue next. It is quite
possible that the above SDP recovers the planted multisection all the way down to the
threshold however we have not been able to establish this and leave it as an open question.
Indeed to prove our results we consider a stronger SDP with which we establish optimality.
We have empirically tested the performance of both the SDPs and include the results in
Section 2.5. We now take a closer look at the above sufficient condition (2.3) and argue why












Note that, in expectation, the maximization term in the definition of ν(i) has an extra log(n)
term as the maximization runs through all i, j pairs. For the condition (2.3) to hold with at
11

























Substituting the parameter range that we are interested p = α log(m)
m











Indeed from the above expression it is clear that if k << log(n) the first term above dom-
inates and we cannot expect to get the tight results we hope for in Theorem 2.1. A closer
look at the above calculation reveals that the major barrier towards achieving the optimal
result is the additional log(n) factor due to the maximization over all i, j in the definition of
ν(i). For instance if one could replace the maximization term above with a term that takes
the maximum per vertex over all clusters one would pick up only a log(k) term (as there are
only k clusters) and hopefully achieve optimality.
In context of the above discussion we suggest the following SDP in which we explicitly
add a per-row constraint bounding the number of vertices belonging to the same cluster as
the vertex in contention.







Yji = 2n/k (∀ i)
Yii = 1 (∀ i)
Yij ≥ 0 (∀ i, j)
Y < 0 .
(2.4)
To see that the above SDP is a relaxation of the MLE discussed above note that for any
partition P = {Pi}, we can associate a canonical n× n matrix YP with it defined as
YP [i, j] =
{
1 vertex i and j belong to the same cluster
0 otherwise
Note that YP satisfies the SDP constraints and the SDP maximizes the number of edges
within the cluster which is equivalent to minimizing the number of edges across the clusters.
The second constraint above, since Y is symmetric, says that the sum of the values along
the row is n/k, which represents the number of vertices in a cluster. For the SDP above we
show the following theorem which is a restatement of Theorem 2.3
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Theorem 2.5. Let G ∼ Gp,q,k. With probability 1 − n−Ω(1) over the choice of G, if the














In other words with probability 1− n−Ω(1), condition (2.5) implies exact recovery.
We remark that the above statement is indeed true for all values of p, q. For the specific
range that we are interested in we show in Section 2.3.1 how condition (2.5) leads to the
optimal threshold. Following is an intuitive explanation of why this it is the case that
condition in (2.5) for k << log(n) in Theorem 2.3 is optimal. As stated earlier the regime
we consider is the case when p = α log(m)
m
and q = β log(m)
m
, where α and β are constants.
Note that for the MLE to succeed the values of p and q should be such that mini{δin(i)−
δoutmax(i)} ≥ 0 w.h.p., since otherwise one expects there to be many such vertices i for which
δin(i) − δi→Pt ≤ 0 for some t 6= P (i) and in particular a pair t1, t2 such that there exists
i ∈ Pt1 , j ∈ Pt2 such that δin(i)− δi→Pt2 ≤ 0 as well as δ
in(j)− δi→Pt1 ≤ 0. This would imply
that we can exchange the pairs i, j and get a better partition than the planted partition and
therefore that the MLE itself does not recover the hidden partition.
Recall that ∆(i) = δin − δoutmax(i). We now show that the deviation in ∆(i) required by
Theorem 2.3 is o (E[∆(i)]) and therefore informally one can expect, intuitively, that
P(min
i




∆(i) ≥ o (E[∆(i)])
)
which implies that the SDP in Theorem 2.3 recovers the partition optimally. Indeed, the
deviation required in Theorem 2.3 is o (E[∆(i)]),
(√















Ω ((α− β) log(m))
= o(1) .
Above we assumed that k = o(log(n)). In the next section, following from the intuition
above we prove Theorems 2.1 and 2.2 which imply that our SDP is optimal.
In Section 2.5 we present an experimental evaluation of the two SDPs considered in this
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section. The experiments corroborate Theorem 2.1 and also show that the SDP in (2.2)
experimentally seems to have a similar recovery performance as the (stronger) SDP in (2.4)
however we could only prove a suboptimal result about it. We leave the possible optimality
of the SDP in (2.2) as an open question.
2.3 PROOFS
In this section we collect all the proofs of the main theorems stated so far. We first prove
Theorem 2.1 assuming Theorem 2.3 in Section 2.3.1. Further in Section 2.3.2, we prove
Theorem 2.2. We then prove our main Theorem 2.3 in Section 2.3.3 regarding the SDP
defined in (2.4). Finally we provide the proof of Theorem 2.4 regarding the SDP defined in
(2.2) in Section 2.3.4.
2.3.1 Proof of Optimality - Theorem 2.1
Proof. We will use the condition of Theorem 2.3 and the following lemma, to prove theorem
2.1.
Lemma 2.1. Let p = α log(m)
m
and q = β log(m)
m
. Let k = γ log(m) (where γ = O(1)). Now we
















then for sufficiently large n we have that with probability at least 1− n−Ω(1) ∀i, t






where c2 > 0 be any fixed number and c1 > 0 in (2.6) is a constant depending on c2
To complete the proof of theorem 2.1 we first observe that for the given range of parameters
p = α log(m)
m
and q = β log(m)
m
condition (2.5) in Theorem 2.3 becomes
ĉ
(√














However, Lemma 2.1 implies that with probability 1− n−Ω(1) we have that if condition 2.6
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is satisfied then ∀i, t






where c2 > 0 depends on ĉ. Therefore with probability 1 − n−Ω(1) the condition in (2.5) of
Theorem 2.3 is satisfied which in turn implies the SDP in Theorem 2.3 recovers the clusters,
which concludes the proof of Theorem 2.1. Note that setting γ = o(1) we get the case




β > 1 + on(1).
In the rest of the section we prove Lemma 2.1. For the remainder of this section we borrow
the notation from Abbe et al. [7]. In [7, Definition 3, Section A.1], they define the following
quantity T (m, p, q, δ) which we use:
Definition 2.1. Let m be a natural number, p, q ∈ [0, 1], and δ ≥ 0, define




(Zi −Wi) ≥ δ
]
,
where Wi are i.i.d Bernoulli(p) and Zi are i.i.d. Bernoulli(q), independent of the Wi.
Let Z =
∑m
i=1 Zi and W =
∑m
i=1 Wi. The proof is similar to proof of [7, Lemma 8, Section
A.1] with modifications.
Proof. (of Lemma 2.1) We will bound the probability of the bad event







Note that δin(i) is a binomial variable with parameter p and similarly δi→Pt is a binomial
variable with parameter q and therefore, following the notation of [7], we have that the










We show the following strengthening of their lemma.





random variables and Zi an





random variables, then the following bound
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where c2 > 0 is a fixed number and c1 > 0 depends only on c2.
Assuming the above lemma and taking a union bound over all clusters and vertices we get
the following sequence of equations which proves Theorem 2.1
P
(





























α + β − 2
√















2.3.2 Proof of Optimality - Theorem 2.2
Proof. The theorem follows directly from the lower bound presented in [7]. They showed











Now consider G ∼ Gp,q,k with p = α log(m)m and q = β
log(m)
m
. Suppose that the algorithm was
given the membership of vertices in all the clusters except two of them. A direct application
of the above theorem yields that it is information theoretically impossible to correctly recover






















= 1 + on(1)
which proves the bound.
Proof of Lemma 2.2. The proof of lemma 2.2 is a simple modification of the proof of [7,
Lemma 8, Section A.1]. We mention the proof here for completeness.








βγ log(n) (for some fixed c1 > 0 depending
only on c2) and let Z =
∑
Zi and W =
∑
Wi. We split T as follows:
T (m, p, q,−r) = P
(




Z −W ≥ log2(m)
)
.
Lets bound the second term first. A simple application of Bernstein’s Inequality (the calcu-
lations are shown in [7, Lemma 8, Section A.1]) shows that Therefore we have that
P
(









We now bound the first term P
(
−r ≤ Z −W ≤ log2(m)
)
. Define
r̂ = argmaxxP(Z −W = −x)
Now it is easy to see that r̂ = O(log(m)) (for p = α log(m)
m
and q = β log(m)
m
). Let rmax =
max(r, r̂) and rmin = min(r, r̂).
P
(
−r ≤ Z −W ≤ log2(m)
)
















{P(Z = k2 − rmin)P(W = k2)}
+(log2(m) + rmax)P(Z ≥ log2(n))P(W ≥ log2(m))
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The first inequality follows easily from considering both the cases r̂ ≥ r or r̂ ≤ r. Similar














We now need to bound maxk2{P(Z = k2 − r)P(W = k2)} for which we use Lemma 2.3
which is a modification of [7, Lemma 7, Section A.1]. Plugging the estimates from above
and noting that maxk2{P(Z = k2 − r)P(W = k2)} = T ∗
(




2.3) we get that
P
(













Putting everything together we get that
















Using Lemma 2.3 it follows from the above equation that





















For the first inequality we use Lemma 2.3 and set ε = rmin
log(n)
. For the second inequality we
use the fact that ε ≤ c1
√
βγ.
Lemma 2.3. Let p = α log(m)
m
and q = β log(m)
m
and let Wi be a sequence of i.i.d Bernoulli-
p random variables and Zi an independent sequence of i.i.d Bernoulli-q random variables.
Define
V ′(m, p, q, τ, ε) = P
(∑











qτ log(m)(1− q)m−τ log(m)
(
m
(τ + ε) log(m)
)
p(τ+ε) log(m)(1− p)m−(τ+ε) log(m) ,
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where ε = O(1). We also define the function





















Then we have the following results for T ∗(m, p, q, ε) = maxτ>0 V
′(m, p, q, τ, ε) : for m ∈ N
and ∀τ > 0
− log(T ∗(m, p, q, ε)) ≥ log(m)g(α, β, ε)− o (log(m)) .
Proof. The proof of the above lemma is computational and follows from the carefully bound-
ing the combinatorial coefficients. Note that








(τ + ε) log(m)
)





+ (m− τ log(m)) log((1− p)(1− q))
)
Substituting the values of p and q we get








(τ + ε) log(m)
)
+τ log(m) (log(αβ) + 2 log log(m)− 2 log(m))
+ε log(m)
(
log(α) + log log(m)− log(m) + α log(m)
m
)
− log(m)(α + β) + o(log(m))






≤ k (log(ne)− log(k))
and now replacing this in the above equation gives us
− log(V (m, p, q, τ, ε)) ≥ log(m)
(









− τ log(αβ)− ε log(α)
)
− o(log(m) (2.8)
Now optimizing over τ proves the lemma.
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2.3.3 Proof of Theorem 2.3
In this section we prove our main theorem, Theorem 2.3 about the SDP defined by (2.4).
We restate the SDP here.







Yji = 2n/k (∀ i)
Yii = 1 (∀ i)
Yij ≥ 0 (∀ i, j)
Y < 0 .
(2.9)
Let Y ∗ be the matrix corresponding to the hidden partition P ∗ = {Pt}, i.e. Y ∗[i, j] = 1
if i, j belong to the same cluster and 0 otherwise. Let OPT (G) be the optimal value in the
above SDP. We will show that Y ∗ is the unique solution to SDP (2.4) w.h.p as long as the
conditions in Theorem 2.3 are satisfied. This would prove Theorem 2.3. Our proof will be
based on a dual certificate. In that context consider the dual formulation of the above SDP
which is the following







xi(Ri + Ci)− Z − A < 0 .
(2.10)
where D is a diagonal matrix, xi are scalars, Z is a non-negative symmetric matrix (corre-
sponding to the ≥ 0 constraints) with 0 in the diagonal entries, Ri is the matrix with 1 in
every entry of row i and 0 otherwise, Ci = R
T
i is the matrix with 1 in every entry of column
i and 0 otherwise and we write A instead of A(G) when there is no fear of confusion.
Let DUAL(G) be the optimal value of the above dual program. We will first exhibit a
valid dual solution M∗ = (D∗, {x∗i }, Z∗) which, with high probability, has dual objective
value δ such that A • Y ∗ = δ. But since A • Y ∗ ≤ OPT (G) ≤ DUAL(G) (by weak duality)
we get that Y ∗ is an optimal solution to the above SDP. We will also show uniqueness via
complementary slackness.
Before moving on further it will be convenient to introduce the following definition which
we will be used in the proof later. We also encourage the reader to revisit the Notations
section (Section 2.1.2) at this time as it would help with the reading of what follows.
Definition 2.2. Given a partition of n vertices {Pt}kt=1 we define the vectors {vt} to be
the indicator vectors of the clusters. We further define the following subspaces, which are
perpendicular to each other, and partition Rn.
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• Rk: the subspace spanned by the vectors {vt}, i.e. the subspace of vectors with equal
values in each cluster,
• Rn|k: the subspace perpendicular to Rk, i.e. the subspace where the sum on each cluster
is equal to 0.
At this point it is useful to look at what the complementary slackness condition implies.
Since strong duality holds in the case of our SDP (easy to check that Slater’s conditions are
satisfied) we have that complementary slackness is zero which implies that









for any optimal dual solution M∗. The above condition implies that for any such M∗ (since
M∗ is PSD) it must be that the subspace Rk is an eigenspace with eigenvalue 0 which implies
(∀i, t)δi→Pt(M∗) = 0 . (2.11)
Having established the conditions that must be satisfied by the optimal dual solution M∗,
we describe our candidate dual solution
(D∗, {x∗i }, Z∗) .
We begin by describing the choice of Z∗. If vertex i and j belong to the same cluster then


























It is easy to see that the matrix Z∗ is symmetric by noting that exchanging j and i in the
above expression leads to the same value. Also to see that each entry of Z∗ is non-negative
note that Z∗[i, j] is the sum of non-negative terms. Having defined Z∗ as above we choose












And finally we define D∗ to balance out the sum along the diagonal blocks from A as well
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as the x∗i .










Interestingly, this dual certificate construction seems to share some features with the one
proposed by Awasthi et al. [30] for an SDP relaxation for k-means clustering. While we
were not able to make a formal connection, it would be very interesting if the reason for
the similarities was the existence of some type of canonical way of building certificates for
clustering problems, we leave this for future investigations.








δin(i) = A(G) • Y ∗ .
The following lemma implies that the above mentioned solution is a valid dual solution,
proving that Y ∗ is an optimal solution to the above program (by weak duality).




i (Ri + Ci) − A − Z∗ (as defined above) is such
that with probability 1− n−Ω(1), if the condition (2.5) is satisfied, then
M∗  0 .
Proof. To prove this lemma we first show that Equation 2.11 is satisfied for M∗. This
implies that the vectors {vt} which are indicator vectors for the clusters are an eigenvector
with eigenvalue 0. Consider the value of δi→Pt(M
∗) when Pt = P (i). In this case
δi→Pt(M











where the last equality follows directly from the definitions of the dual certificate. Now
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consider the value of δi→Pt(M



































































The third equality follows by noting that the terms in the parenthesis in the expression
in the second line go to zero in summation. The fourth equality follows directly from the
definitions.
The above implies that for all t, M∗vt = 0. Therefore we only need to show that M
∗ is PSD
with high probability on the subspace Rn|k (which is perpendicular to Rk = span({vk})). To
that end, note that if a matrix W is such that for all i, W [i, j1] = W [i, j2] when P (j1) = P (j2)
then for any x ∈ Rn|k,Wx = 0, and similarly if for all j, W [i1, j] = W [i2, j] when P (i1) =
P (i2) then for any x ∈ Rn|k, xTW = 0. Therefore we have that xTZ∗x = xT (Ri + Ci)x = 0
and so xTM∗x = xTD∗x− xTAx.
In order to finish the proof it is enough to show that for all x ∈ Rn|k
xT (D∗ − A)x ≥ 0 .
In order to prove the above equation, and conclude the proof of Theorem 2.3 we use the
following two lemmas.
Lemma 2.5. Define λmax(A(G)) to be the maximum over all x ∈ Rn|k of xTA(G)x. With
probability 1− n−Ω(1) over the choice of G, λmax(A(G)) is bounded by
λmax(A(G)) ≤ 3
√
pn/k + qn+ c
√
log(n) . (2.12)
where c is a universal constant.
Proof. We use the following recent sharp concentration result [31, Corollary 3.12].
Theorem 2.6 (Bandeira et al. [31]). Let X be an n×n symmetric matrix whose entries
Xij are independent centered random variables. Then there exists for any 0 < ε ≤ 1/2 a
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universal constant c̃ε such that for every t ≥ 0
P
(










E[X2ij], σ∗ = max
ij
‖Xij‖∞ .
We apply the above theorem to the matrix A − E[A]. It is easy to see that the variance of
any row σ̃ is upper bounded by
σ̃ ≤
√
p(1− p)n/k + q(1− q)n ≤
√
pn/k + qn ,
and σ∗ ≤ 1. Applying theorem 2.6 with the above parameters σ̃ =
√
pn/k + qn and σ∗ = 1,
we get that with probability 1− n−Ω(1)
|A− E[A]| ≤ 3
√
pn/k + qn+ c′
√
log(n) .





− 1 and c̃ε defined by the
statement of Theorem 2.6. Also note that E[A]+pI has the space Rn|k as an eigenspace with
eigenvalue 0. Therefore we have that for any unit vector x ∈ Rn|k
|xTAx| ≤ |A− E[A]|+ |xTE[A]x|
≤ 3
√





pn/k + qn+ c
√
log(n) .
where c = c′ + 1. This proves Lemma 2.5




































q log(n) . (2.14)
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Proof. We prove Lemma 2.6 using the following.














Proof. Consider δoutmax(i) for some i, this is defined to be the maximum of k random variables
Si with Si ∼ Bin(n/k, q) (the binomial distribution with parameters n/k, q) with variance
n
k





Corollary 2.1 we get that
P
(















Hence, we can bound the expectation by
E[max
i












































Using this, the proof of lemma 2.6 is as follows. Note that by a direct application of the
Chernoff bound described in Corollary 2.1 and with a union bound over all clusters and
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vertices we get that with probability 1− 1
n








log(n) + 12 log(n) .
































P (∃i S(i) ≥ γ) = P(E)P (∃i S(i) ≥ γ | E) + P(∼ E)P (∃i S(i) ≥ γ | ∼ E)
≤ n−Ω(1) + P (∃i S(i) ≥ γ | ∼ E) .
Now for a fixed i we will consider P (S(i) ≥ γ | ∼ E). Note that under the conditioning
the individual entries in the sum above are still independent, and therefore the above is an







12 log(n) (by the conditioning). Also note that for any positive random variable X
E[X | ∼ E ] ≤ E[X]
P(∼ E)
,
and since we have that P(∼ E) ≥ 1− 1/n, we get that
E[S(i) | ∼ E ] ≤ E[S(i)] + E[S(i)]
n− 1
.
We now use Hoeffding’s inequality 2.10 in the conditioned probability space (and remove
the conditioning terms from the probability for ease of notation) to get that





































and apply a union bound we get that with
P (∃i Si ≥ E[Si] + t | ∼ E ]) ≤ n−Ω(1) ,
and now substituting the value of E[S(i) | E ] from before and being extremely liberal with
the the constants for n large enough we have that
P
(





















To show the second equation note that for any pair of clusters t1, t2, δPt1→Pt2 is a sum of
(n/k)2 independent random variables. Therefore by a Chernoff bound from the second part










Using those two lemmas, we can now conclude the proof of Theorem 2.3 as follows:
We separate D∗ = D∗1 −D∗2, where D∗1, D∗2 are diagonal matrices













Now for any x ∈ Rn|k lets consider xT (D∗ − A)x



















































where ĉ is a universal constant. The second inequality follows by direct substitutions from
















last inequality follows from condition 2.5 of Theorem 2.3.
It is easy to show using complementary slackness that Y ∗ is indeed the unique optimal
solution with high probability. For completeness we include the proof in the next section.
Proof of Uniqueness of the solution
In this section we prove that Y ∗ is the unique optimal solution to the SDP considered in
section 2.3.3. To remind the reader M∗ was the candidate dual solution. For the rest of the
section we use the same notations we defined in Section 2.3.3. To show uniqueness we make
use of complementary slackness which implies that for any other optimal solution Ŷ since




iRi − A(G) − Z∗ is an optimal solution of the dual
program we have that
Ŷ •M∗ = 0 .
But it is easy to see from the proof of Lemma 2.4 that we can make a stronger statement that
the subspace Rk is the null space of M
∗ and on the perpendicular subspace Rn|k the lowest
eigenvalue is strictly greater than 0. Combining this with the complementary slackness
condition in particular implies that the span of the columns of Ŷ are restricted to the span
of Rk. Hence, the conditions of the SDP (sum constraint, the diagonal value constraint and
the positivity constraint) force Ŷ = Y ∗ if the column space of Ŷ is the span of Rk which
proves
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2.3.4 Proof of Theorem 2.4
Proof. We extend the definitions of section 2.1.2 to ease readability. We define the notion
of relative degree δ̄ by defining it as the number of edges present minus the number of edges
not present. In this light we define the following quantities extending the definitions from
Section 2.1.2
δi→Pt to be the “degree” of vertex i to cluster t. Formally
δ̄i→Pt , 2δi→Pt − |Pt|
δ̄Pt1→Pt2 , 2δPt1→Pt2 − |Pt1||Pt2|
δ̄in(i) , 2δin(i)− |P (i)|
We consider the following SDP in this section. Let J be the n × n matrix such that
J [i, j] = 1 for all i, j.
max (2 ∗ A(G)− J) • Y





Y < 0 .
(2.15)







s.t. D − Z − (2A(G)− J) < 0 .
(2.16)
where Z is a symmetric entrywise non-negative matrix with zeros in the diagonal and D
is a diagonal matrix.
The optimal solution Y ∗ we have in mind is the matrix Y ∗ij = 1 if i, j belong to the same
cluster and − 1
k−1 if i, j belong to different clusters. Note that Y
∗ is PSD and is a valid
solution of the primal. In this case it is easy to see that the value of the SDP is equal to










We will exhibit a candidate dual solution D∗, Z∗ such that





and with high probability D∗ − Z∗ − (2A(G) − J) < 0 if condition (2.3) of the theorem is
satisfied. Note that this implies through weak duality that Y ∗ is a solution of (2.2). The
Uniqueness of the solution can be proved exactly in the same way as in Section 2.3.3











n/k − 2 max
i,j
(





We begin by describing the choice of Z∗. If vertex i and j belong to the same clusters































Note that by definition (2.17) Z∗ is a symmetric non-negative matrix. We now define the
diagonal matrix D∗ as
























= (2 ∗ A(G)− J) • Y ∗
We now proceed to show that D∗, Z∗ is a valid dual solution, i.e.
M∗ = D∗ − Z∗ − (2A− J)  0
To see this consider the following extension of the decomposition of the space Rn defined in
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section 2.3.3.
Definition 2.3. Given a k-clustering of n vertices {Pt}kt=1 we define the vectors vt to be
the indicator vectors of the clusters. We further define the following subspaces, which are
perpendicular to each other, and partition Rn.
• 1: the vectors with 1 in each coordinate
• Rk−1: the k − 1 dimensional subspace such that for every vector v ∈ Rk−1, v(i) = v(j)
if P (i) = P (j) and < v, 1 >= 0
• Rn|k: the subspace perpendicular to Rk−1 ∪ 1, i.e. the subspace where the sum on each
cluster is equal to 0.
Following are two easy observations that follow from simple calculations similar to the
calculations shown in Section 2.3.3.
Observation 2.1. (∀ v ∈ Rk−1) (D∗ − Z∗ − (2A− J))v = 0
Observation 2.2. (∀ v ∈ Rn|k) vTZ∗v = 0
We first focus on the subspace Rn|k and show that ∀x ∈ Rn|k
xT (D∗ − Z∗ − (2A− J)x = xT (D∗ − 2A)x ≥ 0 (2.18)
The proof of the above statement follows from the following set of inequalities



















where the second inequality above follows from substituting the values of δ̄i→P (t) in terms of
δi→P (t) in the expression for D
∗[i, i] and using the definition of ν(i). The second inequality
follows from Lemma 2.5 and third inequality follows from the condition (2.3). Note that in
condition (2.3) if we assume the constant to be ĉ + 1 instead of ĉ then we get a stronger
property that the above quantity is in fact greater than
√
log(n) and not just positive. We
use this below.
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The above analysis shows that the matrix M∗ = D∗ − Z∗ − (2A − J) is PSD on the
subspace Rn|k. Lets now focus on a vector y ∈ Rn|k ⊕ 1. Let H∗ = D∗−Z∗− 2A = M∗− J .
By appropriate scaling we can consider any y = x + δ 1√
n
(see footnote 1) where x ∈ Rn|k is
a unit vector and δ ≥ 0. In the analysis above we explained that xTH∗x ≥
√
log(n)‖x‖2 =√










log(n) + δ2n− 2δ‖H∗‖
where we use the fact that for unit vector x x
TH∗1√
n
≤ ‖H∗‖. Therefore as long as we have
that 4‖H∗‖2 ≤ 4n
√
log(n) we have that that yTM∗y ≥ 0 (as the expression is a quadratic
in δ). Therefore we need to control the spectral norm of H∗. We can show the above via
very simple and fairly loose calculations
‖H∗‖ ≤ ‖D∗‖+ 2‖A‖+ ‖Z∗‖
≤ maxD∗[i, i] + 2δmax +O(δmax)
≤ O(δmax)
where δmax is the degree of the vertex with maximum degree in the graph G. The
above equation follows with very loose approximations from the definitions. A simple cher-
noff bound shows that with high probability δmax ≤ pm + kqm +
√
pm+ kqm log(n) ≤
O(k log(n) + log3/2(n)) where we have replaced p with α log(m)
m
and q with β log(m)
m
which
implies that ‖H∗‖ ≤
√
n which completes the proof since we have shown that M∗ is PSD.
2.4 NOTE ABOUT THE MONOTONE ADVERSARY
In this section, we extend our result to the following semi random model considered in
the paper of Feige and Kilian [2]. We first define a monotone adversary (we define it for the
“homophilic” case). Given a graph G and a partition P = {Pi} a monotone adversary is
allowed to take any of the following two actions on the graph:
• Arbitrarily remove edges across clusters, i.e. (u, v) s.t. P (u) 6= P (v).
1Indeed by definition any vector y ∈ Rn|k ⊕ 1 can be written as x + δ 1√n for some δ and x ∈ Rn|k. For
the purpose of proving positive definiteness we can always divide by any positive number and can there fore
consider y‖x‖ . Also note that we can consider y or −y equivalently and hence can consider the case when
δ > 0.
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• Arbitrarily add edges within clusters, i.e. (u, v) s.t. P (u) = P (v).
Given a graph G let Gadv be the resulting graph after the adversary’s actions. The adversary
is monotone in the sense that the set of the optimal multisections in Gadv contains the set
of the optimal multisections in G. Let B(G) be the number of edges cut in the optimal
multisection. We now consider the following semi-random model, where we first randomly
pick a graph G ∼ Gp,q,k and then the algorithm is given Gadv where the monotone adversary
has acted on G. The following theorem shows that our algorithm is robust against such a
monotone adversary:
Theorem 2.7. Given a graph Gadv generated by a semi-random model described above we
have that with probability 1−o(1) the algorithm described in section 2.3.3 recovers the original
(hidden) partition. The probability is over the randomness in the production of G ∼ Gp,q,k
on which the adversary acts.
Proof. We consider the SDP relaxation (2.4) as in the proof of Theorem 2.1. Let Y ∗(G) be
the optimal solution of the SDP when we run it on the graphG. Now supposeG ∼ Gp,q,k. The
proof of Theorem 2.1 shows that with high probability, Y ∗(G) is unique and it corresponds
to the hidden partition. Suppose this event happens, we then show that for any graph Gadv
generated by the monotone adversary after acting on G, Y ∗(Gadv) is also unique and it is
equal to Y ∗(G). This will prove Theorem 2.7.
Define SDPG(Y ) to be the objective value (corresponding to the graph G) of a feasible
matrix Y , i.e. SDPG(Y ) = A(G) •Y . Note that since Y has only positive entries (since it is
a feasible solution) we have that A(G′) • Y ≤ A(G) • Y , if G′ is a subgraph of G. Also since
Y  0 and its diagonal entries Yii = 1 we have that |Yij| ≤ 1. Therefore A(G ∪ e) • Y ≤
A(G) • Y + 2. Suppose the monotone adversary adds a total of r+ edges and removes r−
edges. From the monotonicity of the adversary it is easy to see that A(Gadv) • Y ∗(G) =
A(G) • Y ∗(G) + 2r+. However for any other solution by the argument above we have that
A(Gadv)•Y ≤ A(G)•Y +2r+. Also by our assumption we have that A(G)•Y ∗(G) < A(G)•Y
for any feasible Y 6= Y ∗(G). Putting it together we have that
A(Gadv) • Y ∗(G) = A(G) • Y ∗(G) + 2r+ > A(G) • Y + 2r+ ≥ A(Gadv) • Y ,
for any feasible Y 6= Y ∗(G), which proves the theorem.
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2.5 EXPERIMENTAL EVALUATION
In this section we present some experimental results on the SDPs presented above. For
both of the SDPs we consider the case of p = α log(m)
m
and q = β log(m)
m
with k = 3 and
m = 20. We vary α and β and for each pair of values we take 10 independent instances and
the shade of grey in the square represents the fraction of instances for which the SDP was
integral with lighter representing higher fractions of integrality. The red lines represent the





Figure 2.1: Performance of SDP in (2.4). We consider the case of p = α log(m)
m
and q = β log(m)
m
with k = 3 and m = 20. We vary α and β and for each pair of values we take 10 independent
instances and the shade of grey in the square represents the fraction of instances for which
the SDP was integral with lighter representing higher fractions of integrality. The red line





Figure 2.1 corroborates our theorem 2.1 as for SDP in (2.4) we observe that experimentally
the performance almost exactly mimics what we prove. For the other (possibly) weaker SDP
in (2.2) we see in Figure 2.2 that the performance is almost similar to the stronger SDP
however we were unable to prove it formally as discussed Section 2.2. We leave this as an





β > 1). We observe from the experiments above that this
indeed seems to be the case.
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Figure 2.2: Performance of SDP in (2.2). We consider the case of p = α log(m)
m
and q = β log(m)
m
with k = 3 and m = 20. We vary α and β and for each pair of values we take 10 independent
instances and the shade of grey in the square represents the fraction of instances for which
the SDP was integral with lighter representing higher fractions of integrality. The red line





2.6 THE MULTIREFERENCE ALIGNMENT SDP FOR CLUSTERING
In this section we describe an interesting connection between the SDPs used for cluster-
ing and partitioning problems and others such as ones used for the multireference signal
alignment and the unique games problems.
For illustrative purposes we will consider a slightly different version of the balanced k-cut
(multisection) problem described earlier. Instead of imposing that the graph is partitioned in
equal sized clusters, we will consider the objective value to be maximized to be the difference
between the number of agreeing pairs and disagreeing pairs where an agreeing pair is a pair
of nodes connected by an edge that was picked to be in the same cluster or a pair of points
not connected by an edge that is not in the same cluster, and disagreeing pairs are all the
others. Note that, if the balanced partition constraint was enforced, this objective would be
equivalent to the multisection one.
The multireference alignment problem in signal processing [32] consists of aligning n signals
y1, . . . , yn with length k that are copies of a single signal but have been shifted and corrupted
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with white gaussian noise. For a ∈ [k], we set Rli to be the k × k matrix that shifts the
entries of vector by a coordinates. In this notation, the maximum likelihood estimator for





















A fruitful way of thinking about (2.19) is as a sum, over each pair i, j, of pairwise costs
that depends on the choices of shifts for the variable in each pair. An example of a problem of
this type is the celebrated Unique Games problem, and indeed the SDP approach developed
in [32] for the multireference alignment problem is an adaptation of an SDP based approxi-
mation algorithm for the Unique Games problems by Charikar et al. [28]. The objective in
the alignment problem (2.19) has, however, an important property — the pairwise costs only
depends on the relative choices of shifts. More precisely, both li and lj being increased by the
same amount has no effect on the pairwise cost relative to (i, j). In fact, there is a general
framework for solving problems with this group invariance–type property, called non-unique
games, when the group involved is compact [29]. The example above and SDP (2.2) that
we will derive below are particular cases of this framework, but it is more enlightening to
derive the SDP we will use for partitioning from the multireference alignment one.
To obtain an SDP for the partitioning problem, one can think of each node i as a signal
yi in Rk and think of a shift label as a cluster membership, the cost associated to the pair
i, j should then: if the nodes are connected, +1 if the two signals are given the same shift
and −1 otherwise; if the nodes are not connected it should be −1 if the two signals are
given the same shift and +1 otherwise. This can be achieved by replacing yjy
T
i on the


























where Rli is constrained to be a circulant permutation matrix (a shift operator).
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The SDP relaxation proposed in [32] would then take the form
max Tr(CX)






In this section X ≥ 0 for a matrix refers to entrywise ≥ 0
It is clear, however, that (2.20) has many optimal solutions. Given an optimal selection
of cluster labelings, any permutation of these labels will yield a solution with the same
objective. For that reason we can adapt the SDP to consider the average of such solutions.
This is achieved by restricting each block Xij to be a linear combination of Ik×k and 11
T
(meaning that it is constant both on the diagonal and on the off-diagonal). Adding that
constraint yields the following SDP.
max Tr(CX)








Since the constraints in (2.21) imply
(Xij)11 + (k − 1) (Xij)12 = 1,
(2.21) can be described completely in terms of the variables (Xij)11. For that reason we










where C̃ij = kCij and Z
(k) is the nk × nk matrix whose n× n diagonal blocks are equal to
Z and whose n× n non-diagonal blocks are equal to 11T−Z
k−1 . For example,
Z(2) =
[
Z 11T − Z



















The following lemma gives a simpler characterization for the intriguing Z(k)  0 constraint.



















T , allows one to rewrite (2.23) as (for
appropriate matrix C ′ and constant c′),
max Tr (C ′Y )− c′
s. t. Yii = 1
Yij ≥ − 1k−1
Y  0.
(2.24)
Remarkably,(2.24) coincides with the classical semidefinite relaxation for the Max-k-Cut
problem [26], which corresponds to (2.2) used in this paper.
Proof. [of Lemma 2.8]
Since, in this proof, we will be using 1 to refer to the all-ones vector in two different
dimensions we will include a subscript denoting the dimension of the all-ones vector.
The matrix Z(k) is block circulant and so it can be block-diagonalizable by a block DFT
matrix, Fk×k⊗In×n, where Fk×k is the k×k (normalized) DFT matrix and ⊗ is the Kronecker
product. In other words,
(Fk×k ⊗ In×n)Z(k) (Fk×k ⊗ In×n)T
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This means that (Fk×k ⊗ In×n)Z(k) (Fk×k ⊗ In×n)T is a block diagonal matrix with the
first block equal to A and all other diagonal blocks equal to B where A and B are given by

















Thus, the condition Z(k)  0 is equivalent to Z − 1n1
T
n−Z






Forms of Chernoff Bounds and Hoeffding Bounds Used in the Arguments
Theorem 2.8 (Chernoff). Suppose X1 . . . Xn be independent random variables taking val-
ues in {0, 1}. Let X denote their sum and let µ = E[X] be its expectation. Then for any
δ > 0 it holds that












A simplified form of the above bound is the following formula (for δ ≤ 1)




P (X ≤ (1− δ)µ) ≤ e−
δ2µ
2 .
Theorem 2.9 (Bernstein). Suppose X1 . . . Xn be independent random variables taking val-
ues in [−M,M ]. Let X denote their sum and let µ = E[X] be its expectation, then





i E[(Xi − E[Xi])2] +Mt/3
)
.
Corollary 2.1. Suppose X1 . . . Xn are i.i.d Bernoulli variables with parameter p. Let σ =
σ(Xi) = p(1− p) then we have that for any r ≥ 0
P
(
X ≥ µ+ ασ
√





Proof. We have that nσ2 = np(1 − p) and M = 1. We can now choose t = ασ
√
n log(r) +





(1/α2 + 1/3α) ≤ 2
α log(r)
which implies from
Theorem 2.9 that P
(
X > µ+ ασ
√





Theorem 2.10 (Hoeffding). Let X1 . . . Xn be independent random variables. Assume that



















Chapter 3: Faster Pseudopolynomial Time Algorithms for Subset Sum
3.1 INTRODUCTION
Given a (multi) set S of n positive integers and an integer target value u, the subset sum
problem is to decide if there is a subset of S that sums up to u. The subset sum is a special
case of the knapsack problem [33] and it is one of Karp’s original NP-complete problems
[34]. The subset sum has a variety of applications including: power indices [35], scheduling
[36, 37, 38], set-based queries in databases [39], breaking precise query protocols [40] and
various other graph problems with cardinality constraints [41, 42, 43, 44, 45, 46] (for a survey
of further applications see [47]). In some of the applications, a faster pseudopolynomial time
algorithm for the subset sum would imply faster polynomial time algorithms.
The subset sum is a fundamental problem used as a standard example of a problem that
can be solved in weakly polynomial time in many undergraduate algorithms and complexity
classes. As a weakly NP-complete problem, there is a standard pseudopolynomial time
algorithm using a dynamic programming, due to Bellman [48], that solves it in O(nu) time
(see also [49, Chapter 34.5]). There has been extensive work done on the subset sum problem
since, see Table 3.1 for a summary of previous deterministic pseudopolynomial time results
[48, 50, 51, 52, 45, 53, 54, 55, 56]. The current state of the art had until recently been
improved only by a log u factor using the bit-packing technique of [53].
Further results on subset sum depend on properties of the input, while others focus on data
structures that maintain the set of subset sums under standard operations. In particular,
when the maximum value of any integer in S is relatively small compared to the number
of elements n, and the target value u lies close to one-half the total sum of the elements,
then one can solve the subset sum problem in almost linear time [57, 58]. This result was
improved by Chaimovich [59]. Eppstein [46] described a data structure which efficiently
maintains all subset sums up to a given value u, under insertion and deletion of elements,
in O(u log u log n) time per update, which can be accelerated to O(u log u), when additional
information about future updates is known. The probabilistic convolution tree, by Serang
[55, 56], is also able to solve the subset sum problem in Õ(nmax(S)) time, where Õ hides
polylogarithmic factors; i.e., Õ(T ) = O(T polylogT ).
A variant of the subset sum problem, known as the modular subset sum, has been espe-
cially studied in the literature of additive combinatorics [60, 61, 62, 63, 64, 65, 66, 67]. In
this problem, all additions are modulo m, for some input m. Despite its popularity in combi-
natorics, there is no prior work on establishing efficient algorithms for it. Note, though, that
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Result Time Space Comments





















fast for small σ, obtain-
able from above because






Õ(nmax(S)) O(u log u) data structure
Lokshtanov
et al. [54]







n′ u, u5/4, σ
})
Thm. 3.2 O(u) see Section 3.1.1
Table 3.1: Summary of deterministic pseudopolynomial time results on the subset sum problem.
The input S is a (multi) set of n numbers and n′ distinct values, σ =
∑
x∈S x and u is the target
number.
the dynamic programming algorithm of Bellman [48] applies to it, and solves the modular
subset sum in O(nm) time.
The publication of the extended abstract of this paper [68] sparked a series of works
on randomized pseudopolynomial time algorithms for the subset sum, we briefly survey
them here. Bringmann [69] showed a randomized near-linear time algorithm Õ(n + u) and
a different one that runs in Õ(nu) time, using only Õ(n log u) space under the Extended
Riemann Hypothesis. Recently, Jin and Wu showed a simpler randomized algorithm that
achieves a slightly better running time [70]. Both randomized algorithms use FFT, and
improve upon the best deterministic running time achieved in this paper. The question of
derandomizing either result, remains an open problem. Axiotis, Backurs and Tzamos showed
a randomized near-linear algorithm for the modular subset sum with running time Õ(n+m)
through a clever use of sketching [71]. Surprisingly, their algorithm does not depend on
FFT. In addition, they observed that the randomized algorithms of [69] do not apply to the
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Parameters Previous best Current work












σ O(σ3/2) [45] Õ(σ)
Table 3.2: Our contributions compared against the previous best deterministic results. The input
S is a (multi) set of n numbers and n′ distinct values, σ =
∑
x∈S x and u is the target number.
modular case. In fact, neither does the algorithm of [70].
Finally, Abboud et al. [72] showed that it is unlikely that any subset sum algorithm runs in
O(u1−ε 2o(n)) time, for any constant ε > 0 and target number u, as such an algorithm would
imply that the Strong Exponential Time Hypothesis (SETH) of Impagliazzo and Paturi [73]
is false.
3.1.1 Our contributions
The new results are summarized in Table 3.2 – we consider the following all subset sums
problem: Given a (multi) set S of n elements, with n′ distinct values, with σ denoting the
total sum of its elements, compute all the realizable subset sums up to a prespecified integer
u. Computing all subset sums for some u also answers the standard subset sum problem
with any target value less than or equal to u.
Our main contribution is a new algorithm for computing the all subset sums problem, and
consequently for the subset sum problem, in Õ(min{
√
nu, u5/4, σ}) time. The new algorithm
improves over all previous deterministic works (see Table 3.2). The general algorithm is a
result of combining multiple approaches based on different properties of the input. As such,
we have developed a series of algorithms that work well for different inputs, which we believe
might be of independent interest, as they can be used as building blocks for other problems.
For a high level description see Table 3.3. As part of the above, we introduce an algorithm
with running time Õ(
√
nu) that is surprisingly simple compared to the conference version of
the paper [68]. We believe the new algorithm can be used in teaching as a simple example of
a pseudopolynomial time algorithm for the subset sum problem, as well as a striking example
of applying FFT to a seemingly unrelated problem.
Our second contribution is an algorithm that solves the modular all subset sums problem
in Õ(min{
√
nm,m5/4}) time. Though the time bound is superficially similar to the first
algorithm, this algorithm uses a different approach.
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Both algorithms can be augmented to return the solution; i.e., the subset summing up to
each number, with a polylogarithmic slowdown (see Section 3.6 for details).
We also improve the running time of a number of applications. For instance, the bottle-
neck graph partition problem on weighted graphs. This problem asks to split the vertices of
a graph into two equal-sized sets, such that the value of the bottleneck (maximum-weight)
edge, over all edges across the cut, is minimized. Another example is the computation of
power indices in computational social choice. In both cases, we obtain significant improve-
ments in running time. Finally, we improve the current best bound for the size of a covering
set of limited-magnitude errors.
3.1.2 Main theorems
The following theorems capture our contributions.
Theorem 3.1 (Main Theorem). Let S ⊆ {0, 1, . . . , u} be a set of n elements, with total










The above result extends to the case that the input is a multiset as follows.
Theorem 3.2 (Main Theorem (Multiset)). Let S ⊆ {0, 1, . . . , u} be a multiset of n′










The next result captures our contributions on the modular subset sum.
Theorem 3.3 (Main Theorem (Modular)). Let S ⊆ {0, 1, . . . ,m − 1} be a set of size











3.1.3 Sketch of techniques
The straightforward divide-and-conquer algorithm for solving the subset sum problem
[74], partitions the set of numbers into two sets, recursively computes their subset sums and
combines them together using FFT [46, 55, 56] (Fast Fourier Transform [49, Chapter 30]).
This algorithm has a running time of O(σ log σ log n) and is shown in Theorem 3.4.
Sketch of the Õ(
√
nu) time algorithm. Partition S into sets Si = {x ∈ S | x ≡ i
(mod b)} for some fixed b, compute the set of subset sums (up to u) for each Si, and
combine them together. Since all the elements in the sets Si are of the form i+ kb for some
k, each element can be represented by the numbers k and i. Therefore, one can compute
the subset sums of S ′i = {k | i+ kb ∈ Si} maintaining the number of elements participating
in the sums, and then recover Si from it.
Sketch of the Õ(u5/4) time algorithm. For this algorithm we combine two new algo-
rithms: One that is fast when max(S) is small, and one that is fast when min(S) is large. In
particular, when max(S) is small, we employ tools from number theory [57] to handle most
instances, while for the remaining ones we apply the Õ(min(σ,
√
nu)) time algorithms men-
tioned above. When min(S) is large, one can compute the subset sums quickly by ignoring
most of the sums that exceed the upper bound u.
Sketch of the Õ(min{
√
nm,m5/4}) time algorithm. Assume m is a prime number.
Using known results from number theory, we show that for any ` one can partition the
input set into Õ(|S|/`) subsets, such that every such subset is contained in an arithmetic
progression of the form x, 2x, . . . , `x. The subset sums for such a set can be quickly computed
by dividing and later multiplying the numbers by x. Then combine all these subset sums to
get the result. Sadly, m is not always prime. Fortunately, all the numbers that are relative
prime to m can be handled in the same way as above. For the remaining numbers we use a
recursive partition classifying each number, in a sieve-like process, according to which prime
factors it shares with m. In the resulting subproblems all the numbers are coprime to the
moduli used, and as such the above algorithm can be used. Finally, the algorithm combines
the subset sums of the subproblems.
3.1.4 Chapter organization
In Section 3.2 we provide preliminaries, including a discussion on how to consider sets over




algorithms for finding all subset sums up to u. Section 3.4 covers the Õ(u5/4) algorithm.
Section 3.5 describes the Õ(min{
√
nm,m5/4}) time algorithm for the modular subset sum.
In Section 3.6 we show how one can recover the solutions; i.e., retrieve the elements summing
to each sum. Lastly, Section 3.7 presents the impact of the results on selected applications
of the problem.
3.2 PRELIMINARIES
Let [x..y] = {x, x + 1, . . . , y} denote the set of integers in the interval [x, y]. Similarly,
[x] = [0..x]. For a set X ⊆ N, denote its diameter by diam(X) = max{|x − y| | x, y ∈
X} = max(X)−min(X). For two sets X, Y ⊆ N, let X ⊕ Y = {x+ y | x ∈ X and y ∈ Y },
X ⊕u Y = (X ⊕ Y ) ∩ [u], X ⊗ Y = {xy | x,∈ X, y ∈ Y }, and x⊗ Y = {xy | y ∈ Y }.
If W,Z ⊆ N × N, then W ⊕ Z = {(w1 + z1, w2 + z2) | w1, w2 ∈ W and z1, z2 ∈ Z},
additionally define W ⊕u Z = (W ⊕ Z) ∩ ([u] × N) = {(a, b) | a ≤ u, (a, b) ∈ W ⊕ Z}, and
W ⊕v Z = (W ⊕ Z) ∩ (N× [v]) = {(a, b) | b ≤ v, (a, b) ∈ W ⊕ Z}.
Given a set X ⊆ N, let ΣX =
∑




∣∣ Y ⊆ X }, (†)
and the set of all subset sums of X with their cardinalities by
SC(X) =
{ (
ΣY , |Y |
) ∣∣ Y ⊆ X }. (?)
Moreover, we provide some additional auxiliary definitions.
• The set of all subset sums of X up to u:
Su(X) = S(X) ∩ [u].
• The set of all subset sums of X up to u with their cardinalities :





• The set of all subset sums of X with cardinalities up to v:






Algorithm Input Output Running time




SS SmallSum S S(S) Õ(σ)

SSC BoundSum S, u SCu(S) Õ(un)
SS LargeInput S,u Su(S) Õ(u5/4)

SS SmallMax S S(S) Õ(max(S)5/3)

SS LargeMin S, u Su(S) Õ(u2/min(S))

SSC BoundCard S, v SCv(S) Õ(diam(S)v2)
SS Mod S,m S(S) under mod m Õ(min{
√
nm,m5/4})
Table 3.3: Summary of all new algorithms. The arrows denote algorithmic dependencies
between the subroutines. The prefix SS denotes the algorithm returns the set of all subset
sums (Eqn. †) and SSC return the set of all subset sums with their cardinalities (Eqn. ?).
The input set S has n elements, and σ =
∑
x∈S x.
Observe, that if X and Y are two disjoint sets, then S(X ∪ Y ) = S(X) ⊕ S(Y ) and
SC(X∪Y ) = SC(X)⊕SC(Y ). This simple observation also holds for the three supplementary
definitions.
We note a simple observation that is used repeatedly in the analysis of running times.
Observation 3.1. Let g be a positive, superadditive (i.e. g(x + y) ≥ g(x) + g(y),∀x, y)

















we have that f(n,m) = O (g(m) log n).
Finally, in this work we consider all computation under the word RAM model [75]. The
word size is at least logL, where L is the length of the input when all integers are expressed
in unary. All operations on a single word can be completed in constant time.
3.2.1 Useful tools
The following well-known lemmas describe how to compute pairwise sums between sets in
almost linear time, in the size of their ranges, using FFT.
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Lemma 3.1. Given two sets S, T ⊆ [u], one can compute S ⊕ T in O(u log u) time.
Proof. Let fS = fS(x) =
∑
i∈S x
i be the characteristic polynomial of S. Construct, in a
similar fashion, the polynomial fT (for the set T ) and let g = fS ∗ fT . Observe that for
i ≤ u, the coefficient of xi in g is nonzero if and only if i ∈ S ⊕ T . Using FFT, one can
compute the polynomial g in O(u log u) time, and extract S ⊕ T from it.
Lemma 3.2. Given two sets of points S, T ⊆ [u]×[v], one can compute S⊕T in O(u v log(u v))
time.
Proof. As in Lemma 3.1, let fS = fS(x, y) =
∑
(i,j)∈S x
iyj and fT be the characteristic
polynomials of S and T , respectively, and let g = fS ∗ fT . For i ≤ u the coefficient of xiyj is
nonzero if and only if (i, j) ∈ S⊕T . One can compute the polynomial g by a straightforward
reduction to regular FFT (see multidimensional FFT [76, Chapter 12.8]), in O(u v log(u v))
time, and extract S ⊕ T from it.
3.2.2 From multisets to sets
Here, we show that the case where the input is a multiset can be reduced to the case of
a set. The reduction idea is somewhat standard (see [47, Section 7.1.1]), and first appeared
in [77]. We present it here for completeness.
For an element s in a multiset S, its multiplicity in S is denoted by 1S(s). We denote
by set(S) the set of distinct elements appearing in the multiset S. The size of a multiset S
is the number of distinct elements in S (i.e., |set(S)|). The cardinality of S, is card(S) =∑
s∈S 1S(s). We denote that a multiset S has all its elements in the interval [x..y] simply by
S ⊆ [x..y].
Lemma 3.3. Given a multiset S of integers, and a number s ∈ S, with 1S(s) ≥ 3. Consider
the multiset S ′ resulting from removing two copies of s from S, and adding the number 2s
to it. Then, Su(S) = Su(S ′). Observe that card(S ′) = card(S)− 1.
Proof. Consider any multiset T ⊆ S. If T contains two or more copies of s, then replace two
copies by a single copy of 2s. The resulting subset is T ′ ⊆ S ′, and ΣT = ΣT ′ , establishing
the claim.
Lemma 3.4. Given a multiset S of integers in [u] of cardinality n with n′ unique values,
one can compute, in O(n′ log2 u) time, a multiset T , such that: (i) Su(S) = Su(T ),
(ii) card(T ) ≤ card(S),
(iii) card(T ) = O(n′ log u), and
(iv) each element in T has multiplicity at most two.
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Proof. Copy the elements of S into a working multiset X. Maintain the elements of set(X)
in a heap D, and let T initially be the empty set. In each iteration, extract the minimum
element x from the heap D. If x > u, we stop.
If 1X(x) ≤ 2, then delete x from X, and add x, with its appropriate multiplicity, to the
output multiset T , and continue to the next iteration.
If 1X(x) > 2, then delete x from X, add x to the output set T (with multiplicity one),
insert the number 2x into X with multiplicity m′ = b(1X(x)− 1)/2c (updating also the heap
D – by adding 2x if it is not already in it), and set 1X(x) ← 1X(x) − 2m′. The algorithm
now continues to the next iteration.
At any point in time, we have that Su(S) = Su(X ∪T ), and every iteration takes O(log u)
time, and and as such overall, the running time is O(card(T ) log u), as each iteration increases
card(T ) by at most two. Finally, notice that every element in T is of the form 2ix, x ∈ S for
some i, where i ≤ log u, and thus card(T ) = O(n′ log u).
Combining the above, we can now state the following lemma which simplifies the upcoming
analysis.
Lemma 3.5. Given an algorithm that computes Su(S) in T(n, u) = Ω(u log2 u) time, for
any set S ⊆ [u] with n elements, then one can compute Su(S ′) for any multiset S ′ ⊆ [u],
with n′ distinct elements, in O(T(n′ log u, u)) time.
Proof. First, from S, compute the multiset T as described in Lemma 3.4, in O(u log2 u)
time. As every element in T appears at most twice, partition it into two sets P and Q.
Then Su(T ) = Su(P ) ⊕u Su(Q), which is computed using Lemma 3.1, in O(u log u) time.
This reduces all subset sums for multisets of n′ distinct elements to two instances of all
subset sums for sets of size O(n′ log u).
This section shows there is little loss in generality and running time if the input is restricted
to sets instead of multisets. For simplicity of exposition, we assume the input is a set from
here on.
3.3 SIMPLE IMPROVEMENTS TO FINDING SU(S)
In this section, we introduce the Õ(σ) and Õ(
√
nu) time algorithms for subset sum (Fig.
3.1). Both are simple and succinct in terms of description and analysis.
First, we show how S(S) can be solved in Õ(σ) time.
Theorem 3.4. Given a set of n positive integers S with total sum σ, one can compute the
set of all subset sums S(S) in O(σ log σ log n) time.
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Proof. Partition S into two sets L,R of (roughly) equal cardinality, and compute recursively
L′ = S(L) and R′ = S(R). Next, compute S(S) = L′⊕R′ using Lemma 3.1. The recurrence
for the running time is f(n, σ) = maxσ1+σ2=σ{f(n/2, σ1) + f(n/2, σ2) +O(σ log σ)}, and the
solution to this recurrence, by Observation 3.1, is O(σ log σ log n).
The standard divide-and-conquer algorithm of Theorem 3.4 was already known in [56, 46],
here we showed a better analysis. Note, that the basic divide-and-conquer algorithm without
the FFT addition was known much earlier [74].
3.3.1 The Õ(un) time algorithm for SCu(S)
In this section we give an algorithm (SSC BoundSum of Fig. 3.1) to answer subset sum




Theorem 3.5. Given a set S ⊆ [u] of n elements, one can compute, in O(un log n log u)
time, the set SCu(S), which includes all subset sums of S up to u with their cardinalities.
Proof. Partition S into two sets S1 and S2 of roughly the same size. Compute SCu(S1) and







. Next, note that
SCu(S1) ⊕u SCu(S2) = SCu(S). Applying Lemma 3.2 yields SCu(S) in O(un log u) time.







un log u log n
)
, proving the claim.
3.3.2 The Õ(
√
nu) time algorithm for Su(S)
First, we show how to compute the subset sums of elements in a congruence class quickly.
Lemma 3.6. Let `, b ∈ N with ` < b. Given a set S ⊆ {x ∈ N | x ≡ ` (mod b)} of size n,
one can compute Su(S) in O((u/b)n log n log u) time.
Proof. An element x ∈ S can be written as x = yb+ `. Let Q = {y | yb+ ` ∈ S}. As such,












In particular, a pair (z, j) ∈ SCu/b(Q) corresponds to a set Y = {y1, . . . , yj} ⊆ Q of size j,
such that
∑
i yi = z. The set Y in turn corresponds to the set X = {y1b+`, . . . , yjb+`} ⊆ S.
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By the above, the sum of the elements of X is zb+j`. As such, compute SCu/b(Q), using the
algorithm of Theorem 3.5, and return { zb + j` | (z, j) ∈ SCu/b(Q) } = Su(S) as the desired
result.
We are ready to introduce the new algorithm for finding Su(S). First, partition the input
into sets by congruence. Next, compute the SCu/b(T ) for each such set T , and combine the
results (SS SmallInput of Fig. 3.1).
Theorem 3.6. Let S ⊆ [u] be a given set of n elements. One can compute the set Su(S) in
O(
√
n log nu log u) time.
Proof. Partition S into b = b
√
n log nc sets S` = S ∩ {x ∈ N | x ≡ ` (mod b)} of size n`,
for ` ∈ [b−1]. For each S`, compute the set of all subset sums Su(S`) inO((u/b)n` log n` log u)
time by Lemma 3.6. The time spent to compute all Su(S`) is
∑
`∈[b−1]O((u/b)n` log n` log u) =
O((u/b)n log n log u). Combining Su(S0)⊕u · · · ⊕u Su(Sb−1) takes O(b u log u) time. Hence,
the total running time is O((u/b)n log n log u+ b u log u) = O(
√






for ` ∈ [b− 1]:
S` ← S ∩ {x ∈ N
∣∣ x ≡ ` (mod b)}
Q` ← {bx/bc










∣∣ (z, j) ∈ SCu/b(Q`)}
return R0 ⊕u · · · ⊕u Rb−1
SSC BoundSum(S, u):
if S = {x}:
return {(0, 0), (x, 1)}
T ← an arbitrary subset of S of size bn/2c
return SSC BoundSum(T, u)⊕u SSC BoundSum(S \ T, u)
Figure 3.1: The Õ(
√
nu) time algorithm (SS SmallInput) for the subset sum and its sub-





3.4 SUBSET SUM IN Õ(U5/4) TIME
In this section we describe the Õ(u5/4) time algorithm. It is based on two subroutines:
One that performs well when the input set S has a small maximum and one that performs
well when it has a large minimum element. The algorithm balances out the two subroutines
to achieve the final running time.
3.4.1 The Õ(max(S)5/3) algorithm for S(S)
We begin with the first subroutine. This algorithm runs fast when the maximum element
of the input set is small (SS SmallMax of Fig. 3.2). There are two cases. We first





, one can employ number theoretical results to obtain a fast algorithm [57].
When the set is not dense, the sum of the elements has to be small, and therefore one can
use the Õ(σ) time algorithm of the previous section. Formally:
Definition 3.1 (Dense Set). A set S is called dense if it contains at least 1000
√
M logM
elements, where M = max(S).
Next, we state a lemma from [57] that shows how the dense structure of a set S can be
exploited to compute a large portion of the set S(S) fast 1.
Lemma 3.7 ([57, 58], see also [78, Theorem C.4]). Given a dense set S of n elements





σ is the sum of S and L = 100M2/n.
Lemma 3.8. Given a set S of n elements, one can compute S(S) in O(M 53 log2M) time,
where M = max(S).
Proof. Consider the following two cases:
• When n ≤ M2/3, compute S(S) in O(σ log σ log n) = O(M5/3 log2M) time, using the
algorithm of Theorem 3.4.
• When n > M2/3, the input set S is dense. Let L = 100M2/n. Compute S(S)∩ (L, σ−
L) in O(n + (M log(M)/n)2) time, using Lemma 3.7. Since x ∈ S(S) ⇐⇒ σ − x ∈
S(S), it suffices to compute S(S) ∩ [L]. Computing S(S) ∩ [L] via the algorithm
of Theorem 3.6 takes O(
√







n) = O(M5/3 log2M) running time dominates both.
1 The same idea was used by [78] in their approximation algorithm for the subset sum.
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3.4.2 The Õ(u2/min(S)) algorithm for Su(S)
The second subroutine computes the set of subset sums fast when the minimum element
of the input set is large (SS LargeMin of Fig. 3.2). As part of this algorithm, we first
describe a subroutine that computes the set of subset sums with cardinalities SCv(S) fast
when the spread of the elements of the input set S is small (SSC BoundCard of Fig. 3.2).
Lemma 3.9. Given two disjoint sets A,B ⊆ [x..x+ `] and SCv(A), SCv(B), one can com-
pute SCv(A ∪B) in O(`v2 log(`v)) time.
Proof. Consider the linear map f defined as (i, j) 7→ (i − xj, j). Let X = f (SCv(A)) and
Y = f (SCv(B)). If (i, j) ∈ SCv(A) ∪ SCv(B), then i = jx + y for y ∈ [0..`j]. Hence
X, Y ⊆ [0..`v]× [0..v].
Computing X⊕v Y using the algorithm of Lemma 3.2 can be done in O(`v2 log(`v)) time.
Let Z = X ⊕v Y . The set SCv(A ∪B) is then precisely f−1(Z), where f−1 is the inverse
map of f , which is (a, b) 7→ (a+xb, b). Applying f−1 to Z takes an additional O(`v2 log(`v))
time.
Lemma 3.10. Given a set S ⊆ [x..x+ `] of n elements, one can compute SCv(S) in
O(`v2 log(`v) log n) time.
Proof. Compute the median of S, denoted by δ, in linear time. Next, partition S into two
sets S− = S∩ [δ] and S+ = S \S−. Compute recursively T− = SCv(S−) and T+ = SCv(S+),
and combine them into SCv(S− ∪ S+) using Lemma 3.9. The recurrence for the running
time is:


















which takes O(`v2 log(`v) log n) time, by Observation 3.1.
Lemma 3.11. Given a set S of n elements, one can compute Su(S) in O(u2/µ log2 u) time,
where µ = min(S).
Proof. We first partition S into S1, . . . , Sk as follows: Si = S ∩ [µi−1..µi − 1], where µi =
b2iµc. The resulting partition is composed of k = O(log u) sets S1, . . . , Sk, and can be
computed in O(n log n) time. Indeed, sort the numbers in S, and add them into the sets, in
the obvious fashion.
For each Si, we will compute Ti = Su(Si). The idea is as follows. The sets Si contain
numbers at least as large as µi−1. Moreover, each set Si is contained in an interval of length
`i = µi − µi−1 = µi−1. Apply Lemma 3.10, by setting v = bu/µi−1c to get T ′i = SCv(Si).
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This can be done in O
(
(u/µi−1)








time. Let Ti =







running time. Finally, combining all the Ti to obtain Su(S) takes an
additional O(u log2 u) time.
3.4.3 The Õ(u5/4) time algorithm for Su(S)
Combining the above results yields a Õ(u5/4) time algorithm with straightforward descrip-
tion; all that remains is deciding when to apply which algorithm (SS LargeInput of Fig.
3.2).
Theorem 3.7. Let S ⊆ [u] be a set of n elements. Computing the set of all subset sums
Su(S), takes O(u5/4 log2 u) time.
Proof. Fix an 0 < r ≤ u. Partition S into S− = { s ∈ S | s < r }, and S+ = S \ S−.





time, using the algorithm of Lemma 3.8. Compute Su(S) = Su(S−)⊕uSu(S+)
in O(u log u) time, using Lemma 3.1. The running time is O(r5/3 log2 r + u2 log2 u/r + u).




S− ← { s ∈ S | s < r }
S+ ← S \ S−










T ← SS Dense(S) via Lemma 3.7
T ′ ← SS SmallInput(S ∩ [L], L)







, for all i
k ← the smallest i such that µi > u
for i in [1..k]:
Si ← S ∩ [µi−1..µi − 1]
T ′i ← SSC BoundCard(Si, du/µi−1e)
Ti ← {x | (x, y) ∈ T ′i} ∩ [u]
return T1 ⊕u . . .⊕u Tk
SSC BoundCard(S, v):
if S = {x}:
return {(0, 0), (x, 1)}
µ, δ ← min(S), median(S)
S− ← {s | s ∈ S, s < δ}
S+ ← S \ S−
T−, T+ ← SSC BoundCard(S−, v),SSC BoundCard(S+, v)
f ← the linear map (i, j) 7→ (i− µj, j)
return f−1(f(T−)⊕v f(T+))
Figure 3.2: The Õ(u5/4) time algorithm (SS LargeInput) along with the three new algo-
rithms for the subset sum introduced in this section used as subroutines. SS SmallMax is
the Õ(M5/3) time algorithm of Lemma 3.8, SS LargeMin is the Õ(u2/r) time algorithm
of Lemma 3.11, and SSC BoundCard is the Õ(`v2) time algorithm of Lemma 3.10. Note
that SS Dense is the algorithm of Lemma 3.7, which we use as black box.
55
3.5 THE MODULAR SUBSET SUM
In this section, we demonstrate how to extend some of the previous ideas to work for the
modular subset sum problem, where all additions take place modulo m. Previous algorithms
could ignore many sums that fell outside of [u], the challenge here is that this can no longer
be done, since these sums get “wrapped back in” and as such must be accounted for.
For any positive integer m, the set of integers modulo m with the operation of addi-
tion forms a finite group Zm = {0, 1, . . . ,m − 1} of order m. We denote by Z∗m = {x ∈
Zm | gcd(x,m) = 1} the set of units of Zm (also known as the multiplicative group of inte-
gers modulo m), and by ϕ(m) = |Z∗m| Euler’s totient function capturing the the number of
units of Zm. Two integers x, y with gcd(x, y) = 1 are called coprime (or relatively prime).
We call the finite arithmetic progression:
x⊗ [`] =
{
0, x, 2x, . . . , `x
}
a segment of x of length `. Finally, let S/x = {s/x|s ∈ S and x | s} and Sr/x = {s ∈ S |x - s},
where x | s and x - s denote that “s divides q” and “s does not divide q”, respectively.
3.5.1 Subset sums when all numbers are coprime to m
First, we consider the special case of computing S(S) modulo m when all the numbers
in S are coprime to m (SS ModUnit of Fig. 3.3). The idea is to partition S into small
number of short segments, compute the subset sums of each segment, and combine them.
We will use properties of Z∗m to show that one can indeed find such a covering.
Lemma 3.12. For a set S ⊆ Zm of size n, such that S ⊆ x ⊗ [`], the set S(S) can be
computed in O (n` log(n`) log n) time.
Proof. All elements of x⊗ [`] are multiplicities of x, and thus S ′ = S/x ⊆ [`] is a well defined
set of integers. Next, compute S(S ′) in O(n` log(n`) log n) time using the algorithm of
Theorem 3.4 (over the integers). Finally, compute the set {σx (mod m) |σ ∈ S(S ′)} = S(S)
in linear time.
Lemma 3.13. Let S ⊆ Zm be a set of size n covered by segments x1 ⊗ [`], . . . , xk ⊗ [`], for-
mally S ⊆
⋃k
i=1 xi⊗ [`], then the set S(S) can be computed in O(km logm+n` log(n`) log n)
time.
Proof. Partition, in O(kn) time, the elements of S into k sets S1, . . . , Sk, such that Si ⊆
xi ⊗ [`], for i ∈ [k]. Next, compute the subset sums Ti = S(Si) using the algorithm of
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Lemma 3.12, for i ∈ [k]. Then, compute T1 ⊕ T2 ⊕ . . .⊕ Tk = S(S), by k− 1 applications of
Lemma 3.1. The resulting running time is O
(
(k − 1)m logm+
∑





km logm+ n` log(n`) log n
)
.
Next, we show how to acquire such a covering, via an application of set cover. The set
cover problem takes as input a collection of sets in a universe, and outputs a small number
of sets that cover the universe. Covering S ⊆ Z∗m by segments can be framed as a covering
problem for the universe S with sets {(x⊗ [`])∩S |x ∈ Z∗m}. The textbook greedy set cover
algorithm finds an approximate cover in linear time [49, Section 35.3].
We state the following lemma, which stems from the proof of Theorem 3.1 and Remark
3.4 in [79].
Lemma 3.14 ([79]). Let G be a group of m elements and let A ⊆ G be a subset of k
elements. Define a set cover instance with universe S ⊆ G and sets T = {S∩(x⊕A)|x ∈ G}.
Then, the greedy set cover algorithm yields a solution B = {S ∩ (b⊕A) | b ∈ B} ⊆ T , where
|B| = |B| ≤ m
k
(log(k + 1)).
We apply the above lemma to algorithmically produce a set of segments that covers a set
S ⊆ Z∗m.
Lemma 3.15. Let S ⊆ Z∗m be a set of size n. There exists a constant c > 0 such that





segments, each of length `, such that
S ⊆
⋃
x∈L x⊗ [`]. Furthermore, such a collection can be computed in O((n+ logm) `) time.
Proof. There are two steps in the proof. First, we need to bound k = |Z∗m ∩ [`]| with `.
Recall that |Z∗m| = φ(m). Let θ(m) be the number of distinct square-free divisors of m. It
is known that k ≥ `φ(m)
m
− c0θ(m) for some c0 [80, Equation (1.4)]. For m ≥ 3, there are
constants c1, c2 > 0 such that θ(m) ≤ 2
c1 lnm
ln lnm [81] and φ(m) ≥ c2 mln lnm [82, Theorem 328].
Hence, there is some constant c > 0 for which the following holds:
c0θ(m) ≤ 2
c1 lnm


















Second, we need to show the running time. Note that Z∗m is the multiplicative group of
integers modulo m. By Lemma 3.14, there exists a B ⊆ U of size φ(m)
k
(1+ ln k) = O(m
`
log `)
such that S ⊆ A ⊗ B, and can be found with the greedy set cover algorithm over T ={
(x⊗ [`])∩S |x ∈ Z∗m
}
. So, we need to show that the sets in T can be computed quickly. To
implement this efficiently, in the preprocessing stage compute the modular inverses of every
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element in [`] using the extended Euclidean algorithm, in O(` logm) time [49, Section 31.2].
Then, for every b ∈ S and every i ∈ A, find the unique x for which ix ≡ b (mod m) using
the inverse i−1 in O(1) time. This indicates that b is in (x ⊗ [`]) ∩ S. Hence, the greedy
algorithm computes (x⊗ [`]) ∩ S, for all x, in time O(n`+ ` logm).
Putting everything together, completes the algorithm.
Lemma 3.16. Let S ⊆ Z∗m be a set of size n, computing the set of all subset sums S(S)
takes O(min{
√
nm,m5/4} logm log n) time.
Proof. If n < 2
√
m, apply the algorithm of Lemma 3.15 for ` = m/
√
n ≥ m1/2. This results
in a cover of S by O(m
`
log n) segments (each of length `), which takes O((n + logm) `) =
O(
√
nm logm) time. Next, compute S(S) in O(n` log(n`) log n) = O(
√
nm logm log n) time
using the algorithm of Lemma 3.13. Since, n = O(
√
m) we have the promised running time.
If |S| ≥ 2
√




3.5.2 The general case
In this section, we show how to tackle the general case when S is any subset of Zm
(SS Mod of Fig. 3.3).
Algorithm description.
Parameterize the input instance via a triple (Γ, µ, τ) as follows: Γ is the input set, µ is
its modulus and τ an auxiliary parameter such that Γ only contains elements x for which
gcd(x, µ) | τ . For such an instance (Γ, µ, τ), the algorithm computes the set of all subset
sums of Γ modulo µ. The initial instance would then be (S,m,m).
Let q be the smallest prime factor of τ , referred to as pivot. Compute the sets Γ/q and
Γ r/ q from Γ. Recursively compute the (partial) subset sums S(Γ/q) and S(Γ r/ q), of the




∣∣ x ∈ S(Γ/q)} ⊕ S(Γ r/ q) by combining them together using Lemma 3.1.
At the bottom of the recursion, when τ = 1, for each set compute its subset sums, using the
algorithm of Lemma 3.16.
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Handling multiplicities.
During the execution of the algorithm there is a natural tree formed by the recursion.
Consider an instance (Γ, µ, τ) such that the pivot q divides τ (and µ) with multiplicity r.
The top level recursion would generate instances with sets Γ/q and Γ r/ q. In the next level,
Γ/q is partitioned into Γ/q2 and (Γ/q) r/ q. On the other side of the recursion Γ r/ q gets
partitioned (naively) into (Γ r/ q)/q (which is an empty set) and (Γ r/ q) r/ q = Γ r/ q. As
such, this is a superfluous step and can be skipped. Hence, compressing the r levels of the
recursion for this instance results in r + 1 instances:
(Γ/q0) r/ q, (Γ/q1) r/ q, . . . , (Γ/qr−1) r/ q, (Γ/qr) r/ q .
The total size of these sets is equal to the size of Γ. In particular, compress this subtree
into a single level of recursion with the original call having r + 1 children. At each such
level of the tree label the edges by 0, 1, 2, . . . , r, based on the multiplicity of the divisor of
the resulting (node) instance (i.e., an edge between instance sets Γ and (Γ/q2) r/ q would be
labeled by “2”).
Analysis.
The recursion tree formed by the execution of the algorithm has a level for each of the
k = O(logm/ log logm) distinct prime factors of m [81] – assume the root level is the 0th
level.
Lemma 3.17. Consider running the algorithm on input (S,m,m). Then the values of the
moduli at the leaves of the recursion tree are unique, and are precisely the divisors of m.




i be the prime factorization of m, where qi < qi+1 for all 1 ≤ i < k.
Then every vector x = (x1, . . . , xk), with 0 ≤ xi ≤ ri, defines a path from the root to a




i in the natural way: Starting at the root, at each level of the
tree follow the edge labeled xi. If for two vectors x and y there is an i ∈ [k] such that
xi 6= yi, then the two paths they define will be different (starting at the ith level). And,
by the unique factorization of integers, the values of the moduli at the two leaves will also




i with 0 ≤ ρi ≤ ri, occurs as a
modulus of a leaf, and can be reached by following the path (r1 − ρ1, . . . , rk − ρk) down the
tree.





Proof. The algorithm is described in Section 3.5.2, and shown in Fig. 3.3 (SS Mod). We
break down the running time analysis into two parts: The running time at the leaves, and
the running time at internal nodes.
Let d be the number of leaves of the recursion tree. Arrange them so the modulus of the
ith leaf, µi, is the ith largest divisor of m. Note that µi is at most m/i, for all i ∈ [1..d].





















































while the second is bounded by O(m5/4). Putting it all together, the total work done at the
leaves is O(min{
√
nm,m5/4} logm log n).
Next, consider an internal node of modulus µ, pivot q and r + 1 children. The algorithm
combines these instances, by applying r times Lemma 3.1. The total running time necessary
for this process is described next. As the moduli of the instances decrease geometrically,
pair up the two smallest instances, combine them together, and in turn combine the result











= O(µ log µ) .
At the leaf level, by Lemma 3.17, the sum of the moduli
∑d
i=1 µi is known to beO(m log logm)
[82, Theorem 323]. As such, the sum of the moduli of all internal nodes is bounded by
O(km log logm) = O(m logm), as the sum of each level is bounded by the sum at the
leaf level, and there are k levels. As each internal node, with modulus µ, takes O(µ log µ)
time and x log x is a convex function, the total running time spent on all internal nodes is
O(m logm log(m logm)) = O(m log2m).
Aggregating everything together, the complete running time of the algorithm is bounded
by O(min{
√




SS Mod′(Γ, µ, τ):
if τ = 1:
return SS ModUnit(Γ, µ)
q ← smallest prime factor of τ
r ← maximum r such that qr|τ
for i in [r]:
Ti ← SS Mod′((Γ/qi) r/ q, µ/qi, τ/qr)
Ur ← Tr
for i from r − 1 to 0:




if n ≥ 2
√
m:
S ← a subset of 2
√
m elements of S
`← m
n
L0, . . . , Lk ← SetCover(S, {(x⊗ [`]) ∩ S | x ∈ Z∗m})
Partition S into S0, . . . , Sk such that Si ⊆ Li
for i in [k]:
Ti ←
{
x (mod m) | x ∈ SS SmallSum(Si)
}









time algorithm (SS Mod) for the modular sub-
set sum, along with its subroutine SS ModUnit: the algorithm of Lemma 3.16 for comput-








time. Here SetCover(S, T ) is the greedy algorithm that returns a sequence of sets in T
that covers S.
3.6 RECOVERING THE SOLUTION
Given sets X and Y , a number x is a witness for i ∈ X ⊕ Y , if x ∈ X and i− x ∈ Y . A
function w : X ⊕ Y → X is a witness function, if w(i) is a witness of i.
If one can find a witness function for each X ⊕ Y computation of the algorithm, then
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we can traceback the recursion tree and reconstruct the subset that sums up to t in O(n)
time. The problem of finding a witness function quickly can be reduced to the reconstruction
problem defined next.
In the reconstruction problem, there are hidden sets S1, . . . , Sn ⊆ [m] and we have two
oracles Size and Sum that take as input a query set Q.
• Size(Q) returns the size of each intersection:
(
|S1 ∩Q|, |S2 ∩Q|, . . . , |Sn ∩Q|
)










The reconstruction problem asks to find n values x1, . . . , xn such that for all i, if Si is non-
empty, xi ∈ Si. Let f be the running time of calling the oracles, and assume f = Ω(m+ n),
then is it known that one can find x1, . . . , xn in O(f log npolylogm) time [83].
If X, Y ⊆ [u], finding the witness of X ⊕ Y is just a reconstruction problem. Here the
hidden sets are W0, . . . ,W2u ⊆ [2u], where Wi = {x | x + y = i and x ∈ X, y ∈ Y } is
the set of witnesses of i. Next, define the polynomials χQ(x) =
∑
i∈Q x
i and IQ(x) =∑
i∈Q ix
i. The coefficient for xi in χQχY is |Wi ∩ Q| and in IQχY is
∑
s∈Wi∩Q s, which are
precisely the ith coordinate of Size(Q) and Sum(Q), respectively. Hence, the oracles can
be implemented using polynomial multiplication, in Õ(u) time per call. This yields an Õ(u)
time deterministic algorithm to compute X ⊕ Y with its witness function. The exact same
argument also shows we can compute X⊕Y , where X×Y ⊆ [u]× [v] with a witness function
in Õ(uv) time.
Hence, with a polylogarithmic slowdown, we can find a witness function every time we
perform a ⊕ operation, thus, effectively, maintaining which subsets sum up to which sum.
3.7 APPLICATIONS AND EXTENSIONS
Since every algorithm that uses subset sum as a subroutine can benefit from the new
algorithm, we only highlight certain selected applications and some interesting extensions.
Most of these applications are derived directly from Theorem 3.4. Lastly, we highlight an
additional result with applications in error correction codes.
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3.7.1 Bottleneck graph partition
Let G = (V,E) be a graph with n vertices m edges and let w : E → R+ be a weight
function on the edges. The bottleneck graph partition problem is to split the vertices into
two equal-sized sets such that the value of the bottleneck (maximum-weight) edge, over
all edges across the cut, is minimized. This is the simplest example of a graph partition
problem with cardinality constraints. The standard divide-and-conquer algorithm reduces
this problem to solving O(log n) subset sum problems: Pick a weight, delete all edges with
smaller weight and decide if there exists an arrangement of components that satisfy the size
requirement [84]. The integers being summed are the various sizes of the components, the
target value is n/2, and the sum of all inputs is n. Previously, using the O(σ3/2) algorithm
by Klinz and Woeginger, the best known running time was O(m + n3/2 log n) [45]. Using
Theorem 3.4, this is improved to O(m) + Õ(n) time.
3.7.2 Counting and power index
Here we show that the standard divide-and-conquer algorithm can also answer the counting
version of all subset sums. Namely, computing the function Nu,S(x): the number of subsets
of S that sum up to x, where x ≤ u.
For two functions f, g : X → Y , define f  g : X → Y to be




Corollary 3.1. Given two functions f, g : [u]→ [b], one can compute fg in O(u log u log b)
time.
Proof. This is an immediate extension of Lemma 3.1 using the fact that multiplication of
two degree u polynomials, with coefficients at most b, takes O(u log u log b) time [85].
Theorem 3.9. Let S be a set of n positive integers. One can compute the function Nu,S in
O(nu log u log n) time.
Proof. Partition S into two (roughly) equally sized sets S1 and S2. Compute Nu,S1 and
Nu,S2 recursively, and combine them into Nu,S = Nu,S1  Nu,S1 using Corollary 3.1, in




The Banzhaf index of a set S of n voters with cutoff u can be recovered from Nu,S in
linear time. Theorem 3.9 yields an algorithm for computing the Banzhaf index in Õ(nu)
time. Previous dynamic programming algorithms take O(nu) arithmetic operations, which
translates to O(n2u) running time [35]. Similar speed-ups (of, roughly, a factor n) can be
obtained for the Shapley-Shubik index.
3.7.3 Covering Zm by segments
The results of Section 3.5, along with the analysis of the recursion tree, conclude the
following corollary on covering Zm with a small number of segments. In a study on error
correction codes, Chen et al. [86] showed that one can cover Zm with m1+o(1)/
√
` segments
of length `. In this work this is improved to m1+o(1)/`, an improvement factor of
√
`.
For an integer x, let σ0(x) denote the number of divisors of x and σ1(x) the sum of its
divisors. It is known that σ1(x) = O(m log logm) = m
1+o(1) and σ0(x) = m
o(1) [82].
Corollary 3.2. There exists a constant c, for all m ≥ 3 and ` such that 2 c lnmln lnm ≤ ` ≤
m, one can cover Zm with O ((σ1(m) lnm)/`) + σ0(m) = m1+o(1)/` segments of length `.
Furthermore, such a cover can be computed in O(m`) time.
Proof. Let Sm/d = {x/(m/d) | x ∈ Zm and gcd(x,m) = m/d}, for all d | m. Note that
Sm/d = Z∗d, hence by Lemma 3.15, each Sm/d has a cover of O((d ln `)/`) = O((d lnm)/`)
segments. Next, “lift” the segments of each set Sm/d back up to Zm (by multiplying by m/d)




















The time to cover each Sm/d, by Lemma 3.15, is O((n+ logm) `) = O((ϕ(d) + log d)`), since
there are ϕ(d) elements in Sm/d, and Sm/d ⊆ Zd. Also, ϕ(d) dominates log d, as O(ϕ(d)) =
Ω(d/ log log d) [82, Theorem 328], therefore the running time simplifies to O(ϕ(d)`). Sum-
















d|m ϕ(d) = m [82, Sec 16.2], implying the corollary.
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If ` < 2
c lnm
ln lnm , then ` = mo(1). The corollary above then shows that for all `, there is a cover
of Zm with m1+o(1)/` segments of length `. Our analysis only employed elementary number
theory, more involved techniques, such as the ones found in sieve theory, might yield better
bounds.
65
Chapter 4: Nearest Neighbor Seeding Problems
4.1 INTRODUCTION
The nearest neighbor relation has been at the heart of pattern recognition and machine
learning for decades [87, 88, 89, 90, 91, 92]. The most basic form of supervised pattern
recognition schemes is as follows. Given a collection (training set) of sample points of various
labels, correctly decide the label of a new query point. One of the most popular methods
used to label query points is the nearest neighbor rule: Label each query point according to
the label of its nearest neighbor in the training set, with respect to some metric.
The nearest neighbor rule defines one of the most intuitive learning algorithms the nearest-
neighbor classifier (1-NN) for non-parametric classification. From 1951, when it got intro-
duced by Fix and Hodges [87], this seemingly naive learning paradigm remains competitive
against newer complex methods [93, 94]. Practically, 1-NN is not a prime candidate for many
applications due to scaling concerns as the training data increases in size and dimension.
This led Hart [95], to study the Nearest-Neighbor Condensing (NNC) problem (also known
as minimum Consistent Subset problem) – which seeks to identify a minimal subset P ∗ of
the training data P that is consistent with P , in the sense that the nearest neighbor in P ∗
of every x ∈ P possesses the same label as x. The NNC problem has since been shown to
be NP-hard [92, 96] and has been the subject of extensive research [90, 91, 97, 98].
In this work, we study the disparity problem motivated by different questions around the
nearest neighbor rule, including computing a minimum consistent subset. Formally, given a
set of colored points in the plane, for a permutation π of the points, consider the coloring
algorithm that assigns the ith point according to π the color of the closest point to it in{
pπ(1), . . . , pπ(i−1)
}
. If this color assigned to pπ(i) is incorrect, we are forced to seed it (i.e.,
color it explicitly) with its correct color. In the basic formulation of the problem we are
interested in finding a permutation that minimizes the number of points that need to be
seeded but in other formulations the goals might be different.
We believe that in addition to generating challenging and intriguing mathematical ques-
tions for computer scientists, the notion of disparity and the setting presented in this paper
are closely connected to the recently popularized topic of machine teaching : The problem
of finding an optimal training set given a machine learning algorithm and a target model
[99, 100, 101, 102].
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4.2 ON INCREMENTAL COLORING AND DISPARITY
Let P be a set of n points in the plane. Assume that the points of P are colored by
two colors, say red (r) and blue (b). For a permutation π of P , consider the coloring
algorithm that assigns the ith point according to π the color of the closest point to it in{
pπ(1), . . . , pπ(i−1)
}
. If this color assigned to pπ(i) is incorrect, we are forced to seed it (i.e.,
color it explicitly) with its correct color. Here, we are interested in finding a permutation
that minimizes the number of points that need to be seeded.
Definition 4.1. Let (P, d) be a metric space and let χ : P → {b, r} be a coloring of P . For
a permutation π of P , let #(χ, π) be the number of (forced) seeds used when inserting the
points according to π. We refer to #(χ, π) as the disparity of π.
Remark 4.1. Disparity feels remotely similar in nature to discrepancy [103, 104] – in dis-
crepancy one wants to color the points, such that for any range of interest the differences
between the two colors is minimized. For disparity, the coloring is given, but we are inter-
ested in the right order of inserting the points. A closer variant of disparity might be finding
a permutation of insertions that minimizes the discrepancy of any prefix of the permutation.
Definition 4.2. For a set X, a function d : X × X → R is a metric if, for all x, y, z ∈
X, we have (i) d(x, y) ≥ 0, (ii) d(x, y) = 0 ⇐⇒ x = y, (iii) d(x, y) = d(y, x), and
(iv) d(x, z) ≤ d(x, y) + d(y, z). The pair (X, d) is a metric space.
Figure 4.1: The point set, and the Voronoi boundaries between colors.
Disparity is not easy. We conjecture that computing the disparity of a point set in
the plane is already NP-Hard, as the problem seems quite subtle. For example, the natural
approach is seed first a point of the first color, place all the points of this color first, and then
insert all the points of the other color in a way that minimizes the disparity. Unfortunately,
this is wrong, and we have an example where the optimal permutation needs to alternate
between the two colors every few points to color them using the minimum number of seeds
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– two, in this case. The point set is depicted in Figure 4.1, and the permutation using only
two seeds is depicted in Figure 4.2. Futhermore, this statement is further supported bu some
of the results in the rest of this section, where simpler variations are shown to be NP-hard.
4.2.1 Disparity in one dimension
Lemma 4.1. Given a set P ⊆ R of n points, and a coloring χ : P → {b, r}, computing a
permutation that minimizes disparity takes O(n3) time.
Proof. Let p1 < p2 < · · · < pn be the points of P . Let C(i, j) be the minimum number
of seeds needed to color the points of P [i + 1, j − 1] = {pi+1, . . . , pj−1}, assuming that pi
and pj were already inserted, but none of the points of P [i + 1, j − 1] were inserted. For
i < k < j, let f(i, k, j) be a function that is one, if we need to seed k if we insert it next, or
zero otherwise – that is, checking if pk nearest-neighbor among pi and pj has the same color
as pk. Clearly, f(i, k, j) can be computed in constant time. As such, we get the recurrence
C(i, j) = min
k:i<k<j
(C(i, k) + f(i, j, k) + C(k, j)).
We are interested in C(0, n + 1), where p0 = −∞ and pn+1 = +∞ are fictional points that
are colored with a special “different” color, and C(0, n+ 1) can be computed in O(n3) using
dynamic programming.
4.2.2 Disparity for fixed partial coloring is NP-hard
In the partial coloring version of disparity, one is given the permutation order π and a
partially colored set, and the problem is to minimize the disparity, where points that are
not assigned a color can be arbitrarily colored by either color.
Theorem 4.1. Minimizing disparity for a fixed permutation order of a partially colored set
of points in a metric space is NP-Hard.
Proof. The hardness reduction is from Set Cover. Given an instance of the set cover
problem with a ground set U = {u1, . . . , un}, and a collection of nonempty sets F =
{Fi ⊆ U | i = 1, . . . ,m} such that
⋃m
i=1 Fi = U . Let C1 = {c1,1, . . . , c1,nm}, C2 = {c2,1, . . . , c2,nm}
be two sets of nm unique elements. The new metric space (P, d) is P = U ∪F∪C1∪C2, with
permutation order π = (c1,1, . . . , c1,nm, c2,1, . . . , c2,nm, F1, . . . , Fm, u1, . . . , un). The distances
and coloring of the points are specified in Figure 4.3.
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Figure 4.2: The permutation order that achieves minimum disparity of the initial coloring
(top left tile).
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x ∈ C1 y ∈ C2 ui Fj
x′ ∈ C1 2
y′ ∈ C2 4 2
ui′ 1.75 2.25 2
Fj′ 2.75 1.25
{
1 ui ∈ Fj′
3 ui /∈ Fj′
2
group color
C1 ∪ C2 red
u1, . . . , un blue
F1, . . . , Fm not specified
Figure 4.3: The adjacency matrix of the reduction described in the proof of Theorem 4.1.
The claim is that Set Cover 〈U,F〉 covers the ground set with k sets ⇐⇒ the partially
colored set of points with the given permutation has disparity k + 1.
=⇒ Assume there is a cover with k sets for the given instance of Set Cover, using the
sets G = {Fj1 , . . . , Fjk}. Consider the following coloring of π:
(A) Seed as red c1,1 (first point must be seeded),
(B) do not seed c1,2, . . . , c1,nm, c2,1, . . . , c2,nm,
(C) continue with the unspecified color points F , seeding blue only the sets in G, and
(D) do not seed u1, . . . , un.
Clearly, this coloring uses k+1 seeds, and furthermore, all the points of u1, . . . , un are colored
blue, while all the points of C1 ∪ C2 are colored red.
⇐= Assume that we can use k + 1 seeds for the given permutation and metric, realizing
the desired partial coloring:
(A) Seed as red c1,1 (first point must be seeded),
(B) do not seed c1,2, . . . , c1,nm, c2,1, . . . , c2,nm,
(C) continue with the unspecified color points F . Only seed blue the sets Fj that cover (by
becoming the new nearest neighbor) more than one ui as those decrease the solution
size,
(D1) if all points ui are covered, do not seed them;
(D2) otherwise, seed the ui as necessary.
Translating that to the Set Cover instance, choose the k sets corresponding to the blue
seeds from before. If any ui were seeded, find any arbitrary set that covers it add it to the
solution.
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4.2.3 Disparity for partial ordering is in P
In this disparity variant, the points of one color are already inserted and we want to find
a partial ordering for the remaining points of the other color using the minimum number of
seeds. Perhaps surprisingly, this problem can be solved optimally in near-linear time.
Theorem 4.2. Given a set P of points and a coloring χ : P → {b, r} with all the blue points,
B, inserted, computing a partial permutation order π̂ of the n red points R that minimizes
disparity takes O(n polylogn) time.
Proof. Let R be a point set of size n on R2. Calculate the Local Feature Disk (LFD) of every
red point p ∈ R; i.e., the disk centered on p with radius equal to the distance between p
and the closest blue point to it. These disks define an implicit digraph on the point set R,
denoted Γ = (R,A). For each pair of points p, q ∈ R add the arc (p, q) ∈ A whenever p is
contained inside the LFD of q. Next, compute all the meta-sources of the strongly connected
component meta-graph ΓSCC of Γ. From each meta-source of ΓSCC choose any point and
add it to a set S. The partial permutation order π̂ is defined as follows. Start by seeding all
points in S, in arbitrary order. Continue, in forest-fire fashion with the points whose nearest
neighbor is one of the points of S, and then with their neighbors, and so on.
We prove the running time next. We will use the dynamic data structure of [105].
Lemma 4.2 ([105, Thm 4.1]). (a) Any sequence of nI insert and nD delete operations
on an initial set of size n0 takes total expected update time O(n0 log
2 n + nI log
3 n +
nD log
6 n), where n is the maximum size of the set at any time.
(b) query answers vertical ray shooting queries correctly in O(log2 n).
Computing the local feature disk of every point can be done in O(n log n). Lift all points
and disks to the paraboloid z = x2 + y2. Then, a vertical ray shooting query off of a
point of R, will return all the half-planes that contain ellipses that the ray pierces. These
half-planes correspond to all the disks that the point hits in the plane. Using the data
structure of Lemma 4.2 one can maintain and query the set of points and half-planes in
O(n polylogn) time. As such, one can define the implicit graph Γ = (A,P ) as well as Γrev
by adding an arc from each point towards every other point within its disk. Next, one needs
to find all the meta-sources of the strongly connected component meta-graph ΓSCC of Γ.
First, find all the SCC of the implicit graph Γ using Kosaraju’s algorithm [106], running
dynamic DFS every time instead. In dynamic DFS, after a vertex is finished (its finish time
is computed) it is deleted from the graph, here we delete the point along with its half-plane.
This operation is supported by the data structure maintaining the points and half-planes,
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and takes O(polylogn) time per operation. Finally, identify the source SCCs by checking if
no vertex within the component has incoming edges from outside its component. The total
running time for this algorithm is dominated by O(n polylogn).
4.2.4 Other variants
There is a plethora of problems that can be defined around disparity. A few natural
extensions include more colors k ≥ 3 and points in higher dimensions Rd, d ≥ 3. Next, we
state some such variations.
Lemma 4.3. Given a set P of 2n points in the plane, a coloring χ : P → {b, r}, and the
relative permutation orders for the n blue πb and n red πr points, finding the best way to
interleave them to minimize disparity can be answered in O(n2 log n) time.
Proof. Let πb and πr be the relative permutation orders of the blue and red points. Let
C[i, j] be the minimum number of seeds needed to correctly color the first i points of πb and
j points of πr. The function f(i) returns the color of the nearest inserted neighbor of point
i, and can be computed in O(log n) time. As such we get the recurrence:
C[i, j] = min

0 i ≤ 0 and j ≤ 0
C[i− 1, j] + 1 i > 0 and g(πb(i)) 6= b
C[i, j − 1] + 1 j > 0 and g(πr(j)) 6= r
C[i− 1, j] i > 0 and g(πb(i)) = b
C[i, j − 1] j > 0 and g(πr(j)) = r
We are interested in C[n, n] which can be computed in O(n2 log n) using dynamic program-
ming.
Problem 4.1. Given a set P of n points, find a deployment order π of minimum disparity
that achieves a balanced coloring; i.e., any coloring such that the difference of the two set
sizes is at most one.
Finally, the setting of this paper can be applied to a variety of geometric or graph-related
problems to create new challenging formulations. One such example is the Euclidean TSP
with at most k color changes between the blue and red points.
Problem 4.2. Given a set P of n points in the plane and a coloring χ : P → {b, r}, compute
the Euclidean TSP of the points with up to k color changes.
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4.3 DISPARITY AND THE NEAREST NEIGHBOR CONDENSING PROBLEM
Consider the following variant of the disparity problem. As before, we assume that we
have a point set P of n points in the plane and that the points of P are colored by two
colors, say red (r) and blue (b). Consider the coloring algorithm that assigns to each point
the color of its closest seed. Here, we are interested in finding the minimum number of points
that need to be seeded to realize the initial coloring.
This problem is of interest to the statistical classification and machine learning communi-
ties where it is known as the Nearest Neighbor Condensing (NNC) or Minimum Consistent
Subset problem [95, 91]. Formally, the problem seeks to identify a minimal subset P ∗ ⊆ P
that is consistent with P , in the sense that the nearest neighbor in P ∗ of every x ∈ P
possesses the same label (color in our case) as x.
The NNC problem has been the subject of extensive research since its introduction [95,
91, 92, 107, 108, 98, 109]. It can be used to address shortcomings of the nearest neighbor
classifier [87]; perhaps the most intuitive non-parametric classification algorithm
In essence, despite a number of advantages it enjoys, the nearest neighbor classifier does
not scale as the input data size and dimension increase. NNC attempts to ameliorate these
concerns by finding a minimal consistent subset of P . Not surprisingly, the NNC problem,
and as such the disparity variant above, has been shown to be NP-hard [92, 97].
An interesting variant of the NNC problem is one where one seeks to find the minimum
number of seeds to correctly color all points in an incremental fashion. That is, the first
k seeds of a solution are competitive with the best approximate coloring of just k seeds.
Studying this variant, produced the following geometric result, which may be of independent
interest.
Lemma 4.4. Given a set P of n points on the plane, there is a pair of points p1, p2 whose
bisector achieves a 7
8
-balanced separation.
Proof. First, find a separating line L1, dividing the points in two sets of size n/2 – if n is
odd, L1 passes through one of the points. Next, via the Ham Sandwich thm, there is a
second line L2 that divides both previous regions in half, creating four new regions of n/4
points each. Choose the two regions that correspond to the opposite acute angles, and call
them T1 and T2. Next, apply the Ham Sandwich thm a second time, to separate T1 and T2,
via a line L3.
Assume that L3 passes through the intersection of L1 and L2. Choose the two regions
that correspond to the opposite angles θ such that θ ≤ 45◦, let those regions be R1 and R2.
Let S1, S2 be the point sets of R1, R2, respectively. Finally, let p ∈ S1 be the closest point














Figure 4.4: Proof of Lemma 4.4.
(i) There is a single nearest neighbor of p in S2, say q. Then, take the bisector of p, q, it
separates P into two parts of size at most 7n/8 each.
(ii) There are two (or more) nearest neighbors of p in S2. Choose the two that are wider
apart from each other, say those points are q1, q2. Assume that p lies at the intersection
of L1, L2 and L3 and q1, q2 are on the lines defining R2 (L1 and L3, see Figure 4.4).
Let d(p, q1) = d(p, q2) = `. Next, without loss of generality, draw the bisector of p, q2
and let b be the point the bisector crosses the segment pq1 and m be the midpoint of
the segment pq2.
In the triangle 4pmb: |pm| = `/2 and |bm| ≤ `/2, as |bm| = |pm| · tan θ and θ ≤ 45◦
(and so tan θ < 1). As such, the length of the hypotenuse |pb| ≤ `/
√
2 < `. So, both q1
and q2 are on the same side of the bisector, and, so, the bisector can not be separating
any other points of S2.
Finally, notice that if p was anywhere else within R1, the distances d(p, q1) and d(p, q2)
would only increase, so the bisector would only move further away from the points
of S2. Similarly, if q1, q2 were not at maximum distance from each other, the angle θ
would decrease and so would the distance of the bisector from q1, moving it further
away from the points of S2.
As such, taking the bisector of p with any of q1 or q2, separates P into two parts of at
most 7n/8 each.
The case that L3 does not pass through the intersection of L1 and L2, reduces to the above
case. Indeed, in this case define the regions R1 and R2 by the intersection of lines L1, L3
and L2, L3. One of R1 and R2 will have an angle less than 45
◦, say R2. Then, the bisector
of p ∈ R1 and q2 ∈ R2 would only move further away from the points of S2 as we argued for










Figure 4.5: Lower bound for balanced bisectors.
Lemma 4.5. Given a set P of n points on the plane, there is no pair of points p1, p2 whose
bisector achieves better than a 3
4
-balanced separation.
Proof. Proof by counter-example is given in Figure 4.5.
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of the stochastic block model for modular networks and its algorithmic
applications,” Phys. Rev. E, vol. 84, p. 066106, Dec 2011. [Online]. Available:
http://link.aps.org/doi/10.1103/PhysRevE.84.066106
[5] E. Mossel, J. Neeman, and A. Sly, “Stochastic Block Models and Reconstruction,”
Available online at arXiv: 1202.1499, 2012.
[6] E. Mossel, J. Neeman, and A. Sly, “A proof of the block model threshold conjecture,”
Available online at arXiv:1311.4115, 2013.
[7] E. Abbe, A. S. Bandeira, and G. Hall, “Exact recovery in the stochastic block model,”
Available online at arXiv:1405.3267 [cs.SI], 2014.
[8] Y. Chen and J. Xu, “Statistical-computational tradeoffs in planted problems and sub-
matrix localization with a growing number of clusters and submatrices,” Available
online at arXiv:1402.1267 [stat.ML], 2014.
[9] E. Mossel, J. Neeman, and A. Sly, “Consistency thresholds for binary symmetric block
models,” Available online at arxiv:1407.1591, 2014.
[10] B. Hajek, Y. Wu, and J. Xu, “Achieving Exact Cluster Recovery Threshold via
Semidefinite Programming,” Available online at arXiv:1412.6156 [stat.ML], 2014.
[11] B. Hajek, Y. Wu, and J. Xu, “Achieving Exact Cluster Recovery Threshold
via Semidefinite Programming: Extensions,” Available online at arXiv:1502.07738
[stat.ML], 2015.
[12] E. Abbe and C. Sandon, “Community detection in general stochastic block mod-
els: fundamental limits and efficient recovery algorithms,” Available online at
arXiv:1503.00609 [math.PR], 2015.
76
[13] A. S. Bandeira, “Random Laplacian matrices and convex relaxations,” Available online
at arXiv:1504.03987 [math.PR], 2015.
[14] P. Erdös and A. Renyi, “On random graphs. I,” Publicationes Mathematicae, 1959.
[15] N. Alon, M. Krivelevich, and B. Sudakov, “Finding a large hidden clique in a random
graph,” in Proceedings of the Ninth Annual ACM-SIAM Symposium on Discrete
Algorithms, 25-27 January 1998, San Francisco, California., 1998. [Online]. Available:
http://dl.acm.org/citation.cfm?id=314613.315014 pp. 594–598.
[16] N. Alon and N. Kahale, “A spectral technique for coloring random 3-colorable
graphs,” SIAM J. Comput., vol. 26, no. 6, pp. 1733–1748, 1997. [Online]. Available:
http://dx.doi.org/10.1137/S0097539794270248
[17] E. Arias-Castro and N. Verzelen, “Community Detection in Random Networks,” Avail-
able online at arXiv:1302.7099 [math.ST], 2013.
[18] R. B. Boppana, “Eigenvalues and graph bisection: An average-case analysis,” in
Proceedings of the 28th Annual Symposium on Foundations of Computer Science,
ser. SFCS ’87. Washington, DC, USA: IEEE Computer Society, 1987. [Online].
Available: http://dx.doi.org/10.1109/SFCS.1987.22 pp. 280–285.
[19] A. Condon and R. M. Karp, “Algorithms for graph partitioning on the planted
partition model,” Random Struct. Algorithms, vol. 18, no. 2, pp. 116–140,
2001. [Online]. Available: http://dx.doi.org/10.1002/1098-2418(200103)18:2〈116::
AID-RSA1001〉3.0.CO;2-2
[20] S. Yun and A. Proutiere, “Accurate community detection in the stochastic block model
via spectral algorithms,” Available online at arXiv:1412.7335, 2014.
[21] E. Mossel, J. Neeman, and A. Sly, “Belief propagation, robust reconstruction and
optimal recovery of block models,” in Proceedings of The 27th Conference on Learning
Theory, COLT 2014, Barcelona, Spain, June 13-15, 2014, 2014. [Online]. Available:
http://jmlr.org/proceedings/papers/v35/mossel14.html pp. 356–370.
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[104] J. Matoušek, Geometric Discrepancy, ser. Algorithms and Combinatorics. Springer,
1999, vol. 18. [Online]. Available: http://kam.mff.cuni.cz/∼matousek/dg.html
[105] T. M. Chan, “A dynamic data structure for 3-d convex hulls and 2-d nearest neighbor
queries,” in Proc. 17th ACM-SIAM Sympos. Discrete Algs. (SODA), 2006. [Online].
Available: http://dl.acm.org/citation.cfm?id=1109557.1109689 pp. 1196–1202.
[106] M. Sharir, “A strong-connectivity algorithm and its applications in data flow analysis,”
Computers & Mathematics with Applications, vol. 7, no. 1, pp. 67–72, 1981.
[107] U. v. Luxburg and O. Bousquet, “Distance-based classification with lipschitz func-
tions,” Journal of Machine Learning Research, vol. 5, no. Jun, pp. 669–695, 2004.
[108] F. Angiulli, “Fast condensed nearest neighbor rule,” in Proceedings of the 22nd inter-
national conference on Machine learning. ACM, 2005, pp. 25–32.
[109] A. Kontorovich, S. Sabato, and R. Weiss, “Nearest-neighbor sample compression: Effi-
ciency, consistency, infinite dimensions,” in Advances in Neural Information Processing
Systems, 2017, pp. 1573–1583.
84
