Abstract. We develop the theory of recollements in a stable ∞-categorical setting. In the axiomatization of Beȋlinson, Bernstein and Deligne, recollement situations provide a generalization of Grothendieck's "six functors" between derived categories. The adjointness relations between functors in a recollement
induce a "recollée" t-structure t0 ∪ | ≡ t1 on D , given t-structures t0, t1 on D 0 , D 1 . Such a classical result, well-known in the setting of triangulated categories, is recasted in the setting of stable ∞-categories and the properties of the associated (∞-categorical) factorization systems are investigated. In the geometric case of a stratified space, various recollements arise, which "interact well" with the combinatorics of the intersections of strata to give a well-defined, associative ∪ | ≡ operation. From this we deduce a generalized associative property for n-fold gluing t0 ∪ | ≡ ⋯ ∪ | ≡ tn, valid in any stable ∞-category.
Later, "recollement data" were noticed to appear quite naturally in the context of intersection homology [Pfl01, GM80, GM83] and Representation Theory [PS88, KW01] . In more recent years Beligiannis and Reiten [BR07] , adapting to the triangulated setting an old idea of Jans [Jan65] , linked recollement data to so-called ttf-triples (i.e. triples (X , Y, Z) such that both (X , Y) and (Y, Z) are t-structures): recollement data, in the form of ttf-triples, appear quite naturally studying derived categories of representations of algebras, see [BR07, Ch. 4 ].
Here we translate the basic theory of recollements in the stable ∞-categorical setting and investigate their properties. In particular, inspired by the analysis of geometric recollements data associated with a stratified space, we consider the problem of associativity for iterated recollements, and show how one has associativity as soon as the relevant Beck-Chevalley condition is satisfied. Remarkably, in the geometric situation, this condition is always satisfied so that, as one should maybe expect, geometric iterated recollements do not depend on the order on which recollement data are used to produce the global t-structure on the derived category of the stratified space X. Although probably implicit in the construction, this remark appears not be spelled out explicitly in [BBD82] .
Classical Recollements.
Sitzt ihr nur immer! leimt zusammen, Braut ein Ragout von andrer SĚmaus, und blas't die kmmerliĚen Flammen aus eurem AsĚenhufĚen 'raus! Faust, I
-.
The aim of this subsection is to present the basic features of "classical" recollements in the setting of stable ∞-categories ignoring, for the moment, the translation in terms of normal torsion theories which will follow. Definition 2.1 : A (donnée de) recollement consists of the following arrangement of stable ∞-categories and functors between them:
satisfying the following axioms:
(1) There are adjunctions i L ⊣ i ⊣ i R and q L ⊣ q ⊣ q R ;
(2) The counit ǫ (i L ⊣i) ∶ i L i → 1 and the unit η (i⊣i R ) ∶ 1 → i r i are natural isomorphisms; also, the unit 1 →R and counitL → 1 are natural isomorphisms;
(1)
3) The (essential) image of i equals the essential kernel of q, namely the full subcategory of D such that qX ≅ 0 in D 1 ;
(4) The natural homotopy commutative diagrams
induced by axioms ( ), ( ) and ( ) are pullouts (2) .
Remark 2.2 :
As an immediate consequence of the axioms, a recollement gives rise to various reflections and coreflections of D: since by axiom ( ) the functors i, q L , q R are all fully faithful, q R q, ii L are reflections and q L q, ii R are coreflections. Moreover, axioms ( ) and ( ) entail that the compositions i R q R , qi, i L q L are all "exactly" zero, i.e. not only the kernel of q is the essential image of i, but also the kernel of i L R is the essential image of q L R .
Remark 2.3 : Axioms ( ) and ( ) together imply that there exists a canonical natural transformation i R → i L , obtained as i R (η (i L ⊣i) ) (or equivalently, as i L (ǫ (i⊣i R ) ): it's easy to see that these two arrows coincide). Axiom ( ) entails that there is a fiber sequence of natural transformations
Notation 2.4 : We will generally use a compact form like
to denote a recollement (1), especially in inline formulas. Variations on this are possible, either to avoid ambiguities or to avoid becoming stodgy. We will for example say that
having D as a central object. In other situations we adopt an extremely
(1) With a little abuse of notation we will write compact notation, referring to a (donné de) recollement with the symbol Ö of (the letter rae of the Georgian alphabet, in the ÑÜ ÖÙÐ script, see [Hew95] ).
A geometric example. The most natural example of a recollement comes from the theory of stratified spaces [Wei94, Ban07] :
Example 2.5 : Let X be a topological space, F ⊆ X a closed subspace, and
From the two inclusions j∶ F ↪ X, and i∶ U ↪ X we obtain the adjunc-
and Coh(F ) of coherent sheaves on the strata. Passing to their (bounded below-)derived versions we obtain functors
giving rise to reflections and coreflections Remark 2.6 : The above example, first discussed in [BBD82] , is in some sense paradigmatic, and it can be seen as a motivation for the abstract definition of recollement: a generalization of Grothendieck's "six functors" formalism. Several sources [Han14, BP13, AHKL11, C + 14] convey the intuition that a recollement Ö is some sort of "exact sequence" of triangulated categories, thinking D as decomposed into two parts, an "open" and a "closed" one. This also motivates the intuition that a donnée de recollement is not symmetric.
An algebraic example. The algebraic counterpart of the above example involves derived categories of algebras: we borrow the following discussion from [Han14] .
Then there exists a recollement
between the derived categories of modules on the rings A J, A, eAe. Interestingly enough, also this example is paradigmatic in some sense; more precisely, every recollement Ö∶D(
in a suitable sense, to a "standard" recollement where i L and q L act by tensoring with distinguished objects
Proposition 2.9 :
be a recollement between algebras; then Ö is equivalent (in the sense of Remark 2.14) to a standard recollement × generated by the pair (Y, Y 2 ).
The proof relies on the following Lemma 2.10 : Let A 1 , A, A 2 be algebras. The derived categories on these algebras are part of a recollement
• X 2 is an exceptional and compact object, and X 1 is exceptional and self-compact;
See [Han14, §2] for details. A homotopical example. Let Ho( G Sp) be the global stable homotopy category of [Sch] ; this is defined as the localization of the category of globally equivariant orthogonal spectra at the homotopical class of global equivalences ([Sch, Def. 1.2]: the homotopical category G Sp admits a natural forgetful functor u∶ G Sp → Sp which "forgets the equivariancy" (it is the identity on objects, and includes the class of global equivalences in the bigger class of weak equivalences of plain spectra), which has both a left and a right adjoint u L , u R , and plays the rôle of a q-functor in a recollement
where the functor i∶ Sp + → G Sp embeds the subcategory of orthogonal spectra that are stably contractible in the traditional, non-equivariant sense. This simple remark will be extremely useful in view of the "standard procedure" for proving results in recollement theory outlined in 2.24. 
This definition turns the collection of all recollement data into a ∞-category denoted Recol and called the (∞-)category of recollements.
Remark 2.14 : The natural definition of equivalence between two recollement data (all three functors (F 0 , F 01 , F 1 ) are equivalences) has an alternative reformulation (see [PS88, Thm. 2.5]) asking that only two out of three functors are equivalences; nevertheless (loc. cit.) this must not be interpreted as a full 3-for-2 condition.
Equivalently, we can define this notion (see [AHKL11, §1.7] ), asking that the essential images of the fully faithful functors (i, q L , q R ) are pairwise equivalent with those of
. We now concentrate on other equivalent ways to specify a recollement on a stable ∞-category, slightly rephrasing Definition 2.1: first of all, [HJ10, Prop. 4.13.1] shows that the localization functor q R q, which is an exact localization with reflective kernel, uniquely determines the recollement datum up to equivalence; albeit of great significance as a general result, we are not interested in this perspective, and we address the interested readers to [HJ10] for a thorough discussion.
Another equivalent description of a recollement, nearer to our "torsiocentric" approach, is via a pair of t-structures on D 
where
Stable ttf triples are in bijection with equivalence classes of recollements, as it is recalled in [Nic08, Prop. 4.2.4]; the same bijection holds in the stable setting, mutatis mutandis.
We conclude this introductory section with the following Lemma, which will be of capital importance all along §3: functors in a recollement jointly reflect isomorphisms.
Lemma 2.16 [Joint conservativity of recollement data]: Let D be a stable ∞-category, and let
be a recollement on D. Then the following conditions are equivalent for an arrow f ∈ hom(D):
In other words, the pairs of functors {q, i R } and {q, i L } jointly reflect isomorphisms.
Proof. We only prove that if q(f ) and i L (f ) are isomorphisms in the respective codomains, then f is an isomorphism in D. We need a preparatory sub-lemma, namely that the pair {q, i L } reflects zero objects; the only non trivial part of this statement is that if
With this preliminary result, we recall that f ∶ X → Y is an isomorphism if and only if fib(f ) ≅ 0, and apply the previous result, together with the fact that recollement functors preserve pullouts.
Replacing i L with i R , the proof shows a similar statement about the joint reflectivity of {q, i R }.
Notation 2.17 : We will often use a rather intuitive shorthand, writing {q, i L }(f ), or {q, i R }(f ) to both functors applied to the same arrow. For example:
• Given (the left classes of) a pair of t-structures
and other combinations.
• Given (the left classes of) a pair of normal torsion theories E 0 , E 1 ,
Remark 2.18 : The joint reflectivity of the recollement functors {q, i L } or {q, i R } can be seen as an analogue, in the setting of an abstract recollement, of the fact that in the geometric case of the recollement induced by a stratification ∅ ⊂ U ⊂ X one has ([PS88, 2.3]) that a morphism of sheaves ϕ∶ F → F ′ on X is uniquely determined by its restrictions ϕ U and ϕ X∖U .
The classical gluing of t-structures.
The main result in the classical theory of recollements is the so-called gluing theorem, which tells us how to obtain a t-structure t = t 0 
and let t i be t-structures on D i for i = 0, 1; then there exists a t-structure on D, called the gluing of the t i (along the recollement Ö, but this specification is almost always omitted) and denoted t 0
Remark 2.20 : Following Notation 2.17 we have that
, which is a rather evocative statement: the left/right class of t 0 ∪ | ≡ t 1 is determined by the left/right adjoint to i. Remark 2.21 : The "wrong way" classes (D do not define a t-structure in general. However they do in the case the recollement situation Ö is the lower part of a 2-recollement, i.e. there exists a diagram of the form
where both
and
are recollements, with Ö = Ö 3 . Indeed, in this situation one has
More generally, an n-recollement is defined as the datum of three stable
with n + 2 functors on each edge, such that every consecutive three functors
Applications of this formalism to derived categories of algebras, investigating the relationships between the recollements of derived categories and the Gorenstein properties of these algebras, can be found in [HQ14, Qin15] . is endowed with the glued t-structure t 0
A proof of the gluing theorem in the classical setting of triangulated categories can be found in [Ban07, Thm. 7.2.2] or in the standard reference [BBD82] . We briefly sketch the argument given in [Ban07] as we will need it in the torsio-centric reformulation of the gluing theorem. <0 . Let F i denote the normal torsion theory on D i , inducing the t-structure t i ; let η 1 ∶ qX → R 1 qX be the arrow in the fiber sequence
Proof of Thm. 2.19. We begin showing the way in which every
induced by F 0 on D 0 , and its mateθ∶ W X → iR 0 i L W X; take its fiber SX, and the object RX defined as the pushout of
To prove that these two objects are the candidate co/truncation we consider the diagram
where all the mentioned objects fit, and where every square is a pullout. We have to prove that SX ∈ (D
To do this, apply the functors q, i L , i R to (2.1), obtaining the following diagram of pullout squares (recall the exactness properties of the recollement functors, stated in Prop. 2.12):
where we took into account the relations qi = 0,
. It remains to show that the two classes D ≥0 , D <0 are orthogonal; to see this, suppose that X ∈ D ≥0 and Y ∈ D <0 . We consider the fiber sequence
and we conclude, thanks to the exactness of this sequence.
Remark 2.23 : Strictly speaking, the domain of definition of the gluing operation ∪ | ≡ is the set of triples (t 0 , t 1 , Ö) where
distinction is strictly necessary we will adopt an obvious abuse of notation.
Remark 2.24 [A standard technique]:
The procedure outlined above is in some sense paradigmatic, and it's worth to trace it out as an abstract way to deduce properties about objects and arrows fitting in a diagram like (2.1). This algorithm will be our primary technique to prove statements in the "torsio-centric" formulation of recollements:
• We start with a particular diagram, like for example (2.1) or (3.1) below; our aim is to prove that a property (being invertible, being the zero map, lying in a distinguished class of arrows, etc.) is true for an arrow h in this diagram.
• We apply (possibly only some of) the recollement functors to the diagram, and we deduce that h has the above property from -The recollement relations between the functors (Def. .
3.1. The Jacob's ladder: building co/reflections. The above procedure to build the functors R, S depends on several choices (we forget half of the fiber sequence S 1 qX → qX → R 1 qX) and it doesn't seem independent from these choices, at least at first sight. The scope of this first subsection is to show that this apparent asymmetry arises only because we are hiding half of the construction, taking into account only half of the fiber sequence (16). Given an object X ∈ D a dual argument yields another way to construct a fiber sequence
out of the recollement data, which is naturally isomorphic to the former SX → X → RX. We briefly sketch how this dualization process goes: starting from the coreflection arrow ǫ 1 ∶ S 1 qX → qX, taking its mate q L S 1 qX → X under the adjunction q L ⊣ q, and reasoning about its cofiber we can build a diagram which is dual to the former one, and where every square is a pullout:
The two squares of the previous constructions fit into a "ladder" induced by canonical isomorphisms SX ≅ S ′ X, RX ≅ R ′ X; the construction is functorial in X. The "Jacob's ladder" is the following diagram:
Proof. It suffices to prove that both SX, S ′ X lie in D ≥0 and both RX, R ′ X lie in D ≤0 ; given this, we can appeal (a suitable stable ∞-categorical version of) [BBD82, Prop. 1.1.9] which asserts the functoriality of the truncation functors, i.e. that when the same object X fits into two fiber sequences arising from the same normal torsion theory, then there exist the desired isomorphisms.
(5)
The procedure showing this is actually the same remarked in 2.24: we apply q, i L , i R to the diagram (3.1) and we exploit exactness of the recollement functors to find pullout diagrams showing that R ′ X ∈ D <0 and S ′ X ∈ D ≥0 . Once these isomorphisms have been found, it remains only to glue the two sub-diagrams
to obtain the ladder. Now, this construction is obtained by taking into account the fiber sequence S 1 qX → qX → R 1 qX as a whole, and since this latter object is uniquely determined up to isomorphism, we obtain a diagram of endofunctors
where every square is a pullout (again giving to a category of functors the obvious stable structure [Lur11, Prop. 1.1.3.1]), and where the functorial nature of W , K and C is a consequence of their construction. Notice also that this latter diagram of functors uses homogeneously all the recollement functors, and that it is "symmetric" with respect to the antidiagonal (it switches left and right adjoints, as well as reflections and coreflections). The functors S, R are the co/truncations for the recollée t-structure, and the normality of the torsion theory is witnessed by the pullout subdiagram
From now on, we will always refer to the diagram above as "the Jacob ladder" of an object X ∈ D, and/or to the diagram induced by a morphism f ∶ X → Y between the ladder of the domain and the codomain, i.e. to three-dimensional diagrams like
3.2. The ntt of a recollement. Throughout this subsection we outline the torsio-centric translation of the classical results recalled above. In particular we give an explicit definition of the ∪ | ≡ operation when it has been "transported" to the set of normal torsion theories, independent from its characterization in terms of the pairs aisle-coaisle of the two t-structures. From now on we assume given a recollement
), in view of our "Rosetta stone" theorem [FL15b] , there exist normal torsion theories Remark 3.3 : The t-structure t = t 0 ∪ | ≡ t 1 on D must itself come from a normal torsion theory which we denote F 0
in other words the following three conditions are equivalent for an object X ∈ D:
• X lies in (D
e. RX ≅ 0 in the notation of (3.1);
• {q, i L }(X) ∈ E, following Notation 2.17.
We now aim to a torsio-centric characterization of the classes (E 0
, relying on the factorization properties of (E i , M i ) alone: since we proved Thm. 2.19 above, there must be a normal torsion theory F 0
is the (unique) normal torsion theory whose torsion/-torsionfree classes are (D
2.19,
Clearly this is only an application of our "Rosetta stone" theorem, so in some sense this result is "tautological". But there are at least two reasons to concentrate in "proving again" Thm. 2.19 from a torsio-centric perspective:
• The construction offered by the Rosetta stone is rather indirect, and only appropriate to show formal statements about the factorization system F(t) induced by a t-structure; • In a stable setting, the torsio-centric point of view, using factorization systems, is more primitive and more natural than the classical one using 1-categorical arguments (i.e., t-structures t on the homotopy category of a stable D are induced by normal torsion theories in D; in the quotient process one loses important informations about t). Both these reasons lead us to adopt a "constructive" point of view, giving an explicit characterization of F 0 ∪ | ≡ F 1 which relies on properties of the factorization systems F 0 , F 1 alone, independent from triangulated categorical arguments.
In the following section we will discuss the structure and properties of the factorization system F 0 ∪ | ≡ F 1 , concentrating on a self-contained and categorically well motivated construction of the classes E 0
starting from an obvious ansatz which follows Remark 3.3.
(6) Thanks to the Sator lemma we are allowed to use "X ∈ K" as a shorthand to denote that either the initial arrow 
Equivalently, we have to prove that 
Hence qRf is an isomorphism, since it fits into the square qRX qRY
Now apply the functor i L to the Jacob ladder, obtaining
As noticed above, R 1 qf is an isomorphism, so also i L q R R 1 qf is an isomorphism. Then i L Rf is an isomorphism by the five-lemma applied to the morphism of fiber sequences
Vice versa: assuming Rf is an isomorphism in D, we want to prove that
is an isomorphism, since the square qRX qRY
is commutative. Then, from diagram (26) we see that, since both i L q R R 1 qf and i L Rf are isomorphisms, so is also
The converse implication has no reason to be true in general. However it is true for terminal (or initial) morphisms. Namely, from the Rosetta stone one has that X ∈ E 0
and so if and only if {q, i L }(X) ∈ E. On the other hand, X ∈ E 0
can actually be easily checked directly. Namely, if qX ∈ D 1 ≥0 , then q R R 1 qX = 0 and so X = W X in this case. Specular considerations apply to the right class M 0
Properties of recollements.
"Do what thou wilt" shall be the whole of the Law. The study of this Book is forbidden. It is wise to destroy this copy after the first reading. Whosoever disregards this does so at his own risk and peril.
Ankh-ef-en-Khonsu i
In this section we address associativity issues for the ∪ | ≡ operation: it is a somewhat subtle topic, offering examples of several non-trivial constructions even in the classical geometric case: it is our opinion that in a stable setting the discussion can be clarified by simple, well-known categorical properties.
We start proving a generalization of [Ban07, BBD82] where it is stated that the gluing operation can be iterated in a preferential way determined by a stratification of an ambient space X. This result hides in fact an associativity property for the gluing operation, in a sense which our Thm. 4.2 below makes precise.
Suitably abstracted to a stable setting, a similar result holds true, once we are given a Urizen compass (a certain shape of diagram like in Def. 4.7, implying certain relations and compatibilities between different recollements, which taken together ensure associativity).
4.1. Geometric associativity of the gluing. An exhaustive account for the theory of stratified spaces can be found in [Pfl01, Ban07, Wei94] . Here, since we do not aim at a comprehensive treatment, we restrict to a sketchy recap of the basic definitions.
A stratified space of length n consists of a pair (X, s) where
is a chain of closed subspaces of a space X, subject to various technical assumptions which ensure that the homology theory we want to attach to (X, s) is "well-behaved" in some sense.
All along the following section, we will denote a pure stratum of a stratified space (X, s) the set-theoretical difference
Remark 4.1 : The definition is intentionally kept somewhat vague in various respects, first of all about the notion of "space": the definition of stratification can obviously be given in different contexts (topological spaces, topological manifolds, pl-manifolds, . . . ) according to the needs of the specific theory we want to build; when the stratification s is clear from the context, we indulge to harmless, obvious abuses of notation.
The associativity properties of ∪ | ≡ are deeply linked with the presence of a stratification on a space X, in the sense that a stratification s is what we need to induce additional recollements "fitting nicely" in the diagram of inclusions determined by s. These recollements define a unique t-structure t 0
given t i on the derived categories of the pure strata. To motivate the shape and the strength of the abstract conditions ensuring associativity of ∪ | ≡ , exposed in §4.2, and in particular the definition of a Urizen compass 4.7, we have to dig into deep in the argument sketched in the geometric case in [BBD82, 2.1.2-3]: we start by recalling Theorem 4.2 : [Ban07, p. 158] Let (X, s) be a stratified space, {E 0 , . . . , E n } the set of its pure strata, and t i be a set of t-structures, one on each D(E i ),
Then there exists a uniquely determined t-structure t 0
, obtained by an iterated gluing operation as the parenthesization (⋯((t 0
Following Notation 2.22 we will refer to the pair
Proof. A stratification of X as in (29) induces a certain triangular diagram G n of the following form, where all maps i k are inclusions of the closed subspaces U k of s, and all j k are inclusions of the pure strata E k : in the notation above we obtain
This diagram can clearly be defined inductively starting from n = 1 (the diagram of inclusions as in Example 2.5). Given this evident recursive nature, it is sufficient to examine the case n = 2 of a stratification U 0 ⊂ U 1 ⊂ X, depicted as
to notice that the t-structure (t 0
The inductive step simply adds another inclusion (and the obvious maps between derived categories) to these data.
Remark 4.3 :
In the previous proof, in the case n = 2, we could have noticed that two "hidden" recollement data, given by the inclusions
Here and for the rest of the section, drawing large diagrams of stable categories, we adopt the following shorthand: every edge h∶ E → F is decorated with an adjoint triple
come into play: the refinement of the inclusions in the diagram above induces an analogous refinement which passes to the derived ∞-categories,
Beck-Chevalley condition for a commutative square, which we now adapt to the ∞-categorical setting.
Definition 4.5 [Beck-Chevalley condition]: Consider the square
in a (∞, 2)-category, filled by an invertible 2-cell θ∶ u○a ≅ h○g and such that 
is invertible as well. Similarly, when a ⊣ a R , h ⊣ h R we define the 2-cell
and we say that the square (35) is right Beck-Chevalley (rbc for short) whenθ is invertible. We will say that the square (35) is Beck-Chevalley (bc for short) when it is both left and right beck-Chevalley.
In light of this property enjoyed by diagram ① in (32) it's rather easy to show that the two left classes
coincide up to a canonical isomorphism determined by the Beck-Chevalley 2-cell in ① of diagram (32). As a result, both (32) is both left and right BeckChevalley, the analogous statement holds for the right classes, too. We can state this fact as follows. 
where r i is any choice of a functor D(X) → D(E i ) in the right-winged diagram of (32).
4.2. Abstract associativity of the gluing. The geometric case studied above gives us enough information to make an ansatz for a general definition, telling us what we have to generalize, and in which way.
In an abstract, stable setting we have the following definition, which also generalizes, in some sense, 2.1.
Let n ≥ 2 be an integer, and let us denote as i, j the interval between i, j ∈ [n], i.e., set {k i ≤ k ≤ j} ⊂ [n] = {0, 1, . . . , n} (we implicitly assume i ≤ j and we denote i, i = {i} simply as i).
Definition 4.7 [Urizen compass (8) ]: A Urizen compass of length n is an arrangement of stable ∞-categories, labeled by intervals I ⊆ [n], and functors in a diagram G n of the form
is bc in the sense of Definition 4.5.
Note that each row, starting from the base of the diagram, displays all possible intervals of length k. We can think of a Urizen compass as a special kind of directed graph (more precisely, a special kind of rooted oriented tree -a multitree if we stipulate that each edge shortens a triple of adjunctions); the root of the tree is the category D 0,...,n ; the leaves are the categories {D 0 , . . . , D n } (the "generalized pure strata").
Theorem 4.8 [The northern emisphere theorem (10) ]: A Urizen compass of length n induce canonical isomorphisms between the various parenthesizations of t 0
giving associativity of the glue operation between t-structures.
Rephrasing the above result in a more operative perspective, whenever we have a n-tuple {(D i , t i )} i=0,...,n of stable ∞-categories with t-structure, such that {D 0 , . . . , D n } are the leaves of a Urizen compass of length n, then the gluing operation between t-structures gives a unique (up to canonical isomorphism) "glued" t-structure on the root D 0,n of the scheme, resulting
where l i is any choice of a path from the root D 0,n to the i th leaf in the left-winged diagram of G n , and r i is any choice of a path from the root D 0,n to the i th leaf in the right-winged diagram of G n .
4.3.
Gluing J-families. Our theory of slicings [FL15a] shows that the set ts(D) of t-structures on a stable ∞-category D carries a natural action of the ordered group of integers. This entails that the most natural notion of a "family" of t-structures is a equivariant J-family of t-structures, namely an equivariant map J → ts(D) from another Z-poset J. values on fixed points of the Z-action; these are equivalently characterized as • the stable t-structures, where the torsion and torsionfree classes are themselves stable ∞-categories; • the equivariant J-families where J has the trivial action.
And again
The datum of a single t-structure t∶ { * } → ts(D) is equivalent to the datum of a whole Z-orbit of t-structures, namely an equivariant map Z → ts(D). In light of these remarks, given a recollement (i, q)∶ D 
to be the J-family t 0
It is now quite natural to ask how does the gluing operation interact with the two situations above: is the gluing of two J-families again a J-family? As we are going to show, the answer to this question is: yes. Indeed, it's easy to see that the gluing operation is an equivariant map, by recalling that (E 0
and that all of the functors q, i L , i R preserves the pullouts (and so commute with the shift). We have
. Given this, it is obvious that given two semiorthogonal decompositions D) . In some sense at the other side is the gluing of two Z-orbits t 0 , t 1 ∶ Z → ts(C) on D 0 and D 1 . Namely, the glued t-structure t 0
. The important point here is that this construction can be framed in the more general context of perversity data associated to a recollement, which we now discuss in the attempt to generalize at least part of the classical theory of "perverse sheaves" to the abstract, ∞-categorical and torsio-centric setting. Acknowledgements. Version 1 of the present paper is sensibly different from the present one; the unexpected (and actually undue) symmetric behavior of stable recollements (Lemma 4.3 of version 1, therein called the Rorschach lemma (11) ) turned out to be the far reaching consequence of a typo in one of the commutative diagrams on page 9. This has now been corrected (i.e., Lemma 4.3, together with all its corollaries, has been removed).
Luckily, this was only minimally affecting the remaining part of the article, which has now been revised accordingly. In particular the section on the associative properties of recollements has been expanded, some additional examples have been added, and several other minor typos have been corrected.
