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Abstract
In this paper we present stabilized finite element methods to discretize in space the monochro-
matic radiation transport equation. These methods are based on the decomposition of the unknowns
into resolvable and subgrid scales, with an approximation for the latter that yields a problem to be
solved for the former. This approach allows us to design the algorithmic parameters on which the
method depends, which we do here when the discrete ordinates method is used for the directional
approximation. We concentrate on two stabilized methods, namely, the classical SUPG technique
and the orthogonal subscale stabilization. A numerical analysis of the spatial approximation for
both formulations is performed, which shows that they have a similar behavior: they are both stable
and optimally convergent in the same mesh-dependent norm. A comparison with the behavior of
the Galerkin method, for which a non-standard numerical analysis is done, is also presented.
1 Introduction
Radiation is energy propagation due to movement of subatomic particles or photons. These subatomic
particles can be electrons (the so called beta radiation), neutrons, protons, atom nuclei, etc. Thermal
radiation in particular refers to radiation caused by electromagnetic waves or photons. All materials
continuously emit and absorb electromagnetic waves and therefore they are continuously emitting ther-
mal radiation. In the case of flows in gases, thermal radiation has direct effects on many industrial
applications, such as fires in vehicular tunnels, combustion in furnaces, gas turbine models, etc. Grow-
ing concern with high temperature processes has emphasized the need for an evaluation of the effect of
radiation heat transfer in absorbing-scattering media.
From the mathematical point of view, the problem consists in finding the radiative intensity field u,
which depends on the position (x), on the propagating direction (s) and on the frequency or wave length
(λ), that is u = u (λ,x, s). In many cases of interest it is possible to assume that different frequencies
do not interact and therefore the radiative intensity is computed for each frequency separately. The prob-
lem is still very hard to approximate numerically, as it involves in one way or another the discretization
of the spatial and directional domains to obtain approximations to the solution of the integro-differential
radiative transport equation (RTE). An exception is the Monte Carlo method, in which these discretiza-
tions are not explicitly built but the movement of individual photons is followed invoking statistical
concepts to solve the problem. It is widely recognized as a simple and efficient method, but also very
time consuming, especially in three dimensions.
During the last decades there were numerous efforts to develop suitable numerical schemes for
the radiative transfer equation (RTE) [21]. Several options for the directional discretization have been
considered in the literature, including the discrete ordinates method (DOM) and the method of spher-
ical harmonics (also called PN approximation). In both cases the directional discretization transforms
the integro-differential RTE into a set of coupled differential equations. In the case of the DOM the
unknown of each equation is the radiative intensity in a given direction and integration over the solid
angle is replaced by a quadrature sum, which is a set of discrete ordinate directions and the correspond-
ing weights. The DOM was first proposed by Chandrasekhar [2] in his work on stellar and atmospheric
radiation, analyzing radiation problems within a plane parallel medium. The DOM was first system-
atically applied to problems in neutron transport theory, notably by Lee [19] and Lathrop [16]. Only
during the past twenty years has the DOM been applied and optimized for multidimensional radia-
tive heat transfer problems, primarily through the pioneering works of Fiveland [30, 31, 32, 33] and
Truelove [11, 27, 28].
The PN approximation was first proposed by Jeans [14] in his work on radiative transfer in stars.
In the early developments and applications, the PN method was derived only for the one-dimensional
plane-parallel case, for example as in Kournagoff [29], Krook [18], Davison [10] and Murray [22] (the
2
latter two dealing with the closely related neutron transport theory). A detailed derivation of the general
three-dimensional case in Cartesian coordinates has been presented by Cheng [3, 4]. The extension to
general coordinate systems has been given by Ou and Liou [24].
Besides the selection of the directional discretization, a proper spatial discretization is needed.
When the problem also involves convective heat transfer, the numerical scheme for the RTE should
be compatible with those for the mass, momentum and energy conservation equations governing the
flow field. Implementation of inhomogeneity and anisotropic radiative scattering is required for practi-
cal applications in a multidimensional complex geometry, using different grids. In these situations nat-
ural candidates are finite volume methods (FVM) and finite element methods (FEM). These methods
have the advantage that can deal with complex geometric shape and boundary conditions conveniently
without increasing the computational complexity.
A finite element approximation of radiative heat transfer in one-dimensional problems was pro-
posed by Viskanta [25] in 1965. Razzaque et al. [20] studied the finite element solution of radiative
heat transfer in a two dimensional rectangular enclosure. Fiveland [34] developed a finite element for-
mulation based on the DOM to solve absorbing, emitting and isotropic scattering in multidimensional
problems. That formulation, however, cannot deal with the problem of anisotropic scattering. Richling
et al. [26] formulated the radiative transfer equation in three dimensions for discrete ordinates using
finite elements for anisotropically scattering media.
It is well known that a careful numerical formulation of the problem is needed to avoid numer-
ical instabilities due to the first order hyperbolic nature of the problem. The Galerkin formulation is
known to be unstable and therefore a stabilized formulation is necessary. For example, Kanschat [15]
applied and analyzed the streamline upwind Petrov Galerkin (SUPG) formulation [1] for the problem
continuous in the propagating direction.
In this work we propose a stabilized finite element formulation based on an arbitrary angular dis-
cretization for solving the radiative transfer equation in multidimensional geometries for absorbing,
emitting and anisotropic scattering media. We analyze the SUPG method and the orthogonal subscales
stabilization (OSS) method [5], which can be described in the variational multiscale framework in-
troduced in [13]. A comparison with the behavior of the Galerkin method, for which a non-standard
numerical analysis is performed, is also presented.
The paper is organized as follows. After describing the problem in Section 2, we present in Sec-
tion 3.1 the spatial discretization, which is based on the variational multiscale formulation and the
algebraic approximation to the subscales, leaving the discussion of the choice of the stabilization pa-
rameters to Section 3.3.2. A general directional discretization and its particular form for the DOM is
presented in Section 3.2. A complete numerical analysis of the formulation is presented in Section 4,
where stability and optimal convergence of the SUPG and OSS methods are proved, together with a
non-standard stability and convergence analysis of the Galerkin method. The accuracy and efficiency of
the scheme are discussed in Section 5, where some numerical experiments are presented. Concluding
remarks close the paper in Section 6.
2 Problem statement
2.1 Boundary value problem
Let Ω ⊂ R3 and let S2 be the unit sphere in R3. For conciseness, we consider the three dimensional
problem, but all what follows can be applied to the two-dimensional case as well.
The monochromatic radiative transfer problem consists in finding u : Ω× S2 −→ R such that
Lu = f in Ω× S2, (1)
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where the source of intensity f(x, s) is a given function (depending on the temperature in thermal
radiation) and the operator L is defined as
Lu(x, s) = s · ∇u(x, s) + κ(x)u(x, s) + Sσu(x, s), (x, s) ∈ Ω× S2, (2)
where
Sσu(x, s) := σs(x)S1u(x, s), (3)
S1u(x, s) := u(x, s)− 14pi
∫
S2
φ(s, s′)u(x, s′)ds′. (4)
For clarity, the arguments on which the functions depend have been explicitly displayed. Functions
κ(x) ≥ 0 and σs(x) ≥ 0 in (2) and (3) are the absorption and extinction coefficients, respectively. They
only need to be bounded for the following developments, although we will consider them constant in
the numerical analysis for simplicity.
The operator Sσ defined in (3) is the so called scattering operator. It depends on the phase function
φ ∈ C∞(S2 × S2;R+), which is normalized in such a way that∫
S2
φ(s, s′)ds′ = 4pi ∀s ∈ S2.
According to the physical model, the phase function φ(s, s′) usually depends only on the cosine of the
angle between s and s′. For heterogeneous media, it could also depend on the position x, although we
will not consider this possibility here.
The boundary Γ = ∂Ω × S2 of Ω × S2 is divided into the inflow Γ− and outflow Γ+ boundaries,
defined as
Γ− = {(x, s) ∈ Γ | s · n < 0}, Γ+ = {(x, s) ∈ Γ | s · n ≥ 0}, (5)
where n is the unit normal vector pointing outwards ∂Ω at x. For simplicity, in the description of the
formulation we shall supply (1) with the simplest boundary condition u = 0 on Γ−.
2.2 Variational form
In order to write the weak form of the problem let us introduce the spaces
V = {u : Ω× S2 → R | u(·, s), s · ∇u(·, s) ∈ L2(Ω) ∀s ∈ S2},
W = {u : Ω× S2 → R | ‖u‖Ω, ‖s · ∇u‖Ω ∈ L2(S2)} = L2(S2;V),
where ‖u‖Ω is the usual L2 (Ω)-norm. We also define the inner product for functions inW as
(u, v) =
∫
S2
∫
Ω
u (x, s) v (x, s) dΩds =
∫
S2
(u, v)Ω ds, (6)
where (u, v)Ω is the usual L
2 (Ω)-inner product. The norm associated to (·, ·) is written as ‖u‖ =
(u, u)1/2. If γ ⊂ ∂Ω× S2, we define
(u, v)γ =
∫
γ
u(x, s)v(x, s) |n · s|dγ,
and the associated norm ‖u‖γ = (u, u)1/2γ . In particular, we will use this definition for γ = Γ+, case in
which |n · s| = n · s.
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The weak form of problem (1) consists in finding u ∈ W such that
B (u, v) := (Lu, v) = (s · ∇u, v) + (κu, v) + (Sσu, v) = (f, v) =: L (v) ∀v ∈ W. (7)
By assumption, φ is a bounded and symmetric function on S2×S2, and therefore S1 defined in (4)
is a self-adjoint compact operator fromL2
(S2) onto itself. Hence, S1 has a real and countable spectrum
confined to the interval [0, 1]. The set of eigenfunctions corresponding to the eigenvalue λ0 = 0 contains
at least the constants on S2 and, furthermore, zero is an isolated eigenvalue.
By the Hilbert-Schmidt theorem there is an orthonormal set {un(s)} of eigenfunctions correspond-
ing to non-zero eigenvalues {λn} of S1 such that every function u(x, ·) ∈ L2
(S2) has an unique
decomposition of the form
u(x, s) =
∞∑
n=0
αn(x)un(s) + v(x, s), (8)
where αn(x) ∈ R, v(x, s) ∈ kerS1 and
S1u(x, s) =
∞∑
n=0
λnαn(x)un(s). (9)
For x ∈ Ω fixed, L2 (S2) can be decomposed as L2 (S2) = kerS1 ⊕ (kerS1)⊥. If we denote
by Π⊥ the orthogonal projection onto (kerS1)⊥, from (8) and (9) it is easily seen that the scattering
operator satisfies the following properties when applied to functions u, v ∈ L2 (Ω× S2):
(S1u, v) =
(
Π⊥S1u,Π⊥v
)
=
(
Π⊥S1v,Π⊥u
)
,
λ1‖σsΠ⊥u‖ ≤ ‖Sσu‖ ≤ ‖σsΠ⊥u‖,
‖S1u‖2 ≤ (S1u, u) . (10)
3 Numerical approximation
In this section we consider the numerical approximation of problem (7). Spatial and directional dis-
cretizations will be considered independently. Our main concern is the former, and we will therefore
consider a generic finite dimensional space of functions defined on S2. However, we will also par-
ticularize our formulation to the DOM directional discretization, which will be used in the numerical
experiments of Section 5.
3.1 Spatial discretization
Let us consider a finite element partition Ph = {K} of the domain Ω of diameter h. From this finite
element partition we build up conforming finite element spaces Vh ⊂ V in the usual manner. Let also
Wh = L2
(S2;Vh).
3.1.1 Galerkin finite element approximation
The spatial Galerkin finite element approximation of problem (7) consists in finding uh ∈ Wh such that
B(uh, vh) = L(vh) ∀vh ∈ Wh. (11)
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The question that arises once the discrete problem is set is whether it is stable or not. The bilinear form
B(uh, vh) is not coercive with respect to the graph norm (in particular, with respect to the derivatives
involved), as we shall see later. In the particular case of null scattering (σs = 0 on Ω), the problem de-
couples to a system of convection-reaction equations on Ω. This system is hyperbolic, and the Galerkin
finite element method is known to produce spurious oscillations in this case.
3.1.2 Stabilized finite element approximation using subscales
In this section we describe the finite element approximation proposed, which can be cast in the varia-
tional multiscale framework proposed in [13]. For completeness, we briefly describe it in the following,
also adapted to our particular proposal.
As in [13], let us split the continuous space V as V = Vh⊕V˜ , where V˜ is any space to complete
Vh in V , obviously infinite-dimensional. From Vh and V˜ we may defineWh = L2(S2;Vh) and W˜ =
L2(S2; V˜), which satisfyW = Wh ⊕ W˜ . Since u˜ ∈ W˜ represents the component of u whose spatial
dependence cannot be represented in the finite element space, we call W˜ the space of subscales or
subgrid scales.
The weak form of the continuous problem (7) is exactly equivalent to find uh ∈ Wh and u˜ ∈ W˜h
such that
B (uh, vh) + B (u˜, vh) = L (vh) ∀vh ∈ Wh, (12)
B (uh, v˜) + B (u˜, v˜) = L (v˜) ∀v˜ ∈ W˜. (13)
Integrating the convective term by parts in the second term in the left-hand-side of (12) and in (13) it is
found that problem (12)-(13) can be written as
B (uh, vh) + (L∗vh, u˜) + (vh, u˜)Γ+ = (vh, f) , (14)
(v˜, L(u˜)) = (v˜, f − L(uh)) , (15)
where L∗ denotes the adjoint operator, which is defined as
L∗u (x, s) = −s · ∇u (x, s) + κu(x, s) + Sσu(x, s).
Equation (15) is equivalent to
Lu˜ = f − Luh + vh,ort in Ω, vh,ort ∈ W˜⊥, (16)
where vh,ort is responsible to enforce that the previous equation holds in the space of the subscales.
The goal of all subscale methods is to approximate u˜ to end up with a modified problem for uh with
enhanced stability properties.
There are several possibilities to deal with problem (16). We consider the algebraic approximation
Lu˜ ≈ τ−1u˜, that replaced into equation (16) gives
u˜ = τ (f − Luh + vh,ort) , (17)
where τ is an algorithmic parameter depending on the geometry of each element domainK and the co-
efficients of operator L. This approximation for u˜ is intended to mimic the effect of the exact subscales
in the volume integral of (14), whereas the integral over the boundary Γ+ will be neglected. It remains
to define the stabilization parameter τ in terms of the equation coefficients and the mesh size and to
define vh,ort, thus selecting the space of subscales. The approximation performed to obtain τ is based
on an (approximate) Fourier analysis of the problem as in [6] and will be discussed in Subsection 3.3.2
after the directional discretization is introduced. The choice of the space of subscales is discussed in the
rest of this section, where two different possibilities are considered.
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Algebraic subscales and the SUPGmethod The simplest choice for the space of subscales is to take
vh,ort = 0, which implies that the subscales belong to the space of the residuals. This results in what
we will call algebraic subgrid scale method (ASGS). Inserting (17) in (14), the discrete problem in this
case reads: find uh ∈ Wh such that
Basgs (uh, vh) = Lasgs(vh) ∀vh ∈ Wh,
where
Basgs (uh, vh) := B (uh, vh) + (−L∗vh, τLuh),
Lasgs (vh) := L (vh) + (−L∗vh, τ f).
This method is a generalization of the well known SUPG method in which only the advective term is
considered to weight the subscales instead of the whole adjoint operator L∗. In this method the discrete
problem reads: find uh ∈ Wh such that
Bsupg (uh, vh) = Lsupg(vh) ∀vh ∈ Wh, (18)
where
Bsupg (uh, vh) := B (uh, vh) + (s · ∇vh, τLuh), (19)
Lsupg (vh) := L (vh) + (s · ∇vh, τ f).
Orthogonal subscales The starting point has been the decomposition V = Vh⊕V˜ . Among the pos-
sibilities to choose V˜ , a particular choice is to take the space for the subscales orthogonal to the finite
element space, that is to say,
V˜ = V⊥h ∩ V ≈ V⊥h . (20)
With this approximation it follows from (16) that vh,ort ∈ V˜⊥ ≈ Vh is a finite element function, and
therefore numerically computable. Imposing condition (20) in expression (17) we have
(u˜, vh) = (τ (f − Luh) , vh) + (τvh,ort, vh) = 0 ∀vh ∈ Wh. (21)
This equation implies that vh,ort is the projection of the residual f − Luh onto the finite element space
with respect to the inner product (6) weighted element by element by the algorithmic parameter τ .
Defining this projection as Pτ , we have vh,ort = Pτ (f − Luh), from where
u˜ = τ (f − Luh − Pτ (f − Luh)) .
The weighted projection Pτ will be approximated by the L2 projection, denoted by Ph. Defining the
orthogonal projection P⊥h = I − Ph we obtain
u˜ = −τP⊥h (f − Luh) . (22)
The method may be further simplified by approximating P⊥h (κuh) ≈ 0 (which is exact for κ constant),
P⊥h (Sσu) ≈ 0, and P⊥h (f) ≈ 0 (which implies that f is approximated by a finite element function).
Hence, the expression for the subscales we finally propose is
u˜ = −τP⊥h (s · ∇uh) .
Replacing this expression into equation (14) and taking into account that subscale functions vanish on
∂Ω we get the final discrete problem: find uh ∈ Wh such that
Boss (uh, vh) = L(vh) ∀vh ∈ Wh, (23)
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where
Boss (uh, vh) := B (uh, vh) + (s · ∇vh, τP⊥h (s · ∇uh)). (24)
The simplifying assumptions have yielded a method that is easy to implement and with good stability
properties, as we shall see in Section 4.
3.2 Directional discretization
3.2.1 Approximation of the directional component
As mentioned in Section 1, there exist several possible choices for the directional discretization. Intro-
ducing a generic basis {ψα (s) , α = 1, ..., N} to approximate L2(S2) with a space of dimension N ,
we can approximateW = L2(S2;V) by
WN :=
{
v ∈ L2(S2;V) | v(x, s) =
N∑
α=1
ψα(s)vα(x), vα(x) ∈ V ∀α
}
.
The Galerkin method applied to the directional discretization of problem (7) consists in finding uN ∈
WN such that
B(uN , vN ) = L(vN ) ∀vN ∈ WN . (25)
If uα and vα are the components of the unknown and test function inWN , we may write
B(uN , vN ) =
N∑
α,β=1
[
(vα, Aαβi ∂iu
β)Ω + (vα, Sαβuβ)Ω
]
, L(vN ) =
N∑
α=1
(vα, fα)Ω, (26)
where
Aαβi =
∫
S2
siψ
α(s)ψβ(s)ds, (27)
Sαβ(x) = (κ(x) + σs(x))
∫
S2
ψα(s)ψβ(s)ds− σs(x)
4pi
∫
S2
∫
S2
ψα(s)φ(s, s′)ψβ(s′)dsds′, (28)
fα(x) =
∫
S2
ψα(s)f(x, s)ds. (29)
Repeated indexes i in (26) and below that run over the space dimensions (from 1 to 3) imply summation.
Defining the vector fields u ∈ VN and f : Ω → RN by their components uα, fα, α = 1, ..., N ,
and introducing the vector operator L defined by
Lu|α =
N∑
β=1
(
Aαβi ∂iu
β + Sαβuβ
)
, (30)
we may write the discrete problem (25) (see (26)) as: find u ∈ VN such that
(v,Lu)Ω = (v,f)Ω ∀v ∈ VN . (31)
8
3.2.2 The discrete ordinates method
The simplest way to discretize the directional domain S2 is using the so called discrete ordinates method
(DOM). Let us consider a partition of the unit sphere of the form S2 = ⋃Nα=1 S2,α, and let wα :=
meas(S2,α). The DOM is defined by setting ψα(s) = χα(s), the characteristic function of S2,α (equal
to 1 if s ∈ S2,α, 0 otherwise).
If sα is the barycenter of S2,α, expressions (27), (28) and (29) may be approximated by
Aαβi = s
α
i wαδαβ , (32)
Sαβ(x) = (κ(x) + σs(x))wαδαβ − σs(x)4pi wαwβφ(s
β, sα), (33)
fα(x) = wαf(x, sα). (34)
In this case the unknown uα(x) represents the radiation intensity in the direction sα, that is to say,
uα(x) = u (x, sα).
3.3 Fully discrete problem using the discrete ordinates method
3.3.1 Spatial and directional discretization
We may now proceed to the spatial discretization of problem (31). Let
Wh,N :=
{
v ∈ L2(S2;V) | v(x, s) =
N∑
α=1
ψα(s)vαh (x), v
α
h (x) ∈ Vh ∀α
}
be the finite element space to approximateWN . The Galerkin fully discrete problem, corresponding to
the directional discretization of (11), consists in finding uh,N ∈ Wh,N such that
B(uh,N , vh,N ) = L(vh,N ) ∀vh,N ∈ Wh,N . (35)
As explained earlier, this formulation lacks numerical stability. To design stabilized finite element
methods we may proceed as in the previous subsection, simply replacing scalar-valued unknowns and
test functions by their vector-valued counterparts, as well as the scalar operator L defined in (2) by the
vector operator L introduced in (30). In particular, the equation for the subscales u˜ ∈ V˜N will be
Lu˜ = P˜ (f −Luh), (36)
where P˜ = I for the ASGS formulation and P˜ = P⊥h in the OSS method. The approximation of Lu˜
we use is described next.
3.3.2 The general approach to design the stabilization parameters
The unresolved subscales are modeled with the algebraic approximation in (17). The behavior of the
stabilization parameter τ will be analyzed using an approximate Fourier analysis of the problem, in the
same way as it is done in [9] and [6] and summarized next.
Let us consider problem (36) posed in each element domain K. Our purpose is to approximate
Lu˜ ≈ τ−1u˜ in a certain sense, with τ−1 a diagonal matrix that has to be determined and that we will
call matrix of stabilization parameters. We propose to do this imposing that the induced L2-norm of
τ−1 is an upper bound for the induced L2-norm of L, that is to say ‖L‖L2(K) ≤ ‖τ−1‖L2(K). The
symbol ≤ has to be understood up to constants and holding independently of the equation coefficients.
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Wemay write the Fourier transform ofLu as L̂(k)û(k), where L̂(k) is an algebraic operator. Scal-
ing the wave number as k/h, with k dimensionless and h being the diameter of K, the basic heuristic
assumption is to assume that u˜ is highly fluctuating, and therefore dominated by high wave numbers.
Thus, the boundary term of the Fourier transform of the derivatives can be considered negligible com-
pared with the term involving the integral inK, since the former is O(|k|) and the latter is O(1).
The approximate upper bound of ‖L‖L2(K) can be obtained as follows. For any u in the domain of
L we have
‖Lu‖2L2(K) =
∫
K
|Lu|2dΩ
≈
∫
Rd
|L̂(k)û(k)|2dk
≤
∫
Rd
|L̂(k)|2|û(k)|2dk
= |L̂(k0)|2
∫
Rd
|û(k)|2dk
≈ |L̂(k0)|2‖u‖2L2(K).
In the first and in the last steps we have used Plancherel’s formula for the approximate Fourier trans-
form, whereas k0 is a wave number whose existence is guaranteed by the mean value theorem. From
the previous result it follows that ‖L‖L2(K) ≤ |L̂(k0)| for a certain wave number, still denoted k0.
Therefore our proposal is to choose τ−1 such that |L̂(k0)| = |τ−1|. Obviously k0 is unknown and has
to be understood in this context as a vector of algorithmic coefficients.
The norm |L̂(k0)| can be computed as the square root of the maximum eigenvalue (in module) of
the generalized eigenvalue problem
L̂(k0)∗L̂(k0)u = λu. (37)
This leads to an effective way to determine the expression of matrix of stabilization parameters τ .
Taking it as diagonal, it can be computed as τ = λ−1/2max I .
The general idea exposed allows us to obtain the correct matrix of stabilization parameters for
several problems (see [8, 9] for an obtention of this matrix in the context of the hyperbolic wave equation
and the three field formulation of the Stokes problem, for example). In particular, we will apply it now
to the design of the τ matrix for the DOM presented above. Let us also note that in some vector cases
it is necessary to introduce a scaling matrix in the definition of τ , which in the problem considered is
not required.
3.3.3 Tau matrix for the discrete ordinates method
For the sake of simplicity we will assume isotropic scattering, that is φ = 1, and constant physical
properties. Let us introduce the abbreviations κ¯ = κ+ σs, w¯α = wα σs4pi . We wish to apply the previous
ideas to problem (36). If we call r the right-hand-side term, the Fourier transformed equation for the
DOM reads
wα
[
ih−1(k · sα)δαβ + κ¯δαβ − w¯β
]
uˆβ = wαrˆα,
where i =
√−1, rˆα is the Fourier transform of r(x, s) evaluated at sα and use has been made of (32),
(33) and (34). From this expression we see that we need to estimate the maximum eigenvalue of (37),
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the matrices involved having components
L̂αβ(k0) = ih−1(k0 · sα)δαβ + κ¯δαβ − w¯β,
L̂∗αβ(k
0) = −ih−1(k0 · sβ)δαβ + κ¯δαβ − w¯α.
We will assume that the discretization over S2 is uniform, so the weights are w¯α = σs/N for all α. Let
us call cα = h−1sα · k. We also define the hermitic matrixA = L̂∗L̂, whose components are found to
be
Aαβ = aαβ + i bαβ
:=
(
c2α + κ¯
2
)
δαβ − 2
N
κ¯σs +
σ2s
N
+ i (cβ − cα) σs
N
. (38)
Our purpose is to find an upper bound for the maximum eigenvalue λmax ofA, which is given by
λmax = max
z 6= 0
zAz∗
zz∗
= max
z 6= 0
1
|z|2
N∑
α=1
N∑
β=1
zαAαβz
∗
β.
Expressing the components of z as zβ = xβ + iyβ we get
λmax = max
z 6= 0
1
|z|2
N∑
α=1
[α−1∑
β=1
(
zαAαβz
∗
β + z
∗
αA
∗
αβzβ
)
+ zαAααz∗α
]
= max
z 6= 0
1
|z|2
[ N∑
α=1
2
α−1∑
β=1
((xαxβ + yαyβ) aαβ + (xαyβ − xβyα) bαβ) +
N∑
α=1
aαα
(
x2α + y
2
α
)]
.
Replacing (38) into this equation yields
λmax = max
z 6= 0
1
|z|2
[( 4
N
κ¯σs − 2σ
2
s
N
) N∑
α=1
α−1∑
β=1
(−xαxβ − yαyβ)
+
σs
N
N∑
α=1
α−1∑
β=1
(xαyβ − xβyα) 2 (cβ − cα) +
N∑
α=1
(
c2α + κ¯
2 − 2
N
κ¯σs +
σ2s
N
)(
x2α + y
2
α
)]
. (39)
Let us now proceed to bound the maximum eigenvalue. We have that
λmax ≤
( 4
N
κ¯σs − 2σ
2
s
N
)
max
z 6= 0
1
|z|2
N∑
α=1
α−1∑
β=1
(−xαxβ − yαyβ)
+ 4c
σs
N
max
z 6= 0
1
|z|2
N∑
α=1
α−1∑
β=1
(xαyβ − xβyα) +
(
c2 + κ¯2 − 2
N
κ¯σs +
σ2s
N
)
,
where c = |k|/h. Noting that
2
N∑
α=1
α−1∑
β=1
(xαxβ + yαyβ) =
( N∑
α=1
xα
)2 − N∑
α=1
x2α +
( N∑
α=1
yα
)2 − N∑
α=1
y2α,
we have
2
|z|2
N∑
α=1
α−1∑
β=1
(xαxβ + yαyβ) =
1
|z|2
( N∑
α=1
xα
)2
+
1
|z|2
( N∑
α=1
yα
)2 − 1 ≥ −1,
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where the equality only holds when the mean value of z is zero (which is physically unacceptable), that
is,
∑N
α=1 xα =
∑N
α=1 yα = 0. So, we have the bound
−max
z 6= 0
1
|z|2
N∑
α=1
α−1∑
β=1
(xαxβ + yαyβ) ≤ 1/2. (40)
On the other hand, we have that
1
|z|2
N∑
α=1
α−1∑
β=1
(xαyβ − xβyα) ≤ 12 . (41)
In this case, the equal sign is admissible (take x1 = −y2 =
√
2/2 and xα = yβ = 0 ∀α 6= 1, β 6= 2).
Inserting expressions (40) and (41) in equation (39), the maximum eigenvalue can be bounded as
λmax ≤ 2
N
κ¯σs − σ
2
s
N
+ 2c
σs
N
+ c2 + κ¯2 − 2
N
κ¯σs +
σ2s
N
= 2c
σs
N
+ c2 + κ¯2.
So, for our problem we will take a diagonal matrix of stabilization parameters τ given by
τ =
[(c1
h
)2
+ (κ+ σs)2 + 2c1
σs
hN
]−1/2
I, (42)
where c1 is an algorithmic constant. We take it as c1 = 2 in the numerical examples of Section 5 using
linear elements.
The matrix of stabilization parameters is an algebraic approximation to the radiative transport op-
erator in (1). The first term in (42) approximates the convective operator, the second term approximates
the non integral reactive term and the last term approximates the integral operator. Observe that in the
last term the directional and spatial discretization parameters N and h appear, and that it vanishes as
N → ∞. In any case, for practical values of N this last term is negligible, and (42) has the behavior
of the stabilization parameters usually found in the literature and that will be used in the numerical
analysis presented next.
4 Numerical analysis
4.1 Preliminaries
In the present section we present a stability and convergence analysis of the SUPG and OSS methods, as
well as a non-standard analysis of the Galerkin method, when they are used for the spatial discretization
of the RTE.
For simplicity, we will consider quasi-uniform refinements, and thus all the element diameters can
be bounded above and below by constants multiplying h. The extension of the following analysis to
non quasi-uniform refinements and non uniform properties can be done using the strategy followed in
[7]. We also consider uniform properties κ and σs. With these assumptions, the stabilization parameters
can be considered constant in the whole computational domain.
For the SUPG and the OSS methods the norm in which the results will be presented is
|||vh|||2 := τ‖s · ∇vh‖2 + ‖vh‖2Γ+ + κ‖vh‖2 + λ1σs‖Π⊥vh‖2, vh(·, s) ∈ Vh, s ∈ S2. (43)
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It is understood that the directional variable s remains continuous, that is to say, the semi-discrete prob-
lem is analyzed, although minor modifications permit the extension of our analysis to the fully discrete
DOM, for example. When the directional dependence is accounted for, vh ∈ Wh = L2(S2;Vh). If ω is
a spatial domain, we will use the abbreviation ‖vh‖ω := ‖vh‖L2(S2;L2(ω)). Likewise, if | · |Hi(Ω) is the
seminorm of H i(Ω), we will write ‖ |v|Hi(Ω) ‖L2(S2) = |v|L2(S2;Hi(Ω)).
Let u ∈ W be the solution of the continuous problem and u˜h ∈ Wh a finite element interpolant of
degree p. If ‖u− u˜h‖L2(S2;Hi(Ω)) ≤ Chp+1−i|u|L2(S2;Hi(Ω)) =: εi(u), i = 0, 1, we will show that the
error function of the SUPG and OSS methods in the norm (43) is given by
E(h) := τ−1/2ε0(u) + τ1/2ε1(u). (44)
Obviously, we could express E(h) in terms of ε0(u) or ε1(u), but we prefer to keep the explicit depen-
dence on both to stress the behavior of E(h) in terms of the physical coefficients of the problem.
We will use the notation Ah & Bh and Ah . Bh to indicate that Ah ≥ CBh and Ah ≤ CBh,
respectively, where Ah and Bh are expressions that may depend on h and C is a generic constant,
independent of h and of the physical parameters.
The expression of τ we will use corresponds to the limit forN →∞ of the diagonal in (42), that is
to say,
τ−2 = (κ+ σs)2 + c21h
−2. (45)
Since the finite element partitions are assumed quasi-uniform, there is a positive constant Cinv
independent of the mesh size h (the maximum of all element diameters), such that
‖∇vh‖K ≤ Cinvh−1 ‖vh‖K , (46)
for all finite element functions vh defined on an element K ∈ Ph. Remember that the subscript K
denotes that the spatial integral involved in ‖·‖ is carried over elementK. Similarly, the trace inequality
‖v‖2∂K ≤ Ctrace
(
h−1‖v‖2K + h‖∇v‖2K
)
(47)
is assumed to hold for functions v ∈ L2(S2;H1(K)), K ∈ Ph. Now, subscript ∂K denotes the
L2(∂K)-norm. The last term can be dropped if v is a polynomial on the element domain K. Thus,
if vh is a piecewise continuous polynomial, it follows that
‖vh‖2∂K ≤ Ctraceh−1‖vh‖2K . (48)
Lemma 1 For sufficiently smooth solutions u of the continuous problem there holds
|||u− u˜h||| . E(h).
Proof. The results follows easily from the definition of |||·||| and the behavior (45) assumed for τ , together
with the trace inequality (47), which implies
‖u− u˜h‖Γ+ . h−1/2ε0(u) + h1/2ε1(u). (49)
This inequality will be used later on.
Remark 1 The previous result makes sense for smooth enough functions u, in particular for u at least
in H1(Ω). Thus, the traces of u on Γ+ are well defined, as well as the traces of functions in the finite
element spaces we have constructed. However, if instead of seeking the order of convergence we only
want to prove convergence towards a solution with the minimum regularity requirements, that is to say,
u ∈ W , the trace of u on Γ+ is not necessarily defined. As it is shown in [12] (Lemma 3.1) this trace
makes sense if Γ+ and Γ− defined in (5) are well separated.
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4.2 SUPG method
In this subsection we will prove that the solution of the discrete problem (18) is stable and convergent
to the solution of the continuous problem (1).
Lemma 2 (Coercivity of the SUPG method) The bilinear form Bsupg defined in (19) satisfies
Bsupg (vh, vh) & |||vh|||2 ∀vh ∈ Wh.
Proof. From the definition of Bsupg it follows that
Bsupg(vh, vh) = (s · ∇vh, vh) + κ(vh, vh) + (Sσvh, vh)
+ τ(s · ∇vh, s · ∇vh) + κτ(vh, s · ∇vh) + τ(Sσvh, s · ∇vh)
≥ 1
2
‖vh‖2Γ+ + κ‖vh‖2 + σs(S1vh, vh)
+ τ‖s · ∇vh‖2 − κτ‖vh‖‖s · ∇vh‖ − σsτ‖S1vh‖‖s · ∇vh‖. (50)
The last two terms can be bounded using Young’s inequality and expression (45), for example in the
form
− κτ‖vh‖‖s · ∇vh‖ − σsτ‖S1vh‖‖s · ∇vh‖
≥ −κ1/2τ1/2‖vh‖‖s · ∇vh‖ − σ1/2s τ1/2‖S1vh‖‖s · ∇vh‖
≥ −2
3
κ‖vh‖2 − 38τ‖s · ∇vh‖
2 − 2
3
σs‖S1vh‖2 − 38τ‖s · ∇vh‖
2.
The Lemma follows using the fact that −‖S1vh‖2 ≥ −(S1vh, vh), using the last inequality in (50) and
that (S1vh, vh) ≥ λ1‖Π⊥vh‖2.
Lemma 3 (Interpolation error of the SUPG method) There holds
Bsupg (u− u˜h, vh) . E(h)|||vh||| ∀vh ∈ Wh.
Proof. Integrating by parts the first term in Bsupg (u− u˜h, vh) and using Schwartz inequality and the
behavior (45) assumed for τ it is found that
Bsupg (u− u˜h, vh) ≤ τ−1/2‖u− u˜h‖τ1/2‖s · ∇vh‖+ ‖u− u˜h‖Γ+‖vh‖Γ+
+ κ1/2‖u− u˜h‖κ1/2‖vh‖+ σ1/2s ‖u− u˜h‖σ1/2s ‖Π⊥vh‖
+ τ1/2‖∇(u− u˜h)‖τ1/2‖s · ∇vh‖+ κ1/2‖u− u˜h‖τ1/2‖s · ∇vh‖
+ σ1/2s ‖u− u˜h‖τ1/2‖s · ∇vh‖.
Estimate (49) and the definitions of E(h) and |||·||| yield the result.
Theorem 1 (Convergence of the SUPG method) The solution uh of problem (18) satisfies
|||u− uh||| . E(h).
Proof. The proof is completely standard. From the coercivity given by Lemma 2, the obvious consis-
tency of the SUPG method and the interpolation error estimate in Lemma 3 it follows that
|||uh − u˜h|||2 . Bsupg (uh − u˜h, uh − u˜h)
= Bsupg (u− u˜h, uh − u˜h)
. E(h)|||uh − u˜h|||.
The result is a consequence of this, Lemma 1 and the triangle inequality.
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4.3 OSS method
In this subsection we prove that method (23) is stable and the solution converges to the continuous one
as for the SUPG method. We start proving stability in the form of an inf-sup condition for the bilinear
form in (24):
Lemma 4 (Stability of the OSS method) Suppose that c1 in (45) is large enough. Then, there is a
constant C > 0 such that
inf
uh∈Wh\{0}
sup
vh∈Wh\{0}
Boss (uh, vh)
|||uh||||||vh||| ≥ C. (51)
Proof. Let us start noting that, for any function uh ∈ Wh, we have
Boss (uh, uh) = 12‖uh‖
2
Γ+ + κ‖uh‖2 + (Sσuh, uh) + τ‖P⊥h (s · ∇uh) ‖2. (52)
Clearly, Boss is not coercive in the norm (43). The basic idea is to obtain control on the components
on the finite element space for the terms whose orthogonal components appear in this expression. The
key point is that this control comes from the Galerkin terms in the bilinear form Boss. Let us consider
vh,0 := τPh (s · ∇uh). We have that
Boss (uh, vh,0) = (s · ∇uh + κuh + Sσuh, τPh (s · ∇uh))
+
(
P⊥h (s · ∇uh) , τs · ∇ (τPh (s · ∇uh))
)
≥ τ‖Ph (s · ∇uh) ‖2 + κτ (uh, Ph (s · ∇uh)) + τ (Sσuh, Ph (s · ∇uh))
− τ2‖P⊥h (s · ∇uh) ‖‖∇ (Ph (s · ∇uh)) ‖.
Using the inverse estimate (46), the fact that τc1 ≤ h, Young’s inequality and (10), we get
Boss (uh, vh,0) ≥ τ‖Ph (s · ∇uh) ‖2 − 34τκ
2‖uh‖2 − 34τσ
2
s‖S1uh‖2
− 2
3
τ‖Ph (s · ∇uh) ‖2 − τ2Cinv
h
‖P⊥ (s · ∇uh) ‖‖Ph (s · ∇uh) ‖
≥ 1
3
τ‖Ph (s · ∇uh) ‖2 − 34τκ
2‖uh‖2
− 3
4
τσ2s(S1uh, uh)−
Cinv
c1
τ‖s · ∇uh‖2. (53)
Let vh = uh + αvh,0. Adding up inequality (53) multiplied by α to (52) it follows that
Boss (uh, vh) ≥ 12‖uh‖
2
Γ+ + κ‖uh‖2 + (Sσuh, uh) + τ‖P⊥h (s · ∇uh) ‖2
+ α
(
τ
3
‖Ph (s · ∇uh) ‖2 − 34τκ
2‖uh‖2 − 34τσ
2
s(S1uh,uh)−
Cinv
c1
τ‖s · ∇uh‖2
)
.
Using again Young’s inequality and that τκ ≤ 1 and τσs ≤ 1, we get
Boss (uh, vh) ≥ 12‖uh‖
2
Γ+ +
(
1− 3
4
α
)
κ‖uh‖2 +
(
1− 3
4
α
)
(Sσuh, uh)
+ τ‖P⊥h (s · ∇uh) ‖2 +
α
3
τ‖Ph (s · ∇uh) ‖2 − Cinv
c1
ατ‖s · ∇uh‖2.
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Therefore
Boss (uh, vh) ≥ 12‖uh‖
2
Γ+ +
(
1− 3
4
α
)
κ‖uh‖2 +
(
1− 3
4
α
)
λ1σs‖Π⊥uh‖2
+min
{
1− αCinv
c1
,
α
3
− αCinv
c1
}
τ‖s · ∇uh‖2
≥ min
{
1− αCinv
c1
, α
(
1
3
− Cinv
c1
)
,
(
1− 3α
4
)
,
1
2
}
|||uh|||2. (54)
If we choose α such that 0 < α < min{ c1Cinv , 43} we have that Boss (uh, vh) & |||uh|||2 for the discrete
function vh we have chosen, provided c1 is large enough, for example c1 > 3Cinv.
On the other hand, using the inverse and trace inequalities (46) and (48) and condition τc1 ≤ h we
have that
|||vh,0|||2 = |||τPh (s · ∇uh)|||2
≤ τ3‖s · ∇ (Ph (s · ∇uh)) ‖2 + τ2‖Ph (s · ∇uh) ‖2Γ+
+ (κτ2 + λ1σsτ2)‖Ph (s · ∇uh) ‖2
≤ τ3C
2
inv
h2
‖s · ∇uh‖2 + Ctrace
h
τ2‖s · ∇uh‖2 + 2τ‖s · ∇uh‖2
≤
(
C2inv
c21
+
Ctrace
c1
+ 2
)
τ‖s · ∇uh‖2
. |||uh|||2.
Using this fact in (54) we have shown that for each uh ∈ Wh there exists vh ∈ Wh such that
Boss (uh, vh) & |||uh||||||vh|||,
from where the inf sup condition (51) is verified and stability is established.
Lemma 5 (Interpolation error of the OSS method) There holds
Boss (u− u˜h, vh) . E(h)|||vh||| ∀vh ∈ Wh.
Proof. The proof is very similar to that of Lemma 3. The difference is only the treatment of the stabi-
lization term, which in this case can be easily bounded as
τ(s · ∇(uh − u˜h), P⊥h (s · ∇vh)) ≤ τ1/2‖∇(uh − u˜h)‖τ1/2‖s · ∇vh‖,
from where we can proceed as in Lemma 3.
Contrary to the Galerkin and the SUPG methods, the OSS method is not consistent (in the version
we have presented it, see [7]). There is a consistency error given by the fact that
Boss (u− uh, vh) = τ
(
P⊥h (s · ∇u) , s · ∇vh
)
. (55)
However, this consistency error can be bounded as follows:
Lemma 6 (Bound for the consistency error of the OSS method) Suppose that f in (1) belongs to the
finite element space. Then, there holds
Boss (u− uh, vh) . E(h)|||vh||| ∀vh ∈ Wh.
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Proof. From (55) we have that
Boss (u− uh, vh) = τ
(
P⊥h (s · ∇u) , s · ∇vh
)
≤ τ1/2‖P⊥h (s · ∇u) ‖τ1/2‖s · ∇vh‖.
Since s · ∇u = f − κu−Sσu and P⊥h (f) = 0, we have that P⊥h (s · ∇u) = −P⊥h (κu+Sσu), and the
results follows from the best approximation property of the projection Ph with respect to the L2-norm
and the expression of τ .
Remark 2 The assumption P⊥h (f) = 0 is not as restrictive as it might seem. Clearly, the component
of f orthogonal to the finite element space vanishes when it is tested with a finite element function,
and therefore the Galerkin method does not account for it, in spite of its optimal accuracy (and lack of
stability). On the other hand, there would be no problem in keeping the whole residual in the definition
of the subscale in (22), case in which the OSS method would be exactly consistent.
Combining the previous results we easily get:
Theorem 2 (Convergence of the OSS method) The solution uh of the OSS method satisfies
|||u− uh||| . E(h).
4.4 Galerkin method
The previous analysis could be easily adapted to account for the possibility τ = 0, which corresponds
to the Galerkin method. Apart from the need of redefining the error function E(h) given by (44) if
τ = 0, also the working norm needs to be modified, since in fact the Galerkin method provides some
sort of control on the convective term, as we shall show below. More precisely, we will prove stability
and convergence in the norm
|||vh|||2G := ‖vh‖2Γ+ + κ‖vh‖2 + λ1σs‖Π⊥vh‖2 + h‖Ph(s · ∇vh)‖2, (56)
defined for vh ∈ Wh. This norm does not contain the whole derivative of vh along direction s, but only
the projection onto the finite element space. Moreover, the factor of the last term is the mesh size h, not
τ . We discuss later the implications of these facts.
Lemma 7 (Stability of the Galerkin method) For h(κ+ σs) ≤ C0, there is a constant C > 0 such that
inf
uh∈Wh\{0}
sup
vh∈Wh\{0}
B (uh, vh)
|||uh|||G|||vh|||G ≥ C. (57)
Proof. For any function uh ∈ Wh, we have
B (uh, uh) = 12‖uh‖
2
Γ+ + κ‖uh‖2 + (Sσuh, uh) . (58)
It is obvious that B is not coercive in the norm (56). Similarly to the proof of (51), let us consider
vh,0 := hPh (s · ∇uh). We have that
B (uh, vh,0) = (s · ∇uh + κuh + Sσuh, hPh (s · ∇uh))
= h‖Ph (s · ∇uh) ‖2 + κh (uh, Ph (s · ∇uh)) + h (Sσuh, Ph (s · ∇uh)) .
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Using Young’s inequality and (10) we can bound this as follows:
B (uh, vh,0) ≥ h‖Ph (s · ∇uh) ‖2 − 34hκ
2‖uh‖2 − 34h‖Sσuh‖
2 − 2
3
h‖Ph(s · ∇uh)‖2
≥ 1
3
h‖Ph(s · ∇uh)‖2 − 34hκ
2‖uh‖2 − 34hσs(Sσuh, uh). (59)
Thus, from (58) and (59) it follows that, for all α > 0,
B (uh, uh + αvh,0) ≥ 12‖uh‖
2
Γ+ +
(
1− 3
4
hκα
)
κ‖uh‖2
+
(
1− 3
4
hσsα
)
λ1σs‖Π⊥uh‖2 + 13αh‖Ph(s · ∇uh)‖
2.
From the assumption h(κ+ σs) ≤ C0 if follows that we may choose α such that B(uh, uh + αvh,0) &
|||uh|||2G. It remains only to prove that |||vh,0|||G . |||uh|||G, which can be done as in the proof of Lemma 4
using (46) and (48) and now condition h(κ+ σs) ≤ C0:
|||vh,0|||2G = |||hPh (s · ∇uh)|||2G
≤ h3‖Ph (s · ∇ (Ph (s · ∇uh))) ‖2 + h2‖Ph (s · ∇uh) ‖2Γ+
+ (κh2 + λ1σsh2)‖Ph (s · ∇uh) ‖2
≤ h3C
2
inv
h2
‖Ph(s · ∇uh)‖2 + Ctrace
h
h2‖Ph(s · ∇uh)‖2 + h2(κ+ σs)‖Ph(s · ∇uh)‖2
≤ (C2inv + Ctrace + h(κ+ σs))h‖Ph(s · ∇uh)‖2
. |||uh|||2G,
from where the result follows.
Remark 3 In stabilized finite element methods one is concerned not only in the asymptotic behavior
h → 0, but also in the limits obtained when the physical parameters vary for h fixed. Assumption
h(κ + σs) ≤ C0 precludes estimate (57) to be valid when h is fixed and either κ → ∞ or σs → ∞.
However, this is a theoretical restriction rather than a practical one in the problem we are analyzing.
In particular, it does not appear in the numerical examples of Section 5.
The error function of the Galerkin method is determined by the following result:
Lemma 8 (Interpolation error of the Galerkin method) For h(κ+ σs) ≤ C0, there holds
|||u− u˜h|||G . h1/2ε1(u), (60)
B(u− u˜h, vh) . (κ−1/2 + h1/2)ε1(u)|||vh|||G. (61)
Proof. Estimate (60) is a trivial consequence of the definition of |||·|||G in (56), assumption h(κ+ σs) ≤
C0, the trace inequality (48) and the fact that h1/2ε1(u) = h−1/2ε0(u). The proof of (61) is as follows:
B(u− u˜h, vh) = (s · ∇(u− u˜h), vh) + κ(u− u˜h, vh) + (Sσ(u− u˜h), vh)
≤ ‖∇(u− u˜h)‖‖vh‖+ κ‖u− u˜h‖‖vh‖+ σs‖u− u˜h‖‖Π⊥vh‖
. (κ−1/2ε1(u) + κ1/2ε0(u))κ1/2‖vh‖+ σ1/2s ε0(u)σ1/2s ‖Π⊥vh‖
. [κ−1/2 + (κ1/2 + σ1/2s )h]ε1(u)|||vh|||G. (62)
The proof is complete using once again that h(κ+ σs) ≤ C0.
Combining the results of Lemma 7 and Lemma 8 and the consistency of the Galerkin formulation
it is found that
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Limit case Stabilized methods Galerkin method
κh 1 h‖s · ∇(u− uh)‖+ (κh)1/2‖u− uh‖ h‖Ph(s · ∇(u− uh))‖+ (κh)1/2‖u− uh‖
. hp+1|u|L2(S2;Hp+1(Ω)) . (κh)−1/2hp+1|u|L2(S2;Hp+1(Ω))
κh 1 h‖s · ∇(u− uh)‖+ κh‖u− uh‖ h‖Ph(s · ∇(u− uh))‖+ (κh)1/2‖u− uh‖
. (κh)hp+1|u|L2(S2;Hp+1(Ω)) . hp+1|u|L2(S2;Hp+1(Ω))
Table 1: Convergence behavior of stabilized and Galerkin methods in limiting cases
Theorem 3 (Convergence of the Galerkin method) For h(κ+σs) ≤ C0, the solution uh of the Galerkin
method satisfies
|||u− uh|||G . (κ−1/2 + h1/2)ε1(u).
At this point it is interesting to compare what happens in the limit of dominant directional derivative
or dominant absorption in the stabilized formulations, either SUPG or OSS, and the Galerkin method.
To simplify the discussion, suppose that σs = 0 and let us neglect the error control obtained on the
boundary Γ+. We may write the convergence estimates as
Stabilized methods (SUPG, OSS):
τ1/2‖s · ∇(u− uh)‖+ κ1/2‖u− uh‖ . (τ−1/2hp+1 + τ1/2hp)|u|L2(S2;Hp+1(Ω)).
Galerkin method:
h1/2‖Ph(s · ∇(u− uh))‖+ κ1/2‖u− uh‖ . (κ−1/2hp + h1/2hp)|u|L2(S2;Hp+1(Ω)).
The behavior when κh  1 (small absorption) and when κh  1 (large absorption) is displayed in
Table 1 (results in this table are obtained multiplying by adequate factors both sides of the corresponding
error estimates). The two main conclusions that may be drawn from this table are:
• When absorption is dominant, both stabilized methods and the Galerkin method yield optimal
convergence in the L2(Ω)-norm of the error. Note however that we cannot consider h fixed and
let κ→∞ because of the assumption h(κ+ σs) ≤ C0 on which all our previous analysis relies.
Thus, the estimate for κh  1 in the case of the Galerkin method has to be understood with
caution, considering that κh is large but without the possibility to take the limit κh → ∞. It
cannot be considered better than the estimate for the stabilized methods.
• When absorption is small, stabilized methods yield optimal convergence, of order hp for the
directional derivative. However, the Galerkin method fails because of the large factor (κh)−1/2
(apart from the fact that only the projection onto the finite element space of the norm of the
directional derivative is controlled).
5 Numerical examples
To investigate and compare the accuracy and efficiency of the SUPG and OSS stabilization methods,
three typical test problems with absorbing/emitting and scattering media enclosed by gray walls are
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considered. The directional domain S2 is discretized with the discrete ordinates method, using the SN
quadrature sets introduced by Lathrop and Carlson [17]. Three tests cases are selected to compare the
behavior of the different methods.
After the spatial and directional discretizations have been carried out, the resulting linear system
of equations is expensive and strongly coupled due to the discretization of the integral operator in the
RTE (1). In order to save computer memory, the DOM equations are solved iteratively. If I denotes the
iteration counter, the implemented iterative scheme is
s · ∇uαI +
(
κ+ σs − σs4piwαφ (s
α, sα)
)
uαI =
σs
4pi
N∑
β=1,β 6=α
wβφ
(
sα, sβ
)
uβI−1 + f
α, (63)
with α = 1, 2, ..., N , and where sα and wα are the chosen sets of directions (ordinates) and weights;
the unknown uαI is the radiative intensity propagating in direction s
α evaluated at iteration I , and fα
is the source term. We have to deal with N equations that are solved independently for each direction,
and that are coupled only by the right hand side. The scheme described is of Jacobi type, although a
Gauss-Seidel iterative method could also be employed.
In some of the cases described next, the radiative transfer equation (1) is subject to emissive and
reflective boundary conditions over the inflow boundary Γ−, which can be written as
u(x, s)|Γ− = Ib +
ρ
pi
∫
Γ+
u(x, s′)n · s′ds′, (64)
where ρ and  are the diffuse reflection and emissive wall coefficients, respectively. Ib is the blackbody
radiation, given by Ib = σBT 4/pi, where T is the wall temperature and σB = 5.6704 · 10−08 W/m2K is
the Stefan Boltzmann constant. After DOM discretization boundary conditions couple different direc-
tions through the reflective integral term.
A simple way to implement (64) is through Nitsche’s method [23]. If a condition of the form u = u¯
on Γ− needs to be prescribed, the modification of the discrete Galerkin method would be
B (uh, vh) + η (uh, vh)Γ− = L(vh) + η (u¯, vh)Γ− ∀vh ∈ Wh, (65)
where η is a numerical parameter. Stabilized finite element methods can be modified in a similar way.
In the case of (64), instead of a known value u¯ the expression on the right-hand-side of this equation
should be added to the right-hand-side of (65). In the framework of the iterative scheme (63), values of
u at the previous iteration can be used to evaluate the resulting right-hand-side term.
Let us consider the finite element approximation of (63). For each equation of this system the
implementation is based on an a priori calculation of the integrals appearing in the formulation and then
the construction of the matrices and right-hand-side vectors of the final algebraic systems to be solved.
These matrices and these vectors can be constructed directly for each nodal point, without the need to
loop over the elements, thus making the calculations much faster.
It is important to note that as (κ+ σs)h→ 0 each discrete equation is dominated by the convective
term. The Galerkin contribution of the convective term is a singular matrix. Therefore, as (κ+σs)h→ 0
the Galerkin method gives almost singular matrices. This causes that iterative solvers as GMRES do
not converge, even when using good ILUt preconditioners. We had to use direct solvers for solving the
test problems described next with the Galerkin method.
5.1 Gaussian shaped radiative source term between one-dimensional parallel black
slabs
The first test problem that we consider, taken from [35], is known to produce Galerkin oscillations. It
consists in solving the radiative transfer problem in a nonscattering medium between one-dimensional
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finite parallel black slab. This problem is modeled by the one dimensional RTE
µ
du
dx
+ κu = exp
(
−2500 (x− 0.5)2
)
, x ∈ [0, 1],
where µ is the cosine between direction s and the x axis.
Homogeneous boundary conditions are taken:
u (0, µ) = 0, µ > 0,
u (1, µ) = 0, µ < 0,
The analytical solution of this problem in the case of µ > 0 can be written as
u(x) =− 0.02
√
pi
2µ
exp
(
−κ
µ
(
x− κ
10000µ
− 0.5
))
×
(
erf
(
κ
100µ
+ 50(0.5− x)
)
− erf
(
κ
100µ
+ 25
))
.
Figure 1 shows the radiative intensity distribution for µ = 0.5773505 and κ = 1. The Galerkin and
the stabilized SUPG and OSS methods are compared against the analytical solution. We used uniform
meshes, with the number of elements ranging from 20 to 400 linear elements. For coarser grids global
spurious oscillations occur when the Galerkin method is used. This is because it is stable in the norm
(56), which has poor control on the derivatives. Due to the nature of the analytical solution we found
bigger oscillations for an even quantity of elements.
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Figure 1: Radiative intensity distribution for a mesh with 20 (top left), 25 (top right), 50 (bottom left) and 100
(bottom right) elements.
When using stabilized formulations global oscillations are removed. For some meshes, the OSS
method presents higher localized peaks than the SUPG method due to the less diffusive nature of the
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scheme. When using a finer grid capable of capturing the jump of the analytical solution, all oscillations
are removed.
Figure 2 shows the L2 error of the different methods relative to the reference solution against the
mesh size h. We observe from this figure optimal convergence, that is ‖u− uh‖ ≤ Ch2 when h→ 0.
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Figure 2: Relative error of the solutions for different methods against mesh size h.
5.2 Absorbing and anisotropic scattering in the unit square (2D problem)
The second test problem consists in solving the radiative heat transfer equation over a square domain.
The medium is considered to be absorbing/emitting and with anisotropic scattering, enclosed by bound-
aries of length L = 1 m with emissivity  = 0.8 and reflectivity ρ = 0.2. The upper wall is maintained
at a temperature Thot = 1000 K, and all other walls at a temperature Tcold = 500 K. The medium is
maintained at uniform temperature of Tg = 800 K. We consider the phase function φ(s′, s) as linearly
anisotropic, of the form
φ(s′, s) = 1 +A1s′ · s,
where A1 = 0.2.
For the space dicretization we use bilinear rectangular elements Q1. For discretizing the angular
dependency is used the SN8 ordinates set [21], consisting of 80 directions. Discretization in space
goes from meshes of 20× 20 to 240× 240 elements.
As the RTE does not have analytical solutions for arbitrary geometries, we have compared the
results of the different formulations with a reference solution, obtained using a finer grid of 480× 480
elements.
We have run two cases, the first one with an optical thickness β = (κ+ σs)L = 1, and the second
one with β = (κ + σs)L = 0.011. In the later case the medium is quite nonparticipative. Due to
the discontinuity in the boundary conditions, solutions may present sharp gradients that can activate
instabilities.
Case 1 In this first case the physical properties of the medium are taken as κ = 0.2 m−1 and σs =
0.8 m−1. In figure 3, two solutions are plotted for the radiation intensity in Ω when solving with the
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SUPG method and using a mesh of 240×240 elements. The picture on the left corresponds to radiation
propagating from the upper hot wall, whereas in the picture on the right it propagates from the cold
walls.
Figure 3: Radiative intensity solutions using the SUPG method in a mesh of 240×240 elements.
The solutions obtained when using Galerkin, the SUPG and the OSS methods are compared against
the reference solution in figure 4, using meshes of 20 × 20, 80 × 80 and 240 × 240 linear elements.
A cut of these solutions is shown. The Galerkin method shows higher numerical oscillations for finer
grids. The stabilized methods OSS and SUPG give very similar results, without numerical oscillations.
The error of the different methods relative to reference solution is also plotted against mesh size h
in figure 4 (bottom-right). This error has been computed as
Error =
∑
a,α (uh(x
a, sα)− u(xa, sα))2∑
a,α (u(xa, sα))
2 (66)
where a, α refers to nodes and directions, uh(xa, sα) is the discrete solution at node xa and direction
sα, and u(xa, sα) is the reference solution at this node and with this direction. For the smallest values of
h a linear convergence of the error is observed. This convergence is not optimal. A possible explanation
is that the analytical solution is discontinuous due to the discontinuity in the boundary conditions.
Case 2 In this case the medium has as absorption coefficient κ = 0.01 m−1 and as scattering coef-
ficient σs = 0.001 m−1. Figure 5 shows the solutions obtained for the radiation intensity when using
the SUPG and the Galerkin methods in a mesh of 480 × 480 elements. In this example, the radiation
intensity comes from the upper hot wall. It is observed that the Galerkin solution is polluted with global
oscillations.
In figure 6 different cuts of radiative intensity are shown for the stabilized and the Galerkin methods
for meshes of 80 × 80, 240 × 240 and 480 × 480 elements. As in case 1, the Galerkin method shows
higher numerical oscillations for finer grids. When using finer grids, the OSS and the SUPG methods
give results similar to the reference solution, so that only this reference solution has been plotted. It is
worth to note that the Galerkin oscillations are not node to node.
5.3 Absorbing and isotropic scattering in the unit cube (3D problem)
The third test problem consists in solving the radiative transfer equation in the unit cube (x, y, z) ∈
[0, 1]3. The temperature of the medium is Tm = 800 K. The boundary conditions consist of one hot
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Figure 4: Radiative intensity cut at x = 0.4 m using different numerical methods on a mesh of 20× 20 (top left),
80× 80 (top right) and 240× 240 (bottom left) elements. In all cases the reference solution computed
on a mesh of 480 × 480 elements is also shown. Relative error of the solutions against mesh size h
(bottom right). Case 1 (κ = 0.2).
Figure 5: Radiative intensity solution using the SUPG (left) and the Galerkin (right) methods in a mesh of
480×480 elements.
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Figure 6: Radiative intensity cut at 0.4m (right) and 0.6m (left) from the hot wall for different numerical methods
and reference solution in meshes of 80× 80 (top) 240× 240 (middle) 480× 480 (bottom) elements.
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wall (z = 1) at Th = 1000 K, while the other walls are maintained cold (Tc = 0 K). The hot wall is
considered opaque and non reflective ( = 1.0, ρ = 0.0). The physical absorption and scattering are
κ = 0.2 and σs = 0.3 (SI units are assumed).
Figure 7 shows the solution for radiation intensity over the cubic domain coming from the upper
hot wall when using the SUPG method and a mesh of 20× 20× 20 trilinear elements. Figure 8 shows
plots of radiative intensity cuts for the stabilized and the Galerkin methods using respectively meshes
of 20 × 20 × 20 and 40 × 40 × 40 trilinear elements. The tests are compared to a reference solution
obtained with a mesh of 80× 80× 80 trilinear elements using the SUPG method. The obtained results
using the SUPG and the OSS methods are very close. The behavior of the Galerkin method is similar
to the one observed in the bidimensional problem (see figure 4).
Figure 7: Radiative intensity solution with the SUPG method in the whole domain using a mesh of 20× 20× 20
trilinear elements.
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Figure 8: Radiative intensity cut for the SUPG, the OSS and the Galerkin methods against the reference solution
in a mesh of 20× 20× 20 (left) and 40× 40× 40 (right) trilinear elements.
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6 Conclusions
In this paper we have designed and analyzed stabilized finite element methods to approximate the
radiative transport equation. The problem is posed in a spatial domain and in the unit sphere S2, and
both need to be discretized. We have focused our attention to the spatial discretization, and used only
the DOM in the numerical testing, although any other discretization of S2 could be used.
The Galerkin method for the spatial discretization suffers from numerical oscillations due to the
convective term in the equation to be approximated. We have presented a non-conventional numerical
analysis that shows that some control on the convective derivative can be obtained, but not enough to
prevent the appearance of numerical wiggles.
In order to overcome the misbehavior of the Galerkin method, two stabilized finite element meth-
ods have been discussed, namely, the well known SUPG formulation a the OSS method. Both can be
motivated within the variational multiscale framework, although some simplifying assumptions have
to be added to arrive to the version of the methods analyzed here. Particular attention has been paid to
the design of the matrix of stabilization parameters, which has been based on an approximate Fourier
analysis.
Both approximations, the SUPG and the OSS, are stable and optimally convergent in the same norm
and with the same error function. This norm happens to be finer than the one in which the Galerkin
method can be analyzed. There is full control in the convective derivative that translates into globally
smooth solutions, although some local oscillations may be still encountered. As the OSS method in-
troduces less numerical dissipation than the SUPG method, the local overshoots and undershoots are
sometimes higher using the OSS method.
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