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Em Santos-Pereira e Pires [8] apresentamos um método genérico de classifi-
cação com rejeição por indecisão e observações atípicas (outliers). Em Santos-
Pereira e Pires [7] propusemos um método de detecção de outliers baseado em
análise de clusters e utilização de distâncias tipo Mahalanobis com estimadores
clássicos e robustos. Por forma a avaliar o desempenho deste último método,
conduziu-se um estudo de simulação, com várias situações distribucionais, que
envolveu a utilização de três métodos de clustering: K-means, pam (Kaufman
e Rousseeuw [2] ) e mclust (Banfield e Raftery [1]), e três pares de estimadores
de localização-dispersão: clássicos, RCMD ( Rousseeuw [5]) e OGK (Maronna e
Zamar [3]). Uma das dificuldades encontradas na implementação deste método
foi a escolha do número de clusters, k, do método de clustering e do estimador
de localização-dispersão. Nesse momento para a escolha da melhor combinação
eram experimentados vários valores para k (no mínimo 1 e no máximo uma valor
que dependeria do número de observações e do número de variáveis) e escolhia-























fN (x; µˆj , Σˆj) representa a f.d.p. da Np(µˆ, Σˆ). (3)
Nesta comunicação discute-se a robustez do critério AIC aqui descrito, para a
escolha do número de clusters, com base num conjunto de situações distribu-
cionais.
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