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Abstracts of the Colloquium talks: Spring 2014   
Date Speaker and Title Time/Location
Thursday, Jan 
23 
Matthew DeVilbiss, University of Dayton 
Finding the Grundy Number of line graphs 




Charlie Suer, University of Louisville 
Extending the PC-Tree Algorithm to the Torus 




Paul Eloe, University of Dayton 
Variation of parameters and fractional difference equations 




Jonathan Brown, Kansas State University 
The center of rings associated to directed graphs 




Edward Hanson, Williams College 
Characterization of Leonard Pairs 




Jean Nganou, University of Oregon 
A Stone type duality between profinite MV-algebras and 
multisets 




Muhammad Islam, University of Dayton 
Bounded, asymptotically stable and L1 solutions of Caputo 
fractional differential equations 




Paul Eloe, University of Dayton 
A boundary value problem for a fractional differential equation 




Tamer Oraby, University of Cincinnati 
Modeling parental acceptance of vaccination for paediatric 
infectious diseases 




Min Chen, University of Dayton 
Implementation of A Numerical Scheme for Pricing European 
Options in Regime-Switching Jump Diffusion Models  




Mashael Alshammari and Shahah Almutiri, University of 
Dayton 
Exponential Stability In Finite Delay Difference Equations 




Eric Gerwin, University of Dayton 
An in depth look at random number generation 




Jessica Steve, University of Dayton 
A comparison of stepwise regression and regression trees for 
model selection 
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The highlight of the paper is relaxing the condition|ܽሺݐሻ| 	൏ 	1. We will provide an example, in which we 
show that our theorems provide an improvement of some of the recent literature. 
 
An in depth look at random number generation 
Eric Gerwin 
Abstract: For hundreds of years, random numbers have been an integral part of numerous studies 
incorporating a variety of disciplines. However, many simply take the idea of “randomness” for granted 
and fail to take a deep look at the underlying theory. In this paper, we will look at a brief history of 
random number generation and look at commonly used random number generators. We will study 
more in depth the most common random number generator, the linear congruential random number 
generator. From this generator, we will sketch the proof of how to achieve maximum period length 
through number theory results. We will also list a survey of various tests used for randomness, taking an 
in depth look at two tests. Using these two tests, we will see how period length affects the randomness 
of our sequence. 
 
A comparison of Stepwise Regression and Regression Trees for Model Selection 
Jessica Steve 
Abstract: Regression analysis is a widely known method of statistics used to determine the relationships 
between two or more variables. Stepwise regression is a common approach for picking predictor 
variables. However, this method is sometimes known to pick unnecessary variables. Regression trees are 
an alternative method for choosing predictors. Monte Carlo simulations will be used to compare 
Stepwise Regression and Regression Trees for selecting predictors. The results of both approaches are 
compared for both linear and quadratic regression models. 
 
 
 
