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Le module dendriforme sur le groupe cyclique
F. Chapoton
13 avril 2007
Re´sume´
La structure d’ope´rade anticyclique de l’ope´rade dendriforme donne
en particulier une matrice d’ordre n agissant sur l’espace engendre´ par les
arbres binaires plans a` n feuilles. On calcule le polynoˆme caracte´ristique
de cette matrice. On propose aussi une conjecture compatible pour le
polynoˆme caracte´ristique de la transformation de Coxeter du poset de
Tamari, qui est essentiellement une racine carre´e de cette matrice.
Abstract
The structure of anticyclic operad on the Dendriform operad defines
in particular a matrix of finite order acting on the vector space spanned
by planar binary trees. We compute its characteristic polynomial and
propose a (compatible) conjecture for the characteristic polynomial of the
Coxeter transformation for the Tamari lattice, which is mostly a square
root of this matrix.
0 Introduction
Les arbres binaires plans sont des objets combinatoires tre`s classiques. Ils ont
re´cemment fait l’objet de recherches remarquables en combinatoire alge´brique,
suite a` leur apparition dans les travaux de Loday [Lod01]. Le point de de´part
est la description par Loday d’une ope´rade base´e sur les arbres binaires plans,
nomme´e ope´rade dendriforme. A cette ope´rade correspond une notion d’alge`bre
dendriforme. Loday et Ronco ont ensuite montre´ [LR98] que l’alge`bre dendri-
forme libre sur un ge´ne´rateur avait une structure d’alge`bre de Hopf. De nom-
breux travaux [Lod02, LR02, AS06, HNT02, HNT03, HNT05] ont suivi sur
diffe´rents aspects de ces objets.
L’ope´rade Dendriforme a en fait une structure plus riche : c’est une ope´rade
anticyclique [Cha05a]. Ceci donne en particulier une action du groupe cyclique
d’ordre n + 1 sur l’espace vectoriel engendre´ par les arbres binaires plans a` n
sommets internes. Cette action reste relativement myste´rieuse depuis son intro-
duction, malgre´ quelques progre`s effectue´s depuis dans sa compre´hension. On a
montre´ dans [Cha05b] que l’action du ge´ne´rateur τ du groupe cyclique e´tait lie´e
au carre´ de la transformation de Coxeter θ pour le treillis de Tamari. On a aussi
montre´ dans [Cha06] que l’action du ge´ne´rateur τ sur les arbres binaires plans
admettait une description tre`s simple par le biais d’un plongement des arbres
binaires plans dans les fractions rationnelles.
On calcule ici le polynoˆme caracte´ristique du ge´ne´rateur τ de cette action
cyclique. On propose ensuite une conjecture pour le polynoˆme caracte´ristique de
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la transformation de Coxeter θ. On montre en particulier que cette conjecture
est compatible avec le re´sultat pre´ce´dent.
Ce travail a son origine dans une correspondance avec Jean Ecalle, qui a
formule´ le premier une conjecture sur le polynoˆme caracte´ristique de τ .
Merci a` Ce´dric Bonnafe´ pour la preuve de la Proposition 2.2.
1 Rappels et notations
On note Dend l’ope´rade dendriforme. L’espace vectoriel Dend(n) a pour base
les arbres binaires plans a` n sommets internes et pour dimension le nombre de
Catalan cn de´fini par
cn =
1
n+ 1
(
2n
n
)
. (1)
On trouve dans [Cha05a] la description en termes d’ope´rade d’une action
naturelle du groupe cyclique d’ordre n sur Dend(n− 1). On a donc un module
induit sur le groupe syme´trique Sn.
Proposition 1.1 ([Cha05a], Th. 6.2) Le caracte`re de ce module induit est
donne´ par la fonction syme´trique
2cn−1p
n
1 −
1
2n
∑
d|n
φ(d)
(
2n/d
n/d
)
p
n/d
d , (2)
ou` φ est l’indicatrice d’Euler et les pd sont les fonctions syme´triques “sommes
de puissances”.
Cette fonction syme´trique de´crit donc le module sur le groupe syme´trique
Sn induit depuis un module Dend(n−1) sur le groupe cyclique Cn. On cherche
a` comprendre ce module sur le groupe cyclique, dont on sait a priori qu’il est
de´fini sur les rationnels et meˆme sur les entiers.
On voit que la formule (2) se de´compose en une somme de deux termes.
Le premier terme 2cn−1p
n
1 est une somme de 2cn−1 repre´sentations re´gulie`res
de Sn, donc est isomorphe a` l’induite de la somme de 2cn−1 repre´sentations
re´gulie`res de Cn. On se concentre donc par la suite sur le deuxie`me terme.
2 Induction du groupe cyclique au groupe syme´trique
Soit Cn le groupe cyclique a` n e´le´ments. On note t le ge´ne´rateur. L’alge`bre
de groupe est Q[t]/(tn − 1).
Soit d un diviseur de n. L’espace Q[t]/(td − 1) est un module pour Cn, note´
Mn,d.
Remarque : Mn,n est la repre´sentation re´gulie`re.
Le caracte`re de Mn,d est le suivant :
χn,d(t
k) =
{
d si d|k,
0 sinon.
(3)
Soit KQ0 (Cn) le groupe de Grothendieck de la cate´gorie des QCn-modules
de type fini. Le groupe KQ0 (Cn) a pour rang le nombre de diviseurs de n et les
2
classes dans KQ0 (Cn) des modules Mn,d pour d|n forment une base de KQ0 (Cn)
[CR62, §39, Ex. 2].
Soit Sn le groupe syme´trique sur {1, . . . , n}.
On a une inclusion de groupe de Cn dans Sn qui envoie t sur le grand cycle
c = (1, 2, . . . , n).
On conside`re le module induit M ′n,d = Ind
Sn
Cn
Mn,d.
Proposition 2.1 Le caracte`re de M ′n,d est la fonction syme´trique
χ′n,d =
d
n
∑
ℓ|n/d
φ(ℓ)p
n/ℓ
ℓ . (4)
Preuve. Par la formule d’induction des caracte`res, le caracte`re χ′n,d est donne´
(en tant que fonction centrale sur le groupe syme´trique) par
χ′n,d(σ) =
1
n
∑
τ∈Sn
τ−1στ∈Cn
χn,d(τ
−1στ), (5)
pour toute permutation σ. En utilisant (3), ceci se simplifie en
d
n
∑
d|k
∑
τ∈Sn
τ−1στ=ck
1. (6)
On note que le type cyclique de ck est ( nn∧k )
n∧k. On traduit alors le caracte`re
χ′n,d en termes de fonctions syme´triques :
χ′n,d =
d
n
∑
k=1...n
d|k
(p n
n∧k
)n∧k. (7)
On remplace ensuite k par dk et n par dm :
d
n
m∑
k=1
(p m
m∧k
)(m∧k)d. (8)
On trouve la formule attendue en regroupant les termes.
Proposition 2.2 L’induction IndSnCn de K
Q
0 (Cn) dans K
Q
0 (Sn) est une appli-
cation line´aire injective.
Preuve. Comme les classes des modules Mn,d forment une base de K
Q
0 (Cn), il
suffit de montrer que les classes des modules induits M ′n,d dans K
Q
0 (Sn) sont
line´airement inde´pendantes. Ceci re´sulte imme´diatement de la formule (4), par
triangularite´ par rapport a` l’ordre partiel de´fini sur l’ensemble des diviseurs de
n par la divisibilite´.
3 Description du module dendriforme
On de´finit une suite d’entiers positifs an pour n ≥ 1 par la formule suivante :
an =
1
2n
∑
d|n
µ(n/d)
(
2d
d
)
, (9)
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ou` µ est la fonction de Mo¨bius.
A priori, les an de´finis ainsi sont des rationnels. Il faut justifier que ce sont
bien des entiers positifs. Pour cela, on va faire un calcul plus fin avec des fonc-
tions syme´triques. On note ◦ le ple´thysme des fonctions syme´triques.
Conside´rons la fonction syme´trique Lie :
Lie =
∑
n≥1
1
n
∑
d|n
µ(d)p
n/d
d . (10)
C’est la fonction syme´trique associe´e a` l’ope´rade Lie, donc c’est une somme
positive de fonctions de Schur.
Conside´rons la fonction syme´trique Brace :
Brace =
∑
n≥1
1
n
(
2n− 2
n− 1
)
pn1 =
1−√1− 4p1
2
. (11)
C’est aussi clairement une somme positive de fonctions de Schur.
Proposition 3.1 Le ple´thysme Lie ◦Brace est la fonction syme´trique
∑
n≥1
1
2n
∑
d|n
µ(d)
(
2n/d
n/d
)
p
n/d
d . (12)
Preuve. Par de´finition du ple´thysme, il faut calculer
∑
n≥1
1
n
∑
d|n
µ(d)
(
1−√1− 4pd
2
)n/d
. (13)
En e´changeant les sommations, ceci devient
−
∑
d≥1
µ(d)
d
log
(
1 +
√
1− 4pd
2
)
. (14)
En utilisant alors le de´veloppement de Taylor (72) (Voir Appendice) :
− log
(
1 +
√
1− 4u
2
)
=
∑
n≥1
1
2n
(
2n
n
)
un, (15)
on obtient donc ∑
d≥1
µ(d)
d
∑
k≥1
1
2k
(
2k
k
)
pkd, (16)
qui se re´duit facilement au re´sultat voulu.
Comme compose´e pour le ple´thysme de sommes positives de fonctions de
Schur, la fonction Lie ◦Brace est aussi une somme positive de fonctions de Schur.
La dimension des invariants dans Lie ◦Brace, obtenue en posant pd = 1 pour
tout d dans les composantes homoge`nes de la formule (12), est exactement la
suite an ; ces nombres sont donc bien des entiers positifs.
Voici les premiers termes de la suite an pour n ≥ 1 :
1, 1, 3, 8, 25, 75, 245, 800, 2700, 9225, . . . (17)
La suite an a une proprie´te´ remarquable.
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Proposition 3.2 On a
Fa(x) =
∏
n≥1
(1− xn)−an = 1−
√
1− 4x
2x
. (18)
Preuve. Soit Com la fonction syme´trique associe´e a` l’ope´rade Com et corre-
spondant a` la somme des modules triviaux sur les groupes syme´triques. Elle
ve´rifie (1 + Com) ◦ Lie = 11−p1 . Par conse´quent, on a
(1 + Com) ◦ (Lie ◦Brace) =
(
1
1− p1
)
◦ Brace . (19)
En regardant les invariants de part et d’autre, on en de´duit la proposition.
On utilise maintenant cette suite d’entiers an pour de´crire le module den-
driforme Dend(n− 1) sur le groupe cyclique Cn.
Proposition 3.3 Pour tout n ≥ 1, on a l’e´galite´ suivante :
∑
d|n
adχ
′
n,d =
1
2n
∑
d|n
φ(d)
(
2n/d
n/d
)
p
n/d
d . (20)
Preuve. On calcule la somme pour n ≥ 1 du membre de gauche. En utilisant
l’expression (4) de χ′n,d, on obtient∑
n≥1
∑
d|n
1
2d
∑
k|d
µ(d/k)
(
2k
k
)
d
n
∑
ℓ|n/d
φ(ℓ)p
n/ℓ
ℓ , (21)
ce qui s’e´crit encore
∑
n≥1
∑
d|n
∑
k|d
∑
ℓ|n/d
1
2n
µ(d/k)
(
2k
k
)
φ(ℓ)p
n/ℓ
ℓ . (22)
On introduit de nouvelles variables de sommation i et j en posant n = ijkℓ
et d = ik. En remplac¸ant les sommations sur n et d par des sommations sur i
et j, on obtient ∑
i,j,k,ℓ
1
2ijkℓ
µ(i)φ(ℓ)
(
2k
k
)
pijkℓ . (23)
En utilisant le ple´thysme des fonctions syme´triques, on peut factoriser cette
expression comme suit :(∑
i
µ(i)pi/i
)
◦

∑
j
pj/j

 ◦

∑
k,ℓ
1
2kℓ
φ(ℓ)
(
2k
k
)
pkℓ

 . (24)
Comme les deux premiers termes sont dans un sous-groupe des fonctions
syme´triques pour le ple´thysme qui est isomorphe au groupe commutatif des
se´ries de Dirichlet pour le produit, ces termes sont inverses l’un de l’autre. On
obtient donc ∑
k,ℓ
1
2kℓ
φ(ℓ)
(
2k
k
)
pkℓ . (25)
Il est facile de voir que le terme de degre´ n de cette somme est exactement le
re´sultat attendu.
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On a donc montre´ que l’induite du module virtuel
2cn−1Mn,n −
⊕
d|n
adMn,d (26)
a le meˆme caracte`re que l’induite du module Dend(n− 1).
On sait aussi que le module Dend(n−1) est de´fini sur les rationnels et meˆme
sur les entiers. On sait par ailleurs que les modules Mn,d sont aussi de´finis sur
les rationnels.
Par la proposition 2.2, on en de´duit
Theorem 3.4 Le module Dend(n− 1) a pour caracte`re
2cn−1χn,n −
⊕
d|n
adχn,d, (27)
et le polynoˆme caracte´ristique du ge´ne´rateur t de Cn est
(tn − 1)2cn−1∏
d|n(t
d − 1)ad . (28)
Ce the´ore`me incite a` penser que le module Dend(n − 1) doit admettre une
re´solution de la forme
0 −→
⊕
d|n
adMn,d −→ 2cn−1Mn,n −→ Dend(n− 1) −→ 0. (29)
On a une application e´vidente de cn−1Mn,n dans Dend(n − 1), induite
par l’identite´ de Dend(n − 1). Pour de´finir un morphisme de 2cn−1Mn,n dans
Dend(n− 1), il faudrait une autre application de cn−1Mn,n dans Dend(n − 1).
On peut supposer qu’elle doit provenir d’une involution sur Dend(n− 1).
Remarque : dans le cas similaire mais plus simple de l’ope´rade Dias, dont
le caracte`re anticyclique est donne´ par M ′n,n −M ′n,1, on retrouve la description
connue du module Dias(n − 1) comme quotient de Mn,n par Mn,1. On a une
suite exacte courte
0 −→Mn,1 −→ Mn,n −→ Dias(n− 1) −→ 0. (30)
4 Transformation de Coxeter
Le treillis de Tamari [HT72] est un ordre partiel sur les arbres binaires plans
a` n feuilles. Soit C la matrice de cet ordre :
Cx,y =
{
1 si x ≤ y,
0 sinon.
(31)
La matrice θ = −C(tC−1) est appele´e la transformation de Coxeter du poset
de Tamari.
On a montre´ dans [Cha05b] la relation suivante.
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Proposition 4.1 ([Cha05b], Th. 6.1) Si τ est la matrice d’ordre n conside´re´e
pre´ce´demment et θ la transformation de Coxeter du treillis de Tamari, alors on
a
τ = (−1)n+1θ2. (32)
Il est donc naturel de se demander si il existe une description simple du
polynoˆme caracte´ristique de θ. On propose ci-dessous une conjecture pour ce
polynoˆme. Il est ne´cessaire de distinguer les cas n pair et n impair.
On commence par introduire une suite d’entiers relatifs λ(n).
λ(n) = (−1)(n2)
(
n− 1
⌈(n− 1)/2⌉
)
. (33)
On de´finit ensuite une suite d’entiers relatifs bn par inversion de Mo¨bius :
bn =
1
n
∑
d|n
µ(d)λ(n/d). (34)
A priori, les bn sont des rationnels. Il faut justifier que ce sont bien des
entiers relatifs. On proce`de comme pour la suite an, en utilisant des fonctions
syme´triques.
On introduit la fonction syme´trique
Z = p1 +
∑
n≥0
(−1)n+1
n+ 1
(
2n
n
)
p2n+21 =
1 + 2p1 −
√
1 + 4p21
2
. (35)
Proposition 4.2 La fonction syme´trique Lie ◦Z est
∑
n≥1
1
n
∑
d|n
µ(d)λ(n/d)p
n/d
d . (36)
Preuve. La preuve est similaire a` celle de la Prop. 3.1. Par de´finition du
ple´thysme, il faut calculer
∑
n≥1
1
n
∑
d|n
µ(d)
(
1 + 2pd −
√
1 + 4p2d
2
)n/d
. (37)
En e´changeant les sommations, on obtient
−
∑
d≥1
µ(d)
d
log
(
1− 2pd +
√
1 + 4p2d
2
)
. (38)
On utilise alors le de´veloppement de Taylor (76) (Voir Appendice) :
− log
(
1− 2u+√1 + 4u2
2
)
=
∑
n≥1
λ(n)un/n. (39)
On obtient donc ∑
d≥1
µ(d)
d
∑
k≥1
λ(k)
k
pkd, (40)
qui se re´duit facilement au re´sultat voulu.
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Comme Lie et Z sont des combinaisons line´aires entie`res de fonctions de
Schur, la fonction syme´trique Lie ◦Z l’est aussi. Ceci montre que les bn sont
bien des entiers relatifs, car ce sont les coefficients des invariants dans cette
fonction syme´trique.
Voici les premiers termes de la suite bn pour n ≥ 1 :
1,−1,−1, 1, 1,−1,−3, 4, 8,−13,−23, 39, 71,−121, . . . (41)
On remarque que les signes des bn semblent suivre un motif re´gulier, le meˆme
que pour la suite λ(n). En fait, il semble meˆme que la fonction syme´trique Lie ◦Z
soit une somme de fonctions de Schur dont les signes sont soit tous positifs, soit
tous ne´gatifs selon la valeur de n modulo 4. On a ve´rifie´ ceci pour n ≤ 12.
Proposition 4.3 On a
Fb(x) =
∏
n≥1
(1− xn)−bn = −1 + 2x+
√
1 + 4x2
2x
. (42)
Preuve. On utilise l’identite´
(1 + Com) ◦ (Lie ◦Z) = 1
1− p1 ◦ Z. (43)
En prenant les invariants, on trouve l’e´galite´ voulue.
On utilise maintenant la suite de nombres entiers relatifs bn pour proposer
une description de θ.
Conjecture 4.4 Pour n pair, le polynoˆme caracte´ristique de θ est
(t2n − 1)cn−1∏
d|2n(t
d − 1)bd . (44)
Pour donner une conjecture dans le cas n impair, on de´finit une autre suite
d’entiers relatifs b′n a` partir de la suite bn :
b′n =
{
bn si n = 1 mod 2,
−bn − bn/2 si n = 0 mod 2.
(45)
Voici les premiers termes de la suite b′n pour n ≥ 1 :
1, 0,−1, 0, 1, 2,−3,−5, 8, 12,−23,−38, 71, 124, . . . (46)
Conjecture 4.5 Pour n impair, le polynoˆme caracte´ristique de θ est
(t2n − 1)cn−1∏
d|2n(t
d − 1)b′d . (47)
5 Comparaison entre conjectures et the´ore`me
On montre ici que les conjectures 4.4 et 4.5 sont compatibles avec (et im-
pliquent) le the´ore`me 3.4 de´crivant le polynoˆme caracte´ristique pour τ .
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Le polynoˆme caracte´ristique du carre´ d’une matriceM d’ordre fini est obtenu
par la substitution suivante dans celui de M :
(td − 1) 7→
{
td − 1 si d = 1 mod 2,
(td/2 − 1)2 si d = 0 mod 2. (48)
Le polynoˆme caracte´ristique de l’oppose´ d’une matriceM d’ordre fini est obtenu
par la substitution suivante dans celui de M :
(td − 1) 7→
{
(t2d − 1)/(td − 1) si d = 1 mod 2,
(td − 1) si d = 0 mod 2. (49)
Supposons d’abord n impair et conside´rons la conjecture 4.5. Dans ce cas, on
a τ = θ2. On obtient donc l’expression suivante pour le polynoˆme caracte´ristique
de τ :
(tn − 1)2cn−1
∏
d|2n
d=1 mod 2
(td − 1)−b′d
∏
d|2n
d=0 mod 2
(td/2 − 1)−2b′d . (50)
Ceci se re´-e´crit
(tn − 1)2cn−1
∏
d|n
(td − 1)−b′d−2b′2d . (51)
Pour identifier ceci a` la formule (28), il faut donc avoir
ad = b
′
d + 2b
′
2d (52)
pour tous les entiers d impairs. En utilisant les relations (45), ceci est e´quivalent
a`
ad = −bd − 2b2d (53)
pour tous les entiers d impairs.
Supposons maintenant n pair et conside´rons la conjecture 4.4. Dans ce cas,
on a τ = −θ2. On obtient donc l’expression suivante pour le polynoˆme car-
acte´ristique de τ :
(tn − 1)2cn−1
∏
d|n
d=0 mod 2
(td − 1)−2b2d
∏
d|n
d=1 mod 2
(t2d − 1)−2b2d
(td − 1)−2b2d
∏
d|n
d=1 mod 2
(t2d − 1)−bd
(td − 1)−bd .
(54)
Pour identifier cette expression avec la formule (28), on distingue selon la valeur
de d modulo 4. On obtient les conditions suivantes :
ad =


−2b2d − bd si d = 1 mod 2,
2b2d si d = 0 mod 4,
2b2d + 2bd + bd/2 si d = 2 mod 4.
(55)
On remarque que la condition (53) obtenue plus haut dans le cas n impair fait
aussi partie des trois conditions ci-dessus.
Proposition 5.1 On a la relation∏
n
(1− xn)−an =
∏
n=0 mod4
(1−xn)−2b2n
∏
n=2 mod4
(1−xn)−2b2n−2bn−bn/2
∏
n=1 mod2
(1−xn)2b2n+bn .
(56)
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Preuve. Calculons le second membre :∏
n=0 mod2
(1−x2n)−2b4n
∏
n=1 mod 2
(1−x2n)−2b4n−2b2n−bn
∏
n=1 mod2
(1−xn)2b2n+bn .
(57)
On coupe en deux le facteur central et on regroupe :∏
n
(1− x2n)−2b4n
∏
n=1 mod2
(1 + xn)−2b2n−bn . (58)
On re´-e´crit le premier facteur et on coupe en deux le second :∏
n=0 mod2
(1 − xn)−2b2n
∏
n=1 mod 2
(1 + xn)−2b2n
∏
n=1 mod 2
(1 + xn)−bn . (59)
On regroupe les deux premiers facteurs et on re´-e´crit le troisie`me :∏
n
(1− (−x)n)−2b2n
∏
n=1 mod2
(1 − (−x)n)−bn . (60)
On comple`te le second facteur :∏
n
(1− (−x)n)−2b2n
∏
n
(1− (−x)2n)b2n
∏
n
(1− (−x)n)−bn . (61)
Le troisie`me facteur est Fb(−x), la fonction Fb e´tant de´finie par (42). On re-
groupe les deux premiers facteurs et on simplifie :
∏
n
(
1− (−x)n
1 + (−x)n
)−b2n
Fb(−x). (62)
On pose x = −z2 et on choisit les signes avec soin :
∏
n
(
1− z2n
1 + (−z)2n
)−b2n
Fb(z
2), (63)
soit encore ∏
n=0 mod2
(
1− zn
1 + (−z)n
)−bn
Fb(z
2). (64)
On peut alors comple´ter le produit sans introduire de nouveaux termes :
∏
n
(
1− zn
1 + (−z)n
)−bn
Fb(z
2), (65)
soit enfin
Fb(z)
∏
n
(1− (−z)2n)bn
∏
n
(1− (−z)n)−bnFb(z2). (66)
On obtient donc
Fb(z)(1/Fb(z
2))Fb(−z)Fb(z2) = Fb(z)Fb(−z), (67)
ce qui vaut bien
1−√1 + 4z2
−2z2 =
1−√1− 4x
2x
. (68)
Ceci est bien la fonction Fa(x) de´finie en (18), comme attendu.
Remarque : on a montre´ au passage la relation
Fa(−z2) = Fb(z)Fb(−z). (69)
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Appendice
On rappelle quelques de´veloppements de Taylor.
Le premier est classique et facile :
∑
n≥0
(
2n
n
)
xn =
1√
1− 4x. (70)
On de´duit de (70) en utilisant l’ope´rateur x∂x :
∑
n≥1
1
n
(
2n− 2
n− 1
)
xn =
1−√1− 4x
2
. (71)
On de´duit aussi de (70) en utilisant l’ope´rateur x∂x :
∑
n≥1
1
2n
(
2n
n
)
xn = − log
(
1 +
√
1− 4x
2
)
. (72)
On de´duit de (71) en remplac¸ant x par −x2 :
∑
n≥0
(−1)n+1
n+ 1
(
2n
n
)
x2n+1 =
1−√1 + 4x2
2x
. (73)
On de´montre ensuite
∑
n≥1
λnx
n =
x√
1 + 4x2
− 1
2
(
1− 1√
1 + 4x2
)
, (74)
en se´parant les puissances paires et impaires de x et en utilisant la relation(
2n
n
)
= 2
(
2n− 1
n
)
. (75)
On de´duit ensuite de (74) en utilisant l’ope´rateur x∂x :
∑
n≥1
λn
n
xn = − log
(
1− 2x+√1 + 4x2
2
)
. (76)
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