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Forest fires become one of the problems in Indonesia.From beginning of the year to September in 2019, forest 
and land fires in Indonesia reached 857.756 hectares.The impactof forest fires can disrupt health, 
transportation and even bilateral relations with neighboring countries. Hotspots are indications of a forest 
or land fire. Clustering of hotspot as a way of analyzing data is crucial to prevent forest fires or land from 
becoming larger. In previous research, clustering of hotspot data based latitude and longtitude feature, with 
LOF K-Means gave better results than K-Means. This research conducted a data hotspot grouping with the 
LOF K-Means method based on latitude, longtitude and brightness features. The purpose of this research is 
to know the results of comparisons between the data hotspots based on latitude, longtitude with hotspot data 
clustering based on latitude, longtitude and brightness features. The results of this research became the 
foundation for subsequent research as the prevention of losses caused by forest fires and larger land. Based 
on the results of the research, the addition of brightness features as the basis of clustering using the LOF K-
Means  method does not give better results.  
Kata kunci: LOF K-Means, hotspot, feature, clustering 
 
ABSTRAK  
Kebakaran hutan menjadi salah satu permasalahan di Indonesia. Dari awal tahun hingga September pada 
tahun 2019, kebakaran hutan dan lahan di Indonesia mencapai 857.756 hektar. Dampak kebakaran hutan dapat 
mengganggu kesehatan, transportasi bahkan hubungan bilateral dengan negara tetangga. Titik panas bumi 
atau hotspot merupakan indikasi adanya kebakaran hutan atau lahan. Pengelompokan data hotspot sebagai 
cara analisa data hotspot sangat penting untuk mencegah terjadinya kebakaran hutan atau lahan menjadi lebih 
besar. Pada penelitian sebelumnya, pengelompokan data hotspot berdasarkan fitur latitude, longtitude dengan 
LOF K-Means memberikan hasil lebih baik dibandingkan K-Means. Penelitian ini dilakukan pengelompokan 
data hotspot dengan metode LOF K-Means berdasarkan fitur latitude, longtitude dan brightness. Tujuan 
penelitian ini untuk mengetahui hasil perbandingan antara pengelompokan data hotspot berdasarkan fitur 
latitude, longtitude dengan pengelompokan data hotspot berdasarkan fitur latitude, longtitude dan brightness. 
Hasil penelitian ini dijadikan landasan untuk penelitian selanjutnya sebagai upaya pencegahan kerugian akibat 
kebakaran hutan dan lahan yang lebih besar. Berdasarkan hasil penelitian, penambahan fitur brightness 
sebagai dasar pengelompokan menggunakan metode LOF K-Means tidak memberikan hasil yang lebih baik. 




Salah satu permasalahan Indonesia adalah kebakaran hutan. Dari awal tahun 2019 hingga 
September 2019, kebakaran hutan dan lahan di Indonesia mencapai 857.756 hektar[1]. Salah satu 
akibat terjadinya kebakaran hutan maupun lahan adalah kabut asap. Kabut asap dengan jumlah 
besar dapat mengganggu kesehatan, transportasi, bidang pertanian bahkan hubungan bilateral 
dengan negara tetangga[2].  
Titik panas bumi atau sering disebut hotspot merupakan indikasi adanya kebakaran hutan 
atau lahan[3]. Analisa data hotspot sangat penting untuk mencegah terjadinya kebakaran hutan atau 
lahan menjadi lebih besar[4]. Alat fundamental untuk analisis data adalah pengelompokan atau 
clustering [5].  Clustering digunakan untuk mengelompokkan sekumpulan data menjadi beberapa 
kelompok sehingga data dalam satu kelompok memiliki kesamaan dan berbeda dengan data di 
kelompok lain [6]. 
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K-Means merupakan salah satu metode clustering yang sensitif terhadap pencilan. Pada 
penelitian sebelumnya [7], metode LOF K-Means yaitu penambahan metode Local Outlier Factor 
(LOF) pada metode K-Means digunakan untuk mengelompokan data hotspot. LOF K-Means 
memberikan hasil lebih baik daripada metode K-Means. Pengelompokan data hotspot pada 
penelitian tersebut didasarkan pada fitur latitude dan longtitude.  
Fitur pada data hotspot yang diambil dari web resmi NASA terdapat 11 fitur yaitu latitude, 
longitude, bright_ti4, scan, track, acq_date, acq_time, satellite, confidence, version, bright_ti5, frp, 
daynight. Fitur brightness merupakan piksel kecerahan api dan dijadikan dasar pengelompokan 
pada penelitian [8]. 
Berdasarkan latar belakang di atas, penelitian ini dilakukan untuk mengelompokan data 
hotspot dengan metode LOF K-Means berdasarkan fitur latitude, longtitude dan brightness. 
Dengan penambahan fitur brightness sebagai dasar pengelompokan, penelitian ini bertujuan untuk 
mengetahui hasil perbandingan antara pengelompokan data hotspot berdasarkan latitude, 
longtitude dengan pengelompokan data hotspot berdasarkan fitur latitude, longtitude dan 
brightness. Hasil penelitian ini dijadikan landasan untuk penelitian selanjutnya sebagai upaya 
pencegahan kerugian akibat kebakaran hutan dan lahan yang lebih besar. 
 
TINJAUAN PUSTAKA 
Titik Panas (Hotspot) 
Secara definisi, titik panas atau hotspot merupakan daerah dengan suhu permukaan relatif 
lebih tinggi dibandingkan daerah di sekitarnya berdasarkan ambang batas suhu tertentu yang 
terpantau oleh satelit penginderaan jauh[9].  
Menurut [9], titik panas atau hotspot adalah parameter yang diturunkan dari data satelit 
dan dindikasikan sebagai lokasi kebakaran hutan dan lahan. Berdasarkan data hotspot yang diambil 
dari https://firms.modaps.eosdis.nasa.gov/active_fire, terdapat 11 fitur yaitu latitude, longitude, 
bright_ti4, scan, track, acq_time, acq_date, satellite, confidence, version, bright_ti5, frp, daynight. 
Clustering 
 Salah satu teknik data mining adalah algoritma clustering[10]. Clustering merupakan 
suatu proses pengelompokan suatu data menjadi beberapa kelompok atau klaster sehingga data 
dalam satu klaster memiliki kesamaan atau kemiripan dan data tersebut memiliki perbedaan 
dengan data pada klaster yang lain[11],[12]. Metode clustering sendiri terbagi menjadi dua, yaitu 
partitional clustering dan hierarchial clustering.   
K-Means 
K-Means merupakan salah satu metode clustering yang termasuk partitional clustering. 
Tujuan dari metode ini adalah memaksimalkan kemiripan data dalam satu klaster dan 
meminimalkan kemiripan data antar klaster [11]. Langkah-langkah metode K-Means untuk 
mengelompokan sejumlah data D dengan  k (jumlah klaster) yang ditentukan di awal, 
yaitu[11],[13]: 
(1) Menentukan pusat klaster (cj) sejumlah k, biasanya dibangkitkan secara acak. 
(2) Menghitung jarak tiap data (xj) dengan pusat klaster (cj) dengan persamaan Euclidean 
𝑑(𝑥𝑗 , 𝑐𝑗) = √∑ (𝑥𝑗 − 𝑐𝑗)
2𝑛
𝑗=1  …..(1)                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                              
(3) Menempatkan data  (xj) ke pusat klaster  (cj)  terdekat sehingga data akan berkelompok. 
(4) Menentukan pusat klaster baru dengan cara menghitung rata-rata jarak semua data  (xj)  
dalam satu klaster terhadap pusat klasternya. 
(5) Mengulang langkah (2) dan (3) hingga pusat klasternya tidak berubah.   
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Local Outlier Factor (LOF)   
Local Outlier Factor (LOF) merupakan perbandingan kepadatan lokal lingkungan sebuah 
data dengan kepadatan lokal tetangganya. Nilai LOF ini yang menentukan suatu  data dikatakan 
termasuk pencilan (outlier) atau bukan. Suatu data dikatakan pencilan jika nilai LOF nya tinggi 
yaitu LOF >> 1. Sedangkan jika nilai LOFnya rendah atau mendekati 1, data tersebut bukan 
















  …(3) 
 
dengan 𝑙𝑟𝑑(𝑎) merupakan kepadatan lokal dari suatu objek atau data a; 𝑟𝑒𝑎𝑐ℎ − 𝑑𝑖𝑠𝑡𝑘(𝑎, 𝑜) me-
rupakan max{𝑘 − 𝑑𝑖𝑠𝑡(𝑎), 𝑑𝑖𝑠𝑡(𝑎, 𝑜)}; sedangkan 𝑁𝑘−𝑑𝑖𝑠𝑡(𝑎) merupakan jumlah tetangga 
terdekat yang jaraknya tidak melebihi 𝑘 − 𝑑𝑖𝑠𝑡(𝑎). 
 𝑘 − 𝑑𝑖𝑠𝑡(𝑎) merupakan jarak maksimal dari a terhadap tetangga terdekatnya. 𝑘 −
𝑑𝑖𝑠𝑡(𝑎) didefinisikan d(a,o) dimana a dan objek o ∈ D memiliki: 
(1) Untuk setidaknya k objek o’∈ D\{a} dan dinyatakan bahwa d(a,o’)≤ d(a,o) 
(2) Untuk setiap k-1 objek o’∈ D\{a} dan dinyatakan bahwa d(a,o’)≤ d(a,o)   
 
METODE 
Secara keseluruhan sistem pengelompokan data hotspot menggunakan LOF K-Means 
digambarkan pada gambar 1. Data hotspot  yang digunakan pada penelitian ini adalah data wilayah 
Asia Tenggara selama 7 hari berturut-turut  yang di ambil dari 
(https://firms.modaps.eosdis.nasa.gov/active_fire/). Dataset hotspot tersebut terdiri dari 11 fitur 
dengan jumlah data sebanyak 8979 data.  Fitur yang digunakan adalah latitude, longtitude dan 
brightness (bright-ti4). Metode yang digunakan dalam mengelompokan data hotspot adalah LOF 




Gambar 1. Diagram Alur Pengelompokan Data Hotspot dengan Metode LOF K-Means [7] 
Diagram blok LOF K-Means pada penelitian ini ditunjukkan pada gambar 2. Data hotspot 
awalnya dikelompokkan dengan K-Means berdasarkan fitur latitude dan longtitude. Hasil dari 
pengelompokan dihitung nilai LOF setiap data di masing-masing klaster berdasarkan fitur latitude 
           
                     
         
       
     
Seminar Nasional Sains dan Teknologi Terapan VIII 2020  ISSN (print) : 2686-0023 
Institut Teknologi Adhi Tama Surabaya         ISSN (online) : 2685-6875 
 
- 392 - 
 
longtitude. Data hotspot yang dideteksi pencilan kemudian dihapus. Langkah selanjutnya dihitung 
nilai LOF dari setiap klaster berdasarkan fitur brightness. Data-data yang dideteksi pencilan 




Gambar 2. Diagram Blok Metode LOF K-Means Berdasarkan Fitur Latitude Longtitude dan 
Brightness  
 
HASIL DAN PEMBAHASAN 
Hasil perbandingan nilai Sum Square Error (SSE) pengelompokan metode LOF K-Means 
berdasarkan fitur Latitude Longtitude dan berdasarkan fitur Latitude Longtitude, Brightness 
ditunjukkan gambar 3. Variasi nilai k yang digunakan pada penelitian ini adalah 10, 15, 20, 25, 
30,35, 40, 45, dan 50. 
 
Gambar 3. Nilai Sum Square Error Metode LOF K-Means Berdasarkan Fitur Latitude Longtitude 
dan Berdasarkan Fitur Latitude Longtitude, Brightness 
 Dari gambar 3, nilai SSE pada k=25 untuk pengelompokkan LOF K-Means berdasarkan 
fitur latitude longtitude,brightness lebih baik secara signifikan dan di k=20,35 dan 50 sedikit lebih 
baik. Secara umum pengelompokan LOF K-Means berdasarkan fitur latitude longtitude secara 
umum memberikan hasil lebih baik dengan rata-rata 3,1133378.104. Sedangkan rata-rata 
pengelompokan LOF K-Means berdasarkan latitude longtitude,brightness 3,358356.104. 
 
KESIMPULAN 
Berdasarkan hasil penelitian, diperoleh kesimpulan bahwa pengelompokan dengan 
metode LOF K-Means berdasarkan fitur latitude longtitude memberikan hasil lebih baik daripada 
berdasarkan fitur latitude, longtitude, brightness dengan rata-rata nilai SSE sebesar 3,133378.104. 
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Penambahan fitur brightness sebagai dasar pengelompokan menggunakan metode LOF K-Means 
tidak memberikan hasil yang lebih baik. 
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