Abstract-In this paper, a signal processing technique is developed to reduce clutter due to ground bounce in ground penetrating radar (GPR) measurements. This technique is especially useful when a GPR is used to detect subsurface antipersonnel mines. The GPR clutter is modeled using a simple parametric model. Buried mine and clutter contributions are separated through a pair of coupled iterative procedures. The algorithm outperforms existing clutter reduction approaches and also yields target features that are useful for detection and identification of these mines. The proposed technique effectively reduces clutter resulting in a significant decrease in false alarm rates.
I. INTRODUCTION
T HE global land mine crisis is creating immense social and economic problems worldwide [1] , [2] . Safe and cost effective methods for clearing these mines are therefore needed. A promising sensor for detecting anti personnel mines is a ground penetrating radar [3] . However, GPR performs inadequately due to clutter, which dominates the data and obscures the mine information (the dominant clutter contributors being the strong returns received from the rough ground surface). These clutter contributions vary with soil conditions and/or surface roughness and lead to uncertainty in the measurements.
Antipersonnel mines are buried at shallow depths. Thus, returns from the mines and that from the rough ground interface overlap in time. It is very difficult to discriminate these coincident responses. Mines are made out of plastic materials and buried in lossy soil. The relative returns from the mines are therefore very low in energy. Commonly used complex natural resonance frequencies are highly damped due to the lack of dielectric contrast between the soil and the mine and are thus not suitable for detection [4] . The GPR also receives returns from other subsurface inhomogeneities, for example rocks, tree roots, or small pieces of metal in the ground, which leads to high levels of false alarms. Due to these physical limitations, clutter reduc-tion and detection of small shallow land mines are very challenging.
In this paper, a new signal processing technique, which can be used to reduce clutter through data preprocessing, is presented. As opposed to most current clutter reduction techniques, which model clutter statistically [5] - [7] , the new clutter reduction technique models clutter using parametric modeling. Frequency domain basis functions are developed to represent the clutter and the mine contributions in GPR data. An iterative signal processing algorithm is developed to estimate the unknown parameters in the basis functions and reduce the clutter. The algorithm developed in this paper improves existing signal processing techniques by incorporating an adaptive basis function for clutter representation. The new algorithm is robust to the variability of clutter between measurements and accounts for the uncertainty in GPR clutter characteristics. The fact that land mines are buried at shallow depths and that the returns from land mines are small relative to that of the clutter are compensated for in the new processing technique. Note that the returns from subsurface inhomogeneities, for example, rocks and tree roots are also treated as part of the clutter here. To access the performance of the clutter reduction technique, the cross correlation between a reference signature of the target of interest and the clutter reduced data is used. To quantify the performance of the clutter reduction processing, improvement in the detection is accessed through detector receiver-operating-characteristic (ROC) curves. Note that the clutter reduction processing precedes the detector. A simple matched filter, formulated to account for the uncertainty in the placement of the mine is used as a detector.
The proposed technique is applied to some simulated as well as some measured GPR data. A two-dimensional (2-D) finitedifference-time-domain (FDTD) algorithm is implemented to simulate land mines buried in a lossy clay medium under a rough ground surface. The FDTD technique is chosen here because it is ideally suited for modeling scatterers surrounded by inhomogeneous media, and does not require complicated Green's functions, which is typically used in the method of moments. Another advantage of using the FDTD technique is that the wide band nature of the GPR sensor can easily be incorporated into the formulation.
The rest of this paper is organized as follows. Some existing clutter reduction techniques are discussed in Section II. The proposed iterative clutter reduction technique is developed in Section III. A brief description of the FDTD simulation is given in Section IV. In Section V clutter reduction is shown using both simulated as well as measured GPR data. A quantitative performance evaluation of the new clutter reduction technique is presented in Section VI. Section VII contains conclusions.
II. EXISTING DATA PROCESSING TECHNIQUES
Some state-of-the-art clutter reduction techniques are discussed in this section. These techniques proceed by estimating the coherent component of the clutter. The coherent component will generally be the dominant clutter contributor and it will be confined to early observation times.
The coherent clutter component originates at the ground surface. Early time gating can therefore be used to reduce this component of the clutter. However, for shallow targets the responses from the targets and that from the clutter overlap and choosing an appropriate time gate is very challenging. This can clearly be seen from the time domain curves shown in Fig. 1(b) . The reference target is buried at a depth of 2.5 cm. Due to the overlap between the return from the shallow target and that from the ground surface response, the target contributions will be removed using time gating. Another drawback of this approach is that the side lobes of the ground return dominate the late time that will obscure contributions from deeper targets.
Another method of clutter reduction is complex average subtraction. An estimate of the average is obtained by calculating the mean of a number of measurements without a buried object [8] . However, in reality, the soil is an inhomogeneous medium and its statistical properties vary with position along the surface. Thus, subtracting the average may not lead to sufficient clutter reduction. Subtracting a moving average estimate of the background is another possible technique [9] . The background estimate will however be affected by the presence of an object, and the estimate will not be accurate. Other techniques for estimating the background also performs marginally [10] due to variations and inhomogeneities of the ground.
Peak subtraction has also been proposed for reducing the ground surface return. For example, the early time peak can be synthesized in the time domain using a sinc-approximation and subsequently subtracted [11] . However, the presence of shallow targets leads to a bias in the amplitude and location of the early time estimate. Therefore, clutter reduction may not be accurate.
An improved peak subtraction approach has been suggested where the early time contributions are approximated using a superposition of damped exponentials in the frequency domain [12] . The TLS-Prony technique [13] is used to estimate the necessary exponential parameters. The estimated early time clutter is then subtracted from the data to reduce its contribution. This method is referred to as early time subtraction (ETS) and is equivalent to a single iteration of the proposed algorithm.
The clutter reduction techniques discussed above may reduce the coherent component of the ground clutter, but the incoherent component of the clutter, which is typically spread out in time, is still present in the data. Assuming that the incoherent clutter can be represented as a random process with known statistics, a whitening filter can be used to account for this component of the clutter. The whitening filter is applied to the GPR problem in [5] . The clutter statistics are determined from many realizations of the rough surface. The whitening filter is implemented as a linear prediction error filter [14] . A limitation of this technique is the fact that in reality, the soil is an inhomogeneous medium and therefore, its statistical properties vary with position along the surface. Any mismatch in the clutter statistics used to design the filter and that of the GPR data degrades the performance of the whitening filter. Clutter is therefore present in the data after processing.
Accurate estimation of the clutter is crucial in all the above techniques. Finding an unbiased estimate is indeed a very challenging task due to the uncertainty and variation in the ground scattering. Approaches that incorporate estimates that are robust to changes in the scattering from environment and take the variability of the medium into account show more promise in this application. Such a technique is developed in this paper and is discussed next.
III. PROPOSED CLUTTER REDUCTION TECHNIQUE
In the case of high resolution, ultra-wideband (UWB) GPR where only a small spot on the ground surface is illuminated, it is reasonable to assume that the scattered response is composed of a superposition of responses from individual scattering mechanisms. Based on this observation the total scattered field received by the GPR can be represented as (1) where represents the clutter contributions, represents the contribution from the desired target, represents additive Gaussian noise, and . It is important to note that represents all the unwanted contributions, for example, scattering from the rough surface as well as interaction terms and contributions from subsurface soil inhomogeneities. These unwanted contributions are collectively referred to as clutter. Furthermore, it is assumed that scattering from only a single target contributes to the response and that the effects of neighboring subsurface scatterers are negligible. These assumptions are reasonable in the case of the small illuminated area of interest here, but need to be addressed in future research.
The individual contributions in (1) are represented using parametric basis functions. First consider the development of the functional form of the clutter basis function. An exact electromagnetic model of the scattering should include parameters such as the physical optics reflection coefficient and radius of curvature to succinctly describe the local scattering features. However, the objective of the present study is clutter reduction and a parametric function is therefore chosen that can be adjusted to match the frequency dependent behavior of the clutter in a given GPR measurement. A possible functional form of the basis function is found from the frequency dependence of canonical scatterers as predicted by the geometrical theory of diffraction [15] . This has been used to extract features from SAR measurements of airborne targets by Moses and Potter [16] . Another possibility is to use a damped exponential model [17] . The latter model is suggested here because it is simple and computational attractive algorithms are available for estimating its parameters. Using the damped exponential model (2) where is the total number of damped exponential terms needed to model the clutter, is the damping factor, and is the time delay of the th term for . Although the unknown parameters cannot be associated with any physical scattering mechanisms, these effectively model the clutter contributions. This will be shown using multiple examples in Section V.
The targets of interest have a regular, fixed shape with a known geometry. It is assumed that a reference signature for the target of interest is known or can easily be obtained. The reference signature can be obtained from a simulation of the target in a homogeneous medium. Another method is to simulate the target buried deep underneath a flat ground surface. The flat surface response is subtracted and time gating is used to separate the return from the target. In the case of measured data, the reference signature is extracted from a calibration measurement of the desired target buried deep below the ground surface. The buried target return in (1) differs from this reference signature in two ways. First, the depth of the subsurface target is unknown and second, the level of the scattering may be different from that of the reference response due to the attenuation of the wave propagating though the soil. Plane wave propagation through a lossy, medium [18] is utilized to develop parametric functions to be used in conjunction with the reference signature to form a basis function for the target response. The wave propagating toward the target will be delayed with respect to the time origin defined at the ground surface. A linear phase factor is used to account for this time delay , which is related to the depth of the target. To account for the frequency independent component of the received signal, a complex amplitude factor is included in the model. To account for the frequency dependence in the loss, a damping factor is used where represents the damping factor. These factors are combined to yield the basis function for the target (3) Note that (3) is not an exact electromagnetic model for the response from a subsurface target buried in a realistic soil medium, but it can be used to approximate the frequency dependence of the scattering from the target.
Using the basis functions defined in (2) and (3), the GPR data can be represented by (4) with the parameters, as defined above. The unknown parameters can be estimated and substituted into (4) to reconstruct the target and clutter contributions. Conceptually, the estimated clutter can be subtracted from the GPR data to minimize its contribution. However, direct minimization using (4) is computationally intensive and involves nonlinear minimization over a high-dimensional parameter space. To avoid the computational complexity, an iterative processing technique is developed. Apart from the computational advantages of using this procedure, the use of an adaptive estimation of the unknown parameters, accomplished by the iterative process, is also essential in determining an unbiased clutter estimate because the clutter estimate may be biased due the presence of a shallow target. A conceptual block diagram of the iterative technique is shown in Fig. 2 . Note that the technique involves two coupled iterative loops. Subscript indicates the iteration number of the outer loop, and subscript indicates the iteration number of the inner loop. The inputs to the algorithm are the total data in the frequency domain , and the reference signature for the target of interest . The inner loop is discussed first. Define the following data set at the iteration
where represents the scattered field data in (1), and represents the target estimated in the previous iteration. Note also that an estimate of the target is required and it is assumed that 0. Represent the data set using a superposition of complex damped exponentials as follows: where is the total number of damped exponential terms needed to model the data set, is the damping factor, and is the time delay of the th term for at the th, and th iteration. The total least square (TLS) Prony Technique [13] is used to estimate these parameters. Some of the estimated complex damped exponentials represent the ground return and interaction terms, while others represent the target, subsurface inhomogeneities, and noise. At this point, it is desired to estimate only the clutter contributions. Thus, the poles that represent the clutter should carefully be identified. The fact that the dominant clutter resides in the earlier time contributions is used in choosing an appropriate time window
. Only the poles with estimated time locations within this time window are selected. At first, when is small, a very narrow window is selected to ensure that the contribution from the shallow target is not removed. However, the first window has to be wide enough to include at least one high energy clutter pole. The time window can be adjusted to remove later time clutter as well. This is achieved in the outer loop and it will be discussed shortly. The selected complex exponential parameters are used to reconstruct the estimated clutter (7) where and and represent the complex exponential parameters of the th pole within the selected time window at the th, th iteration. Note that the number of complex poles as well as the estimated parameters may change from one iteration to the next. The number of exponential terms needed to model the clutter in a particular measurement typically depends on the surface roughness. A higher number of terms is required to model the scattering from a rougher surface.
Subtracting the estimated clutter from the GPR data yields the residual data set defined as (8) which contains the leftover clutter contributions and/or the target contribution. The residual data set is used to obtain an estimate of the target contributions. The unknown parameters in the target basis function are determined by minimizing the least squares error (LSE) between the target model and the residual data set Error (9) where and are the end band frequencies and is the parameter vector defined as . A simplex downhill method [19] is used to minimize (9) . The simplex method is desirable because it is numerically stable and does not require a gradient of Hessian of the cost function. At convergence, the simplex downhill optimization yields estimates of the unknown parameters which are used in (3) to reconstruct the target response at the th, th iteration (10) The inner loop iterations are terminated either when the change in the estimated target 1 is less than a predefined threshold or when the maximum number of iterations are exceeded. Typical values for the threshold is while is selected to be ten. The following output data are obtained at convergence of the inner loop:
residual data set; estimate of the target response; estimate of the time delay; estimate of the damping factor. Here, indicates the number of the iteration at which the algorithm converged for a particular time window and thus, a particular iteration . The output available at convergence of the inner loop is the input to the outer loop. The outer loop is used to increase the width of the time window . As alluded to above, the first time window is selected very narrow to ensure estimation of the early time clutter only. Thus, is selected such that 0 and are small. 2 However, it may be desirable to remove the clutter at later observation times as well. This can be achieved by increasing the time window iteratively with increments until the desired size of the time window is reached. The increment is small at small values of m to prevent the removal of shallow target contributions. At larger values of m, when most of the target contributions have been removed, the increment can be increased. Note that for 1, , while for 1, 0. At convergence of the iterative procedure, two decomposed data sets are obtained, namely, the estimated clutter contribution and a residual data set. The residual data set is dominated by the buried target signature which can be further processed to yield target identification or detection. Note that the estimated 1 (1=E ) 6 jT (!) 0T
(!)j < , where E represents the energy in the estimated target at the current iteration. 2 The reader is reminded that the time origin is defined at the ground surface. target is not used in further processing since it may lead to unwanted detections for measurements without the target of interest. In some cases the residual data may also contain the contributions from subsurface soil inhomogeneities. However, further processing can be done to classify these as false alarms. The algorithm also provides an estimate of the depth of the buried target. This estimate provides valuable information regarding the placement of the mines in the ground. An estimate of the amplitude of the scattering from the target as well as an estimate of the loss in the soil is also obtained. These additional estimates may be used as features in target identification. The performance of the proposed technique has been evaluated using some simulated as well as some measured GPR data. A FDTD algorithm was implemented to simulate mines buried in a lossy clay medium underneath a rough ground surface. A brief description of the FDTD algorithm is given next.
IV. FDTD SIMULATION
The two-dimensional (2-D) FDTD algorithm incorporates a lossy half space, rough surface and a buried dielectric target or a buried randomly shaped inhomogeneity. The algorithm is implemented in the time domain, starting from Maxwell's equations and employing the classical Yee algorithm [20] . The geometry and dimensions of the FDTD grid used here are shown in Fig. 3 .
To ensure stability of the FDTD computations, the time step needs to satisfy the Courant Stability condition [20] , which relates the time step to the spatial increments as follows:
where and are of the spatial increments on the 2-D grid, and is the speed of wave propagation in the soil. Numerical dispersion causes the wave to propagate in the FDTD mesh at a speed less than the physical speed of the wave, giving rise to a non physical distortion. To combat this effect, the spatial discretization is chosen to be more than ten samples per wavelength at the highest frequency of interest [21] . The FDTD grid is surrounded by an absorbing boundary condition to absorb outwardly propagating waves at the edges of the finite computational domain [22] - [25] . The perfectly matched layer (PML) is implemented here. Note that the original PML formulation is adjusted when applied to the lossy soil medium. The parameters for each PML layer is chosen to yield an impedance match with the adjacent medium.
Plane wave incidence is studied here. Due to the finite size of the FDTD computational domain, the amount of energy in the reflected waves is finite and will be determined by the size of the finite illuminated spot on the ground surface which is in turn a function of the size of the grid along the ground surface. The plane wave has a Gaussian pulse shape. The parameters of the Gaussian pulse are chosen such that the incident field has most of its energy in the frequency band between 1 GHz and 5 GHz. Results are presented for normal incidence and TE polarization. All scattered fields are observed in backscatter.
In our simulation, the interface between the soil and the free space is modeled as a rough surface. The surface roughness is assumed to have a Gaussian spectrum [26] . 3 The spatial correlation function for the rough surface is defined as (12) where is the root mean square (RMS) surface height, and is the correlation length. The interface (surface profile) varies randomly between surface generations. A deterministic target, which is composed of a homogeneous, loss less dielectric medium, is also considered in these simulations. The relative dielectric constant of the target is fixed at 3.5, which is a typical value for plastic land mines [27] . The cross section is chosen to be representative of commercial plastic land mines. A schematic of the dimensions and geometry of the target is shown in Fig. 4 . The depth of the target is defined as the distance between the top of the target and the mean position of the rough surface as shown in Fig. 3 . The depth is varied between 1.25 cm and 10 cm here.
Scattering from randomly shaped subsurface inhomogeneities is also studied here. Soil inhomogeneities, for example, refilled trench holes, rocks, tree roots, and in particular, disturbed clay introduces a distortion of the received waveform, which depends on the location and characteristics of the inhomogeneity. The intensity of the scattering depends on the soil type and depth of the anomaly [28] .
A random shape is generated using the following perturbed circle formulation: (13) where ( ) are the coordinates of the center of the circle with a radius . The perturbation to the circle at each location is defined as (14) where and . The coefficients 5 are random variables chosen from a uniform distribution between 0.5 and 0.5. In the current study, is selected to be 2.5 cm. A schematic representation of the geometry of the inhomogeneity is also shown in Fig. 4 .
V. CLUTTER REDUCTION EXAMPLES
In the first example, the iterative technique is applied to a simulated data set generated using the time domain FDTD algorithm. The data set is transformed into the frequency domain to simulate a wide band GPR measurement between 1 GHz and 5 GHz. The frequency sampling is 50 MHz. The reference signature for the target is obtained as discussed in Section III.
The target used in this example has a rectangular cross section which resembles the target shown in Fig. 4 . It is composed of a homogeneous, lossless dielectric with a relative dielectric constant of 3.5. The surrounding soil resembles a dry clay medium with a relative dielectric constant of 9 and a conductivity of 0.05 S/m. The target is buried at a depth of 2.5 cm beneath the mean position of a rough surface in the lossy soil. The Gaussian surface roughness parameters are 2 cm and = 35 cm. White Gaussian noise is also added to the simulated data. 4 The total data is shown in Fig. 1(a) and (b) in the frequency and time domains, respectively. Note that the curve that represents the total field in the frequency domain is displaced by 10 dB in all these results. The reference signature is also shown in the same figures. The reference signature and clutter reduced data sets at SNR's of 40 dB, 30 dB and 20 dB respectively are next compared. The residual data set after average subtraction, a single iteration (ETS), and multiple iterations of the algorithm at 40 dB are shown in Fig. 5 . The simulated data set is also shown. When data is preprocessed using average subtraction and ETS, not all the clutter is removed. This leads to a mismatch between the residual data and the reference signature. The iterative technique sufficiently reduces the clutter and a very good agreement between the latter two signatures is obtained. Similar results are shown in Figs. 6 and 7 for SNR's of 30 dB and 20 dB, re- 4 The SNR is defined in the frequency domain as follows, SNR = 10 log (E =E ) dB where E and E denotes the energy in the simulated data and Gaussian noise respectively. spectively. The performance of the average subtraction and ETS degrades at lower SNR values as expected. However, even at higher levels of noise there is still a good agreement between the reference signature and the residual data after application of the iterative algorithm.
In the next example, the clutter reduction techniques are applied to 20 Monte Carlo realizations, which simulate GPR data collected along the ground surface over a surrogate minefield. In the first example, each Monte Carlo realization contains either a rough ground surface without any buried objects or a rough ground surface with the dielectric target buried at various depths. The depth varies between 1.25 cm and 5 cm. The statistics of the rough surface are the same as before. The surrounding soil resembles a dry clay medium with the same parameters as defined above. White Gaussian noise is added to the simulated data to yield a SNR 30 dB. The rough surface profile and additive noise is changed from one realization to the next. The reference signature is obtained as before. The time domain data for the 20 realizations are shown in Fig. 8 . Note that some of the time domain responses contain subsurface targets. From these results, it can be seen that there is still some clutter left after applying the average subtraction and the ETS, as shown in Fig. 8(b) and (c). The clutter is, however, significantly reduced when using the iterative technique, as shown in Fig. 8(d) . Also note that the target signature is not distorted in the latter case, and that the clutter can be reduced even in the cases where the target is buried at a very shallow depth.
Next, consider a data set where some of the Monte Carlo realizations contain subsurface inhomogeneities. Note that the latter contributions may be treated as clutter or false alarms. To simulate the uncertainty in these scatterers, the shape and dielectric composition of the subsurface inhomogeneities are randomly varied between realizations. The relative dielectric constant is uniformly varied between 4.5 and 7.5. The conductivity is set equal to that of the surrounding medium which is 0.05 S/m. The shape is varied using the formulation given in (13) . The value of the radius used here is 25 mm. The depth of these inhomogeneities, defined pictorially in Fig. 4(b) , is 2.5 cm. The realizations in the time domain are shown in Fig. 9 . As before, it can be seen that after preprocessing using average subtraction or time gating, most of the clutter as well as the all the inhomogeneities are still present. After processing using the iterative approach, the clutter contributions from the ground as well some of the inhomogeneities are removed. We have extensively studied the performance of the proposed clutter reduction technique for targets buried in different media under different surface roughness statistics. In some simulations, the target was tilted with respect to the ground surface. The proposed technique performed very well in all cases [29] .
Next, the iterative technique is applied to some experimental GPR data collected at Fort A.P. Hill, VA. Measurements were performed using a near field probe antenna. Data is acquired between 1 GHz and 5 GHz in increments of 100 MHz. Several scans of the test grid are shown in the time domain in Fig. 10 . The mine of interest in these measurements is the TS-50 plastic land mine, shown in Fig. 11 . The reference signature is obtained from a measurement of this mine in a calibration grid. The iterative technique is used to reduce clutter from the frequency domain data as discussed before. The processed data is transformed to the time domain using a Fourier transform with uniform weights and the result is shown in Fig. 12 . The TS-50 mine can clearly be seen after clutter reduction. A second set of the measured GPR data is shown in Fig. 13 . This data set does not contain any mine. Some of the higher energy contributions close to the surface can easily be mistaken for shallow targets. The result after application of the iterative approach is shown in Fig. 14 . This result demonstrates that the new technique reduces the surface clutter and also has potential for lowering the false alarm rates. In [29] , more examples with the measured data are included. 
VI. DETECTION OF SUBSURFACE TARGETS
The clutter reduction techniques are evaluated next using some quantitative performance measures. To motivate the choice of the performance measure, consider the following. The information of interest in GPR measurements is the target response. This response however, is obscured by the clutter. If the clutter can be reduced sufficiently, the mine response will dominate the returned signal, and it is then easier to detect the mine. The correlation between the residual data set after clutter reduction and a reference signature for the target of interest can be used as an indication of the clutter reduction performance where higher correlation values indicating better clutter reduction. This leads to the concept of a matched filter, which is formulated in such a way that the output is essentially the correlation between the residual data and a target reference signature. This correlation will be high if the clutter is sufficiently reduced. To completely quantify the performance, matched filter performance is assessed through receiver-operating-characteristic curves.
The procedure used for detection is formulated using a simple binary hypothesis test [30] . The hypothesis occurs in the absence of the desired target when there is only clutter and noise while the hypothesis occurs when the desired target is present.
The matched filter used here is formulated as (15) where is the reference signature, and is the total GPR data in the frequency domain. The normalization factor is defined as , where and represent the energy in the respective signatures. Note however, that the dependence of the buried target return on depth is not taken into account in this definition. A more accurate formulation includes the factor , where , related to the depth d of the buried target, is given by and where is the speed of propagation in the soil. However, the approximation used in (15) is justified because at the frequency band and soil losses considered, the soil is not dispersive, and the speed of wave propagation can be approximated as . Since it is a controlled experiment, the target depth is known, 5 and it can be used to calculate the time delay where . The output of the matched filter, defined in (15) at the delay , is compared to the threshold as follows: (16) where denotes the decision threshold. Note that the value of the threshold is different for the various preprocessing techniques. The matched filter is designed to correspond to the target of interest. The performance measure used here are the detector ROC curves. Monte Carlo simulations are performed with the same soil and surface roughness parameters as before. Each realization contains one of the following: 1) a rough ground surface without any buried objects; 2) a rough ground surface with a buried dielectric target at various depths; 3) a rough ground surface with a randomly shaped, dielectric inhomogeneity at various depths with varying shape and relative dielectric constant The depth of the subsurface target as well as that of the inhomogeneities are varied between 2.5 cm and 10 cm. The geometry of the inhomogeneity is given in Section V. As before, the rough surface profile, additive white noise and shape of the subsurface inhomogeneities are varied between realizations.
The clutter reduction techniques compared in these examples are: average subtraction, ETS, average subtraction followed by the whitening filter, ETS followed by the whitening filter, and the iterative reduction algorithm. The ROC curves for the various techniques are shown in Fig. 15(a)-(c) for SNR values of 40 dB, 30 db, and 20 dB, respectively. Performance of the techniques degrades with a decrease in SNR. The matched filter with average subtraction does not perform satisfactorily. This can be expected due to the high levels of clutter that typically occur in subsurface target measurements. For average subtraction followed by whitening, the performance of the detector improves to some extent. However, more improvement is obtained using ETS and even more if the whitening filter is combined with ETS. Note that in neither of the latter techniques is any knowledge of the buried target used. However, the performance of the whitening filter depends on the similarity between the measured clutter statistics and that used to design the whitening filter. Any discrepancies between these degrade the performance of the whitening filter. From these curves, it is also clear that the highest for any is obtained when the data is preprocessed using the iterative algorithm. This may be attributed to the fact that this technique removes clutter from the rough surface as well as due to ground surface-target interaction terms and also some of the false alarms due to subsurface inhomogeneities. The clutter-reduced data set therefore contains a very good signature of the subsurface target. For this reason, it is very easy to distin- guish between the desired target and false alarms using a simple matched filter.
The reduction in the number of false alarms due to efficient clutter reduction can also be seen from the data given in Table I , where the number of false alarms for 100% detection are shown.
The maximum possible number of false alarms is 100. (40 realizations do not contain any buried objects, whereas 60 realizations contain subsurface inhomogeneities). The number of false alarms for the three best clutter reduction techniques are shown in the table. Note that when the clutter is reduced using the proposed algorithm, the number of false alarms is reduced approximately five to eight times at 100% detection. These values clearly illustrate the advantages of using an effective clutter reduction algorithm. Another point that should be mentioned here is that for the iterative algorithm, most of the false alarms are due to the subsurface inhomogeneities.
VII. SUMMARY AND CONCLUSIONS
A new signal processing technique to reduce clutter in GPR data is proposed here. It is demonstrated that the proposed algorithm reduces the clutter due to rough surface scattering, surface-target interaction terms as well as some subsurface inhomogeneities. This is true even for targets buried at very shallow depths under a rough, ground surface where the responses from the clutter and that from the target overlap in time. The iterative algorithm decomposes the data into its clutter and target contributions. The target is the dominant contributor in the clutter reduced data set and therefore, it can easily be distinguished from false alarms using a matched filter. The new clutter reduction technique also yields a set of parameters for the target, namely, an estimate of the depth of the subsurface target and an estimate of the propagation loss.
In the simulated results presented in this paper, the reference signature and the return from the subsurface target are both viewed from the same angle. However, a deviation between the reference signature and the target return may occur due to tilt in the target or variations in the view angles. The latter will typically occur in measured GPR data. From the measured results shown here, it is clear that the clutter reduction algorithm still performs well. Thus, the proposed technique has potential for real world applications. insightful discussions. Prof. Lee assisted in the implementation of the FDTD algorithm and Dr. Chen provided the measured GPR data.
