We describe a novel deterministic approximate inference technique for conditionally Gaussian state space models, i.e. state space models where the latent state consists of both multinomial and Gaussian distributed variables. The method can be interpreted as a smoothing pass and iteration scheme symmetric to an assumed density filter. It improves upon previously proposed smoothing passes by not making more approximations than implied by the projection onto the chosen parametric form, the assumed density. Experimental results show that the novel scheme outperforms these alternative deterministic smoothing passes. Comparisons with sampling methods suggest that the performance does not degrade with longer sequences.
Introduction
Many real-world problems can be described by models that extend the classical linear Gaussian dynamical system with (unobserved) discrete regime indicators. In such extended models the discrete indicators dictate what transition and observation model the process follows at a particular time point. The problems of tracking and estimation in models O. Zoeter ( ) · T. Heskes Biophysics, Radboud University Nijmegen, Geert Grooteplein 21, 6525 EZ, Nijmegen, The Netherlands e-mail: o.zoeter@science.ru.nl T. Heskes e-mail: t.heskes@science.ru.nl with maneuvering targets (Bar-Shalom and Li, 1993) , multiple targets (Shumway and Stoffer, 1991) , non-Gaussian disturbances (Kitagawa, 1996) , unknown model parameters (Harrison and Stevens, 1976) , failing sensors (Lerner et al., 2000) and different trends (Hamilton, 1989) are all examples of problems that have been formulated as conditionally Gaussian state space models. Since the extented model is so general it has been invented and re-invented many times in multiple fields.
Although the extended model is very powerful, it is notorious for the fact that exact estimation of posteriors is intractable. In general, exact filtered, smoothed or predicted posteriors have a complexity exponential in the number of observations (Lerner and Parr, 2001) . Section 2 describes the intractability in more detail.
In this article we introduce a deterministic approximation scheme that is particularly suited to find smoothed one and two-slice posteriors. It can be seen as a symmetric backward pass and iteration scheme for previously proposed assumed density filtering approaches (Harrison and Stevens, 1976) .
The intractability problems are shared between all variants of the conditionally Gaussian state space model. In Section 2 we introduce the general model; variants where only the transition or only the observation model switch, or where states or observations are multi-or univariate can be treated as special cases. The assumed density filtering approach that forms the basis for our approximation scheme is described in Section 3. In Section 4 the symmetric backward pass is introduced. Since both the forward and the backward pass consist of local, greedy projections it makes sense to iterate them. Section 5 introduces the objective that is minimized by such an iteration scheme and gives an intuition how we should interpret fixed points. In Section 6 we describe two approximate smoothing passes that are often used for conditionally Gaussian state space models. In Section 7 related deterministic approximation are discussed. Section 8 describes experiments that test the validity of the proposed method and compare it with the alternative backward pass and state-of-the-art sampling techniques.
Notation and problem description
In a switching linear dynamical system (SLDS) it is assumed that an observed sequence y 1:T of T , d-dimensional observations is generated as noisy observations from a first order Markov process. The latent space consists of a q-dimensional continuous state x t and a discrete state s t that can take on M states. Conditioned on s t−1 and s t , x t is a linear function of x t−1 subjected to Gaussian white noise
(1)
In the above we have used θ to denote the set of parameters in the model and N (.; ., .) is the Gaussian probability density function. The observation model is also linear-Gaussian and may differ between settings of s t−1 and s t :
The discrete state follows a first order Markov chain in the discrete space:
At t = 1 we have p(s 1 |θ) = π s 1 and p(x 1 |s 1 , θ) a Gaussian with known parameters. The graph that encodes the conditional independencies implied by these equations is presented in Fig. 1 . Throughout this article the parameters θ are assumed to be known. The interest is in filtered and smoothed one and twoslice posteriors. If we treat z t ≡ {s t , x t } as a single conditionally Gaussian (CG) distributed random variable we obtain an independence structure identical to the basic linear dynamical system. (Appendix A introduces the CG distribution and defines standard operations.) This might lead us to assume that inference is easy. This however, is not the case. One way to see this is by looking at the posterior p(s t , x t |y 1:T , θ) = s 1:T \t p(x t |s 1:T , y 1:T , θ) p(s 1:T |y 1:T , θ). (4) Fig. 1 The graph that encodes the conditional independencies in the SLDS. Ellipses denote Gaussian distributed variables and rectangles denote multinomial distributed variables. Shading emphasizes the fact that a particular variable is observed Since the history of regime changes is unknown, we have to take into account all possible sequences of indicator variables s 1:T . The CG family is not closed under marginalization, so the result of summing over all possible sequences in (4) is of a more complex form than a simple CG distribution: conditioned on s t the posterior is a Gaussian mixture with M T −1 modes. A second way of interpreting the exponential growth is by inspecting a recursive filtering algorithm. At every timeslice the number of modes in the exact posterior increases by a factor M, since all the modes considered in the previous slice are propagated to and updated in the next slice by M possible models. In the next section we describe an approximate inference algorithm where this growth is avoided by a projection at every time step.
Assumed density filtering

Local approximations
In the previous section we have seen that the number of modes in the exact filtered posteriors increases M-fold with every new observation. An obvious, and in practice very powerful, approximation is to first incorporate evidence y t and then to approximate the resulting posterior over z t by a "best fitting" conditional Gaussian distribution. Here "best fitting" is defined as the CG distribution that minimizes the KullbackLeibler (KL) divergence between the original and approximate distribution. The KL-divergence between distributionŝ p(z t ) and q(z t ) is defined as
and is not symmetric inp and q (see e.g. Cover and Thomas, 1991, for an introduction to the KL divergence). In (5) we have used the somewhat sloppy shorthand notation of z t for the operation of integrating over x t and summing over s t , a shorthand that we will use in the remainder of this article. The CG distributionq(z t ) closest top(z t ) in the sense of KLdivergence is the CG distribution that has the same moments asp (Whittaker, 1989) . That is, for each value of s t , the mixturep(x t |s t ) is approximated inq(x t |s t ) by a single Gaussian with the same mean and covariance asp(x t |s t ). Motivated by these "collapses" of mixtures onto single Gaussians, we introduce the notation q(z t ) = Collapse (p(z t )) ≡ argmin q∈CG KL(p(z t )||q(z t )).
A precise definition is given in Appendix A.
