We study a particular class of stationary random closed sets in
1 frequently used Boolean model) was recognized just recently, see [20] and [8] , [10] for central limit theorems of the volume and surface content in expanding windows.
To be precise, some further notation is needed. In stochastic geometry, a k-cylinder in R d is defined as Minkowski sum B ⊕ L of a direction space L ∈ G(d, k) (= the Grassmannian of k-dimensional subspaces of R d ) and a compact base B in the orthogonal complement L ⊥ , see e.g. [19] or [20] . In the following we go along the line suggested in [8] , [10] (which slightly differs from that in [14] and [20] 
by −1 and exchanging it with the third column.
In this way, to each random subspace L ∈ G(d, k) corresponds a (unique) random matrix Θ = Θ(L) ∈ SO d,k and vice versa. Throughout this paper, all random elements are defined on a common probability space [Ω, σ(Ω), P] and E denotes the expectation with respect to P.
where K d−k is the space of all non-empty compact sets in R d−k equipped with the Hausdorff metric, see e.g. [14] . For later use, we put K d := K d ∪ {∅} and denote by C d the subfamily of convex sets in K d , whereas B d signifies the Borel-σ-algebra generated by the family F d of all closed in R d . Further, let o flag the origin (null vector) in R for ≥ 1. Now, we are ready to introduce a stationary independently marked Poisson point process (see e.g. [3] , [9] , [19] 
Note that (Θ 0 , Ξ 0 ) specifies direction and base of the typical k-cylinder
and defined by the countable family of random k-cylinders
In addition we assume that
for some ε > 0, where
Finally, we are in a position to present the following
is defined to be the countable union over the Poisson-k-cylinder process (1.1),
provided that ( [14] for details. The capacity or hitting functional of 
for C ∈ K d , see [8] , [10] . Here,
denotes the projection on the first d − k components of x ∈ R d . Notice that the probability space [Ω, σ(Ω), P] can be chosen in such way that the indicator function [7] and [8] .
Remark 1.2:
• The degenerate case k = 0 (E 0 = {o d } and Θ 0 = id) yields the well-studied Boolean model, see e.g. [14] , [3] .
• In the special case
stationary Poisson k-flat process, see [14] , [16] , [19] .
Next, we recall the notion of ergodicity and various mixing properties of RACSs, see [6] , [10] and [19] for details. For this we need a family of shift operators {S x : x ∈ R d } defined by 
It can be shown that (2) is equivalent to
the surface content of W n , see [9] , p. 133.
Definition 1.2:
A stationary RACS Ξ in R d with distribution P Ξ is said to be ergodic, weakly mixing resp. mixing if, for a CAS (W n ) n∈N and all
Furthermore, Ξ is said to be mixing of order
[4] (p. 215) for th order mixing of random (counting) measures.
Obviously, mixing of order (≥ 2) =⇒ mixing =⇒ weak mixing =⇒ ergodic but the reverse implications do not hold in general.
Remark 1.3: In view of Lemma 4 in [6] the sets
In the same way the condition (1.8) can be reformulated with
Main Results on Mixing of Poisson k-Cylinder Models
Since a stationary P-0-CM can be identified with a stationary Boolean model which is always mixing ( of any order), see [19] or [6] , we only need to consider P-k-CMs for k = 1, . . . , d − 1.
weakly mixing (and thus also ergodic).
According to Remark 1.3 we need to prove (1.6) only for
, which follows from (1.4), we shall show the limit
For notational ease we use here and throughout Section 2 the abbreviations
for all i = 0, 1. An application of formula (1.4) expressing the capacity functional of Ξ λ,Q d,k in combination with the identity
reveals that the previous limiting relation is equivalent to
The elementary inequality e y − 1 ≤ y e y for y ≥ 0 and
yield the estimate
and this bound is integrable with respect to Q d,k . Thus, in order to obtain (2.2) via Lebesgue's dominated convergence theorem it remains to show R n (θ,
Since the support of the function 
Although it seems to be intuitively clear that
we give a rigouros reasoning for this by employing the following result proved in [15] : For any
holds so that
Finally, together with
we arrive at
This completes the proof of Theorem 2.1.
It is well-know, see Theorem 10.5.3 in [19] , that a stationary Poisson hyperplane process (= 
Proof. We use the notation introduced in the proof of Theorem 2.1. Taking into account Remark 1.3, the shape of the capacity functional (1.4), the decomposition (2.1), and (2.2) we recognize that Ξ λ,Q d,k is mixing if and only if
Let us first show that (2.4) implies (2.5). By (2.3) and Lebesgue's dominated convergence theorem it suffices to show that, for any fixed To prove the reverse direction we assume the contrary of (2.4), i.e. there exists an u 0 ∈ S d−1
1 and x n = n u 0 for all n ∈ N we conclude that 
. This means we need to prove that, for any C 0 , C 1 , . . . C ∈ K d and sequences
It is easily seen that ∆ n (C 0 , . . . , C ) ≥ 0 and
The last bound results from the additivity of the Lebesgue measure ν d−k combined with its translation-invariance yielding, among others,
Finally, repeating the proof of (2.5) leads to the limits 
Corollary 2.4. For each
Proof. It is easily seen that, for all u
On the other hand, from Lemma 13.1.2 in [19] we know that
In general, condition (2.4) turns out to be stronger than Q 
0 is a probability measure on the sphere S d−1 and condition (2.4) can be expressed as
confirming once more the above-mentioned result in [19] , p. 517.
To study weak dependence properties of a stationary RACS Ξ in R d which go beyond mixing, see e.g. [12] , [13] in case of STIT tessellations, we consider the tail-σ-algebra
It is a well-known fact, see [4] for stationary point processes, that the triviality of the tail-σ-algebra σ ∞ f (Ξ), i.e. P(A) ∈ {0, 1} for all tail events A, implies that Ξ is mixing (even of any order). On the other hand, the reverse implication is false in general. Following the terminology in [11] , a stationary RACS Ξ in R d having (non-)trivial tail-σ-algebra σ ∞ f (Ξ) is said to have (long) short range correlations or (long) short range dependences. For each k = 1, . . . , d − 1, the stationary P-k-CM Ξ λ,Q d,k has long range correlations. It is easily checked (and already mentioned in [10] ) that the events
Remark 2.2:
A ε := Ξ λ,Q d,k ∩ B d ε = ∅ belong to σ f (Ξ λ,Q d,k ∩ {x ∈ R d : x ≥ n}) for all n ∈ N and ε > 0, but P(A ε ) = 1 − T λ,Q d,k (B d ε ) ∈ (0, 1).
A Remarkable Property of Cells Generated by a P-(d-1)-CM
Throughout, in this section we consider exclusively 
otherwise for all i = j. Let P d denote the subset of non-empty polytopes in C d .
To start with, we derive a formula for the contact distribution function 0 ≤ r → H S (r) of
where the "structuring element" S ∈ K d is star-shaped w.r.t. o d ∈ S. Straightforward calculations carried out in [8] and [10] , see also [20] for a different approach, yield that 
A simple statistical application is the following: Let Ξ be observed in a CAS W n , see Definition The above-mentioned invariance property was already mentioned in [16] and [17] . But neither there nor elsewhere -to the best of authors' knowledge -this rather surprising property of the stationary particle process {Z i , i ≥ 1} has been precisely formulated and rigorously proved.
The family {Z i , i ≥ 1} can be regarded as a stationary tessellation / mosaic, see Chapt. 10
in [19] , with "thick boundaries". In Figure 1 the white polygons coincide with the interior of the closed cells Z i and the black strips form their boundaries. In accordance with the above definition the zero cell Z o is a random element in P d with (conditional) distribution
where P * o denotes the distribution of the random compact convex polytope
On the other hand, the typical cell Z o associated with the tessellation {Z i , i ≥ 1} is defined via the Palm mark distribution P o of the stationary marked point process
in what follows. From the theory of stationary marked point process, see Chapt. 3.2 in [19] or [4] , we use the factorization of the intensity measure E Ψ α (·) which implies the existence of a unique probability measure 
For any translation-invariant functional
Proof. For all i ≥ 1, the sets Z i and thus the zero cell are regular closed RACS, i.e. Z o = cl(int Z o ) P-a.s. As shown in [18] , Chapt. 1.4.2, the distribution P o is therefore determined
By the definition (3.2) and } and {C L ⊆ Z * o } have the same probability. Therefore, by applying (1.4) and noting that π 1 (−Θ T 0 C L ) is an interval, we have
This combined with (3. 0 , see [19] . A detailed proof of the above shape of γ d can be found among others in [2] , see also [1] . Now, for any translationinvariant functional g : P d → [0, ∞) we integrate g(·) w.r.t. the probability measure (3.2). For doing this, we need to apply the Campbell theorem for stationary marked point processes, see Chapt. 3.5 in [19] , which implies that
Finally, replacing g(·) by h(·)/ν d (·) for an arbitrary translation-invariant functional h :
The first part of Theorem 3.1 and (3.5) show that the right-hand side of (3.6), and thus also the expectation on the left-hand side, does not depend on the distribution of Ξ 0 . Hence, the proof of Theorem 3.1 is complete.
