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Abstract—We derive the optimal resource allocation of a
practical half-duplex scheme for the Gaussian multiple access
channel with transmitter cooperation (MAC-TC). Based on rate
splitting and superposition coding, two users transmit infor-
mation to a destination over 3 phases, such that the users
partially exchange their information during the first 2 phases
and cooperatively transmit to the destination during the last
one. This scheme is near capacity-achieving when the inter-user
links are stronger than each user-destination link; it also includes
partial decode-forward relaying as a special case. We propose
efficient algorithms to find the optimal resource allocation for
maximizing either the individual or the sum rate and identify
the corresponding optimal scheme for each channel configuration.
For fixed phase durations, the power allocation problem is convex
and can be solved analytically based on the KKT conditions.
The optimal phase durations can then be obtained numerically
using simple search methods. Results show that as the inter-
user link qualities increase, the optimal scheme moves from no
cooperation to partial then to full cooperation, in which the
users fully exchange their information and cooperatively send
it to the destination. Therefore, in practical systems with strong
inter-user links, simple decode-forward relaying at both users is
rate-optimal.
I. INTRODUCTION
COOPERATION among nodes in wired or wireless net-works can significantly improve network throughput and
reliability [1]–[3]. A large number of cooperative schemes
have been proposed for fundamental networks such as the
relay channel and the multiple access channel with transmitter
cooperation (MAC-TC) [1]–[6]. The MAC-TC is particularly
interesting as it includes the classical MAC and also the
relay channel as special cases. Furthermore, it has immediate
applications in cellular and ad hoc networks. For example, in
the uplink of a cellular system, two mobiles can cooperate to
send their information to the base station. This cooperation
leads to a larger rate region and smaller outage probability as
shown in [1]. In ad hoc or sensor networks, two or more nodes
with good inter-node link qualities can also cooperate to send
their information to a common destination.
An important question from the practical implementation
perspective is the optimal resource allocation that achieves the
maximum performance in a channel. Optimal resource allo-
cation has been studied quite extensively for non-cooperative
channels. In [7], for example, iterative water-filling is proposed
to maximize the sum capacity of the Gaussian MIMO MAC.
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Optimal power allocations for minimizing the outage probabil-
ity of the fading MAC and broadcast channel are derived in [8]
and [9], respectively. These works are based on formulating
the problems as a convex optimization and then solving the
KKT conditions.
Recently, attention has been focused on resource allocation
for cooperative communications. For the half-duplex relay
channel, power allocations for maximizing achievable rates
of various schemes and an upper bound are derived in [4],
[5], and for minimizing the power consumption over AWGN
channels in [10]. For the full-duplex relay channel, power
allocation for minimizing the outage probability using multi-
hop or decode-forward relaying is derived in [11]. For the
full-duplex MAC-TC with the generalized feedback scheme
analyzed in [1], the optimal power allocation is derived in
[12]. Moreover, reference [12] also puts forward a new half-
duplex scheme with its optimal power allocation. This half-
duplex scheme, however, is sub-optimal as it is not based on
sound information-theoretic analysis.
In [6], we have proposed a near capacity-achieving half-
duplex cooperative scheme for the MAC-TC consisting of two
users communicating with a destination. The scheme is based
on rate splitting, superposition coding and partial decode-
forward relaying. The transmission occurs over independent
blocks, each of which is divided into three phases. During
the first two phases, the two users exchange part of their
information; then during the last phase, they cooperatively
transmit their information to the destination. This scheme
is near capacity-achieving as shown in [6], especially when
the inter-user link qualities are higher than the link quality
between each user and the destination. Moreover, it includes
as a special case the half-duplex decode-forward scheme for
relay channels as proposed in [4], [5].
In this paper, we derive the optimal power allocation and
phase durations that maximize the individual or sum rate of
this scheme applied in the Gaussian channel with Gaussian
signaling. This optimization generalizes our previous result
in [13] for the symmetric channel to the general asymmetric
case. Since the considered problem for either individual or sum
rate maximization is convex only with fixed phase durations,
we decompose the problem into 2 steps [14]. First, we fix
the phase durations and derive the optimal power allocation
by analyzing the KKT conditions of the obtained convex
problem. Then, we find the optimal phase durations numer-
ically. Depending on the link qualities between two users and
the destination, we analyze different cases resulting from the
KKT conditions, derive the power allocation and obtain the
corresponding optimal scheme for each case.
Analysis and numerical results show that a user chooses to
cooperate with the other if the link to this user is stronger
than to the destination, but abstains from cooperation if this
link is weaker. As the inter-user link quality increases, the
2amount of information sent cooperatively also increases, such
that the scheme will transverse from partial to full cooperation.
Using optimization results, we further characterize the optimal
scheme for each geometric location of the destination on a 2D
plane with respect to the locations of the two users where the
channel gain between any two nodes is related to the distance
by a pathloss-only model. We present the geometric optimal
regions of each scheme. These analyses can be useful for
network planners in obtaining the optimal performance.
II. CHANNEL MODEL
The Gaussian MAC with transmitter cooperation (MAC-
TC) consists of two users and one destination. The com-
munication links among these terminals are characterized by
complex-valued channel gains and additive while Gaussian
noise (AWGN). The mathematical formulation of this channel
can be expressed as [1]
Y12 = h12X1 + Z1,
Y21 = h21X2 + Z2,
Y3 = h10X1 + h20X2 + Z3, (1)
where X1 and X2 are signals transmitted from user 1 and
user 2, respectively; Y21, Y12, and Y3 are the signals received
by user 1, user 2, and the destination, respectively; Z1, Z2,
and Z3 are i.i.d complex Gaussian noises with zero mean and
unit variance; h12, and h21 are inter-user link coefficients,
whereas h10 and h20 are the link coefficients between the
users and destination. Each link coefficient is a complex
value hij = gije
√−1θij where gij is the real amplitude gain
and θij is the phase. We assume that each user knows all
link amplitudes and phases of all links to the destination.
This information can be obtained through feedback from the
destination or channel reciprocity as discussed in [1]. We
also assume that each receiver can compensate for the phases
perfectly.
The half-duplex constraint is satisfied by using time division
consisting of 3 phases as shown in Figure 1. The channel
model in each phase can be expressed as
phase 1 : Y12 = h12X11 + Z1, Y1 = h10X11 + Z31, (2)
phase 2 : Y21 = h21X22 + Z2, Y2 = h20X22 + Z32,
phase 3 : Y3 = h10X13 + h20X23 + Z33,
where Yij , (i, j) ∈ {1, 2}, is the signal received by the j th
user during the ith phase; Yk, k ∈ {1, 2, 3} is the signal
received by the destination during the kth phase; and all
the Zl, l ∈ {1, 2, 31, 32, 33}, are i.i.d complex Gaussian
noises with zero mean and unit variance. X11 and X13 are
the signals transmitted from user 1 during the 1st and 3rd
phases, respectively. Similarly, X22 and X23 are the signals
transmitted from user 2 during the 2nd and 3rd phases.
III. COOPERATIVE SCHEME AND RATE REGION
In this section, we describe the proposed half-duplex scheme
for the MAC-TC. We then show its achievable rate region and
analyze the special case of partial decode-forward relaying.
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Fig. 1. Half-duplex coding scheme for the Gaussian MAC-TC.
A. Cooperative Scheme
We use a block coding scheme in which every block has the
same length and is coded independently. Using time division,
each block is divided into 3 phases with durations α1, α2 and
α3 = 1−α1−α2. Let w1 and w2 be the messages to be sent
during a specific block by user 1 and user 2, respectively. Each
user splits its message into two parts: w1 = (w10, w12) and
w2 = (w20, w21), where w12 and w21 are cooperative message
parts to be decoded by the other user and the destination,
w10 and w20 are private message parts to be decoded by the
destination only. During the 1st phase, user 1 sends w12 and
user 2 decodes it. Similarly, during the 2nd phase, user 2 sends
w21 and the user 1 decodes it. Then, during the 3rd phase, user
1 sends both cooperative message parts and its own private part
as (w10, w12, w21). Similarly, user 2 sends (w20, w21, w12).
The users encode these messages by superposition coding.
At the end of the 3rd phase, the destination utilizes signals
received in all three phases to jointly decode both messages
(w1, w2). Figure 1 illustrates this proposed scheme.
1) Signaling: User 1 first generates a codeword for its
cooperative message part in the 1st phase and constructs the
signal X11. It then superimposes its private message part on
both cooperative message parts and constructs the signal X13.
Similarly for user 2. Therefore, both users construct their
transmit signals as
X11 =
√
ρ11U1(w12), X22 =
√
ρ22U2(w21)
X13 =
√
ρ10V1(w10) +
√
ρ13U3(w12, w21),
X23 =
√
ρ20V2(w20) +
√
ρ23U3(w12, w21) (3)
where U1, U2, V1, V2 and U3 are independent and identically
distributed Gaussian codewords with entries that have zero
mean and unit variance. Here, ρ11, ρ22, ρ10 and ρ20 are the
transmission powers allocated for codewords U1, U2, V1 and
V2, respectively, ρ13 and ρ23 are the transmission powers
allocated for codeword U3 by user 1 and user 2, respec-
tively. These power allocations satisfy the following power
constraints:
α1ρ11 + α3(ρ10 + ρ13) = P1,
α2ρ22 + α3(ρ20 + ρ23) = P2. (4)
Then, in the 1st phase, user 1 sends w12 at rate R12 by
transmitting the signal X11 and user 2 decodes w12. Similarly,
in the 2nd phase, user 2 sends w21 at rate R21 by transmitting
the signal X22 and user 1 decodes w21. Finally, during
the last phase, user 1 sends (w10, w12, w21) at rate triplet
(R10, R12, R21) by transmitting X13. Similarly for user 2.
Since both users know w12 and w21 in this phase, they can
perform coherent transmission of these cooperative message
3parts by transmit beamforming such that the achievable rates
of both users are increased.
2) Decoding:
At each user: In the 1st phase, user 2 decodes w12 from
Y12 using maximum likelihood (ML) decoding. User 2 can
reliably decode w12 if
R12 ≤ α1 log
(
1 + g212ρ11
)
= I1. (5)
Similarly, in the 2nd phase, user 1 applies ML decoding and
can reliably decode w21 if
R21 ≤ α2 log
(
1 + g221ρ22
)
= I2. (6)
At the destination: The destination utilizes the received
signals in all three phases (Y1, Y2, Y3) to jointly decode all
message parts (w10, w20, w12, w21) using joint ML decoding.
Specifically, it looks for a message vector (wˆ10, wˆ20, wˆ12, wˆ21)
such that the conditional probability of the received signal
vector (Y1, Y2, Y3) as in (2) given the codewords in (3) are
the highest among all other message vectors. The destination
can reliably decode this message vector if
R10 ≤ α3 log
(
1 + g210ρ10
)
= I3 (7)
R20 ≤ α3 log
(
1 + g220ρ20
)
= I4
R10 +R20 ≤ α3 log
(
1 + g210ρ10 + g
2
20ρ20
)
= I5
R1 +R20 ≤ α1 log
(
1 + g210ρ11
)
+ α3 log(1 + ζ) = I6
R10 +R2 ≤ α2 log
(
1 + g220ρ22
)
+ α3 log(1 + ζ) = I7
R1 +R2 ≤ α1 log
(
1 + g210ρ11
)
+ α2 log
(
1 + g220ρ22
)
+ α3 log(1 + ζ) = I8.
where
ζ = g210(ρ10 + ρ13) + g
2
20(ρ20 + ρ23) + 2g10g20
√
ρ13ρ23 (8)
These constraints are obtained as follows: Ij is the maximum
reliable transmission rate for a message wd such that the
destination can decode wd reliably if it has decoded some
messages wc correctly, where for
• j = 3, wd = w10 and wc = (w20, w12, w21)
• j = 4, wd = w20 and wc = (w10, w12, w21)
• j = 5, wd = (w10, w20) and wc = (w12, w21)
• j = 6, wd = (w10, w20, w12) and wc = w21
• j = 7, wd = (w10, w20, w21) and wc = w12
• j = 8, wd = (w10, w20, w12, w21) and wc = ∅.
The decoding for wd given wc can be implemented as maxi-
mum likelihood decoding jointly among all messages in wd.
Note that the terms I6, I7 and I8 show the advantage of beam-
forming resulted from coherent transmission of (w12, w21)
from both users in the 3rd phase.
B. Achievable Rate Region
The achievable rate region in terms of R1 = R10+R12 and
R2 = R20 +R21 is given in the following theorem:
Theorem 1. The achievable rate region resulting from the
proposed scheme consists of rate pairs (R1, R2) satisfying the
following constraints:
R1 ≤ I1 + I3 , J1 (9)
R2 ≤ I2 + I4 , J2
R1 +R2 ≤ I1 + I2 + I5 , S1
R1 +R2 ≤ I2 + I6 , S2
R1 +R2 ≤ I1 + I7 , S3
R1 +R2 ≤ I8 , S4
for some α1 ≥ 0, α2 ≥ 0, α1 +α2 ≤ 1 and power allocation
set (ρ10, ρ20, ρ11, ρ22, ρ13, ρ23) satisfying constraints in (4).
Proof: Combining (5), (6) and (7) leads to (9).
As a special case of the proposed scheme, if one user has
no information to send and just relays the cooperative message
part of the other user to the destination, the scheme becomes
a partial decode-forward (PDF) scheme for the half-duplex
relay channel. For example, if user 2 has no information to
send, then α2 = 0, ρ22 = ρ20 = 0 and ρ23 = (1 − α1)−1P2.
The achievable rate for user 1 (R1) in this case is given as
in (9) with J2 = 0, J1 = S1, S2 = S4 and S3 redundant
since S3 > S1. Therefore, for the half-duplex relay channel,
the achievable rate in (9) becomes R1 ≤ min{J1, S4}.
In the original PDF scheme for the full-duplex relay channel
[15], the source sends both message parts and the relay
decodes only one. In [10], this partial decode-forward relaying
is adapted to 2 phases for the half-duplex relay channel. In [4],
[5], a slightly different two-phase scheme is proposed where
only one message part is transmitted in the first phase. Our
scheme also transmits only one message part in each of the
first two phases; however, it is equivalent to the PDF scheme
in [10], [15] as stated in the following Corollary:
Corollary 1. In the proposed scheme, each user transmits and
decodes only one message part in the first two phases. But
because of message splitting, this scheme is equivalent to a
partial decode-forward scheme where each user alternatively
transmits both message parts and decodes only one part in
the first two phases.
Proof: See Appendix A.
C. Rate Optimization Problems
We now turn to the question of finding the optimal resource
allocation to maximize either the individual rate or the sum
rate obtained by the proposed scheme as in (9). While it may
be tempting to treat the individual rate optimization problem as
a special case of the sum rate problem by setting α2 = 0 and
R2 = 0, the two problems are in fact distinct. The rate region
for a fixed set of parameters is usually a pentagon obtained
from the intersection of the two individual rate lines and a
sum rate line. The sum rate line usually cuts the axes at points
outside the rate region since the sum rate constraint is larger
than either individual rate constraint. Thus, the individual
rate optimization problem cannot be obtained from the sum
rate problem by simply setting a user’s rate to zero. More
specifically, the individual rate optimization problem has only
2 rate constraints whereas the sum rate problem has 4 rate
constraints. By setting α2 = 0 and R2 = 0, the 4 constraints
in the sum rate problem do not reduce to the 2 constraints in
the individual rate problem.
4The optimal power allocations are also different in these 2
problems. Specifically,
• For individual rate maximization, the power constraint
in (4) at user 2 becomes ρ21 = ρ20 = 0 and ρ23 =
(1− α1)−1P2.
• For sum rate maximization, even with α2 = 0, the power
constraint at user 2 becomes ρ21 = 0 and ρ20 + ρ23 =
(1− α1)−1P2.
The ρ20 that maximizes the sum rate is not necessary zero
as in the individual rate problem, thus the two problems are
different. Consequently, we consider them separately.
IV. INDIVIDUAL RATE MAXIMIZATION
In this section, we fix the phase durations and derive the
optimal power allocation that maximizes the individual rate.
We formulate the problem as a convex optimization and
analyze the KKT conditions. We then obtain a theorem for the
optimal schemes resulting from this optimization and discuss
its implication on practical systems such as cellular networks.
A. Problem Setup
The individual rate can be maximized for a user when the
other user has no information to send but only helps relay
information of this user. In this case, the MAC-TC resembles
the half-duplex relay channel in [4], [5]. Specifically, consider
the optimal parameters that maximize R1 in (9) given that
R2 = 0. We can directly see that for user 2, the optimal
parameters are
α⋆2 = 0, ρ
⋆
22 = ρ
⋆
20 = 0, and ρ⋆23 = P2/(1− α1). (10)
(Throughout this paper, superscript ⋆ indicates the optimal
value.) These parameters make J1 = S1, S2 = S4, and
S3 > R1 in (9).
Therefore, for fixed α1, R1 is maximized by considering
the minimum between J1 and S4 in an optimization problem
which can be expressed as
max
ρ,R1
R1
s.t. R1 ≤ α1C
(
g212ρ11
)
+ (1− α1)C
(
g210ρ10
) (11a)
R1 ≤ α1C
(
g210ρ11
)
+ (1− α1)C(ζ) (11b)
P = α1ρ11 + (1− α1) (ρ10 + ρ13) (11c)
ρi ≥ 0, for i ∈ {10, 11, 13}, (11d)
where ζ is as in (8) with power allocations in (10), ρ =
[ρ10 ρ11 ρ13] and C(x) = log(1 + x). With fixed α1, this
problem is convex and can be solved using the KKT conditions
as shown subsequently.
The optimization in (11) is similar to that considered in [4],
[5]. However, in these references, the formulation is for a fixed
duration (α1) and fixed transmit power at each phase (fixed ρ11
and the sum ρ10+ρ13). The problem is only to find the optimal
power allocations for the private (ρ10) and the cooperative
(ρ13) message parts. Afterward, the optimal α1 and transmit
power in each phase (ρ11 and the sum ρ10+ρ13) are obtained
numerically. On the one hand, this formulation simplifies the
derivation of the optimal ρ10 and ρ13 because with fixed ρ11
and ρ10+ρ13, J1 becomes an increasing function of ρ10 while
S4 becomes a decreasing function. Therefore, the optimal ρ10
and ρ13 can be obtained by simply solving J1 = S4, if a
solution exists. On the other hand, this problem formulation
requires two-dimensional numerical search for the optimal ρ11
and α1.
In this paper, we only fix α1 and analytically derive the
optimal power allocations for all message parts (ρ11, ρ10, ρ13)
such that the KKT conditions for problem (11) are satisfied.
Then, the optimal phase duration α1 can be obtained numer-
ically. Therefore, our algorithm requires numerical search for
α1 only instead of both α1 and ρ11 as in [4], [5].
In [10], another optimization problem is considered for
minimizing the power consumption at a given transmission
rate for the half-duplex relay channel. The coding scheme
in [10] is slightly different from our proposed scheme in
that the source sends both message parts in the 1st phase
and the relay decodes only one. This scheme is the same
as the scheme analyzed in Appendix A when α2 = 0. We
have shown that the scheme in Appendix A and our proposed
scheme are equivalent for the Gaussian channel since the
optimal power for the non-decoded message part at the relay is
zero. Therefore, the practical designer can choose between our
algorithm or that proposed in [10] based on the requirement,
whether it is to achieve the maximum transmission rate or to
save power at a given data rate.
B. Optimization Problem Analysis
Optimization problem (11) is convex because the objective
function and inequality constraints are concave functions of
ρi, i ∈ {10, 12, 13} while the equality constraint is linear
[16]. Since the objective function and inequality constraints are
continuously differentiable, KKT conditions are necessary and
sufficient for optimality. The Lagrangian function for problem
(11) is
L(R1, ρ, λ, µ) = R1 − λ0(R1 − J1)− λ1(R1 − S4)
− λ2 (α1ρ11 + (1− α1)(ρ10 + ρ13)− P )− µ · ρ, (12)
where ρ = [ρ10 ρ11 ρ13] is the power allocation vector, λ =
[λ0 λ1 λ2] is the Lagrangian multipliers vector associated with
constraints (11a), (11b) and (11c), µ = [µ10 µ12 µ13] is the
Lagrangian multipliers vector associated with the non-negative
power constraints (11d). The KKT conditions are
∇ρL(R1, ρ, λ, µ) = 0, (13a)
P1 − α1ρ11 + (1− α1) (ρ10 + ρ13) = 0, (13b)
R1 − J1 ≤ 0, (13c)
R1 − S4 ≤ 0, (13d)
ρi ≥ 0, (13e)
λj ≥ 0, µi ≥ 0, (13f)
µiρi = 0, (13g)
λ0(R1 − J1) = 0, (13h)
λ1(R1 − S4) = 0. (13i)
where i ∈ {10, 12, 13}, j ∈ {0, 1, 2} and ∇xf is the
gradient of f(.) at x. Specific expressions for∇ρL(R1, ρ, λ, µ)
are given in Appendix B.
Depending on the relation between g12 and g10, several
cases for problem (11) can occur:
5TABLE I: ALGORITHM FOR MAXIMIZING THE INDIVIDUAL RATE.
Definitions
a1 = g
−2
10 − g−212 , a2 = g−210 + ρ11, a3 = g−212 + ρ11, (14)
a4 = 1 + g20g
−1
10
√
ρ23/ρ13, a5 = ρ13 +
g220
g210
ρ23 + 2
g20
g10
√
ρ13ρ23,
b1 = a4(P1 + g
−2
10 − (1 − α1)ρ13) + α1a1 + (1− α1)(a4a1 + a5),
b2 = a1P1 + (1− α1)g
2
20
g210
ρ23 +
1
g210
a1 + 2(1− α1)a1 g20
g10
√
ρ13ρ23,
f1 = α1C
(
g210ρ11
)
+ (1 − α1)C
(
g210(ρ10 + a5)
) − α1C(g212ρ11) ,
f2(ρ13) = (1− α)−1(P1 − αρ⋆11)− ρ13 − g−210
(
2f1/(1−α) − 1
)
f3 =
1− α1
α1
· C(g210a5) .
f4(ρ13) =
P1 − (1− α1)ρ13
α1
− 1
g210
(
1− g212g−210
2f3 − g212g−210
− 1
)
,
Case Algorithm
2.a : λ0 > 0, λ1 > 0 ρ
⋆
13 is obtained from solving f2(ρ13) = 0 with
and µ10 = 0 ρ⋆11 = (2a4)−1(b1 +
√
b21 − 4a4b2)− g−210 and
ρ⋆10 =
(
g20g
−1
10
√
ρ⋆23/ρ
⋆
13 + a3/a2
)
×
((
1 + g20g
−1
10
√
ρ⋆23/ρ
⋆
13
)
a3 − (a3/a2)a5
)
− g−210
2.b : λ0 > 0, λ1 > 0 ρ
⋆
10 = 0 and
and µ10 > 0 ρ⋆13 is obtained from solving f4(ρ13) = 0 with
ρ⋆11 = α
−1
1 (P1 − (1− α1)ρ⋆13).
3.a : λ1 = 0, λ0 > 0, ρ
⋆
13 = 0, ρ
⋆
11 = P1 + (1 − α1)a1,
µ10 = 0, µ13 > 0 ρ
⋆
10 = P1 − α1a1.
3.b : λ1 = 0, λ0 > 0 ρ
⋆
13 = ρ
⋆
10 = 0,
µ10> 0, µ13 > 0 ρ
⋆
11 = P1/α1.
1) Case 1: g12 < g10.
In this case, J1 < S4. Therefore, (13c) can be satisfied
with equality (R⋆1 = J1) while (13d) is satisfied without
equality (R⋆1 < S4). Then, (13d) is an inactive constraint
and from (13f), (13h) and (13i), λ⋆0 > 0 and λ⋆1 = 0 are
optimal. Moreover, it is known [15] that PDF relaying
is helpful only when the source-relay link quality is
better than the source-destination link quality. Since here
g12 < g10, requiring user 2 to decode will decrease the
transmission rate because it can decode at a lower rate
than the destination. Therefore, user 1 will choose to
send its message directly to the destination (α⋆1 = 0).
Then, with α⋆1 = 0 and from the KKT conditions (13b)
and (13e), the optimal parameters are
α⋆1 = 0, ρ
⋆
11 = ρ
⋆
13 = 0, ρ
⋆
10 = P1,
which leads to the maximum rate as R⋆1 = C
(
g210P1
)
.
2) Case 2: g12 ≥ g10 and there is intersection between J1
and S4.
In this case, both inequality constraints (11a) and (11b)
are tight. Both constraints (13c) and (13d) can be satis-
fied with equality (R⋆1 = J2 = S4) and are active. KKT
conditions (13c), (13d), (13f), (13h) and (13i) then lead
to λ⋆0 > 0 and λ⋆1 > 0.
3) Case 3: g12 ≥ g10 and there is no intersection between
J1 and S4.
Here, we must have either J1 < S4 or J1 > S4 for
all valid power allocations. However, the case J1 > S4
cannot occur because with ρ13 = P1/(1−α), then J1 =
0 and S4 > 0. Therefore, J1 < S4 is the only valid case.
Hence, as in case 1, λ⋆0 > 0 and λ⋆1 = 0 are optimal on
KKT conditions (13c), (13d), (13f), (13h) and (13i).
In all cases, problem (11) can be solved analytically such that
the KKT conditions (13a) – (13i) are satisfied. In each case,
depending on the optimal values of µ being zero or strictly
positive, which means that the corresponding power is strictly
positive or zero, there can be sub-cases. Algorithms for solving
these cases are given in Table I. See Appendix B for the proof.
C. Optimal Schemes
Based on the above algorithm, we can identify the specific
scheme optimal for each channel configuration as summarized
in the following theorem:
Theorem 2. The optimal transmission scheme for maximizing
the individual rate of a half-duplex relay channel is obtained
by reducing the proposed 3-phase scheme into 2 phases by
setting α2 = 0. Then, the optimal scheme is such that in
• Case 1: User 1 performs direct transmission to send
w1 during the whole transmission time and user 2 stays
silent.
• Case 2.a: For a fixed α1, the two users perform partial
decode-forward (PDF) relaying with message repetition
where in
6– The 1st phase: user 1 sends w12, user 2 decodes it.
– The 3rd phase: user 1 sends (w10, w12) and user 2
sends w12.
• Case 2.b: For a fixed α1, the two users perform decode-
forward (DF) relaying where in
– The 1st phase: user 1 sends w1, user 2 decodes it.
– The 3rd phase: both users send w1.
• Case 3.a: For a fixed α1, the two users perform partial
decode-forward (PDF) relaying without message repeti-
tion where in
– The 1st phase: user 1 sends w12, user 2 decodes it.
– The 3rd phase: user 1 sends w10, user 2 sends w12.
• Case 3.b: For a fixed α1, the two users perform 2-hop
transmission where in
– The 1st phase: user 1 sends w1, user 2 decodes it.
– The 3rd phase: user 2 sends w1, user 1 stays silent.
In all cases, the destination only decodes at the end of the 3rd
phase based on the signals received in both phases 1 and 3.
Proof: These optimal schemes are obtained from the cases
defined in Section IV-B and the algorithm in Table I.
Theorem 2 provides a comprehensive coverage for all possi-
ble subschemes of the general PDF scheme for the half-duplex
relay channel. Moreover, it provides the specific signaling for
each subscheme. Drawing on Theorem 2, we can deduce the
followings: First, direct transmission between user 1 and the
destination is preferred if the link connecting them is stronger
than the inter-user link. Second, PDF relaying with or without
message repetition is optimal if the inter-user link is slightly
stronger than the link from user 1 to the destination. Third,
DF relaying is optimal if the inter-user link is much stronger
than the link from user 1 to the destination. Last, two-hop
transmission is optimal when the inter-user link is slightly
stronger than the link from user 2 to the destination and is
significantly (doubly) stronger than the link from user 1 to the
destination.
Building on these subschemes, the practical designer of
cellular, sensor or ad hoc networks can determine which
subscheme to use based on the channel configuration between
the users and the destination. For example, in the uplink of
a cellular network in an urban area, multiple mobiles can
concurrently be active in each cell. Two mobiles close to each
other, especially with a line of sight, are likely to have strong
inter-mobile link and can mutually benefit by cooperating with
each other to send their messages to the base station. Because
of the strong link quality between these two mobiles, Theorem
2 suggests that the designer can use full decode-forward as
a simple and optimal scheme for this case. More analysis
and numerical examples about the existence of each case are
provided in Section VII.
V. SUM RATE MAXIMIZATION
In this section, we derive the optimal power allocation that
maximizes the sum rate for fixed phase durations (α1, α2).
Following a procedure similar to that for the individual rate,
we first formulate the problem as a convex optimization and
analyze its KKT conditions. We then obtain a theorem for
the optimal scheme for each channel configuration. We also
consider the optimization for the symmetric channel as a
special case. Last, we analyze the maximum gain for the
individual and the sum rate with respect to the classical MAC.
A. Problem Setup
When both users have information to send, the throughput
(sum rate) is an important criteria for network operators. The
throughput shows a rate limit the network can tolerate before
starting losing packets or having congestion. Define the sum
rate as SR = R1+R2. With the 4 constraints on the sum rate
in (9), the optimization problem with fixed α1 and α2 can be
posed as
max
ρ,SR
SR, (15a)
s.t. SR ≤ S1, SR ≤ S2, (15b)
SR ≤ S3, SR ≤ S4, (15c)
P1 = α1ρ11 + α3 (ρ10 + ρ13) , (15d)
P2 = α2ρ22 + α3 (ρ20 + ρ23) , (15e)
ρi ≥ 0, for i ∈ {10, 20, 11, 22, 13, 23} (15f)
where ρ = [ρ10 ρ20 ρ11 ρ22 ρ13 ρ23] is the power allocation
vector. This sum rate problem has not been considered in the
literature before.
Note that J1 + J2 in (9) is another constraint on the sum
rate, but this constraint is redundant since J1 + J2 > S1. The
sum of the first parts in J1 and J2 is equal to the first two
parts in S1. However, the sum of the second parts in J1 and J2
is bigger than the third part in S1. This second part in J1(J2)
results from decoding w10(w20) at the destination without
interference from other message parts. The third part in S1
results from decoding both w10 and w20 at the destination
without interference from other message parts and this rate is
smaller than the rates obtained from decoding each part alone
without interference.
B. Optimization Problem Analysis
Similar to individual rate optimization, problem (15) is con-
vex because the objective function and inequality constraints
are concave functions of ρ while the equality constraints
are affine [16]. Since the objective function and inequality
constraints are continuously differentiable, KKT conditions
are necessary and sufficient for optimality. The Lagrangian
function for (15) is
L(SR, ρ, λ, µ) = SR −
3∑
k=0
λk(SR − Sk+1) (16)
− λ4(α1ρ11 + (1− α1 − α2) (ρ10 + ρ13)− P1)
− λ5(α2ρ22 + (1− α1 − α2) (ρ20 + ρ23)− P2)− µ · ρ,
where λ = [λ0 λ1 λ2 λ3 λ4 λ5] is the Lagrangian multipliers
vector associated with the rate and power constraints (15b),
(15c), (15d), and (15e); µ = [µ10 µ20 µ12 µ21 µ13 µ23] is the
Lagrangian multipliers vector associated with the non-negative
7power constraints in (15f). The KKT conditions are
∇ρL(SR, ρ, λ, µ) = 0, (17a)
P1 − α1ρ11 + (1 − α1 − α2) (ρ10 + ρ13) = 0, (17b)
P2 − α2ρ22 + (1 − α1 − α2) (ρ20 + ρ23) = 0, (17c)
SR − S1 ≤ 0, SR − S2 ≤ 0,
SR − S3 ≤ 0, SR − S4 ≤ 0, (17d)
ρi ≥ 0, (17e)
λj ≥ 0, µi ≥ 0, (17f)
µiρi = 0, (17g)
λ0(SR − S1) = 0, λ1(SR − S2) = 0,
λ2(SR − S3) = 0, λ3(SR − S4) = 0, (17h)
where i ∈ {10, 20 12, 22, 13, 23} and j ∈
{0, 1 2, 3, 4, 5}. The exact expression for (17a) is given
in Appendix C.
Depending on the link qualities, problem (15) can specialize
to several cases:
1) Case 1: g12 ≤ g10 and g21 ≤ g20.
In this case, we can see from the sum rate expressions in
(9) that S1 is the minimum among (S1, S2, S3, S4). The
constraint SR−S1 = 0 is then the only active constraint
in (17d). Therefore, KKT conditions (17d) and (17h)
lead to λ⋆1 = λ⋆2 = λ⋆3 = 0 and λ⋆0 > 0. Moreover,
similar to the individual rate case, since g12 < g10 and
g21 < g20, requiring each user to decode part of the
message of the other user will decrease the rate. The two
users will choose to send their messages directly to the
destination instead of cooperating. With α⋆1 = α⋆2 = 0
and KKT conditions (17b), (17c) and (17e), the optimal
scheme is obtained by setting
α⋆1 = α
⋆
2 = 0, ρ
⋆
11 = ρ
⋆
22 = ρ
⋆
13 = ρ
⋆
23 = 0,
ρ⋆10 = P1, ρ
⋆
23 = P2, (18)
which resembles the classical MAC with the maximum
sum rate as Rmaxs = C(g
2
10P1 + g
2
20P2).
2) Case 2: g12 > g10 and g21 > g20.
In this case, S2 and S3 are redundant because both are
bigger than S4 as noticed from (9). The constraints SR−
S2 ≤ 0 and SR − S3 ≤ 0 in (17d) are inactive and
KKT conditions (17d) and (17h) lead to λ⋆1 = λ⋆2 =
0. Moreover, we can show that neither S1 < S4 nor
S1 > S4 holds for all power allocations that satisfy
the power constraints. S4 is not always less than S1
because with ρ10 = α−13 P1 and ρ20 = α−13 P2, then
S4 = S1. Also, S1 is not always less than S4 because
when maximizing S1 alone, we can directly notice that
ρ⋆13 = ρ
⋆
23 = 0; then, regardless of the values of ρ⋆11,
ρ⋆22, ρ
⋆
10, and ρ⋆20, we obtain S4 < S1 since g12 > g10
and g21 > g20. Therefore, both constraints (SR−S1 ≤ 0
and SR − S4 ≤ 0) must be tight and active, and KKT
conditions (17d) and (17h) lead to λ⋆0 > 0 and λ⋆3 > 0.
3) Case 3: g12 > g10 and g21 ≤ g20.
Since g12 > g10, user 1 will send part of its information
via user 2. However, because g21 ≤ g20, user 2 will
send its information directly to the destination. From
KKT condition (17c), the optimal scheme is obtained
by setting α⋆2 = 0 and ρ⋆22 = 0. By substituting these
values into (9), we obtain S2 = S4 and S3 > S4.
KKT conditions (17d) and (17h) lead to λ⋆1 = λ⋆2 = 0.
Therefore, for a fixed α1, we have the same optimization
problem as in Case 2 but with α⋆2 = 0 and ρ⋆22 = 0.
4) Case 4: g12 ≤ g10 and g21 > g20
This case is the opposite of Case 3. For a fixed α2,
problem (15) is considered with α⋆1 = 0, and ρ⋆11 = 0.
For a fixed pair (α1, α2), solutions for cases 2, 3, 4 can be
obtained analytically such that KKT conditions in (17a)–(17h)
are satisfied as shown in Appendix C. The solutions are given
in Table II with the following definitions:
a1 = g
−2
10 − g−212 , a2 = g−220 − g−221 , (19)
a3 = g
−2
10 + ρ11, a4 = g
−2
20 + ρ22,
a5 = ρ11 + g
−2
12 , a6 = 1 + g
2
10ρ10 + g
2
20ρ20,
a7 = 2g
2
20, a8 =
2
1− α1 g
2
10,
a9 = 1+ g
2
10ρ10 + g
2
20(1− α1)−1P2,
a10 = (1− α1)−1(g210P1 + α1)− g210ρ10,
a11 =
1 + g210P1 + g
2
20P2
1− α1 ,
b1 = 2g
2
20(a2 + a3) + a6(2− b3),
b2 =
2 + α1
1− α1 g
2
10a1 + 2a11, b3 =
2a3 − a1
a3 − a1
b4 = a1(a9 + 3a10), b5 = a2(a6 + 2g
2
10a3 − µa6),
b6 = c2g
2
20 + g10g20
(
2
√
ρ13 − a5 + a1√
ρ13
)
,
b7 = a12c5, b8 = b2 + g
2
10ρ13 − g210(a5 + a1),
b9 = g10g
−1
20 (a5 + a1)a
−1
5
√
ρ13
b10 =
(a5 + a1)g10
(
g10 + g20
√
ρ23
ρ13
)
−(g10√ρ13 + g20√ρ23)2
1 + (a5 + a1)a
−1
5
g10
g20
√
ρ13
ρ23
.
f1 = α
−1
3
[
α1C
(
g212ρ11
)
+ α2C
(
g221ρ22
)
− α1C
(
g210ρ11
)− α2C(g220ρ22) ],
f2(a6) = 2g
2
10a3 − (a3 − a1)−1(2a3 − a1)a6 − (2f1 − 1)a6
f3(ρ11) = 0.5(2g
2
10a3 −
2a3 − a1
a3 − a1 a6) + a6 − 1
− g
2
10P1 + g
2
20P2 − α1g210ρ11 − α2g220ρ22
1− α1 − α2 ,
f4(ρ23) =
(
1 + (g10
√
ρ13 + g20
√
ρ23)
2
)
· ((a1/a3)− (a2/a4))
+ g10
(
g10 + g20
√
ρ23/ρ13
)
(a3 − a1)
− g20
(
g20 + g10
√
ρ13/ρ23
)
(a4 − a2),
f5(ρ13) = ρ13 − g−210
(√
2f1 − 1− g20√ρ23
)2
f6 = (α1/α3)
(C(g212ρ11)− C(g210ρ11)) ,
f7(ρ10) = 2g
2
10a3 −
2a3 − a1
a3 − a1 (1 + g
2
10ρ10 + g
2
20ρ20)
− (1 + g210ρ10 + g220ρ20)(2f6 − 1),
f8(ρ13) = b10 − (2f1 − 1)−1 (g10√ρ13 + g20√ρ23)2 ,
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Case Algorithm
2.a a⋆6 in (19) is obtained from solving f2(a6) = 0 with
µ10 = 0, ρ
⋆
11 obtained from solving f3(ρ11) = 0,
µ20 = 0 ρ
⋆
22 = (2a7)
−1(b1 +
√
b21 − 4a7b2)− g−220 , ρ⋆13 = 0.5a3 − b3a
⋆
6
4g2
10
, ρ⋆23 =
g2
10
g2
20
ρ⋆13,
ρ⋆10 = α
−1
3 (P1 − α1ρ⋆11)− ρ⋆13, and ρ⋆20 = α−13 (P2 − α2ρ⋆22)− ρ⋆23
2.b : ρ⋆10 = ρ
⋆
20 = 0 and
µ10 > 0, ρ
⋆
13 is obtained from solving f5(ρ13) = 0 with
µ20 > 0 ρ
⋆
23 obtained from solving f4(ρ23) = 0,
ρ⋆11 = α
−1
1 (P1 − α3ρ⋆13), and ρ⋆22 = α−12 (P2 − α3ρ⋆23),
3.a ρ⋆10 is obtained from solving f7(ρ10) = 0 with
µ10 = 0, ρ
⋆
11 = (2a8)
−1(b5 +
√
b25 − 4a8b4)− g−210 ,
µ20 = 0 ρ
⋆
20 = (1− α1)−1P2 − g210g−220
(
(1− α1)−1(P1 − α1)− ρ⋆10
)
,
ρ⋆13 = 0.5a3 − (a3 − a1)(2a3 − a1)(1 + g210ρ⋆10 + g220ρ⋆20),
ρ⋆23 = g
2
10g
−2
20 ρ
⋆
13.
3.b : ρ⋆10 = 0 and
µ10 > 0, ρ
⋆
13 is obtained from solving f8(ρ13) = 0 with
µ20 = 0 ρ
⋆
23 =
(
(2b6)
−1(b8 +
√
b28 − 4b6b7)
)2
ρ⋆20 = (1− α1)−1P2 − ρ⋆23,
ρ⋆11 = α
−1
1 (P − (1 − α1))ρ⋆13
4 similar to Case 3 but interchanging the power allocation between two users.
C. Optimal Schemes
As in the individual rate case, for each channel configura-
tion, different optimal scheme for maximizing the sum rate
can result from the proposed scheme. Theorem 3 summarizes
them.
Theorem 3. The optimal scheme for maximizing the sum rate
in a half-duplex MAC-TC is
• Case 1: Both users send their messages during the whole
transmission time without cooperation as in the classical
MAC.
• Case 2.a: For a given pair (α1, α2), both users perform
PDF relaying where in
– The 1st phase: user 1 sends w12, user 2 decodes it.
– The 2nd phase: user 2 sends w21, user 1 decodes it.
– The 3rd phase: user 1 sends (w10, w12, w21) and user
2 sends (w20, w12, w21).
• Case 2.b: For a given pair (α1, α2), both users perform
DF relaying where in
– The 1st phase: user 1 sends w1, user 2 decodes it.
– The 2nd phase: user 2 sends w2, user 1 decodes it.
– The 3rd phase: each user sends both messages
(w1, w2).
• Case 3.a: For a given α1 (here α⋆2 = 0), user 2 performs
direct transmission and user 1 performs PDF relaying
where in
– The 1st phase: user 1 sends w12, user 2 decodes it.
– The 3rd phase: user 1 sends (w10, w12) and user 2
sends (w2, w12).
• Case 3.b: For a given α1 (here α⋆2 = 0), user 2 performs
direct transmission and user 1 performs DF relaying
where in
– The 1st phase: user 1 sends w1, user 2 decodes it.
– The 3rd phase: user 1 sends w1 and user 2 sends
(w2, w1).
• Case 4: This case is simply the opposite of Case 3.
In all cases, the destination jointly decodes all the messages
only at the end of the 3rd phase using signals received in all
three phases.
Proof: These optimal schemes are obtained from the cases
defined in Section V-B and the algorithm in Table II.
Theorem 3 covers all possible subschemes for maximizing
the sum rate of the MAC-TC with partial decode-forward
relaying. The optimal transmission scheme at each user varies
from direct transmission to PDF to DF relaying as the link
to the other user respectively varies from weaker to slightly
to significantly stronger than the link between this user and
the destination. The following conclusions can be drawn
from Theorem 3. First, direct transmission from both users
is preferred if each inter-user link is weaker than the link
from the respective user to the destination. Second, when the
inter-user links are stronger than the user-destination links,
DF or PDF scheme from both users is optimal depending
on whether the inter-user links are slightly or significantly
stronger than the user-destination links. Third, when user 1
has a stronger link to user 2 than to the destination while user
2 has a weaker link to user 1 than to the destination, user 2
chooses direct transmission while user 1 performs PDF or DF
relaying depending on whether its link to user 2 is slightly
or significantly stronger than its link to the destination. More
analysis for the existence of each subscheme is given Section
VII.
For practical application pertaining to the uplink in cellular
networks, this theorem allows the designer to determine the
best scheme for each channel configuration. Especially when
the two mobiles are close to each other such that they
have very strong inter-link qualities, the theorem suggests the
use of simple decode-forward for maximizing the sum rate
transmission from these two mobiles to the base station.
Extension to more than two users is possible and a coding
9scheme for m-user MAC-TC is given in [6]. Although the
power allocation problem is similar to the two-user case, it will
be more complicated because of the increase in the number
of cases and power parameters to be optimized. Nevertheless,
the optimal scheme at each user is expected to be similar to
the two-user case in that it moves from direct transmission
to partial DF to full DF relaying as the inter-user links move
from weaker to slightly to significantly stronger than the user-
destination links.
D. Special Case of Symmetric Channels
Symmetric channels can occur when quantizing the channel
coefficients as done in practice, where the destination sends
feedback to the two users about quantized channel coefficients.
The destination employs round-down quantization to ensure
that the rates generated from the quantized coefficients are
achievable. The quantized coefficients will be the same if
the actual coefficients are close. Furthermore, the inter-user
links are the same based on reciprocity either with or without
quantization. Hence, symmetric channels can occur for a non-
negligible range of channel links in practice. For example, in
WiFi networks, the access point and computers usually have
fixed locations during use and the surrounding environment
is almost stable such that distance becomes the main factor
affecting link qualities. In such networks, symmetric channel
occurs if two computers have approximately similar distances
to the access point because of quantized channel coefficients.
In this section, we briefly analyze the optimal power al-
location for the special case of symmetric channels. The
optimization problem is simpler with more closed-form results.
In [13], we have derived the optimal parameters for a slightly
different coding scheme in which each user splits its message
into three parts; however, we show in [6] that it is equivalent
to the scheme considered in this paper.
Consider a symmetric channel with g10 = g20, g12 = g21,
and P1 = P2 = P . Then, ρ⋆10 = ρ⋆20, ρ⋆11 = ρ⋆22, ρ⋆13 = ρ⋆23,
and α⋆1 = α⋆2 = α⋆. For the case g10 ≥ g12, the optimal
parameters are that of the classical MAC (i.e. no cooperation).
For the case g12 > g10, we have KKT conditions similar to
those in (17a)–(17h). The optimal parameters can be obtained
for a fixed α as in Table III. The proof is similar to that for
the sum rate in Appendix C. We can then vary α, find the
corresponding maximum sum rate for each α and choose the
optimal α⋆ that corresponds to the maximum rate overall.
E. Maximum Gain with Respect to the Classical MAC
We now analyze the maximum gain that can be obtained by
the proposed cooperative scheme compared with the classical
non-cooperative MAC. To find the maximum gain, we consider
the asymptote where (g12, g21)→∞ and (P1, P2)→∞ and
obtain the following theorem:
Theorem 4. The maximum gain obtained by the proposed
cooperative scheme compared with the classical MAC when
(g12, g21)→∞ and (P1, P2)→∞ are
∆(R1) = C
(
g220 + 2g10g20
g210
)
,
∆(R2) = C
(
g210 + 2g10g20
g220
)
,
∆(R1 +R2) = C
(
2g10g20
g210 + g
2
20
)
. (21)
Furthermore, for symmetric channels with g10 = g20, the
maximum gain is equal to 2 bps/Hz for the individual rate
and 1 bps/Hz for the sum rate.
Proof: In the asymptote as (g12, g21) → ∞ in (9), S4
becomes the only active constraint. The maximum of S4 is
achieved with α3 → 1, ρ1 → P1, and ρ2 → P2. Comparing
Smax4 with the individual and sum rates for the classical MAC
[15], we obtain the following formula:
Smax4 −R1 = C
(
g220P2 + 2g10g20
√
P1P2
1 + g210P1
)
,
Smax4 −R2 = C
(
g210P1 + 2g10g20
√
P1P2
1 + g220P2
)
Smax4 − (R1 +R2)= C
(
2g10g20
√
P1P2
1 + g210P1 + g
2
20P2
)
. (22)
Letting (P1, P2)→∞, we obtain (21).
We will see from simulation results later that these asymp-
totic gains are closely reached even at reasonable link gains
and finite transmit powers.
VI. OPTIMAL PHASE DURATION
We have discussed algorithms for optimizing the power
allocation to maximize the individual and the sum rates with
fixed phase durations. These phase durations are indeed often
fixed in practical applications, for example in GSM sys-
tems (European standard for cellular networks). In GSM, the
available band for either uplink or downlink communication
is 25MHz. This band is divided into 125 sub-channels of
200KHz each using frequency division. Each sub-channel is
shared by 8 users using time division with 526.92µs for each
time slot or phase. The proposed algorithms can be applied
there directly.
When the optimal phase duration is of interest, we can
use a numerical search method. In this section, we discuss
a simple grid search and its impact on the running time as
the number of users increases. We also propose a simple and
fast interpolation method that can achieve the optimal phase
durations with an accuracy of more than 90%. Numerical
search for the optimal phase durations is necessary since the
optimization problem for phase duration is non-convex.
A. Grid Search and Lookup Table
In grid search, the optimal phase durations are obtained
using exhaustive search over the entire range of α1 ≥ 0, α2 ≥
0, and α1 + α2 ≤ 1. The grid search is one dimensional
(α1 ∈ [0, 1]) for the individual rate (R1) and two dimensional
(α1, α2) for the sum rate. Since the running time for each set
of phase durations is usually small, such grid search can be
efficient for obtaining the accurate optimal phase duration. For
10
TABLE III: ALGORITHM FOR MAXIMIZING THE SUM RATE FOR A SYMMETRIC CHANNEL.
Definitions
a1 and a2 are the as in (14).
a3 = 4ρ13, b1 = (2a2 − a1)−1((a2 − a1)(2a2 − a3)),
b2 = (1− α)a1 + g−210 + 2P, µ3 = 0.25a1a3(1− 2α) + 0.5a1
(
2P + g−210
)
.
f1 = 2αC
(
g210ρ11
)− 2αC(g212ρ11)+ (1− 2α) log (g210(b1 + a3))
f2(ρ13) = (1− 2α)−1(P − αρ11)− ρ13 − (2g210)−1
(
2
f1
1−2α − 1
)
,
f3 =
1− 2α
2α
log
(
1 + 4g210ρ13
)
.
f4(ρ13) =
1
α
(P − (1− 2α)ρ13)− 1
2g212
(
2f3 − 1) . (20)
Case Algorithm
2.a : ρ⋆13 is obtained from solving f2(ρ13) = 0 with
µ10 = 0 ρ
⋆
11 = 0.5
(
b2 +
√
b22 − 4b3
)
− g−210 and
ρ⋆10 = (1− 2α)−1(P − αρ⋆11)− ρ⋆13
2.b : ρ⋆10 = 0 and
µ10 > 0 ρ
⋆
13 is obtained from solving f4(ρ13) = 0 with
ρ⋆11 = α
−1(P − (1 − 2α)ρ⋆13).
practical implementation in channels that vary slightly, these
optimal phase durations can be pre-computed offline for each
set of channel gains, then stored in a table and the algorithm
only needs to perform table lookup at run time.
Fast varying channels may require a large table to store the
optimization results for every channel configuration. Alterna-
tively, results for a set of sampled channel gains can be stored.
Then, if the actual channel gain is in between stored values,
a grid search for optimal phase durations can be performed
in between the two stored phase values instead of the whole
range [0, 1], which significantly reduces the searching time.
For extension to the m−user case, the number of cases
resulting from individual and sum rate optimizations is equal
to m+1 and 2m, respectively. Numerical search for the optimal
α⋆1 for the individual rate will consume similar time to that
required for the two user case since it is still a one-dimensional
search (α⋆2 = α⋆3 = ... = α⋆m−1 = 0). However, finding the
optimal phases α⋆1, α⋆2, ..., and α⋆m for the sum rate becomes
an m−dimentional search. Next, we propose a simple method
that can approximately achieves the optimal phase durations.
B. Polynomial Approximation
Although the optimization problem for phase durations is
non-convex, it is observed through extensive numerical exam-
ples to have a unique maximum in the range [0, 1] (see Figure
7 for examples of the individual and sum rates versus phase
duration). In addition, the curves around the optimal phase
durations suggest that they can be approximated by quadratic
functions. Therefore, we can use interpolation technique for
the individual and the sum rates as follows.
1) Individual Rate Interpolation: After quantizing the in-
terval of α1 ([0, 1]) into L ≥ 3 points, calculate the optimal
power allocations for each quantized value of α1. Choose the
value α1,1 that leads to the maximum individual rate R1,1
and two other points (α1,2, R1,2) and (α1,3, R1,3) that directly
surround (α1,1, R1,1). Next, use these points to express R1 as
quadratic function of α1 [17]. The approximated optimal α⋄1
is obtained from the derivative of this function.
2) Sum Rate Interpolation: Similarly, quantize the interval
of α1 ([0, 1]) into L ≥ 3 points. For each value of α1, quantize
the interval of α2 ([0, 1 − α1]) into T ≥ 3 points. For each
pair (α1, α2), calculate the optimal power allocations. Choose
the point (α1,1, α2,1, SR,1) that has the maximum sum rate
and four other points that surround it. Use these five points to
express SR as a bivariate quadratic function of (α1, α2). The
approximated optimal pair (α⋄1, α⋄2) is then obtained from the
derivatives of the interpolated function [17].
In Section VII, numerical results comparing approximated
and optimal phase durations show that the interpolated values
approximate the exact values within a margin of 6% for the
individual rate and 10% for the sum rate.
VII. NUMERICAL RESULTS
In this section, we first compare the achievable rate region of
our scheme with an outer bound in Figure 2 to show that it is
near capacity-achieving. Then, in Figures 3–6, we optimize our
scheme for a network on a 2D plane with fixed user locations
while letting the destination move on the plane and applying
a channel gain model with pathloss only. These figures show
the geometrical regions of optimal schemes for either the
individual or the sum rate as well as the maximum rate. Figure
7 illustrate the behavior of the maximum individual and sum
rates versus phase durations. Next, Figure 8 illustrates the
exact and approximate optimal phase durations for both the
individual and sum rates obtained respectively by the grid
search and interpolation technique. Figure 9 illustrates the gain
in sum rate for symmetric channels. In all these figures, we
normalize the transmission time and the channel bandwidth.
Figure 2 compares between the achievable rate regions of
the proposed scheme, the classical MAC and an outer bound
as derived in [6]. The outer bound consists of all rate pairs
(R1, R2) satisfying (9) but replacing g212 by g210+g212 and g221
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by g220+g221. Results are plotted for different values of g10 and
g20 while fixing g12 = g21 = 5 and P1 = P2 = 2. This figure
shows that our scheme is near capacity-achieving: it is close to
the outer bound especially when the ratios g12/g10 and g21/g20
are high. Figure 3 shows the geometrical regions of optimal
schemes for maximizing the individual rate as described in
Theorem 2. We fix α1 = 0.5, fix the locations of user 1 and
user 2 at points (−0.5, 0) and (0.5, 0), respectively, and allow
the destination to be anywhere on the plane. We use a pathloss-
only model in which each channel gain gij is related to the
distance by gij = d−γ/2ij where γ = 2.4. Let d12, d10, and
d20 respectively be the distances between the two users, user
1 and the destination, and user 2 and the destination. Results
show that the optimal scheme is direct transmission if d10 <
d12, two-hop transmission if d10 > 2d12 and d20 is slightly
bigger than d12, DF with message repetition if d10 >> d12 and
d20 > d12, and PDF with or without message repetition in the
remaining two regions. Here we choose to fix α1 to simplify
the computation, but similar results can also be obtained with
the optimal α⋆1. Figure 4 presents Rmax1 versus distance as the
destination moves along the line passing through both users
for α1 = 0.5 and for the optimal α⋆1, and compares this rate
with the classical MAC and the outer bound. Results show that
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moves on the x axis (solid horizontal line in Figure 3).
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as ratio d10/d12 increases, Rmax1 becomes closer to the outer
bound. This phenomenon is expected because when d10/d12
increases, g12/g10 increases such that g212 → g210 + g212. The
two users then virtually become one entity and the channel
approaches a single-user one with known capacity.
Figure 5 shows the regions of optimal schemes for maximiz-
ing the sum rate at each destination location for α1 = α2 = 0.2
and the same channel configuration as in Figure 3. As the
figure is symmetric, lets consider the right half plane. There
are 5 different regions that correspond to the first 5 cases
described in Theorem 3. Results show that the optimal scheme
is classical MAC if d10 < d12 and d20 < d12, 3-phase scheme
(either DF or PDF) if d10 > d12 and d20 > d12, and 2-phase
scheme (either DF or PDF) if d10 > d12 and d20 < d12.
Furthermore, the optimal scheme switches from DF to PDF as
the difference between d10 and d20 decreases. Similar results
can be obtained with the optimal α⋆1 and α⋆2.
Considering the inverse relation between distance and chan-
nel gain in the pathloss model, Figures 3 and 5 imply that
as the inter-user link qualities increase in relation to the user-
destination link qualities, the optimal scheme transverses from
no cooperation to partial then to full cooperation. Figure
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with different values of g12.
6 shows the maximum sum rate versus distance when the
destination moves in the first quadrant of Figure 5 (other
quadrants are symmetric to this one). Results show that as
the destination moves closer to one of the users, the sum
rate increases because the link quality between that user and
the destination becomes high such that the user can send a
large amount of information (as d10 or d20 → 0, SmaxR →∞
bps/Hz).
Figure 7 shows the maximum individual and sum rates
versus α for symmetric channels. Results show that for each
inter-user link quality, there is a unique phase duration that
maximizes the individual or sum rate. Figure 8 shows the
interpolated and exact α⋆ for both the individual and the sum
rates versus g12 for symmetric channels. Results show that α⋆
decreases as g12 increases, i.e. the two users can exchange their
information in a smaller portion of time and spend a bigger
portion in cooperation. For the interpolated individual rate, the
interval of α1 is quantized uniformly into 8 points including
0 and 1 at which the rate is the same as direct transmission.
Similarly for the sum rate where α1 = α2 = α since the
channel is symmetric. Results show that the interpolated values
are close to the optimal values with error less than 6% for the
individual rate and 10% for the sum rate.
Figure 9 compares the sum rate of the MAC-TC with
the classical MAC for symmetric channels. Results show
that once g12 > g10, the sum rate of the MAC-TC starts
increasing significantly and then reaches saturation. From (22),
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Fig. 8. Interpolated and exact optimum α⋆ versus g12 for the individual and
sum rates of symmetric channels (g10 = 1).
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Fig. 9. Maximum sum rate with the optimal α⋆ for the MAC-TC and
classical MAC versus g12 for symmetric channels with g10 = 1.
the maximum sum rate gains that can be obtained with P = 2,
4, and 10 are 0.85, 0.92, and 0.95 bps/Hz, respectively, while
the asymptotic gain from Theorem 4 (with P → ∞) is 1
bps/Hz. Hence, the sum rate gain approaches the asymptotic
gain even at low transmission power and finite link gain.
VIII. CONCLUSION
We have proposed a half-duplex cooperative scheme for
the MAC-TC and optimized its resource allocation to obtain
the maximum individual or sum rate performance. With fixed
phase durations, the power allocation problem is convex and
can be solved analytically based on the KKT conditions.
The optimal phase duration can then be found by numerical
search such as a simple grid search, lookup table or quadratic
interpolation. Depending on channel conditions, the optimal
scheme can be direct transmission, DF or PDF and with or
without message repetition, or multi-hop forwarding. We also
present numerical results that illustrate the optimal scheme for
each geometrical location of the destination on a plane while
fixing user locations. These analyses provide guidelines for
implementing the proposed scheme in an actual network.
As future works, it would of interest to consider the fading
channel and study its effects on the optimal resource allocation
for maximizing the average individual and sum rates or
minimizing the outage probability.
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APPENDIX A
PROOF OF COROLLARY 1
The PDF scheme is similar to the proposed scheme in
Section III, but each user transmits both message parts in the
first two phases and decodes only one. Therefore, both users
construct their transmitted signals as in (3) but with X11 and
X22 as
X11 =
√
ρ11U12(w12) +
√
ρ†10U10(w10),
X22 =
√
ρ22U21(w21) +
√
ρ†20U20(w20)
where U10, U20, V10, V20, U, U11, U22 are i.i.d ∼ N(0, 1) and
the power constraints are
α1(ρ11 + ρ
†
10) + α3(ρ10 + ρ13) = P1,
α2(ρ22 + ρ
†
20) + α3(ρ20 + ρ23) = P2. (23)
The achievable rate for this scheme can be derived using a
similar procedure as in [6] and consists of rate pairs (R1, R2)
satisfying (9) with the following modifications. In J1, J2, S1,
replace
C(g212ρ11) by C
(
g212ρ11
1 + g212ρ
†
10
)
+ C
(
g210ρ
†
10
)
and
C(g221ρ22) by C
(
g221ρ22
1 + g221ρ
†
20
)
+ C
(
g220ρ
†
20
)
(24)
and in S2, S3, and S4, replace
g210ρ11 by g210(ρ11 + ρ
†
10), g
2
10ρ22 by g220(ρ22 + ρ
†
20),
g212ρ11 by
g212ρ11
1 + g212ρ
†
10
, and g221ρ22 by
g221ρ22
1 + g221ρ
†
20
.
Lets denote the rate constraints for this scheme as
(J†1 , J
†
2 , ..., S
†
4). This new region is equivalent to the region
in (9) if the optimal ρ†10 and ρ†20 are zero.
First, the sum rates S†2, S
†
3 and S
†
4 can be maximized with
ρ†10 = ρ
†
20 = 0. With these values, the second terms in S
†
2
and S†3 are maximized while the first terms are not affected
because we can allocate the whole power in the 1st and 2nd
phases to ρ11 and ρ22, respectively.
Second, for J†1 , J
†
2 and S
†
1, the different terms from J1, J2
and S1 are given by the new terms in (24). If g12 > g10 and
g21 > g20, these terms are maximized with ρ†10 = ρ
†
20 = 0.
This can be shown as follows. Let P (1)1 be the optimal power
transmitted from the first user in the 1st phase. Then, the first
new term in (24) can be maximized using the Lagrangian
L(ρ11, ρ
†
10, λ) = α1C
(
(1 + g212ρ
†
10)
−1g212ρ11
)
+ α1C
(
g210ρ
†
10
)
+ λ(P
(1)
1 − α1(ρ11 + ρ†10)). (25)
Taking derivatives with respect to ρ11 and ρ†10, we obtain
∂L
∂ρ11
=
g212
1 + g212(ρ11 + ρ
†
10)
− α1λ,
∂L
∂ρ†10
=
−g412ρ11
(1 + g212ρ
†
10)(1 + g
2
12(ρ11 + ρ
†
10))
+
g210
1 + g210ρ
†
10
− α1λ.
Next, obtain λ from setting ∂L∂ρ11 = 0 and substitute it into
∂L
∂ρ†
10
to get
∂L/∂ρ†10 = α1(g
−2
10 + ρ
†
10)
−1 − α1(g−211 + ρ†10).
Since g12 > g10, ∂L∂ρ†
10
< 0, this first new term in (24) is
decreasing in ρ†10 and the optimal ρ
†
10 = 0. Similarly, the
optimal value ρ†20 = 0.
Third, if g12 < g10 and g21 < g20, decoding at any user
will limit the rates; hence, we have α⋆1 = α⋆2 = 0. Then, both
coding schemes reduces to the classical MAC.
Fourth, if g12 > g10 and g21 < g20, decoding at user 1
will limit the rate; hence, the optimal scheme is obtained by
setting α2 = 0. Then, we can show that the optimal ρ†10 = 0
following the same procedure in the first and second steps.
Similarly for g12 < g10 and g21 > g20.
APPENDIX B
PROOF OF THE ALGORITHM FOR THE OPTIMAL
INDIVIDUAL RATE
In optimization problem (11), we first assume that ρ⋆i > 0
for I ∈ {10, 12, 13}. Hence, their constraints are inactive and
µ⋆ = 0. Therefore, the Lagrangian function in (12) becomes
L(R1, ρ, λ) = R1 − λ0(R1 − J1)− λ1(R1 − S4)
− λ2 (α1ρ11 + (1 − α1)(ρ10 + ρ13)− P ) . (26)
Now, we verify the KKT conditions in (13a)–(13i). Starting
from (13a), we take the derivatives of L(R1, ρ, λ) in (26) with
respect to all variables as follows.
∂L
∂R1
= 1− λ0 − λ1, (27)
∂L
∂ρ13
=
(1− α1)λ1
(
1 + g20g10
√
ρ23
ρ13
)
1
g2
10
+ ρ10 + ρ13 +
g2
20
g2
10
ρ23 + 2
g20
g10
√
ρ13ρ23
− (1− α1)λ2,
∂L
∂ρ11
=
α1λ0
1
g2
12
+ ρ11
+
α1λ1
1
g2
10
+ ρ11
− α1λ2
∂L
∂ρ10
=
(1 − α1)λ0
1
g2
10
+ ρ10
− (1 − α1)λ2
+
(1 − α1)λ1
1
g2
10
+ ρ10 + ρ13 +
g2
20
g2
10
ρ23 + 2
g20
g10
√
ρ13ρ23
. (28)
First, by setting ∂L∂R1 = 0 and
∂L
∂ρ13
= 0, we obtain formulas
for λ0 and λ2. By substituting these formulas into the third
and fourth equations in (27) and equating them to zero, we
get the following equations for λ1
λ1 =
ξ(
1 + g20g10
√
ρ23
ρ13
)(
1
g2
12
+ ρ11
)
+ ξ − ξ g−212 +ρ11
g−2
10
+ρ11
,
λ1 =
ξ
ξ + g20g10
√
ρ23
ρ13
(
1
g2
10
+ ρ10
) (29)
where ξ = 1
g2
10
+ ρ10 + ρ13 +
g2
20
g2
10
ρ23 + 2
g20
g10
√
ρ13ρ23. By
equalizing these two equations, we obtain ρ⋆10 as in Table
I (Case2.a). Then, by substituting these expressions into the
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power constraint in (11) such that KKT condition (13b) is
satisfied, we get
P = α1ρ
⋆
11 + (1− α1)(ρ⋆10 + ρ⋆13)
= α1(a2 − g−210 ) + (1 − α1)(ρ⋆10 + ρ⋆13). (30)
By substituting ρ⋆10 into (30), we get ρ⋆11 in Table I. Hence,
we find ρ⋆11 in terms of ρ⋆13. In order to find ρ⋆10, we use KKT
conditions (13b)–(13d). While (13b) is the power constraint,
KKT conditions (13c) and (13d) are equivalent to J1 = S4
when both constraints are tight. By using the power constraint
and the equality J1 = S4, we obtain f2(ρ⋆13) = 0 in (14).
Therefore, for any α1 we can find ρ⋆13, ρ⋆10, ρ⋆11 and ρ⋆13 from
the above equations if there is a solution for f2(ρ⋆13) = 0 in
(14) that gives ρ10 ≥ 0. This corresponds to Case 2.a.
Case 2.b: If f2(ρ⋆13) in (14) has a solution that gives
ρ10 < 0, KKT condition (13e) is not satisfied. Therefore, to
satisfy KKT conditions (13e) and (13g), we have µ⋆10 > 0 and
ρ⋆10 = 0. Hence, ρ⋆10 = 0 is an active constraint. Then, we
consider (26) with ρ⋆10 = 0. By using the power constraint
(KKT condition (13b)) and solving J1 = S4 (KKT conditions
(13c) and (13d)), we can find ρ⋆11 and ρ⋆13 as in Table I (Case
2.b).
Case 3: As explained in Section IV, if there is no solution
for f2(ρ⋆13) = 0 in (14), this means that J1 < S4, i.e.
only (13c) is tight while (13d) is not tight. From KKT
condition (13i), λ⋆1 = 0. Then, the problem becomes as in
(26) with λ⋆1 = 0. Immediately, ρ⋆13 = 0 (µ13 > 0) because
it doesn’t affect J1. From the power constraint, we obtain
ρ⋆10 = (1−α1)−1(P1−α13ρ11). By substituting this ρ⋆10 into
J1 and equalizing to zero the derivative of J1 with respect to
ρ11, we obtain ρ⋆11 in Case 3.a or 3.b
APPENDIX C
PROOF OF THE ALGORITHM FOR THE OPTIMAL SUM RATE
A. Case 2: g12 > g10 and g21 > g20
In this case, S4 < S2 and S4 < S3. Therefore, the
constraints SR − S2 < 0 and SR − S3 < 0 in KKT condition
(17d) are inactive. Moreover, we first assume that ρ⋆i > 0 for
I ∈ {10, 20, 12, 21, 13, 23}. Hence, their constraints in KKT
condition (17e) are inactive. Therefore, from KKT conditions
(17g) and (17h), we have λ1 = λ2 = 0 and µ⋆i = 0. Then, the
Lagrangian function in (16) becomes
L(SR, ρ, λ) =SR − λ0(SR − S1)− λ3
(
SR − S4
) (31)
− λ4 (α13ρ11 + α3(ρ10 + ρ13)− P1)
− λ5 (α2ρ22 + α3(ρ20 + ρ23)− P2) .
From KKT condition (17a), we take the derivatives over all
variables and get
∂L
∂SR
= 1− λ0 − λ3, (32)
∂L
∂ρ13
=
α3λ3g10
(
g10 + g20
√
ρ23
ρ13
)
ξ2
− α3λ4,
∂L
∂ρ23
=
α3λ3g20
(
g20 + g10
√
ρ13
ρ23
)
ξ2
− α3λ5
∂L
∂ρ10
=
α3g
2
10λ0
1 + g210ρ10 + g
2
20ρ20
+
g210α3λ3
ξ2
− α3λ4,
∂L
∂ρ20
=
α3g
2
20λ0
1 + g210ρ10 + g
2
20ρ20
+
g220α3λ3
ξ2
− α3λ5
∂L
∂ρ11
=
α1g
2
12λ0
1 + g212ρ11
+
g210α1λ3
1 + g210ρ11
− α1λ4,
∂L
∂ρ22
=
α2g
2
21λ0
1 + g221ρ22
+
g220α2λ3
1 + g220ρ22
− α2λ5
where ξ2 = 1 + g210(ρ10 + ρ13) + g220(ρ20 + ρ23) +
2g10g20
√
ρ13ρ23. By setting ∂L∂SR = 0,
∂L
∂ρ13
= 0 and ∂L∂ρ23 = 0,
we obtain formulas for λ0, λ4 and λ5, respectively. By
substituting these formulas into the other 4 equations and
setting them to 0, we get the following equations for λ3:
λ
(1)
3 =
ξ2
ξ2+ g10g20
√
ρ23ρ
−1
13
(
g−210 +ρ10+ g
2
20g
−2
10 ρ20
) , (33)
λ
(2)
3 =
ξ2
ξ2+ g10g20
√
ρ13ρ
−1
23
(
g−220 + g
2
10g
−2
20 ρ10+ρ20
) ,
λ
(3)
3 =
ξ2
g10
(
g10 + g20
√
ρ23ρ
−1
13
)(
g−212 + ρ11
)
+ ξ2 − ξ2
(
g−2
12
+ρ11
g−2
10
+ρ11
) ,
λ
(4)
3 =
ξ2
g20
(
g20 + g10
√
ρ13ρ
−1
23
)(
g−221 + ρ22
)
+ ξ2 − ξ2
(
g−2
21
+ρ22
g−2
20
+ρ22
)
By comparing these equations, we get
λ
(1)
3 = λ
(2)
3 ⇒ ρ23 =
g210
g220
ρ13 (34)
⇒ ξ2 = 1 + g210ρ10 + g220ρ20 + 4g210ρ13
λ
(1)
3 = λ
(3)
3 ⇒ a6 =
a3 − a1
2a3 − a1 (2g
2
10a3 −G),
λ
(2)
3 = λ
(4)
3 ⇒ a6 =
a4 − a2
2a4 − a2 (2g
2
20a4 −G)
where G = 4g210ρ13, and a6, a1, a2, a3 and a4 are defined in
(19). By getting two formulas for G from (34) and equalizing
them, we get ρ⋆22 in Table II (Case 2.a).
Up to this point, we have found the relations between ρ13
and ρ23, and between ρ11 and ρ22. To find the relation between
ρ11 and a6 directly, we use the power constraints in (11) to
satisfy KKT conditions (17b) and (17c). Then, we get
g210ρ10 + g
2
20ρ20 = α
−1
3
(
g210(P1 − α1ρ11)
)− g210ρ13
+ α−13
(
g220(P2 − α2ρ22)
)− g220ρ23
→ a6 − 1 = α−13
(
g210P1 + g
2
20P2 − α1g210ρ11 − α2g220ρ22
)
− 0.5G (35)
where (35) follows from g210ρ13 = g220ρ23. By substituting
ρ11, ρ22 and G in terms of a3 and a4, we obtain f3(ρ⋆11) in
(19). Hence, for each a6, we find ρ⋆23, ρ⋆11 and ρ⋆22. Then,
we find two expressions for ρ13 from G and S1 = S4 which
resembles KKT condition (17d); subtract them to get f2(a6)
in (19). Finally, from the power constraints, we obtain ρ⋆10 and
ρ⋆20 in Table II (Case 2.a). If the solution for f2(a⋆6) in (19)
gives positive a⋆6 − 1, the results correspond to Case 2.a.
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Case 2.b: a⋆6 − 1 < 0 as in the solution for f2(a⋆6) in (19).
This case means that KKT condition (17e) is not satis-
fied. To satisfy KKT conditions (13e) and (17f), we have
µ⋆10, µ
⋆
20 > 0 and ρ⋆10 = ρ⋆20 = 0 and they are active
constraints. Therefore, we obtain the Lagrangian function in
(31) but with ρ10 = ρ20 = 0. First, from KKT conditions
(17b) and (17c) (power constraints in (11)), we obtain the
relation between ρ⋆11 and ρ⋆13; and between ρ⋆22 and ρ⋆23 as in
Table II (Case 2.b). Then, by taking the derivatives, we obtain
∂L
∂ρ13
,
∂L
∂ρ23
,
∂L
∂ρ11
, and ∂L∂ρ22 as in (32) except with ξ2 replaced
by ξ¯2 = 1 + (g10
√
ρ13 + g20
√
ρ23)
2. Following similar steps
to the previous derivation, we get λ(3)3 and λ
(4)
3 in (33). By
equalizing these two λ, we obtain f4(ρ⋆23) as in (19). Finally,
from KKT condition (17d) (S1 = S4), we obtain f5(ρ⋆13) as
in (19).
B. Case 3: g12 > g10 and g21 ≤ g20
For this case, we use the Lagrangian function in (31) but
with α2 = 0, ρ22 = 0. The derivatives of the Lagrangian
function with respect to all variables are similar to those in
(32) but without ∂L∂ρ22 . As in Appendix C-A, by substituting
λ4 and λ5 given in the first 2 equations in (32) into the
next 3 equations and setting them to 0, we get the same
equations for λ3 in (33) but without λ(4)3 . Since the first three
equations in (33) are equal, by comparing them, we get the first
two equations in (34). By using the power constraint (KKT
conditions (17b) and (17c)), we get the same formula in (35)
but with ρ22 = 0 and α2 = 0, then we can obtain the relation
between ρ⋆11 and ρ⋆10 as given in Table II (Case 3.a).
We now have 4g210ρ13 = G and S1 = S4 (KKT condition
(17d)). By subtracting these equations, we get f7(ρ⋆10) in (19).
Finally, we obtain ρ⋆20, ρ⋆13 and ρ⋆23 in Table II (Case 3.a). If
the solution for f7(ρ⋆10) in (19) gives ρ⋆10 > 0, we have Case
3.a.
Case 3.b: ρ⋆10 < 0 as in the solution for f7(ρ⋆10) in (19).
In this case, our assumption that ρ > 0 is inactive is not
correct. In order to satisfy KKT condition (17e), we have
ρ⋆10 = 0 and µ10 > 0. Then, the Lagrangian function in (31) is
considered with ρ10 = ρ22 = 0 and α2 = 0. From the power
constraints (KKT conditions (17b) and (17c)), we obtain ρ⋆20
and ρ⋆11 in Table II (Case 3.a). Then, by taking the derivatives,
we obtain ∂L∂ρ13 ,
∂L
∂ρ23
,
∂L
∂ρ20
as in (32) but with ξ2 replaced by
ξ3 = 1 + g
2
20ρ20 + (g10
√
ρ13 + g20
√
ρ23)
2. Following similar
steps to Case 2.a, we obtain λ(2)1 and λ
(3)
1 in (33) but with ξ3
instead of ξ2. By setting λ(2)3 = λ
(3)
3 , we obtain ρ⋆23 in Table
II (Case 3.a).. Then, from S1 = S4 (KKT condition (17d)),
we obtain f8(ρ⋆13) in (19).
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