The main contribution of this paper is a procedure for the control by energy shaping of high-order port-Hamiltonian systems obtained from the spatial discretization of infinite dimensional dynamics. Beside the intrinsic difficulties related to the large number of state variables, the finite element model is generally given in terms of a Dirac structure and is completely a-causal, which implies that the plant dynamics is not given in standard inputstate-output form, but as a set of DAEs. Consequently, the classical energy-Casimir method has to be extended in order to deal with dynamical systems with constraints, usually appearing in the form of Lagrangian multipliers. The general methodology is illustrated with the help of an examples, i.e. an hinged-hinged Timoshenko beam with actuators at both sides.
INTRODUCTION
This paper illustrates a novel procedure for the control by energy shaping of distributed port-Hamiltonian systems van der Schaft and Maschke [2002] . In Melchiorri [2004, 2005] , Rodriguez et al. [2001] , this task has been accomplished by looking at or generating a set of Casimir functions in the closed-loop system that robustly (i.e. independently from the Hamiltonian function) relates the state of the infinite dimensional port-Hamiltonian system with the state of the controller. The controller has been usually modelled as a finite dimensional portHamiltonian system which has to be interconnected in a power conserving way to the boundary of the distributed parameter system. The shape of the energy function of the closed-loop system can be changed by properly choosing the Hamiltonian function of the controller in order to introduce a (possibly global) minimum in a desired configuration.
In case of plants modelled as distributed parameter systems, it is relatively easy to shape the energy function. The main difficulties arise in proving that the new minimum of the closed-loop Hamiltonian function corresponds also to an asymptotically stable equilibrium point. Instead of working on the full-order (i.e., infinite dimensional) dynamics of the plant, the idea is to rely on a finite dimensional approximation provided by the spatial discretization procedure presented in Golo et al. [2004] .
The main contribution of this paper is to show how the control by energy shaping via Casimir generation, developed for finite dimensional systems, van der Schaft [2000] , can be applied to the finite element approximation of a distributed parameter port-Hamiltonian system. In this way, standard tools for studying the stability of finite dimensional port-Hamiltonian systems can be used to prove the validity of the (boundary) controller. On the other hand, these well-established techniques cannot be applied as is, not only because of the intrinsic difficulties related to the large number of state variables of the finite dimensional approximation, but also because the finite element model is completely a-causal. This means that the plant dynamics is not given in standard input-stateoutput form, but as a set of DAEs. Consequently, the classical energy-Casimir method has to be extended in order to deal with dynamical systems with constraints, usually appearing in the form of Lagrangian multipliers.
BACKGROUND

Dirac and Stokes-Dirac structures
A Dirac structure is a linear space which describes internal power flows and the power exchange between the system and the environment. Denote by F × E the space of power variables, with F an n-dimensional linear space, the space of flows (e.g. velocities and currents) and E ≡ F * its dual, the space of efforts (e.g. forces and voltages), and by e, f the power associated to the port (f, e) ∈ F × E, where ·, · is the dual product between f and e. Definition 1. Consider the space of power variables F × E. A (constant) Dirac structure on F is a linear subspace D ⊂ F × E such that dim D = dim F and e, f = 0, ∀(f, e) ∈ D.
It is clear from the previous definition that the Dirac structure defines a power-conserving relation on F × E. Dirac structures admit different representations in coordinates, Dalsmo and van der Schaft [1999] . For example, every Dirac structure D on an n-dimensional space of flows F can be given in kernel representation as
where F and E are n × n matrices such that (a)
and, in this case, e, f = e T f .
The notion of power conserving structure, i.e. of Dirac structure, needs to be reviewed in infinite dimensions in order to take into account the power flow through the boundary of the system. The result is the so-called StokesDirac structure which can be defined as follows, under the hypothesis of one
Denote by F the space of flows, which is the set of vector-valued smooth functions defined on Z and assume for simplicity that the space of efforts is E ≡ F. For a more rigorous approach, refer to Le Gorrec et al. [2005] . As discussed in Le Gorrec et al. [2005] , , a possible definition of Stokes-Dirac structure D is the following: Definition 2. Denote by J a skew-adjoint matrix constant differential operator, which is given by
with N ≥ 1 the order of the operator and
where B J is an operator induced by J which defines the boundary variables w and, consequently, the space of boundary terms W.
Note that, in the case of one-dimensional spatial domain, the space of boundary terms W results into a (finite dimensional) linear space of proper dimension. These objects can be easily determined by integrating e T f on Z, which provides the variation of internal energy once the port behavior is specified as discussed in Sect. 2.2, and by applying the Stokes theorem. Roughly speaking, W is given by the restriction of the effort e and of its derivatives up to the (N − 1)-th order on the boundary ∂Z ≡ {0, L} of the spatial domain.
Port-Hamiltonian systems
In case of finite dimensional port-Hamiltonian systems, once the Dirac structure is given, the dynamics follows from the port behavior of the energy storing elements. Denote by X the space of energy variables and by H : X → R the energy function. Then, the port behavior is:
and, if the kernel representation (1) for a Dirac structure is adopted, the associated dynamics is expressed by the following DAE: Note that,Ḣ = 0, i.e. energy is conserved, which is coherent with the fact that no external ports and dissipative effects have been modelled. On the other hand, in the general case a port-Hamiltonian system can be represented as in Fig. 1 . The Dirac structure D defines a power conserving relation between several port variables. In particular, there are two internal ports S and R, which correspond to energy-storage and dissipation respectively, and two external ports C and I, which are devoted to an exchange of energy with a controller and the environment respectively.
and (f I , e I ) ∈ F I ×E I denote the power variables of the energy-storage, dissipative, control and interaction ports respectively, in the kernel representation (1) the Dirac structure D is given by the following subset of F × E,
where the matrices (F i , E i ), with i = S, R, C, I, satisfy a set of conditions similar to (3). If the behavior at the energy storing port is given as in (6) and the dissipative port satisfies the (linear) resistive relation R f f R + R e e R = 0 (9) where R f and R e are square matrices such that
then the port-Hamiltonian dynamics results into the following set of DAEs: (10) with x(0) = x 0 ∈ X . Note that, in this case,Ḣ ≤ e T C f C + e T I f I , which means that the variation of internal energy is bounded by the incoming power flows through the control and interaction ports. In particular cases, it is possible to explicitly get rid of the algebraic constraints in (10) and write the port-Hamiltonian dynamics in input-stateoutput form.
Also in infinite dimensions, the port-Hamiltonian dynamics is determined by the combination of a Stokes-Dirac structure with the port behavior at the energy storing port (for simplicity, dissipation is not taken into account). Given the Stokes-Dirac structure (5), denote by χ ∈ X ∞ the energy variable and consider the energy density H :
The Hamiltonian results from the integration of H over the spatial domain Z:
Similarly to (6), system dynamics follows by imposing that f = −χ and e = δ χ H, where δ denotes the variational derivative, and results into the following PDE:
in which w groups the boundary conditions.
Casimir functions and control by energy shaping
The applicability of the control by interconnection and energy shaping relies on the possibility of relating the controller state variables to the state variables of the plant by means of Casimir functions, van der Schaft [2000] . Equivalently, we can say that the controller structure is chosen in order to constrain the closed-loop trajectory to evolve on a particular sub-manifold of the whole state space. Definition 3. Consider an autonomous port-Hamiltonian system and denote by X its state space and by H its Hamiltonian. A function C : X → R is a Casimir function for the port-Hamiltonian system iff dC dt = 0,
Casimir functions are completely characterized by the Dirac structure. In fact, if the generic Dirac structure (8) is considered, condition (13) is equivalent to
∂x (x (t))ẋ(t) and f S = −ẋ(t), Dalsmo and van der Schaft [1999] , van der Schaft [2000] .
These functions play an important role in the development of control schemes based on energy shaping van der Schaft [2000] and in the stabilization of forced equilibria, Maschke et al. [2000] . If H P (x) denotes the Hamiltonian (energy) function of the plant and H C (ξ) is the (to be assigned) Hamiltonian of the controller, in closed-loop the resulting system is characterized by a total Hamiltonian H cl (x, ξ) = H P (x) + H C (ξ). By acting on H C it is possible to shape the energy function and introduce a minimum in a desired equilibrium configuration x ⋆ . On the other hand, there is no obvious relation between the ξ and x state variables, thus it is not clear how to properly chose H C .
On the other hand, Casimir functions are invariants which do not depend on the Hamiltonian. Consequently, if it is possible to find Casimirs of the form C(x, ξ) = ξ − F (x) (15) on every invariant manifold defined by ξ − F (x) = κ, with κ ∈ R a constant which depends on the initial plant and controller state, the closed-loop Hamiltonian can be written as
where, as before, H C is still to be assigned. By creating this structural nonlinear feedback law via a set of Casimir functions, it is now clear how to shape the original energy function and obtain different properties in closed-loop.
ENERGY SHAPING OF FINITE ELEMENT MODELS OF PORT-HAMILTONIAN SYSTEMS
The discretization procedure illustrated in Golo et al. [2004] , Bassi et al. [2007] on a distributed port-Hamiltonian system with 1D spatial domain and characterized by a Stokes-Dirac structure in the form (5) ends up with a finite dimensional port-Hamiltonian system with a Dirac structure similar to (8). The boundary conditions of the infinite dimensional system, once properly grouped, define the control and interaction ports, i.e. the couples (f C , e C ) and (f I , e I ) respectively.
Generally speaking, the Dirac structure of the discretized model does not allow to write the port-Hamiltonian model in the input-state-output form once the causality of the control and interaction port has been fixed. This is what happens in Sect. 4 for the Timoshenko beam. On the other hand, the same model with a different port causality can be written in input-state-output form as reported in Bassi et al. [2007] . Consequently, in case of port-Hamiltonian systems resulting from a spatial discretization, the dynamics is usually described by a set of DAEs and Casimir functions are determined as solution of a PDE.
For simplicity, let us consider the Dirac structure (8) and assume that F R = F I = F C = ∅, i.e. (8) is associated to a conservative and autonomous dynamical system. From the image representation (2) of a Dirac structure, we have that (f S , e S ) ∈ D if f S ∈ Im E T S . Consequently, from (14), C : X → R is Casimir function iff it is solution of the following well-known PDE, van der Schaft [2000]:
In case no dissipation is introduced by the regulator, the controller Dirac structure can be composed with the Dirac structure of the finite elements approximation, thus making (17) the main conditions for having structural invariants in closed-loop, once x is replaced by x cl ∈ X cl , being X cl the extended state space.
The PDE (17) is no longer correct in presence of dissipation and/or algebraic constraints at the interaction port. If in (8), we have that F I = F C = ∅ and that the dissipation port (f R , e R ) satisfies the resistive condition (9), from the image representation (2) it is clear that (
for some λ. Due to (9), it follows that
which implies that
for someλ, once the first relation in (18) has been taken into account. Here ⊥ denotes the orthogonal complement of a matrix. Consequently, C : X → R is Casimir function iff it is solution of the following PDE:
A similar result can be obtained in case F R = ∅ in (8) and an independent set of algebraic constraints are applied at the interconnection port (f I , e I ). For simplicity, let us assume that f I = 0 In this case, the associated efforts e I turns out to be Lagrangian multipliers for the dynamical system (10). Following the same rationale that brought to the PDE (20) in presence of dissipative effects, it is possible to prove that, in this case, C : X → R is Casimir function iff it is solution of the following PDE:
For control purposes, following Sect. 2.3, the crucial point is now to find solutions to the PDE (17), (20) or (21) in the form (15) in order to introduce a structural nonlinear feedback law in closed-loop system. This makes more clear how the controller energy function must be chosen to introduce a minimum in the total Hamiltonian at the desired configuration. Then, asymptotic stability can be achieved by introducing further dissipation, but not in the directions along which the energy function of the plant has been shaped. This point, known as dissipation obstacle, is fundamental. Otherwise, the Casimir function is no more a conserved quantity. Finally, the fundamental tool for proving the asymptotic stability will be the La Salle's Invariance Principle. See e.g. Maschke et al. [2000] for further information and a more rigorous treatment.
EXAMPLE: TIMOSHENKO BEAM
According to the Timoshenko theory, the motion of a beam can be described by the following system of PDEs:
where t is the time and z ∈ [0, L] is the spatial coordinate along the beam in its equilibrium position, w(z, t) is the deflection of the beam from the equilibrium configuration and φ(z, t) is the rotation of the beam's cross section due to bending; the motion takes place in the wz-plane. Denote by Z = [0, L] the spatial domain and by ∂Z = {0, L} its boundary.
As in , (22) can be written in port-Hamiltonian form as follows:
where p t = ρ ∂w ∂t , p r = I ρ ∂φ ∂t , ε t = ∂w ∂z − φ and ε r = ∂φ ∂z are the translational and rotational momenta, the shear and the bending respectively (energy variables), (24) is the Hamiltonian, and δ pt H = pt ρ , δ pr H = pr Iρ , δ εt H = Kε t and δ εr H = EIε r , are the vertical and angular velocity of the cross-section and the shear force and bending momentum acting on the cross-section. These quantities are the co-energy variables. Note that, in (23), the boundary terms are the restriction on the extremities of the beam of the linear and angular velocities of the cross-section and the applied forces and momenta. These quantities define a couple of boundary ports.
The underlying Stokes-Dirac structure in the form (5) If Z ab = [a, b], with 0 ≤ a < b ≤ L, denotes a portion of the spatial domain Z, the finite element discretization of (15) on Z ab can be deduced from the discretization of the port-Hamiltonian model of the lossless transmission line illustrated in Golo et al. [2004] , Bassi et al. [2007] . In fact, the Timoshenko beam dynamics can be interpreted as the superposition of two waves associated to the translational and rotational motion of the cross-section, with a further skew-symmetric algebraic coupling introduced by A 0 . It is possible to prove that the Stokes-Dirac structure of the Timoshenko beam can be approximated on Z ab by the following sets of equations, which show the effect on the internal dynamics of the boundary conditions in z = a: (26) and (27), f ab and e ab are the discrete counterpart of the flow and effort variables (25), f B, and e B, are the boundary conditions of (23) with spatial domain Z ab , while ℓ ∆ and α ab ∈ (0, 1) are two constants which depend on the particular choice of the test functions used in the finite element method. If simple linear functions are used, then it easy to verify that ℓ ∆ = b − a. More details in Golo et al. [2004] , Bassi et al. [2007] . The finite elements approximation of (23) follows once the spatial domain Z has been divided into N compact subsets, denoted by Z ℓi−1ℓi = [ℓ i−1 , ℓ i ], with ℓ 0 = 0 and ℓ N = L, in which the Stokes-Dirac structure has been approximated as in (26) and (27) . Then, these Dirac structures are interconnected in a power conserving way at the ports (f In order to simplify the notation, given the sub-domain [ℓ i , ℓ i+1 ] for some i ∈ {1, . . . , N − 1}, we denote the associated flows and efforts f ℓiℓi+1 and e ℓiℓi+1 by f i and e i . If The dynamics of the finite elements approximation of the Timoshenko beam follows from its Dirac structure (8), together with the boundary conditions (28), in which the controller dynamics is still to be specified, and with the port behavior of the (discretized) energy storing components given by f S = −ẋ discr e S = ∂H discr ∂x discr where
(31) is the state variable, resulting from the collection of the energy variable of the finite dimensional approximations in each sub-domain, while
is the total Hamiltonian, in whichρ = ρ ℓiℓi+1 ,Ī ρ = I ρ ℓiℓi+1 ,K = K ℓiℓi+1 andĒĪ = E ℓiℓi+1 I ℓiℓi+1 , with i = 1, . . . , N − 1, are the approximated physical parameters of the beam.
Once the Dirac structure of the finite element approximation of the Timoshenko beam has been determined, the first step is to compute the Casimir functions. The controller is interconnected to the controller port (f C , e C ), thus the Casimir function in closed-loop can be determined as the solution of the PDE (21) due to the presence of the Lagrangian multipliers introduced at the interaction port (f I , e I ) by the rotational joints. In order to take into account the controller dynamics, it is necessary to replace
, where x discr is defined in (31) and ξ 1 and ξ 2 are the state variables of the controller.
A function C(x cl ) is a Casimir for the closed-loop system if (21) holds. Simple computations show that the Casimirs are independent from the momenta. Moreover, as discussed in Sect. 2.3, for control purposes it is convenient to have Casimir functions in the form
with i = 1, 2, in which F i is still to be determined. It is easy to prove that
and
are the Casimir functions of the closed-loop system. These functions are instrumental for the definition of the controller Hamiltonian, to shape the total energy function and introduce a minimum in the desired equilibrium configuration.
As far as the desired steady state configuration is concerned, let us assume that at the equilibrium
which means that the beam is fixed in a deformed configuration which is determined by an appropriate choice of the boundary conditions, i.e. the applied torques at the extremities. The equilibrium configuration can be determined by solving the linear system
However, this equilibrium configuration is only stable, sinceḢ cl = 0. Asymptotic stability can be achieved by introducing dissipation through the control action. The simplest solution is to introduce dissipation at the boundary ports as follows: 
CONCLUSION
In this paper, a novel approach for the control by interconnection and energy shaping for distributed portHamiltonian systems has been presented. Instead of dealing with the full-order, i.e. infinite dimensional, dynamics of the plant, the regulator is developed on the basis of its finite elements approximation. The controller is developed by means of the generation of Casimir functions in closedloop which relate the state of the plant with the state of the controller. In this way, it is possible to shape the closedloop Hamiltonian by acting on the energy function of the controller to have a minimum in a desired configuration. The main advantages of this approach is that stability can be proved by means of well-established techniques developed for finite dimensional port-Hamiltonian systems. In these cases, however, it is necessary to generalize these techniques to systems with constraints or, equivalently, to port-Hamiltonian systems described by DAEs, which is exactly the main contribution of this work.
