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ON G-DRAZIN INVERSES OF
FINITE POTENT ENDOMORPHISMS
AND ARBITRARY SQUARE MATRICES
FERNANDO PABLOS ROMO
Abstract. The aim of this work is to extend to finite potent endomorphisms
the notion of G-Drazin inverse of a finite square matrix. Accordingly, we
determine the structure and the properties of a G-Drazin inverse of a finite
potent endomorphism and, as an application, we offer an algorithm to compute
the explicit expression of all G-Drazin inverses of a finite square matrix.
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1. Introduction
For an arbitrary (n×n)-matrix A with entries in the complex numbers, the index
of A, i(A) ≥ 0, is the smallest integer such that rk(Ai(A)) = rk(Ai(A)+1). Given
A ∈ Matn×n(C) with i(A) = r, H. Wang and X. Liu introduced in [13] the notion
of “G-Drazin inverse” of A as a solution X of the system
(1.1)
AXA = A ;
XAr+1 = Ar ;
Ar+1X = Ar ,
where X is a (n× n)-matrix with entries in C.
Recently, C. Coll, M. Lattanzi and N. Thome have proved in [2] that a matrix
X ∈ Matn×n(C) is a solution of the system (1.1) if and only if X satisfies that
(1.2)
AXA = A ;
XAr = ArX .
On the other hand, if k is a field, V is an arbitrary vector space over k and ϕ is
an endomorphism of V , according to [12] we say that ϕ is “finite-potent” if ϕnV is
finite dimensional for some n.
During recent years, the author has extended the notions of Drazin inverse, Core-
Moore-Penrose inverse and Drazin-Moore-Penrose inverses of finite square matrices
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Inverse, Generalized Inverses of Matrices.
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to finite potent endomorphisms, and has offered several properties of these ex-
tensions ([7], [8] and [9]). In particular, all the results obtained for finite potent
endomorphisms are also valid for finite square matrices.
The aim of this work is to extend to finite potent endomorphisms the notion of
G-Drazin inverse of a finite square matrix. Indeed, we determine the structure of a
G-Drazin inverse of a finite potent endomorphism and, in particular, we offer the
explicit expression of all G-Drazin inverses of a finite square matrix.
The paper is organized as follows. In Section 2 we briefly recall the basic defini-
tions of this work: the definition of finite potent endomorphisms with the decom-
position of the vector space given by M. Argerami, F. Szechtman and R. Tifenbach
in [1]; the Jordan bases of nilpotent endomorphisms of infinite-dimensional vector
spaces; the Drazin inverse of an (n× n)-matrix and a finite potent endomorphism;
the core-nilpotent decomposition of a finite potent endomorphism; and the basic
properties of the G-Drazin inverses of an square matrix.
Section 3 is devoted to proving the existence of G-Drazin inverses of finite potent
endomorphism (Proposition 3.4) and to offering the explicit structure of these linear
maps on arbitrary k-vector spaces (Lemma 3.10 and Corollary 3.11). Moreover, an
explicit example of G-Drazin inveres of a finite potent endomorphism is given.
Finally, the goal of Section 4 is to apply the results of Section 3 to study the
set A{GD} of G-Drazin inverses of a square matrix A ∈ Matn×n(k), where k is an
arbitrary field. Accordingly, if the index of A is r and rk(Ai) is the rank of Ai, we
can write νi(A) = n− rk(Ai) for all i ∈ {1, . . . , r} and we check that there exists a
bijection
kν1(A)·νr(A) × k[νr(A)−ν1(A)] × k[ν1(A)−1][νr(A)−ν1(A)]
∼
−→ A{GD} ,
from where we determine the explicit expression of all G-Drazin inverses of A.
2. Preliminaries
This section is added for the sake of completeness.
2.A. Finite Potent Endomorphisms. Let k be an arbitrary field, and let V be
a k-vector space.
Let us now consider an endomorphism ϕ of V . We say that ϕ is “finite potent”
if ϕnV is finite dimensional for some n. This definition was introduced by J. Tate
in [12] as a basic tool for his elegant definition of Abstract Residues.
In 2007, M. Argerami, F. Szechtman and R. Tifenbach showed in [1] that an
endomorphism ϕ is finite potent if and only if V admits a ϕ-invariant decompo-
sition V = Uϕ ⊕ Wϕ such that ϕ|Uϕ is nilpotent, Wϕ is finite dimensional and
ϕ|Wϕ : Wϕ
∼
−→Wϕ is an isomorphism.
Indeed, if k[x] is the algebra of polynomials in the variable x with coefficients in
k, we may view V as an k[x]-module via ϕ, and the explicit definition of the above
ϕ-invariant subspaces of V is:
• Uϕ = {v ∈ V such that xmv = 0 for some m };
• Wϕ = {v ∈ V such that p(x)v = 0 for some p(x) ∈ k[x] relative prime to x}.
Note that if the annihilator polynomial of ϕ is xm · p(x) with (x, p(x)) = 1, then
Uϕ = Kerϕ
m and Wϕ = Ker p(ϕ).
Hence, this decomposition is unique. In this paper we shall call this decomposi-
tion the ϕ-invariant AST-decomposition of V .
For a finite potent endomorphism ϕ, a trace trV (ϕ) ∈ k may be defined as
trV (ϕ) = trWϕ(ϕ|Wϕ )
This trace has the following properties:
(1) if V is finite dimensional, then trV (ϕ) is the ordinary trace;
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(2) if W is a subspace of V such that ϕW ⊂W then
trV (ϕ) = trW (ϕ) + trV/W (ϕ) ;
(3) if ϕ is nilpotent, then trV (ϕ) = 0.
Usually, trV is named “Tate’s trace”.
It is known that in general trV is not linear; that is, it is possible to find finite
potent endomorphisms θ1, θ2 ∈ Endk(V ) such that
trV (θ1 + θ2) 6= trV (θ1) + trV (θ2) .
Moreover, with the previous notation, and using the AST-decomposition of V ,
D. Herna´ndez Serrano and the author of this paper have offered in [4] a definition
of a determinant for finite potent endomorphisms as follows:
detkV (1 + ϕ) := det
k
Wϕ(1 + ϕ|Wϕ ) .
This determinant satisfies the following properties:
• if V is finite dimensional, then detkV (1 + ϕ) is the ordinary determinant;
• if W is a subspace of V such that ϕW ⊂W , then
detkV (1 + ϕ) = det
k
W (1 + ϕ) · det
k
V/W (1 + ϕ) ;
• if ϕ is nilpotent, then detkV (1 + ϕ) = 1.
For details readers are referred to [4], [10], [11] and [12].
2.B. Jordan bases of nilpotent endomorphisms of infinite-dimensional
vector spaces. Let V be a vector space over an arbitrary field k and let f ∈
Endk(V ) be a nilpotent endomorphism.
If n is the nilpotency index of f , according to the statements [6], setting W fi =
Ker f i/[Ker f i−1 + f(Ker f i+1)] with i ∈ {1, 2, . . . , n}, αi(V, f) = dimkW
f
i and
Sαi(V,f) a set such that #Sαi(V,f) = αi(V, f) with Sαi(V,f) ∩ Sαj(V,f) = ∅ for all
i 6= j, one has that there exists a family of vectors {vsi} that determines a Jordan
basis of f :
(2.1) B =
⋃
si ∈ Sµi(V,f)
1 ≤ i ≤ n
{vsi , f(vsi), . . . , f
i−1(vsi)} .
Moreover, if we write Hfsi = 〈vsi , f(vsi), . . . , f
i−1(vsi )〉, the basis B induces a de-
composition
(2.2) V =
⊕
si ∈ Sµi(V,f)
1 ≤ i ≤ n
Hfsi .
For a different method to construct Jordan bases of nilpotent endomorphisms of
infinite-dimensional vector spaces readers can see [5].
2.C. Drazin inverse of Finite Potent Endomorphisms.
2.C.1. Drazin Inverse of (n× n)-matrices. Let A ∈Matn×n(C).
Definition 2.1. The “index of A”, i(A) ≥ 0, is the smallest integer such that
rk(Ai(A)) = rk(Ai(A)+1).
In 1958, given a matrix A ∈Matn×n(C) with i(A) = k, M. P. Drazin -[3]- showed
the existence of a unique (n× n)-matrix AD satisfying the equations:
• Ak+1AD = Ak for k = i(A);
• ADAAD = AD;
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• ADA = AAD.
The Drazin inverse AD also verifies that
• (AD)D = A if and only if i(A) ≤ 1;
• if A2 = A, then AD = A.
2.C.2. Drazin inverse of Finite Potent Endomorphisms. Let V be an arbitrary k-
vector space and let ϕ ∈ Endk(V ) be a finite potent endomorphism of V . Let us
consider the AST-decomposition V = Uϕ ⊕Wϕ induced by ϕ (Subsection 2.A).
Definition 2.2. We shall call “index of ϕ”, i(ϕ), to the nilpotent order of ϕ|Uϕ .
In [9] (Lemma 3.2) is proved that for finite-dimensional vector spaces this defi-
nition of index coincides with Definition 2.1. Note that i(ϕ) = 0 if and only if V is
a finite-dimensional vector space and ϕ is an automorphism.
For each finite potent endomorphism ϕ there exists a unique finite potent endo-
morphism ϕD that satisfies that:
(1) ϕk+1 ◦ ϕD = ϕk;
(2) ϕD ◦ ϕ ◦ ϕD = ϕD;
(3) ϕD ◦ ϕ = ϕ ◦ ϕD,
where k is the index of ϕ.
The map ϕD is the Drazin inverse of ϕ and is the unique linear map such that:
ϕD(v) =
{
(ϕ|Wϕ )
−1 if v ∈ Wϕ
0 if v ∈ Uϕ
.
Moreover, ϕD satisfies the following properties:
• (ϕD)D = ϕ if and only if the i(ϕ) ≤ 1;
• ϕ = ϕD if and only if ϕ|Uϕ = 0 and (ϕ|Wϕ )
2 = Id|Wϕ ;
• trV (ϕ+ ϕD) = trV (ϕ) + trV (ϕD);
• if ψ is a projection finite potent endomorphism, then ψD = ψ.
2.D. CN Decomposition of a Finite Potent Endomorphism. Given a finite
potent endomorphism ϕ ∈ Endk(V ), there exists a unique decomposition ϕ =
ϕ1 + ϕ2, where ϕ1, ϕ2 ∈ Endk(V ) are finite potent endomorphisms satisfying that:
• i(ϕ1) ≤ 1;
• ϕ2 is nilpotent;
• ϕ1 ◦ ϕ2 = ϕ2 ◦ ϕ1 = 0.
According to [7] -Theorem 3.2-, one has that ϕ1 = ϕ ◦ ϕD ◦ ϕ, which is the core
part of ϕ. Also, ϕ2 is named the nilpotent part of ϕ.
Moreover, one has that
(2.3) ϕ = ϕ1 ⇐⇒ Uϕ = Kerϕ⇐⇒Wϕ = Im ϕ⇐⇒ (ϕ
D)D = ϕ⇐⇒ i(ϕ) ≤ 1 .
2.E. G-Drazin inverses of a square matrix. Given A ∈ Matn×n(C) with
i(A) = r, H. Wang and X. Liu introduced in [13] the notion of “G-Drazin inverse”
of A as a solution X of the system
(2.4)
AXA = A ;
XAr+1 = Ar ;
Ar+1X = Ar ,
where X is a (n× n)-matrix with entries in C.
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Recently, C. Coll, M. Lattanzi and N. Thome have proved in [2] that a matrix
X ∈ Matn×n(C) is a solution of the system (2.5) if and only if X satisfies that
(2.5)
AXA = A ;
XAr = ArX .
Usually, the set of G-Drazin inverses of a matrix A is denoted by AGD and a
G-matrix inverse of A is denoted by AGD.
If J is the Jordan matrix associated with A ∈ Matn×n(C), such that A =
B · J · B−1, with B being a non-singular matrix and
J =
(
J1 0
0 J0
)
,
J0 and J1 being the parts of J corresponding to zero and non-zero eigenvalues
respectively, it is known that a G-Drazin inverse is
(2.6) AGD = B ·
(
J−11 0
0 J−0
)
· B−1 ,
where is J−0 is a generalized inverse of J0 (1-inverse).
3. G-Drazin inverses of finite potent endomorphisms
The aim of this section is to generalize the definition and the main properties of
the G-Drazin inverses of a matrix A to finite potent endomorphisms.
Let k be a field and let V be an arbitrary k-vector space.
Definition 3.1. Given a finite potent endomorphism ϕ ∈ Endk(V ), we say that an
endomorphism ϕGD ∈ Endk(V ) is a G-Drazin inverse of ϕ when it satisfies that
(3.1)
ϕ ◦ ϕGD ◦ ϕ = ϕ ;
ϕGD ◦ ϕr = ϕr ◦ ϕGD ,
where i(ϕ) = r.
Lemma 3.2. Let ϕ ∈ Endk(V ) be a finite potent endomorphism with i(ϕ) = r and
let V = Wϕ ⊕ Uϕ be the AST-decomposition determined by ϕ. If f ∈ Endk(V ) is
an endomorphism such that f ◦ ϕr = ϕr ◦ f , then Wϕ and Uϕ are invariant under
the action of f .
Proof. Let ϕ = ϕ1 + ϕ2 be the CN-decomposition of ϕ.
Since i(ϕ) = r, bearing in mind that ϕr = ϕr1, (ϕ
r
1)|Wϕ ∈ Autk(Wϕ) and
Im ϕr1 =Wϕ, if w ∈Wϕ and ϕ
r
1(w
′) = w, then
f(w) = (f ◦ ϕr1)(w
′) = (ϕr1 ◦ f)(w
′) ∈ Wϕ .
Accordingly, Wϕ is f -invariant.
Moreover, if u ∈ Uϕ, then
0 = (f ◦ ϕr1)(u) = (ϕ
r
1 ◦ f)(u)
and we deduce that f(u) ∈ Ker ϕr1 = Uϕ. Hence, Uϕ is also f -invariant. 
Corollary 3.3. If ϕGD ∈ Endk(V ) is a G-Drazin inverse of a finite potent endo-
morphism ϕ ∈ Endk(V ), with i(ϕ) = r and AST-decomposition V =Wϕ⊕Uϕ, then
Wϕ and Uϕ are invariant under the action of ϕ
GD.
The structure of a G-Drazin inverse of a finite potent endomorphism is given by
the following proposition:
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Proposition 3.4. Given a finite potent endomorphism ϕ ∈ Endk(V ) with i(ϕ) = r
and AST-decomposition V =Wϕ⊕Uϕ, one has that ϕGD ∈ Endk(V ) is a G-Drazin
inverse of ϕ if and only if Wϕ and Uϕ are invariant under the action of ϕ
GD,
(ϕGD)|Wϕ = (ϕ|Wϕ )
−1 and (ϕGD)|Uϕ = (ϕ|Uϕ )
−, where (ϕ|Uϕ )
− is a generalized
inverse of ϕ|Uϕ .
Proof. Let ϕGD ∈ Endk(V ) be a G-Drazin inverse of ϕ. It follows from Corollary 3.3
thatWϕ and Uϕ are invariant under the action of ϕ
GD. Also, since ϕ◦ϕGD ◦ϕ = ϕ,
it is clear that (ϕGD)|Wϕ = (ϕ|Wϕ )
−1 and (ϕGD)|Uϕ = (ϕ|Uϕ )
−, where (ϕ|Uϕ )
− is a
generalized inverse of ϕ|Uϕ .
Conversely, if we consider an endomorphism ψ ∈ Endk(V ) satisfying that Wϕ
and Uϕ are invariant under the action of ψ, ψ|Wϕ = (ϕ|Wϕ )
−1 and ψ|Uϕ = (ϕ|Uϕ )
−,
with (ϕ|Uϕ )
− a generalized inverse of ϕ|Uϕ , it is easy to check that ϕ ◦ ψ ◦ ϕ = ϕ.
Moreover, since (ϕr)|Uϕ = 0, then it follows from the properties of ψ that
(ψ ◦ ϕr)|Wϕ = (ϕ
r−1)|Wϕ = (ϕ
r ◦ ψ)|Wϕ
from where we deduce that
ψ ◦ ϕr = ϕr ◦ ψ
and the statement is proved. 
Direct consequences of Proposition 3.4 are:
Corollary 3.5. Given a finite potent endomorphism ϕ ∈ Endk(V ) with CN-
decomposition ϕ = ϕ1+ϕ2, if ϕ
GD ∈ Endk(V ) is a G-Drazin inverse of ϕ, one has
that ϕGD = ϕD + ϕGD2 , where ϕ
D is the Drazin inverse of ϕ, and ϕGD2 ∈ Endk(V )
is the unique linear map satisfying that
ϕGD2 (v) =
{
0 if v ∈Wϕ
(ϕGD)|Uϕ if v ∈ Uϕ
,
which is a G-Drazin inverse of ϕ2.
Corollary 3.6. If ϕ = ϕ1 + ϕ2 is the CN-decomposition of a finite potent en-
domorphism ϕ ∈ Endk(V ), then the Drazin inverse ϕD is a G-Drazin inverse of
ϕ1.
We shall now characterize all of the G-Drazin inverses of a finite potent endo-
morphism.
Lemma 3.7. Let E be a k-vector space of dimension n and let f ∈ Endk(E) be an
endomorphism with annihilating polynomial af (x)) = x
n. If e ∈ E is a vector such
that fn−1(e) 6= 0, then every generalized inverse f− ∈ Endk(E) is determined by
the expressions
f−(f i(e)) =
{
f i−1(e) + λif
n−1(e) if i ≥ 1
e˜ if i = 0
,
with i ∈ {0, 1, . . . , n − 1}, λi ∈ k for every i ∈ {1, . . . , n − 1} and e˜ ∈ E being an
arbitrary vector.
Proof. Since f ◦ f− ◦ f = f , we have that f− is a generalized inverse of f if and
only if (f ◦ f−)|Im f = Id|Im f . Hence, since e /∈ Im f we have that f
−(e) = e˜, where
e˜ ∈ E is an arbitrary vector.
Moreover, bearing in mind that (f ◦ f−)(f i(e)) = f i(e) for all i ≥ 1, one has
that
f−(f i(e)) ∈ f−1(f i(e)) + Ker f ,
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and we get that
f−(f i(e)) = f i−1(e) + λif
n−1(e)
for all i ∈ {1, . . . , n− 1}.
Accordingly, since {e, f(e), . . . , fn−1(e) is a Jordan basis of E induced by f , the
claim is deduced. 
We can reformulate the statement of Lemma 3.9 as follows:
Corollary 3.8. Let E be a k-vector space of dimension n and let f ∈ Endk(E) be
an endomorphism with annihilating polynomial af (x)) = x
n. If e ∈ E is a vector
such that fn−1(e) 6= 0, then every generalized inverse f− ∈ Endk(E) is determined
by the expressions
(3.2) f−(f i(e)) =

f i−1(e) + λif
n−1(e) if i ≥ 1
n−1∑
h=0
αhf
h(e) if i = 0
,
with i ∈ {0, . . . , n−1}, λi, αh ∈ k for every i ∈ {1, . . . , n−1} and h ∈ {0, . . . , n−1}.
Furthermore, similar to Lemma 3.9 one can prove that
Lemma 3.9. If E is a finite-dimensional k-vector space, f ∈ Endk(E) is an en-
domorphism with annihilating polynomial af (x)) = x
n and
r⋃
j=1
{ej, f(ej), . . . , f
nj−1(ej)}
is a Jordan basis of E induced by f , then every generalized inverse f− ∈ Endk(E)
is determined by the expressions
(3.3) f−(f i(ej)) =

f i−1(ej) +
r∑
s=1
λsj,if
ns−1(es) if i ≥ 1
r∑
s=1
[
ns−1∑
h=0
αsj,hf
h(es)] if i = 0
,
with λsj,i, α
s
j,h ∈ k for each j, s ∈ {1, . . . , r}, i ∈ {0, . . . , nj−1} and h ∈ {0, . . . , ns−
1}.
Let us again consider a finite potent endomorphism ϕ ∈ Endk(V ) of an arbitrary
k-vector space V with i(ϕ) = r. If V =Wϕ⊕Uϕ is the AST-decomposition induced
by ϕ, let
(3.4) Bϕ =
⋃
sh ∈ Sµh(V,ϕ|Uϕ )
1 ≤ h ≤ r
{vsh , ϕ(vsh ), . . . , ϕ
h−1(vsh)}
be a Jordan basis of Uϕ induced by ϕ|Uϕ (see Subsection 2.B).
Bearing in mind that Kerϕ = 〈ϕh−1(vsh )〉sh∈Sµh(V,ϕ|Uϕ )
, similar to Lemma 3.9,
it is easy to check that
Lemma 3.10. Given an arbitrary k-vector space V and a finite potent endomor-
phism ϕ ∈ Endk(V ) with i(ϕ) = r and AST-decomposition V = Wϕ ⊕ Uϕ, fixing
8 FERNANDO PABLOS ROMO
a Jordan basis Bϕ of Uϕ as in (3.4), then every generalized inverse (ϕ|Uϕ )
− ∈
Endk(Uϕ) is determined by the expressions
(ϕ|Uϕ )
−(ϕi(vsh )) =

ϕi−1(vsh ) +
∑
sh∈Sµh(V,ϕ|Uϕ
)
λishϕ
h−1(vsh) if i ≥ 1
v if i = 0
,
with v ∈ Uϕ, 1 ≤ h ≤ r, i ∈ {0, 1, . . . , h− 1}, λish ∈ k for each sh ∈ Sµh(V,ϕ|Uϕ )
and
λish = 0 for almost all sh ∈ Sµh(V,ϕ|Uϕ )
.
Writing
v =
∑
sh ∈ Sµh(V,ϕ|Uϕ )
0 ≤ j ≤ h− 1
αjshϕ
j(vsh ) ∈ Uϕ ,
one has that
Corollary 3.11. Given an arbitrary k-vector space V and a finite potent endomor-
phism ϕ ∈ Endk(V ) with i(ϕ) = r and AST-decomposition V = Wϕ ⊕ Uϕ, fixing
a Jordan basis Bϕ of Uϕ as in (3.4), then every generalized inverse (ϕ|Uϕ )
− ∈
Endk(Uϕ) is determined by the expressions
(ϕ|Uϕ )
−(ϕi(vsh )) =

ϕi−1(vsh ) +
∑
sh∈Sµh(V,ϕ|Uϕ
)
λishϕ
h−1(vsh) if i ≥ 1
∑
sh ∈ Sµh(V,ϕ|Uϕ )
0 ≤ j ≤ h− 1
αjshϕ
j(vsh) if i = 0 ,
with v ∈ Uϕ, 1 ≤ h ≤ r, i ∈ {0, 1, . . . , h− 1}, λish , α
j
sh
∈ k for each sh ∈ Sµh(V,ϕ|Uϕ )
and 0 ≤ j ≤ h − 1 , and λish = 0 = α
j
sh for almost all sh ∈ Sµh(V,ϕ|Uϕ )
and
0 ≤ j ≤ h− 1.
Corollary 3.12. With the notation of Corollary 3.5, ϕGD2 = 0 if and only if
i(ϕ) ≤ 1.
Proof. It follows from Lemma 3.10 that ϕGD2 = 0 if and only if Kerϕ = Uϕ, from
where the claim is proved. 
Corollary 3.13. Given a finite potent endomorphism ϕ ∈ Endk(V ), one has that
the Drazin inverse ϕD ∈ Endk(V ) is a G-Drazin inverse of ϕ if and only if i(ϕ) ≤ 1.
Proof. If ϕ = ϕ1+ϕ2 is the CN-decomposition, then according to Corollary 3.5 one
has that ϕD ∈ Endk(V ) is a G-Drazin inverse of ϕ if and only if 0 is a G-Drazin
inverse of ϕ2 and, bearing in mind Corollary 3.12, the statement is deduced. 
Accordingly, from Proposition 3.4 and Lemma 3.10 we have characterized all the
G-Drazin inverses of a finite potent endomorphism ϕ ∈ Endk(V ). Note that, in
general, a G-Drazin inverse ϕGD ∈ Endk(V ) is not a finite potent endomorphism.
If we denote by X
{GD}
ϕ the set of all G-Drazin inverses of a finite potent endo-
morphism ϕ ∈ Endk(V ), fixing a Jordan basis Bϕ of Uϕ as in (3.4), with the above
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notation we have a bijection
X{GD}ϕ
∼
−→
( r∏
h=1
[
∏
αh(V,ϕ|Uϕ
)
Uϕ]
)
×
( h−1∏
i=1
[
⊕
αh(V,ϕ|Uϕ
)
k]
)
ϕGD 7−→
(
((ϕGD(sh))sh )h∈{1,...,r}, ((λ
i
sh
)sh)i∈{1,...,h−1}
) .
Example 1. Let k be an arbitrary ground field, let V be a k-vector space of countable
dimension over k and let {v1, v2, v3, . . . } be a basis of V indexed by the natural
numbers.
Let ϕ ∈ Endk(V ) the finite potent endomorphism defined as follows:
ϕ(vi) =

v2 + v5 + v7 if i = 1
v1 + 3v2 if i = 2
v4 if i = 3
v1 − v3 if i = 4
−v3 + 2v5 + 2v7 if i = 5
3vi+1 if i = 5h+ 1
0 if i = 5h+ 2
−vi−2 + 2vi+1 if i = 5h+ 3
vi−2 + vi+1 if i = 5h+ 4
−vi−4 + 5vi−3 if i = 5h+ 5
for all h ≥ 1.
We have that the AST-decomposition V = Uϕ ⊕Wϕ is determined by the sub-
spaces
Wϕ = 〈v1, v2, v3, v4, v5 + v7〉 and Uϕ = 〈vj〉j≥6 .
In this basis of Wϕ one has that
ϕ|Wϕ ≡ AWϕ =

0 1 0 1 0
1 3 0 0 0
0 0 0 −1 −1
0 0 1 0 0
1 0 0 0 2
 .
Moreover, we can write Uϕ =
⊕
i≥2
Hi with Hi = 〈v5i−4, v5i−3, v5i−2, v5i−1, v5i〉 for
all i ≥ 2, and in the same bases we have that
ϕ|Hi ≡ AHi =

0 0 −1 0 −1
3 0 0 1 5
0 0 0 0 0
0 0 2 0 0
0 0 0 1 0

for all i ≥ 2.
For every i ≥ 2, one has that
{v5i−2,−v5i−4 + 2v5i−1,−v5i−3 + 2v5i,−2v5i−4 + 10v5i−3,−6v5i−3}
is a Jordan basis of Hi induced by ϕ|Hi and, therefore,
ϕ|Hi ≡ P ·

0 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
 · P−1
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with
P =

0 −1 0 −2 0
0 0 −1 10 −6
1 0 0 0 0
0 2 0 0 0
0 0 2 0 0
 .
Bearing in mind that
A−1Wϕ =

6 −2 6 0 3
−2 1 −2 0 −1
0 0 0 1 0
3 −1 2 0 1
−3 1 −3 0 −1

and
(ϕ|Hi )
GD ≡ P ·

αi1,1 1 0 0 0
αi2,1 0 1 0 0
αi3,1 0 0 1 0
αi4,1 0 0 0 1
αi5,1 λ
i
5,2 λ
i
5,3 λ
i
5,4 λ
i
5,5
 · P−1
=

5
3
1
3 −α
i
2,1 − 2α
i
4,1
5
6 −
1
3
γi2,1 γ
i
2,2 γ
i
2,3 γ
i
2,4 γ
i
2,5
0 0 αi1,1
1
2 0
0 0 2αi2,1 0 1
−1 0 2αi3,1 −
1
2 0
 ,
with αih,1, λ
i
5,s ∈ k for all i ∈ N, h ∈ {1, 2, 3, 4, 5} and s ∈ {2, 3, 4, 5}, and where
• γi2,1 =
1
6 (18λ
i
5,4 + 30λ
i
5,5 − 47);
• γi2,2 =
1
3 (3λ
i
5,5 − 5);
• γi2,3 = −α
i
3,1 + 10α
i
4,1 − 6α
i
5,1;
• γi2,4 =
1
12 (−36λ
i
5,2 + 18λ
i
5,4 + 30λ
i
5,5 − 47);
• γi2,5 =
1
6 (−18λ
i
5,3 + 3λ
i
5,5 − 5);
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since Kerϕ = 〈v5t−3〉t≥2, one has that
ϕGD(vj) =

6v1 − 2v2 + 3v4 − 3v5 if j = 1
− 2v1 + v2 − v4 + v5 if j = 2
6v1 − 2v2 + 2v4 − 3v5 if j = 3
v3 if j = 4
3v1 − v2 + v4 − v5 −
1
3
v6 −
1
3
(3λ15,5 − 5)v7 if j = 5
5
3
vj +
(18λi5,4 + 30λ
i
5,5 − 47)
6
vj+1 − vj+4 +
∑
t≥2
λtjv5t−3 if j = 5i− 4
1
3
vj−1 +
1
3
(3λi5,5 − 5)vj +
∑
t≥2
λtjv5t−3 if j = 5i− 3∑
z≥1
αjzvj if j = 5i− 2
5
6
vj−3 +
1
12
(−36λi5,2 + 18λ
i
5,4 + 30λ
i
5,5 − 47)vj−2+
+
1
2
vj−1 −
1
2
vj+1 +
∑
t≥2
λtjv5t−3 if j = 5i− 1
−
1
3
vj−4 +
1
6
(−18λi5,3 + 3λ
i
5,5 − 5)vj−3 + vj +
∑
t≥2
λtjv5t−3 if j = 5i
for all j, z ∈ N, i ≥ 2, t 6= i and t ≥ 2.
To finish this section, we shall briefly study the G-Drazin inverses of a finite
potent endomorphism that also are finite potent.
Let V be again an arbitrary k-vector space and let ϕ ∈ Endk(V ) be a finite
potent endomorphism.
With the above notation, if we denote by (ϕGD){λish ,α
j
sh
} to the unique linear
map of V such that
(ϕGD){λish ,α
j
sh
}(v) =
{
(ϕ|Wϕ )
−1(v) if v ∈ Wϕ
(ϕ|Uϕ )
−(v) if v ∈ Uϕ
,
where (ϕ|Uϕ )
− is the generalized inverse of ϕ|Uϕ ∈ Endk(Uϕ) characterized in Corol-
lary 3.11, it is clear that (ϕGD){λish ,α
j
sh
} is finite potent when
(3.5) λish = 0 = α
j
sh for almost all i, j and sh .
It is clear that the condition (3.5) is sufficient for determining that (ϕGD){λish ,α
j
sh
}
is a finite potent endomorphism, but this condition is not necessary for this fact as
it is immediately deduced from the following counter-example: given a countable
k-vector space V with a basis {v1, v2, v3, . . . } indexed by the natural numbers, if
we consider the finite potent endomorphism ϕ ∈ Endk(V ) defined as
ϕ(vi) =

v1 + v2 i i = 1
v1 + 2v2 if i = 2
vi+1 if i = 2j + 1
0 if i = 2j + 2
12 FERNANDO PABLOS ROMO
for every j ≥ 1, then it is clear that
ϕGD(vi) =

2v1 − v2 i i = 1
−v1 + v2 if i = 2
−vi − vi+1 if i = 2j + 1
vi−1 + vi if i = 2j + 2
for every j ≥ 1, is a G-Drazin inverse of ϕ that does not satisfy the condition (3.5).
Remark 3.14. A remaining problem is obtaining a computable method for deter-
mining when a G-Drazin inverse ϕGD of a finite potent endomorphism ϕ is also
finite potent.
Remark 3.15. If ϕGD is a finite potent G-Drazin inverse of a finite potent endo-
morphism ϕ such that WϕGD =Wϕ, then
trV ϕ
GD = trV ϕ
D and detkV ϕ
GD = detkV ϕ
D .
Indeed, in this case, if {λ1, . . . , λn} are the eigenvalues of ϕ|Wϕ in the algebraic
closure of k (with their multiplicity), one has that:
• trV (ϕGD) = λ
−1
1 + · · ·+ λ
−1
n ;
• detkV (1 + ϕ
GD) =
∏n
i=1(1 + λ
−1
i ).
4. Explicit computation of the G-Drazin inverses of a square matrix
The final section of this work is devoted to offer a method for computing explicitly
all the G-Drazin inverses of a square matrix.
If k is an arbitrary ground field, let us consider a square matrix A ∈Matn×n(k)
with i(A) = r.
Fixing a k-vector space E with dimension n, a basis B = {e1, . . . , en} of E
and an endomorphism ϕ ∈ Endk(E) associated with A in the basis B, from the
AST-decomposition E =Wϕ ⊕ Uϕ one has that
(4.1) A = P ·
(
AW 0
0 JU
)
· P−1 ,
where ϕ|Wϕ ≡ AW , JU is the Jordan matrix determined by ϕ|Uϕ and P is the
corresponding base change matrix.
If A ∈ Matn×n(k) is again a square matrix with i(A) = r and rk(A
i) is the rank
of Ai, we can write νi(A) = n − rk(Ai) for all i ∈ {1, . . . , r} and we can consider
the non-negative integers {δ1(A), . . . , δr(A)} defined from the equations:
δr(A) = νr(A)− νr−1(A)
2δr(A) + δr−1(A) = νr(A)− νr−2(A)
...
(r − 1)δr(A) + · · ·+ 2δ3(A) + δ2(A) = νr(A)− ν1(A)
rδr(A) + (r − 1)δr−1(A) + · · ·+ 2δ2(A) + δ1(A) = νr(A)
.
From these relations it is clear that
ν1(A) =
r∑
i=1
δi(A) and
r∑
j=1
δj(A)(νr(A)− j) = [ν1(A)− 1]νr(A) .
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Accordingly, the explicit expression of the matrix JU is
JU =

A11 0 . . . . . . . . . 0 0
0
. . .
. . . . . . . . .
... 0
...
. . . A
δ1(A)
1
. . . . . .
...
...
... . . .
. . .
. . .
. . . . . .
...
... . . . . . .
. . . A1r
. . .
...
0 . . . . . . . . .
. . .
. . . 0
0 0 . . . . . . . . . 0 A
δr(A)
r

∈Matνr×νr(k) ,
where
Asj =

0 0 . . . . . . . . . 0
1 0
. . . . . . . . . 0
0 1 0
. . . . . .
...
...
. . .
. . .
j-1) . . .
. . .
...
0 0 . . . 1 0 0
0 0 . . . 0 1 0

∈ Matj×j(k)
for every j ∈ {1, . . . , r} and 1 ≤ s ≤ δj(A).
With the above notation, if A{GD} is the set of the G-Drazin inverses of A, it
follows from Lemma 3.9 that there exists a bijection
(4.2)
kν1(A)·νr(A) × k[νr(A)−ν1(A)] × k[ν1(A)−1][νr(A)−ν1(A)]
∼
−→ A{GD}(
((αsj,h), (α
s
j,j′,z)), (λ
s
j,t), (λ
s
j,j′,x)
)
7−→ (AGD)
((αs
j,j′ ,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
,
where j, j′ ∈ {1, . . . , r}; j 6= j′; 1 ≤ h ≤ j; z ∈ {1, . . . , j}; t ∈ {2, . . . , j}; x ∈
{2, . . . , j′}; s ∈ {1, . . . , δj(A)} and
(AGD)
((αs
j,j′ ,z
),(λs
j,j′ ,x
)
((αs
j,h
),(λsj,t))
= P ·
(
(AW )
−1 0
0 (J−U )
((αs
j,j′,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
)
· P−1
with
(J−U )
((αs
j,j′ ,z
),(λs
j,j′ ,x
)
((αs
j,h
),(λsj,t))
=
((
(J−U )
((αs
j,j′,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
)
lm
)
1≤l,m≤ν1
∈ Matνr×νr(k)
such that
• if j ∈ {1, . . . , r} and 1 ≤ s ≤ δj(A) are such that l = (
∑j−1
i=1 δi) + s, then
(J−U )ll ∈ Matj×j(k) with(
(J−U )
((αs
j,j′ ,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
)
ll
=
(
A
{λsj,1,...,λ
s
j,j}
{αsj,1,...,α
s
j,j−1}
)−
=
=

αsj,1 1 0 . . . . . . 0
αsj,2 0 1 0
. . .
...
...
...
. . .
. . .
. . .
...
αsj,j−2 0 . . .
. . . 1 0
αsj,j−1 0 . . . . . . 0 1
αsj,j λ
s
j,2 0 . . . λ
s
j,j−1 λ
s
j,j

,
for all αsj,h, λ
s
j,t ∈ k, h ∈ {1, . . . , j}, t ∈ {2, . . . , j}, j ∈ {1, . . . , r} and
s ∈ {1, . . . , δj(A)};
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• if j, j′ ∈ {1, . . . , r}, 1 ≤ s ≤ δj(A) and 1 ≤ s′ ≤ δj′(A) are such that
l = (
j−1∑
i=1
δi) + s and m = (
j′−1∑
i=1
δi) + s
′ ,
with l 6= m, then (J−U )lm ∈Matj×j′ (k) where(
(J−U )
((αs
j,j′ ,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
)
lm
=
(
A
{λs
j,j′ ,2
,...,λs
j,j′,j′
}
{αs
j,j′,1
,...,αs
j,j′,j
}
)−
=
=

αsj,j′,1 0 . . . . . . 0
αsj,j′,2
... . . . . . .
...
...
... . . . . . .
...
αsj,j′,j−1 0 . . . . . . 0
αsj,j′,j λ
s
j,j′,2 . . . . . . λ
s
j,j′,j′

for every αsj,j′,z, λ
s
j,j′,x ∈ k, j 6= j
′, 1 ≤ j, j′ ≤ r, z ∈ {1, . . . , j},
x ∈ {2, . . . , j′} and s ∈ {1, . . . , δj(A)}.
If A˜ ∈Matn×n(k) with i(A˜) = 1, it follows from (4.2) that there exists a bijection
A˜{GD}
∼
−→ k[ν1(A˜)
2].
From the results of this work, we can finally offer the following algorithm for
computing the G-Drazin inverses of A ∈ Matn×n(k).
(1) Fix a k-vector space E with dimension n, a basis B = {e1, . . . , en} of E
and an endomorphism ϕ ∈ Endk(E) associated with A in the basis B, to
facilitate the computations.
(2) Compute the AST-decomposition E =Wϕ⊕Uϕ and the matrix expression
(4.1) for A.
(3) Calculate the non-negative integer numbers {ν1(A), . . . , νr(A)} and
{δ1(A), . . . , δr(A)}.
(4) Construct the matrices (J−U )
((αs
j,j′ ,z
),(λs
j,j′,x
)
((αs
j,h
),(λsj,t))
and compute (AW )
−1.
(5) Get all the G-Drazin inverses (AGD)
((αs
j,j′ ,z
),(λs
j,j′ ,x
)
((αs
j,h
),(λsj,t))
of A.
Remark 4.1. We wish remark that is not necessary to compute the characteristic
polynomial cA(x) in the method offered in this paper for calculate all the G-Drazin
inverses of a square matrix A with i(A) = r, because we can obtain the matrices
AW y AU by computing R(A
r) and N(Ar), where R(B) and N(B) are the range
and the nullspace of a matrix B respectively.
Example 2. Let us consider an arbitrary field k and the matrix
A =

−9 −7 11 −3 −6 −4 −2
−3 1 2 1 1 0 1
−13 −8 15 −3 −7 −5 −2
−4 −3 5 −1 −3 −2 −1
−13 −12 17 −6 −11 −7 −4
11 10 −14 5 9 6 3
8 6 −10 3 6 4 2

∈ Mat7×7(k) .
We shall compute all the G-Drazin inverses AGD of A.
Let us now fix a k vector space E with basis {e1, e2, e3, e4, e5, e6, e7} and an
endomorphism ϕ ∈ Endk(E) such that ϕ ≡ A in this basis.
It is easy to check that i(A) = 3, rk(A) = 5, rk(A2) = 3 and rk(A3) = 2.
Accordingly, ν1(A) = 2, ν2(A) = 4, ν3(A) = 5, δ1(A) = 0, δ2(A) = 1 and δ3(A) = 1.
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Now, a non-difficult computation shows thatWϕ = 〈e1+e2+2e3+e5−e7, e4−e6〉,
Uϕ = 〈e1 + e3, e2 − e5,−e5 + e6, e4 − e7, e1 + e3 − e7〉,
AW =
(
2 1
1 1
)
and
AU =

3 −1 3 −2 0
−1 0 −1 0 0
−3 1 −3 2 0
1 0 1 0 0
−1 0 −1 1 0
 .
Moreover, from the Jordan basis
{ − e1 + e2 − e3 − e5 − e7,−e1 − e3 − e5 + e6, e1 + e2 + e3 + e4 − e5 − e7,
− e2 + e4 + e5 − e7,−e5 + e6 + e7}
of Uϕ induced by ϕ|Uϕ , one gets that
A = P ·

2 1 0 0 0 0 0
1 1 0 0 0 0 0
0 0 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0

· P−1 ,
with
P =

1 0 −1 −1 1 0 0
1 0 1 0 1 −1 0
2 0 −1 −1 1 0 0
0 1 0 0 1 1 0
1 0 −1 −1 −1 1 −1
0 −1 0 1 0 0 1
−1 0 −1 0 −1 −1 1

and
P−1 =

−1 0 1 0 0 0 0
−2 −1 2 0 −1 −1 0
5 6 −7 3 5 3 2
−8 −8 10 −4 −7 −4 −3
−1 −2 2 −1 −2 −1 −1
3 3 −4 2 3 2 1
6 7 −8 4 6 3

.
Thus, it follows from the method described above that a G-Drazin inverse of A
has the explicit expression
(AGD)
(γ1
j,j′ ,z
)
((α1
j,h
),(λ1j,t))
= P ·

1 −1 0 0 0 0 0
−1 2 0 0 0 0 0
0 0 α12,1 1 α
1
2,3,1 0 0
0 0 α12,2 λ
1
2,2 α
1
2,3,2 λ
1
2,3,2 λ
1
2,3,3
0 0 α13,2,1 0 α
1
3,1 1 0
0 0 α13,2,2 0 α
1
3,2 0 1
0 0 α13,2,3 λ
1
3,2,2 α
1
3,3 λ
1
3,2 λ
1
3,3

· P−1 ,
with α1j,h, λ
1
j,t, α
1
j,j′,z, λ
1
j,j′,x ∈ k for every j 6= j
′, 2 ≤ j, j′ ≤ 3, h ∈ {1, . . . , j},
t ∈ {2, . . . , j}, z ∈ {1, . . . , j} and x ∈ {2, . . . , j′}.
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Hence, with the data of this example, we have the following bijection that de-
termines all the G-Drazin inverses of A:
k10 × k3 × k3
∼
−→ A{GD}(
((α1j,h), (α
1
j,j′,z)){j,j′,h,z}, (λ
1
j,t){j,t}, (λ
1
j,j′,x){j,j′,x}
)
7−→ (AGD)
(γ1
j,j′,z
)
((α1
j,h
),(λ1j,t))
,
with j 6= j′, 2 ≤ j, j′ ≤ 3, h ∈ {1, . . . , j}, t ∈ {2, . . . , j}, z ∈ {1, . . . , j} and
x ∈ {2, . . . , j′}.
Finally, we shall study the relationships that there exist between G-Drazin in-
verses and the core-nilpotent decomposition of a matrix A.
Remark 4.2. If k is an arbitrary ground field, A ∈ Matn×n(k), A = A1 + A2 is
its core-nilpotent decomposition and AGD is a G-Drazin inverse of A with core-
nilpotent decomposition AGD = (AGD)1 + (A
GD)2, Example 2 shows that, in
general, (AGD)1 is not a G-Drazin inverse of A1 and (A
GD)2 is not a G-Drazin
inverse of A2.
As a counterexample of this fact we offer the following: if A is the matrix studied
in Example 2, an easy computation shows that its core-nilpotent decomposition is
A = A1 +A2 with
A1 =

−4 −1 4 0 −1 −1 0
−4 −1 4 0 −1 −1 0
−8 −2 8 0 −2 −2 0
−3 −1 3 0 −1 −1 0
−4 −1 4 0 −1 −1 0
3 1 −3 0 1 1 0
4 1 −4 0 1 1 0

and
A2 =

−5 −6 7 −3 −5 −3 −2
1 2 −2 1 2 1 1
−5 −6 7 −3 −5 −3 −2
−1 −2 2 −1 −2 −1 −1
−9 −11 13 −6 −10 −6 −4
8 9 −11 5 8 5 3
4 5 −6 3 5 3 2

.
If we now consider
AGD =

7 6 −8 3 6 4 2
−10 −11 13 −6 −9 −5 −5
8 7 −9 3 7 5 2
6 8 −9 6 7 4 4
8 9 −10 4 8 5 4
7 6 −8 2 5 4 1
−3 −5 5 −3 −5 −4 2

,
which is the G-Drazin inverse of A determined by λ12,1 = λ
1
3,1 = 1 and otherwise
α1j,h = λ
1
j,t = γ
1
j,j′,z = 0, one has that (A
GD)1 = (A
GD)−1 and (AGD)2 = 0, and we
can immediately check that (AGD)1 is not a G-Drazin inverse of A1 and (A
GD)2 is
not a G-Drazin inverse of A2.
Furthermore, if (A1)
GD is a G-Drazin inverse of A1 and (A2)
GD is a G-Drazin
inverse of A2, in general, one has that A¯
GD = (A1)
GD + (A2)
GD is not a G-Drazin
inverse of A, as can be deduced from this counterexample: keeping again the data
G-DRAZIN INVERSES OF FINITE POTENT ENDOMORPHISMS AND MATRICES 17
of Example 2, if we consider
(A1)
GD = P ·

1 −1 0 0 0 0 0
−1 2 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

· P−1
and
(A2)
GD = P ·

0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

· P−1 ,
then it is clear that
A¯GD = P ·

1 −1 0 0 0 0 0
−1 2 0 0 0 0 0
0 0 0 1 0 1 0
0 0 0 0 0 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1
0 0 0 0 0 0 0

· P−1
is not a G-Drazin inverse of A.
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