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Abstract
Let N(n, R) be the nilpotent Lie algebra consisting of all strictly upper triangular n × n matrices over
a 2-torsionfree commutative ring R with identity 1. In this paper, we prove that any Lie triple derivation
of N(n, R) can be uniquely decomposited as a sum of an inner triple derivation, diagonal triple derivation,
central triple derivation and extremal triple derivation for n  6. In the cases 1  n  5, the results are
trivial.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
LetR be a commutative ring with identity 1 andL a Lie algebra overR. Recall that anR-linear
mapping φ : L → L is called a Lie derivation of L if
φ([a, b]) = [φ(a), b] + [a, φ(b)] (∀ a, b ∈ L).
If φ satisﬁes
φ([[a, b], c]) = [[φ(a), b], c] + [[a, φ(b)], c] + [[a, b], φ(c)] (∀ a, b, c ∈ L),
it is called a Lie triple derivation.
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Clearly, any Lie derivation is a Lie triple derivation.
In recent years, many significant researches have been done in derivations of general linear
Lie algebra and its subalgebras (see [5,6]) and Lie triple derivations of nest algebras and TUHF
algebras (see [4,7]). Cao [2] studied the R-algebra automorphisms of N(n, R), the Lie algebra
consisting of all strictly upper triangular n × n matrices over a commutative ring R. Dokovic´ [3]
and Cao [1] described the automorphism group of the solvable Lie algebra over a commutative
ring R. Especially, Ou et al. [5] discussed the decompositions of the usual Lie derivations of
N(n, R), where R is a commutative ring with identity and 2 is not a unit. They proved that every
Lie derivation φ of N(n, R) (n  4) can be uniquely expressed as
φ = adx + ηy + μc + ρ(12)r,s + ρ(n−1,n)p,q
where adx, ηy, μc and ρ
(12)
r,s , ρ
(n−1,n)
p,q are inner, diagonal, central and extremal derivation, respec-
tively. Thiswork encourages us to investigate an analogue problemconcerningLie triple derivation
of N(n, R). In this paper, we obtain that any Lie triple derivation φ of N(n, R) can be uniquely
decomposited as follows:
φ = adx + ηy + μ(c,c′) + ρ2 + ρn−1,
where adx, ηy, μ(c,c′) and ρ2, ρn−1 are inner, diagonal, central and extremal triple derivations of
N(n, R) (n  6), respectively.
In Section 3, we construct certain special triple derivations of N(n, R) so as to build any triple
derivation ofN(n, R); in Section 4, we study the structure of any derivation ofN(n, R); in Section
5, we give an application of this method to simplify the proof in [5].
2. Preliminaries
Throughout this paper,M(n, R)denotes theR-algebra of alln × nmatrices over a commutative
ring R. The bracket operation
[x, y] = xy − yx
deﬁnes on M(n, R) a structure of Lie algebra over R. We denote by N(n, R) (resp., D(n, R)) the
Lie algebra consisting of all strictly upper triangular (resp., diagonal) matrices. It is obvious that
{Eij | 1  i < j  n}
is the basis of N(n, R), where Eij is the matrix in M(n, R) whose sole nonzero entry is 1 in
the (i, j) position. Moreover, the matrices set {Ei,i+1| 1  i  n − 1} is the generators set of
N(n, R). If there exists a Lie triple derivation φ of N(n, R) such that
φ(Ei,i+1) = φ(Ej,j+2) = 0 (1  i  n − 1; 1  j  n − 2),
we can get
φ(Epq) = 0 (1  p < q  n).
Set
Mk =
⎧⎨
⎩
∑
j−i  k
aijEij ∈ N(n, R)|aij ∈ R
⎫⎬
⎭ , k = 1, 2, . . . , n − 1
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and it is clear that each Mk is a subalgebra of N(n, R) and φ(Mk) ⊆ Mk for every Lie triple
derivation of N(n, R).
Let R be 2-torsionfree in this paper unless special remark.
3. Certain standard triple derivations of N(n,R)
In this section, we will give four types of standard Lie triple derivations of N(n, R), which
describes arbitrary Lie triple derivation of N(n, R). They are deﬁned as follows:
(1) Inner triple derivations:
Let x ∈ N(n, R), then
adx : N(n, R) → N(n, R), y → [x, y]
is a derivation of N(n, R), obviously, it is a Lie triple derivation of N(n, R).
(2) Diagonal triple derivations:
Let y ∈ D(n, R), then
ηy : N(n, R) → N(n, R), x → [y, x]
is a derivation of N(n, R), called the diagonal triple derivation of N(n, R) induced by
y ∈ D(n, R).
(3) Extension central triple derivations:
If n  6, let c = (c3, . . . , cn−3), where
cs = (us, vs, ws), us, vs, ws ∈ R (3  s  n − 3).
let c′ = (c′1, . . . , c′n−2), where
c′t = (u′t , v′t , w′t ), u′t , v′t , w′t ∈ R (1  t  n − 2).
We deﬁne the linear mapping μ(c,c′) : N(n, R) → N(n, R) as follows:⎧⎨
⎩
μ(c,c′)(Ei,i+1) = uiE1,n−1 + viE1n + wiE2n (3  i  n − 3),
μ(c,c′)(Ej,j+2) = u′jE1,n−1 + v′jE1n + w′jE2n (1  j  n − 2),
μ(c,c′)(Epq) = 0 otherwise.
It is easy to check that μ(c,c′) is a Lie triple derivation of N(n, R). We here observe that
μ(c,c′) = μ(0,c′) + μ(c,0).
(4) Extremal triple derivations:
Let n  6 and gi, hi ∈ R (i = 1, 2, 3). We deﬁne two linear mappings as follows:⎧⎨
⎩
ρ2(E12) = g1E2n,
ρ2(E23) = g2E1,n−1 + g3E1n,
ρ2(Epq) = 0 otherwise,
and
⎧⎨
⎩
ρn−1(En−1,n) = h1E1,n−1,
ρn−1(En−2,n−1) = h2E1n + h3E2n,
ρn−1(Epq) = 0 otherwise.
ρ2 and ρn−1 are both Lie triple derivations of N(n, R), called extremal triple derivations.
4. The Lie triple derivations of N(n,R)
In this section we give the main result of the paper. Let R be a 2-torsionfree commutative ring
with identity.
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Theorem 1. If n  6, then every Lie triple derivation φ of N(n, R) can be uniquely written as
follows:
φ = adx + ηy + μ(c,c′) + ρ2 + ρn−1,
where x, y ∈ N(n, R) and c, c′ as above.
We assume that
φ(Ei,i+1) = ∑
1  p<q  n
a
(i)
pqEpq (1  i  n − 1);
φ(Ej,j+2) = ∑
1  r<s  n,s  r+2
b
(j)
rs Ers (1  j  n − 2),
where a(i)pq, b
(j)
rs ∈ R.
In order to prove our main result, we shall require the following three lemmas.
Lemma 1. If n  6, for arbitrary Lie triple derivation φ, the image of φ on Ei,i+1 (1  i  n −
1) can be simpliﬁed as follows:
φ(E12) =
n∑
q=2
a
(1)
1q E1q + a(1)2n E2n,
φ(E23) = a(2)13 E13 +
n∑
q=3
a
(2)
2q E2q + a(2)1,n−1E1,n−1 + a(2)1n E1n,
φ(Ei,i+1) =
i−1∑
p=1
a
(i)
p,i+1Ep,i+1 +
n∑
q=i+1
a
(i)
iq Eiq + a(i)1,n−1E1,n−1 + a(i)1nE1n + a(i)2nE2n
(3  i  n − 3),
φ(En−2,n−1) =
n−2∑
p=1
a
(n−2)
p,n−1Ep,n−1 + a(n−2)n−2,nEn−2,n + a(n−2)1n E1n + a(n−2)2n E2n,
φ(En−1,n) =
n−1∑
p=1
a(n−1)pn Epn + a(n−1)1,n−1E1,n−1.
Proof. We make a program to simplify the image of φ and provide the arithmetic of the program
at the end of the proof. By the program we can get the following equations since 2 is a unit:
φ(E12) =
n∑
q=2
a
(1)
1q E1q + a(1)2n E2n + a(1)2,n−1E2,n−1,
φ(E23) = a(2)13 E13 +
n∑
q=3
a
(2)
2q E2q + a(2)1,n−1E1,n−1 + a(2)1n E1n,
φ(Ei,i+1) =
i−1∑
p=1
a
(i)
p,i+1Ep,i+1 +
n∑
q=i+1
a
(i)
iq Eiq + a(i)1,n−1E1,n−1 + a(i)1nE1n
+ a(i)2nE2n + a(i)2,n−1E2,n−1 (3  i  n − 3),
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φ(En−2,n−1) =
n−2∑
p=1
a
(n−2)
p,n−1Ep,n−1 + a(n−2)n−2,nEn−2,n + a(n−2)1n E1n + a(n−2)2n E2n,
φ(En−1,n) =
n−1∑
p=1
a(n−1)pn Epn + a(n−1)1,n−1E1,n−1 + a(n−1)2,n−1E2,n−1.
Besides, by considering the operation of φ on
[E12, [Ei,i+1, En−1,n]] = 0, 1  i  n − 1,
we obtain a(i)2,n−1 = 0, for all 1  i  n − 1 and i /= 2. Now we have shown that
φ(Ei,i+1)(1  i  n − 1) have the wanted form. 
The arithmetic of the program is as follows.
Step 1: Deﬁne the bracket operation [x, y] = xy − yx.
Step 2: Deﬁne the image of φ on Epq (1  p < q  n − 1).
Step 3: Consider the image of φ on the following three equalities.
If Ei0j0 appears once, let the coefﬁcient of Ei0j0 be 0, else record the subscript of the
coefﬁcient of Ei0j0 , for some i0, j0.
[Ei,i+1, [Ej,j+1, Ej+1,j+2]] = 0
(1  i  n − 1; 1  j  n − 2; j /= i + 1; i /= j + 2);
[Ei,i+1, [Ep,n−1, En−1,n]] = 0 (2  p  n − 2; p /= i + 1);
[Ei,i+1, [E12, E2q ]] = 0 (3  q  n − 1; q /= i).
Remark 1. From the program we also ﬁgure out the equalities:
a
(i)
ij + a(j)i+1,j+1 = 0 (1  i < j  n − 1). (4.1)
This program is implemented in Matlab 6.5.
We create three n × n strictly upper triangular zero-matrices to express the results of the three
equalities in Step 3 respectively.
For each i0, j0 (i0 < j0), if Ei0,j0 appears once, the (i0, j0)-entry is not 0. Otherwise, it is still
0. The conclusions of Lemma 1 come from the sum matrix of the three matrices that we obtained.
If Ei0,j0 appears twice, we create a vector of dimension 6 to record the values of i0, j0,
where the components of the vector are the superscript, the ﬁrst subscript, the second subscript
of a(i)ij of (4.1), the superscript, the ﬁrst subscript, the second subscript of a
(j)
i+1,j+1 of (4.1)
respectively.
Meanwhile we can conclude Ei0,j0 may appear no more than twice.
Lemma 2. If φ(Ei,i+1) = 0 (1  i  n − 1), then φ(Ers) = 0, for 1  r < s  n with s − r is
odd.
Proof. Obviously. 
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Lemma 3. If n  6 and φ(Ei,i+1) = 0 (1  i  n − 1), then
φ(Ej,j+2) ∈ Mn−2 (1  j  n − 2).
Proof. By using φ on the following three equalities
[Ej,j+2, [Ei,i+1, Ei+1,i+2]] = 0 (1  i, j  n − 2; i /= j + 2; j /= i + 2),
[Ej,j+2, [Ei−1,i+1, Ei+1,i+2]] = 0 (1  j  n − 4; i = j + 2),
[Ej,j+2, [Ei,i+1, Ei+1,i+3]] = 0 (3  j  n − 2; i = j − 2),
we can get
φ(E13) ≡ b(1)13 E13 + b(1)2,n−1E2,n−1 mod(Mn−2), (4.2)
φ(E24) ≡ b(2)14 E14 + b(2)24 E24 + b(2)2,n−1E2,n−1 mod(Mn−2), (4.3)
φ(Ej,j+2) ≡
2∑
p=1
b
(j)
p,j+2Ep,j+2 + b(j)j,j+2Ej,j+2 (4.4)
+
n∑
q=n−1
b
(j)
jq Ejq + b(j)2,n−1E2,n−1 mod(Mn−2)
φ(En−3,n−1) ≡ b(n−3)n−3,n−1En−3,n−1 + b(n−3)n−3,nEn−3,n + b(n−3)2,n−1E2,n−1 mod(Mn−2), (4.5)
φ(En−2,n) ≡ b(n−2)n−2,nEn−2,n + b(n−2)2,n−1E2,n−1 mod(Mn−2), (4.6)
For any 1  j  n − 2, b(j)2,n−1 = 0 follows from
φ([E12, [Ej,j+2, En−1,n]]) = 0.
Now we distinguish the following two cases.
If n  7, from Lemma 2, we know that
φ(Ej,j+5) = φ([Ej,j+2, [Ej+2,j+3, Ej+3,j+5]])
= φ([Ej,j+2, [Ej+2,j+4, Ej+4,j+5]]) = 0 (1  j  n − 5),
which follows that{
b
(j)
j,j+2 + b(j+2)j+2,j+4 = 0,
b
(j)
j,j+2 + b(j+3)j+3,j+5 = 0.
Thus, we have 2b(j)j,j+2 = 0 and b(j)j,j+2 = 0 (2 is a unit), for all 1  j  n − 2.
The above discussion implies that (4.2) and (4.6) hold.
For (4.3) and (4.5), by considering
φ(E27) = φ([E24, [E45, E57]]) = 0
and
φ(En−6,n−1) = φ([En−6,n−4, [En−4,n−3, En−3,n−1]]) = 0
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we may obtain
b
(2)
14 = b(n−3)n−3,n = 0.
That is to say (4.3) and (4.5) hold.
For (4.4), b(j)j,n−1 = 0 (3  j  n − 4) results from
φ([E1j , [Ej,j+2, En−1,n]]) = 0.
We can get b(j)jn = 0 (4  j  n − 4) and b(j)3n = 0 as a result of
φ(Ej−3,j+2) = φ([Ej−3,j−2, [Ej−2,j , Ej,j+2]]) = 0 (4  j  n − 4)
and
φ(E15) = φ([E13, [E34, E45]]) = φ([E12, [E23, E35]]) = 0,
respectively.
Similarly, we can show that b(j)1,j+2 = b(j)2,j+2 = 0 (3  j  n − 4).
If n = 6, we may get
φ(E13) ≡ b(1)13 E13
φ(E24) ≡ b(2)14 E14 + b(2)24 E24
φ(E35) ≡ b(3)35 E35 + b(3)36 E36
φ(E46) ≡ b(4)46 E46
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
mod(Mn−2).
From
φ(E16) = φ([E12, [E24, E46]]) = φ([E13, [E34, E46]]) = φ([E13, [E35, E56]]) = 0
and
φ(E15) = φ([E13, [E34, E45]]) = φ([E12, [E23, E35]]),
we can get
b
(1)
13 = b(2)24 = b(3)35 = b(4)46 = 0. (4.7)
In addition, from (4.7),
φ(E26) = φ([E24, [E45, E56]]) = φ([E23, [E34, E46]]),
and
φ(E15) = φ([E12, [E23, E35]]) = φ([E13, [E34, E45]]),
we obtain
b
(2)
14 = b(3)36 = 0.
We thus complete the proof of Lemma 3. 
We now give the proof of our main theorem.
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Proof. When n  7, let
x = −
n−2∑
i=1
n∑
j=i+2
a
(i)
ij Ei+1,j +
n−1∑
k=2
a
(k)
1,k+1E1k,
y = diag(t1, t2, . . . , tn−1, 0),
(g1, g2, g3) =
(
a
(1)
2n , a
(2)
1,n−1, a
(2)
1n
)
,
(h1, h2, h3) =
(
a
(n−1)
1,n−1, a
(n−2)
1,n , a
(n−2)
2n
)
,
(ui, vi, wi) = (a(i)1,n−1, a(i)1n , a(i)2n ) (3  i  n − 3),
where
tl =
n−1∑
j=l
a
(j)
j,j+1Ejj (l = 1, 2, . . . , n − 1).
By Lemma 1 and (4.1) we can get
(φ − adx − ηy − μ(c,0) − ρ2 − ρn−1)(Ei,i+1) = 0 (1  i  n − 1).
In view of Lemma 2, we ﬁnd that
(φ − adx − ηy − μ(c,0) − ρ2 − ρn−1)(Ej,j+2) ∈ Mn−2 (1  j  n − 2).
Let
c′1 = (a(2)2,n−1 + b(1)1,n−1, a(2)2n + b(1)1n , b(1)2n ),
c′2 = (b(2)1,n−1, b(2)1n , a(3)3n + b(2)2n ),
c′j = (b(j)1,n−1, b(j)1n , b(j)2n ) (3  j  n − 2).
We can ﬁgure out
(φ − adx − ηy − μ(c,0) − ρ2 − ρn−1 − μ(0,c′))(Ej,j+2) = 0 (1  j  n − 2),
i.e.
(φ − adx − ηy − μ(c,c′) − ρ2 − ρn−1)(Ej,j+2) = 0 (1  j  n − 2).
On the other hand, we have
(φ − adx − ηy − μ(c,c′) − ρ2 − ρn−1)(Ei,i+1) = 0 (1  i  n − 1).
Thus
φ = adx + ηy + μ(c,c′) + ρ2 + ρn−1.
When n = 6, we may similarly get
φ = adx + ηy + μ(c,c′) + ρ2 + ρn−1.
In the following we shall prove the uniqueness of the decomposition of φ.
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It sufﬁces to prove that if
adx + ηy + μ(c,c′) + ρ2 + ρn−1 = 0,
then
adx = ηy = μ(c,c′) = ρ2 = ρn−1 = 0.
Assume that
φ = adx + ηy + μ(c,c′) + ρ2 + ρn−1 = 0,
in view of
φ(E12) = φ(E23) = φ(En−1,n) = φ(En−2,n−1) = 0,
we get
ρ2 = ρn−1 = 0.
Thus
φ = adx + ηy + μ(c,c′).
By noting that
φ(Ei,i+1) = φ(Ej,j+2) = 0 (3  i  n − 3; 1  j  n − 2),
we see that c = c′ = 0, forcing μ(c,c′) = 0. Then φ = adx + ηy . By making use of
φ(Ei,i+1) = 0 (1  i  n − 1),
we have ηy = 0, which follows that adx = 0.
Remark 2. Thecondition thatR is 2-torsionfree is necessary.Otherwise,b(j)j,j+2 = 0 (1  j  n −
2) may be false.
When 1  n  5, there is nothing to do.
5. The application of this arithmetic
For convenience, we always assume that the notations in this section are independent of those
in other sections and 2 is not a unit of R.
In this section we make a program to solve the problem which has been done by Ou et al. [5],
they proved every derivation φ of N(n, R) can be uniquely written as
φ = adx + ηy + μc + ρ(12)r,s + ρ(n−1,n)p,q (n  4).
where x, y, p, q ∈ R, c = (c2, . . . , cn−2) with ci ∈ R and 2p = 2r = 0.
We simplify the image of φ on Ei,i+1, 1  i  n − 1 by a program as follows:
φ(E12) =
n∑
k=1
a
(1)
1k E1k + a(1)2n E2n + a(1)3n E3n;
φ(En−1,n) = a(n−1)1,n−2E1,n−2 + a(n−1)1,n−1E1,n−1 +
n−1∑
i=1
a
(n−1)
in Ein;
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φ(Ei,i+1) =
i−1∑
k=1
a
(i)
k,i+1Ek,i+1 +
n∑
k=i+1
a
(i)
ik Eik + a(i)1nE1n (1  i  n − 1);
a
(i)
ij = a(j)i+1,j+1 (1  i  n − 3; i + 2  j  n − 1).
We now suppose that
x = −
n−2∑
i=1
n∑
j=i+2
a
(i)
ij Ei+1,j +
n−1∑
i=2
a
(i)
1,i+1E1i ,
y = diag(t1, t2, . . . , tn−1, 0),
where
tl =
n−1∑
j=l
a
(j)
j,j+1Ejj (l = 1, 2, . . . , n − 1).
Also let
φ1 = φ − adx − ηy,
then we can get the operation of φ1 on the generators Ei,i+1 (1  i  n − 1)
φ1(E12) = a(1)2n E2n + a(1)3n E3n;
φ1(En−1,n) = a(n−1)1,n−2E1,n−2 + a(n−1)1,n−1E1,n−1;
φ1(Ei,i+1) = a(i)1nE1n (2  i  n − 2).
By applying φ1 on
E13 = [E12, E23], [E12, E13] = 0,
En−2,n = [En−2,n−1, En−1,n] and [En−1,n, En−2,n] = 0,
we can easily get
2a(1)3n = 2a(n−1)1,n−2 = 0.
Now we give two extremal derivations of Type I and a central derivation as follows:{
ρ
(12)
(r,s)(a12E12 + a13E13) = (ra13 + sa12)E2n − ra12E3n,
ρ
(12)
(r,s)(Ei,i+1) = 0, otherwise,⎧⎪⎪⎨
⎪⎪⎩
ρ
(n−1,n)
(p,q) (an−1,nEn−1,n + an−2,nEn−2,n)
= (pan−2,n + qan−1,n)E1,n−1 − pan−1,nE1,n−2,
ρ
(n−1,n)
(p,q) (Ei,i+1) = 0, otherwise,{
μc(Ei,i+1) = ciE1n,
μc(Ei,i+1) = 0, otherwise.
It is easy to see that
ρ
(12)
(r,s)(Ei,i+1) = ρ(n−1,n)(p,q) (Ei,i+1) = 0 (2  i  n − 2).
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By choosing
r = a(1)3n and p = a(n−1)1,n−2,
we obtain
(φ1 − ρ(12)(r,s) − ρ(n−1,n)(p,q) − μc)(Ei,i+1) = 0 (1  i  n − 1).
Thus, we conclude that
φ = adx + ηy + μc + ρ(12)(r,s) + ρ(n−1,n)(p,q) (n  4).
The arithmetic of the program is as follows.
Step 1: Deﬁne the bracket operation
[x, y] = xy − yx.
Step 2: Deﬁne the image of φ on Eij (1  i < j  n).
Step 3: Consider the image of φ on
[Ei,i+1, Epq ] = Euv,
the values of u and v depend on the values of p, q and i, for 1  p < q  n and
1  i  n − 1. If Ei0j0 appears once in the two sides of the equalities, let the coefﬁcient
of Ei0j0 be 0, else and if the following condition holds, record the subscript of the
coefﬁcient of Ei0j0
q = p + 1 (i + 2  p  n − 1; 1  i  n − 3).
If R is 2-torsionfree in [5], then a(1)3n = a(n−1)1,n−2 = 0. We can also get the decomposition of any
Lie derivation φ. Here we omit the process since it is similar to the above.
The set of all Lie triple derivations of Lie algebra L is denoted by Der(3)L, it is not difﬁcult
to testify Der(3)L is a Lie algebra with the operation
[φ, ϕ] = φϕ − ϕφ (∀ φ, ϕ ∈ Der(3)L).
Then we can easily get the following result.
Corollary 1. Der(N(n, R)) is a proper subalgebra of Der(3)(N(n, R)), where Der(N(n, R)) is
the usual derivation algebra of N(n, R) and R is a 2-torsionfree commutative ring with identity.
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