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Abstract 
 
Udgangspunktet for denne rapport er at undersøge udvalgte teknologier i forbindelse 
med modelleringen af en lokationsbaseret søgetjeneste for kulturtilbud og håndtering af 
multikriteriesøgning. Vi har modelleret en database indeholdende lokationer og har i den 
forbindelse beskæftiget os med indeksering. Da vi har behov for at indeksere flere 
attributter, har vi undersøgt, hvordan vi kan anvende flerdimensional indeksering. R-
træet er den indeksstruktur, som bedst understøtter vores system, da det giver mulighed 
for at indeksere data i form af både eksakte værdier og intervaller. Vi har desuden 
undersøgt, hvilke aggregeringsmetoder vi kan anvende til håndtering af 
multikriteriesøgning ved hjælp af Ordered Weighted Averaging Aggregation (OWA). Vi 
har slutteligt skitseret, hvordan man eventuelt kunne inddrage metaviden for at kunne 
give brugeren af systemet et tilfredsstillende svar.  
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1. Indledning 
Det er lørdag eftermiddag. Helle og hendes veninder har været ude at shoppe hele dagen og vil nu 
finde noget at spise. De kunne godt tænke sig thaimad, men de orker ikke at gå så langt. Helle tager 
sin mobiltelefon frem og går ind på den nye service ”cphGuide” for at finde en restaurant. Der 
ligger ikke nogen thairestaurant i nærheden, men cphGuide foreslår en indonesisk restaurant, som 
ligger længere nede ad gaden. Den har allerede åbent, selvom klokken ikke er mere end 17:00, så de 
bliver enige om at gå derhen.
 
Ovenstående scenarium beskriver en brugssituation for en søgetjeneste. Brugeren skal 
kunne finde underholdning og kulturtilbud i København, fx en biograf, et museum eller 
en restaurant, ved hjælp af sin mobiltelefon. Der findes allerede tilsvarende søgetjenester, 
for eksempel AOK (Alt om København). Der er dog en væsentlig forskel, nemlig 
brugssituationen. Søgning på AOK vil fortrinsvis foregå hjemme foran computeren og 
være en del af informationssøgning eller planlægning som, ”Hvor skal vi mødes til 
brunch i morgen?”. Vores system adskiller sig ved, at det skal kunne finde kulturtilbud i 
nærheden betinget af, hvor brugeren befinder sig på det tidspunkt. Hvor AOK kan 
understøtte planlægning over tid, skal vores system dække et informationsbehov her og 
nu. Vi forestiller os, at vores bruger skal kunne stå hvor som helst og via sin mobiltelefon 
kunne søge på kulturtilbud ud fra en række kriterier. Han skal altså kunne stå på 
Rådhuspladsen og finde alle caféer i nærheden, som har plads til fem personer og har 
udendørsservering lige nu. Hans position skal automatisk sendes med over 
mobiltelefonen, så han ikke selv skal indtaste den eller behøver at vide præcis, hvor han 
er, som man skal med en tjeneste som Krak. Motivationen for dette projekt er således en 
interesse i at belyse centrale aspekter forbundet med udviklingen af en lokationsbaseret 
søgetjeneste for kulturtilbud. 
 
1.1 Problemfelt 
Som scenariet illustrerer, er udgangspunktet for søgetjenesten et behov for informationer 
om kulturtilbud. Informationsbehovet er betinget af brugerens aktuelle lokation og af 
tidspunktet. Det vil sige, at brugeren kan få information om kulturtilbud, der er i 
nærheden i geografisk forstand og er aktuelle i en tidsmæssig forstand. Søgetjenesten skal 
kunne dække alle mulige kulturtilbud, skønt de kan have forskellige egenskaber. 
Restauranter har fx køkkentyper, teatre kan have forestillinger, mens spillesteder kan 
have genrer. Brugerne er kendetegnet ved, at de er mobile, og deres informationsbehov 
ændrer sig i relation til deres lokation og tidspunktet. Vores søgetjeneste skal således gøre 
det muligt at søge blandt forskellige typer af kulturtilbud og modtage et svar, der er 
tilpasset dels brugerens aktuelle lokation, dels de specifikke krav, brugeren derudover 
stiller til kulturoplevelsen.  
 2
 
Realiseringen af en mobil lokationsbaseret søgetjeneste vil være afhængig af en række 
teknologier. Blot det, at en forespørgsel skal sendes af sted via en mobiltelefon, kræver 
blandt andet, at mobiltelefonen har en grænseflade, der gør det muligt at danne 
forespørgslen. Til udveksling af data skal trådløs netværksteknologi bringes i anvendelse, 
og brugerens aktuelle lokation skal bestemmes med for eksempel GPS-teknologi (Global 
Positioning System). 
 
Vi fokuserer i dette projekt på, hvad der skal ske, når brugeren allerede har sendt 
forespørgslen af sted, og et GPS-system har defineret brugerens lokation. Vores 
interesseområde er håndteringen af selve søgningen og det resultat, den skal give. Vi vil 
desuden gerne arbejde med databaseteknologi og undersøge, hvor meget af søgningen, 
der kan håndteres i et databasesystem. Vi beskæftiger os med modellering af 
søgetjenesten og evaluering af søgningen. Vi er kommet frem til at, kulturtilbudene skal 
repræsenteres i en database, så der tages højde for både lokation, aktualitet og forskellige 
typer kulturtilbud. Databasens indeks skal understøtte lokationsbaseret søgning. 
Evalueringen omfatter desuden håndteringen af multikriteriesøgning, det vil sige en 
søgning baseret på flere kriterier. 
 
1.2 Problemformulering 
Problemfeltet leder os frem til en problemformulering, der omfatter to aspekter af 
udviklingen af den omtalte søgetjeneste:  
 
1. Vi vil undersøge, hvordan vi kan modellere en database indeholdende lokationer, der 
repræsenterer forskellige typer kulturtilbud – herunder hvordan lokationsbaseret søgning 
kan understøttes ved hjælp af indeksering.  
  
2. Vi vil undersøge, hvilke metoder vi kan anvende til håndtering af 
multikriteriesøgninger således, at vi imødekommer brugerens forespørgsler bedst muligt. 
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1.3 Læsevejledning 
Vi vil her gøre rede for opbygningen af rapporten og de dele af søgetjenesten, vi har 
implementeret.  
 
Rapporten 
Rapporten er overordnet bygget op om de to aspekter i problemformuleringen, som 
omhandler henholdsvis modellering af lokationsbaseret søgning og håndtering af 
multikriteriesøgning. I det følgende kapitel analyserer vi, hvilke problemstillinger der er 
forbundet med de to aspekter. Det leder frem mod de løsningsmodeller, vi efterfølgende 
går videre med i kapitel 3 og 4. Kapitel 3 omhandler modelleringen og indbefatter en 
analyse af, hvad vi har behov for at repræsentere, og hvordan vi modellerer det, herunder 
hvordan vi understøtter forespørgsler ved hjælp af indeksering. I kapitel 4 beskæftiger vi 
os med multikriteriesøgning. Her vil vi diskutere metoder, der kan give brugeren af 
systemet et tilfredsstillende svar, i forhold til vores opfattelse af, hvad et godt svar er. 
 
Implementeringen 
Vi har valgt en procesorienteret løsning, hvor vi har implementeret et prototypesystem. 
Vi har således implementeret dele af søgetjenesten for at belyse vores problemstilling. 
Implementeringen omfatter en database, der indeholder kulturtilbud med tilhørende 
egenskaber, samt et program, der håndterer både lokationsbaseret søgning og 
multikriteriesøgning. 
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2. Problemanalyse 
Problemformuleringens to spørgsmål omfatter hver især en række delproblemer, som vi 
vil analysere nærmere med henblik på at definere, hvilke teknologier, det er relevant at gå 
videre med, og hvilke krav der må stilles til mulige løsningsmodeller. Vi behandler først 
de problemstillinger, der vedrører modelleringen af systemet og derefter 
multikriteriesøgning. 
 
2.1 Modellering af en lokationsbaseret tjeneste 
I modelleringen skal vi tage højde for, at søgningen skal foregå via en mobiltelefon. 
Selvom der i disse år sker en hastig udvikling inden for feltet mobile netværk, er den lave 
båndbredde stadig et problem, når der skal udveksles data til og fra en mobiltelefon. 
Mobiltelefoner har desuden ikke kapacitet til lagring af store mængder data og er 
uegnede til at håndtere større beregninger. Det vil af disse grunde være bedst at bygge 
tjenesten op som en klient-serverstruktur, hvor mobiltelefonen er klienten, og hvor 
pladskrævende data og beregninger håndteres på serversiden. De data, vi har med at 
gøre, vil formentlig ofte blive opdateret. Kulturtilbud kan komme til, lukke eller 
lokationen kan ændre sig. Yderligere vil de egenskaber, der knytter sig til de forskellige 
kulturtilbud, fx åbningstider eller priser, sandsynligvis ændre sig jævnligt. Dette taler 
ligeledes for, at data opbevares på serversiden, så opdatering kun skal foretages ét sted. 
 
Det er som nævnt et ønske fra vores side at inddrage databaseteknologi i projektet. En 
relationel database er en velegnet løsning, når det drejer sig om at lagre og strukturere 
større mængder data og deres indbyrdes relationer. Databasen skal indeholde 
informationer om kulturtilbudene. Hvordan de skal repræsenteres og struktureres i 
databasen er betinget af, hvordan vi ønsker at understøtte brugen af systemet. Vi 
forestiller os at understøtte søgninger, der udformes som variationer over spørgsmålet 
”Hvilke kulturtilbud ligger i nærheden?”. Det kan udspecificeres nærmere til for 
eksempel ”Hvilke restauranter ligger i nærheden?” eller endnu mere specifikt ”Hvilke 
billige thairestauranter ligger i nærheden?”. En restaurant, der ligger tæt på brugerens 
lokation, men er lukket, vil ikke være et relevant søgeresultat for brugeren.   
 
Lokationer skal være data med geografiske egenskaber i form af længde-, bredde- og 
højdegrader, som skal bruges, når det skal beregnes, om kulturtilbud er i nærheden af 
brugeren. Lokationer kan repræsenteres som punkter i databasen. Man kunne dog 
overveje at repræsentere lokationerne med deres udstrækning, fx som polygoner, hvilket 
kunne være en fordel, hvis søgetjenesten skal kunne vise et kort med en ruteplan på 
brugergrænsefladen som en del af søgeresultatet. Der kan i princippet også forekomme 
 5
kulturtilbud, der er mobile, som for eksempel et cirkus. I de tilfælde vil det være 
nødvendigt med hyppigere opdateringer af databasen. De kulturtilbud, databasen skal 
indeholde, skal kategoriseres efter type, som for eksempel restaurant, museum og teater. 
Under hver type bør der yderligere være specialiseringer. Museer kan for eksempel 
kategoriseres efter typen af udstilling, mens restauranter kan kategoriseres efter 
køkkentype. For at sikre at søgeresultatet kun indeholder kulturtilbud, der er aktuelle på 
det tidspunkt, hvor der søges, må databasen også registrere de tidsperioder, hvor 
kulturtilbudene er åbne for besøgende. Søgningen må således udformes dels af nogle 
geografiske kriterier, i form af brugerens lokation, dels af de specifikationer, som angår 
brugerens krav til typen af kulturtilbud, der søges efter. Hertil lægges tidspunktet for 
søgningen. En søgning på, hvad der ligger i nærheden af brugeren, kræver en nærmere 
definition eller fortolkning af, hvad ’i nærheden’ betyder. Begrebet vil have forskellige 
betydninger, alt efter om brugeren er i bil, på cykel eller til fods. Man kunne derfor 
overveje, om brugeren skal stilles nogle forskellige intervaller af nærhed til rådighed i sin 
søgning, for eksempel søgning inden for fem minutters gang eller i en radius af 100, 200 
eller 500 meter. Ligegyldigt hvordan ’i nærheden’ bliver defineret, vil det betyde, at 
brugerens lokation skal udvides til det areal, som repræsenterer brugerens ’nærhed’, og at 
det er dette areal, der skal anvendes i søgningen.  
 
Når brugeren har foretaget en søgning, skal den behandles i databasen. At gennemgå 
samtlige data i databasen for at finde de resultater, der er relevante, vil være en ineffektiv 
og langsom måde at søge på, og søgetiden vil være proportionel med, hvor mange data 
der er. Det vil derfor være oplagt at anvende indeksering til at optimere og effektivisere 
søgningen. Indeksering i en database kan sammenlignes med et indeks i en bog. Man kan 
i en database bygge indeks på de attributter, der forventes at være mange forespørgsler 
på, og databasen vil dermed hurtigere kunne finde de relevante attributværdier i indekset 
og derefter finde deres fysiske lokation. Indeksering er således en måde at begrænse 
søgningen til kun en delmængde af alle de data, databasen indeholder. Traditionelle 
indekseringsmetoder er endimensionale, det vil sige, at de er bygget på én søgenøgle.1 
Dette er ikke optimalt for vores system, da vores søgenøgler er flerdimensionale. For det 
første skal vi søge på en geografisk lokation. Dertil kommer øvrige søgekriterier som 
åbningstiden og typen af kulturtilbud. Vi ved altså på forhånd, at hver forespørgsel 
involverer flere kriterier. Vi har derfor brug for en indeksstruktur, der kan håndtere 
flerdimensionale data. Vi vil undersøge to sådanne indekseringsmetoder for at belyse, 
hvorledes de kan være anvendelige i forhold modelleringen af databasen. Alle egenskaber 
kunne i princippet have deres egen dimension, men nogle egenskaber er generelle for alle 
kulturtilbud og nogle er ikke. Det skal vores system også kunne håndtere. 
                                                     
1 Garcia-Molina m.fl. 2002, s. 665. 
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2.2 Multikriteriesøgning 
I det følgende vil vi identificere centrale problemstillinger forbundet med 
multikriteriesøgning. Sideløbende diskuterer vi, hvordan vi kan give brugeren det bedst 
mulige svar. Brugeren skal som sagt have mulighed for at søge på kulturtilbud ud fra en 
række kriterier, fx at det skal være en cajun-restaurant med ikke-ryger-afdeling og 
cocktailbar. Hvis der er flere restauranter, som matcher søgekriterierne vil det ikke være 
muligt at liste dem alle, dels fordi mediet sætter visse grænser for hvor meget, vi kan vise, 
og dels fordi vi ønsker at reducere informationsmængden, så den bliver håndterbar for 
brugeren. Det vil i den situation være en fordel at rangere de potentielt mange svar, så 
brugeren enten kun får en del af resultaterne eller får de mest relevante listet først. Med 
udgangspunkt i ovenstående eksempel kan det være, at der er en eller flere restauranter, 
der opfylder alle brugerens kriterier. Men det kan også være, at ingen restauranter, 
opfylder alle tre kriterier. Vi mener dog, at intet svar er et utilfredsstillende svar. Brugeren 
af søgetjenesten må ikke præsenteres for beskeden: ”Din søgning gav intet resultat. Prøv 
igen.” Rent kommunikativt fungerer det ikke, fordi han ikke ved om det er fordi, der ikke 
er en cajun-restaurant, eller om det er fordi, der ikke er nogen bar. Vi mener i stedet, at 
brugeren i den situation skal gives nogle alternativer til det, han specifikt har søgt på. Det 
er ikke usandsynligt, at der er restauranter, som opfylder nogle af kriterierne, og de kunne 
måske være interessante for brugeren. Her ville det være oplagt at liste resultaterne efter, 
hvor mange af kriterierne den enkelte restaurant opfylder. Et væsentligt problem er dog, 
at der ikke med nogen af de to nævnte løsningsmodeller tages højde for, at nogle kriterier 
kan betyde mere for brugeren end andre. Hvis han fx er allergisk overfor tobaksrøg, vejer 
dette kriterium tungere, end den type mad der serveres. Vi kan risikere, at brugeren får 
vist cajun-restauranter med cocktailbar, men ikke den franske restaurant med ikke-
rygerafdeling, som også ligger i nærheden. En mulighed er at lade brugeren prioritere 
sine kriterier, så han får mulighed for at sige at ikke-ryger betyder mest, cajun næstmest 
osv. På den måde ville vi kunne bestemme, hvilket svar der er det bedste. Der er to 
yderligere aspekter af, ikke blot multikriteriesøgning, men søgning generelt. Det første er, 
at brugere, af den ene eller den anden årsag, ikke altid spørger præcist. Måske ved de ikke 
helt, hvad de spørger om, eller måske ved de ikke så meget om det emne, de spørger til. 
Det andet aspekt, som vi allerede har været inde på, er at det ikke sikkert, at der er nogen 
restauranter, som matcher brugerens søgekriterier, men det kan være, at der er nogle, der 
minder om. Ved at inddrage noget ekstra viden om, hvilke restauranter der kunne minde 
om hinanden, ville vi kunne hjælpe brugen med succesfuldt at foretage en søgning og få 
et godt svar.  
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3. Modellering af en lokationsbaseret tjeneste 
I indledningen til rapporten præsenterede vi Helle og hendes veninder, der leder efter en 
restaurant i nærheden, der serverer thaimad, er billig og har plads til dem alle. Bag dette 
scenarium ligger der, som skitseret i problemanalysen, flere problemstillinger, der knytter 
sig til modelleringen. Vores søgetjeneste skal kunne understøtte søgninger i variationer 
over spørgsmålet ”Hvilke kulturtilbud ligger i nærheden?”. Det betyder, at vi har behov 
for at repræsentere kulturtilbud i databasen samt at strukturere dem således, at der på en 
effektiv måde kan søges efter de kulturtilbud, der er i nærheden. 
 
I dette kapitel vil vi først undersøge, hvordan vi kan modellere data i databasen, så vi kan 
understøtte en søgning blandt kulturtilbud, der er i nærheden og har bestemte 
egenskaber. Dernæst følger en undersøgelse af, hvilken indeksstruktur der bedst kan 
understøtte denne type søgning. 
 
3.1 Modellering af data 
Problemanalysen leder os frem til følgende krav til designet af databasen: 
 
• Da vi skal kunne definere brugerens lokation i forhold til kulturtilbud, skal deres 
lokation registreres i databasen. Det vil sige, at kulturtilbud skal have tilknyttet et 
koordinatsæt. 
• Databasen skal kunne registrere forskellige typer af kulturtilbud og disse tilbuds 
særegne egenskaber, som fx køkkentype og antal siddepladser. 
• Kulturtilbudets aktualitet i forhold til, hvornår søgningen foretages, skal kunne 
vurderes. Kulturtilbudene skal have derfor have tilknyttet åbningstider. 
 
Kravene til de data, der skal registreres, betyder, at databasen skal designes, så den både 
rummer generelle informationer, som gør sig gældende for alle typer kulturtilbud, for 
eksempel åbningstider, samt mere specifikke informationer som for eksempel 
restauranters køkkentype. Vi har derfor i nedenstående E/R-diagram valgt at modellere 
vores data i to entiteter: Kulturtilbud og Egenskaber, der er forbundet af relationen 
HarEgenskaber. Kulturtilbud dækker over alle typer kulturtilbud, og Egenskaber 
dækker over de egenskaber, som er særegne for hver type kulturtilbud.  
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HarEgenskaberKulturtilbud Egenskaber
StartTid SlutTid Type
KId Navn X Y Egen-
skab Værdi EId
 
Figur 1: E/R diagram. 
 
Hvert kulturtilbud har et navn og en lokation. Lokationen udgøres af X og Y, som 
repræsenterer henholdsvis en bredde- og længdegrad. Her har vi udeladt højdegraden, 
men man kunne inkludere den ved siden af X og Y. Hvert enkelt kulturtilbud er unikt 
defineret af KId, som udgør den primære nøgle for entiteten Kulturtilbud. Den anden 
entitet Egenskaber har tilknyttet tre attributter: Egenskab, Værdi og EId. Attributten 
Egenskab refererer til de egenskaber, der særligt kendetegner den enkelte type 
kulturtilbud, for eksempel kendetegnes restauranter blandt andet ved at have en 
køkkentype og et antal siddepladser. Værdi refererer til den værdi, der er knyttet til 
egenskaben, for eksempel kan køkkentypen være ’thai’, og antallet af siddepladser kan 
være ’30’. EId er et unikt ID, der knytter sig til hver egenskab og udgør den primære 
nøgle i entiteten Egenskaber. 
 
Relationen HarEgenskaber knytter kulturtilbudene sammen med egenskaberne. Til 
relationen er der tilknyttet tre attributter: Type, som refererer til typen af kulturtilbud, for 
eksempel restaurant eller museum, samt StartTid og SlutTid, som dækker over 
åbningstiden. Reelt kunne åbningstiderne variere over ugedage og sæsoner, og 
åbningstiden skulle dermed modelleres med mere end blot to attributter. Åbningstid og 
type er generelle egenskaber, og kunne ligesom de øvrige generelle attributter tilknyttes 
entiteten Kulturtilbud. Vi antager dog, at nogle lokationer kan udbyde forskellige 
typer kulturtilbud afhængig af tiden på døgnet. En lokation kan for eksempel fungere 
som café om dagen og som diskotek om natten. Tiden vil dermed være en afgørende 
faktor for, hvilke egenskaber der kendetegner kulturtilbudet. Åbningstiden skal således 
forstås som det tidsinterval, hvor de tilknyttede egenskaber gør sig gældende. For at vores 
system skal kunne understøtte denne antagelse, knytter vi tidsintervallet, i form af 
attributterne StartTid og SlutTid, til relationen HarEgenskaber sammen med 
attributten Type, der er defineret af tidsintervallet. Var disse attributter tilknyttet entiteten 
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Kulturtilbud sammen med de andre generelle attributter, ville vi ikke have mulighed 
for at registrere forskellige sæt egenskaber til samme kulturtilbud.  
 
Ved at modellere vores data på denne måde, er det muligt løbende at tilføje nye typer 
kulturtilbud uafhængigt af, hvilke særegne egenskaber de måtte have. Det har den fordel, 
at vi kan udvide søgetjenesten med nye tilbud uden at skulle ændre på strukturen i 
databasen. 
 
3.1.1 Implementering af databasen 
Med udgangspunkt i E/R-diagrammet har vi oprettet en database2, som består af de tre 
tabeller Kulturtilbud, Egenskaber og HarEgenskaber (se Appendix 1.a). En 
registrering at et kulturtilbud kan se således ud:  
 
Kulturtilbud 
KId Navn X Y 
K2 Kaffebaren 55 40 
 
HarEgenskaber 
KId StartTid SlutTid Type EId 
K2 1000 1700 Café E2 
K2 1000 1700 Café E11 
K2 1700 2100 Restaurant E8 
K2 1700 2100 Restaurant E12 
 
Egenskaber 
Eid Egenskab Værdi 
E2 Køkkentype Cafémad 
E8 Køkkentype Dansk 
E11 Prisniveau Billig 
E12 Prisniveau Middel 
 
Figur 2: Udsnit af tabellerne i testdatabasen. 
 
I tabellen Kulturtilbud findes tupler med forekomster af forskellige typer kulturtilbud, 
og de tildeles et unikt ID. Tabellen Egenskaber indeholder tupler bestående af par på 
formen Egenskab-Værdi, og hvert par tildeles et unikt ID. Tabellen HarEgenskaber 
består af de primære nøgler fra Kulturtilbud og Egenskaber samt sine egne attributter 
StartTid, SlutTid og Type. Det er i denne tabel, at kulturtilbud og egenskaber knyttes 
                                                     
2 Vi arbejder med en Oracle-database, da vi har fået stillet en sådan til rådighed gennem Roskilde Universitetscenter. 
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sammen, og det sker ved at et eller flere EId’er fra Egenskaber knyttes til et eller flere 
KId’er fra Kulturtilbud.  
 
For at kunne teste søgningen i databasen har vi registreret en række kulturtilbud i 
databasen med fiktive lokationer og egenskaber (se Appendix 1.b). Vi har valgt at 
anvende et eksempel med kulturtilbud af typen restaurant. Hver restaurant er registreret 
med nogle af følgende egenskaber:  
• Antal siddepladser: angiver hvor mange gæster, der er plads til i restauranten. 
• Kokkehuer: hvordan restauranten er blevet anmeldt. 
• Prisniveau: der for eksempel kan have værdierne dyr, middel eller billig. 
• Køkkentype: angiver den type mad, restauranten serverer, for eksempel fransk, 
italiensk eller thai. 
Der kunne være en række andre egenskaber ved restauranter, som kan være relevante for 
en bruger, men de nævnte anser vi for at være nogle af de vigtigste. Samtidig mener vi 
også, at de er prototypiske for de informationer, der er behov for at modellere. Der skal 
som nævnt søges blandt kulturtilbud i databasen for at finde relevante tilbud i nærheden 
af brugeren. For at effektivisere søgningen kan vi anvende indeksering til at begrænse 
mængden af data, der skal søges i. I det følgende vil vi undersøge, hvordan vi bedst kan 
indeksere kulturtilbudene. 
 
3.2 Indeksering til lokationsbaseret søgning 
Typisk vil man bygge indeks på de attributter, der forventes flest søgninger på. Med den 
søgetjeneste vi modellerer, ved vi dog på forhånd, at alle søgningerne vil bestå af en 
række bestemte kriterier. Alene det geografiske kriterium afhænger af to attributter, x og 
y. Vi ønsker derfor en flerdimensional indeksstruktur, der kan håndtere flere attributter i 
samme indeks. Hver type af kulturtilbud har dog forskellige dimensioner i og med, at de 
har forskellige egenskaber. Derfor vil vi det være uhensigtsmæssigt at håndtere alle 
egenskaberne i samme indeks. En løsning kunne være at lave et indeks for hver type 
kulturtilbud. Da kulturtilbudene imidlertid har flere attributter til fælles, ser vi en fordel i, 
at indekset opbygges på det, der kendetegner alle kulturtilbud. Det drejer sig om 
attributterne x og y, som udgør lokationer, samt åbningstider. Disse attributter vil indgå i 
alle søgninger. Hvorledes de øvrige søgekriterier kan håndteres, vil vi diskutere i kapitel 
4. 
 
I det følgende vil vi først forklare generelt om datastrukturer, der understøtter søgning. Vi 
vil beskrive B+træet, som er en traditionel indekseringsstruktur, samt undersøge hvordan 
det kan udvides til at håndtere flerdimensionale data. Derefter vil vi diskutere, hvilken 
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flerdimensional indekseringsmetode, der bedst kan understøtte den søgetjeneste, vi 
modellerer. 
 
Søgetræer 
En datastruktur, der er velegnet til søgning, er træstrukturen. En træstruktur består af en 
rod og knuder. Der kan være flere niveauer af knuder, der udgør såkaldte undertræer. 
Det nederste niveau af knuder er træets blade, og de mellemliggende niveauer udgøres af 
interne knuder. I et sorteret træ vil alle knuderne i de venstre undertræer være mindre 
end knuderne i de højre undertræer. Det er denne struktur, der gør træet så velegnet til 
søgning, idet det er muligt at begrænse søgningen til nogle af undertræerne. Det mest 
simple træ er det binære træ, som har op til to undertræer i hver knude. Ved en søgning i 
et binært træ er der for hvert niveau kun to mulige veje at gå videre ned gennem træet; 
enten det højre undertræ eller det venstre undertræ. På den måde halveres mængden af 
søgedata hele tiden. En ulempe ved det binære træ er, at det kan gro skævt. I værste fald 
kan det blive så skævt, at søgningen vil svare til en lineær søgning, som illustreret i figur 
3.b. 
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   Figur 3.a      Figur 3.b 
Et eksempel på et effektivt binært træ.                 Et eksempel på et binært træ, der er groet skævt. 
 
Dette problem kan løses ved at benytte et B+-træ, som er en struktur, der ofte anvendes til 
indeksering i databaser. 
 
3.2.1 B+-træer 
Et B+-træ3 kan modsat det binære træ ikke gro skævt. Det er altid balanceret, hvilket 
betyder, at alle stier fra roden til et vilkårligt blad er lige lange. B+-træet er endvidere 
redundant. Alle søgenøglerne findes i bladene i sorteret orden fra venstre mod højre, men 
dertil kan nogle af nøglerne desuden genfindes i de interne knuder. Dermed kan en nøgle 
findes ved at følge en sti gennem de redundante data fra roden og ned gennem træet til 
                                                     
3 Afsnittet om B+-træer bygger på Garcia-Molina m.fl. 2002 og Silberschatz m.fl. 2006.  
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bladene. Den balancerede struktur opnås ved at reorganisere B+-træet ved hver 
opdatering. Et indeks-element i et B+-træ består af søgenøglen og en peger til objektet i 
databasen. Der kan være flere nøgler i hver knude, men for at udnytte pladsen skal 
bladene være mellem halvt og helt fyldte med indeks-elementer. Der er i hver knude eller 
blad plads til n søgenøgler og n+1 pegere. Interne knuder har således pegere til deres 
børn, undertræerne, mens bladene, som er det nederste niveau i træet, har pegere til 
objekterne i databasen samt en enkelt peger til bladet til højre. 
23
7 13 31
2 3 5 7 11 13 17 19 23 25 29 31 37
 
Figur 4: Illustration af B+-træ, hvor knuderne har tre nøgler og fire pegere. 
 
Fordi der er pegere mellem bladene, er B+-træer særligt effektive til den type 
forespørgsler, hvor der søges efter en serie af søgenøgler, eksempelvis en søgning efter 
nøgler med værdier mellem 5 og 19. I dette tilfælde skal søgealgoritmen gennemløbe 
træet for at finde den første værdi, der er større end eller lig med 5, og derefter blot følge 
pegerne i bladniveauet for at finde de øvrige værdier.  
 
For at illustrere hvordan B+-træet fungerer, gennemgår vi, hvordan indeks-elementer 
indsættes og slettes. 
 
Indsætning af nøgler 
Vi ønsker at indsætte en ny søgenøgle med værdien 20. Vi gennemløber derfor træet og 
leder efter det blad, hvori 20 kan indsættes, så søgenøglerne stadig er struktureret i 
sorteret orden. Når vi har fundet det rette blad, indsætter vi 20, såfremt der er plads i 
bladet. I det tilfælde, hvor der ikke er plads i bladet, splitter vi det i to og fordeler 
søgenøglerne og pegerne mellem de to nye blade, sådan at de hver især er halvt fyldte 
eller lige over halvt fyldte. 
 13
23
7 13 19 31
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--
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19 20
 
Figur 5: Nøglen 20 er her blevet indsat i B+-træet fra figur 4. Bladet var fuldt og er derfor blevet splittet. 
Værdierne er fordelt mellem det gamle og det nye blad og pegerne er opdateret. 
 
Når 20 er blevet indsat, skal pegerne opdateres. Er indsætningen sket i forbindelse med 
splitningen af et blad, skal der indsættes en peger til det nye blad fra bladet til venstre for 
det nye blad. Pegerne fra knudens forældre på det ovenstående niveau skal også justeres. 
Det sker ved, at den mindste nøgle fra det nye blad indsættes i forælderen som en 
redundant værdi. Hvis der ikke er plads i forælderen, skal denne også splittes. I værste 
fald vil denne proces fortsætte helt op til roden. Hvis roden splittes, dannes der et nyt 
niveau i træet.  
 
Sletning af nøgler 
Vi ønsker at slette nøglen 7 og gennemløber træet for at finde det blad, hvor 7 befinder 
sig. Hvis det pågældende blad B efter sletningen af nøglen stadig er halvt fuld, er 
sletningen færdig. I det tilfælde hvor der er færre nøgler tilbage, må man gøre et af 
følgende. Hvis et af bladets søskende (bladene til højre og venstre for B) er mere end halvt 
fyldte, kan en af nøglerne herfra flyttes over i B, og dermed holdes rækkefølgen af 
nøglerne intakt. Hvis dette ikke kan lade sig gøre, må vi sammenlægge to blade. B’s 
søskende har et minimum af nøgler, og B har mindre end det. B og én af B’s søskende har 
derfor tilsammen nok nøgler til at fylde et enkelt blad. Vi kan dermed sammenlægge disse 
to blade, således at ét af bladene reelt bliver slettet. 
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Bladet B
 
Figur 6: Nøglen 7 er blevet slettet fra B+-træet fra figur 4. For at bladet ikke skal have for få indeks-elementer, 
er søgenøglen 5 fra søskende-bladet flyttet hen på 7’s plads. Forælderen er efterfølgende blevet opdateret. 
  
Efterfølgende justeres pegerne. Nøglerne og pegerne i niveauet ovenfor må ligeledes 
justeres. Hvis et blad er blevet slettet som følge af en sammenlægning, skal én af nøglerne 
i forælderen også slettes. Hvis dette resulterer i, at forælderen har færre nøgler end tilladt, 
må denne også lægges sammen med én af sine søskende. I værste fald vil processen 
fortsætte helt op til roden. At knuderne kan splittes og sammenlægges betyder dog, at 
træet altid forbliver balanceret, og effektiviteten ved søgning bibeholdes.  
 
Effektivitet 
For at finde et indeks-element i træet skal søgealgoritmen følge en sti gennem alle træets 
niveauer fra roden til det relevante blad. Hvis der søges efter en serie af nøgler i sorteret 
rækkefølge, kan søgealgoritmen blot følge pegerne mellem bladene. Søgetiden i B+-træet 
afhænger dermed primært af træets højde. Matematisk kan kompleksiteten ved søgning i 
B+-træer beskrives ud fra logn(k), hvor k er antallet af antallet af indeks-elementer i træet, 
og n er antallet af børn i hver knude. Dermed kan antallet af indeks-elementer, der kan 
søges blandt, øges betydeligt ved at indsætte kun ét ekstra niveau i træet. Hvis hver 
knude kan have to børn, har vi logaritmen 2: log2(k). I det tilfælde kan hvert niveau i træet 
fordoble antallet af søgenøgler. Hvis der for eksempel er otte indeks-elementer, har træet 
tre niveauer, fordi log2(8) = 3. Hvis vi så fordobler antallet af indeks-elementer, er det kun 
nødvendigt at sætte ét ekstra niveau på træet, fordi log2(16) = 4.  
 
Indeksering ved hjælp af B+-træer 
B+-træets effektivitet ved søgning er årsagen til, at det så ofte anvendes til indeksering i 
databaser. Nøglerne i et traditionelt indeks, som B+-træet, repræsenterer værdierne af én 
attribut i databasen. Derfor siger vi, at traditionelle indeks er endimensionale. I vores 
søgetjeneste skal brugeren imidlertid kunne søge på og kombinere flere kriterier i hver 
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søgning. Ved anvendelsen af traditionelle indekseringsmetoder, vil det her være 
nødvendigt med flere indeks, et for hver attribut. Dette vil betyde, at hvert indeks først 
skal gennemløbes separat. Efterfølgende findes det endelige søgeresultat, som vil være 
fællesmængden af resultaterne af hver indekssøgning. En anden mulighed er at udvide 
den funktionalitet, der er i et B+-træ, til at omfatte indeksering af flere attributter i et og 
samme indeks. Dermed kan man samle søgningen og al vedligeholdelsen af indekset i én 
struktur. Denne mulighed vil vi undersøge i det følgende afsnit. 
 
3.2.2 Flerdimensional indeksering 
Et flerdimensionalt indeks kan betragtes som et rum med flere dimensioner, hvor hver 
dimension repræsenterer en indekseret attribut. På den måde kan man søge på flere 
attributter i samme indeksstruktur. Et endimensionalt indeks fungerer ved at inddele 
søgenøglerne i undergrupper, eksempelvis deler søgetræer sig i undertræer, hvilket 
begrænser det samlede antal søgenøgler, der skal søges i. På samme måde kan 
flerdimensionale indeks fungere ved at inddele det flerdimensionale rum i mindre rum. 
Det er vigtigt, at det flerdimensionale rum kan ændre sig, så indekset er dynamisk. To 
eksempler på indeksstrukturer, der fungerer på denne måde, og som samtidig 
inkorporerer B+-træets effektive struktur, er K-D-B-træet4 og R-træet5. Begge træer er 
balancerede og tillader, at hver knude kan have flere børn. Mens B+-træets knuder 
indeholder redundante søgenøgler, der leder vejen ned til bladene, er såvel K-D-B-træet 
som R-træet opbygget af flerdimensionale regioner, der er hierarkisk indlejrede. Hver 
knude indeholder således regioner, og knudens børn indeholder regioner, der kan være 
inde i forælderens regioner. For at finde en bestemt søgenøgle, må man således følge 
undertræerne med de regioner, som søgenøglen ligger inden for. I det følgende vil vi 
uddybe, hvordan de to flerdimensionale indeks fungerer, hvorefter vi vil diskutere, 
hvilken type indeks der vil fungere bedst til vores søgetjeneste. 
 
K-D-B-træer 
Et K-D-B-træ er en kombination af K-D-træer og B+-træer. K-D-træets struktur minder om 
det binære træ, og det var en af de første datastrukturer, der blev anvendt til 
flerdimensional indeksering. K-D-B-træet blev introduceret i 1981 af den amerikanske 
professor John T. Robinson, og det er en udvidelse af K-D-træet, hvor søgeeffektiviteten i 
et balanceret B+-træ tilnærmes.6
 
                                                     
4 Robinson 1981. 
5 Guttman 1984. 
6 Robinson 1981. Afsnittet om K-D-B-træer bygger desuden på Garcia-Molina m.fl. 2002 og Silberschatz m.fl. 2006. 
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En knude i K-D-B-træet består af regioner i flere dimensioner og pegere til knudens børn. 
En region kan opdeles, og hver delregion vil udgøre en region i et af knudens børn. 
Knudens region er dermed foreningsmængden af alle børnenes regioner. Regionerne i 
roden udgør tilsammen det rum, alle indekserede elementer skal ligge inden for. K-D-B-
træets blade indeholder punkter i flere dimensioner, der ligger inden for forælderens 
region, samt pegere til objekter i databasen. Punkterne repræsenterer således de 
indekserede objekter. 
 
Figur 7: Illustration af et K-D-B-træ med to dimensioner. Figuren viser de 
hierarkisk indlejrede regioner samt et udsnit af bladene, der indeholder punkter.7
 
En forespørgsel i K-D-B-træet kan udtrykkes som en søgeregion. Hvis søgeregionen er et 
punkt, søges der efter en eksakt match på et af de indekserede punkter. Hvis 
søgeregionen har en udstrækning, svarer det til at søge efter en serie af punkter, der ligger 
i nærheden af hinanden. Søgealgoritmen gennemløber træet fra roden til bladene. For 
hver knude undersøges det, om søgeregionen overlapper knudes delregioner. Hvis en 
delregion overlappes, fortsætter søgningen i det barn, som delregionen peger på. Hvis 
barnet er et blad, findes de punkter i bladet, som søgeregionen overlapper, og punkternes 
pegere kan følges til objekterne i databasen. 
 
Nye søgenøgler indsættes på samme måde som i B+-træet. Dog er det mere kompliceret 
at splitte en knude langs flere dimensioner, og der findes flere forskellige algoritmer, der 
splitter knuderne på forskellige måder. 
                                                     
7 Figuren er inspireret af Robinson 1981. 
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Figur 8: Illustration af resultatet af forskellige splitningsalgoritmer.8
 
Hvis en søgenøgle slettes, kan det resultere i, at bladet indeholder for få punkter. I det 
tilfælde skal delregionerne i forælderen reorganiseres. Det kan gøres ved, at to eller flere 
delregioner sammenlægges. Derefter kan de eventuelt splittes igen på en ny måde 
således, at ingen af delregionerne har for få eller for mange punkter. 
 
R-træer 
R-træet (region tree) blev introduceret i 1984 af Antonin Guttman. Siden er R-
træstrukturen blevet anvendt i stor udstrækning til indeksering af blandt andet grafiske 
komponenter, multimedier og geografiske informationer. Et indeks-element i R-træet 
består af en peger til objektet i databasen, samt det Guttman kalder en ’bounding box’. En 
bounding box kan opfattes som en region, men adskiller sig dog fra K-D-B-træets regioner 
på flere måder. En bounding box I er et rektangel i n dimensioner: 
 
I = (I0, I1, ... In-1) 
 
hvor n er antallet af dimensioner, og Ii er et interval [a, b]. Tilsammen skal intervallerne 
(I0, I1, ... In-1) udgøre det mindst mulige rektangel, der kan indeholde objektet i databasen. 
Modsat K-D-B-træets regioner kan en bounding box i et blad i R-træet kun indeholde en 
reference til ét enkelt objekt i databasen. Dette objekt behøver ikke at være et punkt, men 
kan være en hvilken som helst form, idet bounding boxen blot skal have den størrelse, det 
kræver at indramme formen. En bounding box i en intern knude skal på samme vis være 
det mindst mulige rektangel, der kan indeholde barnets bounding boxes. Hvor K-D-B-
træet er en foruddefineret region, der inddeles i mindre delregioner, er størrelsen af R-
træets regioner tilpasset de indekserede objekter. I R-træet kan bounding boxes derfor 
overlappe hinanden, og den samlede udstrækning af de bounding boxes, der er i en 
knudes børn, dækker ikke nødvendigvis hele udstrækningen af forældrens bounding box.  
 
                                                     
8 Figuren er inspireret af Robinson 1981. 
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Figur 9: Illustration af et R-træs ‘bounding boxes’. De ikke-stiplede 
’bounding boxes’ omgiver objekter i databasen, hvilket er illustreret i R8.9
 
R1 R2
Pegere til objekter i databasen
R3 R4 R5
R8 R9 R10 R11 R12 R13 R14 R15 R16 R17 R18
R6 R7
R19
 
Figur 10: Illustration af knuder og pegere i det R-træ, der er tegnet ovenfor.10
 
Søgningen i R-træet fungerer på samme måde som i K-D-B-træet. Idet R-træet tillader, at 
bounding boxes kan overlappe hinanden, kan det dog være nødvendigt, at 
søgealgoritmen gennemløber mere end en sti ned gennem træet. Eksempelvis kan det i de 
to ovenstående figurer ses, at indeks-elementet R10 skal findes ved at følge pegeren fra 
R3. R10 ligger dog inden for både R3 og R4, og søgealgoritmen må derfor undersøge 
begge disse undertræer, før alle relevante indeks-elementer med sikkerhed er fundet. R-
træets effektivitet kan dermed forringes, hvis søgealgoritmen må undersøge for mange 
                                                     
9 Figuren er inspireret af Guttman 1984. 
10 Figuren er inspireret af Guttman 1984. 
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knuder. Om en knude skal undersøges eller ej, afhænger af, om den bounding box, som 
omgiver den, overlapper søgeregionen. R-træet bør derfor opbygges og vedligeholdes 
således, at en bounding box ikke dækker et større areal end nødvendigt. 
 
Når et nyt indeks-element skal indsættes, skal nogle bounding boxes udvides for at give 
plads til det nye element. Fordi bounding boxes kan overlappe, kan der muligvis være 
flere af bladene, hvori det nye element ville kunne indsættes. I det tilfælde skal 
indsætningsalgoritmen derfor sørge for, at elementet indsættes i det blad, hvor der 
kræves mindst mulig udvidelse af de bounding boxes, som omgiver bladet. Hvis bladet 
ikke har plads til et nyt element, skal det splittes. Det samlede areal af de bounding boxes, 
der dækker de to resulterende knuder, skal minimeres mest muligt for at mindske 
risikoen for, at søgealgoritmen må undersøge begge knuder. Der findes flere forskellige 
algoritmer til at splitte knuderne, men det er vanskeligt at finde en effektiv algoritme, der 
garanterer, at splittet resulterer i de mindst mulige bounding boxes. 
a) b)
 
Figur 11: Illustration af resultatet af en dårlig (a) og god (b) splitningsalgoritme.11
 
Ligesom i B+-træet skal bladene i R-træet være mellem halvt og helt fulde af indeks-
elementer. Hvis et indeks-element slettes, og bladet som resultat har for få indeks-
elementer, skal bladet slettes, og dets indeks-elementer genindsættes i træet. Træets skal 
derefter justeres opad, og bounding boxes skal formindskes, hvis det er muligt. Man 
kunne også vælge at sammenlægge blade, sådan som man kan i B+-træet. Ifølge 
Guttmans tests er det dog lige så effektivt at genindsætte elementerne. Det er måske 
endda mere effektivt på længere sigt, fordi indsættelsesalgoritmen forsøger at udvide 
bounding boxes så lidt som muligt. 
 
Der er udviklet flere varianter af R-træet, for at løse problemet med at opdatere træet på 
en effektiv måde. R*-træet er en videreudvikling af Guttmans idé med at genindsætte 
elementer. Når et nyt indeks-element skal indsættes i et fuldt blad, udskyder R*-træet den 
vanskelige splitning, ved at forsøge at genindsætte indeks-elementet et andet sted. Dette 
kan gøre søgningen mere effektiv, men betyder dog, at indsætningen af nye elementer 
kan være langsommere end i det almindelige R-træ. En anden variant, R+-træet, forsøger 
at løse problemet med overlap ved slet ikke at tillade dem. Det medfører dog, at det kan 
                                                     
11 Figuren er inspireret af Guttman 1984. 
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blive nødvendigt at indsætte det samme indeks-element i mere end et blad, samt at 
knuderne kan være mindre end halvt fyldte. Derfor vil R+-træet optage mere plads i 
databasen end det almindelige R-træ, og det vil også være mere kompliceret at opdatere. 
Den mest effektive variant, der er kendt i dag, er Priority R-træet (PR-træet), der blandt 
andet anvender en helt ny splitningsalgoritme. 12
 
K-D-B-træet versus R-træet 
Når vi skal vælge indekseringsmetode til vores søgetjeneste, er den afgørende forskel på 
K-D-B-træet og R-træet den form for data, de kan anvendes til at indeksere. Vi har brug 
for at indeksere kulturtilbuds lokationer som to dimensioner og åbningstider som den 
tredie. K-D-B-træerne kan håndtere punkter i form af eksakte værdier. I den database, vi 
har implementeret er lokationerne registreret som eksakte værdier i form af x og y 
koordinaterne. De vil således godt kunne indekseres ved hjælp af et K-D-B-træ. Var 
kulturtilbudene derimod registreret med deres geografiske udstrækning, således at x og y 
dækkede over intervaller af bredde- og højdegrader, kunne K-D-B-træet ikke anvendes. 
Den sidste dimension, åbningstiderne, må dog nødvendigvis beskrives i intervaller, idet 
der netop ikke er tale om et bestemt tidspunkt. R-træet kan håndtere data i form af 
intervaller, fordi hvert indeks-element er omsluttet af en bounding box, der har den 
udstrækning langs hver dimension, som kan repræsentere det indekserede elements 
intervaller. R-træet kan tilmed også håndtere eksakte værdier, fordi de kan betragtes som 
punkter uden udstrækning. Da vi ønsker at indeksere både eksakte værdier og intervaller, 
vil R-træet egne sig bedst til vores søgetjeneste. I det følgende afsnit vil vi derfor vise, 
hvordan vi kan implementere et R-træ, der kan anvendes til at søge blandt 
kulturtilbudene i den database, vi har oprettet. 
 
3.2.3 Implementering af søgning ved hjælp af et R-træ 
I dette afsnit vil vi belyse, hvorledes et R-træ kan anvendes til at indeksere vores 
kulturtilbud, så der kan søges på flere attributter i samme indeksopslag. Vi implementerer 
en søgefunktion, der ved hjælp af R-træet kan finde frem til de aktuelle kulturtilbud, der 
ligger i nærheden af brugerens lokation. I det faktiske system vil indekseringen foregå i 
databasen, men grundet begrænsninger fra Oracles side, kan vi ikke arbejde med denne 
type kernefunktionaliteter. Vi har i stedet valgt at simulere R-træets struktur i Java, som 
er det programmeringssprog, vi har stiftet bekendtskab med gennem vores kurser. Vi vil 
undervejs i dette afsnit inddrage eksempler på Java-koden. Hele Java-programmet kan ses 
samlet i Appendix 2. 
 
                                                     
12 www.wikipedia.com  
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Systemet skal have et input, der indeholder brugerens lokation samt øvrige søgekriterier, 
som skal videresendes til databasen. Databasen kan bruge R-træet til at begrænse 
søgningen til de relevante bounding boxes. Det er dette opslag i indekset, som Java-
programmet tager sig af i vores implementering.  
 
Dette projekt handler ikke om vedligeholdelsen af databasen og indekset, og vi har derfor 
valgt at konstruere et statisk træ, som vi kan bruge til at teste søgefunktionen, mens 
indsættelse og sletning skal foretages manuelt. Indekset skal indeholde de attributter, der 
er fælles for alle kulturtilbud. Vi opbygger derfor indekset på kulturtilbuds lokationer, i 
form af attributterne x og y, samt åbningstider, således at indekset er tredimensionelt. Vi 
vil efterfølgende forklare, hvorledes indekset kan udvides med flere dimensioner. 
 
Forespørgslen 
Vi antager, at databasen modtager brugerens lokation, i form af x- og y-koordinater, via 
brugerens mobiltelefon og et GPS-system. Databasen kan registrere tidspunktet for 
forespørgslen. Brugerens lokation skal bruges til at søge efter restauranter i nærheden af 
brugeren. Det vil sige, at vi ikke søger efter en bestemt restaurant, men alle restauranter i 
en bestemt afstand fra brugeren. Det er derfor ikke nok med x- og y-koordinaterne alene. 
Vi må specificere det areal, der udgør brugerens søgeregion således, at vi kan kontrollere 
præcis i hvilken del af R-træet, der skal søges. Vi definerer derfor en søgeregion med 
brugerens lokation som midtpunkt. 
 
Y
X
Bruger
 
Figur 12: Eksempel på hvordan brugerens lokation kan udvides til en søgeregion 
således, at alle lokationer i nærheden af brugeren returneres af indekset. 
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Med punktet som centrum for søgeregionen, vil indekset søge inden for alle de bounding 
boxes, som søgeregionen overlapper, men kun returnere de lokationer, som ligger inden 
for søgeregionen. 
 
Opbygning af R-træet 
Konstruktionen af indekset indebærer en række overvejelser om, hvordan 
indeksstrukturen skal opbygges. Overvejelserne omfatter dels, at søgningen i træet skal 
være så effektiv som muligt, og dels at indekset i sig selv ikke må optage mere plads end 
nødvendigt. 
 
Den tid, det tager at finde en bestemt værdi i R-træet, afhænger af træets højde.  R-træets 
højde kan defineres som logm(N), hvor N er antallet af indeks-elementer, og m er det antal 
børn, en knude kan have. Hvor mange børn hver knude bør have, vil derfor afhænge af, 
hvor mange indeks-elementer, det forventes, at indekset skal indeholde. Da vi anvender 
et forholdsvis lille datasæt med otte restauranter til at teste søgningen med, har vi valgt, 
at hver knude som udgangspunkt har to børn. Det giver os et træ med tre niveauer, fordi 
log2(8) = 3. Hvis vi havde en database med 5000 restauranter, ville det kræve 12 niveauer i 
R-træet. I det tilfælde kunne man vælge, at lade hver knude have for eksempel fire børn, 
så det kun var nødvendigt med 6 niveauer. 
 
At indekset i sig selv ikke bør optage mere plads i databasen end nødvendigt, stiller krav 
til, hvordan hver knude konstrueres. I Java-programmet har vi konstrueret træet ved brug 
af to klasser: Trae og Knude. Klassen Trae holder styr på, hvilken knude, der udgør 
træets rod. 
 
[Klassen Trae – se Appendix 2.a] 
 ... 
 public Trae() 
 { 
  Knude rod = null; 
 } 
 public void saetRod(Knude enKnude) 
 { 
  rod = enKnude; 
 } 
 ... 
[/Klassen Trae] 
 
Som udgangspunkt er træet tomt, men ved hjælp af metoden saetRod(...) kan vi 
definere, hvilken knude der er roden. Knuderne i træet konstrueres i klassen Knude. Hver 
knude kan som nævnt have to børn og skal derfor indeholde to bounding boxes og to 
pegere. Bounding boxen skal have tre dimensioner, der svarer til x, y og åbningstiden. Da 
x og y tilsammen udgør lokationen i to geografiske dimensioner, har vi valgt at 
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implementere dem som rektangler for sig. En måde at repræsentere et rektangel på er ved 
to koordinatsæt: min x, y og max x, y: 
 
y
x
max y
min y
min x max x  
Figur 13: Illustration af hvordan et rektangel kan repræsenteres ved to punkter. 
  
Vi har dog anvendt Javas klasse Rectangle, som giver os et rektangel ud fra fire doubles: 
to for punktet i øverste venstre hjørne, en for rektanglets bredde og en for højden. Den 
tredje dimension, åbningstiden, er konstrueret ved hjælp af to tidspunkter for, hvornår 
åbningstiden henholdsvis starter og slutter. 
 
[Klassen Knude – se Appendix 2.b] 
... 
 public Knude(Rectangle2D.Double rektangel1, int enStartTid1, 
    int enSlutTid1, Knude enPeger1, String enKId1, 
     Rectangle2D.Double rektangel2, int enStartTid2, 
    int enSlutTid2, Knude enPeger2, String enKId2) 
 { 
  r1 = rektangel1;   
  startTid1 = enStartTid1; 
  slutTid1 = enSlutTid1; 
  peger1 = enPeger1;   
  KId1 = enKId1;    
   
  r2 = rektangel2; 
  startTid2 = enStartTid2; 
  slutTid2 = enSlutTid2; 
  peger2 = enPeger2; 
  KId2 = enKId2; 
 } 
... 
[/Klassen Knude] 
 
Bladene i R-træet kan opfattes som en anden type af knuder, der stort set ligner de indre 
knuder, og selvom deres bounding boxes har forskellige funktioner, kan de konstrueres 
på samme måde i Java. Indre knuder og blade skal dog have forskellige slags pegere. 
Mens en indre knude skal pege på knudens børn, skal bladet pege på et objekt i 
databasen. Denne forskel har vi implementeret ved at lade hver knude indeholde både et 
sæt pegere til børnene og et sæt pegere til objekter i databasen. En peger til et barn er en 
reference til den knude, som udgør barnet. Pegerne til databasen er det KId, som unikt 
identificerer et kulturtilbud. Ét sæt af disse pegere vil så være tomme, alt efter om der er 
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tale om en indre knude eller et blad. Det er implementeret i Java ved at lade værdien være 
null. I en ny klasse TestSoegning har vi konstrueret et statisk R-træ, som indekserer de 
restauranter, vi har oprettet i databasen. Vi lagde ud med at implementere et 
todimensionalt R-træ på attributterne x og y, mens den tredje dimension, åbningstiden, 
først blev tilføjet senere. Da x- og y-dimensionerne repræsenterer restauranternes 
geografiske dimensioner, kan vi visualisere det todimensionale R-træ som et slags 
landkort med fiktive lokationer, hvor rektanglerne er træets bounding boxes: 
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Figur 14: Visualisering af R-træet med de to dimensioner x og y. 
De mørke rektangler er de bounding boxes, som omslutter restauranterne. 
 
Vi påbegyndte implementeringen af R-træet tidligt i projektforløbet med det formål at 
opnå en større forståelse for dets struktur og funktionalitet ved at kombinere praksis med 
teori. Det todimensionale R-træ bærer således præg af læringsprocessen, idet vi i 
begyndelsen ikke lagde særlig vægt på at konstruere mindst mulige bounding boxes, 
hvilket fremgår af ovenstående figur. Vi har senere i projektforløbet opnået en forståelse 
af, at dette princip er vigtigt for R-træets effektivitet. Da vi efterfølgende tilføjede den 
tredje dimension, åbningstiden, sørgede vi derfor for, at tidsintervallerne i bounding 
boxene blev de mindst mulige. For en restaurant, hvor køkkenet for eksempel har åbent 
fra 11.00 til 16.00 og igen fra 17.00 til 22.00, vil det mindst mulige interval, der kan dække 
åbningstiden være 11.00 til 22.00 Det endelige tredimensionelle R-træ er illustreret i figur 
15. 
 25
 X: 80-125
Y: 10-65
TID: 17-22
X: 10-60
Y: 10-55
TID: 10-22
X: 110-130
Y: 60-90
TID: 11-22
X: 85-115
Y: 40-50
TID: 17-22
X: 40-50
Y: 70-80
TID: 17-23
X: 20-40
Y: 20-50
TID: 10-22
X: 75-130
Y: 60-90
TID: 11-22
X: 10-60
Y: 60-90
TID: 17-23
X: 90-100
Y: 80-90
TID: 11-22
X: 100-110
Y: 20-30
TID: 17-21
X: 15-35
Y: 75-80
TID: 17-21
X: 50-60
Y: 30-50
TID: 10-21
X: 0-70 
Y: 0-95
TID: 00-23
X: 70-140
Y: 0-95
TID: 11-24
Knude 1
Knude 2 Knude 3
Knude 4 Knude 5 Knude 6 Knude 7
K1
Burger King
X: 30
Y: 35
Åbent: 10-22
K2
Kaffebaren
X: 55
Y: 40
Åbent: 10-17
og 17-21
K3
Kommandant
X: 45
Y: 75
Åbent: 17-23
K4
Middelhavet
X: 25
Y: 80
Åbent: 17-21
K5
Mama Lustra
X: 100
Y: 45
Åbent: 17-22
K6
Era Ora
X: 105
Y: 25
Åbent: 17-21 
K7
Thai Esan
X: 120
Y: 75
Åbent: 11-22 
K8
Bopa
X: 95
Y: 85
Åbent: 11-16
og 17-22
 
Figur 15: Illustration af det tredimensionelle R-træ, vi har implementeret. 
 
Søgning i R-træet 
Søgealgoritmen begynder med at undersøge træets rod. Metoden soeg(...) tager som 
argumenter brugerens søgeregion, tidspunktet for søgningen samt en Vector, der er en 
tom liste, som søgemetoden skal udfylde og returnere med pegere til relevante 
restauranter i databasen. Først undersøger vi, om træet er tomt: 
 
[Klassen Trae – se Appendix 2.a] 
... 
 public Vector soeg(Rectangle2D.Double brugerRektangel, 
     int tidspunkt, Vector KIdListe) 
 { 
  if(rod != null) 
   return rod.soeg(brugerRektangel, tidspunkt, KIdListe); 
  else return KIdListe; 
 } 
... 
[/Klassen Trae] 
 
Hvis træet indeholder en rod, er det ikke tomt, og søgningen kan begynde i roden. Det 
gør vi ved at kalde en anden metode soeg(...) i klassen Knude, som får de samme 
argumenter med. Denne metode undersøger, om brugerens søgeregion og tidspunktet for 
søgningen overlapper de bounding boxes, som roden indeholder. Da brugerens 
søgeregion, ligesom indeksregionerne, er implementeret ved hjælp af Javas klasse 
’Rectangle’, kan vi kalde denne klasses metode ’intersects(...)’ for at afgøre, om der 
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er overlap. Derefter skal det undersøges, om tidspunktet for søgningen ligger inden for 
det interval, der angiver åbningstiden. I Java-programmet har vi repræsenteret 
tidspunkter som heltal fra 0000 til 2359, og vi laver en simpel sammenligning på, om 
tidspunktet ligger efter åbningstidens start og inden lukketid. Reelt er dette ikke nok, for 
selvom kl. 18.00 fx ligger inden for tidsintervallet 09.00 - 01.00, så vil tjekket blot 
registrere, at 1800 er større end 0100, og dermed vil vi få et forkert resultat. Databasen skal 
derfor indeholde en funktionalitet, der kan håndtere tid. Fremgangsmåden illustrerer 
dog, at metoden skal undersøge, om der er overlap langs alle bounding boxens 
dimensioner.  
 
[Klassen Knude – se Appendix 2.b] 
... 
 public Vector soeg(Rectangle2D.Double brugerRektangel, 
     int tidspunkt, Vector KIdListe) 
 {   
  if (brugerRektangel.intersects(r1) && 
   (startTid1 <= tidspunkt && tidspunkt <= slutTid1)) 
  {    
  if(peger1 != null) 
   peger1.soeg(brugerRektangel, tidspunkt, KIdListe); 
  else KIdListe.add(KId1); 
  } 
 
  if (brugerRektangel.intersects(r2) && 
   (startTid2 <= tidspunkt && tidspunkt <= slutTid2)) 
  { 
  if(peger2 != null) 
   peger2.soeg(brugerRektangel, tidspunkt, KIdListe); 
  else KIdListe.add(KId2); 
 } 
 return KIdListe; 
... 
[/Klassen Knude] 
 
Hvis en bounding box opfylder alle betingelserne, skal søgealgoritmen følge pegeren til 
den knude, som bounding boxen omslutter, og rekursivt kalde søgemetoden på den 
knude. Først undersøger vi dog, om pegeren er ’null’. I så fald er der tale om et blad, 
hvilket betyder, at vi har fundet en peger til databasen til en åben restaurant, som ligger i 
nærheden af brugeren. Vi kan derfor føje pegeren til resultatlisten.  Fremgangsmåden 
gentages for hver bounding box i hver knude, der søges i. Hvis der skulle tilføjes 
yderligere dimensioner til R-træet, skulle der blot indsættes endnu en betingelse ved 
siden af betingelserne for søgeregionen og tidsintervallet ved undersøgelsen af hver 
bounding box. Hvis man for eksempel ville føje prisniveauet til indekset, skulle klassen 
’Knude’ også indeholde et interval for prisen. Det skal så undersøges, om den ønskede 
pris ligger inden for dette interval. 
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Søgeresultater 
Da vi ikke på forhånd kan vide, hvor mange resultater søgningen returnerer, må 
databasen allokere plads til resultaterne, efterhånden som de findes i indekset. Vi har 
valgt at sætte resultaterne ind i Javas ’Vector’, som er en liste, der kan udvides dynamisk. 
Til brug for vores test af R-træet, har vi blot udskrevet vektoren med de KId’er, som 
søgningen resulterede i. Vores test er dokumenteret i Appendix 3. Bestod søgningen kun 
af kriterier, der angår de attributter, vi har indekseret med R-træet, kunne vi vælge at 
præsentere denne liste i sorteret orden efter afstanden mellem brugeren og de enkelte 
restauranter. 
 
3.3 Delkonklusion 
I dette kapitel har vi modelleret de data, der skal indgå i vores søgetjeneste og gjort rede 
for vores implementering af en testdatabase. I modelleringen har vi taget højde for, at der 
løbende kan tilføjes nye typer kulturtilbud med tilhørende egenskaber, uden at vi behøver 
at ændre ved strukturen af tabellerne i databasen. Vi har undersøgt hvilken type 
indeksering, der bedst vil kunne understøtte vores system. Da vi på forhånd ved, at alle 
søgninger består af en række bestemte kriterier, ser vi en fordel i at anvende 
flerdimensional indeksering. Hver type af kulturtilbud har forskellige dimensioner og 
derfor vil det være uhensigtsmæssigt at håndtere alle egenskaberne i samme indeks. Vi 
ser en fordel i at bygge indekset på de attributter, kulturtilbudene har til fælles, og som vil 
indgå i alle søgninger. Vi har derfor set nærmere på K-D-B- og R-træer. I vores 
søgetjeneste vil et R-træ være bedst egnet, fordi det kan håndtere både eksakte værdier og 
intervaller. På den måde kan vi indeksere såvel lokationer som åbningstider. Dette har vi 
implementeret i et tredimensionalt R-træ. Vi kan således foretage lokationsbaseret 
søgning og vise, hvilke åbne restauranter der ligger i nærheden af brugeren. I det 
følgende vil vi diskutere, hvordan vi kan håndtere brugerens øvrige søgekriterier. 
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4. Multikriteriesøgning 
For at opridse de problemstillinger, der ligger i den videre håndtering af søgningen efter 
kulturtilbud, vil vi vende tilbage til det indledende scenarium med Helle og hendes fire 
veninder, som søger efter en restaurant i nærheden. Derudover har de en række ønsker til 
restauranten:  
 
• Den skal tilbyde thaimad. 
• Den skal være billig. 
• Den skal have plads til fem personer. 
 
Denne søgning indebærer en række forskellige kriterier, som må evalueres på forskellige 
måder. Først skal der foretages en geografisk og tidsmæssig afgrænsning, fordi vi kun 
ønsker at få de kulturtilbud, der ligger i nærheden af brugeren og som er åbne. Denne 
afgrænsning er allerede foretaget ved hjælp af indekset, som beskrevet i kapitel 3. Ved 
hjælp af indekset foretages således en afgrænsning til de kulturtilbud, der kunne være 
relevante for brugeren. Der skal nu foretages en udvælgelse og sortering blandt disse 
kulturtilbud, idet vi ønsker at præsentere brugeren for en liste med resultater, hvor de 
kulturtilbud, der bedst muligt opfylder brugerens øvrige kriterier, står øverst. Denne del 
af processen fordrer en stillingtagen til, hvad det vil sige, at kriterierne er opfyldt bedst 
muligt. I det tilfælde, hvor der kun er ét søgekriterium, som for eksempel thairestaurant, 
vil brugeren blot få præsenteret en liste over de restauranter, der opfylder dette ene 
kriterium. I det følgende vil vi undersøge, hvad der skal ske i en situation, som den 
ovenstående, hvor der er flere søgekriterier. Sidst i kapitlet vil vi diskutere, hvordan vi 
kan imødekomme brugeren, hvis ingen af hans kriterier kan opfyldes.  
 
4.1 Aggregering 
En forespørgsel med flere søgekriterier kræver, at der for hvert kulturtilbud skal foretages 
en vurdering af, i hvilken grad det opfylder hvert enkelt søgekriterium.  Herudfra skal 
der beregnes én samlet værdi, der angiver, hvordan kulturtilbudet opfylder alle 
søgekriterierne. Vi har derfor behov for en funktion, der kan aggregere mange værdier til 
én. De logiske operatorer AND og OR anvendes ofte til aggregering i forbindelse med 
søgninger, der består af flere kriterier. Hvis vi anvender AND er det ensbetydende med, 
at alle kriterier skal være opfyldt, for at et kulturtilbud kan være et relevant søgeresultat. 
Søgningen i vores indledende eksempel ville da lyde ”Vi søger en restaurant, der serverer 
thailandsk OG er billig OG har plads til fem personer”. I dette tilfælde vil brugeren 
således kun få oplyst de restauranter, der opfylder alle tre krav. Bruges operatoren OR er 
det, modsat AND, tilstrækkeligt at bare et enkelt kriterium er opfyldt, for at et 
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kulturtilbud kan være et relevant søgeresultat. Søgning med OR ville lyde ”Vi søger en 
restaurant, der serverer thailandsk ELLER er billig ELLER har plads til fem personer”. 
Brugeren vil her få oplyst alle de restauranter, der opfylder minimum et af kriterierne. 
 
Som eksemplet illustrerer, er operatoren AND velegnet, hvis brugeren leder efter noget 
meget specifikt. Omvendt kan AND-aggregeringen forekomme restriktiv, fordi brugeren 
for eksempel ikke vil få information om, at der ligger en thailandsk restaurant lige om 
hjørnet, hvis den ikke også er billig. Brugeren kan dermed potentielt gå glip af 
søgeresultater, der kunne være relevante, selvom alle søgekriterier ikke er opfyldt. Dette 
problem ville kunne løses ved at benytte OR-aggregering, idet brugeren får præsenteret 
alle restauranter, der serverer thailandsk mad, alle restauranter der har 
udendørsservering og så videre. Det kan både være en ulempe og en fordel; på den ene 
side behøver forespørgslen ikke at være helt præcis, men på den anden side vil 
aggregeringen generere en anseelig mængde information, som brugeren skal forholde sig 
til, og han kan overse relevante resultater. Denne type aggregering er mindre restriktiv 
end AND, og hvor AND kan siges at være en indsnævring af søgefeltet, gør OR det 
bredere. Ingen af de to aggregeringsnormer understøtter en tilfredsstillende 
løsningsmodel i vores system, fordi den ene er for specifik og den anden for generel. Vi 
forventer, at brugeren ofte vil have brug for svar, der ligger imellem disse to yderligheder. 
Vi har behov for en løsningsmodel, hvor søgeresultatet indeholder alle de restauranter, 
der opfylder brugerens ønsker, præsenteret i prioriteret rækkefølge efter graden af 
opfyldelse. 
 
Sprogligt kan en aggregering et sted mellem AND og OR udtrykkes som eksempelvis ”Jo 
flere søgekriterier, der er opfyldt, jo bedre”. Spørgsmålet er, hvordan et sådant sprogligt 
udtryk kan gøres operationaliserbart, så det kan håndteres af databasen. Det problem har 
den amerikanske professor Ronald. R. Yager arbejdet med i udviklingen af en form for 
aggregering, kaldet ”Ordered Weighted Averaging Aggregation” (OWA).13  I det 
følgende vil vi forklare, hvordan det, ved hjælp af Yagers metode, er muligt at definere 
operatorer, der ligger mellem AND og OR. 
 
4.1.1 Ordered Weighted Averaging Aggregation 
OWA-aggregering er mængder af normer, der dækker over et bredt spektrum af 
aggregeringer mellem AND og OR. Ved hjælp af to vektorer, ordensvektoren og 
vægtningsvektoren, opstiller Yager en metode til at beregne forskellige OWA-operatorer til 
håndtering af disse typer aggregeringer. Vi vil i det følgende gennemgå, hvordan disse 
                                                     
13 Yager 2000. 
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operatorer fungerer. I gennemgangen vil vi løbende eksemplificere med søgekriterier, der 
angår vores restauranter. 
 
Ordensvektoren er en ordnet liste med værdier bj, der indikerer i hvor høj grad, et objekt 
opfylder en række søgekriterier. Graden af opfyldelse defineres ud fra et interval, der 
løber fra 0 til 1, hvor 0 betyder, at et kriterium ikke er opfyldt, og 1 at det er helt opfyldt. 
Beregningen af værdierne kan illustreres ved et eksempel, hvor vi antager, at der søges 
efter en restaurant med fire kriterier: antal siddepladser = 7, kokkehuer = 3, køkkentype = 
tysk og prisklasse = billig. Restauranterne tildeles en værdi for hvert kriterium. Værdierne 
samles og sorteres efterfølgende i ordensvektoren faldende efter graden af opfyldelse: 
 
Kriterium Antal 
siddepladser 
= 7  
Kokkehuer 
= 3  
Køkkentype  
= tysk 
Prisniveau 
 = billig 
Ordensvektoren 
med komponter bj
Restaurant1 1 1 0 1 [1110] 
Restaurant2 0 0 1 1 [1100] 
Restaurant3 1 0 1 0 [1100] 
 
Figur 16: Tabel, der viser et eksempel på, hvordan ordensvektoren dannes. 
 
I eksemplet her har vi kun benyttet to værdier, 0 og 1, til at angive graden af opfyldelse, 
men de kunne også være angivet ved værdier mellem 0 og 1. Restauranterne kunne på 
denne måde være graduerede, så en ordensvektor fx så sådan ud: [1, 0.7, 0.4, 0.1]. I 
eksemplet tildeles Restaurant1 de fire værdier: 1, 1, 0 og 1, og ordensvektoren ser derfor 
således ud: [1110]. 
 
Vægtningsvektoren er en liste med vægte [w1, w2...wn], hvor hver vægt er associeret med 
en position i ordensvektoren. Det gælder derfor, at der er samme antal vægte som værdier 
i ordensvektoren. Vægtene har en værdi i intervallet 0 til 1, og summen af dem giver altid 
værdien 1. Til at beregne aggregeringen opstiller Yager følgende formel: 
 
F(a1, a2,...,an)  =  ∑
=
n
j
ij bw
1
*
 
hvor F er aggregeringsfunktionen, og (a1, a2,...,an) er værdier, der indikerer, i hvor høj grad 
et objekt opfylder søgekriterierne. Wj er vægtene i vægtningsvektoren, fra w1 til wn, og bi 
er det største element i (a1, a2,...,an), hvilket derfor svarer til ordensvektoren. 
Aggregeringen sker følgende ved, at beregne produktet af ordensvektoren og 
vægtningsvektoren, idet den første vægt fra vægtningsvektoren ganges med den første 
værdi fra ordensvektoren, den anden vægt med den næste værdi og så fremdeles. 
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Derefter beregnes summen af produkterne, hvor summen er værdien for et givent objekts 
opfyldelse af alle søgekriterier. Som eksempel kan vi udregne resultatet for Restaurant1 
med ordensvektoren [1110]. Hvis vægtningsvektoren er [0.4, 0.3, 0.2, 0.1] kommer 
regnestykket til at se således ud: 
 
F(a1, a2,...,an)  = (1x0.4) + (1x0.3) + (1x0.2) + (0x0.1) = 0.9 
 
Restaurant1 opfylder samlet set de fire søgekriterier med værdien 0.9. Det er værd at 
bemærke, at vægtenes værdi i forhold til hinanden afgør, hvor OWA-operatoren ligger i 
spektret mellem AND- og OR-normeringen. I en AND-aggregering, hvor alle kriterierne 
skal være opfyldt, betyder det, at hvis det mindst opfyldte kriterie i ordensvektoren er 
opfyldt, vil alle kriterier være opfyldt. Dette forhold afspejler sig i værdien af vægtene, og 
OWA-operatoren til beregning af en ren AND-aggregering vil derfor have værdien 1 i 
den sidste vægt i vektoren og 0 for de øvrige vægte. Det kunne for eksempel se således 
ud: [0001]. Nullerne indikerer da, at de første værdier i ordensvektoren ikke tæller i det 
samlede resultat; kun den sidste og mindst opfyldte værdi skal tælle. Hvis der omvendt 
ønskes en OWA-operator, til beregning af en ren OR-aggregering, hvor mindst ét 
kriterium skal være opfyldt, placeres værdien 1 i den første vægt i vektoren og 0 i de 
andre. Vektoren kunne da se sådan ud: [1000]. 1 indikerer her, at kun det første og bedst 
opfyldte kriterium i ordensvektoren tæller i det samlede resultat. Ved at justere vægtene 
kan vi kontrollere, hvor restriktiv aggregeringen skal være: 
 
Ikke restriktiv
Gennemsnit
Restriktiv
OR
vægt
AND  
 
Figur 17: Illustration af spektret mellem AND og OR. 
 
Flyttes vægten i vægtningsvektoren mod venstre får vi et mindre restriktivt AND. Flytter 
vi derimod vægten mod højre får vi et mere restriktivt OR. En vægtningsvektor til 
udregning af en mindre restriktiv AND-aggregering kunne se således ud: [0.0, 0.2, 0.3, 
0.5], men bytter vi om på rækkefølgen, ville vi have et mere restriktivt OR: [0.5, 0.3, 0.2, 
0.0]. Hvis alle vægtene i vægtningsvektoren er lige store: [1/n, 1/n, 1/n, 1/n], svarer det 
til gennemsnitsaggregering. Denne vægtningsvektor befinder sig i midten af spektret. 
 
Valget af vægtningsvektor er afgørende for, hvor restriktiv en aggregering, man opnår. 
Spørgsmålet er, hvordan man vælger vægtningsvektoren? Hvor restriktiv en aggregering, 
der ønskes, kan beskrives med lingvistiske kvantorer, fx de fleste, nogle, eller mange – 
termer, som beskriver den andel af kriterierne, man ønsker, skal være opfyldt. Der er 
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således tale om termer, som det antages, at en bruger intuitivt vil kunne forstå og anvende 
til at udtrykke sit behov. En del af Yagers arbejde med udviklingen af OWA-operatorer 
handler om, hvordan lingvistiske kvantorer kan omsættes til korresponderende 
vægtningsvektorer. Én af de metoder, Yager foreslår, er, at lade en lingvistisk kvantor 
være angivet ved en funktion Q:  
 
Q(r) = rρ
 
hvor ρ afgør, hvor restriktiv Q er: jo højere potens, des mere restriktiv er Q. Når den den 
lingvistiske kvantor er valgt, kan den tilsvarende funktion Q anvendes til at beregne 
vægtningsvektoren. Hver vægt wj i vektoren beregnes ved denne funktion: 
 
wj = Q(j/n) – Q((j – 1) / n) 
 
hvor j er vægtens position, og n er antallet af kriterier. Med en lingvistisk kvantor Q(r) = r1 
og tre kriterier, beregnes vægtene således: 
 
w1 = Q(1/3) – Q(0/3)  = 1/3 
w2 = Q(2/3) – Q(1/3)  = 1/3 
w3 = Q(3/3) – Q(2/3)  = 1/3 
 
Her er vægtene lige store, og denne lingvistiske kvantor svarer således til 
gennemsnitsnormen. Ved at funktionen trækker de foregående vigtighedsvægte fra i 
beregningen, sikres det, at summen af alle vægtene i vægtningsvektoren er 1. 
 
I vores søgetjeneste kunne vi stille forskellige lingvistiske kvantorer til rådighed på 
brugergrænsefladen. Brugeren kunne således indtaste sine søgekriterier og derefter vælge 
den lingvistiske kvantor, der bedst udtrykker hans behov. Ved hjælp af den tilsvarende Q 
og den ovenstående funktion, kan systemet beregne vægtningsvektoren direkte ud fra 
den valgte kvantor og dermed anvende den rette type aggregering. Det kan dog 
diskuteres, om konsekvenserne af lingvistiske kvantorer altid vil være forståelige for 
brugeren, og om brugeren så vil være i stand til at træffe et valg mellem forskellige 
kvantorer. Da mobiltelefonen har en lille skærm, og brugeren i forvejen skal indtaste en 
del kriterier, kunne man argumentere for, at det vil være bedst at forsøge at begrænse 
mængden af yderligere information, som brugeren afkræves. I stedet kunne man forsøge 
at vælge den type aggregering, der bedst vil kunne opfylde de fleste behov. 
Indledningsvis skitserede vi, hvilken type aggregering det kunne være: en aggregering, 
der kan prioritere søgeresultaterne efter graden af opfyldelse. Sprogligt kan det udtrykkes 
således: ”Jo flere af søgekriterierne, der er opfyldt, jo bedre”. Den type aggregering kan vi 
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få ved at anvende gennemsnitsnormen, hvor alle kriterierne tæller lige meget i resultatet. 
Jo flere af søgekriterierne, et kulturtilbud opfylder, jo højere resultat vil det kulturtilbud 
få, og derfor svarer gennemsnitsnormen til ”jo flere, jo bedre”. Søgeresultaterne kan 
derefter opstilles i en prioriteret liste med det kulturtilbud, der opfylder flest kriterier, 
som det første. Gennemsnitsaggregering kaldes derfor også Best-Match. 
 
Skønt vægtningsvektoren til Best-Match-aggregering i teorien er yderst 
operationaliserbar, vil den være vanskelig at modellere i vores system, hvor mest mulig 
funktionalitet skal placeres i databasen. I det følgende vil vi derfor forklare, hvordan man 
kan implementere Best-Match i SQL ved at benytte et såkaldt inverteret indeks. Denne 
løsningsmodel vil vi efterfølgende udvide, så den passer bedre til vores system. 
 
4.1.2 Best-Match og SQL 
Inverterede indeks benyttes typisk i informationssøgning og fungerer, som navnet 
angiver, nærmest omvendt i forhold til traditionel indeksering i en database. Den 
omvendte funktion skyldes, at informationssøgning omfatter søgning i data, der modsat 
almindelige relationer i en database, ikke er struktureret efter en fælles struktur – typisk 
vil der være tale om tekstdokumenter. Et inverteret indeks kan effektivisere 
fritekstsøgning i dokumenterne ved at registrere de søgeord, der forekommer i 
dokumenterne med en reference til de dokumenter, ordene forekommer i. Som et 
eksempel har vi konstrueret to tabeller herunder, der skal illustrere en række dokumenter 
samt det inverterede indeks for disse dokumenter. 
  
Dokument-ID Dokumentets indhold 
Dok1 Thai, Østerbro 
Dok2 Thai, Østerbro, Billig 
Dok3 Thai 
Dok4 Østerbro 
  
Søgeord Dokument-ID 
Billig Dok2 
Thai Dok1 
Thai Dok2 
Thai Dok3 
Østerbro Dok1 
Østerbro Dok2 
Østerbro Dok4 
Figur 18: Eksempel på en række dokumenter og det tilhørende inverterede indeks. 
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Oprettes det inverterede indeks som en tabel i en database, kan man lave en Best-Match-
aggregering ved for hvert søgeord at udføre en SQL-forespørgsel, der fra det inverterede 
indeks henter dokument-ID’erne på alle de dokumenter, hvor søgeordet optræder, og 
tildeler dem graden 1.  En fritekstsøgning på ordet ’Thai’ skulle således omdannes til 
SQL-forespørgslen: 
 
SELECT Dokument-ID, 1 AS Grad 
    FROM InverteretIndeks 
    WHERE Søgeord = ‘Thai’; 
 
Hvis fritekstsøgningen har de tre søgeord, ’Thai’, ’Billig’ og ’Østerbro’, kan vi danne en 
SQL-forespørgsel for hvert søgeord og knytte dem sammen med ’UNION ALL’. Vi får 
dermed en tabel med foreningsmængden af resultaterne af de tre forespørgsler, hvor et 
dokument er registreret med graden 1, hver gang et af søgeordene optræder i 
dokumentet:  
 
Dokument-ID Grad 
Dok1 1 
Dok1 1 
Dok2 1 
Dok2 1 
Dok2 1 
Dok3 1 
Dok4 1 
 
Figur 19: Tabel over relationer mellem søgeord og dokumenter. 
 
Best-Match aggregeringen skal returnere dokumenterne i en rangeret liste efter, hvor 
mange af søgeordene dokumenterne indeholder. I dette tilfælde vil Dok2 rangere højst, 
fordi det indeholder alle tre søgeord, dernæst kommer Dok1, som indeholder to ud af de 
tre søgeord og så fremdeles. Denne beregning kan vi foretage ved at gruppere 
dokumenterne efter deres dokument-ID og så beregne deres rangering ved at summere 
hvert dokuments tildelte grader og dividere med antallet af søgeord. Selve SQL-koden 
ville se ud som følger:  
 35
 
 
SELECT dokument-ID, SUM(grad) /3 AS Rang  
FROM(  
 
(SELECT document-ID, 1 AS Grad 
FROM InverteretIndeks    
WHERE ord = ’Thai’) 
 
UNION ALL 
 
(SELECT document-ID, 1 AS Grad 
FROM InverteretIndeks 
WHERE ord = ‘Billig’) 
 
UNION ALL 
 
(SELECT document-ID, 1 AS Grad 
FROM InverteretIndeks   
WHERE ord = ‘Østerbro’) 
) 
 
GROUP BY document-ID 
ORDER BY Rang; 
 
 
Figur 20: SQL-forespørgsel til inverteret indeks. 
 
I vores system vil det ikke give mening, at brugerens forespørgsel evalueres som 
fritekstsøgning. Brugeren ved ikke, hvordan informationerne om kulturtilbudene er 
struktureret i databasen, og derfor skal grænsefladen designes på en måde, så det fremgår 
klart, hvilke egenskaber der kan søges på. Samtidig skal databasen også modtage 
informationer om, hvilke egenskaber brugeren har søgt på. Hvis brugerens søgekriterium 
blot angives som ’5’, kunne det tolkes som såvel det ønskede antal af kokkehuer som 
siddepladser. Brugerens søgekriterier må nødvendigvis indeholde både den ønskede 
værdi, og den egenskab, der søges på. Det er dette par, egenskab og værdi, der som 
helhed skal evalueres i databasen således, at der søges blandt de rigtige egenskaber med 
den rigtige værdi. Vores system vil således ikke have gavn af et inverteret indeks i den 
form vi har vist. I stedet vil vi udvide den beskrevne løsningsmodel for Best-Match, så 
den understøtter den type søgning, vi har behov for. 
 
4.1.3 Implementering af Best-Match 
Best-Match er implementeret som en udvidelse af søgefunktionen i Java-programmet.14 Vi 
har konstrueret en klasse Kriterium, og hver instans af denne klasse indeholder en 
egenskab og egenskabens værdi. For hvert kriterium, brugeren angiver, oprettes en 
instans af Kriterium, og egenskaben og værdien udfyldes med brugerens input. På den 
                                                     
14 Koden til det samlede Java-program kan ses i Appendix 2. 
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måde sikres det, at programmet altid har styr på, hvilken egenskab der hører sammen 
med hvilken værdi. I eksemplet fra figur 19 undersøges det, om værdien er lig med den 
værdi, som brugeren har søgt på. Vi har implementeret det på samme måde i vores 
system. Man kunne også vælge at tilbyde brugeren andre operatorer som <= og >=. I det 
tilfælde skal hvert kriterium også indeholde den operator, brugeren har valgt.  
 
Kriterierne sættes ind i en liste, som sendes med til metoden findBestMatch(…), som 
danner den SQL-forespørgsel, der finder Best-Match. Her itererer vi gennem listen med 
kriterier, henter egenskaben og værdien ud og anvender dem i en SQL-forespørgsel. Der 
dannes hermed en SQL-forespørgsel for hvert kriterium. Med den løsning vil udførelsen 
af metoden fungere uafhængigt af, hvilke egenskaber og værdier der søges på, og hvor 
mange søgekriterier der er. Metoden kan således anvendes til søgning på alle typer af 
kulturtilbud, selvom de kan have vidt forskellige egenskaber og værdier, og hvis det 
besluttes, at et kulturtilbud skal have tilføjet eller fjernet nogle egenskaber, er det ikke 
nødvendigt at ændre metoden. Vi antager, at brugeren ikke altid vil være interesseret i at 
søge på alle de egenskaber, der er til rådighed. Vi tillader derfor, at et søgekriterium kan 
være tomt. Hvis et søgekriterium ikke er udfyldt, skal det ikke sendes med til databasen. 
Dette bør håndteres af mobiltelefonen, men vi har implementeret det i Java-programmet: 
 
[Klassen BestMatch - se Appendix 2.d] 
... 
 Kriterium k = (Kriterium)iter.next(); 
 if(k.hentVaerdi()!= "") 
 { 
 ... 
 } 
... 
[/Klassen BestMatch] 
 
Kun hvis værdien er udfyldt, omdannes søgekriteriet til en SQL-forespørgsel. Med denne 
løsning kunne det i princippet også tillades, at brugeren kunne udfylde flere værdier for 
samme egenskab. For eksempel kunne brugeren som ét kriterium angive, at køkkentypen 
skal være fransk, og som et andet kriterium angive at køkkentypen skal være thailandsk. 
Med Best-Match vil det betyde, at en restaurant, der er oprettet i databasen med begge 
værdier, fransk og thailandsk køkkentype, vil få en højere rangering end en restaurant, 
der kun har fransk køkkentype. Hvis det tillades, at brugeren kan sætte flere værdier på 
en egenskab, skal det imidlertid sikres, at brugeren ikke opfatter dette som en mulighed 
for at søge på franske eller thailandske restauranter. I det tilfælde ville der være tale om en 
OR-aggregering, som ikke kan håndteres med Best-Match alene. 
 
SQL-sætningen for hvert kriterium dannes på samme måde som i eksemplet med det 
inverterede indeks ovenfor. I stedet for at hente et dokID fra et inverteret indeks, henter vi 
kulturtilbud ved at lave et NATURAL JOIN mellem de to tabeller Egenskaber og 
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HarEgenskaber, fordi det er disse to tabeller, der kæder kulturtilbudene sammen med 
deres egenskaber og disses værdier. 
 
HarEgenskaber                                                                         Egenskaber 
 
KId StarTid SlutTid Type EId  EId Egenskab Værdi 
K2 1000 1700 Café E2  E2 Køkkentype Cafémad 
K2 1700 2100 Restaurant E8  E8 Køkkentype Dansk 
Figur 21: Udsnit af tabellerne HarEgenskaber og Egenskaber. 
 
Hvor vi i eksemplet med det inverterede indeks kunne søge frit på et ord, opbygger vi nu 
WHERE–sætningen af en række betingelser. For et givet kriterium k skal dets egenskab 
være lig med kulturtilbudets egenskab, og dets værdi skal være lig med kulturtilbudets 
værdi. Derudover er det en betingelse, at kulturtilbudet har den type, som brugeren søger 
efter, fx ’Restaurant’. 
 
[Klassen BestMatch – se Appendix 2.d] 
... 
 String sql = ""; 
 ... 
 sql = sql + "("+ 
 "SELECT KId, 1 AS Grad "+  
 "FROM Egenskaber NATURAL JOIN HarEgenskab "+ 
 "WHERE Egenskab = '"+k.hentEgenskab()+"'"+ 
 " AND Vaerdi = '"+k.hentVaerdi()+"'"+  
 " AND Type = '"+type+"'"+  
 " AND StartTid <= "+tidspunkt+ 
 " AND SlutTid >= "+tidspunkt+ 
 " AND KId IN ("+KIdString+")"+ 
 ")"; 
... 
[/Klassen BestMatch] 
 
Vi undersøger desuden, om søgetidspunktet ligger inden for kulturtilbudets åbningstid. 
Det skyldes, at opslaget i R-træet ikke tager højde for, at der kan være pauser i 
åbningstiden – at et køkken i en restaurant for eksempel kan have lukket mellem frokost 
og middag. Den sidste betingelse er, at der kun skal søges blandt de kulturtilbud, som 
søgningen i R-træet har returneret, fordi de ligger i nærheden af brugeren. Variablen 
’KidString’ indeholder rækken af kulturtilbud i nærheden af brugeren, og den sidste 
betingelse anfører, at et kulturtilbud kun er relevant som resultat, hvis det findes i 
variablen. 
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SQL-sætningerne for hvert kriterium forbindes med ’UNION ALL’.  
 
[Klassen BestMatch - se Appendix 2.d] 
... 
 if(iter.hasNext()) 
 { 
  sql = sql + "UNION ALL"; 
 } 
... 
[/Klassen Best-Match] 
 
Vi anvender UNION ALL frem for UNION for at tillade dubletter. Vi er interesserede i 
dubletter, fordi hvert kulturtilbud kan optræde i resultatet med en tildelt ’grad’, hver 
gang det opfylder ét af kriterierne.  
 
På samme måde som med eksemplet med det inverterede indeks, grupperes resultatet 
efter kulturtilbudene, og hvert kulturtilbuds samlede rangering beregnes ved, at summen 
af de tildelte grader divideres med antallet af søgekriterier, hvilket i koden er angivet med 
variablen antal. 
 
[Klassen BestMatch – se Appendix 2.d] 
... 
 sql = 
 "SELECT KId, SUM(Grad)/"+antal+" AS Rang "+  
 "FROM ("+sql+")"+ 
 "GROUP BY KId ORDER BY Rang DESC"; 
... 
[/Klassen BestMatch] 
 
Databasen sorterer resultatet efter rangen, således at kulturtilbud med den højeste rang 
bliver præsenteret først. For at udføre SQL-forespørgslen opretter vi en forbindelse til 
databasen ved hjælp af JDBC, som er et Java API (Application Programming Interface). 
Java-pakken java.sql indeholder en række interfaces, som Oracle har implmenteret i en 
JDBC-Driver. Ved hjælp af disse interfaces sender vi forespørgslen til databasen, og 
resultatet returneres i et ResultSet. Herfra kan vi udskrive søgeresultaterne i den 
rangerede orden. Den samlede test af søgningen i R-træet og Best-Match aggregeringen er 
dokumenteret i Appendix 3.  
 
Best-Match opfylder umiddelbart vores behov for at kunne rangere søgeresultaterne, men 
kan ikke kan tage højde for, at et kriterium reelt kan være vigtigere for brugeren end 
andre, hvilket kan være problematisk. Det kan vi illustrere med følgende eksempel. Fem 
personer vil gerne finde en restaurant, hvor de kan spise middag. De kunne godt tænke 
sig thailandsk, og det må helst ikke koste for meget. I denne situation ville typen af mad 
og prisen typisk være noget, der kunne diskuteres, mens det er mere vigtigt, at der er 
siddepladser til fem personer. Som løsningen er nu med Best-Match, så vægtes de tre 
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kriterier: antal siddepladser, køkkentype og pris lige højt, da systemet ikke kan tolke, at 
det for brugeren er afgørende, at der er siddepladser til alle. Derfor vil alle billige 
thailandske restauranter, trods deres høje score på 2 ud af 3, ikke være tilfredsstillende 
resultater for brugeren. I nogle tilfælde vil det derfor være hensigtsmæssigt, at brugeren 
kan give udtryk for en vægtning af de givne kriterier. Vi vil i det følgende komme ind på, 
hvordan dette kan håndteres.   
 
4.1.4 Vigtighedsvægtning 
En måde at understøtte, at nogle kriterier er vigtigere for brugeren end andre, er ved at 
inkorporere vigtighedsvægte i OWA aggregeringen.15 Vigtighedsvægte er i den 
sammenhæng en samling af prædefinerede vægte, der tilskrives de enkelte kriterier i et 
søgesystem og derved angiver deres indbyrdes vægtning. En vigtighedsvægt er et tal i 
intervallet fra 0 til 1, og jo højere tallet er, des vigtigere er kriteriet for brugeren. 
Beregningen af aggregeringen skal stadig foretages ved, at ordensvektoren og 
vægtningsvektoren ganges sammen. Forskellen er, at vigtighedsvægtene nu skal indgå i 
beregningen af vægtningsvektoren. For at forklare hvordan vigtighedsvægtningen 
fungerer, vil vi inddrage eksemplet fra figur 16 med en søgning med fire kriterier. 
Associeret med hvert kriterium er nu en vigtighedsvægt mellem 0 og 1.  
 
Kriterium k1 Antal 
siddepladser =  7  
k2 
Kokkehuer =  3  
k3 
Køkkentype = tysk 
k4 Prisniveau 
= billig 
Vigtighedsvægt 1 0.6 0.5 0.9 
Restaurant1 1 1 0 1 
Restaurant2 0 0 1 1 
Restaurant3 1 0 1 0 
 
Figur 22: Tabel der viser et eksempel på vigtighedsvægte associeret med kriterier. 
 
I dette eksempel er antallet af siddepladser (kriterium k1 med vigtighedsvægten 1) 
vigtigst for brugeren, mens køkkentypen (kriterium k3 med vigtighedsvægten 0.5) er 
mindst vigtig. Vigtighedsvægten er defineret på forhånd enten i systemet eller af 
brugeren. Uanset hvordan vigtighedsvægtene er defineret, binder de sig på kriterierne, og 
når kriterierne ordnes i ordensvektoren efter graden af opfyldelse, skal 
vigtighedsvægtene derfor følge med. For hver restaurant gælder, at de opfylder de 
forskellige kriterier til bestemte grader, som i eksemplet er angivet ved 0 eller 1. For 
Restaurant1 gælder det, at kriterium k1, k2 og k4 er opfyldt, så de er listet først, og 
vigtighedsvægtene sættes i samme orden: 
 
                                                     
15 Yager 2000. 
 40
                                                 Restaurant1: 
 
Kriterium Ordensvektor Vigtighedsvægt 
k1 1 1 
k2 1 0.6 
k4 1 0.9 
k3 0 0.5 
 
 
 
 
 
 
Figur 23: Vigtighedsvægte for Restaurant1. 
 
Det er væsentligt at bemærke, at når de binder sig på kriteriet, bliver ordningen af 
vigtighedsvægtene en anden, når vi foretager samme evaluering af de andre to 
restauranter: 
 
Restaurant 2:             Restaurant 3: 
 
Kriterium Ordensvektor Vigtighedsvægt  Kriterium Ordensvægt Vigtighedsvægt 
k3 1 0.5  k1 1 1 
k4 1 0.9  k3 1 0.5 
k1 0 1  k2 0 0.6 
k2 0 0.6  k4 0 0.9 
 
Figur 24: Vigtighedsvægte for Restaurant2 og Restaurant3. 
 
På baggrund af hver af de ordnede lister med vigtighedsvægte skal der nu beregnes en 
vægtningsvektor. Hertil anvendes en udvidet udgave af den funktion, som omregner en 
lingvistisk kvantor til en vægtningsvægt. For hver vigtighedsvægt beregnes en vægt wj i 
vægtningsvektoren for et objekt d ud fra funktionen: 
 
wj(d) = Q (Sj / T) – Q ((Sj – 1) / T) 
 
hvor Q er en lingvistisk kvantor, Sj er summen af vigtighedsvægtene til og med nummer j 
i den ordnede liste, og T er summen af alle vigtighedsvægtene. Hvor vægtningsvægtene 
tidligere blev beregnet ud fra deres position, skal de nu beregnes på baggrund af listen 
med vigtighedsvægte. Beregningen af vægtene afhænger stadig af, hvilken lingvistisk 
kvantor Q der vælges. Da vi i vores system har anvendt gennemsnitsnormen, vil vi her 
give et eksempel med den lingvistiske kvantor, der svarer hertil, nemlig Q(r) = r1. 
 
For at finde den første vigtighedsvægt w1, tager vi funktionen Q af den første 
vigtighedsvægt divideret med summen af alle vigtighedsværdierne. Det udtryk bruges i 
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beregningen af den næste vægt w2. I vores eksempel er summen af vægtene 3. De fire 
vægte beregnes for Restaurant1 således: 
 
w1(R1) = Q(1/3) – Q(0/3)        = 0.33 
w2(R1) = Q(1.6/3) – Q(1/3)     = 0.20 
w3(R1) = Q(2.5/3) – Q(1.6/3)  = 0.30 
w4(R1) = Q(3/3) – Q(2.5/3)     = 0.17 
 
Disse vægte udgør vægtningsvektoren [0.33, 0.20, 0.30, 0.17] for Restaurant1. 
Udregningen af den samlede aggregerede værdi for Restaurant 1 findes herefter ved at 
gange vægtningsvektoren med ordensvektoren, som for Restaurant1 er [1, 1, 1, 0]: 
 
(1 x 0.33) + (1 x 0.20) + (1 x 0.30) + (0 x 0.17) = 0.83 
 
Restaurant1 får således en høj rang, fordi den opfylder de tre kriterier, som brugeren har 
angivet som de vigtigste. Anvendelsen af vigtighedsvægtene i beregningen af 
vægtningsvektoren betyder, at vægtningsvektoren vil blive forskellig for de forskellige 
restauranter, fordi vigtighedsvægtene som nævnt følger kriteriet og ikke positionen i 
ordensvektoren.  
 
Det er muligt at udvide den SQL forespørgsel, der beregner Best-Match i vores 
prototypesystem, så den omfatter vigtighedsvægtning. Vi skal stadig have et SELECT 
statement for hvert søgekriterium. Forskellen er, at den vigtighedsvægt, der er angivet for 
et kriterium nu ganges med graden af opfyldelse: 
 
   SELECT KId, 1 * wi AS Grad 
   FROM Egenskaber NATURAL JOIN HarEgenskab 
   ... 
 
Som før skal graderne grupperes efter kulturtilbud og summeres op, men vi undlader at 
dividere med antallet af kriterier. Søgeresultaterne vil således blive evalueret ud fra, hvor 
mange af søgekriterierne de opfylder, samt hvor vigtige disse søgekriterier er for 
brugeren. I det følgende vil vi diskutere, hvordan vi yderligere kunne forbedre 
søgefunktionen. 
 42
4.2 Diskussion af anvendelse af metaviden 
Vi har diskuteret, hvordan Best-Match og vigtighedsvægtning kan anvendes til at 
håndtere multikriteriesøgning. Men hvad gør vi i den situation, hvor vi ikke kan opfylde 
det kriterium, som brugeren har angivet som det vigtigste? Hvis brugerens vigtigste 
kriterium er thai, men databasen ikke indeholder restauranter, der kan opfylde dette 
kriterium, vil den Best-Match-aggregering, vi har implementeret, returnere de 
restauranter, der opfylder brugerens øvrige kriterier. Selvom den korrekte køkkentype i 
dette tilfælde kan være afgørende for, om brugeren føler, at han har fået et 
tilfredsstillende svar, giver Best-Match-løsningen ham dog nogle alternativer. Vi kan også 
risikere, at vi slet ikke kan opfylde nogen af brugerens kriterier. I den situation vil Best-
Match-løsningen ikke returnere nogen søgeresultater. Spørgsmålet er, om det er det bedst 
mulige svar. Hvis brugeren har søgt efter køkkentypen thai, kunne der i realiteten være 
nogle andre køkkentyper, som minder meget om thai. Skal brugeren præsenteres for disse 
mulige alternativer? Dette spørgsmål er ikke kun interessant i dette specifikke tilfælde 
eller for vores system, men er en mere generel problemstilling relateret til søgning. 
 
En generel problematik ved søgesystemer er, at et korrekt svar ikke nødvendigvis er et 
tilfredsstillende svar. S. J. Kaplan16 giver et eksempel herpå med en studerende, der 
spørger en universitetsdatabase, ”Hvem bestod CMSC 420 i efterårssemestret 1991?”. 
Databasen giver svaret, ”Ingen”, hvilket leder den studerende til at tro, at kurset må være 
meget svært. Så derfor spørger han, ”Hvem dumpede CMSC 420 i efterårssemestret 
1991?”. Endnu en gang svarer databasen, ”Ingen”. Nu bliver den studerende mistænksom 
og spørger, ”Hvem underviste CMSC 420 i efterårssemestret 1991?”. Igen svarer 
databasen, ”Ingen”.  Kaplan kalder dette for stonewalling. Databasen giver et svar, som 
ikke er usandt, men som heller ikke er tilfredsstillende for den studerende. Et andet 
menneske ville ikke svare ”Ingen” på spørgsmålet om, hvem der havde bestået kurset, 
men i stedet svare, at der ikke var et sådan kursus i 1991, fordi det er relevant 
information. I en samtale vil parterne forsøge at forstå hinanden og samarbejde om et 
fælles mål; en succesfuld kommunikation. I sammenligning hermed kan databasens logik 
siges at være for hård i forhold til den måde, mennesker uddrager mening på. Som 
udgangspunkt evaluerer databasen kun spørgsmål i termer som ’sandt’ og ’falsk’. Hvis vi 
kan modellere den måde, systemet evaluerer spørgsmålet, så svaret opblødes, og 
brugeren gives yderligere information, kan vi simulere, at databasen samarbejder med 
brugeren. Dermed kunne vi måske give et bedre svar. 
 
                                                     
16 Gaasterland m.fl. (1992), s. 9. 
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Hvis vores database ikke indeholder præcis det, brugeren søger efter, er det ikke 
tilfredsstillende blot at give brugeren svaret, ”Din søgning gav intet resultat”, så en 
løsning kan være at give brugeren noget ekstra information. Hvis han fx har søgt på en 
fransk restaurant, og der ikke er nogen, vil han måske være interesseret i at få at vide, at 
der ligger en italiensk restaurant om hjørnet.  For at kunne give brugeren denne 
information, må vi inddrage vores viden om konceptet restauranter, og hvorfor nogle 
restauranter minder om hinanden. Denne metaviden kan bringes i spil i form af en 
ontologi. En ontologi er et konceptuelt begrebshierarki, som kan repræsentere et givent 
domæne, og ontologien kan bruges til at fortælle noget om relationerne mellem 
forskellige koncepter. Et eksempel på en sådan ontologi er WordNet17, som er et 
internetbaseret opslagsværk udviklet af Cognitive Science Laboratory ved Princeton 
University. Et opslag i WordNet på ordet ”restaurant” giver følgende resultat: 
 
 
 
Figur 25: Skærmbillede fra WordNet, hvor der er søgt på “restaurant”. 
 
Ifølge WordNet er en restaurant også en bistro, et brasserie eller en cafe osv. Cafe er 
desuden synonym til coffeehouse, coffee shop og coffeee bar. En yderligere specialisering 
af cafe er cybercafe eller espresso shop. Det øverste niveau er således mere generelt, mens 
resultaterne bliver mere specifikke, efterhånden som vi bevæger os ned i hierarkiet, og vi 
kan se, at noget minder mere om hinanden end andet. En restaurant er fx konceptuelt 
tættere på en bistro end på en cybercafe.  
 
Med afsæt i vores konceptuelle forståelse af kulturtilbud og de forskellige typer der findes 
herunder, fx restauranter, museer og teatre, kan vi opstille et begrebshierarki for vores 
system. Figuren herunder viser et udsnit af konceptet køkkentype: 
                                                     
17 http://wordnet.princeton.edu/ 
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Køkkentype
Asiatisk Sydeuropæisk Sydamerikansk
MexicanskItalienskThailandsk
Viet-
namesisk FranskKinesisk Spansk Caribisk
 
Figur 26: Et konceptuelt begrebshierarki over køkkentyper. 
 
Vi har her dannet begrebshierarkiet over køkkentyperne med udgangspunkt i den 
geografiske placering af de lande, som køkkentyperne stammer fra. En specificering af 
konceptet køkkentype er det asiatiske køkken og en yderligere specificering af det 
asiatiske køkken er thailandsk, vietnamesisk og kinesisk. Udover deres geografiske 
relationer kan køkkentyperne også have andre semantiske relationer, som kan gå på 
kryds og tværs mellem koncepterne. Der kan fx være en relation mellem mexicansk og 
spansk, fordi begge køkkener bruger nogle af de samme råvarer. Vi kan definere grader af 
similaritet, som viser, hvor meget to koncepter minder om hinanden. Vi kan fx definere, 
at thailandsk og vietnamesisk minder om hinanden til graden 0.8, mens thailandsk og 
kinesisk kun minder om hinanden til graden 0.4. Hvis brugeren spørger om thailandsk, 
kan vi dermed anvende graden af similaritet til at vurdere, at han også spørger til 
vietnamesisk – bare til en mindre grad. Det vil sige, at vi udvider brugerens spørgsmål til 
at være en række af spørgsmål. I det tilfælde, hvor brugeren søger på thailandsk, 
ekspanderer vi forespørgslen til også at søge på andre asiatiske køkkentyper: 
 
    køkkentype = thailandsk  
    OR 
    køkkentype = vietnamesisk  
    OR 
    køkkentype = kinesisk 
 
Hvis der ikke er en thailandsk restaurant, vil brugeren således blive præsenteret for 
vietnamesiske og kinesiske restauranter, fordi de minder om thailandske. Graderne af 
similaritet er velegnede til at ekspandere søgekriterier, som er abstrakte koncepter.  For 
andre søgekriterier, som indeholder numeriske værdier, kunne man vælge en anden 
fremgangsmåde til at ekspandere forespørgslen. Hvis søgekriteriet er ’antal siddepladser 
= 4’ antager vi, at brugeren mener, at der skal være plads til mindst fire personer, og 
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derfor kan vi ekspandere forespørgslen til ’siddepladser >= 4’. Den antagelse bygger på 
en viden om domænet, og det er således også en måde at inddrage metaviden for at give 
et bedre svar 
 
Det er dog ikke i alle tilfælde, at forespørgselsekspansion er den ideelle løsning. Ved at 
udvide brugerens spørgsmål, antager vi, at svar, der ligner, er bedre end intet svar. I et 
tilfælde, hvor brugeren har et særligt ønske om at spise på thailandsk restaurant, kan en 
vietnamesisk restaurant virke irrelevant. Et spørgsmål, der melder sig er, hvordan man 
kan forene forespørgselsekspansion og multikriteriesøgning med vigtighedsvægtning. Vi 
kan forestille os en situation, hvor brugeren har søgt på tre kriterier med følgende 
prioritering: ’thailandsk’, ’udendørsservering’ og ’billig’. Hvis der ikke er nogle 
thailandske restauranter, skal systemet da i første omgang se bort fra første kriterium og 
give brugeren alle de svar, som opfylder de to sidste kriterier, som det vil være tilfældet 
med en Best-Match-aggregering? Eller skal forespørgslen udvides på kriteriet ’thailandsk’ 
til også at indeholde andre typer asiatiske køkkener? Og hvordan skal resultaternes 
relevans i så fald vurderes i forhold til brugeren? Er en vietnamesisk restaurant, der har 
udendørsservering og er billig, et bedre svar end en thailandsk restaurant, som ikke 
opfylder de øvrige kriterier? En anden problemstilling er, at resultatet i princippet kan 
ende med at ligge meget langt fra brugerens oprindelige ønske, fordi det er muligt at 
udvide søgningen på hvert enkelt kriterium. Derfor ville man kunne komme frem til en 
dyr japansk restaurant, der ikke har udendørsservering. Dette resultat vil måske ikke give 
mening for brugeren. Der skal således tages højde for, at der vil være en grænse for hvor 
meget forespørgslen kan udvides. Det skal være helt tydeligt, for brugeren, hvorfor han 
får et andet resultat, end det han søgte efter. 
 
4.3 Delkonklusion 
I dette kapitel har vi beskæftiget os med aggregering og multikriterier. Vi har undersøgt 
forskellige aggregeringsnormer. Vi er gået i dybden med OWA-aggregering fordi den 
dækker over et bredt spektrum af normer. Ved hjælp af OWA-operatorer er det muligt at 
operationalisere lingvistiske kvantorer, som er udtryk for den mængde af kriterier, der 
skal opfyldes. I vores system har vi ønsket en aggregering, der giver mulighed for at 
prioritere resultaterne efter graden af opfyldelse, og vi har derfor implementeret Best-
Match som SQL-forespørgsler, der beregner, hvordan hvert kulturtilbud skal rangeres i 
resultatlisten. Med Best-Match har vi ikke mulighed for at vægte kriterierne indbyrdes. Vi 
har diskuteret, hvordan det kan løses ved at udvide vores SQL-løsning med 
vigtighedsvægte. Vigtighedsvægtning kan også beregnes ved hjælp af OWA-operatorer. 
Et andet aspekt er at vi ikke altid vil kunne opfylde alle brugerens kriterier, men vi kan 
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måske tilbyde noget, der ligner. Vi har diskuteret, hvordan vi kan inddrage ekstra viden 
med det formål at give brugeren et bedre svar.  
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5. Konklusion 
Med udgangspunkt i et scenarium for en mobil søgetjeneste har vi beskæftiget os med 
modellering af lokationsbaseret søgning samt håndtering af multikriteriesøgning. Vi har 
gennem rapporten analyseret og diskuteret hvilke krav, der må stilles til mulige 
løsningsmodeller. 
 
Vi har modelleret en database indeholdende lokationer, der repræsenterer forskellige 
typer kulturtilbud. I designet af databasen håndterer vi, at kulturtilbud både har fælles og 
specifikke egenskaber. Vores modellering gør det muligt at udvide databasen med nye 
kulturtilbud uden, at strukturen skal ændres. En af de teknologier, vi har beskæftiget os 
med i forbindelse med modelleringen af databasen, er indeksering. Vi har behov for at 
indeksere flere attributter, og derfor har vi undersøgt, hvordan vi kan anvende 
flerdimensional indeksering. R-træet er den indeksstruktur, som bedst understøtter vores 
system, da det kan indeksere data i form af både eksakte værdier og intervaller. Vi har 
simuleret en R-træstruktur med tre dimensioner i et Java-program. R-træet håndterer de 
attributter kulturtilbudene har tilfælles. Vi har implementeret en søgefunktion, der ved 
hjælp af R-træet kan finde frem til de kulturtilbud, der ligger i nærheden af brugerens 
lokation og har åbent. På den måde kan vi indkredse de kulturtilbud, som potentielt er 
relevante for brugeren. 
 
De søgekriterier, som ikke håndteres i R-træet, evalueres efterfølgende. Det drejer sig om 
en række kriterier angående kulturtilbudenes specifikke egenskaber, hvorfor vi har 
undersøgt, hvilke aggregeringsmetoder vi kan anvende til håndtering af 
multikriteriesøgning. Vi har behov for en aggregeringsnorm, der er mindre restriktiv end 
AND-operatoren og mere restriktiv end OR-operatoren. Dette spektrum har vi undersøgt 
ved hjælp af Ordered Weighted Averaging Aggregation (OWA). Vi ønsker en 
aggregering, der giver mulighed for at prioritere resultaterne efter graden af opfyldelse. 
Derfor har vi implementeret en gennemsnitsaggregering, også kaldet Best-Match. Da det 
er vores mål at placere mest mulig funktionalitet i databasen, har vi implementeret 
aggregeringen i SQL. Best-Match tager dog ikke højde for, at nogle af brugerens kriterier 
kan være vigtigere end andre. Det kan løses ved at udvide SQL-forespørgslerne med 
vigtighedsvægte. Vi har også demonstreret, hvordan vigtighedsvægte kan inkorporeres i 
OWA-aggregering. I de tilfælde, hvor vi ikke kan opfylde brugerens kriterier, kunne man 
vælge at udvide forespørgslen for at give brugeren noget, der minder om det, han søger 
efter. Vi har skitseret, at man eventuelt kunne gribe det an ved at tage en ontologi i 
anvendelse for at kunne give et bedre svar.  
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Som et led i projektet har vi implementeret dele af systemet, med det formål at få en 
forståelse for nogle af de teknologier, der ligger bag udviklingen af en lokationsbaseret 
søgetjeneste. Ved at kombinere teori med praksis har vi opnået indsigt i generelle 
principper vedrørende databasedesign, indeksering og aggregering.  
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7. Appendixoversigt 
 
1.  SQL-sætninger: 
1.a Oprettelse af tabeller 
1.b Indsættelse af data 
 
2. Java-program: 
 2.a Trae.java 
 2.b Knude.java 
 2.c Kriterium.java 
 2.d BestMatch.java 
 2.e TestSoegning.java 
 
3. Test af R-træet og Best-Match 
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Appendix 1.a: SQL-sætninger: Oprettelse af tabeller 
 
 
CREATE TABLE Kulturtilbud ( 
 KId VARCHAR2(20), 
 Navn VARCHAR2(250), 
 x DECIMAL(20,6), 
 y DECIMAL(20,6), 
PRIMARY KEY (KId)  
); 
 
CREATE TABLE Egenskaber ( 
 Eid VARCHAR2(100), 
 Egenskab VARCHAR2(120), 
 Vaerdi VARCHAR2(120), 
PRIMARY KEY (EId) 
); 
 
CREATE TABLE HarEgenskab ( 
 KId VARCHAR2(20), 
 StartTid CHAR(4), 
 SlutTid CHAR(4), 
 Type VARCHAR2(20), 
 EId VARCHAR2(100), 
PRIMARY KEY (StartTid, SlutTid, KId, EId), 
FOREIGN KEY (KId) REFERENCES Kulturtilbud (KId), 
FOREIGN KEY (EId) REFERENCES Egenskaber (EId) 
); 
Appendix 1.b: SQL-sætninger: Indsættelse af data 
 
 
INSERT INTO Kulturtilbud VALUES ('K1', 'Burger King', 30, 35); 
INSERT INTO Kulturtilbud VALUES ('K2', 'Kaffebaren',55, 40); 
INSERT INTO Kulturtilbud VALUES ('K3', 'Kommandanten', 45, 75); 
INSERT INTO Kulturtilbud VALUES ('K4', 'Restaurant Middelhavet', 25, 
80); 
INSERT INTO Kulturtilbud VALUES ('K5', 'Mama Lustra', 100, 45); 
INSERT INTO Kulturtilbud VALUES ('K6', 'Era Ora', 105,25); 
INSERT INTO Kulturtilbud VALUES ('K7', 'Thai Esan', 120, 75); 
INSERT INTO Kulturtilbud VALUES ('K8', 'Bopa', 95, 85); 
INSERT INTO Egenskaber VALUES ('E1', 'Køkkentype', 'Amerikansk'); 
INSERT INTO Egenskaber VALUES ('E2', 'Køkkentype', 'Cafémad'); 
INSERT INTO Egenskaber VALUES ('E3', 'Køkkentype', 'Fransk'); 
INSERT INTO Egenskaber VALUES ('E4', 'Køkkentype', 'Japansk'); 
INSERT INTO Egenskaber VALUES ('E5', 'Køkkentype', 'Italiensk'); 
INSERT INTO Egenskaber VALUES ('E6', 'Køkkentype', 'Sydeuropæisk'); 
INSERT INTO Egenskaber VALUES ('E7', 'Køkkentype', 'Thai'); 
INSERT INTO Egenskaber VALUES ('E8', 'Køkkentype', 'Dansk'); 
INSERT INTO Egenskaber VALUES ('E9', 'Køkkentype', 'Kinesisk'); 
INSERT INTO Egenskaber VALUES ('E10', 'Køkkentype', 'Pakistansk'); 
INSERT INTO Egenskaber VALUES ('E11', 'Prisniveau', 'Billig'); 
INSERT INTO Egenskaber VALUES ('E12', 'Prisniveau', 'Middel'); 
INSERT INTO Egenskaber VALUES ('E13', 'Prisniveau', 'Dyr'); 
INSERT INTO Egenskaber VALUES ('E14', 'Kokkehuer', '0'); 
INSERT INTO Egenskaber VALUES ('E15', 'Kokkehuer', '1'); 
INSERT INTO Egenskaber VALUES ('E16', 'Kokkehuer', '2'); 
INSERT INTO Egenskaber VALUES ('E17', 'Kokkehuer', '3'); 
INSERT INTO Egenskaber VALUES ('E18', 'Kokkehuer', '4'); 
INSERT INTO Egenskaber VALUES ('E19', 'Kokkehuer', '5'); 
INSERT INTO Egenskaber VALUES ('E20', 'Antal siddepladser', '30'); 
INSERT INTO Egenskaber VALUES ('E21', 'Antal siddepladser', '38'); 
INSERT INTO Egenskaber VALUES ('E22', 'Antal siddepladser', '15'); 
INSERT INTO Egenskaber VALUES ('E23', 'Antal siddepladser', '120'); 
INSERT INTO Egenskaber VALUES ('E24', 'Antal siddepladser', '200'); 
INSERT INTO Egenskaber VALUES ('E25', 'Antal siddepladser', '60'); 
INSERT INTO Egenskaber VALUES ('E26', 'Antal siddepladser', '50'); 
INSERT INTO Egenskaber VALUES ('E27', 'Antal siddepladser', '28'); 
INSERT INTO HarEgenskab VALUES ('K1', '1000', '2200', 'Restaurant', 
'E1'); 
INSERT INTO HarEgenskab VALUES ('K1', '1000', '2200', 'Restaurant', 
'E11'); 
INSERT INTO HarEgenskab VALUES ('K1', '1000', '2200', 'Restaurant', 
'E14'); 
INSERT INTO HarEgenskab VALUES ('K1', '1000', '2200', 'Restaurant', 
'E23'); 
INSERT INTO HarEgenskab VALUES ('K2', '1000', '1700', 'Café', 'E2'); 
INSERT INTO HarEgenskab VALUES ('K2', '1000', '1700', 'Café', 'E11'); 
INSERT INTO HarEgenskab VALUES ('K2', '1000', '1700', 'Café', 'E14'); 
INSERT INTO HarEgenskab VALUES ('K2', '1000', '1700', 'Café', 'E20'); 
INSERT INTO HarEgenskab VALUES ('K2', '1700', '2100', 'Restaurant', 
'E8'); 
INSERT INTO HarEgenskab VALUES ('K2', '1700', '2100', 'Restaurant', 
'E12'); 
INSERT INTO HarEgenskab VALUES ('K2', '1700', '2100', 'Restaurant', 
'E14'); 
INSERT INTO HarEgenskab VALUES ('K2', '1700', '2100', 'Restaurant', 
'E21'); 
INSERT INTO HarEgenskab VALUES ('K3', '1700', '2300', 'Restaurant', 
'E3'); 
INSERT INTO HarEgenskab VALUES ('K3', '1700', '2300', 'Restaurant', 
'E13'); 
INSERT INTO HarEgenskab VALUES ('K3', '1700', '2300', 'Restaurant', 
'E19'); 
INSERT INTO HarEgenskab VALUES ('K3', '1700', '2300', 'Restaurant', 
'E22'); 
INSERT INTO HarEgenskab VALUES ('K4', '1700', '2100', 'Restaurant', 
'E6'); 
INSERT INTO HarEgenskab VALUES ('K4', '1700', '2100', 'Restaurant', 
'E5'); 
INSERT INTO HarEgenskab VALUES ('K4', '1700', '2100', 'Restaurant', 
'E13'); 
INSERT INTO HarEgenskab VALUES ('K4', '1700', '2100', 'Restaurant', 
'E16'); 
INSERT INTO HarEgenskab VALUES ('K4', '1700', '2100', 'Restaurant', 
'E23'); 
INSERT INTO HarEgenskab VALUES ('K5', '1700', '2200', 'Restaurant', 
'E5'); 
INSERT INTO HarEgenskab VALUES ('K5', '1700', '2200', 'Restaurant', 
'E12'); 
INSERT INTO HarEgenskab VALUES ('K5', '1700', '2200', 'Restaurant', 
'E15'); 
INSERT INTO HarEgenskab VALUES ('K5', '1700', '2200', 'Restaurant', 
'E22'); 
INSERT INTO HarEgenskab VALUES ('K6', '1700', '2100', 'Restaurant', 
'E5'); 
INSERT INTO HarEgenskab VALUES ('K6', '1700', '2100', 'Restaurant', 
'E13'); 
INSERT INTO HarEgenskab VALUES ('K6', '1700', '2100', 'Restaurant', 
'E19'); 
INSERT INTO HarEgenskab VALUES ('K6', '1700', '2100', 'Restaurant', 
'E24'); 
 
INSERT INTO HarEgenskab VALUES ('K7', '1100', '2200', 'Restaurant', 
'E7'); 
INSERT INTO HarEgenskab VALUES ('K7', '1100', '2200', 'Restaurant', 
'E11'); 
INSERT INTO HarEgenskab VALUES ('K7', '1100', '2200', 'Restaurant', 
'E17'); 
INSERT INTO HarEgenskab VALUES ('K7', '1100', '2200', 'Restaurant', 
'E25'); 
INSERT INTO HarEgenskab VALUES ('K8', '1100', '1600', 'Brasserie', 
'E3'); 
INSERT INTO HarEgenskab VALUES ('K8', '1100', '1600', 'Brasserie', 
'E11'); 
INSERT INTO HarEgenskab VALUES ('K8', '1100', '1600', 'Brasserie', 
'E15'); 
INSERT INTO HarEgenskab VALUES ('K8', '1100', '1600', 'Brasserie', 
'E26'); 
INSERT INTO HarEgenskab VALUES ('K8', '1700', '2200', 'Restaurant', 
'E3'); 
INSERT INTO HarEgenskab VALUES ('K8', '1700', '2200', 'Restaurant', 
'E12'); 
INSERT INTO HarEgenskab VALUES ('K8', '1700', '2200', 'Restaurant', 
'E15'); 
INSERT INTO HarEgenskab VALUES ('K8', '1700', '2200', 'Restaurant', 
'E27'); 
 
COMMIT; 
Appendix 2: Java-program 
 
 2.a Trae.java 
 2.b Knude.java 
 2.c Kriterium.java 
 2.d BestMatch.java 
 2.e TestSoegning.java 
import java.util.Vector; 
import java.awt.geom.Rectangle2D; 
 
public class Trae 
{ 
 /*Klassen Trae kontrollerer træets rod. 
  *Som udgangspunkt er roden null, fordi træet er tomt.*/ 
 public Trae() 
 { 
  Knude rod = null; 
 } 
  
 /*Denne metode anvendes til at definere hvilken knude, 
  *der udgør roden*/ 
 public void saetRod(Knude enKnude) 
 { 
  rod = enKnude; 
 } 
  
 /*Søgningen i R-træet begynder her. 
  *Hvis roden er null, er træet tomt, og denne meddelelse udskrives. 
  *Hvis træet ikke er tomt, begynder søgning i roden, 
  *ved at søgemetoden i klassen Knude kaldes.*/ 
 public Vector soeg(Rectangle2D.Double brugerRektangel, 
     int tidspunkt, Vector KIdListe) 
 { 
  if(rod != null) 
   return rod.soeg(brugerRektangel, tidspunkt, KIdListe); 
  else return KIdListe; 
 } 
  
 private Knude rod; 
} 
import java.awt.geom.Rectangle2D; 
import java.util.Vector; 
 
public class Knude 
{ 
 /*Instanser af klassen Knude udgør R-træets knuder. 
  *Hver knude kan have bounding boxes og to pegere*/ 
 public Knude(Rectangle2D.Double rektangel1, int enStartTid1, 
     int enSlutTid1, Knude enPeger1, String enKId1, 
     Rectangle2D.Double rektangel2, int enStartTid2, 
      int enSlutTid2, Knude enPeger2, String enKId2) 
 { /*Første bounding box:*/ 
  /*Rektangel der udgør x og y dimensionerne*/ 
  r1 = rektangel1;   
  /*Det interval der udgør tidsdimensionen*/ 
  startTid1 = enStartTid1; 
  slutTid1 = enSlutTid1; 
  //Peger til knudens barn. Kun i interne knuder, ellers null 
  peger1 = enPeger1; 
  //Peger til kulturtilbud i databasen. Kun i blade, ellers null 
  KId1 = enKId1;    
 
  /*Anden bounding box er opbygget på samme måde:*/ 
  r2 = rektangel2; 
  startTid2 = enStartTid2; 
  slutTid2 = enSlutTid2; 
  peger2 = enPeger2; 
  KId2 = enKId2; 
 } 
 /*Her søges i træets knuder.*/ 
 public Vector soeg(Rectangle2D.Double brugerRektangel, 
        int tidspunkt, Vector KIdListe) 
 { /*Den første bounding box undersøges. 
   *Søgningen skal fortsætte, hvis søgeregionen overlapper 
   *bounding boxen, det vil sige, hvis den overlapper det  
   *geografiske rektangel og tidsintervallet*/ 
  if (brugerRektangel.intersects(r1) && 
    (startTid1 <= tidspunkt && tidspunkt <= slutTid1)) 
  { /*Hvis pegeren ikke peger på et blad, 
    *skal der søges videre i undertræet:*/ 
   if(peger1 != null) 
    peger1.soeg(brugerRektangel, tidspunkt, KIdListe); 
   /*Ellers skal pegeren til kulturtilbuddet 
    *tilføjes til søgeresultatet:*/ 
   else KIdListe.add(KId1); 
  } 
  /*Den anden bounding box undersøges på samme måde:*/ 
  if (brugerRektangel.intersects(r2) && 
    (startTid2 <= tidspunkt && tidspunkt <= slutTid2)) 
  { 
   if(peger2 != null) 
    peger2.soeg(brugerRektangel, tidspunkt, KIdListe); 
   else KIdListe.add(KId2); 
  } 
   
  /*Metoden returnerer en liste med pegere til de kulturtilbud, 
   *der ligger i nærheden af brugeren*/ 
  return KIdListe; 
 } 
 private Rectangle2D.Double r1; 
 private int startTid1; 
 private int slutTid1; 
 private Knude peger1; 
 private String KId1; 
 private Rectangle2D.Double r2; 
 private int startTid2; 
 private int slutTid2; 
 private Knude peger2; 
 private String KId2; 
} 
public class Kriterium 
{ 
 /*En instans af klassen Kriterium er brugerens søgekriterium 
  *i form af en angivet egenskab og dens værdi.*/ 
 public Kriterium(String enEgenskab, String enVaerdi) 
 { 
  egenskab = enEgenskab; 
  vaerdi = enVaerdi; 
 } 
  
 /*Denne metode returnerer egenskaben i kriteriet*/ 
 public String hentEgenskab() 
 { 
  return egenskab; 
 } 
  
 /*Denne metode returnerer egenskabens værdi i kriteriet*/  
 public String hentVaerdi() 
 { 
  return vaerdi; 
 } 
   
 private String egenskab; 
 private String vaerdi; 
} 
import java.sql.*; 
import java.util.Vector; 
import java.util.ListIterator; 
import java.text.NumberFormat; 
 
/*Klassen BestMatch anvendes at finde hvilke af søgeresultaterne 
 *fra R-træet, der matcher brugerens øvrige søgekriterier, 
 *og rangere resultaterne efter hvor mange kriterier, de opfylder.*/ 
public class BestMatch 
{ 
 public BestMatch() 
 { 
 } 
  
 /*Denne metode tager som input, den liste med de kulturtilbud, 
  *som R-træet returnerer, listen med brugerens søgekriterier 
  *samt den type kulturtilbud, der søges efter.*/ 
 public void findBestMatch(Vector enKIdListe, Vector soegeKriterier, 
         String enType, int etTidspunkt) 
 { 
  Vector kriterier = soegeKriterier; 
  String type = enType; 
  int tidspunkt = etTidspunkt; 
  Vector KIdListe = enKIdListe; 
  String KIdString = ""; 
  /*En iterator oprettes til at gennemgå listen med kulturtilbud 
   *og sætte dem ind i en streng, som skal bruges i  
   *SQL-forespørgslen*/ 
  ListIterator iter = KIdListe.listIterator(); 
  while (iter.hasNext()) 
  { 
   KIdString = KIdString +"'"+iter.next()+"'"; 
   if(iter.hasNext()) 
   { 
    KIdString = KIdString +", ";  
   } 
  } 
  /*Undersøger om R-træet har returneret nogle resultater*/ 
  if(KIdString != "") 
  { 
   /*Variabel der skal tælle antallet af søgekriterier*/ 
   int antal = 0; 
   /*Variabel der skal indeholde den samlede SQL-sætning*/ 
   String sql = ""; 
   /*Iteratoren anvendes nu til at gennemgå listen med 
    *brugerens kriterier og danne en SQL-forespørgsel 
    *for hvert kriterium.*/ 
   iter = kriterier.listIterator(); 
   while(iter.hasNext()) 
   { 
    Kriterium k = (Kriterium)iter.next(); 
    /*Undersøger om værdien er tom. Hvis den er tom, 
     *har brugeren ikke angivet dette søgekriterie, 
     *og det skal derfor ikke medtages i søgningen.*/ 
    if(k.hentVaerdi() != "") 
    { 
     /*Hvis brugeren har udfyldt kriteriet, 
      *oprettes en SQL-forespørgsel, der søger 
      *efter, det brugeren har udfyldt, blandt de 
      *kulturtilbud, som R-træet har returneret.*/ 
     sql = sql + "("+ 
     "SELECT KId, 1 AS Grad "+  
     "FROM Egenskaber NATURAL JOIN HarEgenskab "+ 
     "WHERE Egenskab = '"+k.hentEgenskab()+"'"+ 
     " AND Vaerdi = '"+k.hentVaerdi()+"'"+  
     " AND Type = '"+type+"'"+  
     " AND StartTid <= "+tidspunkt+ 
     " AND SlutTid >= "+tidspunkt+ 
     " AND KId IN ("+KIdString+")"+ 
     ")"; 
     /*SQL-forespørgslerne sættes sammen med 
      *UNION ALL, som tillader dubletter*/ 
     if(iter.hasNext()) 
     { 
      sql = sql + "UNION ALL"; 
     } 
     /*Her optælles antallet af søgekriterier. 
      *Tallet skal anvendes til rangeringen*/ 
     antal ++; 
    } 
   } 
   /*Den samlede SQL-forespørgsel beregner rangeringen ved at 
    *gruppere kulturtilbuddene, summere hvor mange kriterier, 
    *hvert kulturtilbud opfylder, og dividere med antallet af 
    *søgekriterier. I resultatet af forespørgslen sorteres  
    *kulturtilbuddene efter deres rang. */ 
   sql = 
   "SELECT KId, SUM(Grad)/"+antal+" AS Rang "+  
   "FROM ("+sql+")"+ 
   "GROUP BY KId ORDER BY Rang DESC"; 
   
   /*Opretter NumberFormat til at formatere rangen, 
    *så den skrives ud med to decimaler*/ 
   NumberFormat formatter = NumberFormat.getNumberInstance(); 
   formatter.setMaximumFractionDigits(2); 
   formatter.setMinimumFractionDigits(2); 
  
   /*Forsøger at oprette adgang til databasen*/ 
   try 
   { 
   /*Adgangen til databasen oprettes. 
    *Brugernavn og password er anonymiseret.*/ 
   DriverManager.registerDriver(new oracle.jdbc.OracleDriver()); 
   Connection conn = DriverManager.getConnection( 
  "jdbc:oracle:thin:@dat-db.ruc.dk:1521:datalogi","****", "****"); 
     
   /*SQL-forespørgslen udføres, 
    *og resultatet lægges i et ResultSet*/ 
   Statement stmt1 = conn.createStatement(); 
   ResultSet rs = stmt1.executeQuery(sql); 
   
   /*Resultaterne gennemgåes og for hvert resultat 
    *udskrives kulturtilbuddets ID og dets rang*/ 
   while(rs.next()) 
   { 
    System.out.println("KId: "+rs.getString(1)+ 
    ", Rang: "+formatter.format(rs.getDouble(2))); 
   } 
   /*Databaseadgangen lukkes*/ 
   rs.close(); 
   stmt1.close(); 
   conn.close(); 
  } 
  /*Fanger hvis der sker en fejl i forbindelse med 
   *adgangen til databasen*/ 
  catch(SQLException e) 
  { 
   System.out.println(e.toString()); //udskriver fejlen 
  } 
 } 
 else System.out.println 
  ("Der er desværre ingen restauranter i nærheden af dig"); 
 } 
} 
import java.awt.geom.Rectangle2D; 
import java.util.Vector; 
 
public class TestSoegning 
{ /*Klassen TestSoegning anvendes til at teste søgningen med 
  *forskellige lokationer, tidspunkter og kriterier*/ 
 public TestSoegning() 
 {} 
 public static void main(String args[]) 
 { /*Et statisk R-træ bygges*/  
  Knude knude7 = new Knude 
   (new Rectangle2D.Double(110,60,20,30),1100,2200,null,"K7", 
           //ThaiEsan 
       new Rectangle2D.Double(90,80,10,10),1100,2200,null,"K8"); 
             //Bopa 
  Knude knude6 = new Knude 
     (new Rectangle2D.Double(85,40,30,10),1700,2200,null,"K5", 
           //MamaLustra 
        new Rectangle2D.Double(100,20,10,10),1700,2100,null,"K6"); 
              //EraOra 
  Knude knude5 = new Knude 
     (new Rectangle2D.Double(40,70,10,10),1700,2300,null,"K3", 
           //Kommandanten 
        new Rectangle2D.Double(15,75,20,10),1700,2100,null,"K4"); 
              //Middelhavet 
  Knude knude4 = new Knude 
     (new Rectangle2D.Double(20,20,20,30),1000,2200,null,"K1", 
           //Burger King 
        new Rectangle2D.Double(50,30,10,20),1000,2100,null,"K2"); 
              //Kaffebaren 
  Knude knude3 = new Knude 
     (new Rectangle2D.Double(80,10,45,55),1700,2200,knude6,null, 
        new Rectangle2D.Double(75,60,55,30),1100,2200,knude7,null); 
  
  Knude knude2 = new Knude 
     (new Rectangle2D.Double(10,10,50,45),1000,2200,knude4,null, 
        new Rectangle2D.Double(10,60,50,30),1700,2300,knude5,null); 
  
  Knude knude1 = new Knude 
     (new Rectangle2D.Double(0,0,70,95),0000,2300,knude2,null, 
        new Rectangle2D.Double(70,0,70,95),1100,2400,knude3,null); 
 
  Trae voresTrae = new Trae(); 
  voresTrae.saetRod(knude1); 
   
  /*Brugerens søgekriterier dannes*/ 
  double x = 19; 
  double y = 24; 
  Rectangle2D.Double brugerRektangel = new Rectangle2D.Double(10,1,18,18); 
  int tidspunkt = 1800; 
  Vector soegeKriterier = new Vector(); 
   soegeKriterier.add(new Kriterium("Køkkentype", "Dansk")); 
   soegeKriterier.add(new Kriterium("Prisniveau", "Middel")); 
   soegeKriterier.add(new Kriterium("Kokkehuer", "0")); 
   soegeKriterier.add(new Kriterium("Antal siddepladser","15")); 
  String type = "Restaurant"; 
   
  /*Lokationsbaseret søgning med det rektangel,der udgør 
   *brugerens 'nærhed' samt tidspunktet for søgningen*/   
  Vector KIdListe = new Vector(); 
  KIdListe = voresTrae.soeg(brugerRektangel, tidspunkt, KIdListe); 
  System.out.println("Resultat fra R-træet: "+ KIdListe); 
    
  /*BestMatch rangerer resultaterne fra R-træet efter hvor mange 
   *af de øvrige søgekriterier, der er opfyldt*/  
  BestMatch bm = new BestMatch(); 
  bm.findBestMatch(KIdListe, soegeKriterier, type, tidspunkt); 
  } 
} 
Appendix 3: Test af R-træet og Best-Match 
 
 
Test-søgning nr. 1  
 
Søgekriterier 
 
double x = 120.5; 
double y = 62.5; 
Rectangle2D.Double brugerRektangel =  
  new Rectangle2D.Double(93,35,55,55); 
int tidspunkt = 1700; 
Vector soegeKriterier = new Vector(); 
//soegeKriterier.add(new Kriterium("Køkkentype", "Dansk")); 
soegeKriterier.add(new Kriterium("Prisniveau", "Middel")); 
soegeKriterier.add(new Kriterium("Kokkehuer", "1")); 
soegeKriterier.add(new Kriterium("Antal siddepladser", "15")); 
String type = "Restaurant"; 
 
Søgeresultater 
 
Resultat fra R-trµet: [K5, K7, K8] 
KId: K5, Rang: 1,00 
KId: K8, Rang: 0,67 
 
 
Test-søgning nr 2 
 
Søgekriterier 
 
double x = 120.5; 
double y = 62.5; 
Rectangle2D.Double brugerRektangel =  
  new Rectangle2D.Double(93,35,55,55); 
int tidspunkt = 1200; 
Vector soegeKriterier = new Vector(); 
soegeKriterier.add(new Kriterium("Køkkentype", "Italiensk")); 
soegeKriterier.add(new Kriterium("Prisniveau", "Billig")); 
 soegeKriterier.add(new Kriterium("Kokkehuer", "1")); 
 soegeKriterier.add(new Kriterium("Antal siddepladser", "50")); 
String type = "Restaurant"; 
 
Søgeresultater 
Resultat fra R-trµet: [K7, K8] 
KId: K7, Rang: 0,25 
 
 
Test-søgning nr. 3  
 
Søgekriterier 
 
double x = 47.5; 
double y = 62.5; 
Rectangle2D.Double brugerRektangel =  
  new Rectangle2D.Double(30,45,35,35); 
int tidspunkt = 1800; 
Vector soegeKriterier = new Vector(); 
 soegeKriterier.add(new Kriterium("Køkkentype", "Fransk")); 
 soegeKriterier.add(new Kriterium("Prisniveau", "Billig")); 
 soegeKriterier.add(new Kriterium("Kokkehuer", "0")); 
 soegeKriterier.add(new Kriterium("Antal siddepladser", "120")); 
String type = "Restaurant"; 
 
Søgeresultater: 
 
Resultat fra R-trµet: [K1, K2, K3, K4] 
KId: K1, Rang: 0,75 
KId: K2, Rang: 0,25 
KId: K3, Rang: 0,25 
KId: K4, Rang: 0,25 
 
Test-søgning nr. 4 
 
Søgekriterier 
 
double x = 72.5; 
double y = 62.5; 
Rectangle2D.Double brugerRektangel =  
  new Rectangle2D.Double(55,40,45,45); 
int tidspunkt = 1800; 
Vector soegeKriterier = new Vector(); 
 soegeKriterier.add(new Kriterium("Køkkentype", "Dansk")); 
 soegeKriterier.add(new Kriterium("Prisniveau", "Middel")); 
 soegeKriterier.add(new Kriterium("Kokkehuer", "0")); 
 soegeKriterier.add(new Kriterium("Antal siddepladser", "15")); 
String type = "Restaurant"; 
 
Søgeresultater 
 
Resultat fra R-trµet: [K2, K5, K8] 
KId: K2, Rang: 0,75 
KId: K5, Rang: 0,50 
KId: K8, Rang: 0,25 
 
Test-søgning nr. 5 
 
Søgekriterier 
 
double x = 19; 
double y = 24; 
Rectangle2D.Double brugerRektangel =  
  new Rectangle2D.Double(10,1,18,18); 
int tidspunkt = 1800; 
Vector soegeKriterier = new Vector(); 
 //soegeKriterier.add(new Kriterium("Køkkentype", "Dansk")); 
 //soegeKriterier.add(new Kriterium("Prisniveau", "Middel")); 
 //soegeKriterier.add(new Kriterium("Kokkehuer", "0")); 
 //soegeKriterier.add(new Kriterium("Antal siddepladser", "15")); 
String type = "Restaurant"; 
 
Søgeresultat 
 
Resultat fra R-trµet: [] 
Der er desvµrre ingen restauranter i nµrheden af dig 
 
