On a class of Kato manifolds by Istrati, Nicolina et al.
ar
X
iv
:1
90
5.
03
22
4v
2 
 [m
ath
.A
G]
  2
6 J
un
 20
19
ON A CLASS OF KATO MANIFOLDS
NICOLINA ISTRATI, ALEXANDRA OTIMAN, AND MASSIMILIANO PONTECORVO
Abstract. We revisit Brunella’s proof of the fact that Kato surfaces admit locally conformally
Ka¨hler metrics, and we show that it holds for a large class of higher dimensional complex man-
ifolds containing a global spherical shell. On the other hand, we construct manifolds containing
a global spherical shell which admit no locally conformally Ka¨hler metric. We consider a specific
class of these manifolds, which can be seen as a higher dimensional analogue of Inoue-Hirzebruch
surfaces, and study several of their analytical properties. In particular, we give new examples, in
any complex dimension n ≥ 3, of compact non-exact locally conformally Ka¨hler manifolds with
algebraic dimension n− 2, algebraic reduction bimeromorphic to CPn−2 and admitting non-trivial
holomorhic vector fields.
Introduction
In [Ka77] Masahide Kato introduced a class of compact complex manifolds of non-Ka¨hler type,
which can be described as containing a global spherical shell. They are often referred to in the
literature as GSS manifolds or Kato manifolds, especially in the intensively studied case of complex
dimension 2. We shall follow the exposition in [Ka77] to introduce them.
A spherical shell (SS) in an n-dimensional complex manifold is an open subset biholomorphic
to a neighbourhood of the sphere S2n−1 in Cn. A global spherical shell (GSS) is a spherical shell
such that its complement is connected. The simplest examples of manifolds containing a GSS are
the primary Hopf manifolds and their blow-ups. More generally, Kato showed in [Ka77] that any
compact complex manifold containing a GSS arises in the following way. Let π : Bˆ → B be a
modification of the unit ball in Cn at finitely many points and let σ : B → Bˆ be a holomorphic
embedding. Then glue the two boundary components of Bˆ − σ(B) via the real analytic CR-
diffeomorphism σ ◦π. The manifold M such obtained is a smooth n-dimensional compact complex
manifold with π1(M) ∼= Z and contains a GSS given by a neighbourhood of ∂Bˆ. The couple (π, σ)
is called a Kato data for the manifold M .
Since Kato manifolds have first Betti number equal to 1, they cannot have a Ka¨hler metric.
Little is known in general about the Hermitian geometry of complex non-Ka¨hler manifolds. The
special Hermitian non-Ka¨hler metrics studied so far usually arise by imposing specific cohomological
conditions on the fundamental (1, 1)-form of the metric. One such class is given by the locally
conformally Ka¨hler (lcK) metrics (see Section 2), which are of particular interest on compact non-
Ka¨hler manifods. Indeed, this is due to a theorem of Vaisman [Va80], stating that on a compact
Ka¨hlerian manifold, any lcK metric is automatically globally conformal to a Ka¨hler metric.
In complex dimension 2, lcK metrics were first constructed on some particular classes of Kato
surfaces. LeBrun [LeB91] gave a construction for certain parabolic Inoue surfaces and Fujiki-
Pontecorvo [FP10], on all Inoue-Hirzebruch surfaces, using a twistor construction. Shortly after,
Brunella in [Bru10] and in [Bru11] showed that all Kato surfaces admit lcK metrics. In the present
paper, we extend Brunella’s second construction of lcK metrics to a rather large class of Kato
manifolds in any complex dimension. In particular, they give new examples of lcK manifolds
which do not admit lcK metrics with potential. So far, the only other known such examples in
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high dimension were the Oeljeklaus-Toma manifolds of type (s, 1) ([OT05], [O16]) and the blow-ups
of lcK manifolds ([Tri82], [Vu09], [OVV13]).
Theorem (see Theorem 2.2). Let M be a Kato manifold of dimension n with Kato data (π, σ), so
that π is a finite sequence of blow-ups along smooth centers. Then M admits a locally conformally
Ka¨hler metric.
Note that for n = 2, the hypothesis in the above for π is not needed since any modification is
a sequence of blow-ups at points. However, in higher dimension, Hironaka’s famous examples of
modifications [Hi60] allow us to construct examples showing that the hypothesis on π is necessary:
Proposition (see Proposition 2.4). In any dimension n ≥ 4 there exist Kato manifolds which
admit no lcK metric.
By now, we have a very good understanding of the analytical properties of Kato surfaces, by
the works of Nakamura ([Na84], [Na90]), Dloussky ([Dl84], [Dl88A], [Dl88B]), Dloussky-Oeljeklaus
([DO99]) etc. The higher dimensional case is less understood due to the numerous ways one can
perform modifications. An explicit example of a Kato threefold together with the computation of
some of its analytical and topological invariants is given by Ruggiero in [Ru11]. The main feature
which differentiates Kato surfaces from their higher dimensional analogues is the fact that, while
the germ π ◦ σ : (Cn, 0)→ (Cn, 0) uniquely determines the surface, this no longer holds for n > 2.
An example which illustrates this fact for n = 3 appears in [Ru11].
In the present paper, we consider the simplest class of Kato manifolds, namely when π in the
Kato data is given by a sequence of blow-ups at points which are centers of the standard charts
of Bl0B and σ is itself given by a standard chart. The Kato data in this case can be encoded
by a matrix A ∈ GL(n,Z), which we call a Kato matrix, and the resulting Kato manifold MA is
completely determined by A. In particular, the analytical properties of the manifolds MA can be
read off the algebraic properties of A. The germ F = π ◦ σ corresponding to such a Kato data has
only monomial components and has a simple expression in terms of A. In addition, in this case
the germ uniquely determines the Kato manifold in our specific class.
This class of manifolds intersects the one constructed by Tsuchihashi in [Tsu87] as toroidal
compactifications of Z-quotients of open subsets in complex tori. In complex dimension 2, the
manifolds MA are Inoue-Hirzebruch surfaces, by [Dl88A]. In a description coming from number
theory, due to Hirzebruch (see [Hi73]), these surfaces appear as compactifications of quotients of
H×C by Λ⋊ U , where Λ is a finite index lattice in the ring of integers of some quadratic field K
and U is a cyclic group of positive units in K. This generalizes to any dimension in the following
manner (see Theorem 5.5 for a more precise statement):
Theorem. The Kato manifold MA is a compactification of C
n−1 × H/Λ ⋊ U with rational hy-
persurfaces, where U ∼= Z, Λ ⊂ Cn is a lattice of rank r ∈ {2 . . . , n}, and the group Λ ⋊ U is
determined by A.
The Kodaira dimension of the manifolds we consider is always −∞ (Proposition 7.4) and they do
not admit holomorphic one-forms (Proposition 6.3). What is remarkable about this class of Kato
manifolds is that it gives examples, in any complex dimension n ≥ 3, of lcK manifolds without
potential (Proposition 2.5) which admit non-trivial holomorphic vector fields (Proposition 6.1) and
have positive algebraic dimension (Proposition 7.1).
Call r in the above thorem the rank of the manifold MA. When r = 2, we find the following
algebraic description of MA (see Proposition 7.1 and Theorem 8.1):
Theorem. Let MA be n-dimensional, of rank 2. Then the algebraic dimension of MA is n − 2.
Its algebraic reduction is bimeromorphic to CPn−2, with a generic fiber being bimeromorphic to a
Kato surface MB.
Concerning the holomorphic vector fields, we find (cf. Corollary 6.2 and Theorem 8.3 ):
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Theorem. Let MA be n-dimensional of rank r. Then the compact torus T
n−r acts effectively by
biholomorphisms on MA. Moreover, if r = 2, then dimH
0(MA, TMA) = (n− 1)(n − 2).
The paper is organized as follows. In Section 1 we recall the construction of a general Kato
manifold and discuss some of its features. In Section 2, after some preliminaries on locally con-
formally Ka¨hler geometry, we present Brunella’s proof in any complex dimension, as well as an
example of a Kato manifold without lcK metric. We briefly describe in Section 3 the computations
for the Betti numbers and the twisted Betti numbers of some Kato manifolds. In Section 4, we
define a specific class of matrices in GL(n,Z), the Kato matrices. We study some of their algebraic
properties which we need later. Then, we describe the construction through which we uniquely
associate to any Kato matrix A a Kato manifold MA. In Section 5 we prove a compactification
result for these manifolds. The next two sections are dedicated to understanding the analytical
properties of the manifolds MA, such as the Kodaira dimension, the algebraic dimension and the
space of holomorphic vector fields and one-forms. Finally, in Section 8 we focus on the class of
rank 2 manifolds, for which we find the description of the algebraic reduction as well as the space
of holomorphic vector fields.
Notation. Consider the following two norms on Cn. For z = (z1, . . . , zn) ∈ Cn, we put ||z||2 :=∑n
j=1 |zj |2 and ||z||21,2 :=
∑n−1
j=1 |zj |2 + 2|zn|2. For c > 0, we denote by Bc := {z ∈ Cn, ||z|| < c}
and by B1,2,c := {z ∈ Cn, ||z||1,2 < c} the ball of radius c for the first norm and the second one
respectively. We will also write B := B1 and B1,2 := B1,2,1. Moreover, we denote by Sc := {z ∈
Cn, 1− c < ||z|| < 1+ c}. For a subset S of a topological space, we denote by S˚ its interior and by
S its closure. For a map F : Cn → Cn and m > 0, we will denote by Fm := F ◦ . . . ◦ F , where the
composition is taken m times.
1. Kato manifolds
In this section, we recall the construction of a general Kato manifold in more detail, following
[Ka77] and [Dl84].
Definition 1.1. A spherical shell in a compact complex manifold M of dimension n is an open
subset V ⊂ M such that V is biholomorphic to Sǫ for some ǫ > 0. We say that V is a global
spherical shell (GSS) if M \ V is connected. A manifold which contains a GSS is called a Kato
manifold.
Definition 1.2. Let M be a complex manifold and let p1, . . . , pm be points in M . A proper
modification of M at p1, . . . , pm is a proper surjective holomorphic map π : Mˆ → M such that
E := π−1(p1) ∪ . . . ∪ π−1(pm) ⊂ Mˆ is a nowhere dense analytic subset and π is a biholomorphism
precisely outside E. E is called the exceptional set of the modification.
As we have seen in the introduction, any Kato manifold is constructed starting from a modifi-
cation π : Bˆ → B ⊂ Cn at finitely many points and an embedding σ : B → Bˆ. We shall call (π, σ)
a Kato data and F := π ◦ σ : B→ B the corresponding germ. Let:
W := Bˆ− σ(B), ∂+W := ∂Bˆ, ∂−W := ∂σ(B)
γ : ∂+W → ∂−W, γ := π ◦ σ|∂+W .
Clearly γ extends to a biholomorphism between small neighbourhoods of the two components of
∂W , and we obtain the Kato manifold:
M(π, σ) :=W/∼
where x ∼ y if x ∈ ∂+W and y = γ(x) ∈ ∂−W .
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In order to describe the universal cover of M = M(π, σ), for each m ∈ Z, let Wm be a copy of
W . Then the universal cover can be seen as:
(1) M˜ =
( ⊔
m∈Z
Wm
)/
∼
=
⊔
m∈Z
Wm
where ∼ is given by identifying x ∈ ∂+Wm with σ ◦ π(x) ∈ ∂−Wm+1. In particular, we have a
natural isomorphism π1(M) ∼= Z with respect to which 1 acts on M˜ by sending an element in
Wm to its copy in Wm+1, so that W ⊂ M˜ is a fundamental domain for this action. Denote by
q : M˜ →M the covering map.
Let (π, σ) be a Kato data, let P ⊂ B denote the finite set of points modified by π and let E ⊂ Bˆ
denote the exceptional set of π. If σ(P ) does not intersect E, then the Kato manifold M(π, σ) is a
modification of a primary Hopf manifold [Ka77, Proposition 1]. Thus, in all that follows, we will
always assume that σ(P ) ∩ E 6= ∅ for a Kato data.
A Kato data (π, σ) is called centered if π ◦ σ(0) = 0. By the following result, whose proof is
independent of the dimension, one can always suppose that a Kato data is centered:
Lemma 1.3. ([Dl84, Lemme 1.5, Part I]) Given a Kato data (π, σ), there exists a centered Kato
data (π′, σ′) and a biholomorphism M(π, σ) ∼=M(π′, σ′).
We will call a Kato data (π, σ) simple if it is centered and π is a biholomorphism outside 0. The
following result, due to Dloussky in the case of surfaces, readily adapts to higher dimension. It
shows that it is not a big loss of generality to consider only simple Kato data.
Lemma 1.4. ([Dl84, Lemme 2.7, Part I]) Let (π, σ) be a centered Kato data. Then there exists a
simple Kato data (π′, σ′) and a proper modification at finitely many points µ :M(π, σ)→M(π′, σ′).
Remark 1.5. Let (π, σ) be a simple Kato data and let F : B → B be the corresponding germ,
with F (0) = 0. Let D ⊂ B be a domain with smooth boundary which contains 0 and satisfies
F (D) ⊂ D, or equivalently, σ(D) ⊂ π−1(D). Let Dˆ := π−1(D) and WD := Dˆ − σ(D). Then the
manifold MD := WD/∼, defined by x ∼ y if y = σ ◦ π(x) ∈ ∂WD, is biholomorphic to M(π, σ).
Indeed, clearly the universal covers of the two manifolds coincide, and WD is nothing but another
fundamental domain for the action of π1(M(π, σ)) = π1(MD), seen as a deck group. In particular,
by the Schwarz lemma (see for instance [Sha92, Theorem 6]), for any r < 1 one has F (Br) ⊂ Br.
Thus, considering Bˆr = π
−1(Br) and the new Kato data (πr := π|Bˆr , σr := σ|Br ), the manifold
M(πr, σr) is biholomorphic to M(π, σ). This remark is at the heart of Brunella’s construction of
lcK metrics on Kato manifolds which we present in the next section.
In practice it is convenient to allow for more general domains of definition for a Kato data than
just B and its modifications, as long as the existence of a GSS is guaranteed. Suppose we are given
a relatively compact domain with smooth boundary D ⊂ Cn which contains 0. Let π : Dˆ → D
be a proper modification at 0 and let σ : D → D be a holomorphic embedding, sending 0 to the
exceptional set of π. Then one can define WD := Dˆ − σ(D) and the compact complex manifold
M(π, σ) :=WD/∼ as before. Let F = π ◦ σ be the corresponding germ. If there exists an open set
B ⊆ D which contains 0, is biholomorphic to B and satisfies F (B) ⊂ B, then a neighbourhood of
π−1(∂B) ⊂WD − σ(∂D) ⊂M(π, σ) is a GSS, hence M(π, σ) is a Kato manifold. In this case, we
will call (π : Dˆ → D,σ : D → Dˆ) a Kato data as well.
Composing Kato data. Given two Kato data (πj : Dˆj → D ⊂ Cn, σj : D → Dˆj) with corre-
sponding germs Fj = πj ◦ σj, j = 1, 2, one can glue the two together in order to form a new Kato
data (π12, σ12) with corresponding germ F1 ◦ F2. We will call the resulting data the composition
of (π1, σ1) with (π2, σ2). This is done as follows. Let Wj := Dˆj − σj(D) for j = 1, 2. The map
γ1 := σ1 ◦π2 : ∂Dˆ2 → ∂σ1(D) extends to a biholomorphism of small enough neighborhoods of ∂Dˆ2
and ∂σ1(D), so we can define:
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Dˆ12 :=W1 ⊔γ1 Dˆ2
W12 :=W1 ⊔γ1 W2.
(2)
Let ι : Dˆ2 → Dˆ12, j : W1 → Dˆ12 denote the natural embeddings and let σ12 := ι ◦ σ2 : D → Dˆ12,
so that W12 = Dˆ12 − σ12(D). Moreover, define π′2 : Dˆ12 → Dˆ1 by:
π′2|j(W1) := id, π′2|ι(Dˆ2) := σ1 ◦ π2 ◦ ι−1.
Then π′2 is precisely the modification π2 of the chart σ1(D) ⊂ Dˆ1. It follows that π12 := π1 ◦ π′2 :
Dˆ12 → D is a proper modification of D at finitely many points, hence (π12, σ12) is a Kato data.
Its corresponding germ is given by:
F12 := π12 ◦ σ12 = π1 ◦ π′2 ◦ ι ◦ σ2 = π1 ◦ σ1 ◦ π2 ◦ σ2 = F1 ◦ F2.
While clearly the resulting Kato data depends on the order in which we performed the gluing,
the corresponding manifold does not. More precisely, let us denote by (π21, σ21) the composition
of (π2, σ2) with (π1, σ1). Then we have:
Lemma 1.6. There exists a biholomorphism M(π12, σ12) ∼=M(π21, σ21).
Proof. Let us denote by M12 =M(π12, σ12) and by M21 =M(π21, σ21). By (1), we have:
M˜12 =
⊔
m∈Z
Wm,12 =
⊔
m∈Z
(Wm,1 ⊔Wm,2) =
⊔
m∈Z
(Wm,2 ⊔Wm,1) = M˜21
where for each m ∈ Z and j ∈ {1, 2, 12}, Wm,j denotes a copy of Wj . In particular, W12 and W21
are two different fundamental domains for the action of the deck group π1(M12) = π1(M21), thus
M12 ∼=M21.
Lemma 1.7. Let (π, σ) be a Kato data, let p ≥ 2 and let (πp : Dˆp → D,σp) be the Kato data
obtained by composing (π, σ) with itself p times, as described above. Then the manifold Mp :=
M(πp, σp) is a finite cyclic unramified covering of M :=M(π, σ) with p sheets.
Proof. Let W := Dˆ − σ(D) and let γ := σ ◦ π : ∂+W → ∂−W . Applying inductively (2), we find
that W (p) := Dˆp − σp(D) = W ⊔γ . . . ⊔γ W , where the copies of W are taken p times. Moreover,
we have
γp := σp ◦ πp = γp : ∂+Wp → ∂−Wp.
Thus, from (1) we find:
M˜p =
⊔
m∈Z
W (p)m =
⊔
m∈Z
(Wm ⊔ . . . ⊔Wm) = M˜.
In addition, under the natural isomorphism π1(M) ∼= Z, we find that pZ ∼= π1(Mp) ⊂ π1(M),
therefore we have a Galois covering Mp →M of deck group π1(M)/π1(Mp) ∼= Z/pZ.
2. Locally conformally Ka¨hler metrics on Kato manifolds: Brunella’s proof
revisited
We recall the definition of a locally conformally Ka¨hler metric:
Definition 2.1. A Hermitian metric g on a complex manifold (M,J) is called locally conformally
Ka¨hler (lcK for short) if its fundamental form Ω := g(J ·, ·) satisfies dΩ = θ ∧ Ω for a closed
one-form θ on M . We call θ the Lee form of the metric.
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If (g, θ) is an lcK metric on (M,J) and f ∈ C∞(M,R), then efg is again an lcK metric with Lee
form θ + df . In the present section, we always assume that the Lee form is not exact.
On the universal cover q : M˜ →M of an lcK manifold (M,J, g, θ) we have q∗θ = dϕ. Thus, the
metric g˜ := e−ϕq∗g becomes Ka¨hler on (M˜, q∗J) and any deck transformation ψ ∈ π1(M) acts on
it by ψ∗g˜ = cψ g˜, for some positive constant cψ. We call g˜ the corresponding Ka¨hler metric, and
note that it depends only on the conformal class of g. Conversely, any Ka¨hler metric on (M˜, q∗J)
on which π1(M) acts by strict homotheties determines uniquely a conformal class of lcK metrics
on (M,J).
A few distinguished types of lcK metrics are of particular interest, namely the Vaisman metrics,
the lcK metrics with potential and a larger class including both of them, called exact lcK metrics.
An lcK metric g is called Vaisman if its Lee form θ is parallel with respect to the Levi-Civita
connection ∇g. It is called with potential if the corresponding Ka¨hler form Ω˜ on the universal cover
admits a potential φ, meaning that Ω˜ = ddcφ, such that ψ∗φ = cψφ for any ψ ∈ π1(M). Finally, it
is called exact if its fundamental form Ω equals dθη, for some one-form η, where θ is the Lee form
of the metric and we denoted by dθ := d − θ ∧ ·. Any Vaisman metric is with potential and any
lcK metric with potential is exact (see [OV11]).
Brunella gives in [Bru11] a method of constructing conformal classes of lcK metrics on every
Kato surface. However, we note that his argument holds in general, for any dimension, as soon as
π in the Kato data consists in a sequence of a blow-ups along smooth centers. In what follows, we
give the outline of Brunella’s proof, insisting on the arbitrariness of the dimension:
Theorem 2.2. (see [Bru11, Theorem 1]) Every Kato manifold arising from a Kato data (π, σ)
for which π is a sequence of blow-ups along smooth centers carries a locally conformally Ka¨hler
metric.
Proof. Let us denote by M the n-dimensional Kato manifold given by the Kato data (π, σ). The
strategy consists in constructing a Ka¨hler metric on the universal M˜ on which π1(M) acts by
homotheties. In doing so, we use the description of M˜ given by (1).
To begin with, we consider a Ka¨hler metric ω0 on Bˆ, smooth up to the boundary, which exists
due to the following result (see for instance [Vo02, Proposition 3.24]):
Proposition 2.3. If X is a Ka¨hler manifold and Y ⊂ X is a compact complex submanifold, then
the blown-up manifold along Y is Ka¨hler.
We start with modifying ω0 on σ(B) such that on a neighbourhood of σ(0), it becomes flat. The
Ka¨hler form σ∗ω0 on B admits a smooth potential φ. We can suppose, without loss of generality,
that φ(0) = 0 and d0φ = 0. Moreover, after eliminating the pluriharmonic part of the Taylor
expansion of φ at 0, we can suppose that around 0, φ writes:
φ(z) =
1
2
n∑
j,k=1
∂2φ
∂zj∂zk
(0)zjzk +O(||z||3).
Note that the Hessian of φ at 0 is positively defined since φ is a strictly plurisubharmonic function,
hence 0 is a non-degenerate local minimum of φ.
We take now a positive constant λ > 0 and 0 < r < r′ < 1 such that the function ρ(z) :=
λ(1 + ||z||2) is greater than φ on Br and smaller than φ on ∂Br′ . Indeed, there exists r′ > 0 such
that φ > 0 on Br′ − {0}. Thus we take:
λ := 2min
∂Br′
φ
1 + r′2
> 0.
Moreover, as the function ρ − φ is strictly positive in 0, it is strictly positive on Br for some
0 < r < r′.
Following [De97, Lemma 5.18], we can define on Br′ the function φ˜ as the regularized maximum
maxǫ(φ, ρ), where ǫ > 0 is such that ρ − φ > ǫ on a neighbourhood of ∂Br and φ − ρ > ǫ
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on a neighbourhood of ∂Br′ . Moreover, we put φ˜ = φ on B − Br′ . Then φ˜ is smooth, strictly
plurisubharmonic and equal to ρ on some neighbourhood of ∂Br and to φ outside Br′ . It follows
that the Ka¨hler form σ∗(dd
cφ˜) on σ(B) glues to ω0 on Bˆ− σ(B) and defines a new smooth Ka¨hler
metric ω1 on Bˆ.
The second step is to modify ω1 near the boundary of Bˆr = π
−1(Br). Consider the (1, 1)-current
on B given by ω˜1 := π∗ω1. As B is Stein, there exists a plurisubharmonic function ψ on B such
that ω˜1 = dd
cψ. As ω˜1 is a smooth Ka¨hler form on B − {0}, it follows by [De97, Corollary 3.30]
that also ψ is smooth on B − {0}. Take now 0 < s < r such that σ(Br) ⊂ Bˆs. There exist real
numbers c1 > 0 and c2 ∈ R such that:
c1 · λ(1 + r2) + c2 > max
z∈∂Br
ψ(z) =:M, c1 · λ(1 + s2) + c2 < min
z∈∂Bs
ψ(z) =: m.
Indeed, since ψ is strictly plurisubharmonic, the function (0, 1) ∋ t 7→ max∂Bt ψ is stricty increasing
by the maximum principle, thus m < M . It follows that for any α > 1, we can take:
(3) c1 = αλ
M −m
r2 − s2 > 0, c2 ∈
(
M − c1λ(1 + r2),m− c1λ(1 + s2)
) 6= ∅.
Thus we have c1ρ+c2 > ψ on ∂Br and c1ρ+c2 < ψ on ∂Bs. Let ψ˜ be the strictly plurisubharmonic
function on B, smooth on B − {0}, defined as the regularized maximum of ψ and of c1ρ + c2 on
Br \ Bs, and equal to ψ on Bs. Then the Ka¨hler metric π∗ddcψ˜ on Bˆ − Bˆs/2 glues to ω1 on Bˆs/2,
defining a smooth Ka¨hler metric ω2 on Bˆ. Moreover, if U is a small enough neighbourhood of
∂σ(Br), then V = (σ ◦ π)−1(U) is a neighbourhood of ∂Bˆr and we have:
(σ ◦ π)∗ω2|U = 1
c1
ω2|V .
Therefore we can define a smooth Ka¨hler metric ω˜ on M˜ =
⊔
m∈ZW(r),m by setting ω˜ := c
−m
1 ω2
on W(r),m, m ∈ Z, where W(r),m is a copy of W(r) = Bˆr− σ(Br). Clearly the generator ψ of π1(M)
acts on ω˜ by ψ∗ω˜ = c−11 ω˜, thus ω˜ defines a conformal class of lcK metrics on the manifold M .
However, not all Kato manifolds admit lcK metrics. In order to construct such counter-
examples, let us first recall one of Hironaka’s examples [Hi60] of a smooth compact complex
manifold bimeromorphic to a projective manifold, admitting no Ka¨hler metric. Let n ≥ 3 and
consider in CPn a curve c which is smooth everywhere but at a double point P ∈ c, where
it auto-intersects transversally. Let U ⊂ CPn be a chart around P in which (c, P ) looks like
({(z1, . . . , zn) ∈ Cn, z1z2 = 0, z3 = . . . = zn = 0}, 0) in Cn. Let c1, c2 denote the irreducible
components of c in this chart. Let µ1 : Uˆ1 → U denote the blow-up of U along c1, name c′2 the
strict transform of c2 via µ1 and then let µ2 : Uˆ2 → Uˆ1 denote the blow-up of Uˆ1 along c′2. Also
let µ3 = ̂CPn − {P} → CPn − {P} denote the blow-up along c − {P}. Then µ−13 (U − {P}) is
biholomorphic to (µ1 ◦ µ2)−1(U − {P}), so we can glue ̂CPn − {P} and Uˆ2 along these open sets
in order to form the smooth compact complex manifold Hn together with a map µ : Hn → CPn
which coincides with µ3 or with µ1 ◦ µ2 on the appropriate open sets which cover Hn. Hence µ is
a proper modification of CPn. It turns out that Hn is not projective algebraic and it admits no
Ka¨hler metric for n ≥ 3. This comes from the fact that Hn contains a smooth rational curve which
has zero homology class, which is impossible on a compact Ka¨hler manifold.
Proposition 2.4. There exist Kato manifolds which admit no lcK metric.
Proof. We will construct a Kato data giving a manifold not admitting lcK metrics.
Let us suppose n ≥ 4. Let B ⊂ Cn denote the standard ball and let π1 : Bˆ(1) → B be the
blow-up along 0 ∈ B. Let E1 ∼= CPn−1 = π−11 (0) denote the exceptional divisor. Choose c ⊂ E1
a curve with a double point P like in the Hironaka construction, and let π2 : Bˆ
(2) → Bˆ(1) denote
the modification along c which was described above. Namely, outside P , π2 is the blow-up of
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Bˆ(1) −{P} along c−{P}, while around P , it consists in blowing up one branch of c, and then the
other one. Then E2 := π
−1
2 (c) is a singular hypersurface S which autointersects along a CP
n−2.
The strict transform of E1 via π2, denoted by E
′
1, is biholomorphic to Hn−1, the manifold given
by Hironaka’s example. It intersects E2 along a manifold biholomorphic to Hn−2.
Choose now σ : B → B − E′1 a holomorphic embedding with σ(0) ∈ E2, and put π : Bˆ(2) → B,
π = π1 ◦π2. Then (π, σ) is a Kato data, defining a Kato manifold M of complex dimension n. Let
M˜ denote its universal cover. By construction, we have:
Hn−1 ∼= E′1 ⊂W = Bˆ(2) − σ(B) ⊂ M˜.
Thus, M˜ cannot admit any Ka¨hler metric, since such a metric would induce one on Hn−1, which
is impossible. We conclude that M admits no lcK metric.
Proposition 2.5. There are no exact lcK metrics on a Kato manifold M which is not primary
Hopf. In particular, there are no lcK metrics with potential.
Proof. Let C 6= ∅ denote the divisor of M obtained by gluing the exceptional set of π. Assume
by contradiction that Ω = dθη, and take an immersion j : CP
1 → M of CP1 into an irreducible
component of C. Then j∗θ = df for some f ∈ C∞(CP1), hence the Ka¨hler metric e−f j∗Ω on CP1
satisfies:
0 <
∫
CP1
e−f j∗Ω =
∫
CP1
d(e−f j∗η) = 0
which is impossible.
3. De Rham and twisted cohomology
Topologically, Kato manifolds are modifications of primary Hopf manifolds. Indeed, according
to [Ka77, Theorem 1], for any Kato manifold M , there exists a complex analytical family Π :
X → D = {t ∈ C, |t| < 1} such that Π−1(0) = M and Mt := Π−1(t) is a compact complex
manifold biholomorphic to a modification of a primary Hopf manifold. Moreover, the manifolds
Mt are constructed as follows: given a Kato data (π, σ) for M , one defines a family σt depending
analytically on t such that σ0 = σ, (π, σt) is also a Kato data and σt(0) does not meet the
exceptional set for t 6= 0. Then, the manifold Mt is obtained from (π, σt) by performing the Kato
construction. In particular, when π is a sequence of blow-ups with smooth centers, the manifolds
Mt are also obtained as a sequence of blow-ups with smooth centers from a primary Hopf manifold.
On the other hand, given a compact complex manifold M of dimension n and Z ⊂M a smooth
compact complex submanifold of codimension r, let π : Mˆ = BlZM → M be the blow-up of
M along Z and denote by j : E = π−1(Z) → Mˆ the inclusion of the exceptional divisor. Let
j! : H
p−2(E,Z)→ Hp(Mˆ,Z) denote the Gysin morphism induced by j, defined as the composition
of the maps:
Hp−2(E,Z)
PD
// H2n−p(E,Z)
j∗
// H2n−p(Mˆ ,Z)
PD
// Hp(Mˆ,Z)
where PD denotes the Poincare´ duality morphism. Let us also denote by h = c1(OE(−1)) ∈
H2(E,Z), where OE(−1) denotes the tautological line bundle over E ∼= P(NMZ). Finally, let us
introduce the map:
ψq : H
p−2q−2(Z,Z)→ Hp(Mˆ ,Z), ψq(a) = j!(hq ∧ π|∗E(a)).
Then the maps ψq and π
∗ are injective, and we have the following description of the de Rham
cohomology of Mˆ (see for instance [Vo02, Theorem 7.31]):
(4) Hp(Mˆ,Z) = π∗Hp(M,Z)⊕
r−2⊕
q=0
ψqH
p−2q−2(Z,Z).
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In our case, we have to consider a primary Hopf manifoldM , which is diffeomorphic to S1×S2n−1,
so that H0(M,Z) = H1(M,Z) = H2n−1(M,Z) = H2n(M,Z) = Z and all the other cohomology
groups are 0. Then, take k consecutive blow-ups of M at smooth centers Zp ⊂ Ep, where Ep is the
exceptional divisor obtained at step p, 1 ≤ p ≤ k − 1, and Z0 is a point. Let Mˆ be the resulting
manifold. Using (4) inductively, we obtain that Hp(Mˆ,Z), as an abelian group, is completely
determined by the groups H•(Zp,Z). In the simplest case, we find:
Corollary 3.1. Let (π, σ) be a simple Kato data such that π is a composition of k blow-ups at
points, and let M = M(π, σ) be the corresponding n-dimensional Kato manifold. Then we have
the following Betti numbers for M :
b0 = b1 = b2n−1 = b2n = 1
b2p+1 = 0, 1 ≤ p ≤ n− 2
b2p = k, 1 ≤ p ≤ n− 1.
In particular, the Euler characteristic χ(M) = k(n − 1) is positive for k > 0.
Let now θ be any closed one-form on a Kato manifold M , and recall the differential operator
dθ ∈ Ω•(M)→ Ω•+1(M), dθα = dα− θ ∧ α.
A straightforward computation shows that d2θ = 0 and hence we can consider the cohomology
H•θ :=
Ker dθ
Im dθ
that we shall call twisted cohomology. Via standard Hodge theory, it can be seen that these groups
are finite dimensional on a compact manifold. Moreover, they only depend on the de Rham class
[θ] ∈ H1dR(M).
Since the twisted cohomology is a topological object, we can again use Kato’s result and suppose
that our Kato manifolds are modifications of primary Hopf manifolds. Then the following computes
the twisted cohomology for blown-up manifolds:
Theorem 3.2. ([Men18, Theorem 4.5]) LetM be a complex n-dimensional manifold, let ι : Z →M
be the inclusion of a complex submanifold of codimension r, and let π : Mˆ →M denote the blow-up
of M along Z. Moreover, let θ be a closed one-form on M . Then for any 0 ≤ p ≤ 2n
(5) Hpθ (M)⊕
r⊕
q=0
Hp−2−2qι∗θ (Z) ≃ Hpπ∗θ(Mˆ ).
In our case, the actual computation of the twisted cohomology is facilitated by the following:
Lemma 3.3. The twisted cohomology of a primary Hopf manifold vanishes with respect to any
closed non-exact one form.
Proof. Any primary Hopf manifold is diffeomorphic to M = S1×S2n−1, and any closed one form θ
on it is cohomologous to λdt, where λ ∈ R and t is the local standard coordinate on S1. Now, for
any metric g on S2n−1, λdt is parallel with respect to the Levi-Civita connection of g1 = dt
2 + g
on M . Hence, by applying [LLMP03, Theorem 4.5] for λdt, with λ 6= 0, the conclusion follows.
Thus, in order to compute the twisted cohomology of a Kato manifold given by a sequence of
blow-ups with smooth centers, we can use the above two results inductively, and as in the case
of de Rham cohomology, we find that H•θ (Mˆ) is completely determined by the groups H
•
ι∗θ(Zp),
where Zp are the smooth centers at which the blow-ups were performed. In the simplest case we
obtain:
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Corollary 3.4. Let M be a Kato manifold of dimension n with simple Kato data (π, σ), such that
π is a composition of k blow-ups at points. Also let θ be a closed non-exact one-form on M . Then
we have the following twisted Betti numbers:
dimH2pθ (M) = k, 1 ≤ p ≤ n− 1
dimHpθ (M) = 0, p ∈ {2q + 1, q ∈ Z} ∪ {0, 2n}.
4. Kato manifolds generalizing Inoue-Hirzebruch surfaces
4.1. Kato matrices. In this section, we introduce a class of matrices that we will use in the sequel
to construct a certain class of Kato manifolds. We also discuss some of their properties that we
will need later.
Let A = (apq)1≤p≤m,1≤q≤n be an m × n matrix with entries that are natural numbers. We
introduce the following notation, which we shall use throughout the paper:
zA := (za111 z
a12
2 . . . z
a1n
n , . . . , z
am1
1 z
am2
2 . . . z
amn
n ), z ∈ Cn.
Moreover, we will denote by FA : C
n → Cm the holomorphic map FA(z) = zA. Note that for any
two n×n matrices A, B one has the relation FAB = FA ◦FB . In particular, if A ∈ GL(n,Z), then
FA ∈ Aut((C∗)n).
Let now e1, . . . , en denote the standard basis of R
n, written as n × 1 matrices, let c =∑nj=1 ej
and consider the n× n elementary matrices defined by:
(6) Aj =
(
e1 · · · ej−1 ej+1 · · · en c
)
, 1 ≤ j ≤ n.
Written on components, these are:
A1 =


0 0 0 · · · 0 1
1 0 0 · · · 0 1
0 1 0 · · · 0 1
...
...
...
. . .
...
...
0 0 0 · · · 1 1

 A2 =


1 0 0 · · · 0 1
0 0 0 · · · 0 1
0 1 0 · · · 0 1
...
...
...
. . .
...
...
0 0 0 · · · 1 1

 . . . An =


1 0 0 · · · 0 1
0 1 0 · · · 0 1
0 0 1 · · · 0 1
...
...
...
. . .
...
...
0 0 0 · · · 0 1

 .
We are interested in products of such matrices. We will call a product of elementary matrices
A = Aj1 · · ·Ajk , where repetitions are allowed, a Kato matrix if A 6= Apn for some p ≥ 1. These
matrices were first considered by Dloussky in [Dl88A] in the case n = 2.
Lemma 4.1. Given a product of elementary matrices A = Aj1 · · ·Ajk , with 1 ≤ j1, . . . , jk ≤ n,
the map FA satisfies FA(B) ⊂ B if and only if A is not of the form A = AqApn, for 1 ≤ q ≤ n and
p ≥ 0.
Proof. Suppose A = (ast)s,t does not satisfy FA(B) ⊂ B. Since for any 1 ≤ s ≤ n we have∑n
t=1 ast ≥ 1, it follows that ||FA(z)|| ≤ ||z|| each time z ∈ B. Thus FA(B) 6⊂ B if and only if there
exists w ∈ ∂B with ||FA(w)|| = 1.
Now for an elementary matrix Ap, 1 ≤ p ≤ n, ||FAp(w)|| = 1 reads:
1 = |wn|2(1 +
n−1∑
s=1
|ws|2) = |wn|2(2− |wn|2)
i.e. |wn| = 1 and w1 = . . . = wn−1 = 0. Thus, if we let d = {z ∈ Cn, z1 = . . . = zn−1 = 0}, since
FA does not contract the ball, it follows that either k = 1 or that k > 1 and FAq (d) = d for any
q ∈ {j2, . . . , jk}. On the other hand, we have FAq(d) = d if and only if q = n. Hence, if k > 1 then
Aj2 = . . . = Ajk = An.
Conversely, note that if we denote by e1, . . . , en ∈ Cn the standard basis, then we have:
FAqApn(en) = eq, 1 ≤ q ≤ n, p ≥ 0.
Thus indeed the matrix AqA
p
n does not contract B.
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Consider now the ball for the second norm B1,2 := {z ∈ Cn, ||z||21,2 =
∑n−1
j=1 |zj |2 + 2|zn|2 < 1}.
Note that B1,2 is biholomorphic to B via (z1, . . . , zn) 7→ (z1, . . . , zn−1,
√
2zn). As it turns out, all
Kato matrices define germs which contract this second ball:
Lemma 4.2. If A ∈ GL(n,Z) is a Kato matrix, then FA(B1,2) ⊂ B1,2.
Proof. Let z ∈ B1,2. Suppose first that A = Aq with 1 ≤ q ≤ n− 1. Then we find:
||FAq (z)||21,2 = |zn|2(1 +
n−2∑
j=1
|zj |2 + 2|zn−1|2)
< |zn|22(1 +
n−1∑
j=1
|zj |2)
≤ (1−
n−1∑
j=1
|zj |2)(1 +
n−1∑
j=1
|zj |2) ≤ 1
hence FAq(z) ∈ B1,2. Moreover, in the same way we find FAn(z) ∈ B1,2.
Now if A = Aj1 · · ·Ajk is Kato, then there exists 1 ≤ s ≤ k with js 6= n. Hence, applying
inductively the result for elementary matrices, we find FA(z) ∈ B1,2.
Remark 4.3. As was noted above, the line d = {z1 = . . . = zn−1 = 0} ⊂ Cn is fixed pointwise by
FAn . Hence, for A = A
p
n, p ≥ 1, there exists no open set D ⊂ Cn containing 0 with FA(D) ⊂ D.
For n = 2, Kato matrices are known to have a unique factorisation into elementary matrices.
Our next goal is to show that this still holds for n ≥ 3. To this aim, we will first introduce some
notation.
We start by defining a relation on elements of Zn. For two vectors v,w ∈ Zn, we say that v ≺ w
if either v = ei, w = ej and i < j, or vi ≤ wi for all 1 ≤ i ≤ n, with at least one inequality
being strict. Note that this relation is not transitive. For A = (aij)ij ∈ GL(n,Z), denote by
A(j) = (a1j , . . . , anj)
t the j-th column of A, for 1 ≤ j ≤ n.
Lemma 4.4. Let A be a product of elementary matrices defined in (6). Then:
(7) A(i) ≺ A(j) for any 1 ≤ i < j ≤ n.
Proof. It is clear by (6) that the elementary matrices satisfy (7). Then one notices that for
B ∈ GL(n,Z) and 1 ≤ j ≤ n, one has:
(8) B ·Aj =
(
B(1) · · · B(j−1) B(j+1) · · · B(n) ∑ni=1B(i)) .
Thus, if B is a product of elementary matrices and satisfies (7), then clearly also B · Aj satisfies
this property, which concludes the proof.
Lemma 4.5. If A = Aj1 · . . . · Ajk = Ai1 · . . . · Aip ∈ GL(n,Z), then p = k and js = is, for any
s ∈ {1, . . . , k}.
Proof. We will give an algorithm of factorisation of A into elementary matrices which will show
that the factorisation is unique.
Let us write A = B · Aj , where B is a product of elementary matrices and 1 ≤ j ≤ n. We
note that by (8), the columns of A completely determine those of B as being A(1), . . . , A(n−1),
C := A(n) −∑n−1i=1 A(i), not necessarily in this order. Moreover, by Lemma 4.4, there exists only
one possible order of these columns in B, hence B is uniquely determined by A. Finally, j clearly
satisfies A(j−1) ≺ C ≺ A(j), hence it is also uniquely determined by A. Thus the decomposition
A = B · Aj is unique for A, allowing us to uniquely factorise A into elementary matrices.
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Next, since we have: (
Il ∗
0 B
)(
Il ∗
0 D
)
=
(
Il ∗
0 BD
)
for any Kato matrix A there exists a maximum number l = l(A) ≥ 0 such that A is of the form:
(9)
(
Il G
0 B
)
,
where B ∈ GL(n− l,Z) is a Kato matrix. Note that, if A = Aj1 · · ·Ajk , then
(10) l(A) = min
1≤p≤k
jp − 1.
In particular, since A is a Kato matrix, it follows that l ≤ n − 2. We will say that A is of type l;
in this case, Am is also of type l, for any m > 0.
Remark 4.6. Any type l Kato matrix with l ≥ 1 has 1 as eigenvalue of geometric multiplicity at
least l.
Lemma 4.7. Any type l Kato matrix A ∈ GL(n,Z) is of the form A =
(
Il G
0 B
)
, such that all the
lines of G are equal to L = (pl+1, . . . , pn) ∈ Nn−l. In particular, if we denote by z = (z1, . . . , zl)
the first l coordinates on Cn and by w = (wl+1, . . . , wn) the last n− l coordinates, then we have:
(11) FA(z, w) = (z1w
L, . . . , zlw
L, FB(w)).
where wL = w
pl+1
l+1 · · ·wpnn .
Proof. Let A = Aj1 · · ·Ajk , with js > l for any s ∈ {1, . . . , k}. We will show by induction on k that
all the lines of G are equal. For k = 1, we have by definition (cf. (6)) that all the lines of G equal
L0 := (0, . . . , 0, 1). Now suppose that A
′ = Aj2 · · ·Ajk =
(
Il G
′
0 B
′
)
and all the lines in G′ are equal
to L′, and let us moreover write Aj1 =
(
Il G
′′
0 B
′′
)
, where all the lines in G′′ equal L0. Then we find:
G = G′ +G′′B′
hence any line of G equals L′+ the last line of B′, and the conclusion follows.
Lemma 4.8. Let A =
(
Il G
0 B
)
∈ GL(n,Z) be a type l > 0 Kato matrix and let L denote a line of
G. Then J0 = (1, . . . , 1) ∈ Zn−l satisfies
(12) J0B − J0 = (n− l − 1)L.
In particular, if for any M ∈ GL(j,Z), lM : Zj → Zj denotes the map v 7→ vM and KM :=
ker(lM − id), then we find that
Θ := {(I, J) ∈ Zl × Zn−l,∃a ∈ Z ∃K ∈ KB
l∑
p=1
Ip = a(n− l − 1), J = K − aJ0}
is of finite index in KA and rankKB = rankKA − l.
Proof. First, we will show that eq. (12) holds for any product of the form:
(13) A = Aj1 · · ·Ajk =
(
Il G
0 B
)
, min
1≤p≤k
jp > l
by induction on k ≥ 1. For k = 1, A = Aj with j > l, L = L0 = (0, . . . , 0, 1) and
(14) B = Bj :=
(
el+1 · · · el+j−1 el+j+1 · · · en c
)
where el+1 . . . en denotes the standard basis of R
n−l and c =
∑n
s=l+1 es, thus we find (12).
Suppose now that we have A = AjA
′, j > l, where A′ =
(
Il G
′
0 B
′
)
is a product as in (13), with L′
denoting a line of the matrix G′, and suppose that (12) is satisfied for A′. It follows that B = BjB
′
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and L = L′ + B′(n), where B
′
(n) denotes the last line of B
′. Thus we find, using (14) and the
induction hypothesis:
J0B = (J0 + (n− l − 1)L0)B′ = J0 + (n− l − 1)L′ + (n− l − 1)B′(n) = J0 + (n− l − 1)L
which is precisely what we wanted to show.
Next, using Lemma 4.7, we find that (I, J) ∈ Zl×Zn−l is in KA if and only if (
∑l
p=1 Ip)L+JB =
J . Thus we infer by (12) that we have Θ ⊂ KA. Moreover:
(15) dimΘ⊗Q = l + dimKB ⊗Q ≤ dimKA ⊗Q.
On the other hand, we also have dimKA ⊗Q = dimker pA, where for any M ∈ GL(j,Z) we put
pM : Q
j → Qj, v 7→ vt −Mvt. But ker pA = Ql ⊕ (ker pB ∩ {v ∈ Qn−l, Lvt = 0}), so:
(16) dimKB ⊗Q = dimker pB = dimker pA − l + δ,
with δ ∈ {0, 1}, depending on whether or not ker pB is included in the hyperplane {v ∈ Qn−l, Lvt =
0}. Combining (15) with (16), we find δ = 0 and dimΘ⊗Q = dimKA ⊗Q. In particular, Θ is of
finite index in KA.
Remark 4.9. If l = n−2, then we find in the above lemma that J0B−J0 = L. Moreover, KB = 0
in this case. Thus we have:
(17) Θ = {(I,−(
l∑
p=1
Ip)J0) ∈ Zl × Zn−l, I ∈ Zl} = KA.
More generally, in the case rankKB = 0 we find Θ = KA.
Definition 4.10. We shall call a type l Kato matrix l-positive if it is of the form:(
Il ∗
0 B
)
and all the entries of B are strictly positive numbers. If l = 0, we will simply call it positive.
Remark 4.11. It can be easily shown that for any Kato matrix A ∈ GL(n,Z) of type l, Ap is
l-positive for any p ≥ n− l.
4.2. The manifolds MA. In this section, we will associate to any Kato matrix A ∈ GL(n,Z) an
n-dimensional Kato manifold, which we will denote by MA.
Recall that the blow-up of Cn at 0 ∈ Cn is defined as:
Cˆn = {((z1, . . . , zn), [u1 : u2 : . . . : un]) | zluj = zjul, 1 ≤ j, l ≤ n} ⊆ Cn ×CPn−1
and we denote by Π : Cˆn → Cn the natural projection. We can cover Cˆn by the standard charts
fj : C
n → Cˆn,
fj(z) = ((z1zn, . . . , zj−1zn, zn, zjzn, . . . , zn−1zn), [z1 : . . . : zj−1 : 1 : zj : . . . : zn−1])
for 1 ≤ j ≤ n. In these charts, the projection is expressed as Π ◦ fj(z) = zAj , where Aj are given
in (6). As a matter of fact, this unravels the motivation for considering the matrices Aj . Note
moreover that in any of the charts, the exceptional divisor is given by the equation zn = 0.
Given a Kato matrix A, by Lemma 4.5 we can uniquely write it as A = Aj1 · · ·Ajk , k ≥ 1. We
will construct a Kato data (π, σ) by the composition procedure presented in Section 1 of the data
(Π, fj1), . . . , (Π, fjk). Let D := B1,2 = {z ∈ Cn,
∑n−1
j=1 |zj |2 + 2|zn|2 < 1}. By Lemma 4.2, we have
FAj (D) ⊂ D for any 1 ≤ j ≤ n.
Denote also by Π : Dˆ → D the blow-up of D ⊂ Cn at 0. For 1 ≤ j ≤ n, let Dj := fj(D) and
Wj := Dˆ −Dj . Note that the map
γj = fj ◦Π|∂Dˆ : ∂Dˆ → ∂Dj
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extends to a biholomorphism from a neighborhood of ∂Dˆ in Cˆn to a neighbourhood of ∂Dj in Cˆ
n.
We then use these maps to define, by gluing, the following complex manifolds, for 1 ≤ p ≤ k:
Dˆ(p) :=Wj1 ⊔γj1 Wj2 ⊔γj2 . . . ⊔γjp−1 Dˆ
W (p) :=Wj1 ⊔γj1 Wj2 ⊔γj2 . . . ⊔γjp−1 Wjp .
(18)
If we denote by ιp : Dˆ → Dˆ(p) the natural embedding and let σp = ιp ◦ fjp : D → Dˆ(p), then
W (p) = Dˆ(p) − σp(D). Note that, for p ≥ 1, Dˆ(p) is the blow-up of Dˆ(p−1) at σp−1(0), and we
denote by πp : Dˆ
(p) → Dˆ(p−1) this blow-up map. Here, by convention, Dˆ(0) = D and σ0 = id.
Moreover, we have a commutative diagram:
(19) Dˆ
ιp
//
Π

Dˆ(p)
πp

D
σp−1
// Dˆ(p−1)
Finally, let π := π1 ◦ . . . ◦ πk : Dˆ(k) → D, with E := π−1(0) denoting the exceptional divisor of
π, and let σ := σk, so that W = Dˆ
(k)−σ(D) =W (k). Then we find inductively, via (19) and using
that Π ◦ fj = FAj :
π ◦ σ = π1 ◦ . . . ◦ πk−1 ◦ σk−1 ◦ FAjk
= FAj1 ◦ . . . ◦ FAjk
= FA.
By Lemma 4.2, we find σ(D) ⊂ Dˆ(k). Therefore, the data π : Dˆ(k) → D and σ : D → Dˆ(k)
defines a Kato data and the manifold:
MA :=M(π, σ)
is a Kato manifold.
Remark 4.12. If A 6= AqApn with 1 ≤ q ≤ n− 1, p ≥ 0, then by Lemma 4.1 we can take D := B
instead of B1,2 in the above construction of the Kato data. In this way, the resulting data (π, σ) is
a Kato data in the classical sense, meaning that π is a modification of the ball B.
Lemma 1.6 immediately translates to:
Lemma 4.13. Let A = Aj1 · · ·Ajk−1Ajk be a Kato matrix and let Ac = AjkAj1 · · ·Ajk−1 be the Kato
matrix obtained by a cyclic permutation of the elementary factors of A. Then MA is biholomorphic
to MAc.
Similarly, Lemma 1.7 reads:
Lemma 4.14. Let A be a Kato matrix and let p ≥ 2. Then MAp is a finite cyclic unramified
covering of MA with p sheets.
Remark 4.15. Let us note that if A =
(
Il G
0 B
)
is a type l Kato matrix, such that FA(z, w) =
(z1w
L, . . . , zlw
L, FB(w)), L ∈ Nn−l, then MA contains proper Kato submanifolds. Indeed, for any
1 ≤ r ≤ l and 1 ≤ j1 < . . . < jr ≤ l, the r-codimensional submanifold D′ := {zj1 = 0}∩ . . .∩{zjr =
0}∩D in D is invariant under FA, thus π−1(D′)∩W is γ-invariant and defines an r-codimensional
submanifold of MA. Moreover, this manifold is biholomorphic to the Kato manifold MA′ , where
A′ =
(
Il−r G
′
0 B
)
∈ GL(n − r,Z) and the matrix G′ is the matrix having l − r lines, all equal to L.
Let C˜ be the string of divisors in M˜A obtained by gluing the corresponding traces on Wm of the
exceptional divisor E of Dˆ(k). As in the proof of [Dl84, Proposition 1.11, Part I], it can be seen that
C˜ is a formal sum of all the immersed irreducible compact hypersurfaces in M˜A. Furthermore,
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we denote by C = q(C˜) the corresponding cycle of divisors on M . Then C has k irreducible
components C1, . . . , Ck, each coming from an irreducible component of E. Moreover, for each
1 ≤ j ≤ k, Cj is a proper modification of CPn−1 at finitely many points. In particular, Cj is a
rational manifold, in the sense that it is birational to CPn−1.
Lemma 4.16. Let A = Aj1 · · ·Ajk be a Kato matrix of type l, let (π, σ) be the Kato data that it
determines and let H = {zl+1 · · · zn = 0} ⊂ D. Then π−1(H) ∩W = C ∩W , hence the divisor in
MA induced by gluing π
∗H is precisely C. Moreover, if A is l-positive, then the strict transforms
H ′j of Hj = {zj = 0} ⊂ D via π, for l+1 ≤ j ≤ n, determine n− l distinct irreducible components
Cpl+1 , . . . , Cpn of C. In particular, k ≥ n− l.
Proof. Let E =
∑k
j=1Ej denote the exceptional divisor of π, so that π
∗H = E+
∑n
j=l+1H
′
j. Since
A is of type l, we have FA(Hj) ⊂ Hj for any 1 ≤ j ≤ l. Fix now l+1 ≤ j ≤ n. Then we claim that
FA(Hj) ⊂ Hs with s > j. Indeed, this is clear by looking at elementary matrices: FAp(Hj) ⊂ Hs,
where s = j if p ≥ j + 1 and s = j + 1 if p ≤ j. Moreover, since A is of type l, there exists
at least one factor Al+1 in the factorisation of A, hence the claim follows. In addition, clearly
FA(Hn) = {0}.
Let F be an irreducible component of E which intersects σ(D). Then σ−1(F ) = Hj with
l+1 ≤ j ≤ n. Next, either H ′j does not intersect σ(D), either it does, in which case σ−1(H ′j) = Hν1 .
By our claim we must have l + 1 ≤ ν1 < j. Thus, we find a finite sequence of natural numbers
l + 1 ≤ νm < . . . < ν1 < ν0 = j so that H ′νm ∩ σ(D) = ∅ and σ−1(H ′νs) = Hνs+1 for 0 ≤ s ≤ m− 1.
It follows that F determines an irreducible component of C given by
F ⊔γ H ′ν0 ⊔γ . . . ⊔γ H ′νm.
This shows that C ∩W ⊂ π∗H ∩W .
Conversely, given any j with l + 1 ≤ j ≤ n, our claim implies the existence of a sequence of
natural numbers j = ν0 < ν1 < . . . < νp ≤ n, p ≥ 0, satisfying
0 6= FA(Hνs) ⊂ Hνs+1, 0 ≤ s ≤ p− 1, FA(Hνp) = {0}.
But now, since FA = π ◦ σ, this implies that σ(Hνp) ⊂ Es for some 1 ≤ s ≤ k. Thus H ′j glues, via
γ, to Es to give a component of C. This shows π
∗H ∩W ⊂ C ∩W .
Finally, in the case when A is l-positive, FA(Hj) = {0} for any l+ 1 ≤ j ≤ n. This implies that
H ′j ∩ σ(D) = ∅ and that σ(Hj) ⊂ Epj for some 1 ≤ pj ≤ k. Thus to each such j corresponds an
irreducible component of C given by:
Cpj = H
′
j ⊔γ Epj
and so k ≥ n− l.
In complex dimension 2, C˜ always has two connected components, as shown in [Dl84, Corollary
3.29, Part I]. Moreover, C has two connected components if MA is even and only one if it is odd,
by [Na84]. In higher dimension, we have the following:
Lemma 4.17. Let A ∈ GL(n,Z) be a Kato matrix and suppose n > 2. Then C˜ and C are
connected.
Proof. Up to taking a positive power of A, which does not change C˜ by Lemma 4.14, we can
suppose that A is l-positive.
By Lemma 4.16, we can enumerate the components of the exceptional divisor E of π, E1, . . . , Ek,
such that E1, . . . , En−l intersect σ(D) and En−l+1, . . . , Ek ⊂W . Moreover, there exists a bijection
ν : {1, . . . , n− l} → {l + 1, . . . , n} such that σ(Hν(j)) ⊂ Ej , for 1 ≤ j ≤ n− l.
For each m ∈ Z, let Wm be a copy of W . Let us also denote by Ej,(m) and by H ′j,(m) the copies
of H ′j and of Ej in Wm. For 1 ≤ j ≤ n− l, we put:
C˜mj := H
′
ν(j),(m−1) ⊔γ Ej,(m) ⊂Wm−1 ⊔γ Wm.
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For n − l + 1 ≤ j ≤ k, we put C˜mj := Ej,(m) ⊂ Wm. Thus C˜m :=
∑k
j=1 C˜
m
j is a lift of C to M˜A
and C˜ = ∪m∈ZC˜m.
Now, since n > 2 and we only perform blow-ups at points, we have ∅ 6= H ′ν(j) ∩H ′ν(p) ⊂ W for
any 1 ≤ j, p ≤ n− l, hence C˜m∩Wm−1 is connected. On the other hand, C˜m is obtained by cutting
a connected subset from E, E∩σ(D), and gluing back another connected subset,∑kj=l+1H ′j,(m−1).
We infer that since E is connected, also C˜m is connected.
Finally, since for any l + 1 ≤ j ≤ k, H ′j intersects E in W , it follows that C˜m+1 intersects C˜m
in Wm. We thus conclude that C˜ is connected and so is C = q(C˜).
5. The compactification point of view
In complex dimension 2, the manifoldsMA are Inoue-Hirzebruch surfaces (see [Dl88A], [Dl88B]).
In a description coming from number theory, due to Hirzebruch (see [Hi73]), these surfaces appear
as compactifications of quotients of H × C by U ⋉ L, where L is a finite index lattice in the ring
of integers of some quadratic field K and U is a cyclic group of positive units in K.
In what follows, we wish to show that a similar compactification statement holds in any dimen-
sion. Let us first introduce one more definition.
Given a holomorphic map F : Cn → Cn which fixes 0 ∈ Cn, one can define its stable set:
W s(F ) := {z ∈ Cn| lim
m→∞
||Fm(z)|| = 0}.
Note that for any p > 0 one has F (W s(F p)) ⊂W s(F p), from which it easily follows that W s(F ) =
W s(F p). For a Kato matrix A ∈ GL(n,Z) of type l, let us moreover define:
W s(FA)
∗ :=W s(FA) ∩ (Cl × (C∗)n−l) ⊂ Cl × (C∗)n−l.
Note that W s(FA)
∗ is fixed by the action of the group UA := 〈FA〉 ∼= Z. In all that follows, for
fixed l ≥ 0, we will use the notation:
B∗ = B ∩ (Cl × (C∗)n−l) ⊂ Cn.
Lemma 5.1. Given a Kato matrix A of type l, one has W s(FA)
∗ =
⋃
m∈Z F
m
A (B
∗).
Proof. Let us first show that B∗ ⊂ W s(FA)∗. It is straightforward to check that, for any m ≥ 1,
the components of A(n−l)(m+1) satisfy:
a
[(n−l)(m+1)]
st ≥ (n− l)m−1
for any 1 ≤ s ≤ n and l + 1 ≤ t ≤ n. Thus, for such pairs (s, t) one has limm→∞ a[m]st = +∞. It
follows that for any z ∈ B∗ one has limm→∞ ||FmA (z)|| = 0.
Now clearly W s(FA)
∗ is invariant with respect to the action of UA, so that F
m
A (B
∗) ⊂W s(FA)∗
for any m ∈ Z. Finally, if z ∈W s(FA)∗, then for big enough m > 0 one has FmA (z) ∈ B∗.
Lemma 5.2. Let A be a Kato matrix of type l and z ∈ B∗. Then there exists m ∈ N so that
F−mA (z) /∈ FA(B∗).
Proof. After eventually replacing FA by F
n−l
A , we can suppose that A is l-positive (see Re-
mark 4.11). As in the proof of Lemma 5.1, it follows inductively that the coefficients a
[m+1]
st
of Am+1 satisfy a
[m+1]
st ≥ (n − l)m−1, for any 1 ≤ s ≤ n and l + 1 ≤ t ≤ n. Thus for any z ∈ B∗
one has:
(20) ||Fm+1A (z)||2 ≤ n|zl+1 · · · zn|2(n−l)
m−1
.
Suppose now on the contrary that for any m ∈ N, z(m) := F−(m+1)A (z) ∈ FA(B∗). Since A is l-
positive, by Lemma 4.1 there exists ǫ > 0 so that FA(B
∗) ⊂ B1−ǫ. Thus, there exists a subsequence
ON A CLASS OF KATO MANIFOLDS 17
(z(mj ))j∈N that converges to z
∞ ∈ B1−ǫ. In particular, one has
(21) lim
j→∞
|z(mj )l+1 · · · z
(mj)
n | = |z∞l+1 · · · z∞n | < 1.
On the other hand, by (20) one has:
||z||2 = ||Fmj+1(z(mj ))||2 ≤ n|z(mj )l+1 · · · z
(mj)
n |2(n−l)
mj−1
so that
1 = lim
j→∞
(
1
n
||z||2)(n−l)1−mj ≤ |z∞l+1 · · · z∞n |2.
But this last equation contradicts (21), hence there exists some m ∈ N for which z(m) /∈ FA(B∗).
Proposition 5.3. For any Kato matrix A, we have a biholomorphism:
MA − C ∼=W s(FA)∗/UA.
Proof. Let C˜ ⊂ M˜A be the lift of C to M˜A. Clearly C˜ is fixed by π1(MA), so that we have an action
of π1(MA) on M˜A−C˜, whose quotient is preciselyMA−C. We thus need to find a biholomorphism
between M˜A− C˜ and W s(FA)∗ which is equivariant with respect to the actions of π1(MA) and UA
respectively.
We suppose that A is of type l. Moreover, since M˜Ap − C˜Ap = M˜A − C˜A by Lemma 4.14, it
suffices to prove the above for Ap, p > 0, hence by Remark 4.11, we can suppose that A is l-positive.
We start by defining ψ : M˜A− C˜ → Cl×(C∗)n−l by ψ(x) = FmA π(x), where m ∈ Z is determined
by the condition x ∈Wm and π is the blow-down map from each copy Wm of W to B. Clearly, ψ
is holomorphic. Moreover, by Lemma 4.16, π−1{zl+1 · · · zn = 0} ∩W = C ∩W , so that indeed ψ
takes values in Cl × (C∗)n−l.
Note that FA : C
l × (C∗)n−l → Cl × (C∗)n−l is an isomorphism. Indeed, writing A =
(
Il G
0 B
)
with L ∈ Zn−l denoting a line of G and writing FA as in (11):
FA(z, w) = (z1w
L, . . . , zlw
L, wB), z ∈ Cl, w ∈ (C∗)n−l
it is easy to check that the holomorphic map
HA(z, w) = (z1w
−LB−1 , . . . , zlw
−LB−1 , wB
−1
), z ∈ Cl, w ∈ (C∗)n−l
is the inverse of FA.
Let us prove that ψ is injective. Let x ∈ Wm and y ∈ Wq be such that FmA (π(x)) = F qA(π(y)).
Assume first that m > q, and let x′ and y′ be the copies of x and y respectively in W . We then
have:
FA(B) ∋ Fm−qA (π(x′)) = π(y′) ∈ π(W ).
However, this is impossible since π(W ) = B − π(σ(B)) = B − FA(B). It follows then that m = q
and x and y stay in the same copy of W . Since π is a biholomorphism outside the exceptional
divisor and FA is also invertible, it follows that x = y.
Thus, as ψ is a holomorphic map between n-dimensional manifolds, it follows that it is a bi-
holomorphism onto its image (see for instance [Sha92, Section 4]). Let us show that ψ(M˜A− C˜) =
W s(FA)
∗.
By definition, by Lemma 4.16 and by Lemma 5.1, we have imψ ⊂ ⋃m∈Z FmA (B∗) = W s(FA)∗.
Let now w ∈ W s(FA)∗. In order to show that w ∈ imψ, it suffices to find u ∈ π(W − C) =
B∗ − FA(B∗) and m ∈ Z so that w = FmA (u).
By Lemma 5.1, there exist z ∈ B∗ and a ∈ Z so that w = F aA(z). If z /∈ FA(B∗), then we simply
take m = a and u = z. If not, then by Lemma 5.2, there exists a minimal number p > 0 so that
v := F−pA (z) /∈ FA(B∗). By our choice of p, F−p+1A (z) = FA(v) = FA(v1) for some v1 ∈ B∗, but
since FA is invertible, we find v = v1 ∈ B∗. Thus we can put u = v and m = a+ p.
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Finally, the map ψ is clearly equivariant with respect to the action of π1(MA) on M˜A − C˜ and
the action on UA on W
s(FA)
∗. It follows that ψ descends to a biholomorphism between M − C
and W s(FA)
∗/UA.
Lemma 5.4. If A =
(
Il ∗
0 B
)
is a Kato matrix of type l, then W s(FA)
∗ = Cl ×W s(FB)∗.
Proof. Using (11), we write:
FAm(z) = (z1G
(m)(zl+1, . . . , zn), . . . , zlG
(m)(zl+1, . . . , zn), FBm(zl+1, . . . , zn)),
hence the inclusion ⊆ is clear. Conversely, let z = (z1, . . . , zn) ∈ Cl ×W s(FB)∗. Since we have
limm→∞ F
m
B (zl+1, . . . , zn) = 0, there exists m0 > 0 such that:
(z′1, . . . , z
′
n) := FAm0 (z) ∈ Cl × B ⊂ Cn
where B is the ball in Cn−l. Therefore:
FAm+m0 (z1, . . . , zn) = FAm(z
′
1, . . . , z
′
n)
= (z′1G
(m)(z′l+1, . . . , z
′
n), . . . , z
′
lG
(m)(z′l+1, . . . , z
′
n), F
m
B (z
′
l+1, . . . , z
′
n))
tends to 0 as m→∞, since for any 1 ≤ s ≤ n and l+1 ≤ t ≤ n, |z′t| < 1 and limm→∞ a[m]st =∞.
Theorem 5.5. Let A =
(
Il G
0 B
)
be a Kato matrix. Then we have a biholomorphism:
MA −C ∼= H× Cn−1/UA ⋉ Λ
where Λ ⊂ Cn is a rank n − l lattice and UA = 〈FA〉 ∼= Z. Moreover, if l > 0, then there exists a
finite ramified covering of degree n− l − 1:
Φ :MA − CA → Cl × (MB −CB)
where CA and CB denote the corresponding cycles of divisors in the Kato manifolds MA and MB
respectively. In particular, for l = n− 2, Φ is a biholomorphism.
Proof. Let us first suppose that l = 0. Using Proposition 5.3, the point is to identify W s(FA)
∗ ⊂
(C∗)n with a quotient of H×Cn−1 by Λ ∼= Zn. Since W s(FA)∗ =W s(FAp)∗ for any p > 0, we can
suppose without loss of generality that A is positive (see Remark 4.11).
Let us write V = Cn and let us denote by e∗1, . . . , e
∗
n the standard dual basis of V
∗. Note that
Λ = iZn ⊂ V acts by translations on V , so that (C∗)n = V/Λ. The natural projection is given by:
p : Cn → (C∗)n, z = (z1, . . . , zn) 7→ (e2πz1 , . . . , e2πzn).
Moreover, a Kato matrix A ∈ GL(n,Z) acts on V linearly by:
Az = (
n∑
j=1
a1jzj, . . . ,
n∑
j=1
anjzj)
while fixing Λ, and A also acts on (C∗)n via A.z = FA(z). In this way, the map p is equivariant
with respect to the two actions of UA :=< A >∼= Z.
Since A has only positive components, the Perron-Frobenius theorem (see for intance [Mey00,
Chapter 8]) implies that A has a simple real eigenvalue α > 0 such that for any other eigenvalue
β ∈ Spec(A), we have |β| < α. Moreover, the eigenspace of α contains a vector f ∈ V , called a
Perron vector, with e∗j(f) > 0 for all 1 ≤ j ≤ n.
For β ∈ Spec(A), let V (β) ⊂ V denote the generalized eigenspace of β:
V (β) = {v ∈ Cn|∃p > 0 (A− βIn)pv = 0}
and define
V0 =
⊕
β∈Spec(A)
β 6=α
V (β)
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so that we have V ∼= V (α)⊕ V0.
Choose a Perron vector for At acting on V ∗, f∗ ∈ V (α)∗, so that 〈f∗, f〉 = 1. Write a ∈ Aut(V )
for the automorphism defined by v 7→ Av. Then a(V0) ⊂ V0, so a|V0 induces a0 ∈ Aut(V0) and we
have a = αf∗ ⊗ f + a0.
Lemma 5.6. For any u ∈ V0, we have limm→∞ 1αm am0 u = 0.
Proof. There exists a basis of V0 with respect to which a0 is represented by a matrix in Jordan nor-
mal form. Let β 6= α be an eigenvalue of A and let f1, . . . , fr be a basis of generalized eigenvectors
corresponding to a Jordan block for β. Namely, they verify:
a0f1 = βf1, a0fj = βfj + fj−1 for 2 ≤ j ≤ r.
Since one has |βα | < 1, we obtain limm→∞ 1αm am0 f1 = limm→∞ β
m
αm f1 = 0. For j ≥ 2, it can be
shown inductively on m ≥ 1 that:
am0 fj =
min (j−1,m)∑
p=0
(
m
p
)
βm−pfj−p.
But:
lim
m→∞
βm−p
αm
(
m
p
)
= 0, for any p ≥ 0
from which it follows that limm→∞
1
αm a
m
0 fj = 0 for any 1 ≤ j ≤ r. Finally, V0 is spanned by such
bases of generalized eigenvectors, hence the conclusion follows.
Let now Ω := p−1(Ws(FA)
∗) ⊂ V . Write Re : V = Rn ⊕ iRn → Rn for the natural projec-
tion, consisting in taking the real parts of the standard coordinates. We then have the following
equivalences:
v ∈ Ω⇔ lim
m→∞
|FmA (p(v))| = 0⇔ limm→∞ |p(ReA
mv)| = 0
⇔ lim
m→∞
e∗j(ReA
mv) = −∞, ∀j ∈ {1, . . . , n}.(22)
Let v ∈ Ω and write v = λf + v0, with λ ∈ C, v0 ∈ V0. We then have:
−∞ = lim
m→∞
e∗j (ReA
mv) = lim
m→∞
αm(Re(λ)e∗j (f) + e
∗
j (Re(
1
αm
am0 v0))), 1 ≤ j ≤ n.
Hence, Lemma 5.6 implies that Re(λ) ≤ 0. As Ω is open, it follows therefore that Ω ⊂ iHf ⊕ V0.
Conversely, Lemma 5.6 implies that any v ∈ iHf ⊕ V0 satisfies condition (22) and we find Ω =
iHf ⊕ V0.
Finally, clearly Ω is preserved by Λ, so W s(FA)
∗ = iHf ⊕ V0/Λ. Note that indeed UA acts on Λ
linearly, which gives the semi-direct product structure of UA ⋉ Λ. Applying Proposition 5.3, the
conclusion follows.
Suppose now l > 0. Then, by Lemma 5.4, we have W s(FA)
∗ = Cl ×W s(FB)∗, while from the
first part of this proof,W s(FB)
∗ ∼= H×Cn−l−1/Λ0, where Λ0 ⊂ Cn−l is a rank n− l lattice. Putting
Λ := 0⊕Λ0 ⊂ Cn = Cl⊕Cn−l and applying Proposition 5.3, the first part of the Theorem follows.
For the second part, let us denote by z = (z1, . . . , zl) the holomorphic coordinates on C
l and
by w = (wl+1, . . . , wn) the holomorphic coordinates on W
s(FB)
∗ ⊂ (C∗)n−l, so that we have, via
(11), FA(z, w) = (z1w
L, . . . , zlw
L, FB(w)), where L ∈ Nn−l denotes a line of G.
Let m := n − l − 1 ≥ 1 and J0 = (1, . . . , 1) ∈ Zn−l, and recall that by Lemma 4.8 we have
J0B − J0 = mL. Let us define the holomorphic map:
Φˆ :W s(FA)
∗ → Cl ×W s(FB)∗, Φˆ(z, w) = (zm1 w−J0 , . . . , zml w−J0 , w).
It is clearly a branched covering map of degree m. Moreover, using the properties of J0, we find
that Φˆ ◦ FA = (idCl ×FB) ◦ Φˆ. We infer thus, via Proposition 5.3, that Φˆ descends to a degree m
map to the quotient:
Φ :MA − CA =W s(FA)∗/UA → Cl ×W s(FB)∗/UB = Cl × (MB −CB).
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Clearly, in the case l = n−2, Φˆ has a holomorphic inverse given by Φˆ−1(z, w) = (z1wJ0 , . . . , zlwJ0 , w),
which concludes the proof.
Corollary 5.7. If A is a Kato matrix of type l, the fundamental group of M˜A − C˜ is isomorphic
to Zn−l.
Corollary 5.8. If A is a Kato matrix of type l, the fundamental group of MA − C is isomorphic
to Z ⋉ Zn−l. Moreover, if ι : MA − C → MA denotes the inclusion and ι∗ the map induced on
fundamental groups, then we have the following commutative diagram:
(23) 0 // Λ //
0

π1(MA − C) //
ι∗

UA //
j

0
0 // 0 // π1(MA)
k
// Z // 0
where k denotes the canonical isomorphism π1(MA) ∼= Z and j denotes the isomorphism UA =
{FmA ,m ∈ Z} → Z, FmA 7→ m.
Proof. By the definition of the isomorphism Φ : W s(FA)
∗ → M˜A−C˜ in the proof of Proposition 5.3,
we have the commutative diagram of covering maps:
W s(FA)
∗ ι˜◦Φ //
UA

M˜
π1(M)

MA − C ι // M
where ι˜ : M˜ − C˜ → M˜ denotes the inclusion. This implies that the second square in (23) is com-
mutative. The first square in (23) is induced by ι˜◦Φ and clearly 0 = (ι˜◦Φ)∗ : Λ = π1(W s(FA)∗)→
π1(M˜ ) = 0.
Corollary 5.9. Any lcK metric on MA induces a strict lcK metric on MA − C.
Proof. By the above Corollary, H1(MA − C,R) ∼= R and i∗ : H1(MA,R) → H1(MA − C) is an
isomorphism, hence the Lee form of any induced lcK metric on MA − C is not exact.
6. Holomorphic vector fields and forms
Proposition 6.1. Let A ∈ GL(n,Z) be a Kato matrix of type l, and let m(1) ≥ l denote the
geometric multiplicity of 1 as an eigenvalue of A. If l = 0 and A is positive, then we have:
dimCH
0(MA, TMA) = m(1).
For general A, we have the inequality:
(24) dimCH
0(MA, TMA) ≥ l2 − l +m(1).
Proof. Recall that if π : Bˆ → B is the blow-up of B ⊂ Cn at 0 and E = π−1(0) ∼= CPn−1 is the
exceptional divisor, then one has an exact sequence of vector bundles over E:
(25) 0 // TE // T Bˆ|E // OE(−1) // 0
whereOE(−1) ∼= OCPn−1(−1) is precisely the restriction to E of the line bundle on Bˆ determined by
E as a divisor. In particular, if Z is a holomorphic vector field on Bˆ, then as H0(E,OE(−1)) = 0,
it follows that Z|E is tangent to E.
Let us suppose first that l = 0 and A = (akj)k,j is positive. Take Z ∈ H0(MA, TMA). Then we
have Z|W ∈ H0(W,TW ) which, by Hartogs’ theorem, we can extend to Zˆ ∈ H0(Bˆ(k), T Bˆ(k)).
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Consider now X = (σ−1)∗Zˆ|σ(B) ∈ H0(B, TB). By Lemma 4.16, σ−1(E) = {z1 · · · zn = 0}, so
by the above considerations X must be tangent to the hypersurfaces {zj = 0}, j ∈ {1, . . . n}. This
easily implies that X is of the form:
(26) Xz =
n∑
j=1
zjhj(z)
∂
∂zj
, z ∈ B
where h1, . . . hn are holomorphic functions on B.
Moreover, as Zˆ verifies γ∗Zˆ = Zˆ, it follows that (FA)∗X = X, which also reads:
(27)
n∑
j=1
asjhj(z) = hs(FA(z)), s ∈ {1, . . . , n}.
Let us write the functions hj , for 1 ≤ j ≤ n, as a power series: hj(z) =
∑
I c
(j)
I z
I , where
I = (i1, . . . , in) runs over N
n and zI = zi11 · · · zinn . Then (27) reads:
n∑
j=1
∑
I∈Nn
asjc
(j)
I z
I =
∑
I∈Nn
c
(s)
I z
IA, s ∈ {1, . . . , n}.
In degree 0, this equation implies that c = (c
(1)
(0,...,0), . . . , c
(n)
(0,...,0))
t is an eigenvector of A with
eigenvalue 1. Moreover, for any I > 0 and s > 0, we have c
(s)
I = 0. Indeed, if this were not the
case, then take I0 > 0 minimal (with respect to the lexicographic order), such that there exists
j ∈ {1, . . . , n} with c(j)I0 6= 0. But then we obtain:
n∑
j=1
asjc
(j)
I0
= c
(s)
I0A−1
= 0
by the minimality of I0, as clearly I0A
−1 < I0. On the other hand this is impossible, since the
matrix A is invertible and the vector c = (c
(1)
I0
, . . . , c
(n)
I0
)t is not zero. Thus we have shown that
dimCH
0(MA, TMA) ≤ m(1).
Let us now suppose that A is any Kato matrix A =
(
Il G
0 B
)
and write, via Lemma 11,
FA(z, w) = (z1w
L, . . . , zlw
L, FB(w)), (z, w) ∈ Cl × Cn−l
where L ∈ Nn−l. Note that a vector x = (u, v) ∈ Cl×Cn−l verifies Axt = xt if and only if Gvt = 0
and Bvt = vt. It follows that Q := {v ∈ Cn−l, Bvt = vt, Gvt = 0} is of complex dimension m(1)− l.
Now, for any v = (vl+1, . . . , vn) ∈ Q, and for any ds,t ∈ C, 1 ≤ s, t ≤ l, it is straightforward to
check that the vector field on Cn:
(28) X =
l∑
s,t=1
dstzs
∂
∂zt
+
n∑
p=l+1
vpwp
∂
∂wp
verifies (FA)∗X = X. Since it moreover vanishes in 0, it lifts, via π, to a holomorphic vector field
on W which is invariant to the gluing map, and hence it defines a holomorphic vector field on MA.
We have thus shown the inequality (24).
Corollary 6.2. Let A ∈ GL(n,Z) be a Kato matrix of type l > 0. Then the compact torus Tl acts
effectively by biholomorphisms on MA.
Proof. By the above proof, the real holomorphic vector fields on Cn given by
X1 = Re(iz1
∂
∂z1
), . . . ,Xl = Re(izl
∂
∂zl
)
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induce l linearly independent real holomorphic vector fields Z1, . . . , Zl on MA. For 1 ≤ j ≤ l,
denote by Φtj(z) = (z1, . . . , zj−1, e
itzj , zj+1 . . . , zn) and by Ψ
t
j the one-parameter groups of Xj and
of Zj respectively.
Fix 1 ≤ j ≤ l. Note that since Φtj commutes with FA, this implies that Ψtj preserves W ⊂MA.
Moreover, since π∗Zj |W = Xj , we have π ◦ Ψtj |W = Φtj ◦ π|W . Therefore, as Φ2πj = id on Cn, we
infer that Ψ2πj |W−C = id. However W − C is a dense subset of MA, hence Ψ2πj = id on MA.
Finally, since [Xj ,Xm] = 0 it follows that [Zj, Zm] = 0 for any 1 ≤ j,m ≤ l. Thus indeed the
vector fields Z1, . . . , Zl generate the effective action of a compact torus T
l on MA.
Proposition 6.3. Let A ∈ GL(n,Z) be a Kato matrix. Then H0(MA,Ω1) = 0.
Proof. Since MAp → MA is a finite covering for p > 0, it follows that dimH0(MA,Ω1) ≤
dimH0(MAp ,Ω
1). Thus it suffices to prove the assertion for Ap, so we can suppose, via Re-
mark 4.11, that A is l-positive.
Consider, as in the beginning of the proof of Proposition 6.1, the dual of the exact sequence (25).
Then, as H0(E,Ω1) = 0, it follows that for any holomorphic form α ∈ H0(Bˆ,Ω1), α|E vanishes
when evaluated on vector fields tangent to E.
Let now α ∈ H0(MA,Ω1). In the same way as before, α determines αˆ ∈ H0(Bˆ(k),Ω1) and then
β = σ∗αˆ ∈ H0(B,Ω1). Moreover, by the above considerations and by Remark 4.16, we find that β
is of the form
β =
l∑
j=1
hj(z, w)dzj +
n∑
s=l+1
wl · · ·wn
ws
hs(z, w)dws
where h1, . . . , hn are holomorphic functions on B. Now, writing FA(z, w) = (z1w
L, . . . , zlw
L, FB(w))
with L = (pl+1, . . . , pn) ∈ Nn−l, the condition F ∗Aβ = β translates into:
F ∗Ahjw
L = hj , 1 ≤ j ≤ l(29)
pt
l∑
j=1
F ∗Ahjzjw
L +
n∑
s=l+1
astFl+1 · · ·FnF ∗Ahs = wl+1 · · ·wnht, l + 1 ≤ t ≤ n(30)
where Fl+1, . . . , Fn denote the last n− l components of FA.
Now we proceed as in Proposition 6.1 and write h1, . . . , hn as power series in z and w. Then we
find, as before, that h1 = . . . = hl = 0 from (29), and then also that hl+1 = . . . = hn = 0 from
(30). Thus β = 0 and the conclusion follows.
7. Analytical invariants
Proposition 7.1. Let A ∈ GL(n,Z) be a Kato matrix and let m(1) denote the geometric multiplic-
ity of 1 as an eigenvalue of A. Then the algebraic dimension ofMA satisfies n > a(MA) ≥ m(1). In
particular, if A is of type l with l > 0, then a(MA) ≥ l. Moreover, if l = n−2, then a(MA) = n−2.
Proof. Consider the map L : Zn → Zn, I 7→ IA − I, and let Q = kerL ⊂ Zn. Then Q is a lattice
of rank p := m(1), by hypothesis, and we fix a basis I1, . . . , Ip of Q.
Consider now the meromorphic functions fj : C
n
99K C, fj(z) = z
Ij , for 1 ≤ j ≤ p. Since
IjA = Ij, they are invariant under the action of FA:
(F ∗Afj)(z) = fj(z
A) = zIjA = zIj = fj(z).
Thus, the functions π∗fj on W are invariant to the gluing map σ ◦ π and define meromorphic
functions fˆj on MA, for 1 ≤ j ≤ p.
Let us check that they are algebraically independent. It is enough to check that this happens on
W−E ⊂MA, which is biholomorphic to π−1(W−E) via π. Therefore it is enough to check that the
functions f1, . . . , fp are algebraically independent on D−FA(D)∩ (C∗)n ⊂ π−1(W −E). Suppose
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thus that there exists P ∈ C[X1, . . . ,Xp] with P (f1, . . . , fp) = 0. If we write P =
∑
K aKX
K ,
where K = (k1, . . . , kp) runs over a finite set of N
p and XK = Xk11 · · ·Xkpp , we find:
0 = P (f1, . . . , fp) =
∑
K=(k1,...,kp)
aKz
k1I1 · · · zkpIp =
∑
K=(k1,...,kp)
aKz
k1I1+...+kpIp .
But now, since the functions z1, . . . , zn are algebraically independent, it follows that for each
K = (k1, . . . , kp) with aK 6= 0 we have k1I1 + . . .+ kpIp = 0. However, since I1, . . . , Ip are linearly
independent, this implies then that K = 0 ∈ Np and P (f1, . . . , fp) = a0 = 0. Thus P = 0 and the
conclusion follows.
On the other hand, we cannot have a(MA) = n, since then MA would satisfy the ∂∂-lemma and
would admit a Hodge decomposition. However, this is impossible since b1(MA) = 1. Note that
when A is of type l > 0 we have m(1) ≥ l > 0 by Remark 4.6.
In the case l = n−2, we have A =
(
In−2 G
0 B
)
. We can apply [Ue75, Theorem 3.8, (ii)], according
to which if M is a complex submanifold of N , then a(N) ≤ a(M) + codim(M). Applying this
inequality for N =MA and M =MB , we get n− 2 ≤ a(MA) ≤ a(MB) + n− 2. However, MB is a
Kato surface and it is well known that is has algebraic dimension 0, therefore a(MA) = n− 2.
Remark 7.2. Let A be Kato matrix of type l. By Lemma 4.8, the vectors Ij = ((n−l−1)ej ,−J0) ∈
Zn, 1 ≤ j ≤ l are l linearly independent vectors satisfying IjA = A, where e1, . . . , el is the
standard basis of Rl and J0 = (1, . . . , 1) ∈ Nn−l. It follows that we have l algebraically independent
meromorphic functions fˆ1, . . . , fˆl on MA induced by the FA-invariant functions on C
n:
fj(z) =
zn−l−1j
zl+1 · · · zn , 1 ≤ j ≤ l.
Remark 7.3. Let A be a Kato matrix of type l. For 1 ≤ j ≤ l, let A(j) ∈ GL(n − 1,Z) be the
Kato matrix obtained by erasing the j-th line and column from A. Pulling back via π the divisor
{zj = 0} ⊂ Cn and then gluing via γ, we obtain precisely MA(j) ⊂ MA, by Remark 4.15. On the
other hand, the divisor on MA induced by the same procedure from {zl+1 · · · zn = 0} ⊂ Cn gives
CA, by Lemma 4.16. Hence we find:
div(fˆj) = (n− l − 1)MA(j) − CA, 1 ≤ j ≤ l
i.e. the functions fˆj give linear equivalences between the divisors (n− l − 1)MA(j) and CA.
Proposition 7.4. Let A be a Kato matrix of type l and let L be the flat line bundle on MA
associated to ρ : Z = π1(MA)→ Z/2Z, ρ(m) = (−1)m. If detA = 1, then we have:
KMA = O(−A(1) − . . . A(l) − CA) hence Kn−l−1MA = O(−(n− 1)CA).
Otherwise, we have:
KMA = L ⊗O(−A(1) − . . . A(l) − CA) hence Kn−l−1MA = Ln−l−1 ⊗O(−(n− 1)CA).
In particular, the Kodaira dimension of MA is −∞.
Proof. Let us first assume that detA = 1. Consider the meromorphic n-form on Cn:
Ω =
dz1 ∧ . . . ∧ dzn
z1 · · · zn .
Since F ∗AΩ = Ω, it follows that this form induces a meromorphic n-form ω on MA. Moreover, by
Remark 7.3, we have:
−KMA = −div(ω) = A(1) + . . . A(l) + CA
from which the conclusion follows, using again Remark 7.3.
Otherwhise, we have detA = −1, but then F ∗AΩ = −Ω. Hence Ω induces an L-valued meromor-
phic n-form ω on MA. The desired result follows similarly, using that L∗ = L.
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Remark 7.5. When detA = 1, the above result gives KMA = O(−CA) in the case l = 0 and
KMA = O(−(n− 1)CA) in the case l = n− 2.
Proposition 7.6. For a positive Kato matrix A satisfying that Spec(A) does not contain any root
of unity, there are no non-constant holomorphic functions on MA − C.
Proof. Suppose f is a holomorphic function on MA − C. By Proposition 5.3, f induces then a
holomorphic function g on T :=W s(FA)
∗ which is UA =< FA >-invariant.
Now T ⊂ Cn is clearly a Reinhardt domain centered in 0, meaning that it is closed under
rotations in each coordinate. Moreover it is relatively complete as it does not intersect any of the
hyperplanes {zj = 0}. Thus, g can be expressed as a Laurent series:
(31) g(t) =
∑
I∈Zn
aIt
I
which converges absolutely and uniformly on every compact subset of T (see for instance [Sha92,
Chapter 1]). Here, for I = (j1, . . . , jn) ∈ Zn and t = (t1, . . . , tn) ∈ T , we denote by tI = tj11 · · · tjnn .
Moreover, as g is invariant under the action of FA, we have:
F ∗Ag =
∑
I∈Zn
aIt
IA =
∑
I∈Zn
aIt
I
hence aI = aIA for any I ∈ Zn.
Let us denote by Q = Zn − {0}/〈A〉 the orbit set of the action of the group generated by A on
Zn − {0}. Since 1 /∈ Spec(Am) for any m > 1, we have a partition into infinite sets Zn − {0} =
⊔I∈Q{IAm,m ∈ Z}. Then, by the absolute convergence of (31) and by Fubini, we have:
g(t) = a0 +
∑
I∈Q
aI
∑
m∈Z
tIA
m
and for each I ∈ Q such that aI 6= 0, the series uI(t) =
∑
m∈Z t
IAm converges absolutely.
Let us fix I = (j1, . . . , jn) ∈ Q with aI 6= 0. Writing t = p(z) = (e2πz1 , . . . , e2πzn) for z ∈ Ω =
p−1(T ), we have:
tIA
m
= FmA (p(z))
I = p(Amz)I = e2π〈I
∗,Amz〉
which must tend to 0 in absolute value whenm goes to ±∞. Here we denoted by I∗ =∑nk=1 jke∗k ∈
(Zn)∗ ⊂ (Cn)∗ and 〈·, ·〉 stands for the dual pairing. In particular, it follows that the function
vm(z) = 〈I∗,ReA−mz〉 on Ω tends to −∞ when m goes to ∞. However, if we choose a Perron
vector f ∈ (R>0)n for A with corresponding eigenvalue α > 1, then f ∈ Ω and we have:
lim
m→∞
vm(f) = lim
m→∞
〈I∗, α−mf〉 = 0
which gives a contradiction. It follows thus that for any I ∈ Q, aI = 0, hence g and also f are
constant.
8. Kato manifolds with l = n− 2
In this section we consider Kato manifolds MA associated to a Kato matrix A ∈ GL(n,Z) of
type l = n − 2, where n ≥ 3. For these manifolds, we are able to make precise all the invariants
we have considered so far.
In this case, A is of the form
(
In−2 G
0 B
)
and B ∈ GL(2,Z). In addition, it is easy to see that B
does not admit 1 as an eigenvalue. For instance, one can apply the Perron-Frobenius theorem to a
power Bp which is a positive matrix, which together with detB = ±1 implies that Bp has two real
eigenvalues α > 1 and ± 1α . It thus follows by Lemma 4.8 that we have mA(1) = n−2, wheremA(1)
is the geometric multiplicity of 1 as an eigenvalue of A. Moreover, the vector J0 = (1, 1) ∈ Z2
satisfies J0B − J0 = L, where L is a line of G.
Following [Ue75, Chapter 1, Section 3] we recall that the algebraic reduction of a connected
compact complex manifold M is a surjective holomorphic map r : M∗A → V , where M∗A is a
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smooth manifold which is bimeromorphic to MA, V is a smooth projective manifold of dimension
a(MA) and r induces an isomorphism of the fields of meromorphic functions. Moreover, this is
unique up to bimeromorphic equivalences, and the fibers of r are connected.
Let us recall that in our situation, by the proof of Proposition 7.1, we have n− 2 algebraically
independent meromorphic functions fˆ1, . . . , fˆn−2 onMA, induced by the FA-invariant meromorphic
functions on Cn:
fj(z, w) =
zj
wn−1wn
, (z, w) ∈ Cn−2 × C2, 1 ≤ j ≤ n− 2.
Here, z = (z1, . . . , zn−2) denote the first n− 2 holomorphic coordinates on Cn and w = (wn−1, wn)
denote the last two holomorphic coordinates. Since a(MA) = n − 2, it follows that the field of
meromorphic functions on MA, C(MA), is a finite algebraic extension of C(fˆ1, . . . , fˆn−2).
Theorem 8.1. Let Φ be the meromorphic map:
(32) Φ :MA 99K CP
n−2, x 7→ [1 : fˆ1(x) : . . . : fˆn−2(x)].
Then there exists a modification µ : M∗A → MA such that the map r = Φ ◦ µ : M∗A → CPn−2 is
the algebraic reduction of MA. Its generic fiber is bimeromorphic to MB. In particular, C(MA) =
C(fˆ1, . . . , fˆn−2).
Proof. Let us start by noting that the map Φ becomes holomorphic when restricted to MA − CA.
Proposition 5.3 and Lemma 5.4 give us an identification MA −CA ∼= (Cn−2×W s(FB)∗)/UA, with
W s(FB)
∗ ⊂ C2, with respect to which the map Φ becomes:
(33) Φˆ :MA − CA → CPn−2, (̂z, w) 7→ [wn−1wn : z1 : . . . : zn−2], (z, w) ∈ Cn−2 ×W s(FB)∗
where we have denoted by (̂z, w) the class of (z, w) modulo the action of UA. Moreover, under
the isomorphism MA − CA ∼= Cn−2 × (MB − CB) given by Theorem 5.5, this map is precisely the
composition of the natural projection Cn−2 × (MB − CB) → Cn−2 with the map Cn−2 → CPn−2,
z 7→ [1 : z].
In particular, it follows that Φ(MA − C) = CPn−2, i.e. Φ is a dominant map, and it induces
an injection between the corresponding fields of meromorphic functions Φ∗ : C(T1, . . . , Tn−2) →
C(MA). Moreover, for a point t = [1 : t1 : · · · : tn−2] ∈ CPn−2, the fiber Φˆ−1(t) ∼= MB − CB is
connected.
Let now R : MˆA → V be the algebraic reduction of MA, let µˆ : MˆA → MA denote the
corresponding modification and let Rˆ :MA 99K V be a dominant meromorphic map with R = Rˆ◦µˆ.
It follows that u := (R∗)−1 ◦Φ∗ : C(CPn−2)→ C(V ) is an inclusion of fields, hence, as both CPn−2
and V are projective manifolds, u corresponds to a dominant rational map Φu : V 99K CP
n−2 with
Φ∗u = u. As dimV = dimCP
n−2, a generic fiber of Φu consists in a finite number of points.
On the other hand, we must have Φu◦Rˆ = Φ. Indeed, this follows from the fact that (Φu◦Rˆ)∗Tj =
fˆj and Tj =
tj
t0
for any 1 ≤ j ≤ n − 2, where t0, . . . , tn−2 denote the homogeneous coordinates on
CPn−2. Moreover, the generic fibers of Rˆ and of Φ are connected. We infer thus that also the
generic fiber of Φu is connected, hence Φu is a bimeromorphism.
We conclude that indeed Φ :MA 99K CP
n−2 is a model for the algebraic reduction. Namely, by
the elimination of indeterminacies of Φ [Hi64], there exists a modification µ : M∗A → MA and a
holomorphic map r :M∗A → CPn−2 so that r = Φ ◦ µ. Thus r is the desired algebraic reduction.
Corollary 8.2. Let A ∈ GL(n,Z) be a Kato matrix of type l = n− 2 with detA = 1. Then:
dimH0(MA,K
∗
MA
) =
(
2n− 3
n− 2
)
= dimH0(CPn−2,O(n− 1)).
Proof. By Proposition 7.4, the line bundle K∗MA is associated to the divisor D = (n−1)CA. Hence
H0(M,K∗MA)
∼= {f ∈ C(MA), div(f) +D ≥ 0} =: L(D).
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On the other hand, by Theorem 8.1 we have:
C(MA) = C(fˆ1, . . . , fˆn−2) ∼= {P
Q
, P,Q ∈ C[z0, . . . , zn−2] homogeneous, degP = degQ}
where we put z0 = wn−1wn and deg zj = 1, 0 ≤ j ≤ n− 2.
Since CA is induced by the divisor wn−1wn = 0 on B, it follows that a meromorphic function
represented as f = PQ is in L(D) if and only if Q|zn−10 . We thus find:
L(D) ∼= H0(CPn−2,O(n − 1))
which is well-known to be of dimension
(
2n−3
n−2
)
.
In the case l = n− 2, we also have a full description of the space of holomorphic vector fields of
the manifolds MA:
Theorem 8.3. Let A ∈ GL(n,Z) be a Kato matrix of type n = l−2, with n ≥ 3, and let MA be the
associated Kato manifold. Then the space H0(MA, TMA) is of complex dimension (n− 2)(n− 1),
generated by the FA-invariant vector fields on C
n:
Xs,t =zs
∂
∂zt
, 1 ≤ s, t ≤ n− 2
Yj =wn−1wn
∂
∂zj
, 1 ≤ j ≤ n− 2.
Proof. The proof is a continuation of the proof of Proposition 6.1. First of all, using that J0B−J0 =
L, it easy to check that the vector fields defined above are FA invariant and vanish at 0, hence
they define linearly independent holomorphic vector fields on MA.
Conversely, we wish to show that dimH0(MA, TMA) ≤ (n− 2)(n− 1). By Lemma 4.14, for any
p ≥ 1, MAp is a finite covering of MA, hence dimH0(MAp , TMAp) ≥ dimH0(MA, TMA). Thus it
suffices to prove the desired inequality for a power of A, so we can suppose that A is l-positive and
B is positive.
Using the considerations made during the proof of Proposition 6.1, we know that any holomor-
phic vector field on MA defines an FA-invariant vector field on B ⊂ Cn of the form:
X(z,w) =
n−2∑
j=1
hj(z, w)
∂
∂zj
+ hn−1(z, w)wn−1
∂
∂wn−1
+ hn(z, w)wn
∂
∂wn
, (z, w) ∈ B ⊂ Cn−2 × C2
where h1, . . . , hn are holomorphic functions on B. The FA invariance of X translates into the
following conditions on these functions:
F ∗Ahj = w
L(hj + ln−1hn−1 + lnhn), 1 ≤ j ≤ n− 2(34)
F ∗Ahj = bjn−1hn−1 + bjnhn, n− 1 ≤ j ≤ n(35)
where B = (bst)n−1≤s,t≤n and L = (ln−1, ln). For 1 ≤ j ≤ n, let us write the function hj as a power
series
hj(z, w) =
∑
I∈Nn−2
J∈N2
d
(j)
I,Jz
IwJ
which converges absolutely and uniformly on B.
Then eq. (35) reads:∑
J∈N2
d
(j)
I,Jw
|I|L+JB =
∑
K∈N2
(bjn−1d
(n−1)
I,K + bjnd
(n)
I,K)w
K , n− 1 ≤ j ≤ n, I ∈ Nn−2
where for I = (I1, . . . , In−2) ∈ Nn−2 we put |I| = I1 + . . .+ In−2. For I = 0 we find as before that
for any J 6= 0 ∈ N2, d(n−1)0,J = d(n)0,J = 0, while for J = 0, we find that the vector d = (d(n−1)0,0 , d(n)0,0 )t
satisfies Bd = d, thus d = (0, 0)t. For I 6= 0 we also find the vanishing of the coefficients. Indeed,
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if this is not the case then we can take J ∈ N2 minimal (for the lexicographic order) so that there
exists j ∈ {n− 1, n} with d(j)I,J 6= 0. But then we find:
d
(j)
I,J = bjn−1d
(n−1)
I,K + bjnd
(n)
I,K , K = (J − |I|L)B−1.
However clearly K < |I|L+KB = J and d(s)I,K 6= 0 for some s ∈ {n−1, n} as B is invertible, which
contradicts the minimality of J . Thus hn−1 = hn = 0.
Now eq. (34) becomes:∑
J∈N2
d
(j)
I,Jw
|I|L+JB =
∑
K∈N2
d
(j)
I,Kw
L+K , 1 ≤ j ≤ n− 2, I ∈ Nn−2.
Suppose that for some j ∈ {1, . . . , n− 2}, I ∈ Nn−2 and J ∈ N2 we have d(j)I,J 6= 0. Let us suppose
by contradiction that (I, J) 6= (0, J0) and that if J = 0, then |I| 6= 1. Then the sequence defined
by
J−m = JB
−m + (1− |I|)L(B−m +B−m+1 + . . .+B−1),
Jm = JB
m + (|I| − 1)L(Bm−1 + . . .+ I2), m ∈ N
must satisfy Jm ∈ N2 and dI,J = dI,Jm for any m ∈ Z. Note that all the terms of the sequence
(Jm)m are distinct. Indeed, if there existed m > p with Jm = Jp, then one immediately finds that
J(B − I2) = (1− |I|)L, which then implies that J = (1 − |I|)J0 as B − I2 is invertible. It follows
that either J = 0 and |I| = 1 or (I, J) = (0, J0). However we have excluded both these cases.
Hence both sequences (Jm)m≥0 and (Jm)m≤0 are infinite and it follows from the normal conver-
gence of the series defined by hj that the series
∑
m≥0 w
Jm and
∑
m≤0 w
Jm converge absolutely for
any w ∈ B ⊂ C2. Now, like in the proof of Proposition 7.6, for w = p(u) = (e2πun−1 , e2πun) ∈ B
with u ∈ C2, we find:
wJ−m = e2π(〈J
∗,B−mu〉+(1−|I|)〈L∗,(B−m+...+B−1)u〉), m ∈ N
and a similar formula for wJm . Hence the functions:
vm(u) = Re〈J∗, B−mu〉+ (1− |I|)Re〈L∗, (B−m + . . .+B−1)u〉
um(u) = Re〈J∗, Bmu〉+ (|I| − 1)Re〈L∗, (Bm−1 + . . .+ I2)u〉)
must tend to −∞ when m goes to ∞ for any u ∈ C2 with p(u) ∈ B. But for a Perron vector f
with positive components for which p(f) ∈ B and Bf = αf , α > 1, we find:
vm(f) = α
−m〈J∗, f〉+ (1− |I|)(α−m + . . .+ α−1)〈L∗, f〉
um(f) = α
m〈J∗, f〉+ (|I| − 1)(αm−1 + . . . + 1)〈L∗, f〉.
Now, since α > 1 and f , J and L have non-negative components, we find that for I = 0, vm(f) ≥ 0
for any m > 0, while for I 6= 0, um(f) ≥ 0 for any m > 0. Thus we find a contradiction, implying
that d
(j)
I,J = 0. Finally, we conclude that the vector field X must be a linear combination of the
vector fields Xs,t and Yj, 1 ≤ j, s, t ≤ n− 2.
Remark 8.4. Note that the vector fields in the above result define a singular holomorphic foliation
F on MA of rank n−2 with the property that a leaf of F passing through a point of CA is contained
in CA. On the other hand, F is regular outside CA, with leaves biholomorphic to Cn−2. Moreover,
by Corollary 6.2, we have an effective holomorphic action of Tn−2 on MA.
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