What is done with missing data? Does the missingness mechanism matter? Is it a good idea to just use the default options in the major statistical packages? Even some highly trained statisticians do this, so can the non-statistician analysing their own data cope with some of the better techniques for handling missing data? This paper shows how the mean and standard deviation are affected by different methods of imputation, given different missingness mechanisms. Better options than the standard default options are available in the major statistical software, offering the chance to 'do the right thing' to the statistical and non-statistical community alike.
Introduction
Missing data plagues almost all surveys, and quite a number of designed experiments. No matter how carefully an investigator tries to have all questions fully responded to in a survey, or how well designed an experiment is; examples of how this can occur are when a question is unanswered in a survey, or a flood has removed a crop planted close to a river. The problem is, how to deal with missing data, once it has been deemed impossible to recover the actual missing values. Traditional approaches include case deletion and mean imputation; (occasionally provided as an option with some software), These are the default for the major Statistical packages. In the last decade interest has centred on Regression Imputation, and Imputation of values using the EM (Expectation -Maximisation) algorithm, both of which will perform Single Imputation. More recently Multiple Imputation has become available, and is now being included as an option in the mainstream packages. Here I will look at eight different methods of imputation, and compare how well these methods perform (what happens to the means and standard deviations) under different missingness mechanisms with different amounts of missing data.
The Missingness Mechanisms

MCAR
The term 'Missing Completely at Random' refers to data where the missingness mechanism does not depend on the variable of interest, or any other variable, which is observed in the dataset. MCAR is both missing at random, and observed at random (This means the data was collected randomly, and does not depend on any other variable in the data set). This very stringent condition is required in order for case deletion to be valid, and missing data is very rarely MCAR (Rubin, 1976) .
MAR
The term 'Missing at Random' is a misnomer, as the missing data is anything but missing at random. The intuitive meaning of this term is better suited to the term MCAR. What MAR means is missing, but conditional on some other 'X-variable' observed in the data set, although not on the 'Y-variable' of interest (Schafer, 1997) .
NMAR
Not Missing at Random, (or informatively missing, as it is often known) occurs when the Missingness mechanism depends on the actual value of the missing data. This is the most difficult condition to model for.
Ignorability
MCAR and MAR are ignorable, for likelihood-based imputation methods, NMAR is not (Little and Rubin, 1987) .) Multiple Imputation, EM imputation and regression imputation all are valid provided the missingness mechanism is not NMAR, and the percentage of missing data is not too great.
Method 1000 cases were generated, with explanatory variables x 1 , x 2 , x 3 and y, the dependent variable. The Y variable was generated as a combination of explanatory variables with added random components. Then differing amounts were deleted at random causing MCAR data, which had 0, 1, 5, 10, 15, 20, 25 , and 50 % missing data. MAR data was simulated by sorting according to one of the X variables, and deleting the upper values by differing amounts to give MAR data. Sorting according to the actual 'Y' values and deleting the cases to give eight different rates of missingness created NMAR data. The table shows the mean is affected by 20% when 50% are missing when NMAR, whereas the mean changes only 6% for MAR data, at 50%missing. The SD is only affected by 7% under MAR at 50%, but under NMAR this increases to 38%. See Fig. 1 and Fig. 2 The effect of the missingness mechanism is shown by 
What is done about Missing Data?
When the value of the missing data cannot be sourced by other means, the choices left are 1. Case Deletion: This can be either listwise (complete case only) or all value (Pairwise-available case), the cases are deleted which contain missing data, for the analysis being carried out. 2. Single Imputation: This can include group means, medians or modes (depending on the data), Regression Imputation, Stochastic Regression Imputation (deterministic regression imputation with an added random error component), or EM Imputation (this uses the ExpectationMaximisation algorithm to predict the missing value), or hot deck imputation, or last value carried forward for longitudinal data, and a variety of other methods (Scheffer, 2000) . End users very often demand a single complete data set. 3. Multiple Imputation: Frequentist MI. This returns m complete datasheets by imputing m times.
This can be based on propensity scoring, if imputation model fails to converge. Bayesian MI uses MCMC algorithm with a non-informative prior to predict the posterior distribution from which random draws are made, producing m individual datasheets. Successful multiple imputation may be shunned by an end-user, as the concept of more than one datasheet for a particular survey is daunting to non-statisticians. However, multiple imputation is always better than case deletion, or single ad-hoc methods. 
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Advantages of Imputation Imputation minimises Bias, and uses 'expensive to collect' data, that would otherwise be discarded. Imputation allows for analysis using a rectangular data set, therefore using regular software and techniques, so that standard analysis can then proceed.
Disadvantages of Imputation
Can allow data to influence the type of imputation, and will increase the overheads of a survey. Imputed data is NOT real data, and variance estimates need to reflect this uncertainty. Single Imputation nearly always gives reduced variance estimates, so therefore not reflecting the uncertainty due to imputation. methods, and when a full version is released will form a very powerful tool, as it will integrate with all available SAS analysis. 5. BMDP: Have routines available to impute data, using both single and multiple imputation. 6. BUGS: MCMC Multiple Imputation is a natural extension of Bayesian analysis. 7. Numerous other minor packages (Scheffer, 2000) How do these Perform? Eight different methods of Imputation were tested using the three different missingness mechanisms, at eight different levels of missingness, as described above. The imputed data was then compared to the complete data (prior to deletion). These methods were:
1. All Value 2. Listwise (one and two are forms of Case Deletion) 3. SOLAS Group Means 4. SOLAS Hot Deck 5. SPSS MVA Regression 6. SPSS MVA EM (three, four, five and six are Single Imputation) 7. SOLAS EM MI 8. NORM: MCMC MI (seven and eight are Multiple Imputation)
Missingness Mechanism
MCAR
All of these methods estimate the true mean fine: Even at 50% missing all were within 1% of the target value. The S.D. is fine for all types of imputation under MCAR except for mean imputation. Here there is a 30% discrepancy in the true value of the S.D.-all the rest are within 5% of the true figure. (See Fig. 4 .)
MAR
Figures 5 and 6 show that for the MAR missingness mechanism data, up to 5%is fine using most methods except listwise, and SPSS MVA Reg. 1 at the 10% level, Hot Deck, and the two MI's are fine, and up to 25%, both give a reasonable result. At the 50% level, only the MCMC MI is acceptable. When the SD is considered, only the two MI's preserve the variance structure within the data. That is, there is almost no change in the SD. By comparison, the mean imputation suppresses some 40% of the SD. 
