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1. INTRODUCTION
In his pioneering work ([31]) in 1952, Turing explained the onset of pattern formation
in reaction-diffusion systems by a spatial instability of an unpatterned state leading to
a pattern. This approach is now commonly calledTuring diffusion-driven instability.
Since then many reaction-diffusion models have been studied to xplore pattern forma-
tion. One of the most widely used class of such models are those of activator-inhibitor
type. Among them the Gierer-Meinhardt system is one of the most p pular models.


















whereA(t, x) : R+×O → R+ andH(t, x) : R+×O → R+\{0}. Further,O ⊂ Rd is a





. We assume that the diffusivitiesd1 > 0, d2 > 0 and time-relaxation
parameterτ > 0 are all constants.
Gierer and Meinhardt originally suggested this system in 1972 to model (re)generation
phenomena inhydra [10]. In the Gierer-Meinhardt model,A is the activator andH is
the inhibitor. The parametersd1, d2 andτ can be tuned to study some interesting phe-
nomena such as Turing instability and peak steady states. Iti assumed that the two
componentsA andH, representing the concentrations of certain biochemicals, are first
produced by an external source. Then they interact as represented by the coupled non-
linear terms in the system. Further, they both decay, and they diffuse with different
diffusion constants. It can be shown that Turing instability can only occur if the ratio of
the activator and inhibitor diffusivities satisfies
d1
d2
< C for a certain constantC < 1.
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The Gierer-Meinhardt system has been studied extensively by many authors, both in
the biological and physical communities, and more recentlyalso in mathematics, to
elucidate its role in pattern formation. We refer to [32] for more background on the
model and its investigation.
Since this paper is concerned with the dynamical behavior ofthe solutions of (1.1),
we first review what is known about their properties.
The dynamics of (1.1) remains far from being completely understood. Let us mention
a few results in this direction. Global existence has been shown by Rothe for the three-
dimensional case with the powersp = 2, q = 1, α = 2, β = 0 ([29]), and by Jiang for
p−1
α
< 1 ([12]). Blow-up in (1.1) can occur forp−1
α
> 1 since this even happens for the
corresponding kinetic system ([22]).
If the inhibitor diffuses over the whole domain very quickly, it is possible to assume
that it is constant throughout the domain. Formally taking the limit d2 → ∞ results
in the shadow system, for which the inhibitor componentH is replaced by its spatial
averageξ = H = 1|O|
∫
O H dx, where|O| is the measure ofO. Note thatξ is constant
in space, but it can still change in time. The behavior of the system (1.1) stands in


















α dx. It was suggested by Keener ([13]) to study the system (1.2)
and the name “shadow system” was proposed by Nishiura ([23]).
The dynamics for (1.2) has been less well studied than for (1.1). Global existence and

















Since the systems (1.1) and (1.2) are both deterministic, their evolutions are com-
pletely determined by the initial data. This is obviously not c nsistent with phenomena
in nature, where random influences from the environment often play an important role.
These random effects are conceived as stochastic fluctuations in stochastic modeling.
Motivated by these issues, Kelkel and Surulescu ([14]) proposed a stochastic Gierer-
Meinhardt type system with saturation effects and source terms to study stochastic in-







by certain Lipschitz nonlinearities. For the system (1.1) we can model external random






∂tA = d1∆A−A + A
p
Hq
+ A∂tW1 in O,









whereW1 andW2 are independent space-time white noises ([4]). The particular form
of A∂tW1 andH∂tW2 is chosen to keep the stochastic solutions positive (see also [14]).
It is very challenging to prove the existence and uniquenessfor stochastic partial dif-
ferential equations with linear type multiplicative noises, see e.g. [9, 21] for more de-
tails. To the best of our knowledge, the only other paper for st chastic Gierer-Meinhardt
type systems is [14], which includes two coupled stochastic PDEs with bounded an
Lipschitz nonlinearity. In [14] the authors proved thelocal existence of thepositive
stochastic solution by Da Prato-Zabczyk’s approach ([4]).
As a first attempt, we remove the random influences on the activatorA to simplify















Note that the noise term models some large-scale fluctuations which spread instantly
over the whole domain. This could represent a random processwhich happens on a
length-scale larger than the domain, e.g. the influence which t e change of the concen-
tration of a biochemical on a whole organ has on a single cell.
We adopt the notation in [18] and write the stochastic shadow Gierer-Meinhardt sys-



















whereu(t, x, ω) : R+ × O × Ω → R+, ξ(t, ω) : R+ × Ω → R+ \ {0}. Hereε > 0 is
some constant andBt is one-dimensional standard Brownian motion. Note that in (1.5)
we have set the diffusion constant of the activatord1 = 1 which can always be achieved
by a rescaling of the domain.
The system in our papers differs from that in [14] in several respects: the nonlinearity
in Eq. (1.5) is not bounded and far from being Lipschitz; we do not include positive
production terms for activator and inhibitor; we consider the shadow system; we shall
prove theglobalexistence of the strong positive solution.
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Eq. (1.5) is a stochastic system which includes one deterministic PDE and one SDE
with long-range interactions. To our knowledge, this seemsto be the first paper to study
a stochastic shadow system.
On the other hand, Eq. (1.5) can be taken as a highly degenerate stochastic PDE (see
[19] for more details). Its ergodicity is a very challenging problem which will be studied
in future papers (see [19, 17] for some work in this direction).
Our first main result on global existence can be stated as follows:













Eq. (1.5) has a unique global solution(u, ξ) ∈ C([0, T ];C(O,R)× R) for all T > 0
such that for allt > 0
u(t, x) ≥ 0 ∀x ∈ O, ξ(t) ≥ e− 32 t−ε|Bt|ζ.
Our next main result is the small noise large deviation principle given in Theorem4.4
below. Our result implies that asε → 0 in Eq. (1.5), the stochastic system converges to
its deterministic part with exponential speedO(e−c/ε). It suggests that as the external
random noise is small, the random influences can be ignored. This is also consistent
with our intuition.
As for the references of large deviation results on stochastic systems, we give the
following list of articles which is far from complete: [1]-[8], [20], [24]-[30], [34]-[36].
We shall follow the approach in [18] to prove Theorem 1, some ideas along the same
lines have also appeared in [12, 23]. The random force in Eq. (1.5) produces some
additional stochastic terms, which can be very large or evenbecome infinite. To control
these terms, we shall use a martingale inequality and modifythe energy estimate in
[18] by adding suitable stochastic terms and figuring out an explicit inequality. For the
large deviation result, we shall follow the variational approach in [1] by checking the
two assumptions of Theorem 4.4 therein (see Propositions4.5and4.6below). To prove
these two propositions, we also need to use a martingale inequality and some special
energy estimates.
The structure of this paper is as follows. In Section 2 we showlocal existence and
uniqueness of solutions. In Section 3 we prove global existence and uniqueness. In
Section 4 we prove the large deviation result. Finally, in Section 5 we discuss our
results and give an outlook to open problems and further resea ch.
2. LOCAL EXISTENCE AND UNIQUENESS OF THE SHADOW STOCHASTIC
GIERER-MEINHARDT SYSTEM
Without loss of generality, we assume thatε = 1 in this and the next section. Write
B∗t = sup
0≤s≤t
|Bs| ∀t > 0.
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Let N > 0 be a constant and define the following stopping time
τN (ω) = inf{t > 0 : |Bt(ω)| ≥ N}.
It is clear that
(2.1) {ω ∈ Ω : τN(ω) ≤ t} = {ω ∈ Ω : B∗t (ω) ≥ N}.












2t dx, x > 0.
Since










































For notational simplicity, we shall drop the variableω in the random variables or random
sets below if no confusion arises. Further define




where∆ is the Laplace operator with Neumann boundary condition andC(Ō,Rd) is
the space of all bounded continuous functionsf : O → Rd with the uniform norm. It is
easy to check thatC(O,Rd) is closed under the uniform norm. For notational simplicity,
we shall write
‖f‖C = ‖f‖C(O,Rd) ∀ f ∈ C(O,Rd).
It is clear that the following relations hold:
‖S(t)f‖C ≤ ‖f‖C ∀t > 0 ∀f ∈ C(O,Rd),
‖f p‖C ≤ ‖f‖pC ∀p ≥ 1 ∀f ∈ C(O,Rd).
(2.4)
For any(u, ξ), recall
‖(u, ξ)‖C([0,T ];C×R) = ‖u‖C([0,T ];C) + ‖ξ‖C([0,T ];R) ∀ T > 0.
Let X, Y both be some quantities, we shall simply denoteY . X if there exists some
(not important) constantC such thatY ≤ CX.
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Lemma 2.1. For everyN > 0, there exists someT depending onN, ‖v‖C andζ such
that for all ω ∈ Ω up to a negligible set, Eq.(1.5) has a unique solution(u, ξ) ∈
C([0, T ∧ τN ];C(O,R)× R) such that for allt ∈ [0, T ∧ τN ]









ξ(t) = R(t, Bt)ζ +
∫ t
0








u(t, x) ≥ 0 ∀ t ∈ [0, T ∧ τN ] ∀ x ∈ O;
ξ(t) ≥ e− 32 t−Nζ ∀ t ∈ [0, T ∧ τN ].
(2.6)
Moreover,(u(t), ξ(t)) satisfies the first two equations in Eq.(1.5) for eacht ∈ (0, T ∧
τN ]. In particular,











ξ(s)dBs ∀t ∈ [0, T ∧ τN ].





∈ C([0, T ∧ τN(ω)];C(O,R)× R+) :
u(ω, t) ≥ 0, ξ(ω, t) ≥ e− 32 t−Nζ, ∀ 0 ≤ t ≤ T ∧ τN (ω);
u(0) = v, ξ(0) = ζ ; ‖(u, ξ)(ω)‖C([0,T∧τN(ω)];C×R) ≤ M.
}
,
whereT ∈ (0, 1] is some number depending onM,N, v, ζ to be determined later and
M > 2 + ‖v‖C + eNζ.
We shall drop all theω in the definition ofAT,M,N,ω in the argument below for notational
simplicity.
For all (u1, ξ1), (u2, ξ2) ∈ AT,M,N , define
dT ((u1, ξ1), (u2, ξ2)) = ‖(u1, ξ1)− (u2, ξ2)‖C([0,T∧τN ];C×R).
It is easy to check that under the distancedT the setAT,M,N is a closed metric space.
For each(u, ξ) ∈ AT,M,N , define









[F2(u, ξ)] (t) = R(t, Bt)ζ +
∫ t
0







whereS andR are defined in (2.3). For further use, we simply denote
F(u, ξ) = (F1(u, ξ),F2(u, ξ)) .
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We shall prove below that
(i) There exists somêT depending onN,M, ‖v‖C andζ such that
(2.8) F(u, ξ) ∈ AT,M,N
for any(u, ξ) ∈ AT,M,N with T = T̂ .
(ii) There exists somẽT depending onN,M, ‖v‖C andζ such that
(2.9) dT (F(u1, ξ1),F(u2, ξ2)) ≤
1
2
dT ((u1, ξ1), (u2, ξ2))
for any(u1, ξ1), (u2, ξ2) ∈ AT,M,N with T = T̃ .
By the definition ofAT,M,N , takingT = min{T̃ , T̂}, it is clear that (2.8) holds for any
(u, ξ) ∈ AT,M,N and that (2.9) holds for any(u1, ξ1), (u2, ξ2) ∈ AT,M,N . Thus, we apply
the Banach fixed point theorem to obtain a local unique solution in the sense of (2.5).
Differentiating both sides of (2.5) ([11]), we immediately get that(u, ξ) satisfies the first
two equations of Eq. (1.5) and that the desired stochastic integral equation holds.
Now we only need to show the statements (i) and (ii) from above. Let C be some
positive constant depending only onα, β, p, q, whose exact values may vary from case
to case.
Let us first show (i). For any(u, ξ) ∈ AT̂ ,M,N with T̂ to be determined below, it is
clearF(u, ξ)(0) = (v, ζ). SinceS(t) maps a positive function to a positive one, it is
easy to see
[F1(u, ξ)] (t) ≥ 0 ∀t ∈ [0, T̂ ∧ τN ].
By (2.4), for all t ∈ [0, T̂ ∧ τN ] we have

























≤ eNζ + e 32β+Nβ+2NMαt
TakingT̂ = min{T1, T2} with T1 = e−
3
2




the above two inequalities we get
‖F(u, ξ)‖C([0,T̂∧τN ];C×R) ≤ 2 + ‖v‖C + e
Nζ ≤ M.
Hence,F(u, ξ) ∈ AT̂ ,M,N .
8 M.WINTER, L. XU, J.ZHAI, AND T.ZHANG
Next we show (ii). For any(u1, ξ1), (u2, ξ2) ∈ AT̃ ,M,N with T̃ to be determined
below, observe that for allt ∈ [0, T̃ ∧ τN ]






























Writing u1,2,λ(s) = λu1(s) + (1− λ)u2(s) for λ ∈ [0, 1], by (2.4) we have










‖u1,2,λ(s)‖p−1C ‖u1(s)− u2(s)‖C dλ






q+Nqζ−qMp−1t ‖u1 − u2‖C([0,t];C) ∀t ∈ [0, T̃ ∧ τN ].










≤ qe( 32+N)(q+1)ζ−(q+1)Mpt‖ξ1 − ξ2‖C([0,t];R) ∀t ∈ [0, T̃ ∧ τN ],
which, together with the estimate ofI1, implies that for allt ∈ [0, T̃ ∧ τN ]








t ‖(u1, ξ1)− (u2, ξ2)‖C([0,t];C×R) .
(2.11)
A similar argument as above gives that for allt ∈ [0, T̃ ∧ τN ] ,
‖F2(u1, ξ1)−F2(u2, ξ2)‖C([0,t];R)
≤ Ce2N+( 32+N)βζ−βMα−1(1 + e 32+NMζ−1)t ‖(u1, ξ1)− (u2, ξ2)‖C([0,t];C×R) .
(2.12)
From the above two inequalities, there exists someT̃ depending onM,N, ζ such that
‖F(u1, ξ1)− F(u2, ξ2)‖C([0,T̃∧τN ];C×R) ≤
1
2
‖(u1, ξ1)− (u2, ξ2)‖C([0,T̃∧τN ];C×R)
i.e.,
dT̃ (F(u1, ξ1),F(u2, ξ2)) ≤
1
2
dT̃ ((u1, ξ1), (u2, ξ2)).
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
3. GLOBAL EXISTENCE AND UNIQUENESS OF THE SHADOW STOCHASTIC
GIERER-MEINHARDT SYSTEM
3.1. Some a’priori estimates. To prove the global existence and uniqueness theorem,
we assume that(u(t), ξ(t))0≤t≤1 is a solution of Eq. (1.5) such that
u ∈ C([0, 1];C(O,R)), ξ ∈ C([0, 1],R) a.s.,
and prove the following a’priori estimates of(u, ξ).
Lemma 3.1. We have
ξ(t) ≥ e− 32 t+Btζ ∀t > 0,(3.1)
inf
0≤s≤t


































which clearly implies the desired three inequalities. 




ξ−δ(s)dBs, M∗δ = sup
0≤t≤1
Mδ(t).
Lemma 3.2. For all M > 0 we have
(3.6) EM∗δ ≤ C,
whereC depends only onδ, ζ . Moreover, we have
M∗δ < ∞ a.s..
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which immediately implies the desired inequality. 






ds ≤ Λ(δ, ζ, B,M∗δ),
where







Proof. Applying Itô formula toξ−δ(t), we get











































where the last inequality is by (3.1). This immediately yields the desired inequality.
Next we shall follow the spirit in [18] to prove the following energy estimates, which
is the key point for establishing the global solution.















(p− 1− αρ+ ℓ), γ = d(ρ+ θ − 1)
2θ
.
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Let δ ∈ (0, q−ρ−ρβ
ρ
). Asℓ is sufficiently large so thatθ ∈ (0, 1), γ ∈ (0, 1) and ρ
1−γθ ∈













1−θ (δ, ζ, B,M∗δ)
)
∨ 1,












Proof. Without loss of generality, we assume|O| = 1 in this proof. Letℓ be a large
number to be chosen later and write
w(t) = uℓ/2(t).
Then a straightforward calculation gives
(3.10) ∂t‖w‖2L2 = −
4d(ℓ− 1)
ℓ






Note thatθ ∈ (0, 1) asℓ is large andlimℓ→∞ θ = 1. By the second inequality of (3.8),
we have
(3.11) 0 < γ < 1 as ℓ is sufficiently large.
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L2 ∀t ∈ [0, 1],
(3.14)
where the last inequality is by the fact thatρ(1+β+δ)−q
1−θγ < 0 (due to the assumption ofδ).






















∀t ∈ [0, 1].(3.16)
Thanks to the second inequality in (3.8), we have ρ
1−γθ < 1 asℓ is sufficiently large,
thus the above and Hölder inequalities give
sup
0≤t≤1




























































Combining this with the casesup0≤t≤1 η(t) ≤ 1 immediately yields the desired inequal-
ity. 
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3.2. Existence and uniqueness of the global solution.Before proving the global ex-
istence and uniqueness of the solution, we recall some factsrom ([16, pp. 15-16]).
Consider∆ with Neumman boundary as an operator onLθ(O) with θ ≥ 1. Then the
associated Helmholtz operator is given by
H = I −∆.
We can defineHα for all α sinceS(t) is an analytic operator. LetD(Hαθ ) be the domain
of Hα equipped with the norm‖.‖D(Hα
θ





−α‖.‖Lθ ∀ t ∈ (0, t0].
As α > d
2θ
, D(Hα) is continuously embedded inC(O).
Proof of Theorem1.1. We first concentrate on proving the global existence and unique-
ness of the solution and follow the spirit in [16].
By the a’priori estimates of (3.3) and (3.2), to show the global existence of Eq. (1.5),
it suffices to show thatu can be globally extended. Suppose that there exists some





Without loss of generality, we may assumet0 < T ∗ω < 1, wheret0 is the constant in
(3.18). Let t∗ = T ∗ω − t02 . Then, choosingp such thatd2p < 1 and someα ∈ ( d2p , 1), by
(3.2) and (3.18), for all t ∈ (t∗, T ∗ω − ε] with anyε ∈ (0, t0/4) we have
‖u(t)‖D(Hα
θ






























where sup0≤s≤T ∗ω−ε ‖u(s)‖
p
Lpθ
≤ C̃ and C̃ only depends onv, ζ , p, q, θ, α, β, ω by
Lemma3.4. Sinceε ∈ (0, t0/4) and t∗ = T ∗ω − t02 , from the above inequality we
get
‖u(T ∗ω − ε)‖D(Hαθ ) . t
−α




By Sobolev embedding, we further get




Sinceε > 0 can be arbitrarily small, we have
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This gives a contradiction. Hence, Eq. (1.5) admits a global unique solution for all
ω ∈ Ω a.s..
Now we prove the estimates in the theorem. From (3.1), it is easy to see that
ξ(t) ≥ e− 32 t−|Bt|ζ.
On the other hand, by (2.6) and a bootstrap argument, we obtain for allω ∈ Ω up to a
negligible set,
u(t, x) ≥ 0 ∀ t ≥ 0 x ∈ O.

4. LARGE DEVIATION RESULT
In this section, we prove the large deviation results. We begin by recalling the defini-
tion of the large deviation principle. Let{Xε, ε > 0} be a family of random variables
defined on a probability space(Ω,F ,P) and taking values in a Polish spaceE . Denote
expectation with respect toP by E. The large deviation principle is concerned with
exponential decay ofP(Xε ∈ O) as ε → 0.
Definition 4.1. (Rate function) A function I : E → [0,∞] is called a rate function on
E , if for eachM < ∞ the level set{x ∈ E : I(x) ≤ M} is a compact subset ofE . For
O ∈ B(E), we defineI(O) .= infx∈O I(x).
Definition 4.2. (Large deviation principle) Let I be a rate function onE . The sequence
{Xε} is said to satisfy the large deviation principle onE with rate functionI if the
following two conditions hold.
a. Large deviation upper bound. For each closed subsetF of E ,
lim sup
ε→0
ε logP(Xε ∈ F ) ≤ −I(F ).
b. Large deviation lower bound. For each open subsetG of E ,
lim sup
ε→0
ε logP(Xε ∈ G) ≥ −I(G).
Remark4.3. Note that theI above is a function from sets to real numbers. To define the
rate functionI, it suffices to define its value at each point.
4.1. Large deviation result and the method. Without loss of generality, we shall
prove the LDP result for the dynamics in the time interval[0, 1]. Before stating our
large deviation result, let us first recall the following preliminaries.
The Cameron-Martin space associated to the Brownian motionBt is as follows:
H = {h ∈ H1([0, 1];R) : h(t) =
∫ t
0
ḣ(s)ds, ‖ḣ‖L2([0,1],R) < ∞}.
ThenH is a Hilbert space with the norm
‖h‖H = ‖ḣ‖L2([0,1],R) ∀h ∈ H.
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It is clear to see
(4.1) |h(t)− h(s)| ≤ ‖h‖H ∀0 ≤ s < t ≤ 1.
Fix N > 0, and denote
AdN = {h ∈ H, ‖h‖H ≤ N}.
ThenAdN is a compact Polish space endowed with the weak topology ofH. We denote








φ(s)ḣ(s)ds ∀ φ ∈ L2([0, 1];R).
Define
As = {h; h : Ω× [0, 1] → R satisfies h(ω, .) ∈ H ∀ω ∈ Ω
and h(., t) is Ft measurable ∀t ∈ [0, 1]}
and for allN > 0
AsN = {h ∈ As : ‖h(ω)‖H ≤ N ∀ω ∈ Ω}.
Let h ∈ H, consider the following differential equation









with the same boundary and initial conditions as in Eq. (1.5).
Let ε ∈ [0, 1] and let(hε)0≤ε≤1 ⊂ As, to study the large deviation of Eq. (1.5), we
also need to consider the following stochastic PDEs:











with the same boundary and initial conditions as in Eq. (1.5). By the same argument as
in the previous section, we can prove the global existence and uniqueness of the solu-
tions to Eqs. (4.2) and (4.3).
Now we are at the position to state our large deviation result.
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Then{(uε, ξε)} satisfies a large deviation principle inC([0, 1];C × R) with the rate
functionI given as follows: for any(u, ξ) ∈ C([0, 1];C × R) we have








with the conventioninf{∅} = ∞, where(uh, ξh) is the solution to Eq.(4.2).
We shall follow the method in [1, Theorem 4.4] to prove the above LDP. According
to this method, we only need to show the following two propositi ns.
Proposition 4.5. Let gn, h ∈ AdN and (ugn, ξgn) be the solution of Eq.(4.2) with h
replaced bygn. Up to taking a subsequence, we have
lim
gn⇀h
‖(ugn, ξgn)− (uh, ξh)‖C([0,1];C×R) = 0.
Proposition 4.6. For a family{hε} ⊂ AsN for whichhε converges in distribution toh
under the weak topology ofH, up to taking a subsequence, the solution(uε,hε, ξε,hε) of
(4.3) converges in distribution to(uh, ξh); more precisely, for all bounded continuous




Ef(uε,hε, ξε,hε) = Ef(uh, ξh).
4.2. Proof of Proposition 4.5. Before showing Proposition4.5, we prove the follow-
ing lemmas which provide the preliminaries for using Sobolev embedding andArzelà-
Ascoli Theorem.











Proof. From Eq. (4.2), we have
dξ1+βh (t) = −(1 + β)ξ1+βh (t)dt+ (1 + β)ξ1+βh (t)dh(t) + (1 + β)uαh(t)dt,(4.8)
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which clearly implies
ξ1+βh (t) = e




This equality and (4.1) clearly imply the desired two inequalities. 





ds ≤ Λ(δ, ζ, h) ∀t ∈ [0, 1],
where
Λ(δ, ζ, h) = δ−1ζ−δ + eδ(1+‖h‖H )ζ−δ + eδ(1+‖h‖H )‖h‖H .
Proof. Differentiatingξ−δh (t) we get

































≤ δ−1ζ−δ + eδ(1+‖h‖H )ζ−δ + eδ(1+‖h‖H )‖h‖H
for all t ∈ [0, 1]. This completes the proof. 
Lemma 4.9. Let ρ, ℓ, θ, γ be the same as in Lemma3.4. Let δ ∈ (0, q−ρ−ρβ
ρ
). Asℓ is
sufficiently large so thatθ ∈ (0, 1), γ ∈ (0, 1) and ρ













1−θ (δ, ζ, h))
)
∨ 1,








Proof. Repeating the argument for deriving (3.17) and using (4.1), we get
sup
0≤t≤1














whereη(t) = ‖uh(t)‖ℓLℓ. By the same argument as that after (3.17), we get the desired
inequality. 
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Lemma 4.10.Let (uh, ξh) be the solution of Eq.(4.2). We have
sup
h∈AdN
‖(uh, ξh)‖C([0,1];C×R) ≤ C,(4.9)
whereC depends onN, ζ, ‖v‖C, α, β, p, q.
Proof. Similar as in the proof of Lemma2.1, set
AT,M,N =
{
(u, ξ) ∈ C([0, T ];C(O,R)× R) : u(t) ≥ 0, ξ(t) ≥ e−t−Nζ, ∀0 ≤ t ≤ T ;
u(0) = v, ξ(0) = ζ ; ‖(u, ξ)‖C([0,T ];C×R) ≤ M
}
with M > 2+‖v‖C+eNζ andT > 0 being some number depending onN,M, α, β, p, q.
By a similar argument as in the proof of Lemma2.1, we have
sup
h∈AdN
‖(uh, ξh)‖C([0,T ];C×R) ≤ M.(4.10)
To complete the proof, we only need to bound the solution on the time interval[T, 1].
On the one hand, by (4.6), (4.7) and Lemma4.9, there exists somēC depending only




Repeating the argument as in the proof of Theorem1.1and choosingα > d
2θ
, we have





‖uh‖D(Hαp ) ≤ Ĉ.




whereC̃ depends only onv, ζ, α, β,N . Hence,
sup
h∈AdN
‖(uh, ξh)‖C([0,1];C×R) ≤ C̃ + C̄.(4.13)
The proof is complete. 
Proof of Proposition4.5. Let all constantsC below be some numbers depending on
N, ζ, ‖v‖C, α, β, p, q, whose exact values may vary from line to line. RecallS(t) =
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≤ C(t− s) + C(t− s) 12 .
The above inequality clearly implies that{ξgn, n ≥ 1} is equi-continuous. ByArzelà-
Ascoli Theorem, there exist someξ ∈ C([0, 1];R) and a subsequence of{ξgn, n ≥ 1}
(say{ξgn, n ≥ 1} without loss of generality) such that
lim
n→∞
‖ξgn − ξ‖C([0,1];R) = 0.(4.15)
It follows from (4.6) and (4.9) that for allt ∈ [0, 1]
ξ(t) ≥ e−t−‖h‖Hζ.
Moreover, (4.15) and (4.14) clearly imply that{ugn, n ≥ 1} is a Cauchy sequence in
C([0, 1];C). Hence, there exists someu ∈ C([0, 1];C) so that
(4.16) lim
n→∞
‖ugn − u‖C([0,1];C) = 0.
Since








lettingn → ∞ we get
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ξ(s)[ġn(s)− ḣ(s)]ds → 0
asn → ∞. Lettingn → ∞, the above limit and the following relation

























This relation, together with (4.17), implies that(u, ξ) solves Eq. (4.2). Thanks to the
uniqueness, we have(u, ξ) = (uh, ξh) and thus
lim
gn⇀h
‖(ugn, ξgn)− (uh, ξh)‖C([0,1];C×R) = 0.

4.3. Proof of Proposition 4.6. Before showing Proposition4.6, let us first prove the
following lemmas which give the preliminaries for using Skorohod embedding and an
asymptotic tightness criterion in probability theory.



























Proof. We simply writeu = uε,hε, ξ = ξε,hε andh = hε. By Itô formula, we have
dξ1+β(t) = −1
2
(1 + β)(2− εβ)ξ1+β(t)dt + (1 + β)ξ1+β(t)dh(t)
+
√
ε(1 + β)ξ1+β(t)dBt + (1 + β)uα(t)dt,
(4.21)























where the last inequality is by (4.1). The above inequality clearly implies the three
desired inequalities. 














whereC depends only onµ,N, δ andζ . Moreover, we have
(4.23) M∗ε,δ < ∞ a.s..
Proof. We only have to show the desired inequality for the caseµ > 2 since the case of
0 < µ ≤ 2 is an immediate corollary from the former. We simply writeξε = ξε,hε.























The desired inequality immediately follows from the above in quality and (2.2). The
second inequality is a direct corollary from the first one. 





ds ≤ Λ(ζ, ε, B,N, δ,M∗ε,δ),
where
Λ(ζ, ε, B,N, δ,M∗ε,δ) = δ−1ζ−δ +







22 M.WINTER, L. XU, J.ZHAI, AND T.ZHANG
Proof. For notational simplicity, we shall writeξ(t) = ξε,hε(t) andu(t) = uε,hε(t).
Applying Itô formula toξ−δ(t), we get






























































where the last inequality is by (4.19). This clearly implies the desired inequality. 
Lemma 4.14. Let ρ, ℓ, θ, γ be the same as those in Lemma3.4. Let hε ∈ AsN and
δ ∈ (0, q−ρ−ρβ
ρ
). Asℓ is sufficiently large so thatθ ∈ (0, 1), γ ∈ (0, 1) and ρ














1−θ (ζ, ε, B,N, δ,M∗ε,δ)
)
∨ 1,










Proof. Repeating the argument for getting (3.17) and using (4.1), we get
sup
0≤t≤1














whereη(t) = ‖uε,hε(t)‖ℓLℓ. Repeating the argument after (3.17), we immediately get
the desired inequality. 
Proof of Proposition4.6. For notational simplicity, we shall writeuε = uε,hε andξε =
ξε,hε. We chooseℓ > 0 in Lemma4.14to be sufficiently large so thatℓ > 2α and fix
it. We also fix the numberρ, θ, γ, δ in Lemma4.14. By their definitions,ℓ, ρ, θ, γ, δ
are all some fixed numbers depending onα, β, p, q. Let all C below be some numbers
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depending onζ, v, α, β, p, q andN , whose exact values may vary from one another. We
shall prove the proposition by the following two steps.
(Step 1)We shall prove in Step 2 below that there exist someξ ∈ C([0, 1],R) and a
subsequence{ξεn} with limn→∞ εn = 0 such that
(4.25) lim
n→∞
ξεn = ξ in distribution under the topology C([0, 1],R).
By Skorohod embedding theorem, there exist a probability space(Ω̂, F̂ , P̂) and random




‖ξ̂εn − ξ̂‖C([0,1];R) = 0 a.s..
Consider the equations
∂tûεn = ∆ûεn − ûεn +
ûpεn
ξ̂qεn
, ûεn(0) = v,
(4.26) ∂tû = ∆û− û+
ûp
ξ̂q
, û(0) = v,




‖ûεn − û‖C([0,1];C) = 0 a.s..
























By the same argument as in the proof of Proposition4.5, we get












Now (4.26) and (4.28) yield that(û, ξ̂) satisfies Eq. (4.2). By uniqueness of the solution,
(û, ξ̂) and(uh, ξh) have the same distribution. Hence, we have completed the proof up
to showing (4.25).
(Step 2)Now we show (4.25). To this end, it suffices to prove the following asymp-
totic tightness criterion ([15, Theorem 2.1]):
(i) For any 0 ≤ t1 < t2 < ... < tn ≤ 1 with n ∈ N, the distribution of
(ξε(t1), ..., ξε(tn))0≤ε≤1 is tight.
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wherec1, c2, c3 all depend onα, β, p, q, ν. Thanks to Lemma4.12 and (2.2), using
















By Hölder inequality and (4.20), we have
sup
0≤t≤1
































and by Chebyshev inequality, there exists some




















For any0 ≤ t1 < t2 < ... < tn ≤ 1 with n ∈ N, we have
P (ξε(t1) ≤ K, ..., ξε(tn) ≤ K) ≥ 1− c.
Sincec > 0 is arbitrary, the distribution of(ξε(t1), ..., ξε(tn)) is tight. Hence, (i) above
holds.
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Next we check that (ii) also holds. Observe
sup
|s−t|≤δ




























































































































where the last inequality is by (4.32). Combining (4.32), (4.35), (4.34), (4.36) with
(4.33), we immediately obtain
E sup
|s−t|≤δ




















which immediately implies (ii).

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4.4. Proof of the large deviation theorem.
Proof. By Theorem 4.4 in [1], and Proposition4.5 and Proposition4.6, we can obtain
Theorem4.4. TheI in the theorem is an immediate consequence of [1, (4.3)]. 
5. DISCUSSION ANDOUTLOOK
Finally, let us mention some directions of our future research on the stochastic Gierer-
Meinhardt system. Some important questions including the following have been left
open in this study and we plan to explore them next. When does bl w-up of solutions oc-
cur? Can related results be derived for stochastic processes oth r than one-dimensional
standard Brownian motion? Can our results be extended from the stochastic shadow
Gierer-Meinhardt system to the full Gierer-Meinhardt system? Do similar results hold
for other pattern-forming systems such as the Gray-Scott orSchnakenberg models?
For pattern formation in the deterministic Gierer-Meinhardt model many interesting
phenomena have been established such as Turing instability, peaked steady states with
single or multiple spikes, and various kinds of bifurcations. We are interested in the
question what will happen if some random forces are added to these models. Due to
the randomness in the system, the peaked patterns and their bifurcations will be random
rather than deterministic and we expect that the nature of their interactions will change.
Depending on the exact conditions, they can likely be destabilized by the stochastic
effects and new patterns might emerge. Our next goal is to investigate the trajectories
of random patterns and their bifurcations and gain further insight into the mechanisms
controlling these interactions ([33]).
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