This paper exploits the dual accounting technique to uncover multi-factor productivity growth patterns for goods and services across US states from 1980 to 2007. Due to changes in sectoral classifications, the period is divided into two parts, 1980-1997 and 1998-2007. Over both periods, states exhibit a wide range of productivity growth rates with the goods sector showing much larger variations. The variations are larger for the second time period with some states recording productivity growth as high as almost nine percent annually while other states showing declines at more than two percent. Underlying the wide variation in productivity growth are variations in both wage growth and real user cost growth. Since 1998, the real user cost declines at almost two per cent annually. Incorporating human capital into the analysis makes wage growth and, hence, productivity growth lower in both sectors, and on average negative in the second period. Scaling up the analysis to the national level, we also find that there are large differences between the growth rates of primal based measures of marginal product of capital and our calculations of real user cost growth. This can only be partially explained by the anomalous behavior of particular industries such as mining and real estate services, and to some degree due to the declining relative price of investment goods.
Introduction
The role of multi-factor productivity (MFP) has historically been at the center stage of research in explaining output per worker growth differences. A large literature has developed examining the role of the MFP in explaining the disparity in labor productivity across countries. 1 A considerable amount of research has also been devoted to growth accounting exercises for the US, particularly, in an effort to explain dismal performance of output per worker growth of US during 1973-95 and the subsequent rebound. 2 Growth accounting exercises for the US have also focused on uneven performance across sectors. While manufacturing industries like computers and office equipments and electronic components experienced higher MFP growth, the service sector was the worst affected during the period of productivity slowdown Bosworth, 2001, Jorgenson et. al., 2005) .
A unifying feature of most of this literature at the national, sectoral and cross-country level, is that it uses the "primal" growth accounting technique to back out MFP growth, whereby MFP growth is the residual of output per worker growth after subtracting factor accumulation. At regional levels however, the absence of data on capital stock, or investment, makes similar exercises more challenging to undertake. The existing literature on regional studies thus follows one of the following two solutions. The first route is to apportion the industry specific Bureau of Economic Analysis (BEA) capital stock data to the states based on the income share of each state in the total income (e.g. Garofalo and Yamarik, 2002 and Turner et. al., 2011) . The other solution is to simply assume a steady state where the growth in return to capital is zero or equalized across regions (Iranzo and Peri, 2009 ).
In this paper we employ the dual growth accounting procedure to calculate state-specific MFP growth for the goods and service producing sectors from 1980 onwards. 3 This approach is based on the idea that any growth in MFP which causes output to grow will also cause real factor prices to grow due to the increases in the marginal product of the factors. MFP growth can then be measured as the weighted average of the growth rates of the real factor prices i.e. real wages and real user cost of capital (in a two factor model). The intellectual origins of this idea extends at least as far back as to Jorgenson and Griliches (1967) and was more recently revived by Hsieh (2002) in the context of East Asian economies. 4 Hsieh (1999 Hsieh ( , 2002 expresses concern over utilizing capital stock data from the national accounts as they are prone to errors due to the computational difficulties. Instead, he advocates the use of dual growth accounting over the primal approach as data on real factor prices is directly observable. To accomplish the task in hand, we need data on both wages and user costs for both sectors across states. For wages, we rely on individual level data from IPUMS-CPS. On the other hand, for the real user cost of capital, we rely on more aggregated sources. We construct it by using national depreciation rates, price indices for investment goods, state specific sectoral GDP deflators and effective corporate income taxes and exploiting inter-state variations in the composition of sectors. Using these constructed measures of real user cost and real wage growth, we can calculate MFP growth for the two broad sectors. While our coverage extends from 1980 to 2007, because of changes in classification of various sectors, we undertake the analysis separately for two sub-periods, 1980-97 and 1998-2007. 5 Underlying our reasoning for focussing on 2 See Gordon (2010 Gordon ( , 2000 , Steindel and Stiroh (2001) and Jorgenson et.al. (2008) 3 We define mining, construction and manufacturing industries together as the goods producing sectors. The service sector includes all the private service providing industries. 4 See Barro (1999) for a review of this approach. Also, see Aiyar and Daalgard (2005) for a cross country application and Ciccone and Peri (2006) and Iranzo and Peri (2009) for applications on the US States. However, Ciccone and Peri (2006) , and Iranzo and Peri (2009) assume real wage growth as the measure of dual accounting MFP growth. 5 We stop the exercise at 2007 mainly because of the unusual economic conditions since that time which might have a disproportionate effect on the overall calculations. the broad sectors of goods and services is the rich literature on structural change which focuses on the rise of the service economy and the decline in manufacturing. A lot of this research focuses on unbalanced technological change often captured by unequal multi-factor productivity growth across sectors. 6 The paper presents estimates for productivity growth for various sectoral definitions over various time periods and competing data sources. Therefore, before we overwhelm the reader with all these numbers, it is useful to provide an overview of the main findings here. The constant theme across sectors and different time periods is the very large range in differences in MFP growth across states. This is true for both services and goods but much more so for the latter. Both wage growth and real user cost growth vary substantially across states and across time. For example, for 1980-97, we find that the range for multi-factor productivity growth in the goods producing sector is almost seven percentage points. While the range is driven by extreme cases and, in particular by mining rich states for this time period, we also observe quite a bit of variation once the mining sector is removed.
MFP growth continues to have a range of more than four percentage points annually. Moreover, both wage growth and real user cost growth contribute to this. In fact, for this time period, the goods sector shows real user cost growth that is almost equal to real wage growth. During the same period, we know that the service sector was disproportionately affected by the productivity slowdown. Our calculations show that this mostly reflects negative real user cost growth. However, variations in MFP growth across states largely reflect variations in wage growth as real user cost growth shows no systematic relationship with MFP growth. During the more recent time period of 1998-2007, we see even more variation across states. For the non-mining goods sector, the standard deviation in MFP growth is 2.11% which is approximately twice that of the mean growth of 1.05%.
Both wage growth and real user cost growth again show considerable dispersion. At the same time overall MFP growth in this sector is a little lower than in the earlier period. Interestingly, in the service sector, productivity growth across states is extremely low and is in fact negative at about 1% annually. Negative real user cost growth is to blame largely for this with all states recording rates lower than -3% annually. Like the earlier period, it shows little dispersion with all states falling within a one percentage point range. Investigating this further, we found that real estate services played a disproportionate role. This is not surprising given the real estate boom that coincided with the later portion of this period. Once we dropped the real estate sector, MFP growth in services turns out to be much higher but still approximately zero. Moreover, the dispersion in real user cost growth increases which in turn results in a greater variation in MFP growth. Extending all of this analysis to incorporate Mincerian measures of human capital unambiguously lowers MFP growth across the board. This in itself is not surprising since the two key inputs into a Mincerian human capital construction-returns to schooling and years of education have increased over this time period.
Since we do not have any other estimates to compare our results, we also undertake sectoral estimates at the national level. This allows us to check if our trends at the state level are also replicated at the national level. Secondly, it allows us to compare the dual estimates with their primal counterparts. Paradoxically, for the 1980-1997 period, the differences are not large for the goods sector but actually becomes wider when we drop the mining sector. For services the gap is slightly smaller, but in both cases it is the dual estimate that is lower. During 1998-2007, the dual estimate for the service sector is considerably lower and reflects what we see in the interstate analysis while the primal estimate does show evidence of a "productivity revival". However, once we drop the real estate sector, we find that the primal and dual estimates are closer to each other. Investigating these issues further we look at the various components that make up the real user cost of capital-the relative price of investment goods, real interest rate plus depreciation and depreciation deduction adjusted tax component. The main story here is that the service sector, not surprisingly shows a much higher rate of decline in the relative prices of investment goods (or what Greenwood et. al. (1997) labeled "investment specific technological change"). This is true for both periods but less so for the latter period and stronger once we drop real estate services.
The paper contributes to a rich literature that examines growth differences across states. Within the context of "new" growth theory, this can be traced back at least to Barro and Sala-i-Martin states, to name a few. An added contribution of our paper is that the calculations of real user cost growth combined with capital incomes shares implies one can back out measures of capital stock growth and thus compare investment rates across states for the two broad sectors. 7 Before moving on, we would like to address two issues that confront this paper. First, we are not just examining states, but goods and service sectors at the state level. This would invite skepticism with respect to the assumption of perfect competition that any growth accounting technique, be it primal or dual, relies on. To some extent, we believe that this is mitigated by the fact that we are still considering sectors that are broad enough-it is difficult to think of a state where the entire service sector might be subject to a degree of imperfect competition that this would be truly damaging for our results. However, given the declining size of the goods sector, one might be concerned that it would be subject to a greater degree of firm concentration. Nevertheless, since states have open borders, and manufacturing goods produced in one state is unlikely to be sold only in the same state, firms are unlikely to have monopolistic power. However, at the same time, firms might exhibit monopsony power on local labor markets. To the extent that labor is mobile 7 Chirinko and Wilson (2008) have also constructed a state-wise data set on the real user cost of capital but only for the manufacturing industry. across states, this concern would be alleviated. Nevertheless, we do not deny that the results might be less robust for small states.
While openness can alleviate concerns regarding perfect competition, they can also raise concerns as to why MFP should differ at all across states. One can argue that since technology flows freely across states, there is no reason for MFP growth to differ. In principle workers and capital should move to states with the highest marginal products and ultimately differentials should not exist.
Nevertheless, we know that this does not hold in practice. 8 One can list a number of reasons why this might be happen: a) This could simply be for the same reasons that drive productivity differences across cities. Since states are created due to political reasons whereas cities emerge due to a separate set of dynamics, it is easy to see that productive states might to a large extent be driven by the presence of productive cities. For example, Ciccone and Hall (1996) show that counties with higher population densities seem to be more productive. Higher population densities allow for lower transport costs of goods between different stages of production, can allow for externalities from close physical proximity, and higher degrees of specialization. Glaesar and Gottlieb (2009) notes that the extent to which people can move to cities with higher productivity is a function of the elasticity of housing supply. If the housing supply is elastic, then boosts to local productivity would be followed by an inflow of workers and not raise overall incomes. However if the housing supply is inelastic then it would show up in increased incomes. b) Secondly, there is a fairly large mainstream literature on the business competitiveness of states which seems to make the case that firms would be more productive in certain states compared to others. 9 c) Third, in our work, at least as far as the user cost construction is concerned, it is driven mainly by variations in sub-sectoral shares. Thus if states have sufficiently different sub-sector mix, we can expect this to show up in productivity growth differences.
The rest of the paper is structured as follows: section 2 establishes the empirical framework required to conduct the dual accounting exercise. Section 3 presents the data sources. Section 4 discusses the results from the growth accounting exercise and section 5 concludes.
Empirical Framework
To understand the dual approach, we start with the standard national income equality between output generated in the economy and the sum of incomes that accrue to the factors of production, i.e., labor and capital,
where Y =real GDP, L =labor, K =real capital stock, w = W/P Y =real wage and r = R/P Y =real user cost of capital and P Y is the price index used to deflate the GDP. 8 It is well known, that even if capital flows freely, labor is not as mobile across states as one would expect. For evidence on this, see Bernard et. al. (2011) and additional references cited therein. 9 For example Forbes magazine publishes annual rankings of states by best climates for business. The rankings are based on six different categories-costs, labor supply, regulatory environment, current economic climate, growth prospects and quality of life. See Badenhausen (2011) .
The idea behind dual accounting is that any growth to MFP that increases output, will also raise the return to the factors of production. In that case, MFP growth can be measured as a share weighted average of growth rates of returns to the factors of production i.e. real wage and real user cost growth rates. To see this, and, to also see the equivalence between primal and dual accounting, we can begin by time differentiating equation (1) and dividing it by Y ,
Here α L is the labor income share and α K is the capital income share which is equal to 1 − α L .
The hat,ˆ, on the variables denote their growth rates. In the last equation, the expression on the left represents the traditional MFP growth measures from the primal (quantity) growth accounting and the expression on the right represents the dual accounting counterpart. Thus primal growth accounting measures derived from the Bureau of Economic Analysis (BEA) should be exactly equal to the dual measures. To interpret it differently, the observed factor prices should be consistent with the "implied" factor prices from the national accounts of BEA. Any differences between them would create a wedge between the two measures. In practice, however this equality rarely holds. Both Hsieh (1999 Hsieh ( , 2002 and Aiyar and Daalgard (2005) find divergence between these two measures implying inconsistencies between the observed factor prices and implied factor prices of national accounts.
The above equality relies on the assumptions of constant returns to scale and perfect competition. Under these conditions, factors are paid their marginal product. However, one does not need any assumptions other than the equality shown in equation (1) . Any departures from the assumptions of perfect competition and constant returns to scale affect both the primal and dual MFP growth calculations. Since most goods are tradable across states, the assumption of perfect competition is unlikely to be violated. However, we know that non-tradable goods do exist and this can increase the degree of concentration of industries at the state level. Therefore another reason for choosing two major sectors is to reduce the likelihood that the assumption of perfect competition is violated. Our definition of the goods sector includes the mining, construction and manufacturing industries together. The private service sector which comprises of all the service providing industries is itself large enough at the state level which implies a lower degree of concentration and hence makes the assumption of perfect competition reasonable. Furthermore since labor is mobile across states, that too reduces the extent to which imperfect competition might jeopardize our results.
To obtain the measures of MFP growth, we need to construct the measures of real wage growth, real user cost growth and labor income share for the sectors at the state level. In the following sub-sections, we outline the computational details of these measures.
Real Wage Growth Rate
Our constructed series on the real wage growth is composition-adjusted based on different kind of labor groups. Following Hsieh (2002) , the labor groups are based on four educational categories (some school, high school graduate, some college and college graduates) and gender. With this,
we have eight groups of labor in each sector and state. This quality adjustment ensures that the real wage growth only results from the growth of the real wage of a labor group and not due to the increase in the share of the labor group which increases the average real wage. Allowing for different groups, the weighted real wage growth rate of the sector 'i' and state 's' is
where 'i' represents the broad sector and 's' the state. Here,
and S L,g,i,s,t is the share of labor income of each group in total labor income and g = education×gender.
Total income of each group and sector can be obtained by summing over the labor income of all the individuals. The real wage growth for sector 'i' is obtained by subtracting the growth rate of SGDP deflator from the nominal wage growth.
Real User Cost of Capital
The conceptual framework for calculating the real user cost of capital was established by Hall and Jorgenson (1967) and Coen (1968) . Following these papers, a profit maximizing competitive firm invests in capital till the marginal product of capital is equal to the real user cost of capital,
Here, a decision to invest in one unit of capital depends on
, the relative price of the new capital goods in terms of the price of the final good, the real interest rate which is the financial cost of this investment (i t − π t ), depreciation rate of the capital goods (δ t ) and the tax applications in terms of the effective corporate income tax (τ t ) and the present value of depreciation deductions (z t ).
(1−τtzt)
(1−τt) reflects a tax subsidy. If the government does not provide any tax benefits in terms of depreciation deductions, i.e. z t = 0, the real user cost will increase by a fraction 1 (1−τt) . 10 Since our study involves the aggregation of industries, we construct a share weighted average of the growth rate of the user cost in each of the industries. Thus, for the goods producing sectors, the user cost growth rate is the weighted sum of user cost growth in manufacturing, mining and 10 Hall and Jorgenson (1967) also incorporate investment tax credits. We have omitted investment tax credit while constructing the real user cost as the federal investment tax credit was rolled back in 1986 and although some states allow for investment tax credit, most of the time it is targeted towards specific firms or industries. 
construction,
△ ln RU C i,s,t = ∑ jS K,j,i,s △ ln ( P I j,t P Y j,s,t (i t + δ j,t − π j,t ) (1 − τ s,t z j,t ) (1 − τ s,t ) ) ,(8)S K,j,i,s = S K,j,i,
Labor and Capital Income Share
It is evident from equation (5) that factor income shares play an integral part in constructing the MFP growth rate. Unsurprisingly, there is also evidence that factor income shares can vary widely across sectors. For example, a recent study by Herrendorf and Valentinyi (2008) finds that the factor income shares for five major sectors of US vary significantly (Agriculture, Manufacturing Consumption, Services, Equipment Investment and Construction Investment). Secondly, industry composition varies across states. Therefore, the aggregated sectoral labor income share across states will vary because of the varying industry mix. We calculate the the industry as well as sector specific labor income shares for the states following the methodology of Gollin (2002) and Gomme and Rupert (2004) ,
where α L is the labor income share and 'IT S' is the indirect taxes less subsidies. This method of computing labor income share also addresses the allocation of the income of the self employed between labor and capital. Their labor income is imputed by assuming a value equal to the average compensation of wage and salary employed (Gollin, 2002) . Capital income share is calculated as
Finally, in calculating MFP growth, we use the two period averages of factor income shares, i.e.
M F P G
11 Gilchrist and Zakrajšek (2007) also adopt a similar nomenclature, but refer to Autor et.al. (2008) cautions against using hourly wage distribution in March-CPS data set as it lacks a pointin-time measure. An estimate of total hours worked last year can be obtained by multiplying weeks worked in the last year and usual hours worked per week last year in March-CPS data. But they find this measure to be noisy. 13 We also tried our analysis with different hour and week combinations such as: all hours and all weeks, 40 hours and 40 weeks, 35 hours and 40 weeks, 30 hours and 40 weeks. But this did not alter our results.
14 We derive the average weeks worked data by state and sector from the IPUMS-CPS and total employment numbers from the BEA. 15 Present value of depreciation deductions and inflation rates are calculated using the constructed series on the depreciation rates and investment price deflators respectively. 
Growth Accounting Analysis
We discuss the state level MFP growth measures from the dual growth accounting exercise below beginning with the goods sector and then moving on to the service sector. We discuss both the 
State Multi-Factor Productivity Growth

MFP Growth in the Goods Producing Sector
Figure 1(a) displays the average annual labor productivity growth against the MFP growth for the goods producing sector for 1980-97. 16 The corresponding summary statistics are presented in the first four columns of table 1(a). The unweighted means for state level labor productivity and MFP growth are 2.87% and 2.24% respectively. This implies, on average, a 78% contribution of MFP growth to labor productivity growth. Mining rich states like Wyoming, New Mexico, Louisiana, North Dakota, Oklahoma and Texas have the highest MFP growth rates. Table 1(a) also summarizes the data on real wage growth and real user cost growth. While we find the mean for annual real wage growth to be 1.69%, the mean for real user cost growth stands higher at 2.90%.
This high average for real user cost growth stems from the aforementioned mining rich states which experience an annual real user cost growth rate of 6% or more. Figure 3 (a) is scatterplot of the real user cost growth against the labor productivity growth. These mining rich states clearly stand out.
Their unusually high growth can be attributed to initial high oil price of the early 1980's which leads to an initial high value of the SGDP deflator for the mining industry, hence a very low initial real user cost. The subsequent decline in oil prices implies a rising relative price of investment goods and hence high growth in real user cost. This is further accentuated by high growth in the 16 To recap, the goods producing sector comprises of manufacturing, construction and mining industries.
financial component resulting from subsiding inflation in the investment price deflator of the mining industry.
Given the unusual behavior of oil prices during this period, we recalculated the various growth rates after excluding the mining sector for all states. The updated summary statistics are presented in the last four columns of table 1(a). The average for real user cost growth is now considerably lower at 1.26% compared to the earlier value of 2.90%. Real wage growth also declines marginally from 1.69% to 1.37%. This results in a mean MFP growth rate of 1.34% which is approximately 48% of the mean labor productivity growth of 2.78%. Table 1 However, the higher MFP growth of New Mexico is mainly due to a high real user cost growth rate of 3.77% while its wage growth is only average. 18 Nevada, Washington, Montana, Maryland and Virginia have the lowest values of MFP growth. 19 It is needless to say that lower MFP growth results from both lower real wage and real user cost growth for these states. In fact, Montana, Nevada, Maryland and Washington experience negative real wage growth. Finally, it is important to draw attention to the variability among the measures across states. The coefficient of variation (CV) for real wage growth is 67% while for real user cost growth it is 61%. Together, this implies a CV of 62% for MFP growth across states. The non-zero real user cost growth for states along with a variability which is comparable to that of real wage growth underscores the fact that the marginal product of capital cannot be assumed to be constant over the medium run.
In table 2(a), we list the summary statistics for 1998-2007. Admittedly, this is a much shorter period of time and is subject to a variety of fluctuations. The average for labor productivity growth for the goods sector (table 2(a), column 1) averages to 2.40%. At first glance, it seems odd that this is lower than the previous period which coincided with the productivity slowdown. Moreover, MFP growth averages to -0.20% which also contradicts the productivity revival literature. This stems from very low averages for factor price growth rates for the states. The average for real wage growth is 0.85% which is about half of the previous period. More importantly, the real user cost growth averages to -1.72%. A quick look at the figure 1(c) and 3(c) which display the scatterplots of MFP growth and real user cost growth against the labor productivity growth respectively reveals the source of this problem. States like Wyoming, Louisiana, Oklahoma, Texas, Montana, Nevada and West Virginia with relatively larger shares in the mining industry drive down the average real user cost growth, and consequently, MFP growth. It is important to mention here that the SGDP and investment deflators for the mining industry experience considerable growth originating from the oil price increases during this period. This causes the relative price and the financial component to decline and thus resulting in negative real user cost growth for the mining industry and for the goods sector for these mining rich states. 20 Given the behavior of the prices in the mining sector, like before, we revisit all our calculations for 1998-2007 after dropping this sector. The average for labor productivity growth (table 2(a), column 5) increases to 2.86% which is marginally higher than the previous time period. The averages for factor price growth rates also increase with the average for real user cost growth significantly improving to 0.33% and real wage growth improving to 1.35%. The average growth rate of MFP increases substantially to 1.05%. its annual MFP growth is much higher at 8.55% which implies negative factor input growth. It is important to mention that New Mexico's SGDP deflator for the manufacturing industry drops sharply between 1998-2007. This causes the relative price of investment goods and, hence, the real user cost growth for manufacturing to be very high. Since the sectoral growth for the real user cost is a capital income share weighted growth rate of industrial real user cost growth, the goods sector for New Mexico experiences high real user cost growth at the rate of 9.92% which causes the MFP growth to be inflated. Oregon deserves a special mention with its labor productivity displaying an annual growth rate of 11.14%. This results from the remarkable growth performance of the Oregon manufacturing industry where the real SGDP grew at a rate of 14.7%. Similarly, Oregon also displays an annual MFP growth rate of 7.04% reflecting high factor price growth rates. Idaho and New Hampshire also experience very high MFP growth rates resulting from very high real wage and real user cost growth rates. 21 Nevada, Louisiana, Wyoming, Montana, Maryland and Florida are the bottom most states in MFP growth. Except Louisiana all of the mentioned states experienced 20 The mining industry GDP deflator rises faster than the investment deflator which causes the relative price to fall. Further, the rapidly increasing inflation rate in the investment deflator causes the financial component to experience a rapid decline. The inflation in the SGDP deflator also adversely affects the constructed labor productivity growth and real wage growth measures for these states. 21 New Hampshire, like New Mexico, displays a lower labor productivity growth than MFP growth implying negative factor input growth. Finally, it is important note that the statewide average for MFP growth is lower than the previous time period despite dropping the mining industry. This warrants further explanation. Average MFP growth contributes only 37% this period to average labor productivity growth as opposed to 48% of the previous period which seems to fly in the face of all that we know about the productivity revival post 1995. Since any increase in MFP reflects increases in real factor price growth, our constructed real factor price growth should reflect higher growth. However, we do not find high enough real wage growth and real user cost growth to support the existing literature. Under the standard assumptions, growth in MFP increases the marginal product of capital and labor. A higher marginal product of capital leads to rapid accumulation of capital and causes the marginal product of capital to fall over time. Thus it is possible that over the long run, the direction of real user cost growth is ambiguous. However, capital accumulation should also lead to an increase in the marginal product of labor (real wage) and therefore, a dual growth accounting approach ought to still capture MFP growth despite a fall in the marginal product of capital. 23 Given this line of reasoning, it is not surprising that real user cost growth averages only 0.33%. Nevertheless, we do not see a substantial gain to real wage growth either. Thus, we do not see evidence of a productivity revival in our state level data. There are, however, a couple of caveats. First, so far we have restricted our analysis to the goods producing sectors and at least for the manufacturing industry we know that the productivity slowdown was shortlived and the turnaround had begun much earlier. Triplett and Bosworth (2001) find that though both mining and manufacturing industries slowed down during 1973-1997 in comparison to 1960-1973 , the rebound to the previous period growth was evident during 1987-1997. 24 A second possibility is that data from the CPS does not incorporate all the information on labor income since it only reports wages. concern is addressed in a later section when we briefly examine the national numbers at the sectoral level. 22 The CV for real wage increases to 133% and the CV for real user cost growth increases to 827% in comparison to 67% and 61% respectively for the previous period. 23 For more on this, see Fernald and Ramnath (2004) . 24 According to Triplett and Bosworth (2001) , while the growth rates for MFP during 1963-73 are 1.4% and 2.5% respectively for the mining and manufacturing industries, the growth rates show visible improvements to 4% and 2.4% respectively during 1987-1997. The authors' calculations also suggest that the construction industry never experienced a productivity slowdown. Table 3 (a) displays the summary statistics for the service sector for 1980-1997. The presence of productivity slowdown is evident in the annual labor productivity growth and MFP growth rates which average to 0.74% and -0.01% (Table 3( Moving on to the more recent time period of 1998-2007, we find that while labor productivity growth increases compared to the earlier period, MFP growth does not follow suit. Though the average for labor productivity growth shows a significant improvement to 1.73% (Table 4 (a), column 1) in comparison to 0.74% in the previous period (Table 3( While the average for real wage growth amounts to 0.65%, the average for real user cost growth is extremely low at -3.50%. In fact, it can be gleaned, from figure 6(b) that all the states experience negative (at least -3%) real user cost growth rates. While the wage growth is higher than in the previous period, obviously it is not anywhere near as high to compensate the steep decline in real user cost growth. Earlier we noted that wage growth might be underestimated in the IPUMS-CPS data set. Nevertheless, it should be obvious to the reader that even small adjustments to the wage growth cannot rescue the productivity revival story here. The decline in real user cost growth itself is the source of the problem.
The Service Sector
Pursuing the problem further, we looked at the various sub-sectors that comprise the service sector. We found that real estate industry could partially explain the huge decline in real user costs. The years 1998 to 2007 coincided with the real estate boom. This produced high inflation rate in the investment price deflator for the real estate industry specially after 2001. As a result, the financial component declined rapidly, which was reflected in the negative growth rate of the real user cost. Moreover, the real estate sector accounts for the largest share of capital income in the service sector. 25 Recall that the sectoral real user cost growth is a capital income share weighted growth rate of industrial real user cost growth rates. With a larger share in capital income and rapid decline in the real user cost, the real estate sector produces a rapid fall in the real user cost for the entire service sector. So as an additional exercise, we dropped the real estate industry from the service sector. The summary statistics are presented in table 4(a) columns 5-8. Clearly the fall in real user cost growth is now relatively lower and so is the decline in MFP. Nevertheless MFP growth is still lower than what was observed in the earlier period and real user cost growth continues to show a 2% annual decline. Therefore, it cannot explain all of the story. Moreover, one can debate the usefulness of removing a sector that accounts for such a large share of the capital income within services.
So far we have discussed sectoral patterns in MFP growth across different time periods. A natural extension is to look at correlations across sectors within the same time period and also over time within sectors. In the interest of brevity, we summarize the main results and do not display an entire table. The correlation between goods and services for both time periods is quite weak.
The largest magnitude is -0.15 between overall goods and services for 1980-1997. Interestingly, once the mining sector is dropped this correlation flips signs and is at 0.12. For 1998-2007, the inter-sectoral correlations are negligible with the highest value for the non-mining goods sector and non-real estate services standing at 0.08. When considering the same sector over the two time periods, we see some more interesting numbers. For the overall goods sector, the correlation is -0.55. However once the mining sector is dropped in both time periods, the correlation flips signs 25 The mean for the capital income share of the real estate industry in the entire services is 42%.
again and is now positive at 0.52. Therefore, anomalies in the mining sector aside, there is some continuity in the performance of the goods sector. The service sector presents an entirely different story with the correlation between the two time periods standing at -0.06, i.e. again virtually at zero. Thus clearly over time the service sector records very different patterns. Interestingly, if we focus only on 1998-2007, we also find that the correlation between the overall service sector and the non-real estate service sector is 0.98. Thus dropping the real estate sector increases the level of MFP growth uniformly across states.
Incorporating Human Capital
The measurement of human capital as a factor of production has been one of the key innovations in the cross country productivity literature. Klenow and Rodriguez-Clare (1997), and Hall and Jones (1999) were the first to construct human capital stocks by incorporating the Mincerian notion of returns to years of schooling. The strategy is to redefine the labor input as a human capital augmented input. In the simplest terms, if L is the labor input measure, then hL is the augmented version where, h is the human capital per unit of labor. The logarithm of h is a product of the returns to schooling and years of schooling. Note that all else equal, augmenting the labor input by an average measure of human capital per worker would necessarily lower the level of MFP in a standard production function. Moreover, in a standard primal growth accounting exercise, as long as the rate of growth of h is positive, this will also reduce the growth rate of MFP. Given the ex-ante equality between dual and primal growth rates, it will also reduce the growth rate of any dual growth accounting based MFP estimates. To see this definew as the wage per unit of human capital augmented labor (i.e. hL). Since the wage bill observed in any data source is still the same, it must be that wL =whL (11) ⇒ŵ =ŵ +ĥ,
where,ˆ, continues to denote the growth rate. Equation (5) would now need to be modified to,
To calculate the growth in wages per unit of human capital, we can use equation (12) in conjunction with the common construction of human capital per worker,h,
where ϕ represents the returns to an additional year of schooling and E is the years of schooling.
Substituting the growth rate of this expression for the growth rate ofĥ in equation (12) and rearranging gives us,ŵ
To back out growth in the wage rate of human capital augmented labor we need to know changes in returns to education as well as changes in the years of schooling. The information on state and sector specific average years of education for each labor group is calculated using the IPUMS-CPS data set. However, we are unaware of any research that has calculated changes in returns to education 
Figures 7(a)-(d) and 8(a)-(d) display the scatterplots of the human capital adjusted real wage growth against the wage rates calculated earlier. Figure 7 captures the patterns for the goods sector and figure 8 for the service sector. The overall regularity seems to be that the growth rates are now considerably lower than the earlier numbers without compromising much on the overall ranking of states. Over the past thirty odd years, both, the returns to education and the years of schooling have increased. In other words, h has increased over time. Thus, by construction the growth rate in the newly constructed wages must be lower than the non-Mincerian version. In However the magnitude of the increases after dropping the mining sector are approximately similar when we did not incorporate human capital.
In the service sector, it is evident from figure 8 territory for all the states for both service sector and non-real estate service sector respectively once we apply the adjustments. For the entire service sector, the already low real user cost growth rate is now matched by an almost equally low growth in real wage. Further, dropping the real estate has almost no effect on the low real wage growth. The MFP growth rates with and without the real estate sector are lower at -3.23% and -2.73% respectively. The ranking of states for MFP growth rates goes through some marginal changes where Arkansas, South Dakota, Utah, New Mexico and Montana emerge as the states with highest MFP growth rates. Wrapping the discussion on the Mincerian adjustment, we draw attention to a few interesting patterns. First off, in the goods sector the reduction in wage growth compared to our traditional measure is higher for the 1980-97 period relative to 1998-2007. In the former case, the difference is about 3% while in the latter case it is a little lower at 2.7%. For the service sector, we find the opposite. For the earlier period, the adjustment is lower at about 2.7% while for the later period it is far higher at about 4%. It is difficult to provide a unifying reason for these patterns. One explanation for the larger decline in services may lie in the fact that it constitutes of the higher skilled industries -finance, legal, insurance, scientific, technical, health, etc. Since the return to education has increased dramatically for the skilled combined with the increase in the years of schooling, the service sector might have experienced a larger effect. 28 
Sectoral Patterns at the National Level
Our measures of MFP growth so far clearly highlight a wide range of values across states for both broad sectors of the economy. Furthermore, it is evident that at least over the medium run, there is no evidence that the real user cost growth is zero. At the same time, the fact that we cannot compare our estimates at the state level with any established numbers combined with the finding that MFP growth does not show signs of a revival would lead one to question the reliability of these findings. Since no other estimates exist at the state level, in this section we briefly look at some of the results in the national level. In particular, using the same dual approach, we construct national level MFP growth for both goods and services. The motivation here is to check whether the unusually low numbers, particularly, post 1998, are specific to the state level analysis or is replicated too at the national level. We also calculate the primal counterparts at the national level and compare the dual vs the primal. 29 To preview our main result-the lower numbers for the dual approach continue to carry over at the national level. Thus not only do we observe lower MFP growth at the national level post 1998, but our calculations based on the dual approach yields much lower numbers than the primal approach. To investigate this further, we delve deeper to see what causes our wage and real user cost of capital growth measures to be low. For wage growth, we examine the role that our choice of using IPUMS-CPS data plays. We examine what happens when this is replaced by BEA based compensation data given our earlier observations on the limitation of CPS. We also compare our dual estimates of real user cost growth with two measures of marginal product of capital derived from the BEA and the Bureau of Labor Statistics (BLS) data respectively. further, we first consider an alternative measure of real wage growth. So far we have relied on the IPUMS-CPS data which as pointed out earlier is top-coded and also does not reflect non-wage benefits. We substituted this with data on compensation from the BEA. 31 This data does not have 29 In theory, one can also conduct a primal exercise at the state level by assuming that capital output ratios for each sub-sector is equalized across states. This would allow us to construct capital stocks by state as has been done by Garofalo and Yamarik (2002) . While it might be interesting to compare, it does not provide a test of reliability since such a construction is itself based on imputed values and assumptions. 30 To clarify further, what we list here are the direct national calculations. We also double checked and calculated state weighted means for all our earlier estimates. Not surprisingly only differences occur at the second decimal place and are therefore minor errors of approximation. 31 Baker ( these limitations. The downside is that the data is not refined by education and gender level and thus cannot be used to create a composition adjusted growth rate. Another factor to keep in mind while using compensation based data is that, in effect, we are imputing a marginal product of labor. This is easily understood by recalling that the same compensation data was used to calculate labor shares. In other words the data has been used as a measure of wL. The growth in compensation per worker then is nothing but the marginal product of worker growth. 32 At first glance, this may seem problematic in that we are using a variable for primal growth (growth in labor input) to infer something about dual MFP growth. Despite these issues, it is useful to see to what extent this substitution affects wage growth and in the process, MFP growth. 33 Column (3) 
Revisiting Wage Growth
Primal vs Dual MFP Growth
As a next step, we compare the dual measures of MFP growth with primal measures. 35 The objective here is to examine the gap between the primal and the dual estimates and see if we can look at other factors. Columns (4) and (5) reflect two alternative primal estimates of MFP. Column (4) uses factor input and output data from the BEA while column (5) substitutes capital input measures from the Bureau of Labor Statistics (BLS). 36 For 1980-1997, we find that the broad goods sector 32 This obviously reflects the underlying assumption that wages is equal to the marginal product of labor. 33 A more liberal viewpoint would be that substituting this measure can be viewed as a first step to bridging the dual vs primal gap that we discuss next. 34 Even though 1980-97 was a period that was mostly marked by the well documented productivity slowdown, the goods sector experienced higher productivity growth and in fact, the rebound had begun much earlier. This can be attributed to the fact that, even during the slowdown, some manufacturing industries like computers and office equipments and electronic components experienced stronger growth (Jorgenson et.al., 2005 ). Triplett and Bosworth (2001) also provide similar evidence. 35 For all subsequent comparisons we use the dual estimates based on compensation data, i.e. column (3) in Table  (6) . 36 The primal measures are obtained by subtracting the share weighted factor input (labor and capital) growth from the output growth where the assigned weights are two period average of factor income share in total output. has MFP growth from primal and dual approaches that are very close to each other. However, this similarity disappears as soon as we drop the mining sector. We now find that the primal measure continues to produce a growth rate of 2.5% which is much higher than the dual based growth rate of 1.72%. We already discussed in section 4.1.1 why the latter happened -removing the mining sector leads to a slower decline in the GDP deflator and thus a slower increase in the relative price of investment goods. For the service sector, we find that the primal MFP growth is much higher at 0.74% compared to 0.19%. The primal measure suggests that MFP growth was responsible for 80% of labor productivity growth while our dual measure suggests a contribution of only 20%. Clearly the results are diametrically opposite.
Moving on to the 1998-2007 period, the primal measure of MFP growth for the goods sector is now at 2.13% using the BEA data. This is substantially higher than our dual based measure of 0.33%. However, within the primal measure, we do not see the well known productivity revival.
Only when we exclude the mining sector, we see that the MFP growth according the primal numbers is at 2.66%, slightly higher than the earlier period. Moreover the gap between the dual and primal is now much less mainly because the dual based measure is higher. For 1998-2007, we can also compare the dual measure with the primal measure that we constructed using the BLS composition adjusted capital input data. Switching data sources does not lead to large changes in MFP growth measures with the rate slightly lower at 2.47%. Thus, after dropping the mining sector, there still remains a difference ranging from 0.76 (BLS) to 0.95 (BEA) between the dual and primal measures.
With respect to the service sector, the BEA based primal measures of MFP growth is 1.14%. This is clearly much higher than the dual measure of -0.43%. Moreover, it clearly captures the productivity revival which the dual measure fails to do. However, the news is not unambiguous for the primal measure. The BLS based primal measure stands sharply lower at 0.58%. Of course this is still much higher than the negative value that our dual approach produces. Once we drop the real estate sector, the differences are much smaller. While the dual approach still produces the lowest figure of 0.62%, it is close to the BLS value of 0.94% though much lower than the BEA value of 1.36%. Thus, while we have earlier questioned the validity of removing the real estate sector in our analysis, at the same time it clearly reflects some anomalous behavior.
Revisiting Real User Cost Growth
The comparisons between the primal and dual measures indicate that there remains an unresolved gap between the two. Moreover, for the broad service sector, MFP growth in the second period remains negative despite the substitution of BEA compensation data. If wages based on compensation data cannot drive away the differences between the dual and the primal calculations, then the residual difference has to be due to differences in the return to capital. In this section, we look at our
The BLS measure of capital input is different from the BEA in that it is composition adjusted and based on five asset types, namely, equipment, structures, rental residential capital, inventories and land. This data is only available from 1987 onwards and hence can be measure of real user cost of capital and a derived measure of the marginal product of capital. The marginal product of capital can be easily backed out from three pieces of data -the share of capital income in total output which we have already calculated (see discussion surrounding equation (9)), real output, and capital input measures from the BEA (or the BLS). Henceforth, we will refer to these as the M P K BEA and the M P K BLS . In addition to these three measures of returns to capital, in table (7), we also list the growth in the three "components" of the real user cost measure -the relative price of investment goods, the financial component, and the tax component. These three components while conveying distinct information are not necessarily orthogonal to each other. For example, the inflation rate in the financial component captures inflation in the investment price deflator, the level of which appears in the numerator of the first component.
Beginning our analysis with the 1980-1997 period, the first observation is that the real user cost growth and growth rate of the M P K BEA are very similar for the goods producing sector. This is not surprising given the similarity of the MFP growth in this period between primal and dual measures. Almost any difference that existed was already removed once we substituted the BEA compensation data for the CPS measure of wages. However, we have already seen that removing the mining sector caused differences in MFP growth to emerge. Not surprisingly, this is reflected in the returns to capital. In fact, once the mining sector is dropped, the growth of M P K BEA increases while the real user cost of capital growth decreases. For the M P K BEA , which is a derived value, this is obviously reflects a deceleration in the BEA measures of capital accumulation in the manufacturing and construction industries during this period. On the other hand the fact that our real user cost growth measure actually declines outside the mining sector indicates that these two sectors experience faster capital accumulation during this period. Clearly the results are inconsistent.
While we cannot explain BEA numbers, columns 4-6 provide some insight as to why the real user cost growth is lower once mining is excluded. Our initial year is 1980 by when oil prices had reached their peak. The subsequent decline meant that the relative price of investment goods for that sector, P I /P Y , experienced higher growth rates. Once the mining sector is removed, the growth rate of investment price ratio falls to -0.13% from 0.63%. This decline, while not as drastic as that documented by Greenwood et.al (1997) , can be traced to their notion of investment specific technological change. One reason the decline is more muted is the fact that the goods sector produces part of the "equipment and softwares" and invests in them as well. Thus the final good in the goods producing sector is itself the investment good, and hence the relative price of investment goods obviously does not show a rapid fall. As a part of this exercise we had to calculate relative price of both construction and manufacturing industries. We found that indeed this argument holds up. The relative price for the construction industry declines at 1.34% annually while the manufacturing industry, the major producer of "equipments and softwares", recorded near zero growth. Secondly, notice that the growth in the financial component of the entire US goods sector, at 3.31% annually, was almost exactly equal to the growth in M P K BEA . However, once the mining sector is removed this fell to 1.89% . This too can be tracked to the oil price shock of the 1970's.
Given the higher oil prices of 1970's, the investment deflator of the mining industry experienced rapid inflation during this period. It can be recalled that our constructed inflation rate is a five years moving average of lagged inflation rate of investment price deflator. This caused the inflation rate for the starting year 1980 to be extremely high (at 14%) which subsided drastically as we moved ahead in time (to 1% in 1997). Since this enters with a negative sign, this caused the growth rate of the financial component to be very high. With the removal of the mining industry, the growth rate in the financial component reduces to 1.89%. 37 When we look at the service sector for the period 1980-1997, we see that the real user cost growth is about 1.4 percentage points lower than the M P K BEA . Looking again at the components of the real user cost growth, we see clear differences compared to the goods sector. There is a steep decline in the relative price of investment goods and also a steep increase in the financial component. Clearly, we see evidence of investment specific technological change in the service sector. An industry-wise break up reveals that all the service providing industries experience falling relative prices of investment goods during this period. The tax component, which falls at the rate of 0.99% annually, also contributes to the negative growth rate of the real user cost. While the reduction in the federal corporate tax rate is obviously uniform across sectors, an increasing depreciation rate in the service providing industries increased the present value of depreciation deductions. 38 We have already seen that during 1998-2007, the gap between dual and primal measures for MFP growth was substantial ( Table 6 ). Given that share of capital income is usually about a third, the gap between our real user cost growth and the MPK measures would increase three-fold relative to the MFP gaps. Indeed, this is what we see in Table (7) . As the table also suggests there is no obvious explanation based on the three components of user cost growth. The real user cost growth even when mining is dropped, remains only slightly higher than zero and far lower than growth in BEA M P K . Interestingly, unlike the earlier time period, we now see a slight increase in the relative price. If we look at the service sector, again, we find extremely large differences.
Interestingly, the MPK measure imputed from the BLS shows negative growth, though the absolute value of real user cost growth is higher by an order of magnitude. However, once the real estate sector is dropped, we see that there is jump in the growth rate of the real user cost, though it still remains in distinctly negative territory. Looking at the various components, we see that removing the real estate sector leads to a decline in the relative price for investment goods though the pace is not as rapid as in 1980-97. 39 Ceteris paribus this would have reduced the real user cost growth even further. Nevertheless, the financial component shows a significant increase which more than compensates for the decline in in the relative price of investment goods. When the real estate sector was included, the financial component showed a rapid decline mainly because the investment price deflator for the real estate sector was accelerating. 40 To conclude there is no silver bullet to explain why the dual and the primal numbers do not coincide for MFP growth. This is more true for the post 1998 period than for the earlier period.
While the idiosyncratic behavior of mining and real estate services can explain part of the anomaly, it is not enough. At the same time it is not clear one should be swayed too much by this inequality. It is possible that this is a period that is not long enough to average out some of the major fluctuations in the economy. This might have prevented the equalization of the marginal product of capital and the real user cost. From the literature on primal vs dual accounting we also know that in general the two measures do not coincide and thus it is not surprising that is the case here. Furthermore, it is possible that adjustment costs drive a wedge between the marginal product of capital and real user cost. 41 It is also important to remember that this entire section was carried out without undertaking the Mincerian adjustment. We have seen that the Mincerian adjustment reduced real wage growth and therefore the dual-based MFP growth. Since the adjustment would also imply defining labor stock as labor input multiplied by human capital per unit of labor, this would also reduce the primal MFP growth as well.
Concluding Remarks
In this paper we have presented a wide range of results on productivity growth in goods and services across states that covers a period of twenty seven years. Clearly, the main conclusion is that even within these broadly defined categories, states exhibit remarkably divergent behavior. Nevertheless, this is only an important first step. There is no gainsaying that some of this variation reflects the underlying sub-sector variation. Clearly to what extent the sub-sectors play a role in explaining the differences across states is an important next step. Another extension is the role of skill content of various sectors that might explain both variations in wage growth. An important extension of this work would be, subject to data availability, to undertake an intermediate goods based productivity analysis which can provide more precise estimates at the state-sectoral level.
This would require data on the gross product at the state level which is not available but might be addressed by focussing on firm level data instead. While these are important issues for future work, highlights some significant issues. In particular, the finding that the real user cost growth seems to be consistently lower than the marginal product of capital as implied by the BEA and BLS data clearly indicates that capital accumulation might have been faster than thought otherwise. The flip side is that productivity growth is lower. This is particularly true of the period beginning from 1998 and is further accentuated when human capital is incorporated. Finally, we should highlight two important byproducts of this research -by constructing real user cost growth by state implies 40 This is also true of the mining sector during this period. 41 Textbook treatments derive the real user cost in terms of the shadow value of capital and not the market price. The difference between the market price and the shadow value is usually the first derivative of an adjustment cost function. Therefore as long as investment is not zero in the steady state, the first derivative is not zero either.
that we can back out capital stock growth which can be extremely useful in analyzing the pace of investment and other issues related to capital accumulation at the state level. In similar vein, our calculations of sectoral productivity growth at the state level can be potentially useful for regional business cycle research that has become more popular over recent years. 42 [48] Turner, C., Tamura, R. and Mulholland, S.E. (2011) Note: The number of states included is 48. The growth rates refer to average annual growth rates in percentage. ALPG=Average labor productivity growth rate, MFPG=Multi-factor productivity growth rate, RWG=Real wage growth rate, RUCG=Real user cost growth rate. Note: The presented numbers are the unweighted means for the average annual growth rates (in percentage). Columns (1) and (2) display values already reported in previous tables. The number of states included is 48. RWG=Real wage growth rate, MFPG=Multi-factor productivity growth rate. Table 6 : Productivity Growth for the US: Primal vs Dual Note: The presented numbers are the average annual growth rates in percentages. ALPG represents the average labor productivity growth rate. Dual (1) presents the dual measure using the IPUMS-CPS data. Dual (2) presents the dual measures using the compensation of employees data from the BEA. Primal (1) presents the primal measures of MFP growth rate calculated using the data from the BEA. Primal (2) presents the primal measures of MFP growth rate calculated using the labor force data from the BEA, and real capital stock and capital income data from the BLS. Primal (2) undergoes quality adjustment based on the asset types: equipment, structures, rental residential capital, inventories and land. Note: The numbers represent the average annual growth rates in percentages. M P K BEA =the BEA implied marginal product of capital. M P K BLS =the BLS implied marginal product of capital. RUC=real user cost. The growth rate in real user cost is the sum of the growth rates in the relative price, financial component and tax component represented in columns 4-6. To construct M P K BLS , we adopt the following procedure: we use the real capital input and capital income for three digit NAICS industries to construct industrial (two digit) growth in real capital input. The growth rate in implied industrial MPK is calculated by subtracting the growth rate in real capital input from the industrial real GDP growth and adding the growth rate in industrial capital share (α K ). The sectoral growth rate is a weighted average of industrial growth rates where the assigned weights are the capital income share of each industry in the total capital income of the sector. 
A Data Appendix
This section documents the data sources and construction procedure for the variables used in the paper. Our paper uses data on the goods producing sector and the service sector for all the US states for [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] The goods sector includes mining, construction and manufacturing industries and all other industries constitute the service sector in both the classification. 43 The nominal series are converted to real series using the price indices with base year 1997. The data construction procedure at the national level is analogous to the state level construction procedure. So, for the sake of brevity, we do not repeat the discussion at the national level unless it is required.
A.1 Labor Income Share
A.1.1 Gross Domestic Product by State (SGDP)
The BEA publishes data on the industry-wise SGDP for each state in its Regional Economic Accounts section. 44 The SGDP for any industry in any state is the value added in the production process in that industry. SGDP includes three components: compensation of employees, taxes on production and imports less subsidies, and gross operating surplus. 45 
A.1.2 Compensation of Employees (CE)
The BEA Regional Accounts produced estimates on compensation of employees include wages and salaries of employees and supplements to wages and salaries for each state industry wise. The data is published as a component of SGDP by the BEA Regional Accounts. Wages and salaries are measured on "when earned" basis.
A.1.3 Taxes on Production and Imports less Subsidies (ITS)
The ITS includes both taxes on production and imports, and subsidies. Taxes on production and imports for a state includes taxes on production and imports at federal, state and local level. State and local level taxes include non-personal property taxes, licenses and sales taxes and federal taxes include excise taxes on goods and services. Subsidies include subsidies given by the government to private business or other government agencies. The data is published as a component of SGDP by the BEA Regional Accounts.
A.1.4 Full-time Equivalent Wage and Salary Employment (FTE_WE)
The BEA published data on the wage and salary employment is the average annual number of jobs in each area by place of work. This series includes both full time and part time wage and salary employees with equal weight. The state Annual Personal Income Table numbers SA 27 and SA 27N in the BEA Regional Accounts provide the data on wage and salary employment.
But for our purposes, we need the data on full time equivalent wage and salary employment. Though the BEA does not provide this data at state level, but it furnishes the data on Full Time Part Time Employees (FTPTE) and Full Time Equivalent Employees (FTEE) industry-wise for the US in the section (6) of the National Income and Product Accounts (NIPA) of the BEA. 46 So, we apply an adjustment to the state level data which assumes that the FTEE and FTPTE ratio for each state is equal to its national ratio for each industry annually. This can be rephrased as the conversion rate of FTPTE to FTEE in an industry is same for all the states for that industry. The equation given below yields us full time equivalent wage and salary employment (FTE_WE) for each industry at the state level.
A.1.5 Adjusted Total Employment (Adj_TE)
The total employment data provided by the BEA includes full time and part time wage and salary employment which is by place of work and proprietors employment which is nearly by "place of residence". The industry wise data for each state is available at the State Annual Personal Income Table numbers SA 25 and SA 25N in the Regional Accounts. For the proprietors employment, the data on non-farm sole proprietorship is by "place of residence" but the non-farm partnership data may be by "place of residence" or "place of work". So, the BEA defines the series on total employment is by "place of work" with little error. The Industry Economic Accounts and section (6) of NIPA tables of the BEA provide industrywise data on the Persons Engaged in Production (PEP) and FTEE for the US. The industry-wise data on self employed is backed out using PEP and FTEE. Similarly, we back out the proprietors employment (PE) by deducting wage and salary employment from the total employment for each industry and each state. The sum of proprietors employment over all the states for each industry is different from the self employment (SE) data reported at the industry level for the US. So for congruence, we adjust the proprietors employment (PE) data, using the following formula:
So, for our purpose, total adjusted employment is the sum of full time equivalent wage and salary employment (FTE_WE) and adjusted proprietors employment (adj_P E j,s,t ) which is the state level equivalence of persons engaged in production (total labor).
A.2 Real Wage Growth
To calculate the data on wages and weeks worked, we use the data on the March Current Population Survey (CPS) from the Integrated Public Use Microdata Series (IPUMS)-CPS of Minnesota Population Center. This survey data is collected through the monthly household surveys conducted by U.S. Census Bureau and the Bureau of Labor Statistics (BLS). The data is collected for 1980-2008. Below, we describe the steps to process the data set to compute the wages and average weeks of work. The numbers in the parenthesis refer to the codes in the sample.
• Any person below 16 years and above 66 years of age is dropped from the sample.
• EDUC variable contains information on the educational attainment which combines information on the educational attainment from HIGRADE (till 1991) and EDUC99 (post 1991). Any person with missing educational attainment (999) and below grade 1 is dropped from the sample. We divide the sample into four educational categories: less than high school, high school graduate, some college and college graduate.
• The data on years of schooling for the Mincerian adjustment to real wages is constructed using the HIGRADE variable which reports the highest grade completed for each worker in the sample for 1980-1991. Post 1991, the schooling attaintment is reported through a categorical variable EDUC99. The years of schooling for each worker is then calculated from the categorical variable using the conversion table in Park (1994).
• LABFORCE variable indicates whether the person in the sample was a part of the labor force in the preceding week or not. Anybody who was not part of the labor force (0 and 1), is dropped from the sample.
• EMPSTAT indicates whether the person in the sample was working or unemployed. We retain those people who were at work (10), had a job but did not work last week (12) and armed forces (13) . These three groups are categorized as employed by IPUMS-CPS.
• IND1950 provides information information on the industry in which the person was employed. For our analysis, industry codes between 200 to 500 were classified as the goods sector and between 500 and 900 were classified as the service sector.
• CLASSWKR indicates whether the person is employed in the private industry or government sector or self employed. We drop the self-employed from the sample. Since our exercise deals with goods sector and private services, we only retain those workers who work in the private industry for wage and salary (22) .
• WKSWORK1 variable reports the number of weeks the worker worked in the preceding year. We assume anybody working less than 40 weeks a year is not a full time employee. So, we drop all the workers with less than 40 weeks of work.
• UHRSWORK variable provides information on the number of hours per week that the worker usually worked if they worked during the previous year. As per IPUMS-CPS, any person is categorized as a full time worker if he has worked 35 hours per week or more. So, we drop those respondents who have worked less than 35 hours per week.
• INCWAGE variable provides information on pre tax wage and salary income in the previous year. We use this variable to construct our variable on wage. Any person with code 999999 (Not in Universe), 999998 (Missing information) and zero income is dropped from the sample.
• Our measure on Average Labor Productivity (ALP) is RGDP per weeks worked. Though the BEA provides information on total employed persons. The information on weeks worked is not available. We calculate the mean weeks worked for a sector 'i' and 's' from the IPUMS-CPS processed data. While calculating the mean weeks worked, each person is weighted by the sampling weight variable "PERWT". The "WKSWORK1" variable refers to the numbers of week worked in the preceding year. So, we forward the time one year ahead to arrive at the average weeks worked for the current year.
• To calculate the mean weekly wage for each labor group, we calculate the total weeks worked and total income wage by summing over all the individuals for that group for sector 'i' and state 's' every year. While computing the total weeks worked and total income wage, we apply the sample weight "PERWT" to each person. Mean weekly wage for each group is calculated by dividing total income wage by total weeks worked. This mean wage is forwarded one time period ahead as the information on wage income belongs to the previous calendar year.
• The nominal wage growth for a sector is calculated by weighting the wage growth of each group by their labor income share. The labor income share is calculated by dividing the total income of a group by total income of the sector.
• The real weekly wage growth is calculated by subtracting the growth rate of the SGDP deflator from the nominal weekly wage growth.
A.3 Real User Cost of Capital
A.3.1 Nominal Interest Rate (i)
We use Moody's Seasoned AAA Corporate Bond Yield for our analysis which is available at monthly frequency at Federal Reserve Bank, St. Louis web site. For any year, the nominal interest rate is a twelve-month average of this yield.
A.3.2 Depreciation Rate (δ)
Following Gilchrist and Zakrajšek (2007) , the depreciation rate for industry 'j' is constructed as
where D j,t is real depreciation cost at time 't' and K j,t−1 is real stock of capital at time (t-1). D j,t is calculated using "Current Cost Depreciation of Private Fixed Assets" and "Chain-type Quantity Index for Depreciation". K j,t−1 is calculated using "Current Cost Net Stock of Private Fixed Assets" and "Chain-type Quantity Index for Net Stock Private Fixed Assets". The BEA publishes data on private fixed assets by industry at annual frequency from 1947-2001 in SIC classification and 1947-2007 in NAICS classification. The standard fixed assets tables in SIC and NAICS can be found at "http://www.bea.gov/National/FAweb/Index2002.htm " and "http://bea.gov/iTable/index_ FA.cfm" respectively.
A.3.3 Present Value of Depreciation Allowance (z)
To calculate the present value of depreciation deductions, we follow the double declining balance method proposed by Hall and Jorgenson (1967 
A.3.4 Investment Price Deflator (P I )
We use the industry-wise data on "Investment in Private Fixed Assets" and its "Chain type Quantity Index" from the standard fixed assets tables of the BEA to construct P I j,i,t in SIC and NAICS. The base year for this series is 1997.
A.3.5 Inflation Rate (π)
Following Gilchrist and Zakrajsek (2007), our constructed inflation rate is a five year moving average lagged inflation rate of the investment price deflator. So, we can write the inflation rate as 
A.3.6 Corporate Income Tax Rate (τ st )
We follow Chirinko and Wilson (2008) to construct the state specific effective corporate income tax rate. This method can be summarized as follows. Since some states give tax deductions for the corporate taxes paid to the federal government while filing state corporate income taxes, the legislated state corporate income tax rate would be different the effective corporate income tax rate. The state effective tax rate can be written as
Similarly people get tax deductions against the corporate taxes paid to the state government while paying federal corporate income taxes. So, effective federal tax rate for the state would be different from the legislated federal corporate tax rate. The BEA Regional Accounts publishes data on SGDP, real SGDP (RSGDP) and quantity indices. The state-industry specific implicit price deflators are derived using these data.
A.3.8 Price of Capital (P K )
The implicit price index for existing capital stock (P K j,i,t ) is constructed using the "Current Cost Net Stock of Private Fixed Assets" and "Chain-type Quantity Index for Net Stock of Private Fixed Assets" from the BEA fixed assets tables.
A.4 Primal Measures
The primal measures of MFP growth for a sector 'i' are obtained by subtracting the share weighted growth rates in labor and real capital input from the output growth where the assigned weights are two period average of factor income share in total output. This can be illustrated using the following equation:
The BEA based primal measures utilizes the persons engaged in production as the labor input and industry specific real capital stock data as capital input. The data is collected from the earlier discussed sources from the BEA. The sectoral growth rate in real capital stock is a share weighted average of industrial real capital growth where the assigned weights are two period average of capital income share of industry 'j' in sector 'i'. It can be recalled that capital income is capital share times GDP. Similarly, the sectoral output or RGDP growth rate is a share weighted average of industrial RGDP growth rates where the assigned weights are GDP share of industry 'j' in sector 'i'. Construction procedure and data sources for α L and α K follows from our earlier discussion in A.1.
To construct the BLS based primal measures, we use data on real capital input and capital income for five asset types: equipment, structures, rental residential capital, inventories and land. This data is available at three digit NAICS industries levels at the BLS Multi-Factor Productivity section from 1987 onwards. We utilize this data to construct a composition (quality) adjusted growth rate in real capital input at the two digit industry level. After obtaining the industrial growth rates for real capital input, we follow the exact same procedure and data from the BEA to construct the BLS based primal measures.
