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ASYMPTOTIC DECOMPOSITION OF SOLUTIONS TO
RANDOM PARABOLIC OPERATORS WITH
OSCILLATING COEFFICIENTS
MARINA KLEPTSYNA, ANDREY PIATNITSKI, AND ALEXANDRE POPIER
Abstract. We consider Cauchy problem for a divergence form second
order parabolic operator with rapidly oscillating coefficients that are
periodic in spatial variable and random stationary ergodic in time. As
was proved in [25] and [13] in this case the homogenized operator is
deterministic.
We obtain the leading terms of the asymptotic expansion of the solu-
tion, these terms being deterministic functions, and show that a properly
renormalized difference between the solution and the said leading terms
converges to a solution of some SPDE.
Contents
1. Introduction 2
1.1. Organization of the paper 3
2. Problem setup and main result 4
2.1. Assumptions 4
2.2. Main result 6
2.3. Auxiliary problems 9
3. Formal expansion for the solution 12
3.1. The case α < 2 12
3.2. When α > 2 17
4. Limit behaviour of the remainder 22
4.1. Construction of correctors 22
4.2. Convergence of the antiderivative vε 23
4.3. Case α < 1 35
5. Role of the initial condition in the discrepancy 36
6. Appendix: proofs of the technical results 44
References 58
2010 Mathematics Subject Classification. 35K15, 60F05, 60H15 .
Key words and phrases. Stochastic homogenization; Diffusion approximation; Operator
with random coefficients.
1
2 M. KLEPTSYNA, A. PIATNITSKI, AND A. POPIER
1. Introduction
This work is devoted to obtaining an exact asymptotic development (as
ε→ 0) of solutions to the following Cauchy problem
(1.1)

∂
∂t
uε = div
[
a
(x
ε
, ξ t
εα
)
∇uε
]
= Aεuε in Rd × (0, T ]
uε(x, 0) = ı(x).
Here ε is a small positive parameter that tends to zero, α > 0, α 6= 2, a(z, y)
is periodic in z variable and ξ = (ξs, s ≥ 0) is a diffusion stationary ergodic
process.
It is known (see [25, 13]) that this problem admits homogenization and
that the homogenized operator is deterministic and has constant coefficients.
The homogenized Cauchy problem takes the form
(1.2)

∂
∂t
u0 = div(aeff∇u0)
u0(x, 0) = ı(x).
The formula for the effective matrix aeff is given in (2.1) in Section 2 (see
also [13]).
In the existing literature there is a number of works devoted to homog-
enization of random parabolic problems. The results obtained in [16] and
[19] for random divergence form elliptic operators also apply to the parabolic
case. In the presence of large lower order terms the limit dynamics might
remain random and show diffusive or even more complicated behaviour. The
papers [5], [20], [15] focus on the case of time dependent parabolic operators
with periodic in spatial variables and random in time coefficients. The fully
random case has been studied in [21], [2], [3], [10].
One of the important aspects of homogenization theory is estimating the
rate of convergence. For random operators the first estimates have been
obtained in [12]. Further important progress in this direction was achieved
in the recent works [9], [8].
Problem (1.1) in the case of diffusive scaling α = 2 was studied in our
previous work [14]. It was shown that, under proper mixing conditions, the
difference uε−u0 is of order ε, and that the normalized difference ε−1(uε−u0)
after subtracting an appropriate corrector, converges in law to a solution of
some limit SPDE.
However, for positive α 6= 2, the situation becomes much more intriguing.
The random solution uε admits an asymptotic decomposition as ε→ 0, that
is a sum of terms each of which scales as a power of ε. Our main result,
Theorem 2.1 below, provides such a description; we will start by its brief
description.
Heuristically speaking, this theorem can be thought of as follows. First,
as ε → 0, the random solution uε converges to the deterministic limit u0.
Considering the difference uε − u0 and dividing it by an appropriate power
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of ε, one can pass to the limit; if the limit is deterministic, we iterate this
procedure until at some stage we reach a random limit. Returning to uε, we
obtain its expansion being a sum of terms of increasing order of ε, with all
but the last terms being deterministic, and the random term coming with
the scaling factor εα/2.
A first remark here is that the powers of ε appearing in the expansion are
not all integer, but also of the form εδk, where δ = |α− 2|.
An important observation is that for α > 2 the final power of ε, the one
associated to the random limit, is greater than 1. And that looks very sur-
prising (even next to impossible) due to the following handwaving argument.
The solution to the Cauchy problem at some ε is naturally connected to the
diffusion process on a compact at the ε2-rescaled time t/ε2. Now, if we were
considering behaviour of the averages of the type∫ t
0
g(s, xs/ε2)ds,
where xs is a sufficiently well-mixing ergodic process and g is a function, we
would have convergence to the integral of the space average
∫ t
0 g¯(s) ds (where
g¯(s) is the expectation of g(s, ·) with respect to the stationary distribution
of x·) with the Central Limit Theorem-governed speed
√
ε2 = ε1. In our
problem, the natural rescaling is (xt/ε2 , ξt/εα), so one would naturally expect
that the randomness occurs at the scaling ε1∧
α
2 . However, it is not the case:
for α > 2 the randomness occurs not at the power ε1, but still at the
power εα/2.
1.1. Organization of the paper. The paper is organized as follows. In
Section 2 we introduce the studied problem and provide all the assumptions.
Then we formulate the main result of the paper (Theorem 2.1) and distin-
guish how this result can be written in the different cases α < 2, 2 < α < 4
and α ≥ 4. We also define the numerous correctors and auxiliary problems
required to state the main result.
In Section 3 we give the formal expansion Eε of uε. Formally we define
the function Eε such that
Rε(x, t) = ε−α/2 [uε(x, t)− Eε(x, t)]
converges in a suitable space to some non trivial and random limit q0. The
major result of this section is given by Propositions 3.1 and 3.6. To sum
up, this formal expansion of uε gives the sequences of constants ak,eff and
ak,eff and of smooth functions vk and uk. Note that the functions wk in the
definition of vk will be left as free parameters in this first part. The rest Rε
contains with large parameters (as ε tends to zero), both in its dynamics
and, for α > 2, in its initial condition (3.26). Therefore Rε is split into five
terms Rε = rε + rˇε + rˆε + r˜ε + ρε+ such that:
• The dynamics of rε contains a large martingale term with a power
ε1−α if α < 2 and ε−1 if α > 2.
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• rˇε appears only for α < 2 and converges to q0 (see Proposition 3.2).
• rˆε (resp. r˜ε) converges in a weak (resp. strong) topology to zero.
• The last term ρε deals with the initial condition on Rε and contains
large order terms when α > 2.
Let us emphasize that in this section the dimension d plays no role and some
terms in Eε may be negligible depending on the value of α.
Section 4 focuses on the proof of the convergence of rε. In the dynamics of
Rε, there is a martingale term with large parameters, at least when α > 1.
The free parameters wk are used here to obtain the weak convergence to
zero if α < 2 or to the limit q0 if α > 2. Roughly speaking, we need wk to
obtain a uniform bound in H1(R) of the indefinite integral of Rε. Here we
widely use the fact that d = 1.
In Section 5 the trouble comes from the initial condition on Rε when
α > 2. Again we give a development of these terms (see Eq. 5.3) together
with the properties of these expansions (Lemmata 5.2, 5.3 and 5.4). We
prove that from our particular choice of the initial condition on uk, it is
possible to define the constants Ik such that the initial condition of Rε does
not contribute in the limit equation, that is ρε converges to zero in a strong
sense (Proposition 5.5). Again in this section the dimension d could be any
positive integer.
To summarize, the conclusion of Theorem 2.1 follows from
• For α < 2: Propositions 3.1, 3.2 and 4.8.
• For α > 2: Propositions 3.6, 4.9 and 5.5.
Finally, in the Appendix we provide some straightforward but cumbersome
computations.
2. Problem setup and main result
In this section we provide all the assumptions for Problem (1.1), introduce
some notations and formulate the main results.
2.1. Assumptions. Concerning the coefficients of Equation (1.1), we as-
sume that:
(a1) The initial condition ı belongs to space1 C∞0 (R).
(a2) Function a is periodic in z and smooth in both variables z and y.
Moreover, for each N > 0 there exists CN > 0 such that
‖a‖CN (T×Rn) ≤ CN .
Here and in what follows we identify periodic functions with func-
tions on the torus T.
(a3) Coefficient a = a(z, y) satisfies the uniform ellipticity condition:
there exists λ > 0 such that for any z ∈ T and any y ∈ Rn:
λ−1 ≤ a(z, y) ≤ λ;
1In fact, this condition can be essentially relaxed (see Remark 2.4).
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The random noise ξ = (ξs, s ≥ 0) is a diffusion process in Rn with a
generator
L = 1
2
Tr[q(y)D2] + b(y).∇
(∇ stands for the gradient, D2 for the Hessian matrix). Moreover we suppose
that matrix-function q and vector-function b possess the following properties:
(a4) The matrix q = q(y) satisfies the uniform ellipticity condition:
there exists λ > 0 such that
λ−1|ζ|2 ≤ q(y)ζ · ζ ≤ λ|ζ|2, y, ζ ∈ Rn.
Moreover there exists a matrix σ = σ(y) such that q(y) = σ∗(y)σ(y).
(a5) The matrix function σ and vector function b are smooth, that is
for each N > 0 there exists CN > 0 such that
‖σ‖CN (Rn) ≤ CN , ‖b‖CN (Rn) ≤ CN .
(a6) The following inequality holds for some R > 0 and C0 > 0 and
p > −1:
b(y) · y ≤ −C0|y|p for all y ∈ {y ∈ Rn : |y| ≥ R}.
We say that Condition (A) holds if (a1) to (a6) are satisfied.
Let us recall that according to [22, 23] under conditions (a4) and (a6)
a diffusion process ξ· with generator L has an invariant measure in Rn that
has a smooth density p = p(y). For any N > 0 it holds
(1 + |y|)Np(y) ≤ CN
with some constant CN . The function p is the unique up to a multiplicative
constant bounded solution of the equation L∗p = 0; here L∗ denotes the
formally adjoint operator. We assume that the process ξ is stationary and
distributed with the density p. In the rest of the paper
• f denotes the mean w.r.t. the invariant measure p;
• 〈f〉 is the mean on the torus T.
aε and aε denote the matrices:
aε = a
(x
ε
, ξ t
εα
)
, aε = a
(
z, ξ t
εα−2
)
.
From [13] under Condition (A), we know that uε converges in probability
in the space
VT = L
2
w(0, T ;H
1(R)) ∩ C(0, T ;L2w(R))
to u0, the solution of (1.2)
u0t = div (a
eff∇u0), u0(x, 0) = ı(x),
where the effective matrix aeff is defined by:
(2.1) aeff = 〈a+ a∇zχ0〉.
The symbol w in the definition of VT means that the corresponding space is
endowed with its weak topology.
6 M. KLEPTSYNA, A. PIATNITSKI, AND A. POPIER
The corrector χ0 is different if α < 2 (Equation (2.2)) or α > 2 (Equation
(2.4)), thus the function u0 is not the same for α > 2 and α < 2. More
precisely, for α < 2, the function χ0 = χ0(z, y) is a periodic solution of the
equation
(2.2) divz
(
a(z, y)∇zχ0(z, y)
)
= −divza(z, y);
here y ∈ Rn is a parameter. We choose an additive constant in such a way
that
(2.3)
∫
T
χ0(z, y) dz = 0.
When α > 2, the corrector χ0 is the solution of
(2.4) A¯χ0 = div [a¯∇χ0] = −div a¯i
where a¯ is the mean value of a w.r.t. y:
a¯(z) =
∫
Rn
a(z, y)p(y)dy.
It is known that matrix aeff is positive definite in both cases (see, for instance,
[5, 13]).
2.2. Main result. In the rest of the paper we denote
• δ = |α− 2| > 0,
• J0 = ⌊ α2δ ⌋+ 1, where ⌊·⌋ stands for the integer part,• J1 = ⌊α2 ⌋.
Let us remark that: min(δ+1, J1 +1, δJ0) > α/2. For technical reasons, we
also use N0 = 2J0 + 2.
For any α 6= 2, we construct a sequence of constants ak,eff , k ≥ 1, and a
sequence of functions uj, j ≥ 1, as solutions of problems
(2.5)
∂
∂t
uj = div(aeff∇uj) +
j∑
k=1
ak,eff
∂2
∂x2
uj−k + wj
with initial condition uj(x, 0) = 0. The definition of the sequence ak,eff
depends on the sign of α− 2 (see Eq. (2.14) and (2.31)). The functions wj
are smooth functions and defined recursively.
• For α > 2
(2.6) ∀k ≥ 0, wk+1(x, t) = −
k∑
m=0
Ck,mumxx(x, t) −
k∑
m=1
wm(x, t).
• For α ∈ (0, 2), we define wj recursively by w1 = 0 and
(2.7) ∀k ≥ 0, wk+2(x, t) = −
k∑
m=0
Ck,mumxx(x, t)−
k∑
m=1
wm+1(x, t).
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The triangular array of constants (Ck,m)0≤m≤k is defined by (4.9). Note that
these constants are not the same if α > 2 or if α < 2 since the correctors
used in (4.9) are different. Somehow the function wk for α > 2 is equal to
the function wk+1 for α < 2; there is a shift between them.
For α > 2, to obtain the desired convergence we need a second sequence
of functions with a different scaling. We construct two other sequences of
constants (ak,eff)k≥1 and (Ik)k≥1 such that we can define v0 = u0 and
(2.8) vjt = a
effvjxx + S
j, vj(x, 0) = Ij∂jxu0(x, 0),
with for j ≥ 1
(2.9) Sj(x, t) =
j∑
k=1
ak,eff(∂k+2x v
j−k) .
The sequence of constants (Ik)k≥1 are such that I0 = 1, I1 = 0, and defined
by (5.20) for k ≥ 0. In the expansion of uε, we need to take into account
the initial value of the remainder. For α < 2, this additional term is neg-
ligible. But for α > 2, it contains negative powers of ε and thus it should
be controlled. This is the role of this sequence Ik. Finally the correctors χj
are defined by (2.20).
Our main result is the following.
Theorem 2.1. Under Condition (A), there exists a non-negative constant
Λ (defined by (2.16) for α < 2 and (2.37) for α > 2), such that the normal-
ized functions
qε = ε−α/2
{
uε(x, t)− u0(x, t)−
J0∑
k=1
εkδuk(x, t)
−
J1∑
k=1
εk
[
vk(x, t) +
k∑
ℓ=1
χℓ−1
(x
ε
)
∂ℓxv
k−ℓ (x, t)
]}
converge in law, as ε → 0, in L2w(R × (0, T )) to the unique solution of the
following SPDE
(2.10)
dq0 = div(aeff∇q0) dt+ (Λ1/2)
(
∂2
∂x2
u0
)
dWt
q0(x, 0) = 0;
driven by a standard one-dimensional Brownian motion W .
Note that the values of J0 = ⌊ α2δ ⌋+ 1 and of α are related as follows:
• α < 2 and
2− 2
2J0 − 1 ≤ α < 2−
2
2J0 + 1
;
• 2 < α ≤ 4, J0 ≥ 2 and
2 +
2
2J0 − 1 < α ≤ 2 +
2
2J0 − 3;
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• α > 4 and J0 = 1.
In other words, J0 becomes large when α is close to 2. Let us precise a little
bit what happens for qε in the four cases: α < 2, α < 4, α = 4 and α > 4.
• α < 2: J1 = 0 and qε can be written as follows:
qε = ε−α/2
{
uε(x, t)− u0(x, t)−
J0∑
k=1
εkδuk(x, t)
}
.
Here the sequence vk is not involved.
• 2 < α < 4: J1 = 1 and
qε = ε−α/2
{
uε(x, t) − u0(x, t)−
J0∑
k=1
εkδuk(x, t)
−ε
[
v1(x, t) + χ0
(x
ε
)
∂xu
0 (x, t)
]}
• α = 4: J0 = 1 and J1 = 2. Thereby qε becomes
qε = ε−2
{
uε(x, t)− u0(x, t)− ε
[
v1(x, t) + χ0
(x
ε
)
∂xu
0 (x, t)
]
−ε2
[
u1(x, t) + v2(x, t) + χ0
(x
ε
)
∂2xu
0(x, t) + χ1
(x
ε
)
∂xv
1 (x, t)
]}
.
α = 4 is a kind of critical value, since here u1 and v2 coexist.
• α > 4: J0 = 1 and for any m ≥ 2
J1 = m⇔ 2m ≤ α ≤ 2(m+ 1).
Hence
qε = ε−α/2
{
uε(x, t)− u0(x, t)− εδu1(x, t)
−
J1∑
k=1
εk
[
vk(x, t) +
k∑
ℓ=1
χℓ
(x
ε
)
∂ℓxv
k−ℓ (x, t)
]}
.
Remark 2.2 (When J0 = 1). For α > 4 or α < 4/3, we have δ > α/2 and
J0 = 1. Thus we may remove u
1 in the quantity qε: εδ−α/2u1 tends to zero
for the strong topology and thus does not contribute directly to the limit
q0 of qε. Nevertheless we emphasize that u1 and w1 are used to obtain the
weak convergence of qε.
Remark 2.3 (When α < 1). In this range for α, we have a stronger con-
vergence and the result can be extended to any dimension d, that is a is
periodic in z with the period [0, 1]d and we identify periodic functions with
functions defined on the torus Td.
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Remark 2.4 (Regularity of ı). The regularity assumption on ı given in con-
dition (a1) can be weakened. Namely, the statement of Theorem 2.1 holds if
ı is max(J0 +1, J1) times continuously differentiable and the corresponding
partial derivatives decay at infinity sufficiently fast.
Remark 2.5 (Dimension d). All results in Sections 2.3 and 3 are valid if
the dimension of the problem is any integer d ≥ 1, that is if z ∈ Td. However
the trick used in Section 4 is correct only in dimension 1.
2.3. Auxiliary problems. If (A) holds, since aeff is positive, the problem
(1.2) is well posed, uniquely defined, smooth and satisfies the estimates
(2.11)
∣∣∣(1 + |x|)N ∂ku0(x, t)
∂tk0∂xk1
∣∣∣ ≤ CN,k
for all N > 0 and all multi index k = (k0, k1), ki ≥ 0.
Correctors and constants for α < 2. We begin by considering Problem (2.2).
This equation has a unique up to an additive constant vector periodic solu-
tion. By the classical elliptic estimates, under our standing assumptions we
have for any N > 0 there exists CN such that
(2.12) ‖χ0‖CN (T×Rn) ≤ CN .
Indeed, multiplying equation (2.2) by χ0, using the Schwarz and Poincare´
inequalities and considering (2.3), the estimate follows from [7].
Higher order correctors are defined as periodic solutions of the equations
(2.13) divz
(
a(z, y)∇zχj(z, y)
)
= −Lyχj−1(z, y), j = 1, 2, . . . , J0.
Notice that
∫
T
χj−1(z, y) dz = 0 for all j = 1, 2, . . . , J0, thus the compati-
bility condition is satisfied and the equations are solvable. By the similar
arguments, the solutions χj defined by (2.13) satisfy the same estimate as
χ0.
We introduce the real numbers for k ≥ 1:
(2.14) ak,eff =
∫
Rn
∫
T
[
a(z, y)∇zχk(z, y) +∇z
(
a(z, y)χk(z, y)
)]
p(y) dzdy.
Arguing as for u0, solutions uj and wj of problems (2.5) and (2.7) are smooth
functions and they satisfy also the estimate (2.11).
Now we define:
â0(z, y) = a(z, y) + a(z, y)∇zχ0(z, y) +∇z
(
a(z, y)χ0(z, y)
)
,
〈a〉0(y) =
∫
Td
(
â0(z, y) − aeff)dz,
and we consider the equation
(2.15) LQ0(y) = 〈a〉0(y).
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According to [22, Theorems 1 and 2], this equation has a unique up to an
additive constant solution of at most polynomial growth. The constant Λ is
defined by:
(2.16) Λ =
∫
Rn
[ ∂
∂yr1
(Q0)(y)
]
qr1r2(y)
[ ∂
∂yr2
(Q0)(y)
]
p(y) dy.
Note that the matrix Λ is non-negative. Consequently its square root Λ1/2
is well defined.
Correctors and constants for α > 2. The first auxiliary problem (2.4) A¯χ0 =
−a¯z reads
div
(
a¯(z)∇χ0(z)) = −div a¯(z), z ∈ T;
where
a¯(z) =
∫
Rn
a(z, y)p(y)dy.
It has a unique up to an additive constant periodic solution. This constant
is chosen in such a way that (2.3) holds, namely
∫
T
χ0(z) dz = 0. By the
classical elliptic estimates (see [7]), under (A), we have
(2.17) ‖χ0‖L∞(T) + ‖χ0‖Ck(T) ≤ C.
Then we can define recursively
f0(z, y) = a− aeff + (aχ0z + (aχ0)z) ,
A¯χ1(z) = f0,
f1(z, y) = χ0(a− aeff ) + (aχ1z + (aχ1)z) .
Note that here we use 〈f0〉 = 0 to obtain the periodic solution χ1. Now we
define the constant a1,eff by:
a1,eff = 〈f1〉
and the corrector χ2 by:
Aχ2(z) = f1 − 〈f1〉.
Let us also define by induction the following quantities for k ≥ 2
fk(z, y) = χk−1(a− aeff) +
(
aχkz + (aχ
k)z
)
,(2.18)
ak,eff = 〈fk〉,(2.19)
Aχk+1(z) = fk − 〈fk〉+
k−1∑
j=1
ck−jχ
j−1
 .(2.20)
All functions χk, k ≥ 1, are solution of an equation of the form Av = F ,
where F is a periodic with zero mean value and bounded function. Hence
all functions χk are well defined on T and satisfy (2.3) and (2.17).
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Finally from χ0, we can define κ0 as the solution of:
(2.21) Lκ0(z, y) = (divza(z, y)−divza¯(z))+divz((a(z, y)− a¯(z))∇zχ0(z)),
To be precised, κ0 satisfies for any y ∈ Rn
Lκ0(z, y) = (divza(z, y) − divza¯(z)) + divz((a(z, y) − a¯(z))∇zχ0(z)),
z ∈ T being a parameter. Since the right-hand side has a zero mean value
(w.r.t. y) and is bounded, according to [22], this equation has a unique up
to an additive constant (w.r.t. y) solution of at most polynomial growth:
(2.22) |κ0(z, y)| ≤ C(1 + |y|p), ∀(z, y) ∈ T× Rd.
Moreover we can impose that
(2.23)
∫
T
κ0(z, y) dz = 0.
Finally the right-hand side of (2.21) being a smooth function w.r.t. z with
bounded derivatives, again according the representation of [22], z 7→ κ0(z, y)
is smooth. Indeed the operators L and derivative w.r.t. z are commutative.
Then by induction, we introduce a sequence κk, k ≥ 0 defined by:
Lκk+1(z, y) = (A−A)χk+1 + (fk − fk).(2.24)
for k = 1, 2, . . . , J1 + 2. These higher order correctors κ
k exist and satisfy
Estimates (2.22) and (2.23).
We will also use the next functions or constants:
Aτ0(z) = −(Aκ0),(2.25)
g0(z, y) = a(κ0 + τ0)z + (a(κ
0 + τ0))z ,(2.26)
a1,eff = 〈g0〉 = 〈a(κ0 + τ0)z〉,(2.27)
Now for any k ≥ 1
(2.28) Aτk(z) = −Aγk−1,
and
Lγ0(z, y) = (A−A)τ0 + (Aκ0 −Aκ0),(2.29)
Lγk(z, y) = (A−A)τk + (Aγk−1 −Aγk−1).(2.30)
For k ≥ 2 we put
(2.31) ak,eff = 〈a(τk−1(z) + γk−2(z, y))z〉.
By the same arguments, the set of correctors τk and γk defined respectively
by (2.25), (2.28), (2.29) and (2.30) verify again Estimates (2.3), (2.17), (2.22)
and (2.23). Roughly speaking, they are smooth in both variables, bounded
in z and in polynomial growth in y.
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To obtain the result in Lemmata 3.4 and 3.5, we introduce two sequences
of functions
(2.32) gk(z, y) = a(τk + γk−1)z, h
k(z, y) = (a(τk + γk−1))z
and ηk(z) and ζk(z, y), k ≥ 1, solutions of
Aη1 = −(Aκ1)− (g0 − 〈g0〉),(2.33)
Lζ1 = (A−A)η1 + (Aκ1 −Aκ1) + (g0 − g0),(2.34)
and for k ≥ 2
Aηk = −(Aζk−1)− hk−1 − (gk−1 − 〈gk−1〉),(2.35)
Lζk = (A−A)ηk + (Aζk−1 −Aζk−1)(2.36)
+(hk−1 − hk−1) + (gk−1 − gk−1).
Again the same arguments show that ηk and ζk defined by (2.33), (2.34),
(2.35) and (2.36), exist and are smooth.
Finally the constant Λ is defined by
(2.37) Λ = 〈χ0Υ0〉2 > 0,
where Υ0 is given by:
(2.38) Υ0(z, y) = −κ0y(z, y)q(y).
Here κ0y stands for the gradient of κ
0 w.r.t. y (this notation is used in the
sequel of the paper).
3. Formal expansion for the solution
In any case α 6= 2, we begin with a first formal expansion of uε, where
the functions wk in the definition of uk will be left as free parameters in this
first part. This development leads to a rest Rε with large parameters (as
ε tends to zero) in its dynamics and in its initial condition. Moreover this
development gives the main part of qε.
Note that we denote by B the n-dimensional standard Brownian motion
driving the process ξ.
3.1. The case α < 2. For k ≥ 1 we define
âk(z, y) = a(z, y)∇zχk(z, y) +∇z
(
a(z, y)χk(z, y)
)
,(3.1)
〈a〉k(y) =
∫
T
(
âk(z, y)− ak,eff)dz.(3.2)
We consider the following expression:
Eε(x, t) =
J0∑
k=0
εkδ
(
uk(x, t) +
J0−k∑
j=0
ε(jδ+1)χj
(x
ε
, ξ t
εα
)
∇uk(x, t)
)
where χj(z, y) and uk(x, t) are defined in (2.13) and (2.5), respectively.
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Proposition 3.1. If we define:
Rε(x, t) = ε−α/2 [uε(x, t)− Eε(x, t)] ,
then Rε is the sum Rε = rε + rˇε + r˜ε + ρε where:
• The dynamics of rε contains the terms with large parameters:
drε = (Aεrε)dt− ε−α/2
J0∑
k=1
εkδwk(x, t) dt(3.3)
−ε1−α
J0∑
k=0
J0−k∑
j=0
ε(k+j)δσ(ξ t
εα
)∇yχj
(x
ε
, ξ t
εα
)
∇uk(x, t) dBt
with rε(x, 0) = 0.
• The dynamics of rˇε is given by:
(3.4) ∂trˇ
ε −Aεrˇε = ε−α/2
J0∑
j=0
J0−j∑
k=0
ε(k+j)δ
[
âk
(x
ε
, ξ t
εα
)
− ak,eff
]∂2uj
∂x2
with rˇε(x, 0) = 0.
• The last terms r˜ε and ρε satisfy:
(3.5) E‖r˜ε‖2L2(R×(0,T )) +E‖ρε‖2L2(R×(0,T )) ≤ Cεδ.
Proof. We substitute Rε for uε in (1.1) using Itoˆ’s formula:
dRε − div[a(x
ε
, ξ t
εα
)∇Rε]dt
= −ε−α2
J0∑
k=0
εkδ
[
∂tu
k +
J0−k∑
j=0
ε(jδ+1−α)
(Lyχj)(x
ε
, ξ t
εα
)∇uk
+
J0−k∑
j=0
ε(jδ+1)χj
(x
ε
, ξ t
εα
)
∂t∇uk
]
dt
−
J0∑
k=0
J0−k∑
j=0
ε(1−α+(k+j)δ)σ(ξ t
εα
)∇yχj
(x
ε
, ξ t
εα
)
∇uk(x, t) dBt
+ε−
α
2
J0∑
k=0
εkδ−1
[
(diva)
(x
ε
, ξ t
εα
)
+
J0−k∑
j=0
εjδ
(
div(a∇χj))(x
ε
, ξ t
εα
)]∇uk
+ε−
α
2
J0∑
k=0
J0−k∑
j=0
ε(k+j)δ âj,im
(x
ε
, ξ t
εα
) ∂2
∂xi∂xm
ukdt
+ε−
α
2
J0∑
k=0
J0−k∑
j=0
ε(k+j)δ+1 (aimχj,l)
(x
ε
, ξ t
εα
) ∂3
∂xi∂xm∂xl
ukdt.
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Due to (2.2) and (2.13)
−
J0∑
k=0
εkδ
J0−k∑
j=0
ε(jδ+1−α)
(Lyχj)(x
ε
, ξ t
εα
)∇uk
+
J0∑
k=0
εkδ−1
[
(diva)
(x
ε
, ξ t
εα
)
+
J0−k∑
j=0
εjδ
(
div(a∇χj))(x
ε
, ξ t
εα
)]∇uk
= −ε(J0+1)δ−1
J0∑
k=0
(LyχJ0−k)(x
ε
, ξ t
εα
)∇uk.
Considering equations (2.5) and the definitions of ak,eff and âk(z, y), we
obtain
dRε(x, t)− div
[
a
(x
ε
, ξ t
εα
)
∇Rε
]
dt(3.6)
=
(
ε−α/2
J0∑
j=0
J0−j∑
k=0
ε(k+j)δ
[
âk
(x
ε
, ξ t
εα
)
− ak,eff
]im ∂2uj
∂xi∂xm
)
dt
−
J0∑
k=0
J0−k∑
j=0
ε(1−α+(k+j)δ)σ(ξ t
εα
)∇yχj
(x
ε
, ξ t
εα
)
∇uk(x, t) dBt
−
J0∑
k=1
εkδ−α/2wk(x, t) dt
+ε1−α/2
J0∑
j=0
εjδbj
(x
ε
, ξ t
εα
)
Fj(x, t) dt,
with a0,eff = aeff and with periodic in z smooth functions bj = bj(z, y) of at
most polynomial growth in y, and Fj satisfying (2.11), that is∣∣∣(1 + |x|)NDkFj∣∣∣ ≤ Ck,N .
The initial condition for Rε is given by:
Rε(x, 0) = ε1−α/2
J0∑
k=0
J0−k∑
j=0
εjδχj
(x
ε
, ξ0
)
∇uk(x, 0).
By the linearity of (3.6), we represent Rε as the sum Rε = rε+ rˇε+ r˜ε+ρε
where rε and rˇε are given by (3.3) and (3.4) and r˜ε contains all negligible
terms:
∂tr˜
ε −Aεr˜ = ε1−α/2
J0∑
j=0
εjδbj
(x
ε
, ξ t
εα
)
Fj(x, t) = Bε(x, t)
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together with r˜ε(x, 0) = 0. We have
E‖Bε‖2L2(R×(0,T )) ≤ Cε1−α/2
∫ T
0
∫
R
∫
Rn
(1 + |y|)N1(1 + |x|)−2np(y) dydxdt
≤ Cε1−α/2.
Similarly, E‖r˜ε(·, 0)‖2
L2(Rd)
≤ Cε1−α/2. Therefore, r˜ε satisfies (3.5) and thus
does not contribute in the limit. Finally ρε satisfies the dynamics
∂tρ
ε = Aερε
with the initial condition ρε(x, 0) = Rε(x, 0). Since α < 2, we deduce that
E‖ρε(·, 0)‖2
L2(Rd)
≤ Cε1−α/2. Thereby this term also does not contribute in
the limit. 
The second term rˇε gives the limit in Theorem 2.1.
Proposition 3.2. The solution rˇε of Problem (3.4) converges in law, as ε
goes to 0, in L2(R× (0, T )) equipped with strong topology, to the solution of
(2.10).
Proof. Recall that from the very definition of âk (3.1) and 〈a〉k (3.2) the
problem
∆zζ
k(z, y) = (âk(z, y)− 〈a〉k(y))
has a unique up to an additive constant periodic solution. Letting Θk(z, y) =
∇ζk(z, y), we obtain a vector functions Θk such that
divΘk(z, y) = (âk(z, y)− 〈a〉k(y)), ‖Θk‖NCℓ(T×Rn) ≤ CN,ℓ.
It is then straightforward to check that for the functions
Hε(x, t) = ε−α/2
J0∑
j=0
J0−j∑
k=0
ε(k+j)δ
[
âk
(x
ε
, ξ t
εα
)
− 〈a〉k(ξ t
εα
)]∂2uj
∂x2
= ε1−
α
2
J0∑
j=0
J0−j∑
k=0
ε(k+j)δ
{
div
[
Θk
(x
ε
,
t
εα
) ∂2
∂x2
uj(x, t)
]
−Θk
(x
ε
,
t
εα
)
∇
( ∂2
∂x2
uj(x, t)
)}
the following estimate is fulfilled:
(3.7) E‖Hε‖2L2(0,T ;H−1(R)) ≤ Cε2−α.
We split rˇε = rˇε,1 + rˇε,2, where
• rˇε,1 solves (3.4) with Hε on the right-hand side; it admits the
estimate:
E‖rˇε,1‖2L2(0,T ;H1(R)) ≤ Cεδ.
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• rˇε,2 solves also (3.4), but with
ε−α/2
J0∑
j=0
J0−j∑
k=0
ε(k+j)δ
[
〈a〉k(ξ t
εα
)− ak,eff]∂2uj
∂x2
on the right-hand side.
According to Assumption (a6) and to [22, Theorem 3] (see also [11, Lemma
VIII.3.102 and Theorem VIII.3.97]), the processes
Ak(t) =
∫ t
0
(〈a〉k(ξs)− ak,eff)ds
satisfy the functional central limit theorem (invariance principle), that is the
process
Aε,k(t) = ε
α
2
∫ ε−αt
0
(〈a〉k(ξs)− ak,eff)ds
converges in law in C([0, T ];R) to a one-dimensional Brownian motion with
covariance coefficient
(Λk) =
∫
Rn
[ ∂
∂yr1
(Qk)(y)
]
qr1r2(y)
[ ∂
∂yr2
(Qk)(y)
]
ρ(y) dy.
with Q0 defined in (2.15) and Qk given by
(3.8) LQk(y) = 〈a〉k(y), k = 1, . . . .
Denote by rˇε,0 the solution of the following problem
(3.9) ∂trˇ
ε,0 −Aεrˇε,0 = ε−α/2
[
〈a〉0(ξ t
εα
)− aeff]∂2u0
∂x2
.
Obviously if rˇε,0 converges, then rˇε,2 also converges to the same limit. We
consider an auxiliary problem
(3.10)
 ∂tr
ε
aux − div
[
aeff∇rεaux
]
= ε−α/2
[
〈a〉0(ξ t
εα
)− aeff]∂2u0
∂x2
rεaux(x, 0) = 0,
and notice that this problem admits an explicit solution
rεaux = ε
α/2A0
( t
εα
)∂2u0
∂x2
= Aε,0(t)
∂2u0
∂x2
.
Since u0 satisfies estimates (2.11), the convergence of Aε,0 implies that rεaux
converges in law in C((0, T );L2(R)) to the solution of problem (2.10).
Next, we represent rˇε,0 as rˇε,0(x, t) = Zε(x, t)+rεaux(x, t). Then Zε solves
the problem
(3.11)
 ∂tZ
ε −AεZε = div
([
a
(x
ε
,
t
εα
)
− aeff
]
∇rεaux(x, t)
)
Zε(x, 0) = 0.
The conclusion of the proposition can be deduced from the next result. 
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Lemma 3.3. The quantity Zε goes to zero in probability in L2((0, T )×R),
as ε tends to 0.
Proof. The arguments are the same as in the proof of [14, Lemma 5.1]. For
completeness, they are reproduced in the appendix. 
To finish the proof of Theorem 2.1, we need to control rε, solution of
problem (3.3).
3.2. When α > 2. Contrary to the previous case, the asymptotic of uε is
less easy to describe. The following notations will be used after for k ≥ 1:
φk
(x
ε
, x, t
)
=
k∑
n=1
χn−1
(x
ε
)
∂nxv
k−n (x, t) ,(3.12)
Φk
(x
ε
, ξt/εα , x, t
)
=
k∑
n=1
κn−1
(x
ε
, ξt/εα
)
∂nxv
k−n (x, t) ,(3.13)
and
θk
(x
ε
, x, t
)
= θ̂k
(x
ε
, x, t
)
+ χ0
(x
ε
)
ukx(x, t)(3.14)
=
[
k−1∑
n=0
τk−1−n
(x
ε
)
unx(x, t)
]
+ χ0
(x
ε
)
ukx(x, t),
Θk
(x
ε
, ξt/εα , x, t
)
= Θ̂k
(x
ε
, ξt/εα , x, t
)
+ κ0
(x
ε
, ξt/εα
)
ukx(x, t)(3.15)
=
k−1∑
n=0
γk−n−1
(x
ε
, ξt/εα
)
unx(x, t) + κ
0
(x
ε
, ξt/εα
)
ukx(x, t).
Remember that v0 = u0. Finally
ψk
(x
ε
, x, t
)
= ψ̂k
(x
ε
, x, t
)
+ χ1
(x
ε
)
ukxx(x, t)(3.16)
=
k−1∑
n=0
ηk−n
(x
ε
)
unxx(x, t) + τ
k−1
(x
ε
)
v1x(x, t) + χ
1
(x
ε
)
ukxx(x, t),
Ψk
(x
ε
, ξt/εα , x, t
)
= Ψ̂k
(x
ε
, ξt/εα , x, t
)
+ κ1
(x
ε
, ξt/εα
)
ukxx(x, t)(3.17)
=
k−1∑
n=0
ζk−n
(x
ε
, ξt/εα
)
unxx + γ
k
(x
ε
, ξt/εα
)
v1x(x, t)
+κ1
(x
ε
, ξt/εα
)
ukxx(x, t).
The functions φk, θk, ψk are bounded and smooth functions, whereas the
random functions Φk, Θk and Ψk are bounded and smooth w.r.t. x with
polynomial growth w.r.t. ξt/εα .
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As in [14], Eq. (21), we consider a first principal part of the asymptotic
of uε of the form:
(3.18) Eε1(x, t) = u0(x, t) +
J1+1∑
k=1
εkvk(x, t)
+
J1+2∑
k=1
εkφk
(x
ε
, x, t
)
+
J1+2∑
k=1
εk+δΦk
(x
ε
, ξt/εα , x, t
)
+ εδu1(x, t) + εδ+1θ1
(x
ε
, x, t
)
+ ε2δ+1Θ1
(x
ε
, ξt/εα , x, t
)
+ εδ+2ψ1
(x
ε
, x, t
)
+ ε2δ+2Ψ1
(x
ε
, ξt/εα , x, t
)
.
with φk and Φk defined by (3.12) and (3.13). The functions vk are given as
the solution of Eq. (2.8).
Lemma 3.4. The decomposition of the quantity Sε1 = (∂t−Aε)(Eε1) is given
by:
(3.19) Sε1 =
[
J1+2∑
k=1
εk+δ−α/2Φky + ε
2δ+1−α/2Θ1y + ε
2δ+2−α/2Ψ1y
]
σ(ξt/εα)dBt
+
[
εJ1+1ra,1,ε + εδ+1ra,2,ε
]
dt+ εδw1dt
−
[
ε2δ−1AεΘ1 + ε2δ(aεΘ1xz + (aεΘ1x)z) + ε2δAεΨ1
]
dt
where the two remainders ra,1,ε = ra,1,ε(x, t) and ra,2,ε = ra,2,ε(x, t) only
contain non-negative powers of ε, and are bounded and smooth functions.
Proof. To prove this claim, we simply apply the Itoˆ formula. Using the defi-
nitions of the objects introduced in Section 2.3, and after some computations
(see Appendix), we obtain this equality (also see the beginning of the proof
of Proposition 3.1). Boundedness and smoothness are consequences of the
properties given in Section 2.3. 
Since we need to control the last term in (3.19), we consider a second
expansion:
(3.20) Eε2(x, t) =
N0∑
k=2
εkδuk(x, t) +
N0∑
k=2
εkδ+1θk
(x
ε
, x, t
)
+
N0∑
k=2
ε(k+1)δ+1Θk
(x
ε
, ξt/εα , x, t
)
+
N0∑
k=2
εkδ+2ψk
(x
ε
, x, t
)
+
N0∑
k=2
ε(k+1)δ+2Ψk
(x
ε
, ξt/εα , x, t
)
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where N0 = 2J0 + 2. Adding the last term in (3.19) we define
Sε2 = (∂t −Aε)Eε2 −
[
ε2δ−1AεΘ1 + ε2δ(aεΘ1xz + (aεΘ1x)z) + ε2δAεΨ1
]
dt
In Sε2 there is a martingale term of the from[
N0∑
k=2
ε(k+1)δ+1−α/2Θky +
N0∑
k=2
ε(k+1)δ+2−α/2Ψky
]
σ(ξt/εα)dBt
=
εα/2
ε
N0∑
k=2
εkδΘkyσ(ξt/εα)dBt + ε
α/2+δ
N0∑
k=2
ε(k−1)δΨkyσ(ξt/εα)dBt.
Lemma 3.5. For a given sequence of smooth functions wk, there exists a
unique sequence of correctors uk, θk, Θk, ψk and Ψk given respectively by
(2.5), (3.14), (3.15), (3.16), (3.17) and a unique sequence of constants ak,eff
such that
• The sequence ak,eff , given by (2.27) and (2.31), does not depend on
the choice of wk.
• The absolutely continuous part of Sε2 is given by
N0∑
k=2
εkδwk(x, t) + εδ+1ra,3,ε + ε(2J0+3)δ−1ra,4,ε
where the two remainders ra,3,ε = ra,3,ε(x, t) and ra,4,ε = ra,4,ε(x, t)
only contain non-negative powers of ε and are smooth and bounded
in (x, t).
Proof. Again the proof is a long and awkward application of the Itoˆ formula.
The definition of all correctors leads to the cancellation of a lot of terms (see
Appendix). 
Using the definition of J0, J1 and δ, the absolutely continuous term
ε−α/2
[
εJ1+1ra,1,ε + εδ+1ra,2,ε + εδ+1ra,3,ε + ε(2J0+3)δ−1ra,4,ε
]
will tend to zero as ε tends to zero in probability2 in C(0, T ;Lp(Rn)) for any
p ≥ 1.
Assume again that we represent uε as follows:
uε = Eε1 + Eε2 + εα/2Rε
where Eε1 is given by (3.18) and Eε2 by (3.20). Recall that from the definition
of δ, J0 and J1, we have
ν = min(J1 + 1, J0δ, δ + 1) > α/2.
2Even in Lq(Ω) for q ≥ 1.
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From the definition of φk given by (3.12), we obtain the development:
uε(x, t) = u0(x, t) +
J1∑
k=1
εk
[
vk(x, t) +
k∑
ℓ=1
χℓ−1
(x
ε
)
∂ℓxv
k−ℓ (x, t)
]
(3.21)
+
J0∑
k=1
εkδuk(x, t) + εα/2Rε(x, t) + εα/2R˜ε(x, t),
From Section 2.3, the residual R˜ε(x, t) converges to zero when ε goes to zero
(at least) in probability in C(0, T ;Lp(Rn)) for any p ≥ 1.
Let us state our result on Rε.
Proposition 3.6. The discrepancy Rε can be split in four parts:
(3.22) Rε = rε + rˆε + r˜ε + ρε
such that
• the dynamics of rε contains the terms with large parameters:
drε = (Aεrε)dt+
N0∑
k=1
εkδ−α/2wk(x, t)dt − 1
ε
[
κ1y
(x
ε
, ξt/εα
)
u0x(x, t)(3.23)
+
N0∑
k=1
εkδΘky
(x
ε
, ξt/εα , x, t
)]
σ(ξt/εα)dBt,
rε(x, 0) = 0,
• the dynamics of rˆε contains all other terms:
drˆε = (Aεrˆε)dt− (κ1yu1x + κ2yu0xx)σ(ξt/εα)dBt(3.24)
rˆε(x, 0) = 0,
• ρε satisfies
dρε = (Aερε)dt,(3.25)
and has the initial condition ρε(x, 0) = Rε0(x) with
ρε(x, 0) = Rε0(x)(3.26)
= −
J1∑
k=1
εk−α/2
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0(x, 0).
• r˜ε contains all negligible terms and satisfies
E‖r˜ε‖2L2(R×(0,T )) ≤ Cεν .
Moreover if rε has a limit, then rˆε defined by (3.24) converges to zero.
Proof. Indeed, gathering Lemmas 3.4 and 3.5, the remainder Rε satisfies:
dRε = (AεRε)dt−Mεσ(ξt/εα)dBt −
N0∑
k=1
εkδ−α/2wk(x, t)dt(3.27)
− (mεq(ξt/εα)dWt + ra,εdt)
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with
• a martingale term Mε with “large parameters”:
Mε =
[
1
ε
Φ1y +
1
ε
N0∑
k=1
εkδΘky +Φ
2
y
]
• a martingale term mε of order smaller than εα/2:
mε =
[
ε
J1+2∑
k=3
εk−3Φky + ε
δ
N0∑
k=1
ε(k−1)δΨky
]
,
• and a negligible term ra,ε of order O(εν) (that is, convergence to
zero in strong topology).
With I0 = 1, I1 = 0, we have for any k ≥ 1, vk(x, 0) = Ik∂kxu0(x, 0) and
thus:
J1∑
k=1
εk
[
vk(x, 0) +
k∑
ℓ=1
χℓ−1
(x
ε
)
∂ℓxv
k−ℓ (x, 0)
]
=
J1∑
k=1
εk
[
Ik∂kxu0(x, 0) +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)
∂kxu
0 (x, 0)
]
=
J1∑
k=1
εk
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0(x, 0) = −εα/2Rε0(x).
Since u0(x, 0) = uε(x, 0) = ı(x), we deduce that Rε satisfies the initial
condition:
Rε(x, 0) = Rε0(x) + r
ε
0(x)
= −
J1∑
k=1
εk−α/2
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0(x, 0) + rε0(x).
where rε0 = O(εν). By the linearity of this equation (3.27) we obtain the
desired decomposition. In particular r˜ε satisfies
dr˜ε = (Aεr˜ε)dt− (mεq(ξt/εα)dWt + ra,εdt), r˜ε(x, 0) = rε0(x).
Very classical arguments and standard parabolic estimates prove that r˜ε
goes to zero when ε goes to zero: E‖r˜ε‖2L2(R×(0,T )) ≤ Cεν .
For the last assertion, we can apply the result concerning rε to (1/ε)rˆε.
This last quantity will converge in the same sense as rε. 
Note that the term Rε0 contains negative powers of ε. Hence this term
could have a priori a non trivial contribution in the behaviour of ρε and thus
of Rε. Nevertheless in Section 5 we show that we can choose the constants
Ik such that the remainder ρε converges strongly in L2(R × (0, T )) to zero.
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4. Limit behaviour of the remainder
Let us evoke that in any case rε(x, 0) = 0 and that the dynamics of rε is
given by (3.3) for α < 2 and by (3.23) for α > 2. We can summarize these
equations as follows:
drε = (Aεrε)dt−
K0∑
k=1
εkδ−α/2wk(x, t) dt(4.1)
− ε̟−1
K0∑
k=0
εkδΥk
(x
ε
, ξ t
εα
)
ukx(x, t)σ(ξ t
εα
) dBt
where
• K0 is a integer such that: (K0 + 1)δ ≥ max(2, α/2),
• Υk are defined on T × Rn and smooth functions satisfying (2.12)
and such that 〈Υk〉 = 0,
• ̟ = max(2− α, 0) ≥ 0.
If ̟ > 1, i.e. α < 1, we obtain a stronger convergence result (see Part 4.3).
Let Υ˜k be a function such that ∂zΥ˜
k = Υk with zero mean value w.r.t.
z. And w˜kx = w
k. Define vε as the solution of
dvε = a
(x
ε
, ξt/εα
)
vεxxdt−
K0∑
k=1
εkδ−α/2w˜k(x, t)dt
− ε̟
K0∑
k=0
εkδΥ˜k
(x
ε
, ξt/εα
)
ukx(x, t)σ(ξ t
εα
)dBt.(4.2)
In the rest of this section, G˜k, for k = 0, . . . ,K0, are defined by
G˜k (z, y, x, t) = Υ˜k (z, y) ukx(x, t).(4.3)
Then vεx = r
ε + vˇε where
dvˇε = a
(x
ε
, ξt/εα
)
vˇεxxdt− ε̟
K0∑
k=0
εkδΥ˜k
(x
ε
, ξt/εα
)
ukxx(x, t)σ(ξ t
εα
)dBt.
Since rε(x, 0) = 0, we assume that vε(x, 0) = vˇε(x, 0) = 0. Note that the
behaviour of rε depends only on vε.
Lemma 4.1. vˇε tends to 0 in L2(R× (0, T )) and in probability.
Proof. If rε converges in law in L2(R× (0, T )), then Slutsky’s theorem gives
the convergence for vˇε to zero in probability. 
4.1. Construction of correctors. The correctors P k and Qk are given by
the equations
(4.4) (a¯(z)P 0(z))zz = 0, 〈P 0〉 = 1, LQ0 = ((a¯− a)P 0)zz
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and for k ≥ 1
(a¯(z)P k(z))zz = −(Qk−1a)zz, 〈P k〉 = 1,(4.5)
LQk(z, y) = ((a¯− a)P k)zz + (Qk−1a)zz − (Qk−1a)zz.(4.6)
Lemma 4.2. The functions P k are smooth periodic functions defined on T
and Qk are smooth functions on R×Rn, bounded in z and with linear growth
w.r.t. y.
Proof. Indeed let us begin with k = 0 (Equation (4.4)). P0 satisfies:
(a¯(z)P 0)zz = 0, 〈P 0〉 = 1.
Hence P 0 = 1 + χ1z and classical computations for the dimension one show
that
P 0(z) = aeff
1
a¯(z)
.
Next for Q0 we have:
LQ0(z, y) = ((a¯− a)P 0)zz.
Again here z is a parameter of the equation. The right-hand side has zero
mean value w.r.t. y and is a smooth bounded function of the two variables
y and z. Hence we already have shown that there exists a unique solution
Q0 which is smooth w.r.t. y and z, is bounded w.r.t. z and of at most linear
growth w.r.t. y. Then from (4.5) and (4.6) and by recursion we obtain the
desired result. 
Let us introduce the following notations: for k ≥ 0 and m ≥ 0
(4.7) Ξk,m(x, t) = 〈Qky (., .) G˜m (., ., x, t)〉σ(.).
The correctors Uk,ℓ are solution of the problem:
(4.8) LUk,ℓ(x, t, y) + 2〈Qky (., y) G˜ℓ (., y, x, t)〉σ(y)− Ξk,ℓ(x, t) = 0.
Moreover
P˜ kz = P
k − 〈P k〉 = P k − 1 and Q˜kz = Qk.
The correctors Υ˜k verify the inequality (2.22)
|Υ˜k(z, y)| ≤ C(1 + |y|p), ∀(z, y) ∈ T× Rn.
Thereby from the previous lemma, we deduce immediately the next result.
Lemma 4.3. The functions Uk given by (4.8) are well defined and smooth
and also satisfy (2.22).
Finally we define the constant Ck,m, 0 ≤ k ≤ m by
(4.9) Ck,m = 〈Qℓy (., .) Υ˜k (., .)〉σ(.).
4.2. Convergence of the antiderivative vε. We first prove boundedness
in H1(R), then a tightness result and finally we identify the weak limit.
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4.2.1. Bound in H1(R) for vε. Let us consider the quantity
Vεt =
K0∑
k=0
εkδ
[〈
P k
( .
ε
)
vε(., t), vε(., t)
〉
+ εδ
〈
Qk
( .
ε
, ξt/εα
)
vε(., t), vε(., t)
〉 ]
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
〈
Uk,ℓ(., t, ξt/εα), v
ε(., t)
〉
where P k, Qk and Uk,ℓ are the correctors defined respectively by (4.4), (4.5),
(4.6) and (4.8). The bracket 〈〈., .〉〉 stands for the scalar product in L2(R).
Again by Itoˆ’s formula and the very definition of all correctors, we deduce:
Lemma 4.4. Then quantity Vε satisfies:
dVεt = Bεtdt+M εt σ(ξ t
εα
)dBt(4.10)
+ε(K0+1)δ−2
〈
(QK0
( .
ε
, ξt/εα
)
aε)zzv
ε(., t), vε(., t)
〉
dt
−2
K0∑
k=0
εkδ
〈(
P k
( .
ε
)
+ εδQk
( .
ε
, ξt/εα
))
vεx(., t), a
εvεx(., t)
〉
dt
+2
K0∑
k=0
K0−1∑
m=0
ε(k+m+1)δ−α/2〈〈w˜m+1 (., t) + ε̟Ξk,m(., t), vε(., t)〉〉dt
+〈〈NT 1,ε(., t), vε(., t)〉〉dt− 〈〈NT 2,ε(., t), vεx(., t)〉〉dt,
where:
• M ε stands for the integrand in the stochastic integral w.r.t. the
Brownian motion B:
M εt =
K0∑
k=0
ε(k+1)δε−α/2
〈
Qky
( .
ε
, ξt/εα
)
vε (., t) , vε(., t)
〉
+ ε̟M˜ εt(4.11)
where in M˜ ε, all powers of ε are non-negative.
• term Bε does not depend on vε and is bounded uniformly w.r.t. ε:
for any p ≥ 1, there exists a constant pˆ ≥ 1 such that
E|Bεt |p ≤ CE(1 + |ξt/εα |pˆ) ;
• there exists ν > 0 such that for any N > 0 the two terms NT 1,ε
and NT 2,ε (and their derivatives w.r.t. x) satisfy
(4.12) E|NT .,ε(x, t)|p ≤ Cε
ν
(1 + |x|)N E(1 + |ξt/εα |
pˆ).
The constant C here does not depend on ε.
Proof. The proof is based on the Itoˆ formula and the definitions of the
correctors and is postponed in the appendix. 
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The last double sum in (4.10) can be written as:
2
K0∑
k=0
K0−1∑
m=0
ε(k+m+1)δ−α/2〈〈ε̟Ξk,m(., t) + w˜m+1(., t), vε(., t)〉〉
= 2
K0−1∑
ℓ=0
ε(ℓ+1)δ−α/2
ℓ∑
m=0
〈〈ε̟Ξℓ−m,m(., t) + w˜m+1(., t), vε(., t)〉〉
+〈〈NT 3,ε(., t), vε(., t)〉〉,
with
(4.13) NT 3,ε(., t) = 2
∑
k+m≥K0
ε(k+m+1)δ−α/2
(
ε̟Ξk,m(., t) + w˜m+1(., t)
)
.
Again since (K0 +1)δ > α/2, all powers of ε in (4.13) are positive and thus
NT 3,ε also verifies (4.12).
If for ℓ ≥ 0
(4.14) Zℓ(x, t) =
ℓ∑
m=0
Ξℓ−m,m(x, t),
then
2
K0∑
k=0
K0−1∑
m=0
ε(k+m+1)δ−α/2〈〈ε̟Ξk,m(., t) + w˜m+1(., t), vε(., t)〉〉
= 2
K0−1∑
ℓ=0
ε(ℓ+1)δ−α/2〈〈ε̟Zℓ(., t) +
ℓ∑
m=0
w˜m+1(., t), vε(., t)〉〉
+〈〈NT 3,ε(., t), vε(., t)〉〉.
Here we distinguish two cases.
Case α < 2.: Then ̟ = δ and choosing w˜1 = 0 yields to
K0−1∑
ℓ=0
ε(ℓ+1)δ−α/2〈〈ε̟Zℓ(., t) +
ℓ∑
m=0
w˜m+1(., t), vε(., t)〉〉
=
K0−1∑
ℓ=0
ε(ℓ+2)δ−α/2〈〈Zℓ(., t) +
ℓ∑
m=0
w˜m+2(., t), vε(., t)〉〉.
Let us remark that from the definition of the sequences wk and
Ck,m by (2.7) and (4.9), we have:
Z0(x, t) = 〈Q0y (., .) Υ˜0 (., .)〉σ(.) u0x(x, t)
= −C0,0u0x(x, t) = −w˜2(x, t).
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And for ℓ = 2, . . . ,K0 − 1
w˜ℓ+2 = −
ℓ∑
m=0
Cℓ,mumx (x, t)−
ℓ+1∑
m=2
w˜m
= −
ℓ∑
m=0
〈Qℓy (., .) Υ˜m (., .)〉σ(.)umx (x, t)−
ℓ−1∑
m=0
w˜m+2
= −
ℓ∑
m=0
〈Qℓy (., .) G˜m (., ., x, t)〉σ(.)−
ℓ−1∑
m=0
w˜m+2 = −Zℓ −
ℓ−1∑
m=0
w˜m+2.
Thereby we obtain immediately that for any ℓ = 0, . . . ,K0 − 1
Zℓ(., t) +
ℓ∑
k=0
w˜k+2(., t) = 0.
Case α > 2.: Then ̟ = 0 and the same arguments lead to
Zℓ(., t) +
ℓ∑
k=0
w˜k+1(., t) = 0.
In both cases, the equation (4.10) can be written as:
dVεt = Bεtdt+M εt σ(ξ t
εα
)dBt(4.15)
+ε(K0+1)δ−2
〈
(QK0
( .
ε
, ξt/εα
)
aε)zzv
ε(., t), vε(., t)
〉
dt
−2
K0∑
k=0
εkδ
〈(
P k
( .
ε
)
+ εδQk
( .
ε
, ξt/εα
))
vεx(., t), a
εvεx(., t)
〉
dt
+〈〈NT 1,ε(., t) +NT 3,ε(., t), vε(., t)〉〉dt− 〈〈NT 2,ε(., t), vεx(., t)〉〉dt.
Proposition 4.5. The quantity vε is bounded in L2((0, T ) × Ω;H1(R)),
uniformly w.r.t. ε: there exists a constant CH1 independent of ε such that
(4.16) E
∫ T
0
‖vε(., t)‖2H1(R)dt ≤ CH1 .
Moreover vε is also bounded in L∞(0, T ;L2(R)) in mean w.r.t. ω: there
exists a constant CL∞ again independent of ε such that
(4.17) E
[
sup
t∈[0,T ]
‖vε(., t)‖2L2(R)
]
≤ CL∞ .
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Proof. Using (4.15), we have for any s ∈ [0, T ]
Vεs + 2
K0∑
k=0
∫ s
0
εkδ
[
〈〈P kaεvεx, vεx〉〉+ εδ〈〈Qkvεx, aεvεx〉〉
]
dt
=
∫ s
0
Bεt dt+
∫ s
0
M εt σ(ξ t
εα
)dBt + ε
(K0+1)δ−2
∫ s
0
〈〈(QK0aε)zzvε, vε〉〉dt
+
∫ s
0
〈〈NT 1,ε(., t) +NT 3,ε(., t), vε(., t)〉〉dt−
∫ s
0
〈〈NT 2,ε(., t), vεx(., t)〉〉dt.
Remember that Vε0 = 0 since vε(., 0) = 0. Hence
〈〈P 0vε, vε〉〉+ 2
∫ s
0
〈〈P 0aεvεx, vεx〉〉dt
+
K0∑
k=1
εkδ
[
〈〈P kvε, vε〉〉+ 2
∫ s
0
〈〈P kaεvεx, vεx〉〉dt
]
+
K0∑
k=0
ε(k+1)δ
[
〈〈Qkvε, vε〉〉+ 2
∫ s
0
〈〈Qkvεx, aεvεx〉〉dt
]
+ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2〈〈Uk,ℓ, vε〉〉
=
∫ s
0
Bεt dt+
∫ s
0
M εt σ(ξ t
εα
)dBt + ε
(K0+1)δ−2
∫ s
0
〈〈(QK0aε)zzvε, vε〉〉dt
+
∫ s
0
〈〈NT 1,ε(., t) +NT 3,ε(., t), vε(., t)〉〉dt−
∫ s
0
〈〈NT 2,ε(., t), vεx(., t)〉〉dt.
We can take the expectation and we deduce that there exists a constant K
such that for any t ∈ [0, T ]
E
[〈
P 0
( .
ε
)
vε(., t), vε(., t)
〉
+
∫ t
0
〈
P 0
( .
ε
)
aε(., s)vεx(., s), v
ε
x(., s)
〉
ds
]
≤ K.
Since a is bounded and uniformly elliptic and P 0(z) = a
eff
a¯(z) , this proves that
vε is bounded in L2((0, T ) × Ω;H1(R)).
To obtain (4.17), note that in the martingale term M ε given by (6.11),
all powers of ε are non-negative except for the first sum:
K0∑
k=0
ε(k+1)δ−α/2〈〈Qkyvε, vε〉〉.
Nevertheless define Q̂kz = Q
k
y (recall that 〈Qky〉 = 0) and make an integration
by parts:
K0∑
k=0
ε(k+1)δ−α/2〈〈Qkyvε, vε〉〉 = −2
K0∑
k=0
εkδ+δ−α/2+1〈〈Q̂kvε, vεx〉〉.
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In any case δ − α/2 + 1 > 0. The conclusion follows from the Burkholder-
Davis-Gundy inequality. 
4.2.2. Weak convergence of vε. Here we prove that the sequence vε is tight
in
VT = L
2
w(0, T ;H
1(R)) ∩ C(0, T ;L2w(R)).
Remenber that the index w means that the corresponding space is equipped
with the weak topology. For any function φ ∈ C∞0 (R) we define
V̂εt =
K0∑
k=0
εkδ
[〈
P k
( .
ε
)
φ, vε(., t)
〉
+ εδ
〈
Qk
( .
ε
, ξt/εα
)
φ, vε(., t)
〉 ]
(4.18)
+
K0∑
k=0
εkδ+1
[〈
P̂ k
( .
ε
)
φx, v
ε(., t)
〉
+ εδ
〈
Q̂k
( .
ε
, ξt/εα
)
φx, v
ε(., t)
〉 ]
+ε̟
K0∑
k=0
J0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
〈
Uk,ℓ(., t, ξt/εα), φ
〉
where P k, Qk and Uk,ℓ are defined again by (4.5), (4.6) and (4.8).
Lemma 4.6. If P̂ k and Q̂k are solutions of:
(a¯(z)P̂ k)zz = −2(P ka¯)z ,
and
LQ̂k = 2((a¯− a)P k)z + ((a¯− a)P̂ k)zz
then V̂ε has the following dynamics
dV̂εt =
K0∑
k=0
εkδ
〈(
εδQkφ+ εδ+1Q̂kφx
)
, aεvεxx
〉
dt(4.19)
+
K0∑
k=0
εkδ
〈
(P kaε)φxx + 2(P̂
kaε)zφx + ε(P̂
kaε)φxxx, v
ε
〉
dt
+ 〈〈NT 3,ε(., t), φ〉〉dt+ B̂εtdt+ M̂ εt σ(ξ t
εα
)dBt.
where the terms NT 3,ε and B̂ε verify (4.12). The stochastic integrand is
given by:
M̂ εt =
K0∑
k=0
ε(k+1)δ−α/2
〈
Qkyφ+ εQ̂
k
yφx, v
ε(., t)
〉
(4.20)
+ε̟
K0∑
k=0
K0∑
m=0
ε(k+m)δ
〈
P kφ+ εδQkφ+ εP̂ kφx + ε
δ+1Q̂kφx, G˜m
〉
+ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ〈〈Uk,ℓy (., t, ξt/εα), φ〉〉.
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Proof. The arguments are very similar to the proof of the lemma 4.4 and
are postponed in the appendix. 
Now we get a tightness result.
Proposition 4.7. There exist two constants ν > 0 and C > 0 such that for
any ε and any 0 ≤ t ≤ τ ≤ T ,
(4.21) E
[
sup
t≤s≤τ
|V̂εs − V̂εt |
]
≤ C
√
|τ − t|+ Cεν .
Proof. Indeed the absolutely continuous terms of order ε0 in (4.19) are
〈〈(P 0aε)φxx, vε〉〉dt+ 2〈〈(P̂ 0aε)zφxx, vε〉〉dt.
And from (4.20),
M̂ εt =
K0∑
k=0
ε(k+1)δ−α/2〈〈Qkyφ, vε(., t)〉〉
+ ε
K0∑
k=0
ε(k+1)δ−α/2
〈
Q̂kyφx, v
ε(., t)
〉
+ ε̟
K0∑
k=0
K0∑
m=0
ε(k+m)δ
〈
P kφ+ εδQkφ+ εP̂ kφx + ε
δ+1Q̂kφx, G˜m
〉
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ
〈
Uk,ℓy (., t, ξt/εα), φ
〉
.
The last three sums are multiplied by a positive power of ε, since δ−α/2+1 >
0. Note that later, for α > 2, we have to keep the first term 〈〈P 0φ, Υ˜0u0x〉〉.
For the first sum, define Qkz = Q
k
y (recall that 〈Qky〉 = 0) and make an
integration by parts:
〈〈Qkyφ, vε〉〉 = −ε〈〈Qk, (φvε)x〉〉.
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Hence
M̂ εt = −
K0∑
k=0
ε(k+1)δ+1−α/2〈〈Qk, (φvε(., t))x〉〉
+
K0∑
k=0
ε(k+1)δ+1−α/2
〈
Q̂kyφx, v
ε(., t)
〉
+ ε̟
〈
P 0φ, Υ˜0u0x
〉
+ ε̟+δ
∑
0≤k,m≤K0; k+m≥1
ε(k+m−1)δ
〈
P kφ, G˜m
〉
+ ε̟
K0∑
k=0
K0∑
m=0
ε(k+m)δ
〈
εδQkφ+ εP̂ kφx + ε
δ+1Q̂kφx, G˜m
〉
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ〈〈Uk,ℓy (., t, ξt/εα), φ〉〉
= ενM˜ εt + ε
̟
〈
P 0φ, Υ˜0u0x
〉
where ν = min(δ + 1 − α/2,̟ + δ,̟ + 1) > 0. In other words for any
0 ≤ t ≤ s ≤ T :
V̂εs − V̂εt =
∫ s
t
[
〈〈(P 0aε)φxx, vε〉〉+ 2〈〈(P̂ 0aε)zφxx, vε〉〉
]
dr(4.22)
+εν
∫ s
t
M˜ εrσ(ξ t
εα
)dBr +
∫ s
t
B̂εrdr + ε̟
∫ s
t
〈
P 0φ, Υ˜0u0x
〉
σ(ξ t
εα
)dBr.
Thereby
E
[
sup
t≤s≤τ
|Vεs − Vεt |
]
≤ C‖vε‖L2((0,T )×Ω;L2(R)) ×
√
|τ − t|
+ E
[
sup
t≤s≤τ
∣∣∣∣∫ s
t
B̂εudu
∣∣∣∣]
+ ενE
[
sup
t≤s≤τ
∣∣∣∣∫ s
t
M˜ εuσ(ξ t
εα
)dBu
∣∣∣∣]
+ ε̟E
[
sup
t≤s≤τ
∣∣∣∣∫ s
t
〈
P 0φ, Υ˜0u0x
〉
σ(ξ t
εα
)dBu
∣∣∣∣] .
Note that for α > 2, ̟ = 0. From BDG inequality
E
[
sup
t≤s≤τ
∣∣∣∣∫ s
t
〈
P 0φ, Υ˜0u0x
〉
σ(ξ t
εα
)dBu
∣∣∣∣] ≤ CE
[(∫ τ
t
〈
P 0φ, Υ˜0u0x
〉 2
du
)1/2]
≤ C
√
|τ − t|
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From BDG and Young’s inequalities we have
E
[
sup
t≤s≤τ
∣∣∣∣∫ s
t
M˜ εuσ(ξ t
εα
)dBu
∣∣∣∣]
≤ CE
[(∫ τ
t
(
M˜ εu
)2
du
)1/2]
≤ CE
[
sup
t≤u≤τ
(
1 + |ξu/εα |p
)]
+ CE
[∫ τ
t
‖vε‖2H1(R)du
]
for some p ≥ 1. We know that for any β > 0
lim
ε→0
εβE
[
sup
t≤u≤τ
(
1 + |ξu/εα |p
)]
= 0
(see Proposition 2.6 in [5]). Thereby since B̂ε satisfies (4.12), we deduce the
estimate (4.21). 
Therefore from (4.16), (4.17) and (4.21), together with Theorem 8.3 in [4]
and Prokhorov criterium, the sequence vε is tight in VT . Now we identify
its limit as the law of the solution of a SPDE. Here we distinguish the two
cases α < 2 and α > 2.
Proposition 4.8. For α < 2, the sequence vε weakly converges in VT to
zero.
Proof. Again let φ be a C∞0 (R) test function. From the definition (4.18) of
V̂ε, we deduce that
V̂εt =
〈
P 0
( .
ε
)
φ, vε(., t)
〉
+ εν V̂ε,bt
where V̂ε,b is bounded in L2((0, T )×Ω). Hence since 〈P 0〉 = 1, if P0 is such
that P0z = P
0 − 1, then
V̂εt = 〈〈φ, vε(., t)〉〉+ ε
〈
P0x
( .
ε
)
φ, vε(., t)
〉
+ εν V̂ε,bt
With an integration by parts, we deduce that:
(4.23) V̂εt = 〈〈φ, vε(., t)〉〉 + ε
〈
P0
( .
ε
)
, (φvε(., t))x
〉
+ ενV̂ε,bt
Since vε is bounded in L2((0, T )×Ω,H1(R)), the middle term converges to
zero.
Now from (4.21) the sequence Vε is also tight in C(0, T ;R). Recall that
for α < 2, ̟ > 0. Using (4.22) we have for some ν > 0 and for any
0 ≤ t ≤ s ≤ T
V̂εs − V̂εt =
∫ s
t
[
〈〈(P 0aε)φxx, vε〉〉+ 2〈〈(P̂ 0aε)zφxx, vε〉〉
]
dr(4.24)
+ εν
∫ s
t
M˜ εrσ(ξ t
εα
)dBr + ε
ν
∫ s
t
B˜εrdr.
32 M. KLEPTSYNA, A. PIATNITSKI, AND A. POPIER
For the first integral we define
P˜ 0(z, y) = P 0(z)a(z, y) − 〈P 0a〉(y) + 2(P̂ 0a)z(z, y)
which has zero mean value in z. We can define again P˜0 such that P˜0z = P˜
0
and thus∫ s
t
〈
(P 0aε + 2(P̂ 0aε)z)φxx, v
ε
〉
dr(4.25)
=
∫ s
t
〈
〈P 0a〉(ξr/εα)φxx, vε
〉
dr + ε
∫ s
t
〈
P˜0xφxx, v
ε
〉
dr
=
∫ s
t
〈
〈P 0a〉φxx, vε
〉
dr +
∫ s
t
〈
(〈P 0a〉(ξr/εα)− 〈P 0a〉)φxx, vε
〉
dr
+ε
∫ s
t
〈
P˜0xφxx, v
ε
〉
dr.
For the term
Eε(t) =
∫ t
0
〈
(〈P 0a〉(ξr/εα)− 〈P 0a〉)φxx, vε
〉
dr,
the uniform bound (4.17), together with the mixing property implied by
assumption (A), lead to the convergence to zero of this term, a.s. and in
L
2(Ω) by the dominated convergence theorem, uniformly w.r.t. t ∈ [0, T ].
Combining (4.23), (4.24) and (4.25), we obtain for some ν > 0
Fφ(t, v
ε) = 〈〈φ, vε(., t)〉〉 −
∫ t
0
〈
〈P 0a〉φxx, vε
〉
dr
= εν
∫ t
0
M˜ εrσ(ξ t
εα
)dBr + ε
ν V̂ε,bt + Eε(t).
Let Θεs be any continuous (in the sense of the topology of VT ) and bounded
functional of {vετ , 0 ≤ τ ≤ s}. We have proved that for 0 ≤ s ≤ t
lim
ε↓0
E |(Fφ(t, vε)− Fφ(s, vε))Θεs| = 0.
If we compute the quadratic variation3 of the process V̂ε we have[[
V̂ε
]]
s
−
[[
V̂ε
]]
t
= ε2ν
∫ s
t
∣∣∣M˜ εr ∣∣∣2 ‖σ(ξ t
εα
)‖2dr.
Recall that for a vector v ∈ Rn, ‖v‖2 = Trace(vv∗) is the Euclidean norm.
We deduce that
lim
ε↓0
E
[
(Fφ(t, v
ε)− Fφ(s, vε))2Θεs
]
= lim
ε↓0
E
[∣∣∣[[V̂ε]]
s
−
[[
V̂ε
]]
t
∣∣∣Θεs]
is equal to zero. Passing through the limit, we deduce that {Fφ(t, v0), 0 ≤
t ≤ T} is a square integrable martingale with respect to the natural filtration
3Denoted by [[.]] to be distinguishable from the mean over a period or the scalar product
in L2.
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of v0, with a null quadratic variation process. In other words we proved that
the sequence vε weakly converges in VT to the unique solution v
0 of the PDE:
dv0 = 〈P 0a〉v0xxdt
with initial condition zero. Hence v0 = 0 and this achieves the proof of the
Proposition. 
For α > 2, the preceding result has to be modified since ̟ = 0, which
implies that there is a zero order term in the martingale part M̂ ε in (4.19).
Proposition 4.9. If α > 2, the sequence vε weakly converges in VT to the
unique solution r˜0 of the SPDE:
dr˜0 = 〈P 0a〉r˜0xxdt+
(
‖〈P 0Υ˜0〉σ‖2
)1/2
u0xdWt.
Proof. We argue almost as in the proof of Proposition 4.8. In particular the
beginning of the proof is the same. But now (4.24) becomes:
V̂εs − V̂εt =
∫ s
t
[
〈〈(P 0aε)φxx, vε〉〉+ 2〈〈(P̂ 0aε)zφxx, vε〉〉
]
dr(4.26)
+
∫ s
t
〈〈P 0φ, Υ˜0u0x〉〉σ(ξ t
εα
)dBr + ε
ν
∫ s
t
M˜ εrσ(ξ t
εα
)dBr +
∫ s
t
B˜εrdr.
Now we obtain for some ν > 0
Fφ(t, v
ε) = 〈〈φ, vε(., t)〉〉 −
∫ t
0
〈
〈P 0a〉φxx, vε
〉
dr
=
∫ t
0
〈〈P 0φ, Υ˜0u0x〉〉σ(ξ t
εα
)dBr + ε
ν
∫ t
0
M˜ εrσ(ξ t
εα
)dBr + ε
νV̂ε,bt + Eε(t).
The term
Eε(t) =
∫ t
0
〈
(〈P 0a〉(ξr/εα)− 〈P 0a〉)φxx, vε
〉
dr,
can be handled as before and we have proved that for any continuous (in the
sense of the topology of VT ) and bounded functional Θ
ε
s of {vετ , 0 ≤ τ ≤ s}
and any for 0 ≤ s ≤ t
lim
ε↓0
E |(Fφ(t, r˜ε)− Fφ(s, r˜ε))Θεs| = 0.
Concerning the quadratic variation of the process V̂ε, we have[[
V̂ε
]]
s
−
[[
V̂ε
]]
t
=
∫ s
t
(∣∣∣〈〈P 0, Υ˜0φu0x〉〉∣∣∣2 + ε2ν ∣∣∣M˜ εr ∣∣∣2) ‖σ(ξ t
εα
)‖2dr.
Recall that for a vector v ∈ Rn, ‖v‖2 = Trace(vv∗) is the Euclidean norm.
Again if we denote
G(y) = 〈P 0Υ˜0〉(y), Q0z(z, y) = P 0(z)Υ˜0(z, y)−G(y)
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the mean of P 0Υ˜0 w.r.t. z and the periodic antiderivative of P 0Υ˜0−G, then∫ s
t
(∣∣∣〈〈P 0, Υ˜0φu0x〉〉∣∣∣2) ‖σ(ξ t
εα
)‖2dr =
∫ s
t
∥∥∥〈〈P 0Υ˜0, φu0x〉〉σ(ξ t
εα
)
∥∥∥2 dr
=
∫ s
t
∥∥∥〈〈P 0Υ˜0 −G(ξ t
εα
), φu0x〉〉σ(ξ t
εα
)
∥∥∥2 dr
+
∫ s
t
∥∥∥〈〈φ, u0x〉〉G(ξr/εα)σ(ξ t
εα
)
∥∥∥2 dr.
And we have∫ s
t
∥∥∥〈〈P 0Υ˜0 −G(ξ t
εα
), φu0x〉〉σ(ξ t
εα
)
∥∥∥2 dr ≤ ε2 ∫ s
t
∥∥∥〈〈Q0xφ, u0x〉〉σ(ξ t
εα
)
∥∥∥2 dr.
Moreover again using assumption (A), we obtain that∫ s
t
∥∥∥〈〈φ, u0x〉〉G(ξr/εα)σ(ξ t
εα
)
∥∥∥2 dr
converges a.s. and in L2(Ω) to∫ s
t
∥∥∥G(ξr/εα)σ(ξ t
εα
)〈〈φ, u0x〉〉
∥∥∥2dr = ∫ s
t
∥∥∥〈P 0Υ˜0〉σ∥∥∥2〈〈φ, u0x〉〉2dr.
We deduce that
lim
ε↓0
E
[
(Fφ(t, v
ε)− Fφ(s, vε))2Θεs
]
= lim
ε↓0
E
(∣∣∣[[V̂ε]]
s
−
[[
V̂ε
]]
t
∣∣∣Θεs)
is equal to ∫ s
t
∥∥∥〈P 0Υ˜0〉σ∥∥∥2〈〈φ, u0x〉〉2dr.
Passing through the limit, we deduce that {Fφ(t, r˜0), 0 ≤ t ≤ T} is a square
integrable martingale with respect to the natural filtration of r˜0, with the
associated quadratic variation process given by
‖〈P 0Υ˜0〉σ‖2〈〈φ, u0x〉〉2t.
This achieves the proof of the Proposition. 
Let us remark to conclude this part that P 0 = 1 + χ0z, thus 〈P 0a〉 = aeff .
Moreover
〈P 0Υ˜0〉 = −〈χ0Υ0〉.
Hence
dr˜0 = aeff r˜0xxdt+
(
‖〈χ0Υ0〉σ‖2
)1/2
u0xdWt.
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4.2.3. Conclusion. Now we know that there exists a constant C independent
of ε such that
E
(
‖vεx‖2L2((0,T )×R)
)
≤ C.
By Tchebychev’s inequality for any δ > 0, there exists a constant K such
that
P(‖vεx‖2L2((0,T )×R) ≥ K) ≤ C2/K2 ≤ δ
providedK is large enough. In other words, vεx is tight for the weak topology
on L2((0, T ) × R). Using the dense set of C∞0 functions and Propositions
4.8 and 4.9, we deduce that for α < 2, rε weakly converges to the solution
of:
• For α < 2:
dr0 = aeffr0xxdt,
with initial value 0, that is, r0 = 0.
• For α > 2:
dr0 = aeffr0xxdt+
(
‖〈χ0Υ0〉σ‖2
)1/2
u0xxdWt
again with initial value zero.
The proof of Theorem 2.1 is now complete in the case α < 2, using
Propositions 3.1 and 3.2 and the preceding results on the convergence of rε.
For α > 2, using Proposition 3.6, the proof will be complete after the study
of ρε, which is the aim of the next section 5. Before, let us consider the case
α < 1, for which an easier proof can be done.
4.3. Case α < 1. Here the assumption that d = 1 is unnecessary for our
arguments. In the problem (4.1), we now have ̟ − 1 = 1 − α > 0. Let us
take wk ≡ 0 for any k :
drε = (Aεrε)dt−
K0∑
k=1
εkδ−α/2wk(x, t) dt
− ε̟−1
K0∑
k=0
εkδΥk
(x
ε
, ξ t
εα
)
ukx(x, t)σ(ξ t
εα
) dBt
= (Aεrε)dt+ ε1−αΘε
(x
ε
, ξ t
εα
, x, t
)
dBt.
Let us define
vεt =
∫
Rd
rε(x, t)2dx = ‖rε(·, t)‖2L2(Rd).
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Itoˆ’s formula leads to
vεt =
∫ t
0
∫
Rd
rε(x, s)div
[
a
(x
ε
, ξ s
εα
)
∇rε(x, s)
]
dxds
+ ε(1−α)
∫ t
0
∫
Rd
rε(x, s)Θε
(x
ε
, ξ t
εα
, x, t
)
dx dBs
+ ε2(1−α)
∫ t
0
∫
Rd
∥∥∥Θε(x
ε
, ξ t
εα
, x, t
)∥∥∥2 dx ds.
An integration by part shows that
vεt +
∫ t
0
∫
Rd
∇rε(x, s)
[
a
(x
ε
, ξ s
εα
)
∇rε(x, s)
]
dxds
= ε(1−α)
∫ t
0
∫
Rd
rε(x, s)Θε
(x
ε
, ξ t
εα
, x, t
)
dx dBs
+ε2(1−α)
∫ t
0
∫
Rd
∥∥∥Θε(x
ε
, ξ t
εα
, x, t
)∥∥∥2 dx ds.
From Condition (a3), taking the expectation, there exists a constant C
independent of ε such that
(4.27) E
∫ T
0
‖∇rε(·, s)‖2L2(Rd) ds ≤ Cε2(1−α).
Moreover by Burkholder-Davis-Gundy inequality, we have
(4.28) E
[
sup
t∈[0,T ]
vεt
]
= E
[
sup
t∈[0,T ]
‖rε(·, t)‖2L2(Rd)
]
≤ Cε2(1−α).
Hence if α < 1, the convergence of rε to zero holds in L2([0, T ]×Ω;H1(Rd))
(and in L∞([0, T ];L2(Rd)) in mean w.r.t. ω).
5. Role of the initial condition in the discrepancy
Let us note that this part4 only concerns the case α > 2 and the behavior
of ρε. Recall the setting concerning ρε. It satisfies:
dρε = (Aερε)dt
with initial condition (3.26):
ρε(x, 0) = −
J1∑
k=1
εk−α/2
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0(x, 0).
By linearity we can write:
(5.1) ρε(x, t) =
J1∑
k=1
ρk,ε(x, t)
4Let us emphasize that all results of this section hold in d > 1, that is for z ∈ Td.
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where the functions ρk,ε have the same dynamics (3.25), dρk,ε = (Aερk,ε)dt,
but with initial condition
(5.2) ρk,ε(x, 0) = −εk−α/2
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0 (x, 0) .
Recall that from (1.2), u0 is a smooth function such that u0t = a
effu0xx, with
initial condition u0(x, 0) = ı(x).
To lighten the notation, let us fix k = 1, . . . , J1 and define ̺
ε = ̺k,ε as
the solution of (3.25) with initial condition
̺ε(x, 0) =
[
Ik +
k∑
ℓ=1
Ik−ℓχℓ−1
(x
ε
)]
∂kxu
0 (x, 0) = Ak
(x
ε
)
∂kxu
0 (x, 0) .
Thus ρk,ε = −εk−α/2̺ε = −εk−α/2̺k,ε.
Lemma 5.1. The function ̺ε admits the following expansion:
̺ε(x, t) = β0,ε
(
x
ε
,
t
ε2
)
∂kxu
0 (x, t)(5.3)
+
J1−k∑
ℓ=1
εℓ
[
m̂ℓ−1,ε
(
t
ε2
)
+ βℓ,ε
(
x
ε
,
t
ε2
)]
∂k+ℓx u
0 (x, t)
+ ΓJ1−k,ε(x, t).
The functions β0,ε, m̂0,ε and µ0,ε are defined by the following equations:
∂tβ
0,ε(z, t) = (aεβ0,εz )z, β
0,ε(z, 0) = Ak (z)(5.4)
m0,ε(t) = 〈a
(
., ξt/εδ
)
β0,εz (., t)〉(5.5)
∂tm̂
0,ε(t) = m0,ε(t), m̂0,ε(0) = 0(5.6)
µ0,ε(z, t) = aεβ0,εz (z, t)−m0,ε(t)(5.7)
∂tβ
1,ε(z, t) = (aεβ1,εz )z + (µ
0,ε + (aεβ0,ε)z).(5.8)
with β1,ε(z, 0) = 0. The other quantities are given by:
m1,ε(t) = 〈a
(
., ξt/εδ
)
β1,εz (., t)〉+ 〈(aε − aeff)β0,ε〉,(5.9)
∂tm̂
1,ε(t) = m1,ε(t),(5.10)
µ1,ε(z, t) = aεβ1,εz −m1,ε(t) + (aε − aeff)β0,ε.(5.11)
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And for ℓ ≥ 2, the relations are defined recursively by:
∂tβ
ℓ,ε = (aεβℓ,εz )z + (m̂
ℓ−2,ε(t)aεz + µ
ℓ−1,ε + (aεβℓ−1,ε)z),(5.12)
βℓ,ε(z, 0) = 0,
mℓ,ε(t) = 〈aεβℓ,εz 〉+ 〈(aε − aeff)(m̂ℓ−2,ε + βℓ−1,ε)〉,(5.13)
∂tm̂
ℓ,ε(t) = mℓ,ε(t),(5.14)
µℓ,ε(z, t) = aεβℓ,εz −mℓ,ε(t) + (aε − aeff )(m̂ℓ−2,ε + βℓ−1,ε).(5.15)
The last term in expansion (5.3) is of order εν with ν > α/2 − k.
Let us emphasize here that all terms defined in this lemma depend on k.
Proof. Let us define on T× (0,∞), β0,ε by (5.4). Since Ak is periodic, β0,ε
is well-defined. Let us assume that
̺ε(x, t) = β0,ε
(
x
ε
,
t
ε2
)
∂1xu
0 (x, t) + Γ0,ε(x, t).
Then Γ0,ε satisfies: Γ0,ε(x, 0) = 0 and
∂tΓ
0,ε = (AεΓ0,ε) + 1
ε
(
aεβ0,εz + (a
εβ0,ε)z
)
∂2xu
0 (x, t)
+ (aε − aeff )β0,ε∂3xu0 (x, t) .
We define m0,ε(t) by (5.5) as the mean value w.r.t. z of the function aεβ0,εz ,
m̂0,ε(t) by (5.6) and µ0,ε by (5.7) such that the mean value of µ0,ε w.r.t. z
is zero. Hence we can define on T× (0,∞) the function β1,ε by (5.8). Now
we assume that
Γ0,ε(x, t) = ε
[
m̂0,ε
(
t
ε2
)
+ β1,ε
(
x
ε
,
t
ε2
)]
∂2xu
0 (x, t) + Γ1,ε(x, t).
To study the behaviour of Γ1,ε, let us remark first that
∂tΓ
1,ε = (AεΓ1,ε) + [m̂0,ε(t/ε2)aεz + (aεβ1,εz + (aεβ1,ε)z)] ∂3xu0 (x, t)
+ (aε − aeff )β0,ε∂3xu0 (x, t)
+ ε
[
m̂0,ε(t/ε2) + β1,ε
]
(aε − aeff)∂4xu0 (x, t) .
Let us do the same trick again. Using (5.9), (5.10) and (5.11) yields to:
∂tΓ
1,ε = (AεΓ1,ε) +m1,ε(t/ε2)∂3xu0 (x, t)
+
[
µ1,ε
(
x
ε
,
t
ε2
)
+ m̂0,ε(t/ε2)aεz + (a
εβ1,ε)z
]
∂3xu
0 (x, t)
+ ε
[
m̂0,ε(t/ε2) + β1,ε
]
(aε − aeff )∂4xu0 (x, t) .
If β2,ε is the solution on Td × (0,∞) of (5.12) and if
Γ1,ε(x, t) = ε2
[
m̂1,ε
(
t
ε2
)
+ β2,ε
(
x
ε
,
t
ε2
)]
∂3xu
0 (x, t) + Γ2,ε(x, t),
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then
∂tΓ
2,ε = (AεΓ2,ε) + ε [m̂1,ε(t/ε2)aεz + (aεβ2,εz + (aεβ2,ε)z)] ∂4xu0 (x, t)
+ ε
[
m̂0,ε(t/ε2) + β1,ε
]
(aε − aeff)∂4xu0 (x, t)
+ ε2
[
m̂1,ε(t/ε2) + β2,ε
]
(aε − aeff)∂5xu0 (x, t) .
And
̺ε(x, t) = β0,ε
(
x
ε
,
t
ε2
)
∂kxu
0 (x, t)
+ ε
[
m̂0,ε
(
t
ε2
)
+ β1,ε
(
x
ε
,
t
ε2
)]
∂k+1x u
0 (x, t)
+ ε2
[
m̂1,ε
(
t
ε2
)
+ β2,ε
(
x
ε
,
t
ε2
)]
∂k+2x u
0 (x, t) + Γ2,ε(x, t).
And then we iterate the arguments. For ℓ = 2, . . . , J1 − k, we can iterate
this procedure with βℓ, mℓ,ε, m̂ℓ,ε, µℓ,ε given by (5.12), (5.13), (5.14), (5.15)
and
Γℓ,ε = εℓ+1
[
m̂ℓ,ε
(
t
ε2
)
+ βℓ+1,ε
(
x
ε
,
t
ε2
)]
∂k+ℓ+1x u
0 (x, t) + Γℓ+1,ε(x, t).
The last term will be of the form
ΓJ1−k,ε(x, t) = ΓJ1−k+1,ε(x, t)
+εJ1−k+1
[
m̂J1−k,ε
(
t
ε2
)
+ βJ1−k+1,ε
(
x
ε
,
t
ε2
)]
∂J1+1x u
0 (x, t)
and
∂tΓ
J1−k+1,ε = (AεΓJ1−k+1,ε)
+εJ1−k
[
m̂J1−k,ε(t/ε2)aεz +
(
aεβJ1−k+1,εz + (a
εβk,J1−k+1)z
)]
∂J1+2x u
0 (x, t)
+εJ1−k
[
m̂J1−k−1,ε(t/ε2) + βJ1−k,ε
]
(aε − aeff)∂n+J1−k+2x u0 (x, t)
+εJ1−k+1
[
m̂J1−k,ε(t/ε2) + βJ1−k+1,ε
]
(aε − aeff)∂J1+2x u0 (x, t) .
All powers of ε are greater than α/2 − k. Thus the proof of the Lemma is
achieved. 
Now let us precise the behaviour of the correctors βℓ,ε. For ℓ = 0, since
Ak(z) = Ik +
k∑
m=1
Ik−mχm−1 (z) ,
one can easily deduce that
β0,ε(z) = Ik + β˜0,ε(z)
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where β˜0,ε satisfies (5.4), but with initial condition a periodic function with
zero mean value. The key point in the sequel is that: β0,εz = β˜
0,ε
z . And in
(5.5) and (5.7), only the derivative is implied. We also denote
Kk =
∥∥∥∥∥
k∑
m=1
Ik−mχm−1
∥∥∥∥∥
2
L2(Td)
.
The next result is an immediate consequence of Poincare´’s inequality.
Lemma 5.2. There exists a constant k depending only on the uniform el-
lipticity constant of the matrix a, such that
∀s ≥ 0,
∥∥∥β˜0,ε (., s)∥∥∥2
L2(Td)
≤ Kke−ks.
For simplicity for ℓ ≥ 1, let us rewrite Equations (5.8) and (5.12) as:
∂tβ
ℓ,ε = (a(z, ξt/εδ )β
ℓ,ε
z )z + (m̂
ℓ−2,ε(t)aεz + µ
ℓ−1,ε + (aεβℓ−1,ε)z)(5.16)
= (a(z, ξt/εδ )β
ℓ,ε
z )z + ϕ
ℓ,ε.
Lemma 5.3. For ℓ = 1, . . . , J1 − 1 we have:
∀s ≥ 0,
∥∥∥βℓ,ε (., s)∥∥∥2
L2(Td)
≤ Kke−ks.
Proof. Recall that λ is the ellipticity constant of a (Condition (a4)). Again
by Poincare´’s inequality, we deduce that
(5.17) |m0,ε(t)| =
∣∣∣〈aε (., ξ t
εδ
)
β0,εz (., t)〉
∣∣∣ ≤ Kk
λ
e−kt.
And
ϕ1,ε = µ0,ε + (aεβ0,ε)z = a
εβ0,εz −m0,ε + (aεβ0,ε)z
satisfies a similar inequality:
∥∥ϕ1,ε(., t)∥∥2
L2(Td)
≤ Kke−kt. From (5.8), we
deduce that
∥∥β1,ε (., s)∥∥2
L2(Td)
≤ Kke−ks. By recursion, this achieves the proof
of the Lemma. 
We also have to control the terms m̂ℓ,ε for ℓ = 0, 1, . . . , N0.
Lemma 5.4. For any δ˜ < δ/2, the quantity
ε−δ˜
∣∣∣∣m̂ℓ,ε(t/ε2)− ∫ ∞
0
〈a¯ (.) β̂ℓz (., s)〉ds
∣∣∣∣
converges in probability to zero, uniformly in time, where
(5.18) ∂tβ̂
0 = (a¯(z)β̂0z )z, β̂
0(z, 0) =
k∑
j=1
Ik−jχj−1 (z) ,
and for any ℓ ≥ 1
(5.19) ∂tβ̂
ℓ = (a¯(z)β̂ℓz)z + ϕ
ℓ(z, t), β̂ℓ(z, 0) = 0.
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Proof. The function β̂0 is well defined and do not depend on ε. Moreover it
also satisfies ∥∥∥β̂0 (., s)∥∥∥2
L2(Td)
≤ Kke−ks.
We assume that
β˜0,ε(z, s) = β̂0(z, s) + εδΨ0,ε(z, s, ξs/εδ ) +R
0,ε.
Then from (5.4) and (5.19) we obtain
dβ˜0,ε(z, s) = (a¯(z)β̂0z )zds+ ε
δ
[
ε−δLΨ0,εds+ ε−δ/2Ψ0,εy q(ξs/εδ)dWs
+Ψ0,εs ds
]
+ dR0,ε
= (a(z, ξs/εδ)β̂
0
z )zds+ ε
δ(a(z, ξs/εδ )Ψ
0,ε
z )zds+ (a(z, ξs/εδ )R
0,ε
z )zds.
If we define Ψ0,ε by:
LΨ0,ε = ((a(z, y) − a¯(z))β̂0z )z ,
the residual R0,ε satisfies the equation:
dR0,ε = (a(z, ξs/εδ )R
0,ε
z )z + ε
δ/2Ψ0,εy q(ξs/εδ)dWs + ε
δB0,εs ds
where B0,ε is bounded. The initial condition is:
R0,ε(z, 0) = −εδΨ0,ε.
Coming back to (5.5) we have
m0,ε(t)− 〈aεβ̂0z (., t)〉 = 〈aε
[
β0z (., t)− β̂0z (., t)
]
〉
= εδ〈aεΨ0,εz (., t, ξt/εδ )〉+ 〈aεR0,εz (., t, ξt/εδ )〉
Note that Ψ0,εz is bounded in L2(Td) by Kke
−kt and the quantity R0,εz is
bounded in any space Lp(Ω) by εδ/2Kke
−kt. Hence we deduce that∣∣∣∣m̂0,ε(t)− ∫ t
0
〈a
(
., ξ s
εδ
)
β̂0z (., s)〉ds
∣∣∣∣
≤
∫ t
0
∣∣∣m0,ε(s)− 〈a(., ξ s
εδ
)
β̂0z (., s)〉
∣∣∣ ds
≤ λεδ
∫ t
0
Kke
−ksds+ λ
∫ t
0
‖R0,εz (., s, ξs/εδ )‖L2(Td)ds.
Therefore for any p ≥ 1, there exists a constant C (independent of ε) such
that for any t ≥ 0
E
(∣∣∣∣m̂0,ε(t)− ∫ t
0
〈a
(
., ξ s
εδ
)
β̂0z (., s)〉ds
∣∣∣∣p) ≤ Cεδp/2.
In particular the previous inequality holds when we replace t by t/ε2. More-
over from the estimate of β̂0, there exists a constant C such that a.s. for
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any ε > 0 and t > 0∣∣∣∣∣
∫ t/ε2
0
〈a
(
., ξ s
εδ
)
β̂0z (., s)〉ds −
∫ +∞
0
〈a
(
., ξ s
εδ
)
β̂0z (., s)〉ds
∣∣∣∣∣ ≤ Ce−kt/ε2
Let us consider for a fixed T > 0∫ T
0
〈(a
(
., ξ s
εδ
)
− a¯(.))β̂0z (., s)〉ds = εδ
∫ T/εδ
0
〈(a (., ξs)− a¯(.))β̂0z
(
., εδs
)
〉ds.
Our assumption (A) implies that ξ satisfies a strong mixing condition (see
[24]). Thus from the ergodic theorem, this quantity converges a.s. to zero
(see [18], chapter 4 or [6], chapter 1). Moreover the rate of convergence is
of order εδ/2 = εα/2−1, that is for any γ > 0 the following quantity
ε−δ/2+γ
∫ T
0
〈(a
(
., ξ s
εδ
)
− a¯(.))β̂0z (., s)〉ds
= εγ
[
εδ/2
∫ T/εδ
0
〈(a (., ξs)− a¯(.))β̂0z
(
., εδs
)
〉ds
]
tends to zero in probability as ε goes to zero. Indeed it is a consequence of
the central limit theorem (implied by our assumption (A) and the mixing
property, see [18], chapter 9) together with Slutsky’s theorem. To finish the
proof we have: ∣∣∣∣∫ ∞
0
〈a
(
., ξ s
εδ
)
β̂0z (., s)〉ds −
∫ ∞
0
〈a¯(.)β̂0z (., s)〉ds
∣∣∣∣
≤
∣∣∣∣∫ T
0
〈(a
(
., ξ s
εδ
)
− a¯(.))β̂0z (., s)〉ds
∣∣∣∣
+
∣∣∣∣∫ ∞
T
〈(a
(
., ξ s
εδ
)
− a¯(.))β̂0z (., s)〉ds
∣∣∣∣ .
The first part converges a.s. to zero when ε tends to zero (with a rate of
convergence of order εδ/2 in probability) to a fixed T , whereas the second
part converges to zero when T tends to +∞ in any Lp(Ω).
Then by recursion we can complete the proof of the lemma. 
We introduce again the constant k in all functions. Since I1 = 0, gathering
all previous Lemmata, we deduce that the expansion (5.3) of ̺1,ε can be
written:
̺1,ε(x, t) = β1,0,ε
(
x
ε
,
t
ε2
)
∂1xu
0 (x, t)
+ ε
[
m̂1,0,ε
(
t
ε2
)
+ β1,1,ε
(
x
ε
,
t
ε2
)]
∂2xu
0 (x, t) + Γ1,1,ε(x, t),
where Γ1,1,ε = O(εν) (which means εν times some bounded term) with
ν > α/2 − 1 and β1,0,ε and β1,1,ε converge exponentially fast to zero. Now
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let us come again to
ρ1,ε(x, t) = −ε1−α/2̺1,ε
= −ε2−α/2m̂1,0,ε
(
t
ε2
)
∂2xu
0 (x, t) +O(εν+1−α/2).
We have proved that the remainder ρ1,ε converges strongly in L2(Rd×(0, T ))
and in probability to zero.
Now the preceding results imply that the expansion (5.3) of ̺k,ε
̺k,ε(x, t) = βk,0,ε
(
x
ε
,
t
ε2
)
∂kxu
0 (x, t)
+
J1−k∑
ℓ=1
εℓ
[
m̂k,ℓ−1,ε
(
t
ε2
)
+ βk,ℓ,ε
(
x
ε
,
t
ε2
)]
∂k+ℓx u
0 (x, t) + ΓJ1−k,ε(x, t).
can be written:
̺ε(x, t) = Ik∂kxu0 (x, t)
+
J1−k∑
ℓ=1
εℓ
[∫ ∞
0
〈a¯ (.) β̂k,ℓ−1z (., s)〉ds
]
∂k+ℓx u
0 (x, t) + rε(x, t).
Again the remainder rε converges in L2(Rd × (0, T )) and in probability to
zero. Denote by
Ck,ℓ−1 =
∫ ∞
0
〈a¯ (.) β̂k,ℓ−1z (., s)〉ds
and note that Ck,ℓ−1 depends only on I0 = 1,I1 = 0, . . . ,Ik−1. Therefore
we obtain, up to some negligible term of order O(εν):
ρε(x, t) = −
J1∑
k=1
εk−α/2
[
Ik∂kxu0 (x, t) +
J1−k∑
ℓ=1
εℓCk,ℓ−1∂
k+ℓ
x u
0 (x, t)
]
= −
J1∑
m=2
εm−α/2
[
Im +
m−1∑
ℓ=1
Cm−ℓ,ℓ−1
]
∂mx u
0 (x, t) .
Then for k ≥ 2, if we choose
(5.20) Ik = −
k−1∑
ℓ=1
Ck−ℓ,ℓ−1 = −
∫ ∞
0
〈a¯ (.) (
k−1∑
ℓ=1
β̂k−ℓ,ℓ−1z ) (., s)〉ds
provided this sequence is well defined, we deduce that ρε(x, t) = O(εν).
To complete the proof we need to show that the sequence Ik for k ≥ 2 is
well-defined. We have
(5.21) Ik = −
∫ ∞
0
〈a¯ (.)Bkz (., s)〉ds
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with
Bk =
k−1∑
ℓ=1
β̂k−ℓ,ℓ−1.
Thus Ik is wellposed if Bk only depends on I0,I1, . . . ,Ik−1. But for k = 2
C2 = −C1,0 = −
∫ ∞
0
〈a¯ (.) β̂1,0z (., s)〉ds
and β̂1,0 depends only on χ0. Then the function Bk satisfies the equation
(5.22) ∂tB
k = (a¯(z)Bkz )z +Hk(z, t)
with initial value
Bk(z, 0) = β̂k−1,0(z, 0) =
k−1∑
n=1
Ik−1−nχn−1 (z)
and with
Hk(z, t) =
k−1∑
ℓ=1
φk−ℓ,ℓ−1(z, t).
We can prove by recursion that φk−ℓ,ℓ−1 only depends on I2, . . . ,Ik−ℓ−1,
which leads to the well-posedness on Ik. Finally we obtain:
Proposition 5.5. There exists a sequence (Ik, k ≥ 2) such that the residual
ρε converges strongly in L2(Rd × (0, T )) and in probability to zero.
6. Appendix: proofs of the technical results
Proof of Lemma 3.3. We consider one more auxiliary problem that reads
(6.1)
 ∂tY
ε −AεYε = div
([
a
(x
ε
,
t
εα
)
− aeff
]
Ξ(x, t)
)
Yε(x, 0) = 0.
If the vector function Ξ ∈ L2((0, T ) × R), then this problem has a unique
solution, and, by the standard energy estimate,
‖Yε‖L2(0,T ;H1(R)) + ‖∂tYε‖L2(0,T ;H−1(R)) ≤ C‖Ξ‖L2((0,T )×R).
According to [17, Lemma 1.5.2] the family {Yε} is locally compact in L2((0, T )×
R). Combining this with Aronson’s estimate (see [1]) we conclude that the
family {Yε} is compact in L2((0, T ) × R).
Assume for a while that Ξ is smooth and satisfies estimates (2.11). Multi-
plying equation (6.1) by a test function of the form ϕ(x, t)+εχ0
(
x
ε , ξ tεα
)∇ϕ(x, t)
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with ϕ ∈ C∞0 ((0, T ) × R) and integrating the resulting relation yields
−
∫ T
0
∫
R
Yε
(
∂tϕ+ εχ
0
(x
ε
, ξ t
εα
)
∂t∇ϕ(x, t)
)
dxdt(6.2)
−
∫ T
0
∫
R
Yε
(
ε1−α(Lyχ0)
(x
ε
, ξ t
εα
)∇ϕ)dxdt
−ε1−α/2
∫ T
0
∫
R
Yε
(
(∇yχ0)
(x
ε
, ξ t
εα
)∇ϕ)σ(ξ t
εα
)dxdBt
+
T∫
0
∫
R
(∂xYε) aε
[
∂xϕ+
(
∂xχ
0
)(x
ε
, ξ t
εα
)
∂xϕ+ εχ
0
(x
ε
, ξ t
εα
)
∂2xϕ
]
dxdt
=
T∫
0
∫
R
[
aε − aeff]Ξ [∂xϕ+ (∂xχ0)(x
ε
, ξ t
εα
)
∂xϕ+ εχ
0
(x
ε
, ξ t
εα
)∂2ϕ
∂x2
]
dxdt.
Considering (2.2) we obtain
T∫
0
∫
Rd
(∂xYε) aε
[
∂xϕ+
(
∂xχ
0
)(x
ε
,
t
εα
)
∂xϕ
]
dxdt
= −
T∫
0
∫
Rd
Yε
{
aε
[
I+
(∇χ0)(x
ε
,
t
εα
)]} ∂2ϕ
∂x2
dxdt
and
T∫
0
∫
Rd
[
aε − aeff]Ξ[∂xϕ+ (∂xχ0)(x
ε
,
t
εα
)
∂xϕ+ εχ
0
(x
ε
,
t
εα
)∂2ϕ
∂x2
]
dxdt(6.3)
=
T∫
0
∫
Rd
{
aε
[
I+
(∇χ0)(x
ε
,
t
εα
)]− aeff}Ξ∂xϕdxdt
−
T∫
0
∫
Rd
aeffΞ
(
∂xχ
0
)(x
ε
,
t
εα
)
∂xϕdxdt
+ε
T∫
0
∫
Rd
[
aε − aeff]Ξχ0(x
ε
,
t
εα
)∂2ϕ
∂x2
dxdt.
From (2.1) and since 〈χ0(·, y)〉 = 0, we deduce that all terms in (6.3) tend
to zero as ε→ 0. Since 〈χ0(·, y)〉 = 0, we have
‖(Lyχ0)(x/ε, ξt/εα)∇ϕ‖L2(0,T ;H−1(R)) ≤ Cε.
Therefore, ε1−α
∫ T
0
∫
R
Yε(Lyχ0)
(
x
ε , ξ tεα
)∇ϕdxdt tends to zero, as ε→ 0.
46 M. KLEPTSYNA, A. PIATNITSKI, AND A. POPIER
Denoting by Y0 the limit of Yε for a subsequence, coming back to (6.2),
we conclude that ∫ T
0
∫
R
Y0
(
− ∂tϕ− aeff ∂
2ϕ
∂x2
)
dxdt = 0.
Therefore, Y0 = 0, and the whole family Yε a.s. converges to 0 in L2((0, T )×
R). By the density argument this convergence also holds for any Ξ ∈
L2((0, T ) × R). Since rεaux converges in law in C((0, T );L2(R)), the solu-
tion of problem (3.11) converges to zero in probability in L2((0, T ) × R),
and the statement of the lemma follows. 
Proof of Lemma 3.4. A direct application of the Itoˆ formula implies that
(6.4) Sε1 =M εdWt + (Iε1 + Iε2 + Iε3) dt
where
Iε2 = εδ+1ra,2,ε − ε2δ−1AεΘ1 − ε2δ(aεΘ1xz + (aεΘ1x)z)− ε2δAεΨ1
and
Iε1 =
1
ε
LΦ1 − 1
ε
aεzu
0
x −
1
ε
Aεφ1
+
J1+1∑
k=0
εkvkt +
J1+2∑
k=1
εkφkt +
J1+2∑
k=2
εk−2LΦk
−
J1+1∑
k=1
εk−1aεzv
k
x −
J1+1∑
k=0
εkaεvkxx
−
J1+2∑
k=2
εk−2Aεφk −
J1+1∑
k=1
εk−1
(
aεφkxz + (a
εφkx)z
)
−
J1+2∑
k=1
εkaεφkxx.
Thus in Iε1 we have a term of order 1/ε:
LΦ1 − aεzu0x −Aεφ1 =
[
(Lκ0)− aεz − (Aεχ0)
]
u0x.
From the particular choice of χ0 and κ0 (see Eq. (2.4) and (2.21)), we have
(Lκ0)− aεz − (Aεχ0) = 0,
and we cancel this term. From (3.12) and (3.13) the next term in Iε1 of order
ε0 can be expressed as follows:
u0t + LΦ2 − aεzv1x − aεu0xx −Aεφ2 −
(
aεφ1xz + (a
εφ1x)z
)
= u0t + (Lκ1)u0xx − (aε +
(
aεχ0z + (a
εχ0)z
)
)u0xx − (Aεχ1)u0xx
+
[
(Lκ0)− aεz − (Aεχ0)
]
v1x
= u0t − aeffu0xx +
[
aeff − (aε + (aεχ0z + (aεχ0)z))] u0xx
+
[Lκ1 −Aεχ1]u0xx + [(Lκ0)− aεz − (Aεχ0)] v1x
= u0t − aeffu0xx +
[Lκ1 −Aεχ1 − f0]u0xx + [(Lκ0)− aεz − (Aεχ0)] v1x.
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But with (2.4), (2.21), and (2.24) and the definition of χ1
(Lκ0)− aεz − (Aεχ0) = Lκ1 −Aεχ1 − f0 = 0,
and from (1.2) and since 〈f0〉 = 0 this term of order ε0 is also equal to zero.
In order to understand the recursion let us focus on the term of order ε:
v1t + φ
1
t + LΦ3 − aεzv2x − aεv1xx −Aεφ3 −
(
aεφ2xz + (a
εφ2x)z
)− aεφ1xx.
Once again using (3.12) and (3.13) we have:
v1t − aeffv1xx +
[
f0 + (Lκ1)− (Aεχ1)] v1xx
+
[
(Lκ2) + aeffχ0 − (Aεχ2)− (aεχ1z + (aεχ1)z)− aεχ0] ∂3xu0
+
[
(Lκ0)− aεz − (Aεχ0)
]
v2x.
From the previous choice made for χ0, χ1, κ0, κ1, we have only:
v1t − aeffv1xx +
[
(Lκ2)− (Aεχ2)− f1] ∂3xu0,
with
f1 = χ0(aε − aeff ) + (aεχ1z + (aεχ1)z) .
Since v1 satisfies (2.8) for k = 1:
u1t = a
effu1xx + a
1,eff∂3xu
0 = aeffu1xx + 〈f1〉∂3xu0,
we obtain: [
(Lκ2)− (Aεχ2)− f1 + 〈f1〉
]
∂3xu
0.
From the very definition of χ2 by (2.20) and κ2 by (2.24), the term of order
ε is also cancelled.
The next J1−1 terms of order εk, k = 2, . . . , J1, are of the following form:
vkt +φ
k
t +LΦk+2−aεzvk+1x −aεvkxx−Aεφk+2−
(
aεφk+1xz + (a
εφk+1x )z
)
−aεφkxx.
Using (3.12) and (3.13) and the definition of fk given by (2.18), we obtain
the following equation:[
(Lκ0)− aεz − (Aεχ0)
]
vk+1x
+
[
(Lκ1)− (Aεχ1)− f0] vkxx + vkt − aeffvkxx
+
k−1∑
m=0
[
(Lκk+1−m)− (Aεχk+1−m)− fk−m
]
∂k+2−mx v
m
+
k−1∑
m=0
χk−m−1∂k−mx (v
m
t − aeffvmxx).
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From the definition of vm (Eq. (2.8)), the previous expression becomes:
vkt − aeffvkxx
+
k−1∑
m=0
[
(Lκk+1−m)− (Aεχk+1−m)− fk−m
]
∂k+2−mx v
m
+
k−1∑
m=0
χk−m−1∂k−mx
(
m−1∑
ℓ=0
am−ℓ,eff(∂m−ℓ+2x v
ℓ)
)
= vkt − aeffvkxx
+
k−1∑
m=0
[
(Lκk+1−m)− (Aεχk+1−m)− fk−m
]
∂k+2−mx v
m
+
k−1∑
ℓ=0
(
k−1∑
m=ℓ+1
χk−m−1am−ℓ,eff
)
∂k+2−ℓx v
ℓ
= vkt − aeffvkxx −
k−1∑
m=0
ak−m,eff(∂k−m+2x v
m) +
k∑
m=1
ηk,k−m∂m+2x v
k−m.
where for m = 1, . . . , k
ηk,k−m = (Lκ1+m)− (Aεχ1+m)− (fm − 〈fm〉) +
m−1∑
j=1
χjam−j,eff
 .
Since 〈χk〉 = 0, using the expressions of ak,eff , χk and κk (Eq. (2.19), (2.20)
and (2.24)), all terms ηk,k−m are equal to zero. Then in Iε1 it remains only
a term of order εJ1+1.
Coming back to Itoˆ’s formula in (6.4), in the last part Iε3 , there is a term
of order εδ−1 given by:
LΘ1 − aεzu1x −AεΦ1 −Aεθ1 = LΘ1 − aεzu1x − (Aεκ0)u0x −Aεθ1.
From (3.14) and (3.15) with k = 1, it disappears:
LΘ1 = (Lγ0)u0x + (Lκ0)u1x
= (A−A)τ0u0x + (Aκ0 −Aκ0)u0x + (az − a¯z)u1x + (A− A¯)χ0u1x
= Aθ1 + (Aκ0)u0x + azu1x.
Then using the definition of f0 and (3.13) for Φ1 and Φ2 we have a term of
order εδ in (6.4):
u1t − aeffu1xx − 〈g0〉u0xx − f0u1xx + LΨ1 −Aεψ1
−(Aεκ0)u1x − (Aεκ1)u0xx − (g0 − 〈g0〉)u0xx.
Since
Lζ1 −Aεη1 − (Aκ1)− (g0 − 〈g0〉) = 0,
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the particular choice (3.16) and (3.17) with k = 1, together with the expres-
sion of u1 given by (2.5), implies that in (3.19), there is only one absolutely
continuous term of order εδ, namely εδw1. The other terms in ra,ε,2 come
directly from the Itoˆ formula. This achieves the proof of the lemma. 
Proof of Lemma 3.5. Again we apply Itoˆ’s formula to Eε2 and we obtain a
non martingale part of the form:
εδ+1ra,3,ε +
N0∑
k=2
εkδukt +
N0∑
k=2
εkδ−1LΘk +
N0∑
k=2
εkδLΨk
−
N0∑
k=2
εkδ−1aεzu
k
x −
N0∑
k=2
εkδaεukxx −
N0∑
k=2
εkδ−1Aεθk
−
N0∑
k=2
εkδ(aεθkxz + (a
εθkx)z)
−
N0∑
k=1
[
ε(k+1)δ−1AεΘk + ε(k+1)δ(aεΘkxz + (aεΘkx)z)
]
−
N0∑
k=1
ε(k+1)δAεΨk −
N0∑
k=2
εkδAεψk.
where
ra,3,ε =
N0∑
k=2
ε(k−1)δθkt +
N0∑
k=2
εkδΘkt +
N0∑
k=2
εkδ+1Ψkt(6.5)
+
N0∑
k=2
ε(k−1)δ+1ψkt −
N0∑
k=2
ε(k−1)δaεθkxx −
N0∑
k=2
εkδaεΘkxx
−
N0∑
k=2
[
εkδ(aεΨkxz + (a
εΨkx)z) + ε
kδ+1aεΨkxx
]
−
N0∑
k=2
[
ε(k−1)δ(aεψkxz + (a
εψkx)z) + ε
(k−1)δ+1aεψkxx
]
.
If we compare the terms of the same order, we have
• for εkδ, k = 2, . . . , N0:
ukt + LΨk − aεukxx − (aεθkxz + (aεθkx)z)(6.6)
−(aεΘk−1xz + (aεΘk−1x )z)−AεΨk−1 −Aεψk,
• for εkδ−1, k = 2, . . . , 2N1 + 2:
LΘk − aεzukx −Aεθk −AεΘk−1.
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Remember that Lκ0 − az − Aχ0 = 0. Moreover from (3.14) and (3.15)
together with (2.28) and (2.30) we obtain
Aθˆk = −AΘk−1
LΘˆk = (A−A)θˆk +
(
AΘk−1 −AΘk−1
)
and therefore for any k
LΘk − aεzukx −Aεθk −AεΘk−1 = 0.
Moreover the expression (6.6) becomes:
ukt − aeffukxx − f1ukxx + LΨk −Aεψk(6.7)
−(aεθˆkxz + (aεθˆkx)z)− (aεΘk−1xz + (aεΘk−1x )z)−AεΨk−1.
From (3.16) and (3.17), together with the definition of χ1, (2.24) for k = 2,
Equation (6.7) becomes
vkt − aeffvkxx − 〈T k〉+ LΨˆk −Aεψˆk(6.8)
+〈T k〉 − (aεθˆkxz + (aεθˆkx)z)− (aεΘk−1xz + (aεΘk−1x )z)−AεΨk−1,
where
(6.9) T k = aθˆkxz + aΘ
k−1
xz .
Now remark that
aθˆkxz + aΘ
k−1
xz = a
[
τk(z)u0x +
k−1∑
n=1
τk−n(z)unx
]
xz
+ a
[
γk−1(z, y)u0x +
k−2∑
n=1
γk−1−n(z, y)unx
]
xz
+ κ1z(z, y)u
k−1
xx
=
k−2∑
n=0
a
[
τk−n(z) + γk−1−n(z, y)
]
z
unxx + a(τ
1 + κ1)zu
k−1
xx
=
k−2∑
n=0
gk−n(z, y)unxx + a(τ
1 + κ1)zu
k−1
xx
and
(aθˆkx + aΘ
k−1
x )z =
k−2∑
n=0
hk−n(z, y)unxx + (a(τ
1 + κ1))zu
k−1
xx
where by convention v0 = u0 and gk and hk are defined by (2.32). Moreover
〈aθˆkxz + aΘk−1xz 〉 = ak,effu0xx +
k−1∑
n=1
ak−n,effunxx.
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From (2.35) and (2.36), we can check that
Aψˆk = −AΨk−1 − (a(θˆkx +Θk−1x ))z − (T k − 〈T k〉)
LΨˆk = (A−A)ψˆk +AΨk−1 −AΨk−1
+(a(θˆkx +Θ
k−1
x ))z − (a(θˆkx +Θk−1x ))z + T k − T k.
Thereby, using Equation (2.5) for uk, Expression (6.8) is equal to wk. There
is still another remaining term of order ε(N0+1)δ−1:
(6.10) ra,4,ε = −AεΘN0 − ε(aεΘN0xz + (aεΘN0x )z +AεΨN0).
which achieves the proof. 
Proof of Lemma 4.4. We apply Itoˆ’s formula to Vε:
dVεt = (QF)εtdt+ (LT )εtdt+ Bεtdt+M εt σ(ξ t
εα
)dBt.
Let us now detail the exact expression on all terms. From time to time
we omit the variables in the scalar product to lighten the notations. The
stochastic integrand M ε is given by:
M εt =
K0∑
k=0
ε(k+1)δε−α/2
〈
Qky
( .
ε
, ξt/εα
)
vε (., t) , vε(., t)
〉
(6.11)
+2ε̟
K0∑
k=0
K0∑
m=0
ε(k+m)δ
〈
P k
( .
ε
)
vε(., t), G˜m
( ·
ε
, ξt/εα , ·, t
)〉
+2ε̟
K0∑
k=0
K0∑
m=0
ε(k+ℓ+1)δ
〈
Qk
( .
ε
, ξt/εα
)
vε(., t), G˜m
( ·
ε
, ξt/εα , ·, t
)〉
+ε2̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
K0∑
m=0
〈
Uk,ℓ(., t, ξt/εα), G˜m
( .
ε
, ξt/εα , ., t
)〉
+ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2ε−α/2
〈
Uk,ℓy (., t, ξt/εα), v
ε(., t)
〉
.
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The term Bε does not depend on vε:
Bεt(6.12)
= ε2̟
K0∑
k,m,ℓ=0
ε(k+m+ℓ)δ
[〈
P k
( .
ε
)
G˜m
( .
ε
, ξt/εα , ., t
)
, G˜ℓ
( .
ε
, ξt/εα , ., t
)〉
+ εδ
〈
Qk
( .
ε
, ξt/εα
)
G˜m
( .
ε
, ξt/εα , ., t
)
, G˜ℓ
( .
ε
, ξt/εα , ., t
)〉 ]
+ε2̟
K0∑
k,ℓ,m=0
ε(k+ℓ+m+1)δ+α/2
〈
Uk,ℓ(., t, ξt/εα), G˜m
( .
ε
, ξt/εα , ., t
)〉
+ε̟
K0∑
k,ℓ=0
ε(k+ℓ+1)δ
K0∑
m=1
εmδ
〈
Uk,ℓ(., t, ξt/εα), w˜
m(., t)
〉
.
This term contains only positive powers of ε. Now we detail the quadratic
form (QF)ε:
(QF)εt =
K0∑
k=0
εkδ
[
2
〈
P k
( .
ε
)
vε(., t), aεvεxx(., t)
〉
+εδ
〈
ε−αLQk
( .
ε
, ξt/εα
)
vε(., t), vε(., t)
〉
+ εδ2
〈
Qk
( .
ε
, ξt/εα
)
vε(., t), aεvεxx(., t)
〉 ]
.
Then by integration by parts
〈〈P kvε, aεvεxx〉〉 = −〈〈P kaεvεx, vεx〉〉 − 〈〈(P kaε)xvε, vεx〉〉
= −〈〈P kaεvεx, vεx〉〉 −
1
2
〈〈(P kaε)x, ((vε)2)x〉〉
= −〈〈P kaεvεx, vεx〉〉+
1
2
〈〈(P kaε)xx, (vε)2〉〉
= −〈〈P kaεvεx, vεx〉〉+
1
2ε2
〈〈(P kaε)zz, (vε)2〉〉.
The same equalities hold for Qk. Then
(QF)εt = −2
K0∑
k=0
εkδ
[
〈〈P kaεvεx, vεx〉〉+ εδ〈〈Qkaεvεx, vεx〉〉
]
+
1
ε2
[〈〈(P 0aε)zz, (vε)2〉〉+ 〈〈LQ0vε, vε〉〉]+ ε(K0+1)δ−2〈〈(QK0aε)zz, (vε)2〉〉
+
1
ε2
K0∑
k=1
εkδ
[
〈〈(P kaε)zz, (vε)2〉〉+ 〈〈(Qk−1aε)zz, (vε)2〉〉+ 〈〈LQkvε, vε〉〉
]
.
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From the very definition (4.4), (4.5) and (4.6) of P 0, Q0, P k and Qk, the
quadratic form is reduced to
(QF)εt = −2
K0∑
k=0
εkδ
[
〈〈P kaεvεx, vεx〉〉+ εδ〈〈Qkvεx, aεvεx〉〉
]
+ ε(K0+1)δ−2〈〈(QK0aε)zz, (vε)2〉〉.
Finally we study the linear part:
(LT )εt = 2
K0∑
k=0
εkδ
K0∑
m=1
εmδ−α/2〈〈P kvε(., t), w˜m (., t)〉〉
+ 2ε̟
J0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2
〈
Qkyv
ε(., t), G˜m
( .
ε
, ξt/εα , ., t
)〉
σ(ξt/εα)
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ−α/2〈〈LUk,ℓ(., t, ξt/εα), vε(., t)〉〉
+
K0∑
k=0
ε(k+1)δ
K0∑
m=1
εmδ−α/2〈〈Qkvε(., t), w˜m (., t)〉〉
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2〈〈Uk,ℓ(., t, ξt/εα), aεvεxx(., t)〉〉
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
〈
Uk,ℓt (., t, ξt/εα), v
ε(., t)
〉
.
The last three double sums contains only positive powers of ε. Indeed
〈〈Qkvε, w˜m (., t)〉〉 = ε〈〈Q˜kxvε, w˜m (., t)〉〉,
and δ− α/2 + 1 ≥ |1−α/2| > 0. For the last two sums we can integrate by
parts:
〈〈Uk,ℓ(., t, ξt/εα), aεvεxx(., t)〉〉 = −〈〈Uk,ℓx (., t, ξt/εα), aεvεx(., t)〉〉
− 1
ε
〈〈Uk,ℓ(., t, ξt/εα), aεzvεx(., t)〉〉
and thus
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
[〈
Uk,ℓt (., t, ξt/εα), v
ε(., t)
〉
+
〈
Uk,ℓ(., t, ξt/εα), a
εvεxx(., t)
〉 ]
=
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
〈
Uk,ℓt (., t, ξt/εα), v
ε(., t)
〉
−
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2
〈
Uk,ℓx (., t, ξt/εα)a
ε +
1
ε
Uk,ℓ(., t, ξt/εα)a
ε
z, v
ε
x(., t)
〉
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with δ+α/2− 1 = δ/2 > 0 for α < 2 and δ+α/2− 1 = 3δ/2 > 0 for α > 2.
Then we have to control
K0∑
k=0
K0∑
m=0
2ε(k+m+1)δ−α/2
〈
Qky G˜m
( .
ε
, ξt/εα , ., t
)
, vε(., t)
〉
σ(ξt/εα)
+
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ−α/2〈〈LUk,ℓ(., t, ξt/εα), vε(., t)〉〉
We define
Lk,m(z, y, x, t) = Qky (z, y) G˜m (z, y, x, t) − 〈Qky (., y) G˜m (., y, x, t)〉.
The mean value w.r.t. z of this function is zero. Hence we can define L˜k,m
such that
∂zL˜
k,m = Lk,m.
Thus〈
QkyG˜m
(x
ε
, ξt/εα , x, t
)
, vε
〉
σ(ξt/εα)
= 〈〈Lk,m, vε〉〉σ(ξt/εα) +
〈
〈Qky
(
., ξt/εα
) G˜m (., ξt/εα , ., t)〉, vε〉 σ(ξt/εα)
= ε
〈
L˜k,mx , v
ε
〉
σ(ξt/εα) +
〈
〈Qky
(
., ξt/εα
) G˜m (., ξt/εα , ., t)〉σ(ξt/εα), vε〉
= ε
〈
L˜k,mx , v
ε
〉
σ(ξt/εα) + 〈〈Ξk,m(., t), vε〉〉
+
〈
〈Qky
(
., ξt/εα
) G˜m (., ξt/εα , ., t)〉σ(ξt/εα)− Ξk,m(., t), vε〉 ,
where Ξk,m is defined by (4.7). From the definition (4.8) of Uk,ℓ:
2
K0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2
〈
Qky G˜m
(x
ε
, ξt/εα , x, t
)
, vε
〉
σ(ξt/εα)
+
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ−α/2
〈
LUk,ℓ(., t, ξt/εα), vε(., t)
〉
= 2
K0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2+1
〈
L˜k,mx , v
ε
〉
σ(ξt/εα)
+2
K0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2〈〈Ξk,m(x, t), vε〉〉.
For the term
2
K0∑
k=0
εkδ
K0∑
m=1
εmδ−α/2〈〈P kvε, w˜m (., t)〉〉
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we decompose it:
2
K0∑
k=0
K0∑
m=1
ε(k+m)δ−α/2〈〈(P k − 〈P k〉)vε, w˜m (., t)〉〉
+2
K0∑
k=0
K0∑
m=1
ε(k+m)δ−α/2〈〈vε, w˜m (., t)〉〉
= 2
K0∑
k=0
K0∑
m=1
ε(k+m)δ+1−α/2〈〈P˜ kx , vεw˜m〉〉
+2
K0∑
k=0
K0∑
m=1
ε(k+m)δ−α/2〈〈vε, w˜m (., t)〉〉,
where P˜ kz = P
k − 〈P k〉 and recall that 〈P k〉 = 1. Hence gathering all terms
we obtain
(LT )εt = 2
K0∑
k=0
K0−1∑
m=0
ε(k+m+1)δ−α/2〈〈vε(., t), w˜m+1 (., t) + ε̟Ξk,m(., t)〉〉
+ 〈〈NT 1,ε(., t), vε(., t)〉〉 − 〈〈NT 2,ε(., t), vεx(., t)〉〉
where
NT 1,ε(., t) = 2ε̟
K0∑
k=0
ε(k+K0+1)δ−α/2Ξk,K0(., t)(6.13)
+ 2ε̟
K0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2+1L˜k,mx ()σ(ξt/εα)
+ 2
K0∑
k=0
K0∑
m=1
ε(k+m)δ+1−α/2P˜ kx (·) w˜m (., t)
+
K0∑
k=0
ε(k+1)δ
K0∑
m=1
εmδ−α/2+1Q˜kx
(
., ξt/εα
)
w˜m (., t)
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2Uk,ℓt (., t, ξt/εα),
and
NT 2,ε(., t) = ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+α/2(6.14)
×
(
Uk,ℓx (., t, ξt/εα)a
ε +
1
ε
Uk,ℓ(., t, ξt/εα)a
ε
z
)
.
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Now let us rewrite the Itoˆ formula as follows:
dV εt = Bεtdt+M εt dBt − 2
K0∑
k=0
εkδ〈〈(P k + εδQk)vεx, aεvεx〉〉dt
+ 2
K0∑
k=0
K0−1∑
m=0
ε(k+m+1)δ−α/2〈〈vε(., t), w˜m+1 (., t) + ε̟Ξk,m(., t)〉〉dt
+ ε(K0+1)δ−2〈〈(QK0aε)zz, (vε)2〉〉dt
+ 〈〈NT 1,ε(., t), vε(., t)〉〉dt− 〈〈NT 2,ε(., t), vεx(., t)〉〉dt.
This achieves the proof of the Lemma. 
Proof of Lemma 4.6. Once again we apply Itoˆ’s formula
dV̂εt =
K0∑
k=0
εkδ
〈(
P k + εδQk)φ+ (εP̂ k + εδ+1Q̂k)φx
)
, aεvεxx
〉
dt
+
K0∑
k=0
ε(k+1)δ−α
〈(
LQkφ+ εLQ̂kφx
)
, vε
〉
dt
+ L̂εtdt+ B̂εtdt+ M̂ εt σ(ξ t
εα
)dBt
where the stochastic integrand M̂ ε is given by (4.20) and
L̂εt = −
K0∑
k=0
K0∑
m=1
ε(k+m)δ−α/2〈〈P kφ, w˜m(x, t)〉〉
− ε̟
K0∑
k=0
K0∑
m=0
ε(k+m+1)δ−α/2〈〈Qkyφ, G˜m〉〉σ(ξt/εα)
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ−α/2〈〈LUk,ℓ(., t, ξt/εα), φ〉〉.
From the definition (4.8) of Uk,m and (2.6) or (2.7) of wk, arguing as in the
proof of Lemma 4.4, we have
Lεt = 〈〈NT 3,ε(., t), φ〉〉
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where NT 3,ε is defined by (4.13). With P˜ kz = P k − 〈P k〉 and Q˜kz = Qk
B̂εt =
K0∑
k=0
K0∑
m=1
ε(k+m)δ+1−α/2
〈
P̂ kφx + ε
δQ̂kφx, w˜
m
〉
+
K0∑
k=0
K0∑
m=1
ε(k+m+1)δ+1−α/2
〈
Q˜kxφ, w˜
m(x, t)
〉
+ ε̟
K0∑
k=0
K0∑
m=0
ε(k+1+m)δ+1−α/2
〈
Q̂kyφx, G˜m
〉
σ(ξt/εα)
+ ε̟
K0∑
k=0
K0∑
ℓ=0
ε(k+ℓ+1)δ+1
〈
Uk,ℓt (., t, ξt/εα), φ
〉
.
Note that B̂ε contains only positive powers of ε. Then an integration by
parts gives:
〈〈P kφ, aεvεxx〉〉 = 〈〈(P kaε)xxφ, vε〉〉+ 2〈〈(P kaε)xφx, vε〉〉+ 〈〈(P kaε)φxx, vε〉〉
=
1
ε2
〈〈(P kaε)zzφ, r˜ε〉〉+ 2
ε
〈〈(P kaε)zφx, r˜ε〉〉+ 〈〈(P kaε)φxx, r˜ε〉〉.
The same holds with P̂ kφx. Thereby
K0∑
k=0
εkδ〈〈P kφ, aεvεxx〉〉+
J0∑
k=0
ε(k+1)δ−α〈〈LQkφ, vε〉〉
=
K0∑
k=0
εkδ−2〈〈(P kaε)zzφ, vε〉〉+
K0∑
k=0
εkδ−2〈〈LQkφ, vε〉〉
+
K0∑
k=0
εkδ
[
2
ε
〈〈(P kaε)zφx, vε〉〉+ 〈〈(P kaε)φxx, vε〉〉
]
.
From the definition of P k and Qk (Eq. (4.5) and (4.6)), the first two sums
of the right-hand side disappear. Hence we obtain:
dV̂εt = 〈〈NT 3,ε(., t), φ〉〉dt+ B̂εtdt+ M̂ εt dBt
+
K0∑
k=0
εkδ−1
〈
(LQ̂k + 2(P kaε)z + (P̂ kaε)zz)φx, vε
〉
dt
+
K0∑
k=0
εkδ
〈(
εδQkφ+ εδ+1Q̂kφx
)
, aεvεxx
〉
dt
+
K0∑
k=0
εkδ
〈
(P kaε)φxx + 2(P̂
kaε)zφx + ε(P̂
kaε)φxxx, v
ε
〉
dt.
From the definition of P̂ k and Q̂k, the first sum is null. Hence we obtain
the desired result. 
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