General comments: This study by Dekleva et al. tries to answer the question if multiple potential reach plans are simultaneously planed in the cortex. The paper is generally well written and uses a new approach to tackle the question of goal representation in the brain. However, since the authors make a pretty strong claim about the cortical mechanism of goal planning which is controversial to several papers (which they do cite and discuss) their interpretation and methods have to be scrutinized carefully. While reading the manuscript several questions came up about the methods, the results and their interpretation which I think need clarification before I would feel comfortable to recommend it for publication.
9. What was the total number of recording sessions a nd trials per session? It sounds as if there were only three sessions which is rather low especially considering that there might be training effects which could change the strategies the monkeys where using and the neuronal representation. Minor issues: 1. Page 2 19-21: Some of those studies did not record from motor cortex. In fact most of the cited studies are recording from premotor or parietal. 2. Reviewer #2 (Remarks to the Author):
In this paper, Dekleva and colleagues exa mine whether multiple actions can be prepared at the same time. Previous studies have found that neurons encode both potential upcoming movements when multiple targets are cued (e.g. C isek and Kalaska, 2005) . The authors accurately point out that these findings could be caused by two possible models: either neurons actually signal both reach targets simultaneously, or neurons encode one or the other on individual trials (which could falsely yield a signal for "both" when neural signals are averaged across trials).
To address this question, the authors recorded neural activity using multi -channel arrays while monkeys made reaches cued by either two targets or one target. They then performed single -trial analysis in order to assess whether the monkeys were preparing movements to one target or the other, over time.
The question that this paper sets out to address is quite interesting. Figuring out whether motor plans can be performed simultaneously or whether they change plans on a trial by trial basis or ov er time has important implications for how the motor cortex functions. Furthermore, this question can indeed be best addressed by careful analysis of single trials, as the authors propose.
However, I have serious reservations about the analytical methodo logy used to address this question. As such, I have little confidence in the results as presently stated. I do think that the experiment itself was well-designed, and the authors' data ought to be able to speak to this important question. However, major revisions would be required before I could have any serious confidence in their results. ________ Major comment 1: My primary concern is associated with Figure 2 . Given that the paper seeks to demonstrate that motor cortex does not simultaneously prepare reaches to two targets, this figure becomes of paramount importance: it is the only figure that directly assesses this question. The overall message of the figure is that encoding two reach directions simultaneously will sufficiently break the correlation structure of the units as to result in completely different subspaces encoding movements in one-target versus two-target tasks (as implied by the statement on line 67-68 "Such nonstationarity would invalidate the dimensionality reduction-based approach"). I find this claim hard to believe.
The simplified model reported in Figure 2a -c does indeed show the effect that the authors describe. However, if modified even slightly, the core result does not hold. For example: if the targets are not 180 degrees apart, then the "two target" covariance structure begins to contain a high degree of overlap with the "one target" covariance structure. For a second example: if the units are allowed a more complicated FR tuning (rather than being perfectly cosine tuned), th en there will also be more overlap.
It is also unclear why the authors chose to model a neuron's "two target" response as the maximum amount that it would fire for either target. Why not fire the average (or the sum) of their responses to the two targets? I can only assume that this was because the average in a perfectly cosine tuned model would leave a completely flat curve for the 180 degree separated case. The authors should either show that their predictions are robust to multiple models of how neuron s might simultaneously encode two targets, or offer strong justification why this is the correct model.
One way that the authors may be able to demonstrate the presence (or absence) of new dimensions for encoding two targets simultaneously would be to run their analysis on trial-averaged data for twotarget trials. By trial averaging, they would "build in" the simultaneity (as they point out in their introduction). They would then have data to say if there really were simultaneous encoding, how overlapping would the spaces be, given the actual firing properties of the units? If the spaces truly are highly different between the two cases, then they could examine single trials to see if the effect holds. I would also suggest in general that they spend more time and figure space talking about the simulations they ran in 2e, as the simulations which begin with the real data are likely to have more relevance to the system than the toy model. ________ Major comment 2: I am somewhat concerned about the method used to decode which target is being prepared at any given time. The authors build a training set from all single -target trials, from 500 ms post-target until trial completion, grouping all reaches to each target together. For each two -target trial, they then calculate the Mahalanobis distance to each of these groups at each time. I have two major concerns about this analysis:
My first concern is that this decoding analysis as presented may not do a good job at telling the difference between a "simultaneous" versus "alternating" encoding scheme. For example, consider a model in which there is a sub-population of neurons which always fires if a left target is present, and a separate sub-population which always fires if a right target is present. Looking at the neural distance in the "two target" case, we would find the distance to be high compared to the "one -target" rightward trials (because there is a lot of activity in the "left" units, which would drive distances up). Distance would also be high compared to the leftward trials. This would likely result in a low probability for both targets. This issue is not unique to this toy "subpopulation" model I describe: it would also be an issue if different neural dimensions corresponded to different reach directi ons, for example. The authors state in their methods that they calculate probabilities independently for each direction to allow for the possibility of dual or intermediate reach plans during two -target trials. However, nowhere do they compare, for example, the absolute probability calculated for two-target versus for one-target trials. Is the confidence significantly lower when multiple targets are present? Or is it the same? Just looking at the relative probabilities for each target is unlikely to be conc lusive: the absolute probability is also relevant.
My second concern is that, in effect, this analysis is computing the neural distance between single trials and a single, non-time-varying, average neural state for each target (Mahalanobis distance calculates the distance to the center of the distribution of single -trial states, across all trial times). This may not be a sophisticated enough model to truly get at the question. In particular, neurons' tuning can change dramatically between preparation and movement epochs (C hurchland et al, Neuron 2010), so by averaging across these epochs and attempting to find a single "average state," you may be missing some important changes of activity that occur in the transition from preparation to movement. This could cause your time-varying estimations of probability to be inaccurate (and potentially drive spurious fluctuations between which reach is most probable). At the very least, I would recommend restricting the analysis to plan-related activity and excluding activity around and after movement onset. Alternately, the authors could examine activity in a manner that takes varying neural activity over time into account.
In general, I would suggest that the authors consider the different ways that neural activity should behave over the course of a single trial in the "simultaneous" and "non -simultaneous" encoding cases. Then, use a single-trial analysis tool that can distinguish between those cases, and report ways in which the neural data resembles one or the othe r predictions. Without clear expectations of what the single-trial decodes should look like in the case of two targets encoded simultaneously versus nonsimultaneously, it is hard to use the data from figure 3 onward to draw strong conclusions. ________ Minor comments: The figure text reads "Each point reflects the neural preference for the given axis on a particular session." My interpretation would then be that (for example), on the horizontal axis, a dot to the right indicates a preference for rightward plans, where a dot to the left indicates a preference for leftward plans, with the radius indicating the magnitude of preference. Why, then, is the 50% mark not at the center of the circle? Discussion: Line 187-188 reads: "The high degree to which the initial reach plan predicted the freechoice behavior suggests that early responses in PMd strongly influence the eventual movement decision." This sentence is overly strong. Activity in PMd could derive from a decision being made elsewhere, reflecting (but not driving) a bias toward the initial choice. Please re -phrase this sentence to take this correlation-vs-causation issue into account.
Methods: Line 295-296 reads "We then used the Mahalanobis distance between the neural state and the training set…" I assume that the training set is the set of all single -target reaches described earlier in the paragraph, but this is not explicitly stated.
In general, the figure text contains many minor errors. Please re-read the figure labels closely and ensure that they are accurate. Below are the issues I found: In this article, Dekleva and colleagues examine preparation of reaching movements in conditions of multiple potential targets. They argue that only a single reach plan is ever prepared prior to movement -contrary to prominent and prevailing theories suggesting that the motor s ystem prepares multiple movement plans in parallel.
The manuscript is clearly written and overall I believe the results do support the claim of a single movement plan. However I do have a number of significant concerns about weak organization and logic of the paper.
Major C oncerns:
1) The main evidence supporting the claim of a "single reach plan" is the comparison of the covariance in the 1-versus 2-target conditions. Oddly, this analysis is not framed as being the critical test of the single-plan hypothesis, but rather is framed as a validation of being allowed to do dimensionality reduction. The rest of the manuscript after this key result then proceeds to explore the phenomenology of the task (errors, reaction times), with the assumption that the monkey is maintaining only a single movement plan. While these additional observations are interesting, it isn't clear that they provide any additional evidence in favor of a single reach plan.
On a related note, I am not convinced that the 'fixed correlation' requirement for dimensionality reduction is really applicable. line 59 -"For this dimensionality reduction approach to be valid, the correlations between neurons must be fixed". I don't follow why this is the case. In general, it doesn't seem to me that individual neurons need to have a fixed pairwise correlation for dimensionality reduction to be valid. Typically, pairs of neurons would have a fixed correlation during repeated movement to the same target, but would be differently correlated for dif ferent reach directions. Applying the authors' logic, one should then be prohibited from doing dimensionality reduction for tasks with multiple targets, which is of course absurd. In the example provided by the authors, it seems perfectly valid to employ a dimensionality reduction in which d1 = (neuron1+neuron2) and d2 = neuron3. I fail to see what the problem would be with this.
2) Regarding the hypothesis itself -The authors neglect to mention that several authors have argued in the past that only a single movement plan exists. For instance, Haith et al. (2015) and Wong and Haith (2017) argued on the basis of behavioral evidence that the motor system only ever maintains a single movement plan. Also, C hurchland et al. (Neuron, 2010 ; Nature 2012) proposed that the movement being prepared is determined solely by the initial state of the motor cortex (primarily PMd) at the time of movement initiation. Implicit in this theory is that it is not possible for the motor cortex to simultaneously represent two or more distinct movement plans.
3) The decoding algorithm used to estimate the likelihood is unprincipled and inadequately described. P(i|D_M(S,{C _i})), in the equation on line 298, looks like it is supposed to represent a probability (not a likelihood, as claimed in the text -technically the likelihood of target i would simply be P(S|i)). However, the term computed is not really a probability -the "probabilities" do not add to one. Properly turning this into a probability would involve applying Bayes' rule (taking P(i) into account). The LHS of line 298 doesn't really correspond to any readily interpretable quantity and, in the end, it feels like an ad hoc metric that seemed to work, rather than the product of a principled approach to inferring the reach plan from the neural data.
It is not clear what is meant by P(D_M(S,{C _i})|i). How exactly is a probability computed based on the distance? I presume the idea is that P(S|i) has a multivariate normal distribution, in which case P(S|i) depends on the Mahalanobis distance (it would be proportional to exp(-D_M(S,{C _i})^2). Note that the use of the Mahalanobis distance is actually redundant with conditioning on i. C omputed properly, P(S|i) should already involve computation of the Mahalanobis distance.
It is not at all clear what the denominator, P(D_M(S,{C _i})|j) corresponds to. What does it even mean to condition on j in this case? Does this mean the probability of observing that Mahalanobis distance under the generative model for target j? If so then why the Mahalanobis distance for i? What is the rationale for doing this normalization at all? Why not just use max likelihood estimation?
It's not clear why it's necessary to perform dimensionality reduction down to 10 dimensions before doing this analysis. The Mahalanobis distance would naturally ignore (or give a very low weight to) the dimensions with low variance that are discarded during the PC A.
4) An important contribution of the paper is to explain how previous studies could have come to a spurious conclusion of parallel planning. The supplemental materials therefore constitute a critical component of the paper (in my view, much more critical than the bulk of what appears in the main paper). However, these analyses are not explained in sufficient detail. It is not possible to follow the details without referring to the C isek and Kalaska paper. In particular, the key measure, plotted on the x-axis of Fig S1c,d : "% of PD+OD activity that is greater than the median of orthogonal activity" is not explained at all. Even "OD" is not defined anywhere. Given the importance of this argument to the overall claim, I feel substantially more care is warranted to make this analysis and argument clearer and self-contained (i.e. not needing to refer to C isek/Kalaska to follow it completely).
Regarding the outcome of the analysis, if I have read Figure S2d correctly, it seems to suggest that the existence of a target preference can lead to a conclusion of parallel planning even after controlling for target preferences in the 2-target condition (the distribution for the 60% target preference is shifted above 50%). How can this be reconciled with Figure S1d , which shows that, for the actual data, no such shift happens? Does this imply that the stay -or-switch model used in the simulation isn't an accurate model of what really happened in the task? Additional C omments:
Was there any relationship between plan "strength" and movement speed? If so, this might suggest that both RT and tuning strength might both be conseque nces of the monkey's motivational state, rather than the RT being a consequence of the preparatory state.
What is the rationale for taking the square root of firing rate? hyphenation errors throughout: line 31 ("a multiple-potential-target reaching task") line 121 ("single reach plans") line 166 ("two-target tasks") line 230 ("target-on period") line 232 ("target-off period") line 240 ("One-target trials") line 261 ("the desired-reach-direction-tuning-related covariance") -This one is a bit much even when correctly hypthenated. might be worth rephrasing. line 294 ("post-target-appearance") line 234 -"...the correct TARGET".
1.
Even though the authors did only record from a relatively small part of PMd they make a very strong claim in the abstract and conclusion of the manuscript: "Our results suggest that cortex plans only one option at a time…". One of the studies they cited, Cisek & Kalaska 2005, reported a caudal-rostral gradient of target specificity. More rostral areas would contain more cells that are active for potential reach goals. Could it be that the array placement was too close to M1 to yield similar results as reported previously? I find it a bit hasty to conclude the cortex would only ever plan one option at a time considering that there have been studies in different parts of premotor cortex and parietal including a whole theory about how more vague plans are transformed to more concrete plans the closer to motor one gets.
We acknowledge that our findings cannot (and should not) be extrapolated to all of cortex, and we have reflected that limitation in the text. However, based on the array placements (Fig 1) and prominence of planning-related activity in the averaged responses (Fig 2) we are reasonably confident that the recordings were made from dorsal premotor cortex. We did not observe any difference in response characteristics between the rostral and caudal halves of the array, likely due to the small region of cortex it covered.
I think the analysis of the neural state is a very interesting and important point of the paper. Still for
comparison sake it would have been useful to also provide a more in-depth analysis of single cell selectivity. In the supplementary material one single cell analysis is performed but it would have been more informative to show single cell behavior in more detail.
We have included trial-averaged results of single-neuron activity in a new figure (Fig 2) . However, due to space constraints, we have chosen not to show single-neuron rasters, tuning curves, etc. As discussed in the text, the trial-averaging required to describe single-neuron responses may lead to misleading results. We believe that the state-space analyses (which have been significantly clarified) are most appropriate for addressing the main question of single-or dual-representation.
3. Interestingly even though they recorded in PMd and M1 results from M1 seem to be completely omitted in the manuscript. Why was the same analysis not applied to the M1 data that they must have recorded? This would have helped to compare their results better to previous studies that they cited.
We have now included M1 results in the supplementary section ( Fig S1) . M1 exhibited less planning-related activity, but the state-space analysis results were almost identical to those from PMd. We have realigned the traces to the Cue to make trends more apparent. The tendency of the decoded plan strength to drift towards 0 after target disappearance is not consistent across sessions. It is therefore difficult to determine whether the apparent "weakening" is a noteworthy effect. To address the point that we showed only one target pair, we now include plots that incorporate data from all trials and all sessions.
The authors mention that in other experiments it has been tried to unbias the monkeys. Has there been any attempt to try this and see if the neural state trajectories would change then?
Unfortunately, the monkeys in this study are no longer available. However, we included as a discussion point the effect "unbiasing" might have on planning responses. We also discuss the implications of training, and whether the subsequent development of a neural effect would reflect natural sensorimotor control or something like specialized skill learning.
This paper heavily depends on comparisons to Cisek & Kalaska 2005 (and others)
. If the main point was to reevaluate the those results why hasn't the task paradigm be exactly replicated? One of the problems I see here is for example that the important blank period is kept rather short in this experiment (250-500 ms vs. more than 1000 ms in other cited papers).
The simplicity in task design allowed us to evaluate "natural" planning behavior on a two-target task while limiting potential effects of overtraining. We intended to later transition to the exact version used by Cisek and Kalaska (2005) , but were unsuccessful due to monkey behavioral issues and then array failure. The similarity in trialaveraged activity between our results and those from Cisek and Kalaska (2005) suggest that our task did induce similar neural responses. It seems likely that the major results reported in the literature (e.g., dual representation) would be consistent across task variants.
7. Since the strategies the monkeys use and the biases for specific directions depends a lot on the training history it would be interesting to know how the training was done and how many training sessions had been done before the analysis phase.
The monkeys were already trained on a simple 1-Target center-out task. For the present study, they were shown the 2-Target task as described until they could perform at an above-chance level. This took about 3 sessions for Monkey C and 2 sessions for monkey M. We did not find the directional preferences to be consistent or follow a clear pattern. We now also comment on the potential effect of training on the representation of multiple reach targets in the discussion section.
8. Since the claim is made that the cortex plans only one reach option at a time how are those trajectories interpreted which are close to 0 likelihood? There are clearly some cases when the bias was only very weak or not present at all.
We have included new figures (Figs 3,5) that should help address this question. In brief, decoded magnitudes near 0 should be interpreted as "no reach plan" rather than "two opposing and equally strong reach plans".
9.
What was the total number of recording sessions and trials per session? It sounds as if there were only three sessions which is rather low especially considering that there might be training effects which could change the strategies the monkeys where using and the neuronal representation.
Each monkey completed 3 full sessions (after training) of the task as described. Sessions averaged 400 trials (min: 227, max: 560). While the session count was a bit low, the amount and quality of recorded neurons, and the consistency across sessions and monkey appear to be sufficient to answer the questions posed. We include the question of trained neuronal representations as a discussion point.
Reviewer #2
Major issues and questions 1. My primary concern is associated with Figure 2 . Given that the paper seeks to demonstrate that motor cortex does not simultaneously prepare reaches to two targets, this figure becomes of paramount importance: it is the only figure that directly assesses this question. The overall message of the figure is that encoding two reach directions simultaneously will sufficiently break the correlation structure of the units as to result in completely different subspaces encoding movements in one-target versus two-target tasks (as implied by the statement on line 67-68 "Such nonstationarity would invalidate the dimensionality reduction-based approach"). I find this claim hard to believe.
We acknowledge that the analysis did not adequately discriminate between single-target and dual-target representations. We have removed the previous figure and added new analysis that more clearly distinguishes between the planning models.
The simplified model reported in Figure 2a -c does indeed show the effect that the authors describe. However, if modified even slightly, the core result does not hold. For example: if the targets are not 180 degrees apart, then the "two target" covariance structure begins to contain a high degree of overlap with the "one target" covariance structure. For a second example: if the units are allowed a more complicated FR tuning (rather than being perfectly cosine tuned), then there will also be more overlap.
It is also unclear why the authors chose to model a neuron's "two target" response as the maximum amount that it would fire for either target. Why not fire the average (or the sum) of their responses to the two targets? I can only assume that this was because the average in a perfectly cosine tuned model would leave a completely flat curve for the 180 degree separated case. The authors should either show that their predictions are robust to multiple models of how neurons might simultaneously encode two targets, or offer strong justification why this is the correct model.
For simulations of dual representation, we now include two different models. One is based on 1-Target and 2-Target tuning differences reported by Cisek and Kalaska (2005) , and the other is based on the "averaged target" model as described. Both models lead to essentially the same conclusions.
One way that the authors may be able to demonstrate the presence (or absence) of new dimensions for encoding two targets simultaneously would be to run their analysis on trial-averaged data for two-target trials. By trial averaging, they would "build in" the simultaneity (as they point out in their introduction). They would then have data to say if there really were simultaneous encoding, how overlapping would the spaces be, given the actual firing properties of the units? If the spaces truly are highly different between the two cases, then they could examine single trials to see if the effect holds. I would also suggest in general that they spend more time and figure space talking about the simulations they ran in 2e, as the simulations which begin with the real data are likely to have more relevance to the system than the toy model.
We appreciate these suggestions and have incorporated them into the new figures, specifically the "averagedtarget" simulations in Figure 4d-f. 2. I am somewhat concerned about the method used to decode which target is being prepared at any given time. The authors build a training set from all single-target trials, from 500 ms post-target until trial completion, grouping all reaches to each target together. For each two-target trial, they then calculate the Mahalanobis distance to each of these groups at each time. I have two major concerns about this analysis:
My first concern is that this decoding analysis as presented may not do a good job at telling the difference between a "simultaneous" versus "alternating" encoding scheme. For example, consider a model in which there is a sub-population of neurons which always fires if a left target is present, and a separate sub-population which always fires if a right target is present. Looking at the neural distance in the "two target" case, we would find the distance to be high compared to the "one-target" rightward trials (because there is a lot of activity in the "left" units, which would drive distances up). Distance would also be high compared to the leftward trials. This would likely result in a low probability for both targets. This issue is not unique to this toy "subpopulation" model I describe: it would also be an issue if different neural dimensions corresponded to different reach directions, for example. The authors state in their methods that they calculate probabilities independently for each direction to allow for the possibility of dual or intermediate reach plans during two-target trials. However, nowhere do they compare, for example, the absolute probability calculated for two-target versus for one-target trials. Is the confidence significantly lower when multiple targets are present? Or is it the same? Just looking at the relative probabilities for each target is unlikely to be conclusive: the absolute probability is also relevant.
We have added scatterplots (Figs 3-5) to show the absolute values (now Proximity, previously Likelihood) calculated for the two relevant reach directions on each trial. This has removed much of the ambiguity caused previously by reporting only the difference. We have also included simulations of single-and dual-target representations to demonstrate the expected Proximity values for various models of dual-and single-target planning activity (Fig 4) . We believe these additions greatly clarify our results and improve interpretability.
My second concern is that, in effect, this analysis is computing the neural distance between single trials and a single, non-time-varying, average neural state for each target (Mahalanobis distance calculates the distance to the center of the distribution of single-trial states, across all trial times). This may not be a sophisticated enough model to truly get at the question. In particular, neurons' tuning can change dramatically between preparation and movement epochs (Churchland et al, Neuron 2010), so by averaging across these epochs and attempting to find a single "average state," you may be missing some important changes of activity that occur in the transition from preparation to movement. This could cause your time-varying estimations of probability to be inaccurate (and potentially drive spurious fluctuations between which reach is most probable). At the very least, I would recommend restricting the analysis to plan-related activity and excluding activity around and after movement onset. Alternately, the authors could examine activity in a manner that takes varying neural activity over time into account.
While these are reasonable concerns, we found that incorporating the entire trial in our computation did not decrease our ability to decode from individual epochs. Furthermore, restricting the analysis to use only data from the same epoch did not improve decoding from that epoch (judged by decoding accuracy on 1-Target trials) and made it difficult to view transitions between epochs. While single-neuron tuning does change throughout a trial, these issues did not appear to affect calculations in the reduced (but still high-dimensional [10D]) space. A more sophisticated computation incorporating dynamics would likely improve decoding. However, multiple pieces of evidence (decoding accuracy on 1-Target and free-choice trials, correlation with behavioral biases, and agreement between brain areas) suggest that the decoded movement plans were not artifacts of inappropriate analysis.
In general, I would suggest that the authors consider the different ways that neural activity should behave over the course of a single trial in the "simultaneous" and "non-simultaneous" encoding cases. Then, use a single-trial analysis tool that can distinguish between those cases, and report ways in which the neural data resembles one or the other predictions. Without clear expectations of what the single-trial decodes should look like in the case of two targets encoded simultaneously versus non-simultaneously, it is hard to use the data from figure 3 onward to draw strong conclusions.
We thank the reviewer for this suggestion and have included analyses and figures accordingly. The simulations in Figure 4 should establish clear expectations for single-and dual-target representations. Also, the Dual Representation Index metric reported in Figure 6 provides a straightforward comparison between observed data and simulated models of dual representation. We have made significant changes to the text that have addressed these issues. This figure has been changed to address this confusion.
Discussion: Line 187-188 reads: "The high degree to which the initial reach plan predicted the free-choice behavior suggests that early responses in PMd strongly influence the eventual movement decision." This sentence is overly strong. Activity in PMd could derive from a decision being made elsewhere, reflecting (but not driving) a bias toward the initial choice. Please re-phrase this sentence to take this correlation-vs-causation issue into account.
We have changed this wording.
Methods: Line 295-296 reads "We then used the Mahalanobis distance between the neural state and the training set…" I assume that the training set is the set of all single-target reaches described earlier in the paragraph, but this is not explicitly stated.
The methods have been expanded to clarify this point. We have made changes to the text and figure captions to address these issues.
Reviewer #3
Major issues and questions 1. The main evidence supporting the claim of a "single reach plan" is the comparison of the covariance in the 1-versus 2-target conditions. Oddly, this analysis is not framed as being the critical test of the single-plan hypothesis, but rather is framed as a validation of being allowed to do dimensionality reduction. The rest of the manuscript after this key result then proceeds to explore the phenomenology of the task (errors, reaction times), with the assumption that the monkey is maintaining only a single movement plan. While these additional observations are interesting, it isn't clear that they provide any additional evidence in favor of a single reach plan.
We acknowledge that the previous submission did not adequately address the question of single v. dual representation. We have added analyses and figures to clearly test these two possibilities. Specifically, we now include simulations of single-and dual-representation (Fig 4) and make direct comparisons with the observed data (Fig 6) .
On a related note, I am not convinced that the 'fixed correlation' requirement for dimensionality reduction is really applicable. line 59 -"For this dimensionality reduction approach to be valid, the correlations between neurons must be fixed". I don't follow why this is the case. In general, it doesn't seem to me that individual neurons need to have a fixed pairwise correlation for dimensionality reduction to be valid. Typically, pairs of neurons would have a fixed correlation during repeated movement to the same target, but would be differently correlated for different reach directions. Applying the authors' logic, one should then be prohibited from doing dimensionality reduction for tasks with multiple targets, which is of course absurd. In the example provided by the authors, it seems perfectly valid to employ a dimensionality reduction in which d1 = (neuron1+neuron2) and d2 = neuron3. I fail to see what the problem would be with this.
We have replaced this analysis and figure. We have incorporated these references. We have also included a brief discussion regarding the implications of dual representation on the dynamical systems framework. ,{C_i}) ), in the equation on line 298, looks like it is supposed to represent a probability (not a likelihood, as claimed in the text -technically the likelihood of target i would simply be P(S|i)). However, the term computed is not really a probability -the "probabilities" do not add to one. Properly turning this into a probability would involve applying Bayes' rule (taking P(i) into account). The LHS of line 298 doesn't really correspond to any readily interpretable quantity and, in the end, it feels like an ad hoc metric that seemed to work, rather than the product of a principled approach to inferring the reach plan from the neural data.
The decoding algorithm used to estimate the likelihood is unprincipled and inadequately described. P(i|D_M(S
We agree that framing it as a likelihood or probability was confusing, and now term it a "Proximity" metric. In subsequent responses, we address questions regarding its formulation.
It is not clear what is meant by P(D_M(S,{C_i})|i). How exactly is a probability computed based on the distance? I presume the idea is that P(S|i) has a multivariate normal distribution, in which case P(S|i) depends on the Mahalanobis distance (it would be proportional to exp(-D_M(S,{C_i})^2). Note that the use of the Mahalanobis distance is actually redundant with conditioning on i. Computed properly, P(S|i) should already involve computation of the Mahalanobis distance.
We calculate probabilities from empirical distributions of the Mahalanobis distance in the 1-Target case. Conditioning on i is redundant, but we include it to highlight the case in which we condition on j (discussed in the following response). at all clear what the denominator, P(D_M(S,{C_i}) We included the conditioning on j in the denominator (where j != i) to act as a normalization across reach directions. The clusters associated with the different reach directions were not exactly normally distributed, nor were they equally separable from the other clusters. As a result, distributions of distances were not consistent across directions. This made comparisons between reach directions using raw Mahalanobis distances (or equivalently, probabilities) difficult and potentially misleading. Our metric can be interpreted as: the probability that the neural state reflects a reach plan to target i based only on its distance to cluster i. The denominator serves to marginalize the distance over all reach directions. Note that our conditioning only on the distance to cluster i necessitated the use of empirical distributions, as there is no simple formula by which to calculate the distances from one multivariate normal distribution to another.
It is not
We agree that the rationale for this approach was not clearly demonstrated in the initial submission. We have since included analyses and figures showing that the metric is able to discriminate between single-and dual-target representations. We have also included supplementary analysis comparing the Proximity metric described here with traditional classification.
It's not clear why it's necessary to perform dimensionality reduction down to 10 dimensions before doing this analysis. The Mahalanobis distance would naturally ignore (or give a very low weight to) the dimensions with low variance that are discarded during the PCA.
We found calculations in the lower dimensional space to be significantly less noisy compared to the full neural space.
4. An important contribution of the paper is to explain how previous studies could have come to a spurious conclusion of parallel planning. The supplemental materials therefore constitute a critical component of the paper (in my view, much more critical than the bulk of what appears in the main paper). However, these analyses are not explained in sufficient detail. It is not possible to follow the details without referring to the Cisek and Kalaska paper. In particular, the key measure, plotted on the x-axis of Fig S1c,d : "% of PD+OD activity that is greater than the median of orthogonal activity" is not explained at all. Even "OD" is not defined anywhere. Given the importance of this argument to the overall claim, I feel substantially more care is warranted to make this analysis and argument clearer and self-contained (i.e. not needing to refer to Cisek/Kalaska to follow it completely).
We have incorporated the analyses a la Cisek and Kalaska [1] into the main text (Fig 2) along with a full description of the methods. Figure S2d correctly, it seems to suggest that the existence of a target preference can lead to a conclusion of parallel planning even after controlling for target preferences in the 2-target condition (the distribution for the 60% target preference is shifted above 50%). How can this be reconciled with Figure S1d , which shows that, for the actual data, no such shift happens? Does this imply that the stay-or-switch model used in the simulation isn't an accurate model of what really happened in the task?
Regarding the outcome of the analysis, if I have read
We have since reformulated these simulations. The shape of the tuning curves used in the previous simulations introduced a small rightward bias in the distribution even on 1-Target trials. We have since switched from using wholly artificial neurons and now base our simulations on actual neural responses.
Additional Comments:
Was there any relationship between plan "strength" and movement speed? If so, this might suggest that both RT and tuning strength might both be consequences of the monkey's motivational state, rather than the RT being a consequence of the preparatory state.
There is a correlation between RT and peak speed, so it is difficult to disentangle these two possibilities. While we suggest something of a causal relationship between preparatory state and movement properties (e.g., RT, speed), it is possible that both are simply responses to a third factor (like motivation). We have included this possibility in the discussion.
What is the rationale for taking the square root of firing rate?
The square root transform is commonly used [2] [3] [4] as a soft normalization of firing rates across neurons. It is especially useful for PCA, as it prevents a few neurons with high firing rates from dominating the total variance. We have made a number of changes to the text that address these issues.
Generally I think the manuscript improved a lot. I have the following comments: - Figure 1b should show a scale, it might even be helpful to show a larger portion of the  brain here to make it easier to compare.  -p7 In the text "The analysis in Figure 2c was designed..." should that not be Fig. 2d?  -Fig. 7a in the rebuttal the authors stated that they realigned the traces in the blank period to the cue. This should be made visually clear and also the alignment should be stated in the figure caption for all epochs.
-I added some additional comments to the rebuttal which I attached as a separate file.
[Editorial Note: See the following page for Reviewer #1's additional comments. ] We wish to thank the reviewers for their many insightful comments. We have attempted to address all that were feasible. Unfortunately, as neither monkey is still available, we are unable to add any more data to the study.
Reviewer #1
Major issues and questions 1. Even though the authors did only record from a relatively small part of PMd they make a very strong claim in the abstract and conclusion of the manuscript: "Our results suggest that cortex plans only one option at a time…". One of the studies they cited, Cisek & Kalaska 2005, reported a caudal-rostral gradient of target specificity. More rostral areas would contain more cells that are active for potential reach goals. Could it be that the array placement was too close to M1 to yield similar results as reported previously? I find it a bit hasty to conclude the cortex would only ever plan one option at a time considering that there have been studies in different parts of premotor cortex and parietal including a whole theory about how more vague plans are transformed to more concrete plans the closer to motor one gets.
We acknowledge that our findings cannot (and should not) be extrapolated to all of cortex, and we have reflected that limitation in the text. However, based on the array placements (Fig 1) and prominence of planning-related activity in the averaged responses (Fig 2) we are reasonably confident that the recordings were made from dorsal premotor cortex. We did not observe any difference in response characteristics between the rostral and caudal halves of the array, likely due to the small region of cortex it covered. We have included trial-averaged results of single-neuron activity in a new figure (Fig 2) . However, due to space constraints, we have chosen not to show single-neuron rasters, tuning curves, etc. As discussed in the text, the trial-averaging required to describe single-neuron responses may lead to misleading results. We believe that the state-space analyses (which have been significantly clarified) are most appropriate for addressing the main question of single-or dual-representation. We have now included M1 results in the supplementary section (Fig S1) . M1 exhibited less planning-related activity, but the state-space analysis results were almost identical to those from PMd. I think this is very helpful. Since the results are so similar this could actually support the too-close-to-motor hypothesis from my comment 1. We have realigned the traces to the Cue to make trends more apparent. The tendency of the decoded plan strength to drift towards 0 after target disappearance is not consistent across sessions. It is therefore difficult to determine whether the apparent "weakening" is a noteworthy effect. To address the point that we showed only one target pair, we now include plots that incorporate data from all trials and all sessions.
The alignment should be stated somewhere and/or should be made more visible. In the figure caption for figure 7 (the new figure 4 I presume) still states that the data is from one session. The ratio is still 88 %/ 12 % sounds strange if this is combined data now. Also it does not say from which monkey.
The authors mention that in other experiments it has been tried to unbias the monkeys. Has there been any attempt to try this and see if the neural state trajectories would change then?
Unfortunately, the monkeys in this study are no longer available. However, we included as a discussion point the effect "unbiasing" might have on planning responses. We also discuss the implications of training, and whether the subsequent development of a neural effect would reflect natural sensorimotor control or something like specialized skill learning. 2005 (and others) . If the main point was to reevaluate the those results why hasn't the task paradigm be exactly replicated? One of the problems I see here is for example that the important blank period is kept rather short in this experiment (250-500 ms vs. more than 1000 ms in other cited papers).
This paper heavily depends on comparisons to Cisek & Kalaska
7.
Since the strategies the monkeys use and the biases for specific directions depends a lot on the training history it would be interesting to know how the training was done and how many training sessions had been done before the analysis phase.
Ok, how would the plots look like if there was a dual representation? 9. What was the total number of recording sessions and trials per session? It sounds as if there were only three sessions which is rather low especially considering that there might be training effects which could change the strategies the monkeys where using and the neuronal representation.
Generally I think the manuscript improved a lot. I have the following comments:
1. Figure 1b should show a scale, it might even be helpful to show a larger portion of the brain here to make it easier to compare.
We have added a scale bar to the figure per request, as well as a label indicating anatomical directions. However, we are only able to faithfully report landmarks that were exposed by the craniotomy. We do believe that the visible features, combined with additional analyses (see Supplementary Figure 2) , should be adequate to place the arrays on the rostral/caudal divide of PMd.
p7
In the text "The analysis in Figure 2c was designed..." should that not be Fig. 2d? We have changed the wording to clarify that the control analysis as used in Fig. 2c (initially described by Cisek and Kalaska [2005] ) implicitly tests for the presence of an unbiased guessing approach. We then apply the analysis to artificial datasets of unbiased guessing (Fig 2d) and biased guessing (Fig 2e) and report that the test can successfully identify single reach plans in the former but not the latter. Fig. 7a in the rebuttal the authors stated that they realigned the traces in the blank period to the cue. This should be made visually clear and also the alignment should be stated in the figure caption for all epochs.
3.
We now clearly state in the figure caption the alignments used throughout the trial. The traces during Target Blank are right-aligned (to Cue). In Figure 2 you demonstrate a weakness in the original argument from the C & K paper which shows that you could get a result that looks as if it was a two target representation but actually is not. This is a good demonstration, however if you were in a cortical region further downstream where initially multiple reach plans collapse to a single reach plan you would come to the same conclusion. I think It would greatly benefit the paper if you could also provide a plot similar to Figure 5b from the C & K paper (instead of the rostral caudal gradient you could show this for each of the sessions/monkeys) using the data you already have. If you also find a lot of "potential response" cells this would clearly show that your results are not an effect of being too close to motor (caudal PMd).
I do not doubt that you recorded from
We thank the reviewer for this suggestion, and have added Supplementary Figure 2 to address the concern of array placement and response characteristics. For this analysis, we categorized the single neuron responses according to three groups (Movement, Selected, and Potential) in a manner similar to Cisek and Kalaska (2005) . The most important neurons with respect to PMd identification were the Potential neurons, which appeared bimodally-tuned on trial-averaged data of the Target On epoch (2-Target). The prevalence of Potential neurons in each array region matched those expected based on the anatomical locations of the arrays. The PMd array for monkey M was placed more rostrally, and had an equally high proportion of Potential neurons across its anterior and posterior halves. The PMd array for monkey C was placed closer to M1. Its posterior half contained a somewhat greater proportion of Potential neurons than the M1 array. Neurons in the anterior half of the array displayed predominantly non-motor-like activity, with a high incidence of Potential neurons.
The higher incidence of Potential neurons in PMd (compared to M1) for both monkeys suggests that arrays were placed in sufficiently anterior brain regions. However, we wanted to take additional measures to ensure that our population results did not simply reflect activity from more motor-like cells. We repeated the major population analyses (from Figures 5 and 6 ) on only Potential neurons identified in PMd. This subset of neurons was the least motor-like in their responses, as they exhibited early, apparent bimodal tuning on 2-Target trials. However, we found the same qualitative results as for the whole population, with no evidence of dual representation (Supplementary Figure 2c-f) .
To further illustrate that the neurons recorded from PMd were not indistinguishable from those in M1, we have added the control analysis from Cisek and Kalaska (as in Fig 2) for M1 in Supplementary Figure 1b. The histograms of high PD and anti-PD activity are both centered at 50%, indicating no presence of dual representation. This is in stark contrast to the highly right-skewed distribution observed for PMd in Figure 2b . Thus, both trial-averaged metrics used (neural response type and the control from Cisek and Kalaska) revealed marked differences between M1 and PMd. figure (Fig 2) Our response to the previous comment outlines the addition of single-neuron population statistics. (Fig S1) . M1 exhibited less planning-related activity, but the state-space analysis results were almost identical to those from PMd. I think this is very helpful. Since the results are so similar this could actually support the too-close-tomotor hypothesis from my comment [4] .
We have included trial-averaged results of single-neuron activity in a new

We have now included M1 results in the supplementary section
In addition to the following response, see point 4 above. The population neural state results were similar between M1 and PMd in that both appeared to contain only one reach plan at a time and the directions of those decoded reaches agreed with each other. However, the activity from the two areas was clearly distinguishable, as evidenced by the guessing control analysis (compare PMd in Figure 2c to M1 in Supplementary Figure 1b) and neural response types (compare PMd to M1 in Supplementary Figure 2a,b) .
