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OPTIMAL APPROXIMATION OF ANTICIPATING SDES
PETER PARCZEWSKI
Abstract. In this article, we analyse the optimal approximation of anticipating stochastic
differential equations, where the integral is interpreted in Skorohod sense. We derive optimal
rate of convergence for the mean squared error at the terminal point and an asymptotically
optimal scheme for a class of linear anticipating SDEs. Although alternative proof techniques
are needed, our results can be seen as generalizations of the corresponding results for Ito¯ SDEs.
As a key tool we carry over optimal approximation from vectors of correlated Wiener integrals
to a general class of random vectors, which cover the solutions of the Skorohod SDEs.
1. Introduction
We suppose a Brownian motion (Wt)t∈[0,1] on the probability space (Ω,F , P ), where the σ-field
F is generated by the Brownian motion and completed by null sets. Under the assumption
that the Brownian motion is evaluated at an equidistant time grid, i.e. we have the informa-
tion W1/n,W2/n, . . . ,W1, the investigation of optimal approximation with respect to the mean
squared error for Ito¯ stochastic differential equations (SDEs) goes back to [7], where the authors
determined the optimal approximation scheme for a class of SDEs with additive noise. For SDEs
interpreted in the classical Ito¯ sense there is a rich literature on numerical results, approximation
algorithms and error analysis. We mention the monographs [11, 15]. Many upper bounds for
the mean squared error of approximation schemes can be found in [15]. We also refer to the
survey [18] and the comprehensive study of the pointwise optimal approximation of Ito¯ SDEs
given in [19].
Much less is known about numerical schemes for anticipating stochastic differential equations.
Some upper bounds of the mean squared error are known from the investigation of Euler schemes
for a class of Skorohod SDEs, see e.g. [28] and [27]. An Euler scheme for an anticipating SDE,
where the integral is interpreted in anticipating Stratonovich sense, is analysed in [1]. A Wong-
Zakai result for anticipating Stratonovich SDEs is given in [8] by rough path theory. None of
these studies deal with optimal approximation or lower bounds of the error.
To the best of our knowledge, this is the first study of optimal approximation and optimal
approximation schemes for anticipating SDEs, where the integral is interpreted in Skorohod
sense, see Section 2.
There are very few existence results on Skorohod SDEs. However, all the difficulties arise already
at linear Skorohod SDEs with a nonadapted initial value.
Our findings are as follows: Let a, σ, f ∈ C1([0, 1];R), the Wiener integral I(f) = ∫ 10 f(s)dWs
and some sufficiently smooth function F : R → R (cf. Definition 4). Then the unique solution
(Xt)t∈[0,1] of the Skorohod SDE
dXt = a(t)Xtdt+ σ(t)XtdWt, X0 = F (I(f)) (1.1)
exists in L2(Ω × [0, 1]) and our first main result on optimal approximation yields that
lim
n→∞
n
(
E
[(
X1 − E[X1|W1/n,W2/n, . . . ,W1]
)2])1/2
= C, (1.2)
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for some specific constant C (Theorem 10). The solution of the SDE (1.1) has a simple represen-
tation in terms of a convolution operator, the Wick product, a basic tool in stochastic analysis,
see e.g. [6, 12] and Section 2, as
Xt = X0 ⋄ exp
(∫ t
0
σ(s)dWs +
∫ t
0
(a(s)− σ2(s)/2)ds
)
. (1.3)
Using this representation, the constant in (1.2) exhibits a short and simple form as
C :=
1√
12
e
∫ 1
0 a(s)ds
(∫ 1
0
E
[((
f ′(s)F ′(I(f)) + σ′(s)F (I(f))
) ⋄ eI(σ)−‖σ‖2/2)2] ds)1/2 . (1.4)
The above optimal approximation result extends to more general nonadapted initial values
X0 = F (I(f1), . . . , I(fK))
for f1, . . . , fK ∈ C1([0, 1];R) and sufficiently smooth F : RK → R (Theorem 15). Then the
convergence in (1.2) is true where in (1.4) the term f ′(s)F ′(I(f)) is replaced by
K∑
k=1
f ′k(s)
∂
∂xk
F (I(f1), . . . , I(fK)).
Exemplary one can take
X0 = cos
(∫ 1
0
es dWs
)
+
(∫ 1
0
sin(s)Ws ds
)
exp
(∫ 1
0
Ws ds
)
. (1.5)
In contrast to Ito¯ SDEs, concerning Skorohod integrals and anticipating SDEs, we have no mar-
tingale or Markov tools, in particular we have to handle the lack of Ito¯ isometry and well-known
bounds as martingale inequalities (e.g. the BDG inequality). Therefore we make use of subtle
computations of the Wiener chaos expansion of all objects involved. As already observed on
the optimal approximation of Skorohod integrals in [20,23], this necessary alternative approach
leads to results that are natural generalizations of the corresponding results for Ito¯ SDEs. Notice
that (1.2) and (1.4) extend the corresponding results for linear Ito¯ SDEs in [19, Theorem 1].
We will also illustrate that strong approximation schemes for Ito¯ SDEs from [15] are insufficient
for Skorohod SDEs (1.1). To ensure the convergence of the scheme a further correction is needed
to take into account the convolution with the initial value in (1.3). Extending numerical schemes
for Ito¯ SDEs, this correction is included in our approximation scheme.
As an optimal approximation scheme for the solution of (1.1), we present a truncated Wagner-
Platen type scheme, inspired by the corresponding scheme for Ito¯ SDEs in [15, 19, 26]. Firstly,
we need a strong approximation xn0 of the initial value. This is done by truncated Wiener chaos
expansions and sufficiently accurate approximations of Wiener integrals. For the shorthand
notations for every g ∈ C([0, 1];R) and k = 0, . . . , n− 1, let
gk := g(k/n), ∆ := 1/n, ∆kW := (W(k+1)∆ −Wk∆).
A Wagner-Platen type scheme X˜ for the SDE (1.1) is then given by the recursion
xnk+1 = x
n
k + akx
n
k∆+ σkx
n
k ⋄∆kW + σ2kxnk ⋄ (1/2)(∆kW )⋄2 + σ3kxnk ⋄ (1/6)(∆kW )⋄3
+
(
σ′k + akσk
)
xnk ⋄∆kW∆+
(
a′k + a
2
k
)
xnk(1/2)∆
2
and then X˜n0 := x
n
0 and
X˜nk := x
n
k −
1
2
k−1∑
l=0
σ′l∆lW∆ ⋄ xnl ⋄
n−1∏
i=l+1
(1 + ai∆+ σi∆iW ) , k = 1, . . . , n − 1.
This equals the Wagner-Platen scheme in [15, 19], where some ordinary products are replaced
by convolutions due to the non-adaptedness of the initial value xn0 .
In Theorem 21 we prove that (1.2) is also true with the optimal approximation replaced by X˜nn .
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The main tools for our considerations are optimal approximation results for functionals of Wiener
integrals, their optimal approximations and accurate strong approximations. This leads to sur-
prisingly nice compatibility relations for approximations of all random elements (Section 5).
The paper is organized as follows: In Section 2 we introduce the Skorohod integral and present
the representations of functionals and solutions of the corresponding anticipating SDEs. Section
3 is devoted to the optimal approximation results for linear Skorohod SDEs. In Section 4 we
present an asymptotically optimal approximation scheme and illustrate the necessity of new
approximation schemes for Skorohod SDEs due to the convolution with the initial value in (1.3).
Section 5 contains the proofs of the compatibility of these optimal and strong approximations
with a sufficiently large class of functionals applied on Wiener integrals. In Section 6 we give the
proofs of the main results on optimal approximation and the optimal approximation scheme.
Finally, in Section 7, we present some further convergence rate results, consequences of our
findings and a conjecture on quasilinear Skorohod SDEs.
2. Skorohod stochastic differential equations
For a possibly nonadapted process (us)s∈[0,1], the Skorohod integral
∫ 1
0 usdWs can be defined as
a natural extension of the Ito¯ integral, see e.g. [9,12,21,25]. There are many introductions to the
Skorohod integral and anticipating SDEs. An essential tool in our approach is the representation
of processes via the Wiener chaos decomposition and the characterization via the S-transform.
Aiming the optimal approximation, we collect some basic properties and representations and
define a class of random variables for the initial value of the Skorohod SDEs.
We denote the norm and inner product on L2 := L2([0, 1];R) by ‖ · ‖ and 〈·, ·〉. We recall
the Wiener integral I(f) of a function f ∈ L2, which is the extension of the continuous linear
mapping 1(0,t] 7→ Wt from L2 to L2(Ω) := L2(Ω,F , P ). The stochastic calculus on L2(Ω) is
based on the Gaussian Hilbert space {I(f) : f ∈ L2} ⊂ L2(Ω). The Wick exponential, i.e. the
stochastic exponential of a Wiener integral I(f), is defined by
exp⋄(I(f)) := exp
(
I(f)− ‖f‖2/2) .
These exponentials exhibit the following renormalization properties [14, Corollaries 3.37–3.38].
For all f, g ∈ L2, p > 0, we have:
E[exp⋄(I(f)) exp⋄(I(g))] = exp(〈f, g〉), E[(exp⋄(I(f)))p] = exp (p(p− 1)‖f‖2/2) .
The S-transform of X at f is defined as
(SX)(f) := E[X exp⋄(I(f))].
Then, due to the totality of
{exp⋄(I(f)) : f ∈ L2}
in Lp(Ω,F , P ), p > 0, ( [14, Corollary 3.40]), (S·)(·) is a continuous and injective function on
L2(Ω,F , P ) (see e.g. [14, Chapter 16] for more details). As an example, for g ∈ L2, we have
(S exp⋄(I(g)))(f) = exp (〈g, f〉) , (SI(g))(f) = 〈g, f〉. (2.1)
In particular the characterization of random variables via the S-transform can be used to intro-
duce the Skorohod integral (cf. e.g. [14, Section 16.4]):
Definition 1. Suppose u = (us)s∈[0,1] is a (possibly nonadapted) square integrable process on
(Ω,F , P ) and Y ∈ L2(Ω,F , P ) such that
∀g ∈ L2 : (SY )(g) =
∫ 1
0
(Sus)(g)g(s)ds,
then
∫ 1
0 usdWs = Y defines the Skorohod integral of u with respect to the Brownian motion W .
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For more information on the Skorohod integral we refer to [14], [21] or [16]. Skorohod integrals
arise in several applications, e.g. computations of derivative-free option price sensitivities [10]
or market models with insider trading [21, Chapter 6].
Remark 2. In contrast to classical approaches to the Skorohod integral (via multiple Wiener in-
tegrals or as the adjoint of the Malliavin derivative), the above definition by S-transform extends
immediately to integrands in Lp(Ω×[0, 1]), p > 1. We refer to [3,24] on further recent approaches
to the Skorohod integral beyond square-integrable integrands and to [4] for a characterization of
the Skorohod integral via discrete counterparts.
We recall that for the Hermite polynomials
hkα(x) = (−α)k exp
(
x2
2α
)
dk
dxk
exp
(−x2
2α
)
, k ∈ N0, α > 0
the k-th Wiener chaos H :k: is the L2-completion of {hk‖f‖2(I(f)) : f ∈ L2} in L2(Ω) and these
subspaces are orthogonal and fulfill L2(Ω,F , P ) =⊕k≥0H :k: (see e.g. [14, Theorem 2.6]). Thus,
for the projections
pik : L
2(Ω)→ H :k:,
for every random variable X ∈ L2(Ω), we denote the (truncated) Wiener chaos decomposition
X =
∞∑
k=0
pik(X), X
(n) =
n∑
k=0
pik(X).
We refer to [12, 14, 21] for further details and a reformulation in terms of multiple Wiener
integrals. We recall that a process u ∈ L2(Ω× [0, 1]) is Skorohod integrable if and only if
∞∑
k=0
(k + 1)‖pik(u)‖2L2(Ω×[0,1]) <∞,
(cf. [14, Theorem 7.39]). The S-transform is closely related to a convolution imitating the
product of uncorrelated random variables as E[X ⋄Y ] = E[X]E[Y ], which is implicitly contained
in the Skorohod integral and a fundamental tool in stochastic analysis. Due to the injectivity
of the S-transform, the Wick product can be introduced via
∀g ∈ L2 : S(X ⋄ Y )(g) = (SX)(g)(SY )(g) (2.2)
on a dense subset in L2(Ω) × L2(Ω). For example, it is e⋄I(g) ⋄ e⋄I(h) = e⋄I(g+h). In particular,
for a a Wiener integral I(f), we see that Hermite polynomials play the role of monomials in
standard calculus as (I(f))⋄k = hk‖f‖2(I(f)) and the notation Wick exponential is well justified
by exp⋄(I(f)) =
∑∞
k=0
1
k!I(f)
⋄k. For more details on Wick exponentials we refer to [12, 14, 16].
The close connection of the Skorohod integral and Wick calculus is not only illustrated by
their both introduction via the S-transform. Exemplary we notice the Fubini argument on the
compatibility of Skorohod integrals, pathwise integrals and Wick products, which will be useful.
For a proof we refer to [14, Chapter 16] or [20, Proposition 7]:
Proposition 3. Suppose X ∈ L2(Ω) and a Skorohod integrable process u ∈ L2(Ω× [0, 1]). Then,
if both sides exist in L2(Ω):∫ 1
0
X ⋄ usdWs = X ⋄
∫ 1
0
usdWs,
∫ 1
0
X ⋄ usds = X ⋄
∫ 1
0
usds.
An extension of Wick exponentials to further infinite chaos random variables is:
Definition 4 (WA). Following [6], we define the class of Wick-analytic functionals WA as
F (I(f1), . . . , I(fK)) =
(
∞∑
k=0
a1,kI(f1)
⋄k
)
⋄ · · · ⋄
(
∞∑
k=0
aK,kI(fK)
⋄k
)
,
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where K ∈ N, f1, . . . , fK ∈ L2 and supi≤K,k≥1{ k
√
k!|ai,k|} < ∞. We denote the linear span by
lin(WA).
An example in WA, for the Wiener integral ∫ 10 Ws ds = ∫ 10 (1− s)dWs is (cf. [12, p. 107]):
sin
(∫ 1
0
Ws ds
)
= sin⋄
(∫ 1
0
Ws ds
)
e
∫ 1
0
(1−s)2 ds/2 =
∞∑
k=1
(−1)k−1e1/6
(2k − 1)!
(∫ 1
0
Ws ds
)⋄(2k−1)
.
Similarly, an example in the linear span lin(WA) is (1.5). Notice that lin(WA) ⊂ L2(Ω) (see
e.g. [20, Proposition 9]).
Remark 5. Let a Wick-analytic functional F (I(f)) =
∑∞
k=0 akI(f)
⋄k with C := supk≥1{ k
√
k!|ak|}.
Thanks to the derivative rule for Hermite polynomials
∂
∂x
I(f)k = kI(f)k−1, we have F ′(I(f)) =∑
k≥0(k + 1)ak+1I(f)
⋄k with supk≥1{ k
√
(k + 1)!|ak+1|} ≤ C2 and therefore F ′(I(f)) ∈ WA.
An iteration of the conclusion in Remark 5 (cf. [20, Proposition 10]) yields:
Proposition 6. All derivative of elements in lin(WA) are in lin(WA) as well.
One can identify lin(WA) as a class of smooth random variables in Malliavin calculus (cf. [21, p.
25]). However, for optimal approximation the Wick-analytic representation is more appropriate,
see Section 5.
The standard tools on existence of Skorohod SDEs like Picard iterations cannot be applied, as
the L2-norms of Skorohod integrals involve integrals of Malliavin derivatives of these integrands
and this leads to non-closed iterations (cf. the Skorohod Ito¯ formulas in [21, Sec. 3.2.3]). In this
work we are mainly interested in the approximation of linear Skorohod SDEs:
Theorem 7. Suppose X0 ∈ Lp(Ω), p > 2, a, σ ∈ L2. Then there is a unique stochastic process
X ∈ L2(Ω× [0, 1]) which solves the linear Skorohod SDE
Xt = X0 +
∫ t
0
a(s)Xsds+
∫ t
0
σ(s)XsdWs, t ∈ [0, 1].
The solution is given by (see e.g. [6, Theorem 2.1]):
Xt = X0 ⋄ exp
(∫ t
0
a(s)ds
)
exp⋄
(∫ t
0
σ(s)dWs
)
. (2.3)
Remark 8. (i) Thanks to the S-transform we can easily prove that the solution is given by
(2.3): For every f ∈ L2, linearity gives the linear integral equation
(SXt)(f) = (SX0)(f) +
∫ t
0
a(s)(SXs)(f)ds +
∫ t
0
σ(s)(SXs)(f)f(s)ds
and therefore
(SXt)(f) = (SX0)(f)e
∫ t
0 a(s)dse
∫ t
0 σ(s)f(s)ds.
Thanks to (2.1), (2.2) and Definition 1, we conclude the unique asserted solution (2.3). For
further information on linear Skorohod SDEs we refer to [6].
(ii) Due to the simple right hand side in (2.3), the convolution can be reformulated in terms of a
Girsanov transform, see e.g. [5, 6]. Concerning approximation results below, the representation
in terms of Wick products as in Definition 4 is more helpful.
3. The optimal approximation results
In the following optimal approximation results on Skorohod SDEs we restrict ourselves on the
time horizon [0, 1]. The extension of the results and constants involved to [0, T ] for some T > 0
is straightforward. The proofs of the main theorems 10 and 15 are postponed to Section 6. We
consider the simple case of the information of W given by
W1/n,W2/n, . . . ,W1,
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and, given a random variable X = F (W ) ∈ L2(Ω), we are interested in the approximation
X̂n ∈ L2(Ω, σ(W1/n,W2/n, . . . ,W1), P ), that minimizes the mean squared error
E[(X − X̂n)2]1/2.
This is clearly given by
X̂n := E[X|W1/n,W2/n, . . . ,W1].
Remark 9. In the following we mean by f ′ ∈ BV that f ∈ L2 is differentiable and f ′ : [0, 1]→ R
is of bounded variation.
Our main result is the following:
Theorem 10. Suppose f ′, σ′ ∈ BV , a : R → R is integrable, X0 = F (I(f)) ∈ WA. Then for
the solution of the Skorohod SDE from Theorem 7, we have
lim
n→∞
nE[(X1 − X̂1
n
)2]1/2 = C,
with the constant
C :=
1√
12
e
∫ 1
0 a(s)ds
(∫ 1
0
E
[((
f ′(s)F ′(I(f)) + σ′(s)F (I(f))
) ⋄ e⋄I(σ))2] ds)1/2 .
Remark 11. We recall the Mehler transform (or second quantization operator)
Γ(r)(X) :=
∞∑
k=0
rkpik(X),
and the Ho¨lder inequality [13, Proposition 4.3],
E[(X ⋄ Y )2] ≤ E[(Γ(
√
2)X)2]E[(Γ(
√
2)Y )2]. (3.1)
In particular, (3.1) gives a Wick-free upper bound for the constant in Theorem 10:
C2 ≤ e
2
∫ 1
0
a(s)ds
12
∫ 1
0
E
[(
Γ(
√
2)
(
f ′(s)F ′(I(f)) + σ′(s)F (I(f))
))2]
E
[(
Γ(
√
2)e⋄I(σ)
)2]
ds
=
∥∥∥f ′‖F ′(I(√2f))‖L2(Ω) + σ′‖F (I(√2f))‖L2(Ω)∥∥∥2 e2 ∫ 10 a(s)ds+2‖σ‖2/12.
By the assumption F (I(f)) ∈ WA and Proposition 6 this is clearly finite.
A direct application of Theorem 10 on a Wick exponential type initial value gives:
Corollary 12. Suppose f ′, σ′ ∈ BV , a is integrable, X0 = e⋄(I(f)). The solution of the linear
Skorohod SDE is then given by
Xt = e
⋄I(f) ⋄ e⋄
∫ t
0 σ(s)dWse
∫ t
0 a(s)ds = e⋄I(f+1[0,t)σ)e
∫ t
0 a(s)ds.
and the terminal value X1 satisfies the asymptotic optimal approximation
lim
n→∞
nE[(X1 − X̂1
n
)2]1/2 = ‖f ′ + σ′‖ exp
(
‖f + σ‖2/2 +
∫ 1
0
a(s)ds
)
/
√
12.
In this case, X1 is the solution of a linear Ito¯ SDE and the constant above coincides with the
optimal approximation results in [19]. Considering some X0 = e
⋄I(f) with f ∈ C1([0, 2];R) and
supp(f) = [0, 2] (i.e. a larger L2(Ω) as well), this is not covered by [19] anymore, as X1 is now
possibly nonadapted. The extension of Theorem 10 to such extended time horizons and initial
values is straightforward.
OPTIMAL APPROXIMATION OF ANTICIPATING SDES 7
Example 13. The solution of the Skorohod SDE
dXt = t
2Xtdt+ t(1− t)XtdWt, X0 = e
∫ 1
0 Wsds
satisfies the asymptotic optimal approximation
lim
n→∞
n2 E[(X1 − X̂1
n
)2] = (e1/6 + e1/2)e8/15/12.
Observe that the initial value X0 cannot be simulated exactly.
Theorem 10 allows multivariate extensions as the following.
Remark 14. For simplicity, throughout the article we consider abbreviations like
F := F (I(f1), . . . , I(fK)), Fxk :=
∂
∂xk
F (I(f1), . . . , I(fK)).
Theorem 15. Suppose f ′1, . . . , f
′
K , σ
′ ∈ BV , a : R→ R is integrable and
X0 := F = F (I(f1), . . . , I(fK)) ∈ lin(WA).
Then for the solution of the Skorohod SDE from Theorem 7, we have
lim
n→∞
nE[(X1 − X̂1
n
)2]1/2 =
e
∫ 1
0
a(s)ds
√
12
∫ 1
0
E
(( K∑
k=1
f ′k(s)Fxk + σ
′(s)F
)
⋄ e⋄I(σ)
)2 ds
1/2 .
4. Approximation schemes
The lack of adaptedness and many properties (martingale, Markov, isometry) in contrast to Ito¯
SDEs makes the approximation of Skorohod integrals and Skorohod SDEs very difficult. We
restrict ourselves on the approximation of the solution at the terminal time X1 and deal with
univariate initial values X0 = F (I(f)) from Theorem 10.
We make use of the following notations for every n ∈ N, k = 0, . . . , n− 1, g ∈ C([0, 1]),
∆ := 1/n, ∆kW := W(k+1)∆ −Wk∆, gk := g(k/n),
and begin with some remarks on the insufficiency of ordinary strong approximation schemes.
Remark 16. (i) The ordinary Milstein scheme for Skorohod SDEs does not even converge in
simplest cases as illustrated by the SDE in Corollary 12. Let f ∈ C1([0, 1]) with ∫ 10 f(s)ds 6= 0.
Then the Milstein scheme
xnk+1 = x
n
k
(
1 + ∆kW +
1
2
(∆kW
2 −∆)
)
, xn0 = e
⋄I(f), k = 0, . . . , n− 1, (4.1)
fulfills by well-known arguments (see e.g. [15, Theorem 10.3.5]),
xnn = e
⋄I(f)
n−1∏
k=0
(
1 +∆kW +
1
2
(∆kW
2 −∆)
)
L2(Ω)→ e⋄I(f)e⋄W1 = e⋄(I(f)+W1)e
∫ 1
0
f(s)ds
as n tends to infinity. (It is as well a direct consequence of Theorem 32 (i) in Section 5). But
the exact solution of the linear Skorohod SDE
dXt = XtdWt, X0 = e
⋄I(f)
is given by X1 = e
⋄I(f) ⋄e⋄W1 = e⋄(I(f)+W1). Similarly follows the insufficiency of other ordinary
schemes (cf. e.g. [15]) for Skorohod SDEs.
(ii) The situation is not sufficiently corrected by an approximation of the initial value. In
particular, we cannot assume that the initial value X0 is already exactly simulated, see Example
13. By Corollary 24 in the next section and the formula for conditional Gaussian random
variables
Î(f)
n
t = E[I(f)t|W1/n, . . . ,W1]
8 PETER PARCZEWSKI
=
⌊nt⌋−1∑
k=0
(
1
∆
∫ (k+1)∆
k∆
f(s)ds
)
∆kW +
(
1
∆
∫ t
⌊nt⌋/n
f(s)ds
)
∆⌊nt⌋W, (4.2)
we have
X̂0
n
:= ê⋄I(f)
n
=
n−1∏
k=0
e
⋄
(
1
∆
∫ (k+1)∆
k∆ f(s)ds
)
∆kW .
Hence, the Milstein scheme (4.1) with this new initial value is given by
xnn =
n−1∏
k=0
e
⋄
(
1
∆
∫ (k+1)∆
k∆ f(s)ds
)
∆kW
(
1 + ∆kW +
1
2
(∆kW
2 −∆)
)
.
One can easily check by the Wiener chaos decomposition that it satisfies
lim
n→∞
E[xnn] = exp
(∫ 1
0
f(s)ds
)
.
This is also a consequence of Theorem 32 (i). In general this is not equal to 1 = E[X1]. These
examples illustrate already that the approximation of the solution of a linear Skorohod SDE has
to deal with the approximation of the convolution (Wick product):
Xt = X0 ⋄ e⋄Wt = e⋄(I(f)+Wt). (4.3)
The computation of the convolution in (4.3) (or in general (2.3)) is analogous to a convolu-
tion correction immediately in the scheme. Particularly, the example in Remark 16 motivates
to consider Wick products appropriate to Skorohod integrals in the approximation schemes.
Firstly, we need a compatible strong approximation of the initial value: As we are interested
in an {W1/n, . . . ,Wn}-measurable approximation, the algorithm begins via the strong optimal
approximation of the Wiener integral I(f):
Algorithm 17 (Algorithm Initial value). We suppose f ∈ C1([0, 1]) and X0 = F (I(f)).
(i) Let n ∈ N be the discretization level. Set ∆ := 1/n and simulate
(∆0W, . . . ,∆n−1W ) ∼ N⊗n0,∆.
Set fk, f
′
k via gk := g(k/n) for g ∈ C([0, 1];R) and all k = 0, . . . , n − 1.
(ii) Define
In(f) :=
n−1∑
k=0
(fk + f
′
k∆/2)∆kW, ‖f‖2n := ∆
n−1∑
k=0
(fk + f
′
k∆/2)
2, (In(f))⋄0 := 1.
(iii) Compute the Wick powers up to m = n− 1 via the Hermite recursion formula
(In(f))⋄(m+1) = In(f) (In(f))⋄m −m‖f‖2n (In(f))⋄(m−1) . (4.4)
(iv) Let F (I(f)) =
∑∞
m=0 cmI(f)
⋄m be the Wiener chaos expansion. For unknown coeffi-
cients, compute cm =
1
m!E[F (I(f))I(f)
⋄m] or approximate it via 1m!E[F (I
n(f))In(f)⋄m]
(e.g. via Monte Carlo).
(v) Set the approximation of X0 = F (I(f)) as
xn0 = F˜
(n)(In(f)) :=
n∑
m=0
cm (I
n(f))⋄m .
Remark 18. In fact (for exact coefficients in the Wiener chaos decomposition) F˜ (n)(In(f))
equals the finite chaos projection
F (n)(In(f)) =
n∑
k=0
pik(F (I
n(f))).
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Observe the helpful formula where all Wick products are collected to the random part, the incre-
ments of the Brownian motion:
(In(f))⋄m =
∑
(A1,...,Am)∈{0,...,n−1}m
(
m∏
k=1
(fAk + f
′
Ak
∆/2)
)
(⋄k=1,...,m(∆AkW )) .
The Wick products can be simply computed and implemented via generalized Hermite recursions,
cf. [2] or [22, Lemma 2.1]. Especially, by the independence and αi := #{k ≤ m : Ak = i},
(⋄k=1,...,m(∆AkW )) =
n−1∏
i=0
hαi∆ (∆iW ). (4.5)
For F (I(f)) ∈ WA, this approximation satisfies the optimal approximation as a consequence of
Theorem 29 below:
lim
n→∞
nE
[(
F (I(f))− F˜ (n)(In(f))
)2]1/2
=
1√
12
‖f ′‖‖F ′(I(f))‖L2(Ω).
Example 19. For F (I(f)) = e⋄I(f), we have
F˜ (n)(In(f)) =
n∑
k=0
1
k!
In(f)⋄k =
n∏
k=0
(
1 + (fk + f
′
k∆/2)∆kW
)
+ . . .
and the product on the right hand side converges in L2(Ω) to the random variable e⋄I(f), see
e.g. [15,19]. For the appropriate optimal approximation scheme for Ito¯ integrals we refer to [26].
A Wick-Euler scheme
xnk+1 = x
n
k + a(x
n
k)∆ + σkx
n
k ⋄∆kW, k = 0, . . . , n− 1,
is not optimal for similar reasons as for Ito¯ SDEs (cf. [15,19]). This is also a direct consequence
of the last proof in Section 6. Extending schemes for Ito¯ integrals and SDEs, see e.g. [19, Section
4], we define a Wick version of the truncated Wagner-Platen scheme:
Definition 20 (Wick-WP scheme). Suppose the linear Skorohod SDE
dXt = a(t)Xtdt+ σ(t)XtdWt, X0 ∈ WA.
Let xn0 be a strong approximation of X0 via Algorithm 17, set via recursion for all k = 0, . . . , n−1,
xnk+1 = x
n
k + akx
n
k∆+ σkx
n
k ⋄∆kW + σ2kxnk ⋄ (1/2)(∆kW )⋄2 + σ3kxnk ⋄ (1/6)(∆kW )⋄3
+
(
σ′k + akσk
)
xnk ⋄∆kW∆+
(
a′k + a
2
k
)
xnk(1/2)∆
2.
Then we set
X˜nk := x
n
k −
1
2
k−1∑
l=0
σ′l∆lW∆ ⋄ xnl ⋄
n−1∏
i=l+1
(1 + ai∆+ σi∆iW ) , k = 0, . . . , n.
As the only nonadapted term is the initial value xn0 , alternatively one can compute the approx-
imation X˜n,Iton of the stochastic exponential e⋄I(σ)e
∫ 1
0
a(s)ds with deterministic initial value 1 by
the ordinary Wagner-Platen scheme (i.e. xnk+1 above with ordinary products, see e.g. [19, Sec-
tion]) and then compute or approximate the Wick product
xn0 ⋄ X˜n,Iton . (4.6)
In fact, as shown in the proof in Section 6 (cf. (6.2)), our scheme is equivalent to this approach.
In any case the Wiener chaos expansion of the finite chaos elements xn0 and X˜
n,Ito
n are needed.
Therefore, the computational effort for the Wick product in (4.6) is the same as in our Wick-WP
scheme. It illustrates the minimal required computations involved to get an optimal approxi-
mation scheme for linear Skorohod SDEs. Because of the considerations above and the limit
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results below, we believe that there is no approximation scheme for Skorohod SDEs without
some careful approximation of the Wick products in the Wick-WP scheme.
For an initial value X0 which is independent of W , all Wick products in the Wick-WP scheme
equal ordinary products. Hence, no computations of convolutions are needed and we obtain the
scheme for Ito¯ SDEs from [19].
We assume that according to Eq. (58)–(59) in [26] one can similarly consider a counterpart for the
approximation scheme for Skorohod integrals. Here we restrict ourselves on the approximation
of Skorohod SDEs.
As an extension of results for Ito¯ SDEs we have that the Wick-WP scheme is sufficient for the
optimal approximation. The proof is contained in Section 6:
Theorem 21. Suppose f, a, σ ∈ C1([0, 1]), F (I(f)) ∈ WA. Then the solution of the linear
Skorohod SDE in Theorem 7 and the Wick-WP scheme X˜n fulfill
lim
n→∞
n E[(X1 − X˜nn )2]1/2 = C
with the optimal approximation constant
C :=
1√
12
e
∫ 1
0 a(s)ds
(∫ 1
0
E
[((
f ′(s)F ′(I(f)) + σ′(s)F (I(f))
) ⋄ e⋄I(σ))2] ds)1/2
from Theorem 10.
Finally we collect the Wick-WP scheme as an algorithm:
Algorithm 22 (Algorithm SDE). Let n ∈ N be the discretization level.
(i) Apply Algorithm 17 and set ak, a
′
k, σk, σ
′
k via gk := g(k/n) for g ∈ C([0, 1];R).
(ii) Compute via (i) the Wick-WP scheme for all k = 0, . . . , n− 1:
xnk+1 = x
n
k + akx
n
k∆+ σkx
n
k ⋄∆kW + σ2kxnk ⋄ (1/2)(∆kW )⋄2 + σ3kxnk ⋄ (1/6)(∆kW )⋄3
+
(
σ′k + akσk
)
xnk ⋄∆kW∆+
(
a′k + a
2
k
)
xnk(1/2)∆
2.
As all these objects are finite chaos elements, all Wick products involved can be reduced
to Wick products on ∆kW ( (4.5) in Remark 18).
(iii) Compute via (i)− (ii) and Remark 18 for all k = 0, . . . , n− 1:
X˜nk := x
n
k −
1
2
k−1∑
l=0
σ′l∆lW∆ ⋄ xnl ⋄
n−1∏
i=l+1
(1 + ai∆+ σi∆iW ) .
5. Approximation and Wiener chaos
In this section we present general results on optimal approximation and the approximation via
Algorithm 17 on the class lin(WA) from Definition 4.
The Wiener chaos expansion in terms of Wick analytic functionals has the advantage that the
optimal approximation carries over to functionals in terms of Wick products. In fact, we have
(see [14, Corollary 9.4] or [9, Lemma 6.20]):
Proposition 23. For X,Y,X ⋄ Y ∈ L2(Ω) and the sub-σ-field G ⊆ F :
E[X ⋄ Y |G] = E[X|G] ⋄ E[Y |G].
Corollary 24. Suppose F = F (I(f1), I(f2), . . . , I(fK)) ∈ lin(WA), then
F̂n = F
(
Î(f1)
n
, Î(f2)
n
, . . . , Î(fK)
n)
.
This yields that the computations on optimal approximation can be easily extended to strong
approximation schemes of these functionals on the underlying Wiener integrals, see e.g. Theorem
29 below. The following results are the essence of our main theorems 10 and 15, as well as a key
step for the optimal rate result on the Wick-WP scheme in Theorem 21.
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We firstly consider finite Wiener chaos elements in Subsection 5.1. This leads to a univariate
functional approximation result in Subsection 5.2 and is extended to multivariate functionals in
Subsection 5.3.
5.1. Finite chaos. We clearly have
Ŵt
n
= E[Wt|W1/n,W2/n, . . . ,W1] =W lint ,
where
W lint :=Wi/n + n(t− i/n)(W(i+1)/n −Wi/n), t ∈ [i/n, (i + 1)/n)
is the linear interpolation of W with respect to the equidistant time grid. We recall the strong
approximation from Algorithm 17, e.g. In(f) :=
∑n−1
k=0(fk + f
′
k∆/2)∆kW . All further compu-
tations will be based on the following elementary observations:
Proposition 25. Suppose f,′ g′ ∈ BV . Then for all
(xn, yn) ∈
{
(I(f)− Î(f)n), (I(f)− In(f))
}
×
{
(I(g) − Î(g)n), (I(g) − In(g)), I(g)
}
,
lim
n→∞
n2 E [xn yn] =
1
12
〈f ′, g′〉.
Proof. Via integration by parts I(f) = f(1)W1 −
∫ 1
0 f
′(s)Ws ds. Hence, Fubini’s theorem yields
I(f)− Î(f)n = −
∫ 1
0
f ′(s)
(
Ws −W lins
)
ds. (5.1)
We recall the well-known covariances of these Brownian bridges:∫ (i+1)/n
i/n
∫ (j+1)/n
j/n
E[(Ws −W lins )(Wt −W lint )]ds dt = 1{i=j}
1
12n3
. (5.2)
Hence, for g, h ∈ C([0, 1];R), the mean value theorem then gives∫ (i+1)/n
i/n
∫ (j+1)/n
j/n
g(s)h(t)E[(Ws −W lins )(Wt −W lint )]ds dt = g(ξi)h(ξi)1{i=j}
1
12n3
for appropriate ξi, ξi ∈ [i/n, (i + 1)/n], and therefore, via (5.1), the Riemann sum
E
[
(I(f)− Î(f)n)(I(g) − Î(g)n)
]
=
n−1∑
i,j=0
∫ (i+1)/n
i/n
∫ (j+1)/n
j/n
f ′(s)g′(t)E[(Ws −W lins )(Wt −W lint )]ds dt
=
1
12n2
(
1
n
n−1∑
i=0
f ′(ξi)g
′(ξi)
)
. (5.3)
We recall hk := h(k/n) for h ∈ C([0, 1];R) and the total variation
T (h) := sup
{
m−1∑
i=0
|h(ti+1)− h(ti)| : m ∈ N, 0 = t0 < . . . < tm = 1
}
.
Hence, via n
∫ (i+1)/n
i/n h(s)ds ∈ [hi, hi+1], for the Riemann sum approximation it is∣∣∣∣∣
∫ 1
0
h(s)ds − 1
n
n−1∑
i=0
hi
∣∣∣∣∣ ≤ 1n
n−1∑
i=0
∣∣∣∣∣n
∫ (i+1)/n
i/n
h(s)ds − hi
∣∣∣∣∣ ≤ T (h)n . (5.4)
Moreover, for all i = 0, . . . , n− 1, we notice∣∣g(ξi)h(ξi) + g(i/n)h(i/n)∣∣ ≤ |g(ξi) + g(i/n)| ‖h‖∞ + ∣∣h(ξi) + h(i/n)∣∣ ‖g‖∞
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and therefore
1
12
∣∣∣∣∣ 1n
n−1∑
i=0
f ′ig
′
i −
(
1
n
n−1∑
i=0
f ′(ξi)g
′(ξi)
)∣∣∣∣∣ ≤ 112n (T (f ′)‖g′‖∞ + T (g′)‖f ′‖∞) . (5.5)
Hence, via (5.3) - (5.5), we conclude
lim
n→∞
n2 E
[
(I(f)− Î(f)n)(I(g) − Î(g)n)
]
=
1
12
〈f ′, g′〉. (5.6)
The deterministic integrand of the Wiener integral I(f) − In(f) is given by f(s) − (f⌊ns⌋ +
f ′⌊ns⌋∆/2). Via the mean value theorem for k = ⌊ns⌋ and some ξs ∈ [k/n, s],
f(s) = fk + f
′(ξs)(s − k/n), (5.7)
and therefore
f(s)− (fk + f ′k∆/2) = f ′k ((s− k/n)−∆/2) + (f ′(ξs)− f ′k)(s− k/n)
and the expansion(
f(s)− (fk + f ′k∆/2)
) (
g(s)− (gk + g′k∆/2)
)
= f ′kg
′
k ((s− k/n)−∆/2)2 +
(
f ′k(g
′(ξs)− g′k) + g′k(f ′(ξs)− f ′k)
)
((s− k/n)−∆/2) (s− k/n)
+ (f ′(ξs)− f ′k)(g′(ξs)− g′k)(s − k/n)2.
Thanks to the Ito¯ isometry and
∫ (k+1)/n
k/n (s− k/n −∆/2)2ds = ∆3/12, we obtain
E [(I(f)− In(f))(I(g) − In(g))] =
n−1∑
k=0
∫ (k+1)/n
k/n
(
f(s)− (fk + f ′k∆/2)
) (
g(s)− (gk + g′k∆/2)
)
ds
=
1
12n2
(
1
n
n−1∑
k=0
f ′kg
′
k
)
+R(f ′, g′, n),
where the remainder fulfills
|R(f ′, g′, n)| ≤ 1
n3
2(T (f ′) + T (g′))(‖f ′‖∞ + ‖g′‖∞). (5.8)
Thus we conclude the same limit
lim
n→∞
n2 E [(I(f)− In(f))(I(g) − In(g))] = 1
12
〈f ′, g′〉.
Finally, via integration by parts,
I(g) − In(g) = g(1)W1 −
∫ 1
0
g′(t)Wt dt−
n−1∑
k=0
(gk + g
′
k∆/2)∆kW.
Thus, with the covariances E[(Ws −W lins )∆kW ] = 0 for all k, and E[(Ws −W lins )W1] = 0, we
conclude
E
[
(I(f)− Î(f)n)(I(g) − In(g))
]
= E
[(∫ 1
0
f ′(s)
(
Ws −W lins
)
ds
)(∫ 1
0
g′(t)Wt dt
)]
=
n−1∑
i,j=0
∫ (i+1)/n
i/n
∫ (j+1)/n
j/n
f ′(s)g′(t)E[(Ws −W lins )Wt]ds dt.
Hence, due to E[(Ws −W lins )Wt] = E[(Ws −W lins )(Wt −W lint )] and (5.3) - (5.6),
lim
n→∞
n2 E
[
(I(f)− Î(f)n)(I(g) − In(g))
]
=
1
12
〈f ′, g′〉.
The proofs for all other covariances are straightforward due to the piecewise constant integrand
in In(g). 
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Remark 26. In the simplest case, all these converge towards 112‖f ′‖2 as n tends to infinity:
n2 E
[
(I(f)− In(f))2] , n2 E [(I(f)− Î(f)n)(I(f)− In(f))] , n2 E [(I(f)− Î(f)n)I(f)] .
As a direct consequence of (5.4), (5.5) and T (f ′g′) ≤ T (f ′)‖g′‖∞ + T (g′)‖f ′‖∞, we observe:
Remark 27. For f ′, g′ ∈ BV , we have∣∣∣∣n2 E [(I(f)− Î(f)n)(I(g) − Î(g)n)]− 112〈f ′, g′〉
∣∣∣∣ ≤ 16n (T (f ′)‖g′‖∞ + T (g′)‖f ′‖∞) .
The multiple chaos extension of the covariance limits in Proposition 25 is:
Proposition 28. Suppose f ′, g′ ∈ BV and k ∈ N is fixed. Then for all (xn, yn) in{
(I(f)⋄k − (Î(f)n)⋄k), (I(f)⋄k − (In(f))⋄k)
}
×
{
(I(g)⋄k − (Î(g)n)⋄k), (I(g)⋄k − (In(g))⋄k), I(g)⋄k
}
,
lim
n→∞
n2 E [xn yn] =
1
12
〈f ′, g′〉 k k! 〈f, g〉(k−1).
Proof. For higher chaos terms we observe the standard expansion
I(f)⋄k − (Î(f)n)⋄k = (I(f)− Î(f)n) ⋄
k∑
j=1
(Î(f)
n
)⋄j−1 ⋄ I(f)⋄k−j . (5.9)
We show that the right hand side is close enough to the simplified variable
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1).
Dealing with L2-norms of Gaussian variables, we will frequently make use of Wick’s Theorem,
E [(I(f1) ⋄ · · · ⋄ I(fn)) (I(g1) ⋄ · · · ⋄ I(gm))] = δn,m
∑
σ∈Sn
n∏
i=1
〈fi, gσ(i)〉, (5.10)
for all n,m ∈ N, f1, . . . , fn, g1, . . . , gm ∈ L2, where Sn denotes the group of permutations on
{1, . . . , n} (see e.g. [14, Theorem 3.9]). Via (5.9) and the reformulation for general products
k∑
j=2
ak−j
(
aj−1 − bj−1) = (a− b) k∑
j=2
ak−j
j−1∑
l=1
al−1bj−1−l = (a− b)
k∑
j=2
j−1∑
l=1
ak−1−lbl−1
= (a− b)
k−1∑
l=1
(k − l)ak−1−lbl−1,
for the difference, we have
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1) −
(
I(f)⋄k − (Î(f)n)⋄k
)
=
(
I(f)− Î(f)n
)
⋄
k∑
j=2
I(f)⋄k−j ⋄
(
I(f)⋄(j−1) − (Î(f)n)⋄(j−1)
)
=
(
I(f)− Î(f)n
)⋄2 ⋄ k−1∑
l=1
(k − l)I(f)⋄(k−1−l) ⋄ (Î(f)n)⋄(l−1). (5.11)
We give a sufficient upper bound on the L2-norm. By the covariances
E
[
(I(f)− Î(f)n)(I(g) − Î(g)n)
]
= E
[
(I(f)− Î(f)n)I(g)
]
, E
[
(I(f)− Î(f)n)Î(g)n
]
= 0,
E
[
I(f)Î(f)
n]
= E
[
I(f)2
] ≥ E [(Î(f)n)2]
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and Wick’s Theorem, for all 0 ≤ m,m′ < k, according to the scheme of numbers of factors
2 { I(f)− Î(f)n I(f)− Î(f)n } 2
m { I(f) I(f) }m′
k −m { Î(f)n Î(f)n } k −m′
and the shorthand notation
en := E
[
(I(f)− Î(f)n)2
]
,
we obtain
E
[(
(I(f)− Î(f)n)⋄2 ⋄ I(f)⋄m ⋄ (Î(f)n)⋄k−m
)2]
≤ 2 e2n k!‖f‖2k + 4mm′ e3n (k − 1)!‖f‖2(k−1) +m(m− 1)m′(m′ − 1) e4n (k − 2)!‖f‖2(k−2).
(5.12)
Thus, via (5.11)–(5.12) and
∑k−1−m
l=1 ((k − l) · · · (k − l −m)) = 12+mk(k − 1) · · · (k − 1−m) for
k − 1−m ≥ 0 (the following cases are clear by induction), we conclude
E
[((
I(f)⋄k − (Î(f)n)⋄k
)
− (I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)2]
= E
(k−1∑
l=1
(k − l)
(
I(f)− Î(f)n
)⋄2 ⋄ I(f)⋄(k−1−l) ⋄ (Î(f)n)⋄(l−1))2

=
k−1∑
l,l′=1
(k − l)(k − l′)E
[(
(I(f)− Î(f)n)⋄2 ⋄ I(f)⋄(k−1−l) ⋄ (Î(f)n)⋄l−1
)
×
(
(I(f)− Î(f)n)⋄2 ⋄ I(f)⋄k−i−l′ ⋄ (Î(f)n)⋄l′−1
)]
≤ 2
(
k−1∑
l=1
(k − l)
)2
e2n(k − 2)!‖f‖2(k−2) + 4
(
k−2∑
l=1
(k − l)(k − l − 1)
)2
e3n(k − 3)!‖f‖2(k−3)
+
(
k−3∑
l=1
(k − l)(k − l − 1)(k − l − 2)
)2
e4n(k − 4)!‖f‖2(k−4)
=
1
2
(k(k − 1))2 e2nE
[(
I(f)⋄(k−2)
)2]
+
4
9
(k(k − 1)(k − 2))2 e3nE
[(
I(f)⋄(k−3)
)2]
+
1
16
(k(k − 1)(k − 2)(k − 3))2 e4nE
[(
I(f)⋄(k−4)
)2]
. (5.13)
In particular, via Proposition 25
E
[(
(I(f)⋄k − (Î(f)n)⋄k)− (I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)2] ∈ O(n−4). (5.14)
Therefore, by AB − ab = (A− a)B + a(B − b) and the Cauchy-Schwarz inequality∣∣∣E [(I(f)⋄k − (Î(f)n)⋄k)(I(g)⋄k − (Î(g)n)⋄k)]
−E
[(
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)(
(I(g) − Î(g)n) ⋄ kI(g)⋄(k−1)
)]∣∣∣ ∈ O(n−4). (5.15)
Hence, due to (5.15), Wick’s Theorem (5.10) and Proposition 25, we conclude
lim
n→∞
n2 E
[(
I(f)⋄k − (Î(f)n)⋄k
)(
I(g)⋄k − (Î(g)n)⋄k
)]
= lim
n→∞
n2 E
[(
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)(
(I(g) − Î(g)n) ⋄ kI(g)⋄(k−1)
)]
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= lim
n→∞
n2 E
[
(I(f)− Î(f)n)(I(g) − Î(g)n)
]
k k! 〈f, g〉(k−1)
+ lim
n→∞
n2 E
[
(I(f)− Î(f)n)(I(g) − Î(g)n)
]2
k4 (k − 2)! 〈f, g〉(k−2)
=
1
12
〈f ′, g′〉k k! 〈f, g〉(k−1). (5.16)
The result for all other sequences follows analogously by the covariance limits in Proposition
25. 
5.2. The univariate functional. The paradigmatic result on optimal approximation is:
Theorem 29. Suppose f ′, g′ ∈ BV , F = F (I(f)), G = G(I(g)) ∈ WA. Then for all
(xn, yn) ∈
{
(F − F̂n), (F − F˜ (n))
}
×
{
(G− Ĝn), (G− G˜(n))
}
,
lim
n→∞
n2 E [xnyn] =
1
12
〈f ′, g′〉E [F ′(I(f))G′(I(g))] .
Proof. We firstly present the proof for xn = yn = F − F̂n. The Wiener chaos expansion
yields F (I(f)) =
∑
k≥0
ak
k! I(f)
⋄k for some unique coefficients ak ∈ R. Due to Proposition 6,
∂k
∂xk
F (I(f)) ∈ L2(Ω) for all k ∈ N. Thanks to the derivative rule for Hermite polynomials
∂
∂x
I(f)⋄k = kI(f)⋄k−1, we observe for all j ∈ N,
E
[(
∂j
∂xj
F (I(f))
)2]
=
∑
k≥j
a2k
(k − j)!2E
[(
I(f)⋄(k−j)
)2]
.
Hence, via (5.13) and the shorthand notation en := E
[
(I(f)− Î(f)n)2
]
, we conclude∑
k≥1
a2k
k!2
E
[(
(I(f)⋄k − (Î(f)n)⋄k)− (I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)2]
≤ 1
2
e2n
∑
k≥2
a2k
(k − 2)!2E
[(
I(f)⋄(k−2)
)2]
+
4
9
e3n
∑
k≥3
a2k
(k − 3)!2E
[(
I(f)⋄(k−3)
)2]
+
1
16
e4n
∑
k≥4
a2k
(k − 4)!2E
[(
I(f)⋄(k−4)
)2]
=
e2n
2
E
[(
F ′′
)2]
+
4e3n
9
E
[(
∂3
∂xj
F
)2]
+
e4n
16
E
[(
∂4
∂xj
F
)2]
∈ O(n−4). (5.17)
Thus, via Corollary 24, (5.17) and Proposition 28 (cf. (5.16)), we obtain
lim
n→∞
n2 E
[(
F − F̂n
)2]
= lim
n→∞
n2
∑
k≥1
a2k
k!2
E
[(
I(f)⋄k − (Î(f)n)⋄k
)2]
= lim
n→∞
n2
∑
k≥1
a2k
k!2
E
[(
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)2]
=
1
12
‖f ′‖2
∑
k≥1
a2k
(k − 1)!‖f‖
2(k−1) =
1
12
‖f ′‖2E
[(
F ′(I(f))
)2]
.
The proof for xn = F − F̂n, yn = G − Ĝn with the Wiener chaos expansion G(I(g)) =∑
k≥0
bk
k! I(g)
⋄k proceeds analogously, as via (5.15), (5.17) and (5.16),
lim
n→∞
n2 E
[(
F − F̂n
)(
G− Ĝn
)]
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= lim
n→∞
n2
∑
k≥1
akbk
k!2
E
[(
I(f)⋄k − (Î(f)n)⋄k
)(
I(g)⋄k − (Î(g)n)⋄k
)]
= lim
n→∞
n2
∑
k≥1
akbk
k!2
E
[(
(I(f)− Î(f)n) ⋄ kI(f)⋄(k−1)
)(
(I(g) − Î(g)n) ⋄ kI(g)⋄(k−1)
)]
=
1
12
〈f ′, g′〉
∑
k≥1
akbk
(k − 1)! 〈f, g〉
k−1 =
1
12
〈f ′, g′〉E [F ′(I(f))G′(I(g))] .
The proofs of the other limits follow analogously via the finite chaos case in Proposition 28 and
making use of
‖F (I(f))− F (n)(I(f))‖2L2(Ω) ≤
∑
k>n
(C2‖f‖2)k
k!
≤ (C‖f‖)
2n
n!
eC
2‖f‖2 , (5.18)
with C := supk≥0 |ak|1/k <∞. 
Example 30. Suppose f ′ ∈ BV . Then we have
lim
n→∞
n2 E
[(
eI(f) − êI(f)
n)2]
= lim
n→∞
n2 E
[(
eI(f) − eIn(f)
)2]
=
1
12
‖f ′‖2e2‖f‖2 .
Remark 31. Looking at (5.12), we observe that E[(Î(f)
n
)2] ≤ E[(I(f)n)2] is the only reason
for the inequality. Hence, asymptotically, we obtain equalities in (5.12), (5.13) and (5.17). This
yields the following expansion of the optimal approximation error with en := E
[
(I(f)− Î(f)n)2
]
,
E
[(
F (I(f))− ̂F (I(f))n
)2] ∼ en E [(F ′(I(f)))2]+ e2n
2
E
[(
F ′′(I(f))
)2]
+
4e3n
9
E
[(
F (3)(I(f))
)2]
+
e4n
16
E
[(
F (4)(I(f))
)2]
.
We believe that this can be used for an error expansion of the approximation via Algorithm 22.
5.3. The multivariate functional. Theorem 29 can be extended in various directions to mul-
tivariate functionals. For the proofs of our optimal approximation results we need:
Theorem 32. Suppose f ′, g′, f ′1, g
′
1, . . . ,∈ BV and recall the abbreviations (Remark 14)
F := F (I(f1), . . . , I(fm)), F˜
(n) :=
n∑
k=0
pik(F (I
n(f1), . . . , I
n(fm))), Fxk :=
∂
∂xk
F.
(i) Suppose F = F (I(f1), . . . , I(fm)), G = G(I(g1), . . . , I(gm)) ∈ lin(WA). Then for all
(xn, yn) ∈
{
F − F̂n, F − F˜ (n)
}
×
{
G− Ĝn, G− G˜(n), G
}
,
lim
n→∞
n2 E [xnyn] =
1
12
m∑
i,j=1
〈f ′i , g′j〉E
[
FxiGxj
]
.
(ii) Suppose F = F (I(f)), G = G(I(g)) ∈ WA. Then we have
(a) lim
n→∞
n2 E
[(
(F − F˜ (n)) ⋄G
)2]
=
1
12
‖f ′‖2E
[(
F ′ ⋄G)2] ,
(b) lim
n→∞
n2 E
[(
F˜ (n) ⋄ (I(g) − In(g)) ⋄G
)2]
=
1
12
‖g′‖2E
[
(F ⋄G)2
]
,
(c) lim
n→∞
n2 E
[(
(F − F˜ (n)) ⋄G
)(
F˜ (n) ⋄ (I(g) − In(g)) ⋄G
)]
=
1
12
〈f ′, g′〉E [(F ′ ⋄G) (F ⋄G)] .
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Remark 33. (i) The limit in Theorem 32 (i) for F̂n = Ĝn is the key result for the optimal
approximation in Theorem 10 and Theorem 15. The limit in (i) for F˜ (n) = G˜(n) implies the best
convergence rate for the strong approximation in Algorithm 17.
(ii) The limits for mixed terms in Theorem 32 (i) illustrate the compatibility of the convergences
via optimal approximation and Algorithms 17-22 on the large class lin(WA).
(iii) Theorem 32 (ii) is a key step in the proof of the optimal Wick-WP scheme in Theorem 21.
Proof of Theorem 32. Due to various Wiener chaos expansions the notations for arbitrary func-
tionals become easily elaborately. However, the proof is a straightforward extension of the
arguments for Theorem 29. We present the proof for the two-dimensional case in (i) for
G = F = F (I(f), I(g)) ∈ WA. All other cases are straightforward generalizations as in the
previous subsections. Let the Wiener chaos expansion
F (I(f), I(g)) =
∞∑
k,l=0
ak,lI(f)
⋄k ⋄ I(g)⋄l
for some coefficients ak,l ∈ R. Via Corollary 24, it is
E
[(
F (I(f), I(g)) − ̂F (I(f), I(g))n
)2]
=
∑
k,l,k′,l′≥0
k+l=k′+l′>0
ak,lak′,l′E
[(
I(f)⋄k ⋄ I(g)⋄l − (Î(f)n)⋄k ⋄ (Î(g)n)⋄l
)
×
(
I(f)⋄k
′ ⋄ I(g)⋄l′ − (Î(f)n)⋄k′ ⋄ (Î(g)n)⋄l′
)]
. (5.19)
As
I(f)⋄k⋄I(g)⋄l−(Î(f)n)⋄k⋄(Î(g)n)⋄l = (I(f)⋄k−(Î(f)n)⋄k)⋄I(g)⋄l+(Î(f)n)⋄k⋄(I(g)⋄l−(Î(g)n)⋄l),
the right hand side in (5.19) is reduced to covariances of the terms of the type
(I(f)⋄k − (Î(f)n)⋄k) ⋄ I(g)⋄l, (I(f)⋄k − (Î(f)n)⋄k) ⋄ (Î(g)n)⋄l.
Analogously to the proof of Proposition 28 (see e.g. (5.14)–(5.15)), these terms behave in
covariance computations like (
I(f)− Î(f)n
)
⋄ kI(f)⋄k ⋄ I(g)⋄l.
Suppose f ′, g′, f¯ ′, g¯′ ∈ BV . We recall that I(f)⋄k ⋄ I(g)⋄l are polynomials (of I(f), I(g)) and
therefore differentiable. Then, analogously to (5.13) and due to the derivative rule for Hermite
polynomials, for k + l = k′ + l′ we obtain
E
[(
(I(f)⋄k − (Î(f)n)⋄k) ⋄ I(g)⋄l
)(
(I(f¯)⋄k
′ − (Î(f¯ )n)⋄k′) ⋄ I(g¯)⋄l′
)]
∼ E
[(
(I(f)− Î(f)n) ⋄ kI(f)⋄k−1 ⋄ I(g)⋄l
)(
((I(f¯ )− Î(f¯)n) ⋄ k′I(f¯)⋄k′−1 ⋄ I(g¯)⋄l′
)]
∼ 1
12n2
〈f ′, f¯ ′〉E
[(
kI(f)⋄k−1 ⋄ I(g)⋄l
)(
(k′I(f¯)⋄k
′−1 ⋄ I(g¯)⋄l′
)]
=
1
12n2
〈f ′, f¯ ′〉E
[(
∂
∂x1
I(f)⋄k ⋄ I(g)⋄l
)(
∂
∂x1
I(f¯)⋄k
′ ⋄ I(g¯)⋄l′
)]
.
Thus, as in Proposition 28, for a fixed chaos (of order N ∈ N), we conclude∑
k,l,k′,l′≥0, k+l=k′+l′=N
ak,lak′,l′E
[(
I(f)⋄k ⋄ I(g)⋄l − (Î(f)n)⋄k ⋄ (Î(g)n)⋄l
)
×
(
I(f)⋄k
′ ⋄ I(g)⋄l′ − (Î(f)n)⋄k′ ⋄ (Î(g)n)⋄l′
)]
∼ 1
12n2
‖f ′‖2
∑
ak,lak′,l′E
[(
∂
∂x1
I(f)⋄k ⋄ I(g)⋄l
)(
∂
∂x1
I(f)⋄k
′ ⋄ I(g)⋄l′
)]
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+
1
12n2
‖g′‖2
∑
ak,lak′,l′E
[(
∂
∂x2
I(f)⋄k ⋄ I(g)⋄l
)(
∂
∂x2
I(f)⋄k
′ ⋄ I(g)⋄l′
)]
+
2
12n2
〈f ′, g〉
∑
ak,lak′,l′E
[(
∂
∂x1
I(f)⋄k ⋄ I(g)⋄l
)(
∂
∂x2
I(f)⋄k
′ ⋄ I(g)⋄l′
)]
.
Hence, analogously to Theorem 29, summing up (Fubini’s theorem applies as we have uniform
bounds via Proposition 6) leads to the asserted asymptotics
E
[(
F (I(f), I(g)) − ̂F (I(f), I(g))n
)]
∼ 1
12n2
‖f ′‖2 E [F 2x1]+ 112n2 ‖g′‖2 E [F 2x2]+ 212n2 〈f ′, g′〉E [Fx1Fx2 ] . (5.20)
All other statements for multivariate F,G ∈ WA and the statements in (ii) are straightforward
as the covariance limits carry over to Wiener chaos computations in Proposition 28 and by the
truncation in (5.18). In particular, due to
E
[(
F +G− F̂ +Gn
)2]
= E
[
(F − F̂n)2 + (G− Ĝn)2 + 2(F − F̂n)(G− Ĝn)
]
,
and an iteration, we conclude the limits in (i) for F,G ∈ lin(WA) as well. 
6. Proofs
The optimal approximation results for linear Skorohod SDEs are now essentially an easy appli-
cation of the results in Section 5:
Proof of Theorem 10. Due to (2.3), Proposition 23 and the deterministic term
∫ 1
0 a(s)ds, we
have
E[(X1 − X̂1
n
)2] = E
[(
F (I(f)) ⋄ e⋄I(σ)e
∫ 1
0 a(s)ds − ̂F (I(f))n ⋄ e⋄Î(σ)
n
e
∫ 1
0 a(s)ds
)2]
= e2
∫ 1
0
a(s)ds E
[(
F (I(f)) ⋄ e⋄I(σ) − ̂F (I(f))n ⋄ e⋄Î(σ)
n)2]
.
For the random variable
G(I(f), I(σ)) := F (I(f)) ⋄ e⋄I(σ),
by F (I(f)) ∈ WA and Proposition 6, these derivatives exist in L2(Ω):
Gx1 = F
′(I(f)) ⋄ e⋄I(σ), Gx2 = F (I(f)) ⋄ e⋄I(σ).
Thanks to Theorem 32 (i), we therefore conclude
lim
n→∞
n2 E
[(
F (I(f)) ⋄ e⋄I(σ) − ̂F (I(f)) ⋄ e⋄Î(σ)
)2]
=
1
12
(
‖f ′‖2E[(F ′(I(f)) ⋄ e⋄I(σ))2]
+‖σ′‖2E[(F (I(f)) ⋄ e⋄I(σ))2] + 2〈f ′, σ′〉E[(F ′(I(f)) ⋄ e⋄I(σ))(F (I(f)) ⋄ e⋄I(σ))]
)
=
∫ 1
0
E
[((
f ′(s)F ′(I(f)) + σ′(s)F (I(f))
) ⋄ e⋄I(σ))2] ds.
This yields the asserted optimal convergence in Theorem 10. 
Proof of Theorem 15. Concerning a multivariate initial value F (I(f1), . . . , I(fK)) in Theorem
15, we conclude analogously via Theorem 32 (i) and the function
G (I(f1), . . . , I(fK), I(σ)) := F (I(f1), . . . , I(fK)) ⋄ e⋄I(σ) ∈ lin(WA).

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For the proof of Theorem 21 we need to combine the limits in Theorem 32 with the approximation
of the pathwise integral
∫ 1
0 a(s)ds in the Wick-WP scheme. We denote for shorthand
αk := ak∆+ σk∆kW,
βk := σ
2
k(1/2)(∆kW )
⋄2 +
(
σ′k + akσk
)
∆kW∆+ σ
3
k(1/6)(∆kW )
⋄3 +
(
a′k + a
2
k
)
(1/2)∆2
En :=
n−1∏
k=0
(1 + αk + βk)− 1
2
n−1∑
l=0
σ′l∆lW∆
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk) . (6.1)
Then, via the independence of the terms in the scheme with a deterministic initial value (then
all Wick products are ordinary products), the approximation in Theorem 21 is given by
X˜nn = F˜
(n)(In(f)) ⋄ En. (6.2)
We recall the similar type formula for the solution of the Skorohod SDE in Theorem 21 via (2.3),
X1 = F (I(f)) ⋄ e⋄I(σ)e
∫ 1
0 a(s)ds. (6.3)
In contrast to Ito¯ SDEs here the task is to carry over the strong approximations of F˜ (n)(In(f))
towards F (I(f)) and of En towards e⋄I(σ)e
∫ 1
0
a(s)ds to the Wick product and extract the correct
convergence rates. As the Wick product is a convolution operator and not closed on L2(Ω), it is
not trivial that such convergence is true or that the convergence rates of the terms remain valid
in an approximation of (6.3) via (6.2). The proof is based on Theorem 32 (ii) and the following
computations:
Proposition 34. We denote for shorthand I
(n)
k := I
(n)(σ1[k/n,(k+1)/n]) and notice
Ik − Ink =
∫ (k+1)/n
k/n
(σ(s)− σk − σ′k∆/2)dWs. (6.4)
Then it is:
e⋄Ik = 1 + σk∆kW +
1
2
(σk∆kW )
⋄2 +
1
6
(σk∆kW )
⋄3 + σ′k∆kW∆+R
σ
k,n, (6.5)
Rσk,n =
(
Ik − Ink − σ′k∆kW∆/2
)
+
1
2
(
I⋄2k − (σk∆kW )⋄2
)
+
1
6
(
I⋄3k − (σk∆kW )⋄3
)
+
∞∑
m=4
1
m!
I⋄mk .
We denote for shorthand εk :=
∫ (k+1)/n
k/n a(s)ds− (ak∆+ a′k∆2/2). Then it is
e
∫ (k+1)/n
k/n
a(s)ds
= 1 + ak∆+ (a
′
k + a
2
k)∆
2/2 +Rak,n, (6.6)
Rak,n = εk +
1
2
(∫ (k+1)/n
k/n
a(s)ds
)2
− a2k∆2
+ ∞∑
m=3
1
m!
(∫ (k+1)/n
k/n
a(s)ds
)m
,
e⋄I(σ)e
∫ 1
0
a(s)ds =
n−1∏
k=0
(
1 + αk + βk +Rk,n
)
, (6.7)
Rk,n = R
σ
k,n + ak∆
(
e⋄Ik − 1− σk∆kW
)
+
1
2
(a′k + a
2
k)∆
2
(
e⋄Ik − 1)Rak,ne⋄Ik .
Finally it is:
e⋄I(σ)e
∫ 1
0
a(s)ds − En =
n−1∑
l=0
(Il − Inl )
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk) +Rn, (6.8)
with
E[(Γ(
√
2)Rn)
2] ∈ O(∆3). (6.9)
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Proof. Equation (6.5) and (6.6) are clear by the Wick exponential e⋄Ik =
∑∞
m=0 I
⋄m
k and the
ordinary exponential function. Then, multiplying (6.5) and (6.6) in the product (notice the
uncorrelated Ik for different k), e
⋄I(σ)e
∫ 1
0
a(s)ds =
∏n−1
k=0 e
⋄Ike
∫ (k+1)/n
k/n
a(s)ds
, we conclude (6.7). A
simple computation with the general expansion
m∏
k=0
(ak + bk)−
m∏
k=0
(ak) =
m∑
k=0
bk
k−1∏
j=0
(aj + bj)
m∏
j=k+1
(aj), (6.10)
on (6.7) and (6.1) with bk = Rk,n gives
e⋄I(σ)e
∫ 1
0 a(s)ds − En =
n−1∑
l=0
Rl,n
l−1∏
k=0
(
1 + αk + βk +Rk,n
) n−1∏
k=l+1
(1 + αk + βk)
+
1
2
n−1∑
l=0
σ′l∆lW∆
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk) . (6.11)
The reformulation Aa−Bb = (A−B)a+B(a− b) and (6.10) yields
n−1∑
l=0
Rl,n
(
l−1∏
k=0
(
1 + αk + βk +Rk,n
) n−1∏
k=l+1
(1 + αk + βk)−
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk)
)
=
n−1∑
l=0
Rl,n
(
l−1∏
k=0
(
1 + αk + βk +Rk,n
)− l−1∏
k=0
(1 + αk + βk)
)
n−1∏
k=l+1
(1 + αk + βk)
+
n−1∑
l=0
Rl,n
l−1∏
k=0
(1 + αk + βk)
(
n−1∏
k=l+1
(1 + αk + βk)−
n−1∏
k=l+1
(1 + αk)
)
=
n−1∑
l=0
Rl,n
 l−1∑
k=0
Rk,n
k−1∏
j=0
(
1 + αj + βj +Rj,n
) l−1∏
j=k+1
(1 + αj + βj)
 n−1∏
k=l+1
(1 + αk + βk)
+
n−1∑
l=0
Rl,n
l−1∏
k=0
(1 + αk + βk)
 n−1∑
k=l+1
βk
k−1∏
j=l+1
(1 + αj + βj)
n−1∏
j=k+1
(1 + αj)
 . (6.12)
Thus via (6.11) and (6.12), we conclude the asserted formula (6.8) with
Rn =
n−1∑
l=0
(
Rl,n − (Il − Inl − σ′l∆lW∆/2)
) l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk)
+
n−1∑
l=0
Rl,n
 l−1∑
k=0
Rk,n
k−1∏
j=0
(
1 + αj + βj +Rj,n
) l−1∏
j=k+1
(1 + αj + βj)
 n−1∏
k=l+1
(1 + αk + βk)
+
n−1∑
l=0
Rl,n
 n−1∑
k=l+1
βk
k−1∏
j=l+1
(1 + αj + βj)
n−1∏
j=k+1
(1 + αj)
 l−1∏
k=0
(1 + αk + βk) . (6.13)
The mean value theorem with appropriate ξk, ξk ∈ [k/n, (k + 1)/n] and (Aa − Bb)2 ≤ 2(A −
B)2a2 + 2B2(a− b)2 gives∫ (k+1)/n
k/n
(σ(s)− σk − σ′k∆)2 ds = (σ(ξk)− σk − σ′k∆)2∆ =
(
σ′(ξk)(ξk − k/n)− σ′k∆
)2
∆
≤ 2 (|σ′(ξk)− σ′k|2 + (σ′k)2)∆3.
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and therefore, by Ito¯ isometry and |σ′(ξk)− σ′k|2 ≤ |σ′(ξk)− σ′k|2‖σ′‖∞,
n−1∑
k=0
E
[
(Ik − Ink − σ′k∆kW∆/2)2
] ≤ 2 (2T (σ′)‖σ′‖∞ + ‖σ′‖2∞)∆2. (6.14)
The lowest other term in the L2-norm of Rσk,n is I
⋄2
k − (σk∆kW )⋄2. Due to Wick’s theorem
(5.10), the mean value theorem and the uniform bounds via σ ∈ C1([0, 1]), we obtain
E
[(
I⋄2k − (σk∆kW )⋄2
)2]
= E
(∫ (k+1)/n
k/n
(σ(s)− σk)dWs ⋄
∫ (k+1)/n
k/n
(σ(s) + σk)dWs
)2
=
∫ (k+1)/n
k/n
(σ(s) − σk)2ds
∫ (k+1)/n
k/n
(σ(s) + σk)
2ds+
(∫ (k+1)/n
k/n
(σ(s)− σk)(σ(s) + σk)ds
)2
≤ 2‖σ′‖2∞‖σ‖2∞(∆4/3 + ∆4/4) =
14
12
‖σ′‖2∞‖σ‖2∞∆4. (6.15)
We notice that all Rσk,n (resp. Rk,n, Rn) are independent for different k (and fixed σ, n). By the
uniform estimates above, we conclude
E
(n−1∑
k=0
Rσk,n
)2 = n−1∑
k=0
E
[(
Rσk,n
)2] ∈ O(∆2),
n−1∑
k=0
E
[(
Rσk,n − (Ik − Ink − σ′k∆kW∆/2)
)2] ∈ O(∆3). (6.16)
An elementary computation gives ε2k = |a′(ξk) − a′k|2∆4 for appropriate ξk ∈ [k/n, (k + 1)/n].
The lowest other terms in Rak,n are of order ∆
5 (e.g. ak∆εk). Combining all these bounds in
(6.14)–(6.16), we obtain by independence of the factors
E
(n−1∑
k=0
Rk,n
)2 ∈ O(∆2), E
(n−1∑
k=0
(
Rk,n − (Ik − Ink − σ′k∆kW∆/2)
))2 ∈ O(∆3),
E
 n−1∑
k,l=0,k 6=l
Rk,nRl,n
2 ∈ O(∆4), E
 n−1∑
k,l=0,k 6=l
βkRl,n
2 ∈ O(∆4). (6.17)
We observe
E
[
(1 + αk)
2
]
= (1 + ak∆)
2 + σ2k∆,
E
[
(1 + αk + βk)
2
]
=
(
1 + ak∆+
(a′k + a
2
k)∆
2
2
)2
+ (σk + (σ
′
k + akσk)∆)
2∆+
σ4k∆
2
4
+
σ6k∆
3
6
.
Hence, via 1 + x ≤ ex, independence of the factors and by inspection of (6.7), for all 0 ≤ l ≤
m < n ∈ N we have a constant c = c(a, σ) <∞ with
E
[
m∏
k=l
(1 + αk)
2
]
=
m∏
k=l
(1 + ak∆+ σ
2
k∆) ≤ e‖σ‖
2+2
∫ 1
0 |a(u)|du+O(∆) < c,
E
[
m∏
k=l
(1 + αk + βk)
2
]
,E
[
m∏
k=l
(
1 + αk + βk +Rk,n
)2] ≤ e‖σ‖2+2 ∫ 10 |a(u)|du+O(∆) < c. (6.18)
The asymptotic of the remainder Rn in (6.13) is based on (6.17). Thus, with the uniform bound
(6.18), we conclude E
[
(Rn)
2
]
∈ O(∆3). We recall the Mehler transform in Remark 11 and notice
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by an analogous reasoning (the only difference is
√
2σ instead of σ), that E
[(
Γ(
√
2)Rn
)2] ∈
O(∆3). 
Proof of Theorem 21. We consider the following reformulation of the difference, cf. (6.2), (6.3),
(X1 − X˜nn ) =
(
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0 a(s)ds + F˜ (n) ⋄
(
e⋄I(σ)e
∫ 1
0 a(s)ds − En
)
.
Therefore the limit in Theorem 21 is reduced to the limits of the following three items:
E
[(
X1 − X˜nn
)2]
= E
[((
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)2]
+ E
[(
F˜ (n) ⋄
(
e⋄I(σ)e
∫ 1
0 a(s)ds − En
))2]
+ 2E
[((
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)(
F˜ (n) ⋄
(
e⋄I(σ)e
∫ 1
0 a(s)ds − En
))]
. (6.19)
Step (i) : Thanks to Theorem 32 (ii - a), we immediately conclude
lim
n→∞
n2 E
[((
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)2]
=
1
12
‖f ′‖2E
[(
F ′(I(f)) ⋄ e⋄I(σ)
)2]
e2
∫ 1
0 a(s)ds.
Step (ii) : The remaining terms in (6.19) require the subtle reformulation of
(
e⋄I(σ)e
∫ 1
0
a(s)ds − En
)
in (6.8) in Proposition 34. Thus, via (6.9), the Ho¨lder inequality (3.1) and the assumption
F (I(f)) ∈ WA,
E
[
(F˜ (n) ⋄Rn)2
]
≤ E
[
|Γ(
√
2)F˜ (n)|2
]
E
[
|Γ(
√
2)Rn|2
]
∈ O(∆3). (6.20)
Notice that all product terms in (6.8),
n−1∏
k=0
(
1 + αk + βk +Rk,n
)
,
n−1∏
k=0
(1 + αk + βk) ,
n−1∏
k=0
(1 + αk)
behave via (6.7), (6.18) and the error asymptotics in (6.17) in covariance computations like
e⋄I(σ)e
∫ 1
0 a(s)ds. Hence, due to (6.8), (6.20) and Theorem 32 (ii - b), we conclude
lim
n→∞
n2 E
(F˜ (n) ⋄ n−1∑
l=0
(Il − Inl )
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk)
)2
lim
n→∞
n2 E
[(
F˜ (n) ⋄ (I(σ)− In(σ)) ⋄ e⋄I(σ)e
∫ 1
0
a(s)ds
)2]
=
1
12
‖σ′‖2 E
[(
F (I(f)) ⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)2]
. (6.21)
The Cauchy-Schwarz inequality and (6.20)–(6.21) imply
E
[(
F˜ (n) ⋄
n−1∑
l=0
(Il − Inl )
l−1∏
k=0
(1 + αk + βk)
n−1∏
k=l+1
(1 + αk)
)(
F˜ (n) ⋄Rn
)]
∈ O(∆5/2). (6.22)
Hence, by (6.8), (6.21)–(6.22), we obtain
lim
n→∞
n2 E
[(
F˜ (n) ⋄
(
e⋄I(σ)e
∫ 1
0
a(s)ds − En
))2]
=
1
12
‖σ′‖2 E
[(
F (I(f)) ⋄ e⋄I(σ)e
∫ 1
0
a(s)ds
)2]
.
Step (iii) : The convergence for the last term in (6.19) follows by an analogous reasoning to
Step (ii) above and by Theorem 32 (ii - c) and this gives
lim
n→∞
n2 E
[((
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0
a(s)ds
)(
F˜ (n) ⋄
(
e⋄I(σ)e
∫ 1
0
a(s)ds − En
))]
= lim
n→∞
n2 E
[((
F − F˜ (n)
)
⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)(
F˜ (n) ⋄ (I(σ) − In(σ)) ⋄ e⋄I(σ)e
∫ 1
0 a(s)ds
)]
=
1
12
〈f ′, σ′〉E
[(
F ′(I(f)) ⋄ e⋄I(σ)
)(
F (I(f)) ⋄ e⋄I(σ)
)]
e2
∫ 1
0 a(s)ds.
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Thus, combing Steps (i) − (iii) in (6.19), we conclude the asserted optimal approximation for
the Wick-WP scheme. 
7. Outlook on convergence rates and applications
Finally we sketch some conditions for further convergence rates, give some new optimal ap-
proximation results for Skorohod integrals and present a conjecture on quasilinear Skorohod
SDEs.
Thanks to (4.2), we recall
E
[
(I(f)− Î(f)n)2
]
=
n∑
i=1
∫ i/n
(i−1)/n
(
f(s)−
(
n
∫ i/n
(i−1)/n
f(u)du
))2
ds. (7.1)
Proposition 35. Suppose f ∈ L2. Then the mean squared error behaves as: For every bounded
f it is
E
[
(I(f)− Î(f)n)2
]
≤ 2‖f‖2∞n−1
and for c ∈ R, r ∈ [0, 1] \Q, we have an increasing sequence (nk)k∈N with
E
[(
I(c1[0,r))− ̂I(c1[0,r))
nk
)2] ∼ c2
2nk
.
Proof. Thanks to simple computations on step functions and (7.1), we conclude the first estimate.
The asymptotic relation follows immediately by [23, Proposition 4.2]. 
Proposition 35 can be the starting point for further optimal approximation results and error
expansions for Skorohod SDEs or Skorohod integrals. The proof techniques by Section 5 apply
analogously. We mention exemplary two statements.
Thanks to Proposition 35 and Theorem 29, we have:
Theorem 36. Suppose f, a, σ′ ∈ L2 are bounded and τ ∈ (0, 1) \ Q. Then the solution of the
Skorohod SDE
dXt = a(t)Xtdt+ σ(t)XtdWt, X0 = e
I(f1[0,τ ]),
satisfies
lim sup
n→∞
√
nE[(X1 − X̂1
n
)2]1/2 <∞
and there exists a constant c > 0 and an increasing sequence (nk)k∈N with
lim
k→∞
√
nk E[(X1 − X̂1
nk
)2]1/2 = c.
Remark 37. On optimal approximation of Skorohod integrals we performed the following result
for sufficiently regular integrands (see [20, Theorem 21]): For a function f ∈ C1,2,...,2([0, 1]×RK)
with some Lipschitz and Ho¨lder-growth conditions, fixed time points τ2, . . . , τK ∈ [0, 1] and the
Skorohod integral
I :=
∫ 1
0
f(s,Ws,Wτ2 , . . . ,WτK )dWs,
it is
lim
n→∞
n E[(I − E[I|W1/n,W2/n, . . . ,W1,Wτ2 , . . . ,WτK ])2]1/2 = C,
where the constant extends the Ito¯ case situation.
Due to the general representations of optimal approximation in terms of Wiener integrals and
their functionals in Section 5, now we are able to deal with a larger class of integrands: Via
Theorem 32 (i) and the techniques in [20], we obtain in the simplest case
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Theorem 38. Suppose F (t, x, y) ∈ C1,2,1([0, 1] ×R2;R), the differential operator
L := ∂
∂t
+
1
2
∂2
∂x2
and f ′ ∈ BV . Then the Skorohod integral
I :=
∫ 1
0
∂
∂x
F (s,Ws, I(f))dWs,
exists and satisfies the optimal approximation
lim
n→∞
nE[(I − În)2]1/2 = 1√
12
(∫ 1
0
E
[(
f ′(s)Fy(1,W1, I(f))− LF (s,Ws, I(f))
)2]
ds
)1/2
.
Thanks to the expansion √
a2 + b2 + . . . = a+
b2
2a
+ . . .
we conclude error expansions like:
Theorem 39. Suppose f, a, σ ∈ C2b ([0, 1]) and the Skorohod SDE
dXt = a(t)Xtdt+ σ(t)XtdWt, X0 = F (I(f)) ∈ WA.
Then the optimal approximation fulfills the expansion
E[(X1 − X̂1
n
)2]1/2 = Cn−1 + Cn−2 +O(n−3),
where C is the optimal approximation constant from Theorem 10 and C ∈ (0,∞) can be specified
by the norms in (5.20) and Remark 27.
Remark 40. As the proof of the error expansion in Remark 31 immediately carries over to the
approximation scheme in Algorithm 22 which is used in Theorem 21, we believe that similarly:
E[(X1 − X˜nn )2]1/2 = Cn−1 + Cn−2 +O(n−3).
Finally we consider more general Skorohod SDEs. We make use of a standard regularity as-
sumption: Let a : [0, 1] ×R× Ω→ R be measurable and there exists an L > 0 with
(L) ∀t ∈ [0, 1], x, y ∈ R, ω ∈ Ω : |a(t, x, ω)− a(t, y, ω)| ≤ L|x− y|, |a(t, 0, ω)| ≤ L.
Then, due to a general Girsanov transform by Buckdahn, cf. [21, Theorem 3.3.6]:
Theorem 41. Suppose X0 ∈ Lp(Ω) for some p > 2, a satisfies (L) and σ ∈ L2. Then there
exists a unique stochastic process X ∈ L2(Ω× [0, 1]) which solves for all t ∈ [0, 1] the quasilinear
Skorohod SDE
dXt = a(t,Xt)dt+ σ(t)Xt dWt.
Inspired by our results we believe that in general it is true:
Conjecture 42. Suppose the assumptions in Theorem 41 are satisfied and additionally X0 =
F (I(f)) ∈ WA, f ′, σ′ ∈ BV , a ∈ C1([0, 1] × R) is nonrandom, ax is bounded. Then
lim
n→∞
nE[(X1 − X̂1
n
)2]1/2 ∈ (0,∞).
We believe that the solution of a quasilinear Skorohod SDE can be approximated by an appro-
priate Wick-WP scheme as well.
By inspection of the proofs in Section 6, we do not know how to overcome the difficulties with
a general drift coefficient or more general Skorohod SDEs as in [17].
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