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1. Introduction
 The effects of the uncertainty of parameters on policy instrument
variables in economic systems were first considered in Brainard (1967).
In a one-period problem with one target variable and two policy in-
strument variables, he explicitly showed that the optimal policy port-
folio combines the instruments so as to minimize the coefficient of
variation of their combined impact, and that all instruments available
should be used in pursuing one target, since the coefficient of variation
of the optimal policy package is less than or equal to the coefficient
of variation of any single instrument. And in his numerical example
of one target-one instrument case, a less active policy is suggested
            (2)under uncertainty.
 In Chow (1973, pp. 642-644), these two observations were generalized
in a multiperiod problem with multivariate state and control vectors
under some assumptions.
 Empirically, in general setting of multivariate state and control vec-
(1) Brainard (1967, pp. 418-419)
(2) Brainard (1967, pp. 415-416)
122 KEIEI TO KEIZAI 
tors, Young (1976) simulated a linearized version of Klein's Annual 
Model consisting of 20 equations with the uncertainty of parameters 
for one period. He showed the less active policy instrument combina-
tion of corporate tax, government expenditures, and personal tax under 
(3) 
uncertainty. 
When the uncertainty is in the parameters, the following cases can 
be considered in the control calculation. The first assumption is that 
the parameters are constant but unknown. That is, the mean of pa-
rameters is constant, but the covariance matrix of parameters is un-
known and stochastic. MacRae(1975} and Kendrick(1981a, chapter 12} 
consider this case. The second one is that the parameters are stochas-
tic, but are assumed to be independent between periods. Chow (1973),s 
algorithm falls under this category. The third approach assumes that the 
parameters are stochastic and time-varying. In this category, Kendrick 
(1979) simulated'a linear system with three tergets and one policy in-
strument within a multiperiod framework by the active-learning control' 
method (or the dual control method). However, in his numerical ex-
ample, only 5 of the 15 parameters are considered to be stochastic. 
(4) 
The other 10 are considered to be known exactly. 
In this study, we use the same model as Young for a multiperiod 
problem with multivariate state and control vectors, and compare 
three feedback control methods with time-varying parameters for the 
(3) Young (1976, pp. 217·218) In his calculation, a small increase in government 
expenditures is offset by a large increase of taxes. 
(4) Kendrick (1981a and 1981b), and Rausser and Hochman (1979) survey various 
stochastic control methods in econometrics. 
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(5) 
cases of known and unknown parameters_ We calculate the follow-
ing three feedback control methods_ 
L Deterministic feedback control method for nonlinear econometric 
(0) 
systems by Chow, 
2_ Open-loop feedback optimal (0. L. F. 0.) control method after ob-
taining the reduced form of the linearized structure of the model, 
3. Updated certainty equivalence control method after obtaining the 
reduced form of the linearized structure of the model. 
The feedback control of nonlinear econometric systems by Chow is 
explained in section 1 of the appendix A. The O. L. F. O. control 
method for linear econometric systems is explained in Hosouchi (1983), 
and the method for obtaining the reduced form coefficients. of the 
linearized strucuture from the original nonlinear model, and the cova-
riance matrices of the reduced form coefficients and disturbance terms 
is described in section 2 of the appendix A, according to Chow (1976). 
The updated certainty equivalence control is calculateq by the certain-
ty equivalence control method with time-varying parameters based on 
the O. L. F. O. method. That is, at each stage, the first control 
(5) Young's model is estimated with the data of 1929-1941 and 1947-1968 by the 
T. S. L. S. method, while our model is estimated with the data of 1929·1941 and 
1947-1960 by the O. L. S. method. Furthermore, his linearization method is dif-
ferent from ours. However, the reduced form coefficients and the covariance 
matrices obtained for the both models are very similar. 
(6) In Chow's feedback control method for nonlinear econometric systems with 
known parameters (1975, and 1981), the parameters change in each period, since 
the parameters are linearized in each period. Therefore, this algorithm can be 
considered to be a kind of time-varying. 
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decision in the determined certainty equivalence control sequence is 
applied to the system, and similar to the O. L. F. O. control method, 
after a new observation is obtained, a new certainty equivalence control 
is calculated based on the updated coefficients.(7) 
The updating of parameters for the O. L. F. O. control and the 
certainty equivalence control is calculated by the Kalman filter algo-
rithm under the assumption that the covariance matrices of coefficients 
d· b . d·ff . (8) E . h· and Istur ance terms m 1 erent equatIOns are zero. ven m t IS 
case, the covariance matrix of coefficietnts becomes a 20 X 39 X 39 ma-
• (9) 
tnx. 
In the appendix B, Klein's Annual Model estimated by the data of 
1929-1941 and 1947-1960 is given, and in the appendix C, the reduced 
form coefficients and their standard errors of the linearized version of 
Klein's Annual Model are presented. 
(7) Rausser and Hochman (1979, p. 89) 
(8) See Hosouchi (1983) 
(9) For this system y=Ay +Bx+Cz+Ex +Fz ,y is a 19x1 vector, x is a 
-I -1 -1-1 
3x1 vector, z is a 12x1 vector, X_I is a 1x1 vector, and Z_I is a 4x1 vector. 
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2_ Computation of Feedback Control Methods with Time-varying Pa-
rameters 
We take Klein's Annual Model estimated by the data of 1929-1941 
and 1947-1960 in Klein (1969). The planning period is 4 periods of 
1961 to 1964. The target variables are assumed to be (i) wage and 
salary workers (N), (ii) implicit GNP deflator (p), and (iii) gross 
national products (X). The policy instruments are assumed to be (i) 
government expenditures (G), (ii) personal taxes (T), and (iii) corporate 
profit taxes (T c), The target of unemployment among wage and sa-
lary workers is assumed to be four percent of civilian labor force, 
and the target of price deflator is assumed to grow at three percent 
starting from 1956 with changing level. The target of GNP is assumed 
to be the potential GNP.OO) The weights of the quadratic loss function 
. are 1.0 for all items of both target variables and policy instruments. 
We include the policy instruments in the loss function for the purpose 
of reducing the policy instability. The target values of policy instru-
ments are assumed to be the historical values.. The discount rate is 
1 
assumed to be ----
(1 + 0.1) t 
The deterministic control for a nonlinear system is converged in 
seventeen iterations with the convergence criterion of 0.0001. The 
linearization for the O. L. F. O. control and the updated certainty 
equivalence control is calculated around these converged values of 
target variables and policy instruments at the initial period. 
In Table 1, the optimal policy instruments obtained for the 
(10) The values of potential GNP are taken from Clark (1979), and these figures at 
1972 prices are converted to 1964 prices by price deflator. 
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Table 1 
Values of optimal policy instruments 
Historical Deterministic O. L. F. O. Updated 





1961 84.3 97.09 84.94 97.27 
1962 89.8 102.43 89.91 99.12 
1963 92.1 104.78 92.23 102.19 
1964 92.9 103.42 95.64 100.78 
2. T 
1961 33.2 23.11 32.95 23.75 
1962 39.4 30.67 39.26 33.87 
1963 42.8 35.87 42.75 37.00 
1964 40.6 36.02 39.08 36.43 
3. T 
c 
1961 22.3 31.64 22.19 28.04 
1962 23.2 28.53 23.21 24.14 
1963 24.6 25.91 24.55 24.70 
1964 25.8 25.12 25.77 25.16 
G-T-T 
c 
1961 28.8 42.34 29.80 45.48 
1962 27.2 43.23 27.44 41.11 
1963 24.7 43.00 24.93 40.49 
1964 26.5 42.28 30.79 39.19 
* The vaues of O. L. F. O. control and updated certainty equivalence control 
are the average of three simulations. 
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Table 2 
Values of target Variables 
Historical Target Deterministic O. L. F. O. Updated 




1961 61.3 68.74 65.70 61.47 65.38 
1962 63.3 69.1~ 69.15 63.34 66.09 
1963 64.2 70.08 70.36 64.23 67.20 
1964 65.6 71.23 72.11 66.38 67.90 
Squared Deviation 
from Target 
155.49 10.08 144.25 40.15 
2. p 
1961 1.158 1.211 1.269 1.163 1.266 
1962 1.167 1.247 1.337 1.168 1.242 
1963 1.185 1.284 1.419 1.186 1.266 
1964 1.207 1.323 1.477 1.229 1.270 
Squared Deviation 
from Target 
0.033 0.050 0.027 0.006 
3. X 
1961 447.9 477.8 475.46 448.78 474.73 
1962 476.4 499.6 495.41 476.67 495.21 
1963 492.6 517.8 511.22 492.86 512.93 
1964 516.0 536.3 529.13 521.42 531.68 
Squared Deviation 
from Target 
2479.36 112.30 2193.78 73.85 
(A) Total Value of 
Squared Deviation 
from Target Nw' p, and X 
2634.88 122.43 2338.06 114.01 
(B) Total Value of 
Squared Deviation 
from Target G, T, and T 
0.0 
c 
959.29 11.07 625.69 
Total Value of 
(A) and (B) 
2634.88 1081.72 2349.13 739.70 *) 
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nonlinear determinstic control, the O. L. F. O. control, and the updated 
certainty equivalence control are presented with the historical values. 
In Table 2, the corresponding values of target variables are given with 
the tagret values. The values of policy instruments obtained for the 
O. L. F. O. control show less active values with poor control perfor-
mances. If we compare the deterministic control with the updated 
certainty equivalence control, the values of G and the corresponding 
values of T c (and the values of G - T - T c) obtained for the updated 
certainty equivalence control are a little bit less active than the de-
terministic control. The difference in the total values of squared de-
viation from target N w' p, and X between these two controls is small. 
However, there is a difference between the values of target variables 
N wand p. The deterministic control shows a good performance in 
Nw' while the updated certainty equivalence control shows a good 
performance in p. Concerning X, the values obtained for these two 
controls are similar. 
The target variables of the deterministic control are determined by 
the nonlinear structural form of the step 5 in section 1 of the appendix 
A, while the target variables of the updated certainty equivalence 
control are determined by the reduced form of the linearized structure. 
This difference may not be small. However, according to the ration-
ale for Chow's method, at convergence of the iterative procedure, the 
*) The values of O. L. F. O. control and updated certainty equivalence control are 
the averadge of three simulations. 
The values of squared deviation from target is given by 
4 
Z (y - y ) i = N w' p, X, 
t=l it it 
where y is target value. 
it 
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values given by the reduced form of the linearized structure become 
identical with the values given by the nonlinear systems_Oj) Therefore, 
we can infer that the most part of difference between the target vari-
ables obtained come from the difference between coefficients of both 
controls. Although the coefficients of Chow's method are a kind of 
time-varying, they are not updated by the recursive method, such as 
the Kalman filter algorithm. On the other hand, the coefficients of 
updated certainty equivalence control are updated by new observations 
at each time. 
If we look at the values of target variables and policy instruments 
obtained for the O. L. F. O. control, we can see that the values of 
both variables are similar to the historical values. Although the model 
itself has forecasting errors, the model structure is adjusted to a new 
situation after updating parameters by new observations, and this might 
reduce the error of the model itself. 
In Table 3, the movements of policy instruments and target variables 
for the O. L. F. O. control simulation No. 1 are presented, and in 
Table 4, the movements of optimal policy instruments and target vari-
ables for the updated certainty equivalence control simulation No. 1 
are presented. Although at pass 1, the target values for future periods 
are far from the targets, the values are adjusted as time goes on. 
Furthermore, we can see that the optimal policy mix will change de-
pending on parameters of the model. For example, in the case of 
updated certainty equivalence control in Table 4, the value of target 
X decreases from the value in 1964 at pass 1 to the value in 1964 at 
pass 4, while the corresponding value of policy instrument G increases 
from pass 1 to 
(II) Chow (1976, p. 689) 
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Table 3 
Movements of optimal policy instruments 
and target variables for the O. L. F. O. control 
simulation No. 1 
A. Optimal Policy Instruments 
Pass 
1 2 3 4 
i. G 
1961 84.79 
1962 93.94 89.83 
1963 106.61 96.27 92.17 
1964 94.33 100.63 98.3~ 95.11 
2. T 
1961 32.89 
1962 33.01 39.28 
1963 28.l0 41.88 42.74 
1964 38.l9 37.72 41.62 39.35 
3. T 
c 1961. 22.16 
1962 27.24 23.19 
1963 46.00 23.63 24.53 
1964 27.99 23.91 28.19 25.36 
B. Target Variables 
Pass 




1962 62.00 63.32 
1963 63.56 61.39 64.22 
1964 58.19 57.20 63.94 66.31 
2. p 
1961 1.162 
1962 1.236 1.168 
1963 1.309 1.148 1.186 
1964 1.212 1.031 1.234 1.225 
3. X 
1961 448.94 
1962 468.64 476.54 
1963 508.l9 506.66 492.76 
1964 526.76 546.03 521.95 520.49 
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Table 4 
Movements of optimal policy instruments 
and target variables for the updated certainty 
equivalence control simulation N 0_ 1 
A. Optimal Policy Instruments 
Pass 
1 2 3 4 
1. G 
1961 97.46 
1962 100.43 99.09 
1963 99.44 95.40 105.25 
1964 96.06· 91.37 97.39 100.78 
2. T 
1961 23.97 
1962 31.88 33.52 
1963 37.73 40.73 36.75 




1962 26.86 24.61 
1963 25.60 24.58 25.00 
1964 26.07 26.36 25.66 25.28 
B. Target Variables 
Pass 
1 2 3 4 
1. Nw 
1961 64.96 
1962 63.69 65.76 
1963 57.74 61.46 66.81 
1964 48.46 53.55 63.60 67.56 
2. p 
1961 1.266 
1962 1.326 1.243 
1963 1.268 1.168 1.267 
1964 1.084 0.969 1.266 1.270 
3. X 
1961 474.49 
1962 496.04 495.13 
1963 515.09 516.05 512.90 
1964 537.02 539.47 534.26 531.55 
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pass 4, and the values of policy instruments T and T c decrease. 
3. Conclusion 
If we compare the deterministic control and ~he stochastic control 
with unknown parameters, the optimal policy instruments obtained for 
the stochastic control with unknown parameters are less active. How-
ever, in this case, the corresponding values of target variables obtained 
for these two controls are different. In the calculation of the feedback 
control rule for the O. L. F. O. control, the covariance matrix has 
large effects, and this may cause the less active values of policy in-
struments because of the large uncertainty. If we omit this covariance 
matrix term during the calculation of the feedback control rule, like 
the updated certainty equivalence control, the values of optimal policy 
instruments and target variables obtained become more active with 
good control performance in terms of the squared deviation from tar-
get. Therefore, if we include the covariance matrix of coefficients in 
the control calculation, we must face a computation problem, how to 
reduce the uncertainty of the parameters during the calculation. 
Also, we noticed that the optimal policy mix depends on time-vary-
ing parameters. If the parameters of the model change, the optimal 
policy mix obtained will become a different one. In this sense, we 
must update the parameters by new observations at each time in the 
control calculation. 
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L Feedback Control of Nonlinear Econometric Systems by Chow 
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In Chow (1975, chapter 12), a solution to the feedback control of 
nonlinear econometric system with known parameters is presented. 
The rationale for this method is given in Chow (1976, section 2). In 
the case of known prameters, the feedback control solution to the op-
timal control of nonlinear econometric systems is obtained by the fol-
• •• (J2) 
lowmg Iterative process. 
Step 1. Estimate a tentative optimal path yO, yO, ... , yO of endogenous 
1 2 T 
variables with the given trial policy path xO, xO, .. , xO, and given 
1 2 T 
exogenous variables not subject to control z , z , ... , z . 
1 2 T 
Thus, for each period t, the following system of simultaneous equations 
holds: 
(1) ° ° ° ° y = p (y ,y ,x, z) t t t-l t t t = 1, ... , T. 
Step 2. Equation (1) is linearized about point yO, yO , and xO. 
t t-l t 
(2) yO + B (y 
t It t 
B (y - y O ) + B (x 
2t t-l t-l 3t t 







(12) Chow (1976) and Chow and Megdal (1978) 
For further details concerning computations, see Butters and Chow (1977), Chow 
and Megdel (1978), and Chow (1981). 
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For example, the derivative of ifJ. with respect to the variable y. is 
J It 
obtained numerically by computing the following relation: 
aifJ. y. (1) - y. (2) 
(3) ~ - It It i = 1, ... ,n and j = 1, ... ,n, 
Oyjt - 2dYj 
where 
(4) y. (1) 
It 
cp. (y , ... ,y. + dy., ... ,y;y ;x ;z) + u, 
J It It I nt t-1 t t t 
(5) y. (2) 
It 
<p. (Y. , ... ,y. - dy., ... ,y;y ;x ;z) + u, 
J It It I nt t-l t t t 
dy. = max( I 0.001 X y. I, 0.001). 
I It 
Step 3. The reduced form of the linearized structure (2) is obtained 
by the following relation: 
(6) 
where 
y =Ay +Bx +c +e 
t t t-l t t t t 
-1 
A (1 - B) B, 
t It 2t 
-1 




yO - A yO 
t t t-1 
-1 
e = (I - B) u. 




t 1, ... ,T, 
Step 4. Using the linear model (6) and the quadratic loss function, 





x = Gy + g 
t t t-1 t 
t = 1, ... , T, 
-1 
G = -(A + B'K B ) (B'K A), 
t t ttt ttt 
K 
t-1 
W + A'KA + G'B'KA 
t -1 t t t t t t t' 
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with the initial condition 
(10) K =W 
T T' 
-1 
= -(/1 + B'K B) (B'K c + B'k (11) g 
t t t t t t t t t t 
(12) k = -W y + A'Kc + A'K + 
t-1 t-1 t-1 t t t t t 
with the initial condition 
(13) k =-Wy. 
T T T 
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- /1 x), 
t t 
A'KBg, 
t t t t 
y and x are desired target valiable and desired policy instrument, 
t t 
respectively. Wand /1 are the corresponding weighting matrices in 
t t 
the loss function, respectively. 
Step 5. After obtaining the series of G and g backwards from t=T 
t t 
to t = 1 by equations (8) to (13), we compute a new tentative policy 
o 0 path x , x , 
1 2 
o ° path y , y , .. 
1 2 
U = 0 from t 
t 




by the original nonlinear system equation with 
T 
= 1 to t = T, consecutively. 
Step 6. We go back to Step 2 to linearize the model about the new 
policy and solution path. Step 2 to Step 5 can be repeated until the 
process converges. 
2. Calculation of the Covariance Matrices of Reduced Form Coeffi-
cients of the Linearized Structure of Nonlinear Econometric Sys-
tems. 
The calculation of the covariance matrices of coefficients and 
disturbance terms of the reduced form is described in Chow (1976). 
First, the reduced form of the linearized structure is obtained by the 
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linearization method in section 1 of the appenx A. Next, the covari-
ance matrices of coefficients of the reduced form of the linearized 
structure can be obtained numerically by the following steps. 
Step 1. After obtaining the reduced form coefficients of the linearized 
structure p = (A, B, c), we make a small change in the structural 
form coefficients k, and then compute the reduced form coefficients 
corresponding to this change in the structural form coefficients. Then 






P i when we increase dkj - Pi when we decrease dk j 
2dk 
J 
dk, = max ( I 0.001 X k, I , 0.001). 
J J 
Step 2. By applying Lemma of Goldberger, Nagar and Odeh (1961, p. 
558), we get the covariance matrix of coefficients of the reduced form 
of the linearized structure by the following formula: 
(15) Q = Q2Q' 
where Z is the covariance matrix of the structural form coefficients, 
which are consistent and asymptotically unbiased estimates. 
The covariance matrix of the disturbance terms of the reduced form 
of the linearized structure is given by the following formula: 
-1 -1' 
(16) V = (I - B) r(1 - B ) 
1 1 
where r is the covariance matrix of the disturbance terms of the struc-
tural form. In the calculation of O. L. F. O. control, we used the reduced 
form of the linearized structure given by the formula 
(17) y = Ay + Bx + Cz + Ex + Fz , 
-1 -1-1 
instead of equation (6) i.e. 
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y = Ay 
C (I 
E (I 



















If we calculate the constant term c as residuals, the truncation error 
of Taylor expansion and the machine's roundoff ~rror are accumulated 
in c_ Therefore, the values of Jacobian matrix Q which correspond to 
the constant term c become large, and therefore, the corresponding parts 
of covariance matrix Q become large compared to their coefficients. 
Thus, we calculated the reduced form equation (17) inst.ead of equation 
(6). However, in this case, the value of the right hand side of equation 
(17) calculated does not equal to the value of the endogenous variable 
of the left hand side, i. e. 
y =F Ay + Bx + Cz + Ex + Fz . Hence, this difference is 
-1 -1 -1 . 
added to the constant term, which is one element of z, the covariance 
(13) 
matrix being the same. 
(13) The differnce of each equation is as follows: 
1. -7.0785 2. -8.5849 3. -0.0024 4. -1.0990 
5. -0.0184 6. 0.0016 7. -11.0488 8. -1.4581 
9. -179.7886 10. -211.7125 11. 21.7577 12. -1.3073 
l3. -1.8339 14. -0.0018 15. -0.0045 16. -210.1044 
1~. -4.0024 18. -0.0150 19. -9.5258 20. -30.4966 
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APPENDIX B 
Klein's Annual Model 
Here, Klein's Annual Model is estimated by the ordinary least 
squares method using the data of 1929-1941 and 1947-1960 in Klein 
(1969). There are some differences between the data used in the esti-
mation of this model and the original data. Since the data of corpo-
rate savings are not adjusted for the inventory valuation adjustment 
in Klein (1969), these data are calculated using the data in Economic 
Report of the President, 1965 by the following formula: 
S in Klein (1969) + Inventory Valuation Adjustment in Table B-
e 
11 in Economic Report of the President, 
divided by p in Klein (1969). 
(I 4) 
The calculated data of corporate savings are as follows: 
1928 4.2 1929 5.1 1930 0.5 1931 -5.9 1932 -11.0 
1933 -10.1 1934 -4.6 1935 -1.8 1936 -1.8 1937 0.0 
1938 0.2 1939 1.0 1940 4.5 1941 4.5 1946 3.2 
1947 7.0 1948 12.5 1949 11.8 1950 9.6 1951 9.9 
1952 9.5 1953 8.0 1954 6.7 1955 10.0 1956 8.2 
1957 7.6 1958 5.5 1959 9.1 1960 6.7 1961 5.7 
1962 7.5 1963 7.0 1964 9.6 
Here, since the data of p in 1928 and 1946 are not given in 
(1969), we used 0.581 for 1928 and 0.680 for 1946. The values 




In the following estimated equations, number in parentheses is (abso-
lute value of) t statistic, matrix below each equation is covariance 
-2 
matrix of coefficients, R is coefficient of multiple correlation adjusted 
for degree of freedom, D. W. is Durbin-Weston statistic, and S. E. is 
(14) These data except 1928 and 1946 are the same as the data in Norman (1969, 
p. 25). 
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standard error of the regression. 




0.7(C ) = 0.232 (Y - 0.7Y ) ~ 0.120 (C ) 
d -1 (6.28) -1 (1.57) d ~1 
4.378 
(3.99) 




R = 0.845 D. W. = 2.625 S. E. = 1.793 
2. Consumption function (nondurables) 
C = 0.347Y + 0.586(C) + 1.047 
n (6.40) (8.09) n -1 (0.60) 
0.0030 -0.0039 0.0354 
0.0053 - 0.0618 
3.0145 
-2 
R = 0.998 D. W. 0.778 S. E. 2.504 
3. Investment function (residential) 
R = 0.060Y - 0.307r + 0.250 R - 3.02 
(5.86) (1.13) -1 (2.15) -1 (1.52) 
0.0001 
-2 






D. W. = 2.134 
4. Investment function (inventories) 
H = 0.130 (X - L1H) + 0.426 H - 23.46 












S. E. = 1.137 
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Import demand function 
I = 0.027 X - 8.256 (P - p) + 0.492(1 ) - 0.847 
m (4.19) (1.91) m (3.62) m-1 (1.25) 
0.00004 -0.0182 -0.0008 -0.0016 




R = 0.964 D. W. = 2.086 S. E. = 0.968 
Production function 
x - W -0.95(X - W ) = 0.205(1 + R) + 5.1391(N - N 
g . g -1 (2.39) (5.79) w g 
+ N) - 0.95(N - N + N) f +88.76(h - 0.95h ) -5.250 
s w g s -1 (2.35) -1 (1.72) 
0.0074 -0.0345 0.2163 -0.1780 
-2 
0.7883 -16.9767 -0.1408 
1423.1240 -23.6146 
9.2799 
R = 0.820 D. W. = 2.656 S. E. = 6.597 
7. Hours worked function 
h = -0.348(w - w ) - 0.0177(N - N - N) + 1.132 
(6.28) -1 (11.02) L w s (79.59) 




R = 0.829 D.W. = ] .234 . S. E. = 0.020 
8. Labor demand function (wage share) 
W - W = 0.420 (X - W ) + 0.269(W - W ) - 10.77 
g (16.94) g (5.89) g -1 (9.23) 
0.0006 -0.0011 -0.0161 
0.0021 0.0226 
1.3622 
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-2 
R = 0.999 D. W. = 1.418 
9. Wage rate determ~nation equation 
141 
s. E. 1.966 
w-w 
-1 
-0.0136(N - N - N) + 1.380(p - p ) + 





R = 0.607 
0.0015 -0.0001 
0.2718 - 0.0120 
0.001l 
D. W. = 1.945 S. E. 0.065 
10. Interest rate structure equation 
r = 0.191 r + 0.838 r + 0.273 
(3.39) s (12.03) -1 (0.92) 




R = 0.870 D. W. 1.620 S. E. =0.376 
11. Corporate saving function 
pS = 0.851 (pP - T ) - 0.735(pP - T - pS ) - 0.41~ 
c (25.71) C C (9.10) C C C -1 (1.40) 




R = 0.985 D. W. = 1.639 S. E. 0.630 
12. N oncorporate income equation 
p(Il - p ) = 0.019pX + 0.824 (p(Il - p) ) + 0.753 
C (1. 75) (7.70) C -1 (0.83) 




R 0.979 D. W. 1.817 S. E. 2.354 
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13. Rentier income equation 
14. 
15. 
PI! = 0.067p(I + R) - 0.153(r - r ) + 0.907(pI!) - 0.176 
r (6.63) (0.65) -1 (27.0) r -1 (0.72) 
0.0001 -0.00008 -0.0003 0.0008 




R = 0.996 D. W. = 1.511 s. E. = 0.504 
Investment function (nonresidential) 
I - 0.951 = 0.058(X - W ) - 2.21 r - 0.5471 
-1 (2.94) g -1 (3.48)-1 (3.28) -1 
0.0004 -0.0011 -0.0031 -0.0128 




R = 0.393 D. W. = 1.589 s. E. = 2.656 
Depreciation equation 
20 
D = 0.054 ~ (p(I + R)). + 7.739 D - 2.339 







R = 0.992 D. W. =0.820 S. E. 1.115 
+ 10.36 
(2.74) 
16. Interest rate determination equation 
r = 1.198 r - 0.711 (R ) 
s (12.62) d (2.01) e-1 
0.0090 0.0184 
0.1256 
+ 0.644D - 0.674 
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-2 
R = 0.918 D. W. 1.034 
17. Definition of real GNP 
S. E. 0.381 
X = C + C + I + R + (H - H ) + G + E - I 
d n -1 m 
18. National income-national product identity 
pY = pX - D - T. 
19. Definition of profit 
pfI = pX -D 
20. Wage identity 
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Definition of Variables 
A. Endogenous Variables 
1. Consumption of durables C 
d 
C 2. Consumption of nondurables and services 
n 
D 3. Capital consumption allowances 
H 4. Stock of Inventories 
h 5. Index of hours worked per week 
6. Investment in plant and equipment 
I 7. Imports 
m 
N 8. Wage and salary workers 
w 
9. Proprietor's income II 
P 10. Corporate profits including inventory valuation adjustment 
c 
11. Rental income and net interest II 
r 
12. implicit GNP deflator p 
R 13. Residential construction 
14. Average yield in corporate bonds (Moody's) r 
15. Yield on prime commercial paper r 
s 
S 16. Corporate savings including inventory valuation adjustment 
c 
W 17. Wages and salaries and supplement to wages and salaries 
18. Annual earnings w 
X 19. Gross national products 
Y 20. Personal disposal income 
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Dummy variable, 0 for 1929-1946, 1 for others 
Exports 
Government expenditures 
N Government employees 
g 
N Total labor force 
L 
N Self-employed workers 
s 
P Implicit price deflator for imports 
m 
r A verage discount rate at all Federal Reserve Banks 
d 









Personal taxes plus contributions for social insurance less 
government and business transfer payments less interest 
on government debt 
Corporate profits including inventory valuation adjustment 
Reconciling item between net national product and natio-
nal income 
Government wages and salaries 
-21 
14. PIR s P(I + R) 
i=-l iii 
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APPENDIX C 
Reduced Form Coefficients of the Linearized 




(C ) (C ) H h I (I ) 
d -1 n -1 -1 -1 -1 m -1 
I. C 0.6775 0.0964 -0.0836 -3.3503 0.0774 -0.0810 
d (0.0754) (0.0255) (0.0262) (1.7613) (0.0369) (0.0318) 
2. C 0.1428 0.7303 -0.1250 -5.0110 0.1158 -0.1211 
n (0.0398) (0.0677) (0.0397) (2.6468) (0.0555) (0.0480) 
3. D 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
4. H -0.1025 0.1036 0.4022 -1.6389 0.0755 -0.0870 
(0.0230) (0.0220) (0.1120) (0.8876) (0.0346) (0.0313) 
5. h 0.0018 0.0018 -0.0016 0.1452 0.0012 -0.0016 
(0.0003) (0.0003) (0.0004) (0.0635) (0.0005) (0.0005) 
6. I 0.0 0.0 0.0 0.0 0.4030 0.0 
(0.0) (0.0) (0.0) (0.0) (0.1670) (0.0) 
7. 0.0542 0.0548 -0.0475 3.3788 0.0357 0.4460 
m (0.0251) (0.0250) (0.0231) (2.2818) (0.0221) (0.1355) 
8. N 0.1408 0.1423 -0.1233 11.1638 0.0904 -0.1195 
w (0.0237) (0.0217) (0.0280) (4.8586) (0.0393) (0.0391) 
9. il 0.7931 0.8013 -0.6946 26.4517 0.5181 -0.6727 
(0.1114) (0.0967) (0.1437) (11.9244) (0.2207) (0.2114) 
10. P 0.8643 0.8733 -0.7570 37.7233 0.5583 -0.7332 
c (0.1242) (0.1086) - (0.1583) (16.6812) (0.2384) (0.2315) 
II. il -0.0599 -0.0606 0.0525 -7.7408 -0.0085 0.0508 
r (0.0126) (0.0120) (0.0l36) (3.3561) (0.0089) (0.0179) 
12. P 0.0037 0.0037 -0.0032 0.4558 0.0022 -0.0031 
(0,0007) (0.0007) (0.0008) (0.1973) (0.0009) (0.0011) 
13. R 0.0247 0.0249 -0.0216 -0.8665 0.0200 -0.0209 
(0.0066) (0.0064) (0.0066) (0.4522) (0.0095) (0.0081) 
14. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
15. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
16. S 0.3202 0.8287 -0.7183 42.6666 0.5257 -0.6958 
c (0.1176) (0.1027) (0.1500) (18.6616) (0.2243) (0.2196 
17. W 0.3743 0.3782 0.3278 -5.9831 0.2755 -0.3175 
(0.0592) (0.0533) (0.0719) (3.0980) (1.1186) (0.1024) 
18. w 0.0019 0.0019 0.0017 0.1507 0.0012 -0.0016 
(0.0007) (0.0007) (0.0007) (0.0844) (0.0007) (0.0008) 
19. X 0.8912 0.9004 -0.7805 -14.2454 0.6559 -0.7560 
(0.1224) (0.1053) (0.1598) (7.2907) (0.2776) (0.2365) 
20. Y 0.4115 0.4157 -0.3604 -14.4411 0.3336 -0.3490 
(0.0330) (0.0784) (0.910) (7.1017) (0.1464) (0.1208) 
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(N ) I! (P ) (I! ) p R 
w -1 -1 c -1 r -1 -1 -1 
I. e -0.1940 0.2138 0.0103 0.2353 19.0867 0.0480 
d (0.0616) (0.0480) (0.0329) (0.0467) (3.8886) (0.248) 
2. e -0.2901 0.3198 0.0154 0.3520 28.5477 0.0718 
n (0.0933) (0.0736) (0.0493) (0.0721) (5.9928) (0.0372) 
3. D 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0 (0.0) (0.0) 
4. H -0.0949 0.0717 0.0035 0.0789 6.3594 0.0468 
(0.0326) (0.0191) (0.0111) (0.0193) (1.6191) (0.0234) 
5. h 0.0084 0.0013 0.0001 0.0014 -0.2801 0.0007 
(0.0011) (0.0003) (0.0002) (0.0003) (0.1492) (0.0003) 
6. 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
7. 0.1956 0.0375 0.0018 0.04l3 3.6519 0.0222 
m (0.1036) (0.0182) (0.0058) (0.0195) (1.8836) (0.0144) 
8. N 0.6464 0.0972 0.0047 0.1070 15.3967 0.0561 
w (0.0758) (0.0216) (0.0150) (0.0209) (4.0011) (0.0268) 
9. I! 1.5315 0.5483 0.0264 -0.2127 32.7470 0.3214 
(0.2542) (0.1109) (0.0844) (0.1025) (10.7587) (0.1508) 
10. P 2.1841 -0.l446 0.7703 -0.1592 11.7112 0.3464 
c (0.3077) (0.l039) (0.0519) (0.1131) (13.2073) (0.1628) 
II. I! -0.4482 -0.0385 -0.0019 0.7738 14.7914 -0.0052 
r (0.0497) (0.0104) (0.0059) (0.0284) (2.1557) (0.0056) 
12. P 0.0264 0.0025 0.0001 0.0028 0.2616 0.0014 
(0.0028) (0.0006) (0.0004) (0.0006) (0.1242) (0.0007) 
13. R -0.0502 0.0553 0.0027 0.0609 4.9362 0.2624) 
(0.0156) (0.0119) (0.0085) (0.0114) (0.9552) (0.1204) 
14. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
15. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
16. S 2.4703 -0.0650 -0.0031 -0.0715 -2.6223 0.3261 
c (0.3089) (0.0995) (0.0111) (0.1093) (13.8377) (0.1532) 
17. W -0.3464 0.2617 0.0126 0.2880 23.2168 0.1709 
(0.l053) (0.0559) (0.0403) (0.0536) (4.6236) (0.0808) 
18. w 0.0087 0.0013 0.0001 0.0014 1.5879 0.0008 
(0.0032) (0.0005) (0.0002) (0.0006) (0.5128) (0.0004) 
19. X -0.8248 0.6231 0.0300 0.6858 55.2781 0.4069 
(0.2423) (0.1239) (0.0959) (0.1158) (10.1095) (0.1898) 
20. Y -0.8361 0.9216 0.0444 1.0144 82.2701) 0.2069 
(0.2151) (0.1158) (0.l417) (0.0701) (6.8331) (0.0995) 




r \S ) w w X Y 
-1 c -1 -1 -1 -1 -1 
I. e -0.4778 -0.2241 0.0857 -1.6707 0.0489 -0.1891 
d (0.1738) (0.0472) (0.0209) (0.5031) (0.0132) (0.0358) 
2. e -0.7146 -0.3352 0.1282 -2.4988 0.0731 -0.0400 
n (0.2625) (0.0726) (0.0319) (0.7633) (0.0201) (0.0127) 
3. D 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
4. H -0.4694 -0.0751 0.0300 -0.8172 0.0293 -0.0287 
(0.1583) (0.0191) (0.0083) (0.2681) (0.0083) . (0.0078) 
5. h -0.0073 -0.0013 0.0005 -0.0145 -0.0015 -0.0005 
(0.0022) (0.0003) (0.0001) (0.0043) (0.0002) (0.0001) 
6. -2.2100 0.0 0.0 0.0 0.0580 0.0 
(0.6347) (0.0) (0.0) (0.0) (0.0200) (0.0) 
7. I -0.2222 -0.0393 0.0054 1.6849 -0.0329 -0.0152 
m (0.1191) (0.0188) (0.0054) (0.8762) (0.0190) (0.0074) 
8. N -0.5623 -0.1019 0.0407 -1.1147 -0.1128 -0.0394 
w (0.1707) (0.0212) (0.0096) (0.3273) (0.0143) (0.0090) 
9. n -3.2409 -0.5747 -0.1347 13.1905 -0.2235 -0.2221 
(0.9379) (0.1073) (0.0416) (1.7474) (0.0539) (0.0462) 
10. P -3.4909 -0.6257 -0.1445 18.8113 -0.3446 -0.2420 
c (1.0157) (0.1183) (0.0460) (1.8617) (0.0632) (0.0508) 
II. n 0.0714 0.0404 0.0049 -3.8601 0.0860 0.0168 
r (0.0604) (0.0105) (0.0039) (0.1839) (0.0087) (0.0044) 
12. P -0.0136 -0.0026 -0.0002 0.2273 -0.0048 -0.0010 
(0.0044) (0.0006) (0.0002) (0.0091) (0.0005) (0.0003) 
13. R -0.4306 -0.0580 0.0222 -0.4321 0.0126 -0.0069 
(0.2783) (0.0116) (0.0052) (0.1272) (0.0033) (0.0021) 
14. r 0.8380 0.0 0.0 0.0 0.0 0.0 
(0.0700) (0.0) (0.0) (0.0) (0.0) (0.0) 
15. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
16. S -3.2853 0.0681 -0.1277 21.2763 -0.4050 -0.2297 
c (0.9550) (0.1042) (0.0435) (1.5908) (0.0627) (0.0482) 
17. W -1.7136 -0.2743 0.3785 -2.9835 0.1071 -0.1048 
(0.5099) (0.0546) (0.0582) (0.8564) (0.0252) (0.0231) 
18. w -0.0076 -0.0014 0.0005 0.9850 -0.0015 -0.0005 
(0.0035) (0.0006) (0.0002) (0.0069) (0.0006) (0.0002) 
19. X -4.0801 -0.6531 0.2608 -7.1037 0.2549 -0.2495 
(1.17l0) (0.1195) (0.0556) (1.9613) (0.0565) (0.0513) 
20. Y -2.0593 -0.9660 0.3696 -7.2012 0.2107 -0.1152 
(0.6440) (0.0954) (0.0581) (1.7062) (0.0415) (0.0292) 
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p G T T D E 
c u 
I. C 0.2555 0.1646 -0.2670 -0.0398 -0.3122 0.1646 
d (0.8028) (0.0417) (0.0531) (0.0129) (0.1032) (0.0417) 
2. C 0.3821 0.2462 -0.3993 -0.0595 -0.4669 0.2462 
n (1.2009) (0.0636) (0.0819) (0.0195) (0.1561) (0.0636) 
3. D 0.0 0.0 0.0 0.0 7.7390 0.0 
(0.0) (0.0) (0.0) (0.0) (0.5807) (0.0) 
4. H 0.1250 0.1768 -0.0895 -0.0133 -0.1046 0.1768 
(0.3930) (0.0349) (0.0219) (0.0047) (0.0377) (0.0349) 
5. h 0.3944 0.0032 -0.0016 -0.0002 -0.0018 0.0032 
(0.1567) (0.0004) (0.0003) (0.0000) (0.0006) (0.0004) 
6. 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
7. -0.2577 0.0935 -0.0469 -0.0070 -0.0548 0.935 
m (0.8169) (0.0421) (0.0222) (0.0038) (0.0297) (0.0421) 
8. N -6.6030 0.2428 -0.1214 -0.0181 -0.1419 0.2428 
w (3.6316) (0.0318) (0.0238) (0.0058) (0.0467) (0.0318) 
9. II -2.0171 1.3673 -0.6847 -0.1020 -6.8841 1.3673 
(6.3148) (0.1266) (0.1185) (0.0315) (0.5720) (0.1266) 
10. P -2.8767 1.4902 -0.7454 -0.1111 -6.9522 1.4902 
c (9.0020) (0.1450) (0.1310) (0.0345) (0.5869) (0.1450) 
II. II 0.5903 -0.1033 (0.0481 0.0072 0.0414 -0.1033 
r (1.8465) (0.0189) (0.0120) (0.0026) (0.0302) (0.0189) 
12. P -0.0348 0.0063 -0.0031 -0.0005 -0.0037 0.0063 
(0.1087) (0.0011) (0.0007) (0.0002) (0.0013) (0.0011) 
13. R 0.0661 0.0426 -0.0691 -0.0103 -0.0807 0.0426 
(0.2076) (0.0104) (0.0130) (0.0033) (0.0262) (0.0104) 
14. r 0.0 0.0 0.0 0.0 0.1230 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0540) (0.0) 
15. r 0.0 0.0 0.0 0.0 0.6440 0.0 
s (0.0) (0.0) (0.0) (0.0) (0.2086) (0.0) 
16. S -3.2536 1.4142 -0.7069 -0.7759 -6.0037 1.4142 
c (10.1794) (0.1369) (0.1240) (0.0187) (0.4739) (0.1369) 
17. W 0.4563 0.6454 -0.3268 -0.0487 -0.3820 0.6454 
(1.4331) (0.0759) (0.0610) (0.0154) (0.1235) (0.0759) 
18. w -1.4691 0.0033 -0.0016 --0.0002 -0.0019 0.0033 
(0.5365) (0.0012) (0.0007) (0.0001) (0.0009) (0.10012) 
19. X 1.0863 1.5366 -0.7780 -0.1159 -0.9096 1.5366 
(3.4109) (0.1347) (0.1316) (0.0356) (0.2852) (0.1347) 
20. Y 1.1012 0.7094 -1.1508 -0.1715 -1.3455 0.7094 
(3.4543) (0.1219) (0.0806) (0.0455) (0.3675) (0.1219) 




N N N P R R 
g L m d e 
l. C -0.2042 0.0781 0.1261 1.3588 -0.0080 0.0 
d (0.0648) (0.0307) (0.0380) (0.7479) (0.0125) (0.0) 
2. C -0.3054 0.1167 0.1886 2.0324 -0.0119 0.0 
n (0.0982) (0.0463) (0.0576) (1.1230) (0.0186) (O.D) 
3. D 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) . (0.0) (0.0) 
4. H -0.0999 0.0382 0.0617 1.4595 -0.0027 0.0 
(0.0343) (0.0158) (0.0202) (0.7690) (0.0042) (0.0) 
5. h 0.0088 -0.0099 0.0011 0.0261 -0.0000 0.0 
(0.0011) (0.0010) (0.0003) (0.0132) (0.0000) (0.0) 
6. 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
7. 0.2059 -0.0787 -0.1272 -7.4841 -0.0014 0.0 
m (0.1091) (0.0455) (0.0662) (3.6716) (0.0023) (0.0) 
8. N 0.6804 0.2355 -0.9158 2.0044 -0.0036 0.0 
w (0.0798) (0.0688) (0.0247) (1.0137) (0.0057) (0.0) 
9. n 1.6121 -0.6163 -0.9958 11.2888 0.0072 0.0 
(0.2679) (0.1762) (0.1319) (5.6110) (0.0117) (0.0) 
10. P 2.2990 -0.8789 -1.4201 12.3030 0.0054 0.0 
c (0.3240) (0.2391) (0.1404) (6.1263) (0.0092) (0.0) 
1l. n --0,4718 0.1803 0.2914 -0.8531 -0.0262 0.0 
r (0.0524) (0.0465) (0.0139) (0.4448) (0.0406) (0.0) 
12. P 0.0278 -0.0106 -0.0172 0.0520 -0.0001 0.0 
(0.0030) (0.0027) (0.0007) (0.0270) (0.0001) (0.0) 
13. R -0.0528 0.0202 0.0326 0.3514 -0.0021 0.0 
(0.0164) (0.0078) (0.0096) (0.1920) (0.0032) (0.0) 
14. r 0.0 0.0 0.0 0.0 0.2288 0.0 
(0.0) (0.0) (0.0) . (0.0) (0.0701) (0.0) 
15. r 0.0 0.0 0.0 0.0) 1.1980 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0949) (0.0) 
16. S 2.6003 -0.9941 -1.6062 11.6753 0.0024 0.0 
c (0.3251) (0.2626) (0.1199) (5.8127) (0.0053) (0.0) 
17. W -0.3646 0.1394 0.2252 5.3282 -0.0097 0.0 
(0.1109) (0.0534) (0.0647) (2.6767) (0.0152) (0.0) 
18. w 0.0092 -0.0103 0.0011 0.0271 -0.0000 0.0 
(0.0034) (0.0038) (0.0005) (0.0167) (0.0000) (0.0) 
19. X -0.8682 0.3319 0.5363 12.6861 -0.0232 0.0 
(0.2550) (0.1244) (0.1481) (6.2943) (0.0362) (0.0) 
20. Y -0.8801 0.3365 0.5437 5.8570 -0.0343 0.0 
(0.2264) (0.1167) (0.1288) (3.0326) (0.0533) (0.0) 
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T W PIR (T c) (NgL
I 
(Ns) g -1 -1 
1. G -0.0398 0.2246 -0.0021 -0.1962 0.1940 -0.1940 
d (0.0129) (0.0449) (0.0007) (0.0414) (0.0616) (0.0616) 
2. C -0.0595 0.3359 -0.0032 -0.2935 0.2901 -0.2901 
n (0.0195) (0.0693) (0.0011) (0.0636) (0.0933) (0.0933) 
3. D 0.0 0.0 0.0540 0.0 0.0 0.0 
(0.0) (0.0) (0.0000) (0.0) (0.0) (0.0) 
4. H -0.0133 0.0841 -0.0007 -0.0658 0.0949 -0.0949 
(0.0047) (0.0199) (0.0003) (0.0168) (0.0326) (0.0326) 
5. h -0.0002 -0.0006 -0.0000 -0.0012 -0.0084 0.0084 
(0.0001) (0.0002) (0.0000) (0.0002) (0.0011) (0.0011) 
6. 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
7. -0.0070 -0.0285 -0.0004 -0.0344 -0.1956 0.1956 
m (0.0038) (0.0248) (0.0002) (0.0165) (0.1036) (0.1036) 
8. N -0.0181 -0.0446 -0.0010 -0.0892 -0.6464 0.6464 
\\' (0.0058) (0.0187) (0.0003) (0.0185) (0.0758) (0.0758) 
9. il ·-0.8900 -0.6040 -0.0481 -0.5032 -1.5315 1.5315 
(0.0315) (0.1021) (0.0017) (0.0939) (0.2542) (0.2542) 
10. P -0.8991 -0.7589 -0.0486 -0.5479 -2.1841 2.1841 
c . (0.0345) (0.1115) (0.0019) (0.1036) (b.3077) (0.3077) 
11. il 0.0072 0.1024 0.0004 0.0354 0.4482 -0.4482 
r (0.0026) (0.0086) (0.0001) (0.0092) (0.0497) (0.0497) 
12. P -0.0005 -0.0058 -0.0000 -0.0023 -0.0264 0.0264 
(0.0002) (0.0005) (0.0000) (0.0005) (0.0028) (0.0028) 
13. R -0.0103 0.0581 -0.0006 -0.0508 0.0502 -0.502 
(0.0033~ (0.0110) (0.0002) (0.0102) (0.0156) (0.0156) 
14. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
15. r 0.0 0.0 0.0 0.0 0.0 0.0 
(0.0) (0.0) (0.0) (0.0) (0.0) (0.0) 
16. S -0.7759 -0.7813 -0.0419 0.0596 -2.4703 2.4703 
c (0.0187) (0.1024) (0.0010) (0.0912) (0.3089) (0.3089) 
17. W -0.0487 0.8871 -0.0026 -0.2402 0.3464 -0.3464 
(0.0154) (0.0490) (0.0008) (0.0478) (0.1053) (0.1053) 
18. w -0.0002 -0.0006 -0.0000 -0.0012 -0.0087 0.0087 
(0.0001) (0.0003) (0.0000) (0.0005) (0.0032) (0.0032) 
19. X -0.1159 0.7312 -0.0063 -0.5719 0.8248 -0.8248 
(0.0356) (0.1147) (0.0019) (0.1047) (0.2423) (0.2423) 
20. Y -0.1715 0.9681 -0.0093 -0.8459 0.8361 -0.8361 
(0.0455) (0.0709) (0.0025) (0.0835) (0.2151) (0.2151) 




RE WG Constant Term 
. -1 -1 
I. C 0.0047 -0.1346 -14.9662 - 7.0785 
d (0.0077) (0.0297) (6.8594) 
2. C 0.0071 -0.2014 -14.7896 - 8.5849 
n (0.0116) (0.0456) (4.8059) 
3. D 0.0 0.0 -2.3390 - 0.0024 
(0.0) (0.0) (0.4457) 
4. H 0.0016 -0.0593 -27.0663 - 1.0990 
(0.0026) (0.0146) (5.1969) 
5. h 0.0000 0.0009 0.7749 - 0.0184 
(0.0000) (0.0002) (0.0342) 
6. 0.0 -0.0580 10.3600 + 0.0016 
(0.0) (0.0200) (3.7858) 
7. 0.0008 0.0276 2.5871 - 11.0488 
m (0.0014) (0.0205) (2.7907) 
8. N 0.0021 0.0720 -23.2106 - 1.4581 
w (0.0035) (0.0156) (5.9237) 
9. n -0.0043 0.3581 25.9231 -179.7386 
(0.0073) (0.0746) (17.9895) 
10. P -0.0032 0.4892 40.7350 -211.7125 
c (0.0057) (0.0826) (23.0030) 
II. n 0.0155 -0.0909 -9.8792 + 21.7577 
r (0.0253) (0.0075) (3.9716) 
12. P 0.0001 0.0050 0.5952 - 1.3073 
(0.0001) (0.0005) (0.2338) 
13. R 0.0012 -0.0348 -5.7583 - 1.8339 
(0.0020) (0.0074) (2.5466) 
14. r -0.1358 0.0 0.1443 - 0.0018 
(0.0787) (0.0) (0.3140) 
15. r -0.7110 0.0 -0.6740 - 0.0045 
(0.3544) (0.0) (0.3397) 
16. S -0.0014 0.5327 48.1289 -219.1044 
c (0.0032) (0.0772) (24.6161) 
17. W 0.0058 -0.4856 -33.7892 - 4.0024 
(0.0095) (0.0583) (7.2295) 
18. w 0.0000 0.0010 -0.1543 - 0.0150 
(0.0000) (0.0004) (0.1207) 
19. X 0.0138 -0.5157 -54.3075 - 9.5258 
(0.0225) (0.0876) (15.9241) 
20. Y 0.0203 -0.5803 - 45.6386 - 30.4966 
(0.0332) (0.0688) (10.8231) 
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