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Spherical means in annular regions in the n-dimensional
real hyperbolic spaces
Rama Rawat and R. K. Srivastava
Abstract
Let Zr,R be the class of all continuous functions f on the annu-
lus Ann(r,R) in the real hyperbolic space Bn with spherical means
Msf(x) = 0, whenever s > 0 and x ∈ Bn are such that the sphere
Ss(x) ⊂ Ann(r,R) and Br(o) ⊆ Bs(x). In this article, we give a char-
acterization for functions in Zr,R. In the case R = ∞, this result gives
a new proof of Helgason’s support theorem for spherical means in the
real hyperbolic spaces.
AMS Classification: 30F45, 33C55, 43A85.
1 Introduction
Let g be a continuous function on the open annulus {x ∈ Rd : r < |x| < R},
where 0 ≤ r < R ≤ ∞ and d ≥ 2. We say that g satisfies the Vanishing
Spherical Means Condition if∫
|x−y|=s
g(y)dσs(y) = 0
for every sphere {y ∈ Rd : |x − y| = s} which is contained in the annulus
and is such that the closed ball {y ∈ Rd : |y| ≤ r} is contained in the closed
ball {y ∈ Rd : |x − y| ≤ s}. Here dσs is the surface measure on the sphere
{y ∈ Rd : |x− y| = s}.
For a continuous function g on Rd, let
g(x) =
∞∑
k=0
dk∑
j=1
akj(ρ) Ykj(ω) (1.1)
be the spherical harmonic expansion, where x = ρω, ρ = |x|, ω ∈ Sd−1
and {Ykj(ω) : j = 1, . . . , dk} is an orthonormal basis for the space Vk of
homogeneous harmonic polynomials in d variables of degree k restricted to the
unit sphere Sd−1. Then the following interesting result, which can be thought
of as a null space characterization of the Radon transform over spheres for
continuous functions, has been proved in [2] by Epstein and Kleiner:
Theorem 1.1. Let g be a continuous function on the annulus {x ∈ Rd : r <
|x| < R}, 0 ≤ r < R ≤ ∞. Then g satisfies the Vanishing Spherical Means
Condition if and only if
akj(ρ) =
k−1∑
i=0
αikj ρ
k−d−2i, αikj ∈ C,
1
for all k ≥ 1, 1 ≤ j ≤ dk and a0(ρ) = 0, whenever r < ρ < R.
This result was first proved by Globevnik [4] for the case n = 2. For other
related work we refer to [1, 9, 13, 14].
In a recent work of [8] the authors have proved a spectral Paley-Wiener
theorem for the Heisenberg group by means of a support theorem for the
twisted spherical means on Cn. The support theorem for the twisted spherical
means can be thought of as a special case of the problem described above for
the twisted spherical means. The full analogue of the Theorem 4.2 for these
means has been investigated by authors in [10].
In this paper, we have investigated the following analogous problem for
spherical means in real hyperbolic spaces. Let Bn = {x ∈ Rn : |x|2 =∑ x2i <
1} be the open unit ball in Rn, n ≥ 2, endowed with the Poincare metric
ds2 = λ2(dx21 + · · · + dx2n), where λ = 2(1 − |x|2)−1. Let Bs(o) = {x ∈ Bn :
d(x, o) ≤ s} be the closed geodesic ball of radius s with centre at the origin
and Ann(r, R) = {x ∈ Bn : r < d(x, o) < R}, 0 ≤ r < R ≤ ∞, be an open
annulus in Bn.
For s > 0, let µs denote the surface measure on the geodesic sphere Ss(x) =
{y ∈ Bn : d(x, y) = s}. Let f be a continuous function on Bn. Define the
spherical means of f by
Msf(x) =
1
A(s)
∫
Ss(x)
f(y)dµ(y), x ∈ Bn, (1.2)
where A(s) = (Ωn)
−1(sinh s)−n+1.
Let Zr,R be the class of all continuous functions on Ann(r, R) with the
spherical means Msf(x) = 0, whenever s > 0, and x ∈ Bn are such that the
sphere Ss(x) ⊂ Ann(r, R) and ball Br(o) ⊆ Bs(x).
Our main result is the following characterization theorem.
Theorem 1.2. Let f be a continuous function on Ann(r, R). Then a neces-
sary and sufficient condition for f to be in Zr,R is that its spherical harmonic
coefficients akj(ρ) satisfy
akj(ρ) =
k∑
i=1
C ikj
(1− ρ2)n+i−2
ρn+k−2
, C ikj ∈ C,
for all k ≥ 1, 1 ≤ j ≤ dk and a0(ρ) ≡ 0, whenever tanh r2 < ρ < tanh R2 .
As the authors in [2] have observed, their result for Euclidean spherical
means, can be used to derive result for some cases, real hyperbolic spaces being
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one of them. In a recently published book [14], Chapter 10, the authors have
developed a general theory of transmutation operators from which our result
Theorem 1.2 can be derived using a string of lemmas proved in this chapter.
However, the expressions for the spherical harmonic coefficients akj(ρ) as given
in Theorem 1.2 have nowhere been listed before. Moreover, our approach to the
proof of theorem is direct, transparent and brings out the underline geometry
of the real hyperbolic spaces clearly. The proof of the necessary part of this
theorem is close to the work in [13], p.108, on problems related to spherical
means and the proof of the sufficient part is completely new.
The case of other real rank one symmetric spaces can be dealt with in a
similar way.
2 Notation and Preliminaries
We begin with the realization of real hyperbolic spaces (see [7], [11]). Let
O(1, n + 1) be the group of all linear transformations which preserve the
quadratic form
〈y, y〉 = y20 −
n+1∑
i=1
y2i , y = (y0, y1, . . . , yn+1)
on Rn+2. This group is known as the Lorentz group and is equal to
{g ∈Mn+2(R) : gtJg = J, J = diag(1,−1, . . . ,−1)}.
In particular, O(1, n+ 1) leaves invariant the cone
C =
{
y ∈ Rn+2 : 〈y, y〉 = 0} .
With the inhomogeneous coordinates ηi = yi/y0 , i = 1, . . . , n + 1, the
relation 〈y, y〉 = 0 would imply that η is in Sn = {η ∈ Rn+1 : |η| = 1}. Thus a
point on C gets identified with a point on the sphere Sn. Conversely for η ∈ Sn,
η∗ = (1, η1, . . . , ηn+1) gives a point on the cone C. As g ∈ O(1, n+ 1) acts on
η∗ and gη∗ ∈ C, g acts on Sn via the above identification. More explicitly,
gη∗ can be identified with the point
(
(gη∗)1
(gη∗)0
, . . . ,
(gη∗)n+1
(gη∗)0
)
in Sn. ((gη∗)0 is
nonzero, as η∗ is nonzero and gη∗ ∈ C. )
Let O±(1, n+1) ∼= O(1, n+1)/{±I} be the subgroup of O(1, n+1) which
leaves invariant the positive cone
C+ =
{
y = (y0, y1, . . . , yn+1) ∈ Rn+2 : 〈y, y〉 = y20 −
∑n+1
i=1 y
2
i > 0, y0 > 0
}
.
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Equivalently,
O±(1, n+ 1) = {g ∈Mn+2(R) : gtJg = J, J = diag(1,−1, . . . ,−1), g00 > 0},
where g00 is the top left entry in the matrix of g. In particular, O±(1, n + 1)
leaves the cone C0 = {y ∈ Rn+2 : 〈y, y〉 = 0, y0 > 0} invariant. Moreover, as
the action of g and−g inO(1, n+1) on the sphere Sn coincides, O±(1, n+1) also
acts on Sn. In fact, this is the group of Mobius transforms on Sn. The real hy-
perbolic space Bn is then isomorphic to the quotient space SO±(1, n)/SO(n).
This isomorphism is established as follows.
We identify Sn \ {en+1} with Rn under the stereographic projection from
the point en+1 = (0, . . . , 0, 1) ∈ Rn+1 onto the plane ηn+1 = 0. Then the
O±(1, n + 1) action on S
n induces an action on Rn ∪ {∞} and vice versa. It
turns out that the subgroup of O±(1, n+ 1) which stabilizes B
n is isomorphic
to O±(1, n). This can be seen as follows.
Let x = (x1, . . . , xn) ∈ Bn. Then the inverse stereographic projection of
η ∈ Sn of x is given by
ηi =
2xi
1 + |x|2 , i = 1, . . . , n and ηn+1 =
|x|2 − 1
|x|2 + 1 . (2.3)
Therefore, x ∈ Bn if and only if ηn+1 < 0. Thus a subgroup of O±(1, n + 1)
stabilizes the open unit ball Bn if and only if it stabilizes the lower hemisphere
{η ∈ Sn : ηn+1 < 0}. This subgroup in turn is isomorphic to O±(1, n), (see
[7]). The elements of this subgroup realized as elements of O±(1, n + 1) look
like (
g 0
0 1
)
,
with g ∈ O±(1, n). Moreover, this action of O±(1, n) on Bn is transitive and
the orthogonal group O(n) thought of as(
1 0
0 g
)
inside O±(1, n) is the isotropy subgroup of the point origin in the ball B
n.
Thus Bn is isomorphic to the quotient space O±(1, n)/O(n). Likewise, B
n ∼=
SO±(1, n)/SO(n). Let G = SO±(1, n) and K = SO(n).Hence onwards, we
will work with the representation G/K of Bn. Using the G-invariant metric
dy20 − dy21 − · · · − dy2n on the positive cone y20 − y21 − · · · − y2n = 1, y0 > 0, Bn
can be endowed with a G-invariant Riemannian metric given by ds2 = λ2|dx|2.
The distance d(x, y) between points x, y ∈ Bn, in this metric, is then given by
tanh
1
2
d(x, y) =
|x− y|√
1− 2x.y + |x|2|y|2 .
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This makes (Bn, d) into a Riemannian symmetric space. Group theoretically,
Bn = G/K is a real rank one symmetric space.
Further, let G = KA+K be the Cartan decomposition of G, where
A =



 cosh t2 0 sinh t20 In−1 0
sinh t2 0 cosh
t
2

 : t ∈ R

 ,
is a maximal abelian subgroup of G and A+ is a chosen positive Weyl chamber
{at : t > 0}. Let M be the centralizer {k ∈ K : ka = ak, ∀a ∈ A} of A in K.
Therefore, M is given by
M =



 1 0 00 m 0
0 0 1

 : m ∈ SO(n− 1)

 .
Thus the boundary Sn−1 of Bn gets identified with K/M under the map σM →
σ.en, σ ∈ K where en = (0, 0, . . . , 1) ∈ Rn and the elements of G/K can be
thought of as pairs (at, ω), t ≥ 0, ω ∈ Sn−1. The point (at, ω) then is identified
with the point (cosh t
2
, sinh t
2
.ω) on the positive cone in Rn+1 and this point
in turn, is identified with the point tanh t
2
ω in Bn.
Next, we recall certain standard facts about spherical harmonics, for more
details see [12], p. 12.
Let KˆM denote the set of all the equivalence classes of irreducible unitary
representations of K which have a nonzero M-fixed vector. It is well known
that each representation in KˆM has in fact a unique nonzero M-fixed vector,
up to a scalar multiple.
For a δ ∈ KˆM , which is realized on Vδ, let {e1, . . . , ed(δ)} be an orthonormal
basis of Vδ, with e1 as theM-fixed vector. Let t
ji
δ (σ) = 〈ei, δ(σ)ej〉, σ ∈ K and
〈, 〉 stand for the innerproduct on Vδ. By Peter-Weyl theorem, it follows that
{√d(δ)t1jδ : 1 ≤ j ≤ d(δ), δ ∈ KˆM} is an orthonormal basis of L2(K/M).
We would further need a concrete realization of the representations in KˆM ,
which can be done in the following way.
Let Z+ denote the set of all non-negative integers. For k ∈ Z+, let Pk
denote the space of all homogeneous polynomials P in n variables of degree
k. Let Hk = {P ∈ Pk : ∆P = 0}, where ∆ is the standard Laplacian on
Rn. The elements of Hk are called solid spherical harmonics of degree k. It is
easy to see that the natural action of K leaves the space Hk invariant. In fact
the corresponding unitary representation πk is in KˆM . Moreover, KˆM can be
identified, up to unitary equivalence, with the collection {πk : k ∈ Z+.}
Define the spherical harmonics on the sphere Sn−1 by Ykj(ω) =
√
dkt
1j
πk
(σ),
where ω = σ.en ∈ Sn−1, σ ∈ K and dk is the dimension of Hk. Then {Ykj :
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1 ≤ j ≤ dk, k ∈ Z+} forms an orthonormal basis for L2(Sn−1). Therefore, for a
continuous function f on Bn, writing y = ρ ω, where 0 < ρ < 1 and ω ∈ Sn−1,
we can expand the function f in terms of spherical harmonics as in the ( 1.1 ).
For each non negative integer k, the kth spherical harmonic projection, Πk(f)
of the function f is defined by
Πk(f)(y) =
dk∑
j=1
akj(ρ) Ykj(ω), (2.4)
where akj’s are the spherical harmonic coefficients of the function f.
3 Auxiliary results
We begin with the observation that the K-invariance of the annulus and the
measure µs implies that for any f in Zr,R and k ∈ Z+, Πk(f), as defined in
equation ( 2.4 ), also belongs to Zr,R. In fact the following stronger result is
true.
Lemma 3.1. Let f ∈ Zr,R. Then each of the spherical harmonic projection
Πk(f) ∈ Zr,R, in fact akj(ρ)Ykm(ω) ∈ Zr,R ∀ j,m, 1 ≤ j,m ≤ dk and ∀ k ≥ 0.
Proof. Since the measure µs and space Ann(r, R) both are rotation invariant,
it is easy to verify that, if f ∈ Zr,R, then the function f(τ.y) ∈ Zr,R for each
τ ∈ K. Since the space Hk is K-invariant, for τ ∈ K and a spherical harmonic
Ykj, we have
Ykj(τ
−1ω) =
dk∑
m=1
tmjπk (τ)Ykm(ω).
Hence from the equation ( 1.1 ), the function f(τ−1.) can be decomposed as
f(τ−1ρω) =
∑
k≥0
dk∑
j,m=1
akj(ρ)t
mj
πk (τ)Ykm(ω).
The set {√dktmjπk : 1 ≤ j,m ≤ dk, k ≥ 0} form an orthonomal basis for L2(K),
therefore,
akj(ρ)Ykm(ω) = dk
∫
K
f(τ−1ρω)tmjπk (τ)dτ ∈ Zr,R.
Subsequently, each projection Πk(f) belongs to Zr,R.
Next, we need the following explicit expression for the action of G on Bn,
which has been derived in [6].
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Lemma 3.2. Let g ∈ G and x ∈ Bn. Then g.(x1, . . . , xn) = (y1, . . . , yn),
where
yj =
(1+|x|2)
2
gj0 +
∑n
l=1 gjlxl
1−|x|2
2
+ (1+|x|
2)
2
g00 +
∑n
l=1 g0lxl
, j = 1, . . . , n. (3.5)
Proof. By equation ( 2.3 ), a point x ∈ Bn is mapped to the point η ∈ Sn via
the the inverse stereographic projection. By definition, for g ∈ G,
g · η =
(
g 0
0 1
)(
1
η
)
= α,
where α = (α0, . . . , αn, ηn+1) and αj = gj0 +
∑n
l=1 gjlηl, l = 0, 1, . . . , n. Since
the cone C0 is G-invariant, it follows that α0 > 0. In the inhomogeneous
coordinates, introduced earlier, the point α gets identified with the point(
α1
α0
, . . . ,
αn
α0
,
ηn+1
α0
)
on the sphere Sn. The image of this point, under the
stereographic projection is the point y = (y1, . . . , yn) ∈ Bn, where
yj =
αj/α0
1− ηn+1/α0 , j = 1, . . . , n.
That is,
yj =
gj0 +
∑n
l=1 gjlηl
g00 +
∑n
l=1 g0lηl − ηn+1
, j = 1, . . . , n.
Since we know that
ηl =
2xl
1 + |x|2 , l = 1, . . . , n, ηn+1 =
|x|2 − 1
|x|2 + 1 ,
a simple computation gives
yj =
(1+|x|2)
2
gj0 +
∑n
l=1 gjlxl
1−|x|2
2
+ (1+|x|
2)
2
g00 +
∑n
l=1 g0lxl
, j = 1, . . . , n.
As in the proof of the Euclidean case [2], to characterize functions in
Zr,R it would be enough to characterize the spherical harmonic coefficients of
smooth functions in Zr,R. This can be done using the following approximation
argument.
Let ϕǫ be nonnegative, K-biinvariant, smooth, compactly supported ap-
proximate identity on G/K. Let f ∈ Zr,R. Then f can be thought of as a
right K-invariant function on G. Define
Sǫ(f)(g) =
∫
G
f(gh−1)ϕǫ(h)dh, g ∈ G.
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Then Sǫ(f) is smooth and it is easy to see that Sǫ(f) ∈ Zr+ǫ,R−ǫ for each
ǫ > 0. Since f is continuous, Sǫ(f) converges to f uniformly on compact sets.
Therefore, for each k,
lim
ǫ→0
Πk(Sǫ(f)) = Πk(f).
Hence, we can assume, without loss of generality, that the functions in Zr,R
are also smooth in the annulus Ann(r, R).
We next introduce rightK-invariant differential operators onG which leave
invariant the space Zr,R. These differential operators arise naturally from the
Lie algebra g of G, in the following way. They also appear prominently in the
work of Volchkov on ball means in real hyperbolic spaces, ([13], p. 108).
Let g = k + p be the Cartan decomposition of the Lie algebra g of G.
Here k is the Lie algebra of K and p its orthogonal complement in g with
respect to the killing form B(−,−). Let Xi = E0i + Ei0, i = 1, . . . , n and
Xij = Eij − Eji, 1 ≤ i < j ≤ n, where Eij ∈ gl(n + 1,R) is the matrix with
entry 1 at the ijth place and zero elsewhere. Then {Xi : i = 1, . . . , n} and
{Xij : 1 ≤ i < j ≤ n} form bases of p and k respectively.
Let f ∈ C∞(Bn). Then f can be thought of as the right K-invariant
function on G. For a given X ∈ g, let X˜ be the differential operator given by
(X˜f)(gK) =
d
dt
∣∣∣∣
t=0
f(exp tXgK). (3.6)
For X = Xp ∈ p, let
τt,p = exp tXp =


cosh t 0 sinh t 0
0 Ip−1 0 0
sinh t 0 cosh t 0
0 0 0 In−p

 ,
for t ∈ R. Let x ∈ Bn. Then by Lemma 3.2, τt,p.x = y ∈ Bn, where
yj = xju(t, x), if j 6= p and yp = (xp cosh t + (1 + |x|2) sinh t2 )u(t, x), u(t, x) =
(cosh2 t
2
+ xp sinh t + |x|2 sinh2 t2)−1. Rewrite τt,p.x as τ(t, x). Then τ is a
differentiable function on R× Rn into Rn and from ( 3.6 ), we have
∂
∂t
(foτ(t, x)) = f ′(τ(t, x))
∂τ
∂t
(t, x) =
n∑
j=1
∂f
∂yj
∂yj
∂t
.
Evaluating the above equation at t = 0, we get
∂
∂t
(foτ(t, x))
∣∣∣∣
t=0
=
n∑
j=1
∂f
∂yj
∣∣∣∣
t=0
∂yj
∂t
∣∣∣∣
t=0
=
n∑
j=1
∂f
∂xj
∂yj
∂t
∣∣∣∣
t=0
. (3.7)
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A straightforward calculation then gives,
∂yj
∂t
∣∣∣∣
t=0
=
{ −xpxj , if j 6= p;
1
2
(1 + |x|2)− x2p, if j = p.
Substituting these values in ( 3.7 ), we get
X˜p =
1
2
(1 + |x|2) ∂
∂xp
−
n∑
j=1
xpxj
∂
∂xj
, p = 1, . . . , n.
The following lemma is a crucial step towards the proof of our main result.
Lemma 3.3. Suppose f is a smooth function belonging to Zr,R. Then the
function X˜pf ∈ Zr,R, ∀ p, 1 ≤ p ≤ n.
Proof. For a fixed t ∈ R, define
ǫ1 = sup
y∈Br(o)
d(τt,p.y, y) and ǫ2 = sup
y∈BR(0)
d(τt,p.y, y).
Then, it is easy to see that the translated function τt,pf defined by τt,pf(y) =
f(τt,p.y), y ∈ Bn belongs to Zr+ǫ1,R−ǫ2 . Therefore,∫
Ss(x)
f(τt,p.ξ)dµs(ξ) =
∫
Ss(τt,p.x)
f(ξ)dµs(ξ) = 0,
whenever Ss(x) ⊂ Ann(r + ǫ1, R − ǫ2) and Br+ǫ1(0) ⊂ Bs(x). As t → 0, this
implies ∫
Ss(x)
∂f
∂t
∣∣∣∣
t=0
(τt,p.ξ)dµs(ξ) = 0,
whenever Ss(x) ⊂ Ann(r, R) and Br(0) ⊆ Bs(x). Hence X˜pf ∈ Zr,R.
A repeated application of Lemma 3.3, leads naturally to a family of differ-
ential operators which we now introduce. These operators also appear in the
work of Volchkov ([13], p.108) in the problems on averages over geodesic balls
in real hyperbolic spaces. Let C1(0, 1) denote the space of all differentiable
functions on (0, 1). Form ∈ Z, the set of integers, define a differential operator
Am on C
1(0, 1) by
(Amf)(t) :=
tm
(1− t2)m−1
d
dt
[(
1
t
− t
)m
f(t)
]
. (3.8)
The Laplace-Beltrami operator Lx on Bn ([5], p.31) is given by
Lx = (1− |x|
2)n
4
∑
i
∂
∂xi
(∑
i
(1− |x|2)2−n ∂
∂xi
)
.
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The radial part Ls of Lx is given by
Ls = ∂
2
∂s2
+ (n− 1) coth s ∂
∂s
and satisfies the Darboux equationMsLx = LsMs ([5], p.159). For any positive
integer k, define an operator Lk by
Lk = Lx − 4(k − 1)(n+ k − 2)Id. (3.9)
Let f(x) = a(ρ)Yk(ω), where Yk is a spherical harmonic of degree k. Then, a
simple calculation shows that
Lkf(x) = (Ak−1A2−k−na)(ρ)Yk(ω), x = ρω.
Lemma 3.4. Let x = ρω, 0 < ρ < 1 and ω ∈ Sn−1 and k ≥ 0. Suppose the
function f(x) = a(ρ)Yk(ω) ∈ Zr,R. Then
(i) (A2−k−na)(ρ)Y(k−1)j(ω) ∈ Zr,R, k ≥ 1 and 1 ≤ j ≤ dk−1(n),
(ii) (Aka)(ρ)Y(k+1)i(ω) ∈ Zr,R, k ≥ 0 and 1 ≤ i ≤ dk+1(n),
(iii) (A1−k−nAka)(ρ)Yk(ω) ∈ Zr,R, k ≥ 0 and
(iv) Lkf(x) = (Ak−1A2−k−na)(ρ)Yk(ω) ∈ Zr,R, k ≥ 1.
Proof. Let k ≥ 1. Let P (x) = ρkYk(ω) and a˜(ρ) = ρ−ka(ρ). Then f = a˜P ,
where P ∈ Hk. By Lemma 3.3, the function 2X˜pf ∈ Zr,R ∀ 1 ≤ p ≤ n. A
straightforward calculation then gives
2X˜pf =
(
(1− ρ2)
ρ
∂a˜
∂ρ
− 2ka˜
)
xpP + (1 + ρ
2)a˜
∂P
∂xp
. (3.10)
Further,
xpP = Pk+1 +
|x|2
n+ 2(k − 1)
∂P
∂xp
,
where Pk+1 ∈ Hk+1 (for a proof, see [2]). Let l = 2− k− n, then ( 3.10 ) gives
2X˜pf =
(
(1− ρ2)
ρ
∂a˜
∂ρ
− 2ka˜
)(
Pk+1 +
ρ2
k − l
∂P
∂xp
)
+ (1 + ρ2)a˜
∂P
∂xp
.
After a rearrangement of terms, we get
2(k − l)X˜pf = (k − l)
(
(1− ρ2)
ρ
∂a˜
∂ρ
− 2ka˜
)
Pk+1
+
(
ρ(1 − ρ2)∂a˜
∂ρ
− 2kρ2a˜ + (k − l)(1 + ρ2)a˜
)
∂P
∂xp
.
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Since a˜(ρ) = ρ−k a(ρ),
∂a˜
∂ρ
= −kρ−k−1a + ρ−k ∂a
∂ρ
. Using this in the above
equation, we have
2(k − l)X˜pf = (k − l)
(
(1− ρ2)∂a
∂ρ
− k (1 + ρ
2)
ρ
a
)
ρ−k−1Pk+1
+
(
(1− ρ2)∂a
∂ρ
− l (1 + ρ
2)
ρ
a
)
ρ−k
∂P
∂xp
. (3.11)
Also the operator Am, given by ( 3.8 ), can be rewritten as
Am = (1− t2) d
dt
−m(1 + t
2)
t
.
Thus ( 3.11 ) can be rephrased as
2(k − l)X˜pf = (Aka)(ρ)ρ−k−1Pk+1 + (A2−k−na)(ρ)ρ−k+1 ∂P
∂xp
∈ Zr,R,
whenever 1 ≤ p ≤ n. Consequently, by Lemma 3.1, we get (Aka)(ρ)ρ−k−1Pk+1 ∈
Zr,R and (A2−k−na)(ρ)ρ
−k+1 ∂P
∂xp
∈ Zr,R and in particular, (A2−k−na)(ρ) Y(k−1)j(ω)
and (Aka)(ρ)Y(k+1)i(ω) belong to Zr,R.
The assertions (iii) and (iv) can be obtained by composing (i) and (ii).
4 Proof of the main result
In this section, we prove our main result Theorem 1.2. We first take up the
necessary part of the theorem.
Proposition 4.1. Let f be a radial function in Zr,R. Then f ≡ 0 on Ann(r, R).
Proof. By hypothesis ∫
Ss(x)
f(ρ)dµs(y) = 0,
whenever x ∈ Bn is such that the sphere Ss(x) ⊆ Ann(r, R) and ball Br(o) ⊆
Bs(x). Evaluating at x = 0, this implies∫
Ss(0)
f(|y|)dµs(y) = 0, whenever R > s > r.
Thus f(tanh s
2
) = 0, R > s > r.
Proposition 4.2. Let f(ρω) = a(ρ)Yk(ω) ∈ Zr,R, k ≥ 1. Then a(ρ) is given
by is given by
a(ρ) =
k∑
i=1
Ci
(1− ρ2)n+i−2
ρn+k−2
, Ci ∈ C, whenever tanh r
2
< ρ < tanh
R
2
.
(4.12)
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Proof. We use induction on k. For k = 1, let f(ρω) = a(ρ)Y1(ω) ∈ Zr,R. Using
Lemma 3.4(ii), it follows that (A1−na)(ρ)Y0(ω) belongs to Zr,R. Therefore, by
Proposition 4.1, (A1−na)(ρ) = 0, on Ann(r, R). On solving this differential
equation, we get a(ρ) = C
(
1
ρ
− ρ
)n−1
.
Next, we assume the result is true for k. Suppose f(ρω) = a(ρ)Yk+1(ω) ∈
Zr,R. An application of Lemma 3.4(ii) gives A1−k−na(ρ)Yk(ω) ∈ Zr,R. Using
the result for k and the definition of A1−k−n, it follows that
ρ1−k−n
(1− ρ2)−k−n
∂
∂ρ
((
1
ρ
− ρ
)1−k−n
a(ρ)
)
=
k∑
i=1
Ci
(1− ρ2)n+i−2
ρn+k−2
.
Simplifying this equation and integrating both the sides with respect to ρ, we
obtain (
1
ρ
− ρ
)1−k−n
a(ρ) =
k∑
i=1
Di
1
(1− ρ2)k−i+2 +Dk+1, Di ∈ C.
Hence
a(ρ) =
k+1∑
i=1
Di
(1− ρ2)n+i−2
ρn+k−1
,
whenever tanh r
2
< ρ < tanh R
2
.
Now, we shall prove the sufficient part of Theorem 1.2. For this, without
loss of generality, we may assume that R =∞. The idea of the proof is to use
the asymptotic behavior of the hypergeometric function and compare it with
that of the coefficients given in ( 4.12 ). In the proof, we need, the following
result from Erdelyi et al. [3], p. 75-76.
Lemma 4.1. The general solution of the hypergeometric differential equation
z(1− z)U ′′ + {γ − (α + β + 1)z}U ′ − αβU = 0, (4.13)
where α, β, γ are independent of z, in the neighborhood of ∞ is given in the
following way. If α− β is not an integer then
U(z) = λ1z
−α + λ2z
−β +O
(
z−α−1
)
+O
(
z−β−1
)
,
where λ1(x) and λ2(x) are non zero. Otherwise, z
−α or z−β has to be multiplied
by a factor of log z.
Theorem 4.2. Let y = ρω, ω ∈ Sn−1 and tanh r
2
< ρ < ∞. Let h(y) =
a(ρ)Yk(ω) with
a(ρ) =
k∑
i=1
Ci
(1− ρ2)n+i−2
ρn+k−2
, Ci ∈ C.
Then the function h ∈ Zr,∞.
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Proof. We use the induction hypothesis on k. For k = 1, consider the func-
tion h(y) =
(
1
ρ
− ρ
)n−1
Y1(ω). In this case, a straightforward calculation gives
(A0A1−n)
(
1
ρ
− ρ
)n−1
≡ 0. Thus, we can write
L1h(y) = (A0A1−n)
(
1
ρ
− ρ
)n−1
Y1(ω) = (A0A1−n)h(y) = 0.
Hence, from Equation ( 3.9 ), it follows that Lyh(y) = 0. Again by Darboux’s
equation LsMsh =MsLyh, the above leads to Ls(Msh) = 0. Define F1(s, x) =
Msh(x). For fixed x, F1 as a function of s satisfies the differential equation
∂2F1
∂s2
+ (n− 1) coth s ∂F1
∂s
= 0. (4.14)
Setting z = − sinh2 s
2
, we get
∂F1
∂s
=
∂F1
∂z
∂z
∂s
= −1
2
sinh s
∂F1
∂z
,
∂2F1
∂s2
=
1
4
(sinh s)2
∂2F1
∂z2
− 1
2
cosh s
∂F1
∂z
.
After substituting these values in ( 4.14 ), we obtain
− z(1− z)∂
2F1
∂z2
−
(n
2
− nz
) ∂F1
∂z
= 0. (4.15)
Comparing this equation with ( 4.13 ), we get γ = n
2
, α + β + 1 = n, αβ = 0.
For α = 0, β = n− 1. The solution of ( 4.15 ) as |z| → ∞ is given by
F1(z, x) = λ1(x) + λ2(x)z
−(n−1) log z +O
(
z−(n−1)−1 log z
)
, (4.16)
where λ1(x) and λ2(x) are non zero. On the other hand, for x = g.o, g ∈ G,
we have
Msh(x) =
1
A(s)
∫
Ss(x)
h(y)dµs(y),
=
1
A(s)
∫
Ss(o)
h(g.y)dµs(y).
From the above equation, it follows that
Msh(x) = O
(
a
(
tanh
s
2
))
, as s→∞. (4.17)
From ( 4.17 ) one can also conclude that any function of type h(y) = a(ρ)Yk(ω),
must satisfy the relation Msh(x) = O
(
a
(
tanh s
2
))
. In fact, for k = 1,
∣∣∣a(tanh s
2
)∣∣∣ = ∣∣∣cosh s
2
sinh
s
2
∣∣∣−(n−1) = |z(1− z)|− (n−1)2 . (4.18)
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From ( 4.17 ) and ( 4.18 ), we have F1(z, x) = O(z
−(n−1)), as |z| → ∞. In
view of ( 4.16 ), we infer that F1(z, x) = 0, whenever |z| > sinh2 r. Thus
Msh(x) = 0, whenever x ∈ Bn is such that the ball Br(o) ⊆ Bs(x) and
r < s <∞, which proves the result for k = 1.
To complete the induction argument, we assume the result is true for k−1
and then prove for k. For this, consider the function
h(y) = a(ρ)Yk(ω) =
(1− ρ2)n+i−2
ρn+k−2
Yk(ω),
for each i, 1 ≤ i ≤ k. Using Lemma 3.4(i) and the case (k− 1), it follows that
(A2−k−na)(ρ)Yk−1(ω) =
(1− ρ2)n+i−2
ρn+k−3
Yk−1(ω) ∈ Zr,∞.
Applying Lemma 3.4(ii), it follows that Lkh(y) = (Ak−1A2−k−n)a(ρ)Yk(ω) be-
longs to Zr,∞. Since we know that
Lkh(y) = Lyh(y)− 4(k − 1)(n+ k − 2)h(y),
therefore, evaluating mean and using Darboux’s equation, we obtain
Ls(Msh(x))− 4(k − 1)(n+ k − 2)Msh(x) = 0,
whenever x ∈ Bn is such that the ball Br(o) ⊆ Bs(x) and r < s < ∞. Let
Fk(s, x) = Msh(x). For fixed x, Fk as a function of s satisfies the differential
equation
∂2Fk
∂s2
+ (n− 1) coth s ∂Fk
∂s
− 4(k − 1)(n+ k − 2)Fk = 0.
Using the change of variable z = − sinh2 s
2
, the above equation becomes
− z(1 − z)∂
2Fk
∂z2
−
(n
2
− nz
) ∂Fk
∂z
− 4(k − 1)(n+ k − 2)Fk = 0. (4.19)
Comparing this equation with ( 4.13 ), we have γ = n
2
, α + β + 1 = n, αβ =
−4(k − 1)(n+ k − 2). On solving, we find that α = n−1+ν
2
, β = n−1−ν
2
, where
ν =
√
(n− 1)2 + 16(k − 1)(n+ k − 2). If ν 6∈ Z, then the solution of ( 4.19 )
as |z| → ∞ is given by
Fk(z, x) = λ1(x)z
−α + λ2(x)z
−β +O
(
z−α−1
)
+O
(
z−β−1
)
, (4.20)
where λ1(x) and λ2(x) are non zero, otherwise z
−α or z−β has to be multiplied
by a factor of log z. From the given expression of the function h, we find that
Msh(x) = O
(
a
(
tanh
s
2
))
, as s→∞.
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Using z = − sinh2 s
2
, it follows that
∣∣∣a(tanh s
2
)∣∣∣ =
∣∣∣∣∣
(
sech2 s
2
)n+i−2(
tanh s
2
)n+k−2
∣∣∣∣∣ = |1− z|
n+k−2
2
−(n+i−2)
|z|n+k−22
.
That is,
Fk(z, x) = O
(
z−(n+i−2)
)
, i = 1, . . . , k as |z| → ∞, (4.21)
which contradicts with the expression of Fk(z, x) given by ( 4.20 ). Therefore,
Fk(z, x) = 0, whenever |z| > sinh2 r. Hence, we conclude that Msh(x) = 0,
whenever x ∈ Bn is such that the ball Br(o) ⊆ Bs(x) and r < s < ∞, which
proves the result for any positive integer k. This completes the proof.
As a corollary of Theorem 1.2, we have the following Helgason support
theorem (see [5], p. 156).
Theorem 4.3. Let f be a function on Bn. Suppose for each m ∈ Z+, the
function emd(x, 0)f(x) is bounded. Then f is supported in closed geodesic ball
Br(o) if and only if f ∈ Zr,∞.
Proof. The decay condition on function f implies that for all k and j, akj(|x|) =
0, whenever |x| > tanh r
2
. This proves f is supported in the ball Br(o).
Acknowledgements: We thank the referee for the valuable remarks. The
second author wishes to thank the MHRD, India, for the senior research fel-
lowship and IIT Kanpur for the support provided during the preparation of
this work.
References
[1] A. M. Cormack and E. T. Quinto, A Radon transform on spheres through the
origin in Rn and applications to the Darboux equation, Trans. Amer. Math.
Soc. 260 (1980), no. 2, 575–581.
[2] C. L. Epstein and B. Kleiner, Spherical means in annular regions, Comm. Pure
Appl.Math. 46 (1993), no.3, 441-451.
[3] Erdelyi, A., Magnus, W., Oberhettinger, F. and Tricomi, F. G., Tricomi and
Francesco G. Higher transcendental functions (Based on notes left by Harry
Bateman), Vol. I. McGraw-Hill, New York, 1953.
[4] J. Globevnik, Zero integrals on circles and characterizations of harmonic and
analytic functions, Trans. Amer. Math. Soc., 317 (1990), no. 1, 313–330.
[5] S. Helgason, Groups and Geometric Analysis, Academic Press, New York, 1984.
15
[6] P. Jaming, Harmonic functions on the real hyperbolic ball. I. Boundary values
and atomic decomposition of Hardy spaces, Colloq. Math. 80 (1999), no. 1,
63–82.
[7] G. D. Mostow, Quasi-conformal mappings in n-space and the rigidity of hyper-
bolic space forms, Inst. Hautes tudes Sci. Publ. Math. No. 34 1968 53–104.
[8] E. K. Narayanan and S. Thangavelu, A spectral Paley-Wiener theorem for the
Heisenberg group and a support theorem for the twisted spherical means on Cn,
Ann. Inst. Fourier (Grenoble), 56 (2006), no. 2, 459-473.
[9] E. T. Quinto, Null spaces and ranges for the classical and spherical Radon
transforms, J. Math. Anal. Appl. 90 (1982), no. 2, 408–420.
[10] R Rawat and R K Srivastava, Twisted spherical means in annular regions in
C
n and support theorems, Ann. Inst. Fourier (Grenoble), 59 (2009), no. 6,
2509-2523.
[11] H. M. Reimann, Invariant differential operators in hyperbolic space, Comment.
Math. Helv. 57 (1982), no. 3, 412–444.
[12] S. Thangavelu, An introduction to the uncertainty principle, Prog. Math. 217,
Birkhauser, Boston (2004).
[13] V. V. Volchkov, Integral Geometry and Convolution Equations, Kluwer, Dor-
drecht, The Nertherlands, 2003.
[14] V. Valery Volchkov, V. Vitaly Volchkov, Harmonic analysis of mean periodic
functions on symmetric spaces and the Heisenberg group, Springer Monographs
in Mathematics, Springer-Verlag London, Ltd., London, 2009.
Department of Mathematics and Statistics,
Indian Institute of Technology
Kanpur 208 016, India.
E-mail: rrawat@iitk.ac.in, rksri76@gmail.com
16
