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In this paper, a general theorem dealing with the ϕ− | A; δ |k summability method has
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1. Introduction
Let
∑
an be a given infinite series with the partial sums (sn). Let (pn) be a sequence of positive numbers such
that
Pn =
n−
v=0
pv →∞ as (n →∞), (P−i = p−i = 0, i ≥ 1). (1)
The sequence-to-sequence transformation
tn = 1Pn
n−
v=0
pvsv (2)
defines the sequence (tn) of the Riesz means of the sequence (sn), generated by the sequence of coefficients (pn) (see [1]).
The series
∑
an is said to be summable |R, pn|k, k ≥ 1, if (see [2])
∞−
n=1
nk−1 |tn − tn−1|k <∞. (3)
Let A = (anv) be a normalmatrix, i.e., a lower triangularmatrix of nonzero diagonal entries. Then A defines the sequence-
to-sequence transformation, mapping the sequence s = (sn) to As = (An(s)), where
An(s) =
n−
v=0
anvsv, n = 0, 1, . . . . (4)
The series
∑
an is said to be summable |A|k , k ≥ 1, if (see [3])
∞−
n=1
nk−1 |1¯An(s)|k <∞, (5)
∗ Corresponding author.
E-mail addresses: seyhan@erciyes.edu.tr (H.S. Özarslan), tkandefer@erciyes.edu.tr (T. Ari).
0893-9659/$ – see front matter. Published by Elsevier Ltd
doi:10.1016/j.aml.2011.06.006
H.S. Özarslan, T. Ari / Applied Mathematics Letters 24 (2011) 2102–2106 2103
where
1¯An(s) = An(s)− An−1(s).
If we take anv = pvPn , then |A|k summability is the same as |R, pn|k summability.
Let (ϕn) be a sequence of positive real numbers. We say that the series
∑
an is summable ϕ−|A; δ|k, k ≥ 1 and δ ≥ 0, if
∞−
n=1
ϕδk+k−1n |1¯An(s)|k <∞. (6)
If we take δ = 0 and ϕn = n for all values of n, then ϕ − |A; δ|k summability is the same as |A|k summability.
Before stating the main theorem we must first introduce some further notations.
Given a normal matrix A = (anv), we associate two lower semimatrices A¯ = (a¯nv) and Aˆ = (aˆnv) as follows:
a¯nv =
n−
i=v
ani, n, v = 0, 1, . . . (7)
and
aˆ00 = a¯00 = a00, aˆnv = a¯nv − a¯n−1,v, n = 1, 2, . . . . (8)
It may be noted that A¯ and Aˆ are the well-known matrices of series-to-sequence and series-to-series transformations,
respectively. Then, we have
An(s) =
n−
v=0
anvsv =
n−
v=0
a¯nvav (9)
and
1¯An(s) =
n−
v=0
aˆnvav. (10)
If A is a normal matrix, then A′ = (a′nv) will denote the inverse of A. Clearly if A is normal then, Aˆ = (aˆnv) is normal and it
has two-sided inverse Aˆ′ = (aˆ′nv), which is also normal (see [4]).
The following result dealing with the relative strength of two absolute summability methods was given by Bor [2].
Theorem A. Let k > 1. In order that
|R, pn|k ⇒ |R, qn|k (11)
it is necessary that
qn Pn
pn Qn
= O(1). (12)
If we suppose that
∞−
n=v
nk−1 qkn
Q kn Qn−1
= O

vk−1 qk−1v
Q kv

(13)
then (12) is also sufficient.
Remark. If we take k = 1, then condition (13) is obvious.
2. Main theorem
The aim of this paper is to generalize Theorem A for the ϕ − |A; δ|k and ϕ − |B; δ|k summabilities. Therefore we shall
prove the following theorem.
Theorem. Let k > 1, A = (anv) and B = (bnv) be two positive normal matrices. In order that
ϕ − |A; δ|k ⇒ ϕ − |B; δ|k (14)
it is necessary that
bnn = O(ann). (15)
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If we suppose that
bn−1,v ≥ bnv, for n ≥ v + 1, (16)
a¯n0 = 1, b¯n0 = 1, n = 0, 1, 2, . . . , (17)
avv − av+1,v = O(avv av+1,v+1), (18)
n−1
v=1
(bvv bˆn,v+1) = O(bnn), (19)
m+1−
n=v+1
ϕδk+k−1n b
k−1
nn bˆn,v+1 = O(ϕδk+k−1v bk−1vv ), (20)
m+1−
n=v+1
ϕδk+k−1n b
k−1
nn |∆v bˆnv| = O(ϕδk+k−1v bkvv), (21)
n−
v=r+2
bˆnv |aˆ′vr | = O(bˆn,r+1), (22)
then (15) is also sufficient.
It should be noted that if we take δ = 0, anv = pvPn , bnv = qvQn and ϕn = n for all values of n in this theorem, then we
get Theorem A.
We need the following lemma for the proof of our theorem.
Lemma ([2]). Let k ≥ 1 and let A = (anv) be an infinite matrix. In order that A ϵ (lk; lk) it is necessary that
anv = O(1) (all n, v). (23)
3. Proof of the theorem
Necessity. Now, let (xn) and (yn) be denote the A-transform and B-transform of the series
∑
an, respectively. Then we
have, by (9) and (10)
1¯xn =
n−
v=0
aˆnvav and 1¯yn =
n−
v=0
bˆnvav
which implies that
av =
v−
r=0
aˆ′vr 1xr . (24)
In this case
1¯yn =
n−
v=0
bˆnvav =
n−
v=0
bˆnv
v−
r=0
aˆ′vr1¯xr .
On the other hand, since
bˆn0 = b¯n0 − b¯n−1,0
by (17), we have that
1¯yn =
n−
v=1
bˆnv

v−
r=0
aˆ′vr 1¯xr

=
n−
v=1
bˆnv aˆ′vv 1¯xv +
n−
v=1
bˆnv aˆ′v,v−1 1¯xv−1 +
n−
v=1
bˆnv
v−2
r=0
aˆ′vr 1¯xr
= bˆnn aˆ′nn 1¯xn +
n−1
v=1
(bˆnv aˆ′vv + bˆn,v+1 aˆ′v+1,v) 1¯xv +
n−2
r=0
1¯xr
n−
v=r+2
bˆnv aˆ′vr . (25)
By considering the equality
n−
k=v
aˆ′nk aˆkv = δnv,
H.S. Özarslan, T. Ari / Applied Mathematics Letters 24 (2011) 2102–2106 2105
where δnv is the Kronecker delta, we have that
bˆnv aˆ′vv + bˆn,v+1 aˆ′v+1,v =
bˆnv
aˆvv
+ bˆn,v+1

− aˆv+1,v
aˆvv aˆv+1,v+1

= ∆v bˆnv
avv
+ bˆn,v+1 avv − av+1,vavv av+1,v+1
and so
1¯yn = bnnann 1¯xn +
n−1
v=1
∆v bˆnv
avv
1¯xv +
n−1
v=1
bˆn,v+1
avv − av+1,v
avv av+1,v+1
1¯xv +
n−2
r=0
1¯xr
n−
v=r+2
bˆnv aˆ′vr
= Tn,1 + Tn,2 + Tn,3 + Tn,4, say.
Now, from (23)we canwrite down thematrix transforming (ϕ
δ+1− 1k
n 1¯xn) into (ϕ
δ+1− 1k
n 1¯yn). The assertion (14) is equivalent
to the assertion that this matrix ϵ(lk; lk). Hence, by the lemma, a necessary condition for (14) is that the elements of this
matrix should be bounded, and this gives the result that (15) is necessary.
Sufficiency. Suppose the conditions are satisfied. Then, since
|Tn,1 + Tn,2 + Tn,3 + Tn,4|k ≤ 4k(|Tn,1|k + |Tn,2|k + |Tn,3|k + |Tn,4|k)
to complete the proof of the theorem, it is sufficient to show that
∞−
n=1
ϕδk+k−1n |Tn,i|k <∞ for i = 1, 2, 3, 4.
Firstly, we have
m−
n=1
ϕδk+k−1n |Tn,1|k =
m−
n=1
ϕδk+k−1n
bnnann 1¯xn
k
= O(1)
m−
n=1
ϕδk+k−1n |1¯xn|k
= O(1) asm →∞,
in view of the hypotheses of the theorem.
Applying Hölder’s inequality with indices k and k′, where k > 1 and 1k + 1k′ = 1, we have that
m+1−
n=2
ϕδk+k−1n |Tn,2|k = O(1)
m+1−
n=2
ϕδk+k−1n

n−1
v=1
|∆v bˆnv|
akvv
|1¯xv|k
 
n−1
v=1
|∆v bˆnv|
k−1
= O(1)
m+1−
n=2
ϕδk+k−1n b
k−1
nn
n−1
v=1
|∆v bˆnv|
akvv
|1¯xv|k
= O(1)
m−
v=1
|1¯xv|k
akvv
m+1−
n=v+1
ϕδk+k−1n b
k−1
nn |∆v bˆnv|
= O(1)
m−
v=1
ϕδk+k−1v

bvv
avv
k
|1¯xv|k
= O(1)
m−
v=1
ϕδk+k−1v |1¯xv|k
= O(1) asm →∞,
by virtue of the hypotheses of the theorem.
Also
m+1−
n=2
ϕδk+k−1n |Tn,3|k = O(1)
m+1−
n=2
ϕδk+k−1n

n−1
v=1
bˆn,v+1 |1¯xv|
k
= O(1)
m+1−
n=2
ϕδk+k−1n

n−1
v=1
bˆn,v+1 |1¯xv|k bvvbkvv

n−1
v=1
bˆn,v+1 bvv
k−1
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= O(1)
m+1−
n=2
ϕδk+k−1n b
k−1
nn
n−1
v=1
bˆn,v+1 |1¯xv|k b1−kvv
= O(1)
m−
v=1
b1−kvv |1¯xv|k
m−
n=v+1
ϕδk+k−1n b
k−1
nn bˆn,v+1
= O(1)
m−
v=1
ϕδk+k−1v |1¯xv|k
= O(1) asm →∞,
by virtue of the hypotheses of the theorem.
Finally, as in Tn,3, we have that
m+1−
n=2
ϕδk+k−1n |Tn,4|k = O(1)
m+1−
n=2
ϕδk+k−1n

n−2
r=0
|1¯xr |
n−
v=r+2
bˆnv |aˆ′vr |
k
= O(1)
m+1−
n=2
ϕδk+k−1n

n−2
r=0
|1¯xr | bˆn,r+1
k
= O(1) asm →∞,
by virtue of the hypotheses of the theorem.
Therefore, we have that
m−
n=1
ϕδk+k−1n |Tn,i|k = O(1) asm →∞, for i = 1, 2, 3, 4.
This completes the proof of the theorem.
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