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Abstract
Shark Identiﬁcation Using the Notches in the Dorsal Fin
T. Marais
Department of Mathematical Sciences
University of Stellenbosch
Private Bag X1, 7602 Matieland, South Africa
Thesis: MSc (Applied Mathematics)
December 2016
In order to protect endangered species, such as the Great White shark, a reliable
estimate of the population is needed. In counting animals, it is necessary to be
able to distinguish between individuals. The current procedure is manual photo
identiﬁcation, which is a time consuming process. By automating this process,
when a shark is spotted, it can easily be matched to an existing shark in the
database or added to the database as a new shark.
Photo identiﬁcation software is already available for animal species such as
penguins, elephants and dolphins. DARWIN, used for identiﬁcation of dolphins
was tested on sharks, but found to be unsuccessful in matching an unknown
shark ﬁn to the correct shark in the database. DARWIN also requires extensive
user input, which is what we are trying to eliminate or greatly reduce in the
identiﬁcation of sharks. In this thesis, Hidden Markov models (HMM) is used
to develop software to identify individual sharks. The results of the HMM was
then compared to software using Dynamic Time Warping (DTW) to do the
matching. The DTW program was able to correctly match 80% of the images
within a rank of twenty and 62% with a rank of two or less. Using HMM, 84%
of the photographs were correctly matched with a rank of twenty or less, but
only 56% with a rank of two or less and 64% with a rank of ﬁve or less.
Although the HMM does not perform as well as the DTW, much better per-
formance is expected from the HMM software by building up a quality database
through the visual inspection and inclusion of photographs that will lead to
more consistent models.
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Uittreksel
Shark Identiﬁcation Using the Notches in the Dorsal Fin
T. Marais
Department of Mathematical Sciences
University of Stellenbosch
Private Bag X1, 7602 Matieland, South Africa
Tesis: MSc (Applied Mathematics)
Desember 2016
In die bewaring van bedreigde spesies, is dit belangrik om 'n betroubare skatting
van die populasie te hê. Wanneer die diere getel word, is dit nodig om hulle uit
mekaar te kan ken. Huidiglik word foto identiﬁkasie met die hand gedoen, wat
'n baie langdurige proses is. As hierdie proses programmaties gedoen kan word,
sou dit moontlik wees om onmiddelik 'n haai uit te ken vanaf 'n foto.
Foto identiﬁkasie sagteware is reeds beskikbaar vir pikkewyne, olifante en
dolfyne. DARWIN, wat gebruik word vir die identiﬁkasie van dolfyne, was
getoets op haaie, maar was onsuksesvol om 'n onbekende haai te identiﬁseer
deur dit te pas met die regte haai in die databasis. DARWIN vereis ook ek-
stensiewe invoer van die gebruiker en dit is juis wat ons probeer uitskakel of
verminder in die identiﬁkasie van haaie. In hierdie tesis, word die verskuilde
Markov-modelle (HMM) gebruik om sagteware te ontwikkel wat 'n individuele
haai kan identiﬁseer. Die resultate van hierdie sagteware word dan vergelyk
met die resultate wat verkry is van die sagteware wat dinamiese tydsverbuiging
(DTW) gebruik in die identiﬁsering. DTW kon 80% van die haaivinne korrek
identiﬁseer met 'n rang van 20 of minder en 62% met 'n rang van twee of minder.
Hierteenoor kon HMM 84% korrek identiﬁseer met 'n rang van 20 of minder,
maar slegs 56% met 'n rang van twee of een en 64% met 'n rang van vyf of
minder.
Alhoewel HMM nie so goed soos DTW nie, sal die HMM sagteware heel-
wat beter vaar wanneer 'n goeie databasis opgebou word deur slegs die mees
onlangse, hoë-kwaliteit foto's in die opleiding in te sluit.
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Chapter 1
Introduction
Many shark species are endangered as a result of the international shark trade
as well as a low reproductive rate [1]. In order to protect the sharks, more
information is needed regarding the sharks and their migratory routes. Other
relevant information include the areas where sharks prefer to mate and nurse
their young, and at what age they mature. Key to the survival of the species is
accurate population estimates [27].
Photo identiﬁcation is preferable to the method of attaching an electronic
tag device to the shark ﬁn, as it is less invasive and more economical than
tagging the species. The method of photo identiﬁcation is used on animal species
where certain features can be distinguished. The serrated pattern along the
trailing edge on the dorsal ﬁn of a shark is unique to every individual shark,
therefore serving as a ﬁngerprint [32]. Manual photo identiﬁcation is very
time consuming as it involves manual inspection of thousands of photographs
of shark ﬁns, and human error is prevalent.
Recent advances in computer vision allow the development of automated
identiﬁcation systems. It has the added advantage that a database can be
maintained that is accessible from anywhere in the world and it is possible to
make an immediate identiﬁcation of an animal with minimal user input [13].
Researchers can access and contribute to this database, making it possible to
study world wide migration routes and track individual animals across the world.
The DARWIN package is a digital identiﬁcation software program that iden-
tiﬁes dolphins based on the shape of their ﬁns, by tracing the ﬁn and extracting
features that make it possible to distinguish between individual dolphins. The
identiﬁcation of sharks using DARWIN was tested in at least two independent
studies by diﬀerent researchers and found to be unreliable as it produces matches
with unacceptably high levels of error [5]. The testing of DARWIN was repeated
and found to be very time consuming as extensive user input is needed in order
1
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CHAPTER 1. INTRODUCTION 2
to extract the ﬁn edges. We will look at the results of these tests in more detail
in Chapter 6.
It is therefore the goal of this thesis to develop a software program for the
automatic and accurate identiﬁcation of individual sharks using Hidden Markov
models as classiﬁcation technique. This software program will then be tested
on a prepared database of sharkﬁn photographs. Software using Dynamic Time
Warping has been developed by Dr Holthauzen, speciﬁcally for the identiﬁcation
of the great white shark [3] and tested as part of one the independent studies
mentioned in the previous paragraph. These results will be used, together with
the results from the DARWIN tests, to compare to the results achieved in this
thesis using Hidden Markov Models.
We will start in Chapter 2 with a discussion of manual photo identiﬁcation
and then look at current software available for the identiﬁcation of diﬀerent
animal species. This will include a discussion of the DARWIN package as photo
identiﬁcation software. Chapter 3 looks at what needs to be done before the
actual identiﬁcation can take place; this includes preparation of the database,
the extraction of the ﬁn edges and normalization. Chapters 4 and 5 deal with
the algorithms used, Dynamic Time Warping in the software developed by Dr
Holtzhausen and Hidden Markov models, as used in the development of the
software in this thesis, respectively. In Chapter 6, the testing of the diﬀer-
ent software is described and the results are discussed. The conclusions and
recommendations are summarized in Chapter 7.
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Chapter 2
Identiﬁcation Methods
2.1 Photo identiﬁcation
Photo identiﬁcation is the technique of taking photographs of distinctive fea-
tures of an animal and comparing it to photographs in an existing database in
order to identify individual animals. Patterns or scars on the skin or fur of the
animal provide the distinctive characteristics that make it possible to distinguish
between individual animals. When identifying cetaceans, the dorsal ﬁn or tail
ﬂuke is used, because the trailing edge of the dorsal ﬁn has nicks and notches
that are unique to every individual animal, much as the tail ﬂuke of a whale
has dark markings that are diﬀerent for every individual animal. Photo identi-
ﬁcation has been done manually in the past, but with technological advances,
semi-automatic photo identiﬁcation is now possible.
2.1.1 Advantages
Photo identiﬁcation is advantageous, because it is cheap, non-invasive and it
can be done by non-experts. It is also accessible world-wide and allow studies
of global migratory routes [35]. Photo identiﬁcation allows scientists to identify
and track individual animals as well as providing a more accurate estimation of
the population.
2.2 Manual identiﬁcation
2.2.1 The Rutzen method
The manual method used until recently for the identiﬁcation of sharks is known
as the notches code, referred to as the Rutzen method (RM) by O'Connell
3
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Figure 2.1: The Rutzen method involves dividing the image of the shark ﬁn into
three sections and counting the notches in the serrated edge of the ﬁn for all three
sections.
[23], shown in Figure 2.1. This method identiﬁes and uses the most prominent
marks in the edge of the dorsal ﬁn. Each new photograph has to be inspected
and analysed and is then classiﬁed into a group according to these marks.
A standardised three-section grid is used to divide a high-resolution photo-
graph of the dorsal ﬁn into three parts. Notches in the trailing edge of the ﬁn
are counted and given a score, for each grid section [5]. The top two thirds are
most reliable for making an accurate identiﬁcation. This is mostly because the
lower part of the ﬁn is usually underwater and not visible on the photographs.
Also, the lower part of the trailing edge of the ﬁn consists of a free rear tip
which is detached from the body of the shark, as shown in Figure 2.2, and may
be subject to distortion.
2.2.2 Disadvantages
The Rutzen method is done manually and as there are thousands of photographs
to compare against, this is very time consuming and includes an element of
human error.
2.3 Semi-automatic identiﬁcation software
2.3.1 Identiﬁcation software for diﬀerent animal species
There are existing software for digitally identifying animals such as whales,
dolphins and elephants, and even penquins. The need for this type of software
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Figure 2.2: The morphology of a shark's ﬁn is shown in the sketch at the top, showing
the free rear tip which might lead to distortion on a photograph of the lower part of
the ﬁn due to bending. The rectangle in the photograph at the bottom left shows the
free rear tip clearly.
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arises in order to track animals by non-invasive means.
In the case of elephants, the distinguishing feature is provided by the shape of
the nicks in their ears. Researchers in Italy published a paper in 2007 describing
their software in the photo identiﬁcation of wild elephants. In their program,
the user is required to input several reference points [6].
Whales can be identiﬁed using the black markings on their tailﬁns. Fluke
Matcher is a program released in 2010 that greatly increases eﬃcient identi-
ﬁcation of humpback whales. User input is needed to identify the ﬁve major
control points and the program then lists all the images in the database from
most likely match to least likely match [22].
African penguins are distinguished by the pattern of black spots on their
torsos. In 2004, students from the University of Bristol published a paper on the
automated visual recognition of individual African penguins [11]. Researchers
at the University of Bristol are using the software to track and study African
penguins at Robben Island in South Africa [28].
Figure 2.3 shows two of these animals, an elephant and a penguin, with the
distinctive features highlighted in yellow and red, respectively.
2.3.2 The dorsal ﬁn as distinguishing feature
For both dolphins and sharks, the distinguishing feature is the dorsal ﬁn, mostly
because of the notches in the trailing edge of the ﬁn. In the case of dolphins,
the shape of the dorsal ﬁn also varies among individuals, but it is often curved
back. Thus the entire ﬁn is important and used in identiﬁcation software for
dolphins.
However, for sharks, the trailing edge of the dorsal ﬁn contains the most
unique information, and is extracted for use in identiﬁcation software. Here
we ﬁnd an important diﬀerence in the feature that is used for identiﬁcation of
these two diﬀerent cetacean species. Figure 2.4 demonstrates the diﬀerence in
the anatomy of a shark's ﬁn from a dolphin's ﬁn. We will now discuss software
that was developed for the identiﬁcation of bottlenose dolphins, the DARWIN
package.
2.4 The DARWIN software
DARWIN is an acronym for Digital Analysis and Recognition of Whale Im-
ages on a Network. This software was developed in 1993 by John Stewman at
Eckerd College in St. Petersburg, Florida [30]. DARWIN is open-source and
faculty and undergraduate students from Eckerd College have improved on the
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Figure 2.3: Photo identiﬁcation. The green line in the image at the top traces the
edge of the elephant's ear, which is used as distinguishing feature. The red circles on
the photograph of the penguin indicate the black markings that are unique to every
individual penguin.
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 2. IDENTIFICATION METHODS 8
Figure 2.4: The diﬀerence in anatomy of a shark's ﬁn (on the left) to a dolphin's ﬁn
(on the right).
software since its debut. In 2000, Zach Roberts added chain codes and aﬃne
transformations and in 2008, Scott Hale introduced auto-tracing of the ﬁn out-
line. The 2008 paper is the most recent publication listed on the DARWIN
website [17]. DARWIN was developed for the use of researchers to identify indi-
vidual bottlenose dolphins. The ﬁn outline is approximated semi-automatically.
DARWIN not only contains a collection of dorsal ﬁn images, but also provides
information on the individual dolphins and their sighting data. The dolphin
images can also be sorted according to sighting location, sighting date or the
extent of damage to the dorsal ﬁn.
We have established that the distinguishing feature used in the identiﬁcation
of dolphins is the dorsal ﬁn; the entire shape of the ﬁn as well as the trailing
edge containing the notches. First, the ﬁn has to be isolated from the back-
ground in order to ﬁnd its detailed shape. It is thus necessary to deﬁne the
boundary between the ﬁn and the water. By extracting this boundary, or edge,
the matching between diﬀerent ﬁns can be done, in order to ﬁnd the ﬁn that is
the best match. We will now look at how DARWIN handles both these issues.
2.4.1 Tracing the outline of the dorsal ﬁn
The DARWIN software has a function called Fin Trace that automatically
draws the outline of the edge of the dorsal ﬁn. DARWIN software uses thresh-
olding to segment the dorsal ﬁn from the background in the image. The intensity
threshold is selected using an unsupervised minimum error. Morphological pro-
cessing then removes unrelated parts and the outline of the ﬁn can be extracted.
The points of this traced outline are moved to the actual positions that describe
the edge of the ﬁn, using active contours [21]. The user has the option of man-
ually tracing the outline of the ﬁn, before this repositioning of the outline [30].
Further user input may be required to move individual points in the case where
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Figure 2.5: The extraction of the outline of the dorsal ﬁn of a dolphin. The original
photograph of the ﬁn (top left), thresholding (top right), morphological processing
to remove unrelated parts (bottom left), and ﬁnally the extraction of the ﬁn outline
(bottom right).
reﬂection occurs on the edge of the ﬁn. The use of active contours may also
cause the software to miss nicks and notches in the edge of the ﬁn [5]. More
input from the user is then required to move certain points in the outline of the
edge to better deﬁne the nicks and notches. A representation of the automatic
part of the process of extracting the outline of the dorsal ﬁn is shown in Figure
2.5.
2.4.2 Feature extraction
The chain code representation is used to encode the outline of the dolphin
ﬁn. The chain code algorithm starts at the ﬁrst point of the leading edge and
computes the angular direction to every successive point along the edge. These
points are taken at regular length intervals [2]. The software computes the
directions between equally spaced points on the ﬁn edge. Features of interest
on the ﬁn, such as the ﬁn tip and certain notches would show up as a change
in these directions and is used to solve for a transformation matrix in order to
map one ﬁn to another. This is a linear transformation such that the original
measurements of ratios of the distances between points are maintained [2].
2.4.3 Matching
DARWIN compares the trace of the edge of the dorsal ﬁn of a new photograph to
the traces of edges existing in the database to make a match. This comparison
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Figure 2.6: Mapping the outline of the unknown ﬁn to a ﬁn in the database is shown
here.
is done by the function Fin Matching in the DARWIN software. The extracted
ﬁn is stored as a chain code type representation, highlighting important features
in the ﬁn outline. Using wavelet decomposition, the most prominent notch is
located on the extracted edge. The points from one edge is mapped to other
ﬁn edges in the database by means of a transformation matrix. The most
probable match is the ﬁn edge in the database that produces the smallest mean
squared error when mapped to the unknown ﬁn edge [5]. The photographs in
the database are ranked according to probability of match. A match of a new
trace to a trace in the database of the exact same shark, has a rank of one [4].
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Preparation of the data
For both the Hidden Markov model software, as developed in this thesis, as
well as the Dynamic Time Warping developed by Dr Holthauzen, we need to
extract the outline. The pre-processing in this chapter is mostly speciﬁc for our
data, but also includes standard pre-processing such as normalization, and will
be applied to both software techniques, unless otherwise speciﬁed.
3.1 Preparing the database
3.1.1 Expected diﬃculties
The main diﬃculty faced by any automated recognition system is the quality
of the photographs. The photographs are taken in imperfect conditions. Since
it is diﬃcult to capture the animals while they are swimming, the images may
be blurred or the ﬁn may be bent. In addition there are several other factors
that cannot readily be controlled that severely impact on the accuracy of the
recognition. These include unpredictable lighting and diﬀerent photographic
angles. When the sharks are spotted from far away and it is necessary to zoom
to take their photograph, signiﬁcant quality loss may occur [2]. In Figure 3.1,
bad quality and blurred photographs are shown, as well as a photograph of a
bent ﬁn and the reﬂection of the sunlight on the water in another photograph.
Figure 3.2 shows more such diﬃculties, such as the reﬂection of the ﬁn on the
water, the ﬁn being partially occluded by water and reﬂected light on the trailing
edge of the ﬁn.
It is therefore necessary to manually inspect each and every photograph
and identify such photographs as shown in Figure 3.2, where not enough ﬁn
is visible for identiﬁcation, the lighting is not suﬃcient or blurring will make
edge extraction diﬃcult, and exclude these from the database. In this way, a
11
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Figure 3.1: Examples of photographs to exclude are shown here. At the top left
is a blurred photograph and the top right shows a photograph of a bent ﬁn. The
bottom left photograph is of very bad quality, however the extraction function as
developed later in this thesis still manages to extract the correct and entire ﬁn edge.
Finally, in the photograph at the bottom right, the reﬂection on the water distorts the
clarity of the ﬁn edge. In the case of the blurred photograph (top left), the function
route_through_array is unable to deﬁne the notches in their entirety.
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Figure 3.2: Examples of bad quality images. In the photograph at the top, the
silhouette of the ﬁn is reﬂected on the water. The photograph at the bottom left
shows a shark ﬁn partially submerged. At the bottom right a photograph shows two
unwanted qualities: an out of focus ﬁn and sunlight reﬂecting oﬀ the trailing edge of
the ﬁn. These type of photograps make extraction by the software diﬃcult.
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carefully curated database is set up that will increase our chances of accurate
matching.
3.1.2 Manual pre-processing
The photographs are edited manually by cropping the shark ﬁn so that it ﬁlls the
whole image and as much of the unnecessary background is removed. This will
be standard procedure in most recognition software, as it makes the extraction
of the important features easier.
Some sharks are photographed from the left and some from the right. This
poses a problem for the matching part in the software, because the mirror image
of a photograph will look like an entirely diﬀerent photograph to the matching
software.. The orientation of the sharkﬁn can be automated by tracing both
edges and returning the edge with the most variance, thereby knowing if the
photograph should be ﬂipped or not. This solution of orientating the ﬁn is
discussed in more detail in Section 3.2.3 and the disadvantages of doing the ori-
entation programmatically is listed. However, since manual intervention is such
a crucial part of the pre-processing, orientating the ﬁn will also form part of this
pre-processing so that all sharks are orientated in the same default direction.
Manual intervention as described here is feasible, because it will reduce com-
puting time and prevent possible errors. The cropping and ﬂipping of images
are basic editing options in any photo editing software.
In the case of the DTW software, the photographs are not ﬂipped. Instead,
both the ﬂipped and the unﬂipped versions are matched against the photographs
in the database.
3.2 Edge extraction
The edge extraction is the ﬁrst step in the program and is very crucial to the
success of the algorithm. We need to extract the correct edge successfully in
order to do the comparisons. Since identiﬁcation relies on the notch pattern in
the trailing edge of the ﬁn, identiﬁcation will be impossible if the edge is not
accurately extracted. We will now look at how the extraction of the ﬁn edges
are done for use in both the HMM and DTW software.
3.2.1 Tracing the outline
First of all, the ﬁn needs to be isolated from the rest of the image. We perform
edge detection using a Sobel ﬁlter. The Sobel ﬁlter uses two 3x3 kernels, shown
in Figure 3.3, one for the x-direction and one for the y-direction, to convolve
with the image in order to approximate the derivatives in both directions. These
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Figure 3.3: The two Sobel kernels, for the x direction (on the left) and the y direction
(on the right).
approximations of the derivatives are combined in the following manner, to get
the gradient magnitude (GM), that describes the edges in both directions in the
image [34]
GM =
√
G2x +G
2
y (3.1)
In Figure 3.4, the image on the left, shows the result of the convolution,
highlighting the edges in the image. The edge most clearly visible is the edge
separating the foreground from the background and is the edge that we are
interested in.
3.2.2 Extracting the edge
In order to extract this edge from the image, we use an algorithm in Scikit
Image, called route_through_array. The function takes an array as input as
well as a start and end point, calculates the path through the array with the
minimum cost, then returns a list of n-d index tuples that describes the path.
The total cost of this minimum cost path is returned as well [24]. An optional
parameter fully_connected allows one to set the algorithm to permit diagonal
moves or only axial moves. A simple sum of the values along the path is used
to calculate the costs. We invert the image so that the edge is presented by
black (which has the lowest value) and the rest of the image is white, having
the highest value. A weight is also applied, by taking the square of the edge
strength, in order to further enhance the contrast between the foreground and
background. The image to the right in Figure 3.4 shows the convoluted image
with inverted edges. Taking the cube of the edge strength instead of the square,
led to better results. This weight is called the edge aﬃnity and describes how
likely the path is to stick to an edge. It must be greater than 1, a typical value
is around 3, and is also the default value.
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Figure 3.4: The steps involved in edge extraction includes applying a Sobel operator
to get an estimate of the gradient, representing the edges in both the x and y directions
(left), and inverting the image to present the edges by the lowest values (right).
Figure 3.5: The problem encountered with extraction using route_through_array is
shown in the image to the left. The route_through_array function fails to trace the
entire depth of the deeper notches. The image in the middle shows the extraction of
the ﬁn when thresholding (Otsu's method) is applied before the route_through_array
function extracts the ﬁn. The image to the right is the binary, convoluted and inverted
image that is used to extract the edge. The circle in the image shows where part of
the edge of the ﬁn is lost and traced on the background.
Initial problems with tracing using route_through_array
Using the function route_through_array to extract the edge, with the edge
aﬃnity as 2, we notice some shortcoming in the function for our purpose. The
function seems to underdeﬁne some of the deeper notches in the edge of the ﬁn,
ie. it doesn't trace the entire depth of some of the notches, as shown in Figure
3.5. We want to extract the edge of the ﬁn as accurately as possible, in order
to make the best matching.
In an attempt to solve for this shortcoming in the route_through_array
function, we apply thresholding before the Sobel operator is used. Thresholding
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Figure 3.6: Some more examples where Otsu's method failed to successfully deﬁne
the edge between the foreground and the background is shown at the top. In these
images, it is almost impossible to discern the shape of the ﬁn by eye, because too much
of the background information is included and some of the edge detail is lost. The
images at the bottom are the binary, convoluted and inverted images using adaptive
thresholding. Adaptive thresholding results in very noisy images, as can be seen here.
is one of the simplest methods of image segmentation. A binary image is created
by changing the intensity of a pixel to black if it is below the chosen threshold
or white if above the threshold. For completely automated thresholding, the
threshold needs to be selected by the computer.
The two thresholding algorithms available in the Scikit Image library is
threshold_adaptive and threshold_otsu. Otsu's method is a clustering-based
thresholding method that calculates and then applies the optimal threshold.
Using Otsu's method, the function route_through_array is able to deﬁne in
entirety the deeper notches. We notice however, that by using Otsu's method,
the edge is not as clearly deﬁned everywhere along the edge as was the case with-
out any thresholding. Some of the detail of the edge is lost when thresholding
is applied.
Testing Otsu's method on 50 images, we ﬁnd that complete extraction of the
ﬁn edge failed for almost half of the images. Here we abandoned any further
attempt to make use of Otsu's method for thresholding. In Figure 3.6, at the
top, more examples of how Otsu's method fails to successfully deﬁne the edge
between foreground and background are shown.
Adaptive thresholding is a technique that changes the threshold dynamically
over the image to adapt to the changing lighting conditions in the image. Fig-
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ure 3.6, at the bottom, shows the binary, convoluted and inverted images where
adaptive thresholding was applied. It is clear that adaptive thresholding results
in very noisy images and as can be seen in the middle of the bottom images, the
function route_through_array ﬁnds part of the path on the water, because the
boundary between ﬁn and water is not clear at all. Attempts to use thresholding
is completely abandoned. It becomes clear that the function route_through_ar-
ray is suﬃcient in its extraction of the edge of the ﬁn without thresholding. Even
though the function does not deﬁne the deep notches entirely, convolution with
the Sobel operator and inversion of the image (without thresholding), clearly
deﬁnes the boundary between ﬁn and background, and route_through_array is
able to extract a more precise edge than with thresholding, although not entirely
accurate. This will most probably not be a problem, because the same ﬁn in
a diﬀerent photograph will be extracted in the same way, because of the good
repeatability of the route_through_array function. Setting the edge aﬃnity to
3, more accurately deﬁned the ﬁn edges.
3.2.3 Orientation
As stated in Section 3.1.2, the orientation is only ﬁxed for the HMM software so
that all the sharks in the photographs swim in the same direction. Detecting the
orientation of the trailing edge can be automated in a straightforward manner.
To do this, we call the route_through_array function twice to trace both edges
of the sharkﬁn. In order to ensure that both edges are captured, we supply the
end of the path to be in the lower left bottom of the image in one call to the
function and the end to be in the lower right bottom of the image in the other. In
both instances we supply the start point as the middle of the top of the image.
Then we ﬁnd the path with the most variance, as this will be the serrated,
trailing edge of the ﬁn and we can ﬂip the image accordingly so that the shark
is swimming in the chosen default direction. In Figure 3.7, we can see the two
paths that are extracted by the Scikit Image function, route_through_array.
The trailing edge on some ﬁns, however, are very smooth and in these cases
the algorithm will have diﬃculty in determining which edge is the trailing edge
and will therefore not be very accurate. We therefore conclude to include the
orientation as part of the manual pre-processing step.
3.3 Normalization
Normalization is a common requirement for machine learning algorithms. The
goal is to have standard normally distributed data and to scale features in a way
so that they have comparable ranges of values. Usually this is done so that the
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Figure 3.7: Both edges are traced in order to determine the orientation of the shark
in the image.
data have Gaussian zero mean and unit variance, thereby normalizing position
and scale.
The extracted ﬁn edges come from diﬀerent sized photographs, in which
the ﬁns are oriented at diﬀerent angles and appear at diﬀerent positions on the
photographs. It is thus necessary to normalize with respect to size, position and
in-plane rotation. The extracted edge is an ordered (x, y) array, which is the
coordinates giving the position. We need to normalize with respect to position
in both the x and y direction, using mean normalization. Mean normalization
is used to normalize with respect to position for both the HMM and the DTW
software. Normalizing the in-plane rotation and scale in the case of DTW, is
done by applying Principal Component Analysis and then normalizing according
to the image size and ﬁn maximum. Singular value decomposition is used to
normalize in the case of HMM for both the in-plane rotation and the scale.
3.3.1 Mean normalization
Mean normalization is when the data is adjusted by subtracting the mean of the
data, in order to normalize position. We normalize in both the x and y direction.
The calculation of the mean is simply the sum of all the values divided by the
number of values in the feature vector,
µx =
1
m
m∑
i=1
xi (3.2)
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where m is the number of values in the vector. The mean vector is then
given by
µ = {µx, µy} (3.3)
Every value in the vector is then replaced with xi − µ.
3.3.2 Singular Value Decomposition (SVD)
The next step is to normalize the scale and the the in-plane rotation, in order
to be able to compare the data in a sensible way. Using SVD, we can easily
achieve this. Given the extracted trailing edge of the ﬁn, as a two-dimensional
matrix, M, the SVD is given by
M = UΣV T (3.4)
where U and V are orthogonal matrices and Σ is a diagonal matrix that
contains the singular values of M , sorted in descending order of magnitude.
The SVD then gives a decomposition of the matrix, M , into three simple trans-
formations: the initial rotation, V T , the scaling of the coordinate axes, Σ, and
the ﬁnal rotation, U [36]. The transformed vector is given by
pathnormalized =
√
n diag (
∑
) • V∑
0,0
(3.5)
where n is the length of the feature vector and diag(Σ) is the singular val-
ues of M . Combining SVD with mean normalization, the extracted edge is
normalized with respect to position, scale and in-plane rotation.
With the trailing edges normalized, the next step is to develop an algorithm
for comparing them, but before we discuss Hidden Markov models, we will ﬁrst
look at Dynamic Time Warping.
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Dynamic programming
When doing the matching of the edges, we need to take their nonlinear defor-
mation into account. To do this, we will use dynamic time warping.
Dynamic time warping (DTW) is used when comparing two time series with
each other. It has been used for speech recognition to be able to match words
that are expressed at diﬀerent speeds. Speaker recognition and signature recog-
nition are other applications of the DTW algorithm. It works iteratively to align
the two sequences by warping the time axis to ﬁnd the best match [16].
4.1 Dynamic Time Warping (DTW)
4.1.1 Matching unaligned series
In the case of a time series, the two given sequences are warped non-linearly
in the time dimension to measure their similarity. When dynamic sequences or
coordinates as in our case are considered, the non-linear warping is usually done
on the axis that measures how far along the point is on the sequence, usually
the x-axis. This non-linear warping on the x-axis is shown in Figure 4.1. A
direct comparision is not possible since the two sequences in general experience
nonlinear deformations with respect to one another. In order to compare the two
sequences, this nonlinear deformation has to be determined. One of the earliest
algorithms for doing this, is the so-called Dynamic Time Warping algorithm,
essentially Dijkstra's algorithm [19].
The algorithm essentially ﬁnds the smallest warping path, W , relating the
two sequences, that minimizes the total warping cost,
dist (W ) =
N∑
n=1
dist (wni, wnj) (4.1)
21
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 4. DYNAMIC PROGRAMMING 22
Figure 4.1: The diﬀerence between matching using the Euclidean distance, or direct
point-for-point matching, and Dynamic time warping (DTW). The ﬁgure on the left
shows the mismatch when using Euclidean distance and the ﬁgure on the right shows
correct matching using DTW.
As we are interested in comparing each value of one sequence to each value of
the other sequence, we map one sequence onto the other in a grid. Assuming
that the endpoints match, the lowest cost path runs from the lower left to upper
right hand corner as shown in Figure 4.2, with the diagonal indicating only a
linear deformation, M 6= N .
4.1.2 Constraints
The following constraints are assumed when building the model using dynamic
time warping. They refer to the path that is tracked on the grid matching the
two time series and limit the number of paths that need to be considered:
• The path is not allowed to go backwards, only forwards.
• Continuity is important, the path is not allowed to skip an index.
• The start should be at the bottom left and the end at the top right. This
ensures that the entire sequences are considered.
• As we know that similar signals will result on a path close to the diagonal,
we can add a warping window to exclude paths that stray too far from
the diagonal, in order to reduce the computational cost.
• The gradient of the path on the grid is also constrained to keep from
aligning paths that diﬀer too much in length. This prevents the matching
of a very short sequence to a very long one, making the assumption that
the two sequences that we want to match won't diﬀer in length too much.
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Figure 4.2: The grid matching two time series. The two series to match are shown on
the horizontal and vertical axes and the path in the grid shows the matching points.
This is the minimum cost path for the matching.
4.1.3 The cost matrix
Suppose two sequences are to be matched. One sequence has length N and
the other has length M . We construct a matrix of size N ×M , where each
cell represents the distance between the i− th element of the ﬁrst sequence and
the j − th element of the second sequence. The function used to calculate this
distance metric depends on our application of the dynamic time warping. The
Euclidean distance is commonly used.
On the grid, the best alignment between the two sequences is a path from
the bottom left to the top right of the matrix. We need to calculate this path.
The cost of the path is calculated by simply summing the local cost in each
cell up to that point. We want to ﬁnd the path that minimizes the overall cost
between the two sequences. There are numerous possible paths to follow from
the bottom left to the top right of the matrix. To ﬁnd the lowest cost path,
we could use brute force and calculate the cost of each possible path. This
would be computationally very expensive. We therefore make use of dynamic
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programming and added constraints as explained in Section 4.1.2.
Dynamic Programming
The essence of the algorithm is to calculate the lowest cost path to every grid
point, saving the total cost of the path up to that point, as well as the previous
grid point on the path. The total cost of the optimal path to grid point (i, j) is
given by
d =‖ xi − yi ‖ +min

d(i, j − 1)
d(i− 1, j)
d(i− 1, j − 1)
(4.2)
where d is the distance between the two points. Note the important assump-
tion that (i, j) can only be reached from one of three previous connected points.
This is the ﬁrst two constraints listed in Section 4.1.2, stating that the path is
only allowed to go forwards and that the path is not allowed to skip an index.
This prevents extreme warping when matching the two edges. To ﬁnd the best
alignment, we backtrack from the top right cell. The top right cell itself contains
the cost of the path. Thus, a lower cost equates to a better match or alignment
between two sequences.
4.2 The software
Dr Holtzhausen developed an algorithm using Dynamic Time Warping to match
an unknown photograph to shark ﬁn photographs of identiﬁed sharks in a
database. He also developed a full management system in order to use the
software [3].
The advantage of this package is that only minimal user input is needed
and the fact that the user input assists the algorithm in ﬁnding the correct
edge of the ﬁn. The top ﬁve matches returned, however, may include multiple
photographs of the same individual shark. What we would actually like to see
are ﬁve diﬀerent sharks in the top ﬁve possible matches. In this way, if the
software was unable to match the shark correctly with a rank of one, we might
be able to choose the correct match in the remaining four possible matches.
The user is required to click on the start and end point of the trailing edge
of the ﬁn. Deﬁning the start and end point of the trailing edge of the ﬁn in
this way, ensures that the path ﬁnding algorithm follows the edge on the correct
side of the ﬁn and also keeps the algorithm from running past the end point
and including possible reﬂections of the ﬁn on the water. The Sobel operator is
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applied to the image and the route_through_array function is used to ﬁnd the
trailing edge of the ﬁn.
As the top of the ﬁn is the easiest feature to distinguish and mark, the top
of the ﬁn is used as the starting point in the DTW software. The top two thirds
from the top of the edge of the ﬁn are also the most reliable part in matching
as discussed in Section 2.2.1. The input from the user ensures that the starting
point is correctly deﬁned as the top of the ﬁn. Any ﬁns that are too deeply
submerged under the water would have been excluded in the pre-processing
step, so we can assume that only photographs of complete ﬁn edges will be
included in the extraction and matching part of the software. As we will see
later, some of the ﬁns in the photographs are somewhat submerged or occluded
by water splashes. In these cases, the user should still mark the end of the ﬁn
where it would have been, in order for the extracted edges to be of the correct
length and the edges to match up. The assumption is therefore made that the
endpoint deﬁned by the user will in most cases be the correct end of the trailing
edge of the ﬁn.
The basic Dynamic Time Warping algorithm is used in the DTW software,
with normalization applied before matching diﬀerent variations of the ﬁn. The
ﬁn edge is normalized with respect to in-plane rotation by using PCA. Principal
Component Analysis (PCA) is calculated in order to rotate the ﬁn edge to align
to the horizontal axis.
As stated previously, the sharks swim in both directions in the photographs,
both left and right. In the case of the DTW software, the photographs in the
database are not ﬂipped so that the sharks swim in only one default direction.
To account for this, the ﬁn edge to be matched is ﬂipped and both the original
(unﬂipped) and ﬂipped versions of the ﬁn are compared to the ﬁn edges in the
database. Another variation is to take only the ﬁrst two thirds of the ﬁn edge
to be matched and match this against the ﬁrst two thirds of every ﬁn edge in
the database. In this variation, both the unﬂipped and ﬂipped versions are used
for matching.
All these matching variations are scored and a combination of the scores
is used to assign ranks to the ﬁn edges in the database from most probable
match (rank 1) to least probable match. The ﬁn in the database to provide the
lowest cost, is the most probable match. Only the ﬁve best ranked matches are
returned in order.
4.2.1 Summary
In conclusion, the following is to be noted with DTW:
• The assumption is made that the start and end point of the two ﬁn edges
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that are to be compared, match up. The start point is straightforward,
as this is the top of the ﬁn and in all cases, this will be clear on the
photograph. The end point is not so clear, as in some photographs, the
bottom of the ﬁn is occluded by water. In these cases, the user is required
to mark the real end point as far as the user is able to guess where the end
point should be. Because matching is also done by using only the top two
thirds of the ﬁn edge, the water occluded part of the ﬁn will be excluded
and won't have an eﬀect on the matching.
• In order to account for diﬀerences in image size and ﬁn orientation in the
photograph, the edge array is normalized with respect to position, scale
and in-plane rotation using mean normalization and PCA.
• The advantage of DTW is that two ﬁn edge arrays can be compared di-
rectly, ie. there is no need to do training.
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Hidden Markov Model
When using the hidden Markov models, we need a chosen number of states.
We do however not know where one state ends and where the next begins. In
order to ﬁnd the separations of the states, we will use Gaussian mixture models.
The Gaussian mixture models are described in short ﬁrst before discussing the
Hidden Markov models, which is the main part of the matching algorithm.
5.1 Gaussian Mixture Models
A Gaussian or normal distribution has a bell-shaped curve. A single normal
distribution, uni- or multi-variate, is very limited in that it can only describe
uni-modal data. A more general model is the Gaussian Mixture models, shown
in Figure 5.1, that can potentially model any data distribution and is also useful
for clustering. Multivariate Gaussian distributions are used for more than one
variable. Gaussian mixture models are used for classiﬁcation.
Gaussian mixture models can be expressed using discrete latent variables
and is trained using maximum likelihood estimation. Latent variables allow us
to represent complicated distributions with simple components [10]. Our data
does not come with class labels, but we need to divide the data into a number of
smaller datasets in a meaningful way. We divide the data into k clusters, where
k is known. In order to do this, we use a special version of the EM algorithm.
It is useful to introduce the discrete variable, z, that has a 1-of-K represen-
tation. A given element zk = 1 indicates component k, while all other elements
are zero. The constraints zk {0, 1} and
∑
k zk = 1 are satisﬁed. The vector z
can thus be in any one of K states, depending on the element that is nonzero.
27
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Partially observed data
Generally, classiﬁcation assumes that the training data is fully observed, ie.
each observation is provided with a class label. In our case, the data is partially
observed, ie. the data does not come with class labels, therefore the labels need
to be inferred from the observed data. The labels in this case are represented
by discrete latent variables.
Because we use the left-to-right model, we can simply divide the edge array
into equal-sized segments, using the number of states to determine the number
of segments to divide the edge array into.
Mixture Models
The most commonly used distribution for continuous variables is the Gaussian
distribution. The two parameters that describe the Gaussian are the mean µ
and the variance σ2. For a vector that is D-dimensional, the mean will also be
a D-dimensional vector and the covariance will be a D × D matrix, Σ. The
covariance must be symmetric and positive-deﬁnite. This Gaussian is called a
multivariate Gaussian distribution [10].
Univariate Gaussian
The probability density function of the normal distribution is given by the equa-
tion
f(x|µ, σ) = 1
σ
√
2pi
exp
(
− (x− µ)
2
2σ2
)
(5.1)
A simpliﬁed notation describing the Gaussian distribution is N(µ, σ2) and
the elements of the sequence vector is given by x.
Multivariate Gaussian
For the multivariate Gaussian, the probability density function is of the form
fx(x1, ..., xk) =
1√
(2pi)k|∑ |exp
(
−1
2
(x− µ)TΣ−1(x− µ)
)
(5.2)
Gaussian Mixture Models
The Gaussian mixture distribution is given by
p(x) =
K∑
k=1
pikN(x|µk,Σk) (5.3)
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We need to estimate the various parameters, which is the mixture compo-
nent probabilities, the mean vector and the covariance matrix. We start by
calculating the probability that an observation x belongs to component k, ie.
we need to calculate γ (zk) = p (zk = 1|x). Bayes' theorem immediately gives
γ(zk) =
p(zk = 1)p(x|zk = 1)∑K
j=1 p(zj = 1)p(x|zj = 1)
(5.4)
If this is written in terms of Gaussians, we ﬁnd that
γ (zk) =
pikN (x|µk,Σk)∑K
j=1 pijN (x|µj ,Σj)
(5.5)
The prior probability when zk = 1, is pik, and the corresponding posterior
probability after observing x, is γ(zk). The posterior probability is also called
the responsibility that component k contributes to the observation x [10].
Maximum likelihood
We want to ﬁt a GMM to N given data values, X = {x1, . . . , xN} . The log
likelihood is given by
ln p(X|pi, µ,Σ) =
N∑
n=1
ln
{
K∑
k=1
pikN(xn|µk,Σk)
}
(5.6)
The partial derivative of the log-likelihood 5.6 is set to zero with respect to
µk, giving the mean vector
µk =
1
Nk
N∑
n=1
γ(znk)xn (5.7)
We also get the covariance matrix as
Σk =
1
Nk
N∑
n=1
γ(znk)(xn − µk)(xn − µk)T (5.8)
and the mixing coeﬃcients
pik =
∑N
n=1 γ(znk)
N
(5.9)
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Figure 5.1: The density approximation of a two component Gaussian mixture model.
The green and red curve shows the Gaussians for the two components and the dashed
curve is the combination of the two into a Gaussian mixture model. The histogram is
also shown as the bars.
Expectation Maximization
The expectation maximization (EM) for Gaussian mixtures is described here.
We know that the EM algorithm comprises two steps, evaluating some measure
with respect to the parameters and then the re-estimation of the parameters
using the measure calculated in the ﬁrst step. The goal is to maximize a likeli-
hood function. In the case of the Gaussian Mixtures, the parameters that will
be re-estimated are the means, covariances and the mixing coeﬃcients for the
components.
The steps involved in the EM algorithm for Gaussian mixtures
1. Find the initial values for the means µk, covariances Σk and mixing coef-
ﬁcients pik.
2. Calculate the initial value of the log likelihood as deﬁned in 5.6.
3. Using the parameter values calculated in Step 1, and the equation for the
responsibilities, 5.4, evaluate the contribution of each data point to the
components. This is the E-step.
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4. The responsibilities calculated in the previous step, is now used to re-
estimate the parameters.
5. Again, we calculate the log likelihood from 5.6, using the new parameters.
6. The last step is to test for convergence. We can do this by either testing
for no change in the parameters, or the value of the log likelihood. If
convergence has not been reached, we repeat from Step 3.
The maximum likelihood for the Gaussian mixture model can result in singu-
larities, ie. the likelihood can become inﬁnite. In terms of the mixture model, a
singularity means that one of the mixture components' mean is equal to a data
point in the mixture component, µj = xn, and the variance is zero. The con-
tribution of this data point to the log likelihood function goes to inﬁnity. This
results in the likelihood being inﬁnity, clearly incompatible with maximizing the
likelihood. This problem does not occur in the case where a Bayesian approach
was used [10]. Alternatively, to avoid singularities, it is necessary to change the
mean to a random value and the covariance to a large value in the case where
the mean is equal to a data point in the mixture component. Optimization can
then be run to completion.
5.2 Building the HMM software
5.2.1 Sequential data
If one is dealing with independent and identically distributed (i.i.d.) data, the
likelihood function can be expressed as the product over all the data points
of the probability distribution. Figure 5.2 shows a graph without links, repre-
senting the case of modelling a sequence as independent observations [10]. If
however, the data is not i.i.d., the joint probability density function no longer
factorizes over the diﬀerent observations. Other than time series, the sequence
of characters in a sentence are also sequential data.
In sequential data, such as that describing the shark ﬁn edge, the present
observation depends on past observations and is not i.i.d. These dependencies
need to be built into the probabilistic model. For our problem, a left-to-right,
ﬁrst-order Hidden Markov model is appropriate.
Recognizing the correlation between consecutive observations, allows us to
create a probabilistic model, described by the joint distribution for a sequence
of N observations as
p (x1, . . . , xN ) =
N∏
n=1
p (xn|x1, . . . , xn−1) (5.10)
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Figure 5.2: A graph without links, representing sequential data where the observa-
tions are treated as independent and identically distributed.
Figure 5.3: A ﬁrst order Markov chain of observations.
Figure 5.4: A second order Markov chain.
5.2.2 Markov models
It is expected that the most recent observations will give more relevant infor-
mation about possible future values and that more historical values will be less
relevant. However, if future values were to depend on all previous observations,
the model's complexity would grow as more observations are made. Thus, we
make the assumption that future values only depend on most recent observa-
tions. This assumption leads us to Markov models, and in Figure 5.3 the ﬁrst
order Markov chain is shown, where the distribution of an observation is depen-
dent only on the previous observation [10].
The joint distribution for a sequence of observations is expressed using the
product rule. For a ﬁrst order Markov chain, the joint probability distribution
factorizes as,
p (x1, ..., xN ) = p (x1)
N∏
n=2
p (xn|xn−1) (5.11)
where xn is the current observation and N is the number of observations.
This ﬁrst order Markov model is restrictive and we expect that additional impor-
tant information may be contained in earlier observations. If earlier observations
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Figure 5.5: The representation of sequential data where latent variables form the
Markov chain. Each observation is determined by the state of the corresponding
latent variable.
directly inﬂuence the present observation, then higher order Markov models may
be appropriate. The second order Markov chain is shown in Figure 5.4 and the
joint distribution is given by
p (x1, . . . , xN ) = p (x1) p (x2|x1)
N∏
n=3
p (xn|xn−1, xn−2) (5.12)
Increasing the order of the Markov model, will result in a larger number of
parameters in the model, thus the complexity has now also increased. Making
the order of the Markov model too high, will result in an impractical model [10].
5.2.3 Hidden Markov models (HMM)
In many applications, the state described by a random variable is not directly
observable, ie it is a latent variable. It is however indirectly observed. If there
is a dependency between the latent variable and the observed variable, one can
infer information about the latent variable from the observation. In HMMs, the
latent variables are discrete. Latent variables are simple components used to
construct more complex models in which the latent variables form the Markov
chain. For hidden Markov models, the latent variables are discrete and the
model is described by directed graphs. The observed variables can be either
discrete or continuous [26].
Each observation xn has a discrete latent variable zn associated with it. The
latent variables form the Markov chain. The probability distribution of zn is
dependent on the state of the previous variable zn−1 according to p (zn|zn−1).
The joint distribution factorizes as
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p (x1, . . . , xN , z1, . . . , zN ) = p (z1)
[
N∏
n=2
p (zn|zn−1)
]
N∏
n=1
p (xn|zn) (5.13)
Thus, for a HMM both the transition probabilities, p (zn|zn−1), as well as
the observation probabilities, p (xn|zn), has to be known or learned from the
data.
5.2.4 The parameters
States
The hidden Markov model is in 1 of S number of states at a given time, ie. z
can take on 1 of S discrete values, however, we do not know in which state. This
is why this type of Markov models are called hidden. Each individual state can
be modelled as a naive Bayes or i.i.d. model, with a probability density function
to describe its observations. The HMM can thus be seen as a series of naive
Bayes models with probabilistic transitions between them [19]. The transition
probabilities are given by ai,j = P (st+1 = j|st = i), where st is used to denote a
state at time t, and it describes the probability of transitioning to state j, given
that the current state is i. The conditions 0 ≤ Ai,j ≤ 1 and
∑
j Ai,j = 1 hold.
Looking at the transition matrix, the rows represent the current state and the
columns the state at the next time step, ie. the destination state. The transition
matrix is stochastic, meaning the rows sum to one. We want to impose a left-
to-right model, and this is done by setting the elements, ai,j , of the matrix to
zero if s < j [29].
Non emitting states
We also deﬁne two additional states without any density functions, an initial
state and a terminating state. These states are called non emitting states. The
initial state, or s0 has no links entering it, ie. no transition takes place to this
state, and the ﬁnal state, sN+1, has no links leaving it. We always start in state
s0 and we always terminate in state sN+1. We need to know, or learn from the
data, the transition probabilities from state s0 to states (s1, . . . , sN ) and the
transition probabilities from states (s1, . . . , sN ) to state sN+1.
Emission probabilities
The conditional distributions of the observed variables are deﬁned by p (xn|zn, φ),
where φ is a set of parameters that describe the distribution, also known as
emission probabilities. For the case where the observations in x are continuous
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variables, the set of parameters can be given by mixtures of Gaussians with the
conditional distribution in the form
p (x|z) =
K∏
k=1
N (x|µk,Σk)zk (5.14)
If the elements of x are discrete, the set of parameters describing the distri-
bution, is given by conditional probability tables [10].
5.2.5 The Viterbi algorithm
We want to ﬁnd the most probable sequence of hidden states for an observation
sequence. We could try to consider all the possible paths and choose the one
with the highest probability, but this would be computationally expensive, as
the number of possible paths to consider grows exponentially with the length
of the observation sequence. The Viterbi algorithm searches more eﬃciently,
so that the computation cost only grows linearly with sequence length. The
Viterbi algorithm is based on dynamic programming methods.
Each path's probability is calculated by summing up the products of the
transition and emission probabilities continuously. At any given time step t,
there are a number of paths leading up to the current node, but we only need to
keep track of the path with the highest probability. When the ﬁnal time step T ,
is reached, we can backtrack from the current state to ﬁnd the complete path
with the highest probability [10].
It is important to note that this most probable sequence of hidden states are
not the same as the set of states that are individually the most probable. We
can ﬁnd the latter by using the forward-backward algorithm to ﬁnd the latent
variable marginals γ (zt) and maximizing them individually [29].
Calculation
First, we need to deﬁne the best score along a single path, which is the highest
probability up to time t,
δt (i) = maxs1,s2,...,st−1P (s1, s2, . . . , st = i, x1, x2, . . . , xt|θ) (5.15)
Induction gives us
δt+1 (j) = (maxiδt (i) aij) · bj (xt+1) (5.16)
It is for the maximization of 5.16, that we need to keep track of an ar-
gument. We create a new array, ψt (j) to store this argument. The Viterbi
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algorithm has four steps, initialization, recursion, then termination and ﬁnally
the backtracking step in order to ﬁnd the optimal state sequence. For 1 ≤ i ≤ S,
the initialization step involves
δ1 (i) = piibi (x1) (5.17)
where bi (x1) is the observation probability at state Si for the observation
element at time t. Initialize the new array, ψ1 (i) = 0. In the recursion step, we
ﬁnd the maximum value as follows
δt (j) = max1≤i≤N (δt−1 (i) aij) bj (xt) (5.18)
where t starts at time step 2. The same applies to
ψt (j) = argmax1≤i≤N (δt−1 (i) aij) (5.19)
Then we reach the termination step at time T , the likelihood is given by
P ∗ = max1≤i≤N (δT (i)) (5.20)
and the ﬁnal state is found as the last index
s∗T = argmax1≤i≤N (δT (i)) (5.21)
After the termination step, we can ﬁnd the most probable state sequence
(path) by backtracking, using the array we created to keep track of the path
s∗t = ψt+1
(
q∗t+1
)
(5.22)
where t = T − 1, T − 2, . . . , 1 [26].
5.2.6 Training
In order to have a fully deﬁned HMM, we ﬁrst need to learn the transition
probabilities and the observation probability density functions.
Given an observed data set X = {x1, . . . , xN}, and the set of parameters,
θ = {pi,A, φ} governing the model, the optimal sequence of hidden states can be
estimated and the likelihood of this sequence to ﬁt the model can be calculated.
In order to estimate the set of parameters, given that we have the observed
data set X, we use the expectation maximization algorithm to maximize the
likelihood function. As this estimate only converges to a locally optimal set of
parameters, it is not necessarily the best possible solution [26].
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5.2.7 The expectation maximization (EM) algorithm
If the state sequences were known, it would have been possible to calculate the
model parameters, and if the model parameters were known, we could have
calculated the optimal state sequence. Both of these are unknown and that is
why we resort to the EM algorithm.
Initialization
In the ﬁrst, or initialization step, we assign a state sequence to the observation
sequence. Clustering provides good initial labels for a fully connected model.
If the left-to-right model is used, the observation, or training sequence can be
divided into K equal portions. From here we simply count the occurrences of
state transitions in the following manner
ai,j =
expected number of transitions from state Si to state Sj
expexted number of transitions from state Si
(5.23)
The probability density function for each state is calculated by grouping all
the observation elements associated with each state i together and calculating
the mean vector and variance matrix of a Gaussian mixture model. The initial
state probabilities are estimated as described in Section 5.2.4.
Re-estimation
The re-estimation part consists of two steps, the expectation step and the max-
imization step. For the set of parameters estimated in the initialization step,
we apply the Viterbi algorithm on the training sequence to calculate the log
likelihood, p (X,S∗) where S∗ is the expected state sequence. We keep track
of this likelihood in order to check for convergence later. The state sequence is
now used to re-estimate the set of parameters in the same way as described in
the initialization step above.
Termination
The re-estimation step is repeated until the score obtained from the expectation
(E) step is within the speciﬁed tolerance. Here the process is terminated [19].
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Training and Testing
In this chapter we will look at the diﬀerent steps followed in the experimenta-
tion of this project. First is the database phase: gathering of the data, sorting
the data (exclusion of certain photographs), extraction of the edges and nor-
malization and ﬁnally storing all the edges belonging to the same shark in one
array. Next is the training phase: dividing the array into segments of equal
size according to the number of states, Gaussian mixture models for advanced
clustering of the diﬀerent states in order to ﬁnd the emission probabilities, and
using the Hidden markov model to train a model for each shark. The testing
phase includes using the Viterbi algorithm on the new unknown ﬁn edge to
ﬁnd the best sequence of states as well as the likelihood of this ﬁn edge of be-
longing to each trained model in the database. Finally in the evaluation phase
we use the confusion matrix to visually assess our results.
6.1 Database
6.1.1 Gathering of the data
Dr. Andreotti, postdoctoral researcher at the Department of Botany and Zo-
ology at the University of Stellenbosch, has gathered photographs of shark ﬁns
over a few hundred days, in the area of Dyer Island Nature Reserve, at Klein
Bay (Gansbay), South Africa. The sharks were attracted to the boat and then
lured to the surface in order to take high-deﬁnition photographs of good quality
[5]. Dr Andreotti set up the database for manual photo identiﬁcation, contain-
ing more than four thousand photographs. Certain criteria were adhered to in
the decision of which photographs to include in the reference database. One
criterion is that the complete ﬁn should be exposed on the photograph. Also,
as the dorsal ﬁn of the shark is very ﬂexible, only photographs of ﬁns in which
38
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Figure 6.1: Examples of how a shark's ﬁn bend while swimming, leading to diﬀerent
extracted edge arrays as for straight ﬁns.
the ﬁns are not bent and the ﬁns are perpendicular to the surface of the sea as
well as the camera lens were included [5]. All of these criteria will be adhered
to in the setting up of our database for training and testing. The categorization
of the sharks included information about resighting of the sharks on diﬀerent
days.
Database of photographs
The database used for the testing of the Hidden Markov models consists of a
total of 509 photographs. The number of diﬀerent sharks and therefore the
number of models trained, are 117. For most of the sharks, 48 of them, there
are only two diﬀerent photographs. There are 34 sharks with three photographs
in the database, and progressively less sharks with each increasing count of
number of photographs. Only one shark in our database has eight photographs.
Including more photographs does not necessarily lead to a better model, but
including better quality and carefully curated photographs will lead to the best
model possible.
Figure 6.2 shows the plots of the extracted edges, after normalization, for two
diﬀerent sharks. In the top image, the ﬁn paths of four diﬀerent photographs of
the same shark are closely related and ﬁt almost exactly on top of each other.
The image in the bottom however, shows how much one photograph can diﬀer
from the other two, resulting in a very diﬀerent plot. This is usually the case
where a photograph of a bent ﬁn, as shown in Figure 6.1 was included in the
database, together with the photographs of straight ﬁns of the same shark.
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Figure 6.2: Plotting the diﬀerent extracted ﬁn paths for two diﬀerent sharks. In
the top image, the paths extracted from the four diﬀerent photographs of a shark,
all follow the same pattern. The bottom image shows the paths extracted from three
diﬀerent photographs of the same ﬁn. Here, however, the arrays does not ﬁt on top of
each other.
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6.1.2 Sorting the data
In Section 3.1.1, we discussed the type of photographs that will be excluded
from our database because of the quality of the photographs or the photographic
angle, as well as where occlusion of the sharkﬁn or reﬂection on the sharkﬁn
occurs. In this section of the chapter, we will look at diﬃculties encountered
pertaining to the sharkﬁns itself. This includes how a sharkﬁn may change with
time, the bend or orientation of the sharkﬁn in the photograph, as well as the
type of features in the trailing edge of the ﬁn.
Changes over years
A problem in the training data is the fact that a shark's dorsal ﬁn from two
years ago won't necessarily look the same as the same shark's dorsal ﬁn in the
present, especially if the shark is still young. In a shark's lifetime, he will be
involved in ﬁghts with other sharks and get injured, this might cause injuries
to the shark's dorsal ﬁn, changing the nicks and notches in the ﬁn, as shown
in Figure 6.3. In the case where a shark's ﬁn has changed over the years, the
software might not be able to make a correct match, because it will still be
trained on the anatomy of the earlier shark ﬁn. In the case of Figure 6.3, the
trained model using both these photographs might still be suﬃcient, because
the ﬁn up to the new notch looks very similar in both photographs. But it might
be a good idea to only include the most recent photographs of a certain shark,
or to visually conﬁrm that there wasn't any major changes in the shark's ﬁn,
before including all the available photographs. However, as can clearly be seen
in the photographs at the top in Figure 6.4, the ﬁns almost look completely
diﬀerent and all the notches are more pronounced in the second photograph. In
this case, our software might not be able to make a successful match.
Orientation
Another problem that is encountered with the data, is the orientation or bend of
the shark ﬁn in the photograph. The two photographs at the top of Figure 6.4
show the same shark. The images at the bottom of the ﬁgure show the plots of
the normalized extracted edges of both of these shark ﬁns. Looking at these two
plots, they do not look at all related. Normalizing the extracted edges, further
distorts the paths that are plotted. The bend of the sharkﬁn in the second
photograph results in a convex plot, whereas the ﬁn in the ﬁrst photograph has
a concave plot. The ﬁrst photograph shows the normal orientation or bend of
the sharkﬁn and is preferred to the second photograph. We can see, however,
that there are two photographs that lead to this graph as seen in the second
photograph. This means that we can easily train both these types and have
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Figure 6.3: The photographs above show how a shark's ﬁn can change over the years.
The photograph on the left was taken in June 2009 and the photograph on the right
was taken in October 2010. It can clearly be seen in the photograph on the right that
a big notch appeared where previously there wasn't one. In this case the software
might still be able to match the photograph to the right model, because the rest of
the ﬁn is still closely related.
two models for a shark, to increase our chances of matching this shark. It is
preferable to the method of including all the photographs, even when they diﬀer,
or simply excluding those that diﬀer. It was however stated at the beginning of
this chapter that photographs in which the sharkﬁn is bent or is not 90 degrees
to the water and the camera, will be excluded from the database.
Type of features
The more pronounced the notches in the trailing edge of the ﬁn, the better
the chances of a good match. Looking at the four photographs in Figure 6.5,
it is immediately clear that the photographs of the two ﬁns at the bottom
are not from the same shark. It is not so clear at ﬁrst glance and without
further inspection that the two photographs at the top does not belong to the
same shark. The software will also ﬁnd it easier to distinguish or match a
shark ﬁn in the case where it has more pronounced features, such as deeper or
more noticeable and unique notches. The trailing edges of the two ﬁns in the
photographs at the top of Figure 6.5 is almost completely smooth and will be
diﬃcult to match correctly with a small rank.
6.1.3 Extraction of ﬁn edges and normalization
The method for extraction was described in 3.2.2. The same approach as used in
the DTW algorithm program is used here, where the user selects the start and
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Figure 6.4: The sharkﬁns in the photographs above almost seem to belong to two
diﬀerent sharks. The photograph on the left was taken in May 2009 and the photograph
on the right was taken in October 2010. In the photograph on the right it can clearly
be seen that the notches are more pronounced. The orientation of the sharkﬁn in
the photographs are also very diﬀerent leading to very diﬀerent plots of the path of
the trailing edge of the dorsal ﬁn. Training on both of these ﬁns, will lead to an
inconsistent model and trying to correctly match one of these to such a model will be
very diﬃcult to nearly impossible.
end point of the ﬁn. The scikit algorithm, route_through_array, then ﬁnds the
path from the start to the end point describing the trailing edge of the shark's
dorsal ﬁn.
Figure 6.6 shows how the function route_through_array fails on blurred
images. The blurring causes the ﬁn to fade into the background and the edge
between ﬁn and background is not clear enough for the edge extraction. It
was previously stated that blurred photographs should not be included in the
database and here we ﬁnd the proof to sustain that statement.
The photographs of ﬁns in Figure 6.7 and Figure 6.8 show the most common
extraction mistakes made by the function route_through_array. In all of these
cases the bottom part of the ﬁn is covered by water or water splashes across
the bottom part of the ﬁn. The edge is not entirely visible in these areas and
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Figure 6.5: The type of features that are very distinguishable (at the bottom) will
result in a better match than less pronounced features (at the top).
Figure 6.6: How the ﬁn extraction fail on blurred images.
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the extraction function deﬁnes either a reﬂection of the ﬁn on the water, or the
water droplets as part of the ﬁn. One option is to mark the end of the ﬁn just
above the water line or water droplets, but this will have the result of ﬁns of
diﬀerent lengths and is not desirable for good matching. It is better to have
the same length of ﬁns extracted and rather only use up until a certain point
of these extracted edges, like only the top two thirds. It is therefore advisable
to mark the end of the ﬁn on the photograph where it is supposed to be, even
though it is not visible. Thereby, if only a part of the ﬁn is used for matching, it
will be the same amount of ﬁn that is matched. It is clear from Figure 6.7 and
Figure 6.8, that at least the top two thirds of the ﬁns are accurately deﬁned by
the extraction software.
In conclusion, the function route_through_array is able to successfully ex-
tract the ﬁn edges in most cases, even with poorer quality photographs or pho-
tographs with considerable detail in the background. The extraction function
does however fail when applied to a blurred image in the sense that it does not
clearly deﬁne the notches in its entirety. These are the photographs that will
not be included in the database. To account for the cases where part of the ﬁn
is occluded by water, we can use only part of the ﬁn, most likely the ﬁrst two
thirds of the ﬁn, to do the training and the matching.
Each individual extracted edge is then normalized as discussed in Section
3.3, with respect to position, scale and in-plane rotation. Mean normalization is
ﬁrst applied by subtracting the mean from the edge array, thereby normalizing
with respect to position. Using Singular Value Decomposition, three simple
transformations is applied: the initial rotation, the scaling of the coordinate
axes, and the ﬁnal rotation. The edge array is now also normalized with respect
to scale and in-plane rotation.
After normalization, all the edges extracted from photographs that are in-
cluded in the database for an individual shark, are added to the same array.
This is because we train one model per shark, not per photograph. The data is
now ready to start training.
6.2 Training
In training, we will learn a model for every individual shark by using all the
photographs available for that shark, but excluding the 50 photographs that
will be used for testing. Learning a model means that we learn the transition
probabilities and the observation probability density functions, as explained
in Chapter 5. The model always starts in the initial state and ends in the
terminating state. We need to determine with which probabilities the model
will move between the states in between the initial and terminating states.
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Figure 6.7: Examples of the most common failures or problems encountered with
the extraction of the edge. The user will mark the top of the ﬁn as the start point
and even though the lower part of these ﬁns are underwater or occluded by splashing
water, the user will mark where the end of the trailing edge is or is supposed to be,
so as to deﬁne the entire trailing edge, albeit the lower part will not be accurately
deﬁned. The software for matching can then be written so as to only include the top
two thirds of the ﬁn for matching. This way, we are certain that the part of the ﬁn
that we use for matching is accurately deﬁned in its entirety.
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Figure 6.8: Examples of the ﬁn extraction function deﬁning the ﬁn edge on the water
is shown here. It is important to note that up until the lower part of the ﬁn where
the water occludes the ﬁn, the ﬁn extraction function is very successful in deﬁning the
edge accurately.
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Figure 6.9: Here examples are shown of successful extracted edges. Most of these
photographs are ideal in the sense that there is a stark contrast between the shark ﬁn
and the water in the background. All of these ﬁns, however, have deep notches and
the ﬁn extraction function still manages to deﬁne these successfully.
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Figure 6.10: More examples of successful extractions are shown here. In most of these
photographs, there are considerable detail in the background water, such as reﬂections
or splashing water. The ﬁn extraction function deﬁnes the ﬁn edges successfully even
in these cases.
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Figure 6.11: The confusion matrix for testing done on a small dataset consisting of
119 trained ﬁn edges and trying to match 20 unknown photographs.
6.2.1 GMM
First we need to deﬁne the diﬀerent states for every individual model and decide
on the number of states that will be used. Optimization of the algorithm in
terms of the number of states will be done later by trial and error. We divide
the edge array into the chosen number of states simply by dividing the edge
array into equal parts. Next we use the Gaussian mixture models to optimally
do a soft assignment of each element of the edge array to a state.
6.2.2 Training using the HMM
These soft assignments of Gaussian mixtures are our emission probabilities.
To ﬁnd the transition probabilities, we simply count the occurrences of state
transitions, as given in 5.23 in Section 5.2.7. Section 5.2.7 also describes the EM-
algorithm, which is used to ﬁnd the above mentioned parameters at convergence.
Diagonal covariances are used.
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6.3 Testing
When a new photograph of an unknown shark is captured and we need to iden-
tify the individual shark, we compare it against the photographs in our database.
In terms of our program, we will compare the extracted and normalized edge
of the ﬁn in the new photograph to the trained models in our database and use
the Viterbi algorithm to ﬁnd the most probable state sequence as well as the
likelihood that this is the correct sequence of states.
6.3.1 Control
We perform a control test in order to ensure that the algorithm is doing what
we expect it to.
We do training by including all the photographs and training a model for
each individual shark instead of for every photograph. Here we will also include
the 50 random photographs that we want to match. This control test will tell
us how good the data is for the testing. Again we hope for a 100% match.
This is however not the case. Only 45 of the 50 photographs are matched to the
correct model, resulting in a 90% match. Looking at the photographs that is not
matched to the correct model, we ﬁnd that the problem shown in Figure 6.4 and
described in Section 6.1.2 is the reason for the mismatches. This conﬁrms our
hypothesis that including photographs of bent ﬁns in a model where photographs
of straight ﬁns are also included, will confuse the software.
6.3.2 Random photographs
When we do the matching of a photograph in practise, the new photograph
would not have been seen by the database. Thus we need to remove the pho-
tographs that we want to match from the database before we do the training.
Fifty photographs are randomly chosen and removed from the database and
then the remaining photographs are used to build a model for each shark.
6.3.3 Evaluating measures
To estimate the quality of the predictions of the model, quantifying measures
are needed. Scikit Learn [24] provides a metrics module with the functions that
we will use. Since a model is trained for each class, ignoring the properties of
other classes, we are using a generative approach [19]. We will use the confusion
matrix as a way to evaluate the models.
In a confusion matrix, the rows represent the predicted classes and the
columns represent the true or actual classes. The confusion matrix shows where
the classiﬁcation system mislabeled or misclassiﬁed classes. The diagonal of the
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table is the correct labeling, outside of the diagonal lies the errors [33]. The
diagonal indicates the correct predictions. The entries in the confusion matrix
are converted to probabilities.
6.3.4 Optimizing the algorithm
We ﬁnd the optimal number of states by trial and error, we test repeatedly
on fewer photographs and try to get the matching as close to 100% as possi-
ble.Starting with 58 photographs of 19 sharks, using 13 states and matching
10 random photographs, a 90% match is made with a rank of one. Next we
increase the number of sharks to 38 by adding more photographs, up to a total
of 119 photographs. We progressively increase the number of states until the
matching is at its best and a further increase in the number of states leads to
a decrease in the number of ﬁns successfully matched with a rank of one. The
optimal number of states is found to be 12 and matching 20 ﬁns to the database,
results in fourteen out of the 20 randomly chosen photographs to be matched
with a rank of one. The confusion matrix for this test is shown in Figure 6.11.
Nineteen out of the 20 photographs are correctly matched with a rank of 20 or
less. These tests were done on a smaller database in order to be able to repeat
these tests a few times for every diﬀerent value chosen for the number of states.
The tests were then repeated once for every diﬀerent value using the complete
database to conﬁrm the results achieved in the smaller database tests.
6.3.5 Summary
In summary, the following points are repeated:
• The HMM can potentially improve on the results seen with DTW because
the training of the ﬁn edges includes all variations of the extracted edge.
• The disadvantage is that more training data is required, which might not
always be available, as with our case.
• The case of using only one photo was also investigated and the results
compared with DTW's results.
6.4 Results
In our classiﬁcation, false positives are more acceptable than false negatives.
We would rather include samples that were assigned the wrong label, than not
including the right sample. Because the output would contain more than just
the most likely match, we return the top ﬁve most probable matches and it is
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Rank 1 2 or less 5 or less 20 or less more than 20
1 0.42 0.56 0.64 0.84 0.16
2 0.44 0.54 0.60 0.88 0.12
3 0.34 0.42 0.62 0.80 0.20
4 0.42 0.58 0.64 0.76 0.24
5 0.42 0.54 0.58 0.84 0.16
Average 0.41 0.53 0.62 0.82 0.18
Table 6.1: Results from ﬁve diﬀerent tests using Hidden Markov models.
possible to choose the true match manually. This ensures that the correct match
was made, without having to inspect all the photographs in the database.
6.4.1 HMM
Perfect match
The software was tested by choosing 50 random photographs and comparing
these to the trained models. The total number of photographs used was 509.
A total of 56% of the random photographs were correctly matched with a rank
of two or less. Including a rank of up to ﬁve, 64% of the random photographs
were correctly matched. The HMM could match 84% of the photographs with
a rank of twenty or less. Thus only 16% of the photographs were matched with
a rank of more than twenty.
Five diﬀerent tests were done, each time 50 diﬀerent photographs were ran-
domly chosen to exclude from the database and use to test the software. The
results from these ﬁve tests are shown in Table 6.1.
6.4.2 Testing of DARWIN
A study was done in 2006-2008 in order to estimate the white shark population
at sites oﬀ Central California [12]. Manual photo identiﬁcation was done on 321
photographs with suﬃcient quality and 130 unique individuals were identiﬁed.
The ﬁn photographs were correctly matched with 98% success using manual
photo identiﬁcation. Their attempts to use DARWIN was unsuccessful, as it
resulted in unacceptable levels of error (T. K. Chapple 2009, unpublished data)
[12].
In 2014, DARWIN was again tested to validate its accuracy [5]. To do
the testing, a database of 426 high quality white shark photographs of already
identiﬁed sharks was used to identify 53 unique sharks from 122 additional
photographs. In the cases where Fin Trace failed to automatically trace an
accurate edge of the dorsal ﬁn, the edges were manually adjusted in order to
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improve the matching done by the software. Manual intervention in the tracing
of the outline of the dorsal ﬁn was needed for each photograph [4].
The above mentioned studies both failed to use DARWIN for successful
matching and extensive user input was required for the extraction of the ﬁn
edges. Therefore, instead of repeating this experiment, the results from the
second study will be presented here.
A third attempt was made to test DARWIN for use in semi-automatic iden-
tiﬁcation of sharks. First to be noted is that the latest update to the DARWIN
code was in 2012 and this was only for a minor change. The latest publication
listed on the website for DARWIN is of an article from 2008. It is not clear if
the code is actively maintained.
DARWIN's function Fin Trace should be able to automatically trace the
outline of the ﬁn. If it is unable, it will ask the user to manually trace the
outline of the ﬁn. The outline is then repositioned to the actual positions that
describe the edge of the ﬁn. This means that it is not necessary for the user to
trace the ﬁn perfectly, which is quite diﬃcult using the cursor. The user has the
option of adjusting certain points after this repositioning. The user also has the
option of adding points in order to better describe the nicks and notches present
in the ﬁn. These points shown as dots on the image are very small and not very
clear against the colours in the photograph. The colour can be changed under
Settings, but not the size of the dots. The small size of the dots makes it quite
diﬃcult to see where the outline of the ﬁn is deﬁned and this greatly increases
the possibility for human error, as shown in Figure 6.12. In the photograph
at the top of Figure 6.12, the green dots inside the circle are very unclear and
were missed by the user when the outline was adjusted. This resulted in the
traced outline shown at the bottom of Figure 6.12, which is clearly wrong. In
this case, the user should go back and correctly retrace the outline. Therefore,
it is advisable that the user check the accurateness of the outline after every
tracing and do further adjustments if necessary, which increases the user input
in the extraction of the ﬁn edge.
The photographs that DARWIN could not automatically trace, were pho-
tographs of bad quality, ie. the sharkﬁn in the photograph was blurred or the res-
olution was low. These ﬁn edges were succesfully traced by the route_through_ar-
ray function used in the development of the HMM software in this thesis. The
size of the dots also makes it problematic to adjust the outline of the ﬁn edge,
because it is diﬃcult to click on such a small dot.
So now the user traced the outline of the ﬁn manually, and the software ad-
justed the traced outline to the actual points describing the edge of the outline.
The software now gives this outline in terms of points along the ﬁn edge. These
points describing the outline are quite a few pixels apart from one another and
Stellenbosch University  https://scholar.sun.ac.za
CHAPTER 6. TRAINING AND TESTING 55
Figure 6.12: The green dots in the photograph at the top is diﬃcult to nearly
impossible to see, leading to human error in the tracing of the outline of the ﬁn, in
cases where the user is required to adjust the outline of the ﬁn. The circle in the image
at the bottom shows where the user failed to adjust the outline of the ﬁn because the
dots on the photograph were too unclear.
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Figure 6.13: Photographs of bad quality that DARWIN was unable to trace. These
photographs were successfully traced by route_through_array used in the HMM soft-
ware.
even though the ﬁn outline was traced including the notches in the ﬁn, these
points does not seem to deﬁne the notches in the ﬁn. It is therefore also neces-
sary for the user to add more points in this case in order to successfully deﬁne
the important features in the outline of the ﬁn.
The tracing as described above: manually tracing the outline of the ﬁn,
adjusting the traced ﬁn outline and adding points where necessary along the
outline, took about ﬁve minutes. The objective of this thesis is to make photo
identiﬁcation of sharks as automatic as possible. The amount of user input
needed in the extraction of a ﬁn edge using the DARWIN software, as described
above, is very extensive and the DARWIN program is therefore not very promis-
ing as automatic photo identiﬁcation software. The extraction of ﬁn edges using
DARWIN is a laborious, strenuous task and human error is prevalent. Using
route_through_array for the extraction of the entire ﬁn in all the photographs,
would make it possible to test the matching part of DARWIN against the HMM
software.
If ﬁnally the ﬁn edges in the photographs are correctly traced, excluding
those kept aside for testing, a new photograph of an unknown skark to be
identiﬁed is introduced. This ﬁn edge should now also be traced as was done for
the setting up of the database as described above. In the DARWIN program,
the Match function is now selected. The software then ﬁts this new outline on
each traced outline in the database and determines and returns the best match
for this new photograph. It ranks all the outlines in the database according to
rank from best match to the unknown ﬁn.
In Figure 6.15 at the top, the photograph of the ﬁn to be matched is shown to
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Figure 6.14: This image shows part of a ﬁn that was traced manually, but the
software returns points along the edge that does not include the notches in the ﬁn
edge, as can be seen in the part encircled on the image above.
the left and the photograph that is the best match is shown to the right. In the
bottom left corner, the ﬁn outlines in the database is listed according to rank. In
the bottom right corner, the outline of the ﬁn from the new photograph is ﬁtted
on top of the outline of the best match photograph from the database. The image
at the bottom of Figure 6.15 is an expansion of this and shows the outlines of the
two ﬁns as well as the chain code representation showing the important features
in both ﬁns and how well they align. The matching done by DARWIN seems to
work quite well, however, it should be pointed out that the outline produced by
this speciﬁc ﬁn is very unique and the notches is very pronounced and DARWIN
might not work as well for other ﬁns. Even if DARWIN is able to successfully
match a suﬃcient amount of unknown ﬁns, and we can say with conﬁdence that
DARWIN's matching capabilities are acceptable, the fact remains that extensive
user input is necessary for the tracing of the ﬁn outlines and therefore DARWIN
fails miserably in the task of automating the identiﬁcation of unknown sharks.
Fin trace
DARWIN allows for manual adjustment of the trace outline if the software
couldn't accurately trace the outline to include the very important notches in
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Figure 6.15: The matching of a newly introduced photograph of an unknown shark
is shown here.
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the trailing, serrated edge. A total of 426 high quality photographs were tested.
Manual adjustment of the trace outline was needed in all 426 cases to accurately
and optimally reﬂect the dorsal ﬁn.
Control
A control set of 50 photographs was used to test if DARWIN would be able
to match the exact same photograph. These 50 photographs are duplicates of
photos contained in the database in DARWIN. We expect these photographs to
be matched with rank 1 to their duplicates in 100% of the cases. This is not
the case, however, only 86% of the control photographs were correctly matched
with rank 1.
Perfect match
Fifty photographs were then randomly selected from the entire collection of
photographs and the matching tested. DARWIN was only able to match 10
photographs (20%) with a rank of 1. If we accepted matches with a ranking
of more than 1, up to a rank of 20, another 20% of the photographs could be
matched. Thus, 60% of the photographs had a rank of more than 20.
Conclusion
The conclusion reached by Dr Andreotti, based on a poor paired t-test result,
was that DARWIN is unable to successfully match the dorsal ﬁn of a great
white shark to the correct shark in the database. This is the same conclusion
as reached by Chapple in 2009.
6.4.3 Results of testing DTW
Perfect match
The software was tested by randomly selecting ﬁfty photographs to match
against the 744 images in the database. The algorithm could correctly match
80% of the images within a rank of twenty. Of the total, 62% of the images
were correctly matched with a rank of two or less. Only seven images couldn't
be matched [3].
Conclusion
The average diﬀerence between the ﬁrst rank and the match made by the soft-
ware, is 66.34 (with a 95% conﬁdence) [4].
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DARWIN DTW HMM
Control matched 86% - 90%
Rank of 1 20% - 42%
Rank of 2 or less - 62% 56%
Rank of 20 or less 40% 80% 84%
Table 6.2: Summary of results comparing DARWIN, DTW and HMM.
For shark identiﬁcation using DTW, the paired t-test result conﬁrmed the
hypothesis that software using dynamic time warping is able to successfully ﬁnd
the match of an unknown shark ﬁn photograph with a rank of 20 or less.
Conclusion for testing using HMM
The HMM performs better than DTW when we include results up to a rank of
twenty. Matching with a rank of one or two is less than, but still comparable
with the results for DTW. It is expected that the HMM software will have im-
proved performance in the case where the database of photographs was carefully
constructed in order to only include photographs that will lead to consistently
trained models.
6.5 Summary
The results for the three diﬀerent methods discussed in this thesis are summa-
rized in Table 6.2. The control test for the HMM is less than 100%, which is
undesirable. A test result of 100% for the control will invoke more conﬁdence
in the database of trained models. Even though the HMM does not perform as
well as DTW within a rank of two, it does show better results when matches
with up to a rank of twenty are included.
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Conclusions and future work
7.1 Recommendations
In the testing of the HMM software, some very important conclusions were
drawn about the photographs in the database. A few recommendations can be
made so as to improve the matching ability of the software developed in this
thesis.
Taking of photographs
If at all possible with data collection, when taking photographs of shark ﬁns,
it should be ensured that the shark ﬁn is viewed at a ninety degrees angle and
the ﬁn is as straight as possible. It might also be a good idea to take multiple
photographs of the same shark at one sighting. This might be diﬃcult, because
the shark is constantly moving, but using the burst mode on the camera might
be helpful in this case.
Including photographs in training
When choosing which photographs to include in the training when creating the
database of models, diﬀerent photographs of the same shark should be inspected
to ensure that they are comparable. An easy way to do this, would be to
extract the trailing edges of the ﬁns from the diﬀerent photographs, applying
normalization and plotting the results on the same plot. The edges following the
same trend on the plot should be included and the rest excluded from training.
Before this is done, manual inspection of the photographs would also be helpful
in removing older photographs in the case where the trailing edge of the ﬁn has
changed signiﬁcantly over time. Only in the case where the dorsal ﬁn of the
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shark hasn't changed much over the course of the years in which it was tracked,
should all the photographs be included.
This process might be time consuming, but it would only have to be done
once in the creation of a quality database, and it might only be necessary to
update one ﬁn at a later time, in the case where the trailing edge of the ﬁn has
changed.
Results returned
Returning the results of matching a shark ﬁn, it is advisable to return the
top ﬁve matches. The photograph of the unknown shark can then be visually
matched to one of the ﬁve photographs with the top ﬁve ranks. This increases
the chances of ﬁnding the correct match even if the software wasn't able to
match the photograph to the correct model with a rank of one.
7.2 Future work
The Hidden Markov model software developed as part of this thesis is found
to be successful in matching an unknown photograph to the correct model in
the database of trained models. It is believed that the HMM itself is suﬃcient
to do successful matching, but that the database of photographs is lacking in
quality and consistency. Steps should be taken in order to create a database
of trained models that are more suited to assist the model in ﬁnding a correct
match with more accuracy. This would be the most eﬃcient way to improve the
performance of the software.
Firstly, all the available photographs should be collected. The ﬁn edges
should then be extracted and normalized. All the extracted and normalized
edges belonging to an individual shark should be plotted on the same graph.
Visually inspecting this graph should be able to indicate whether all or only
some of the photographs for that shark should be included. In the case where
the plot of an edge deviates from or diﬀers too much from the majority of edges,
it should be excluded from training.
Also, if by inspection of the photographs it becomes clear that the trailing
edge of the shark ﬁn has signiﬁcantly changed over the course of it being tracked
and photographed, only the most recent and relevant photographs should be
included. To increase the chances of making a positive identiﬁcation of an un-
known shark ﬁn, it is recommended to take multiple photographs at a sighting
in order to ensure that a good quality photograph is available to do the match-
ing with. The database of trained models should also be updated if it should
be discovered that the trailing edge of a certain shark has changed since the
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previous sighting.
Using this newly created database, a model for each shark can be trained
and the HMM software tested in order to compare it with the results as found
in this thesis. Only then can the HMM software be revised in order to optimally
improve the software itself.
It is recommended to use the function route_through_array for the ex-
traction of all the ﬁns and then use these extracted edges to test DARWIN's
matching algorithm part and see how it weighs up to the HMM and DTW
algorithms.
In the case of HMM, it might be worthwhile to include another variation of
the matching in the software. In this variation, a test can be done using only the
top two thirds of the ﬁn and combine this result with the score from matching
with the entire ﬁn.
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