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A b stra ct
Motions of plasma in magnetic structures in the solar atmosphere may be successfully 
modelled using the theory of magnetohydrodynamics (MHD) describing oscillatory 
motion, in the form of standing and propagating waves, and unstable behaviour. In 
this thesis we consider two forms of magnetic structuring, the current sheet and the thin 
magnetic flux tube. The current sheet finds particular application in the solar corona 
and solar wind; the thin flux tube is of particular importance in solar photospheric 
magnetism.
A model of a current sheet with a continuous magnetic field profile is studied as a 
waveguide. The equation of motion for small perturbations to a current sheet equi­
librium is obtained from the equations of ideal linear MHD and solved numerically 
to determine the nature of magnetoacoustic waves propagating parallel to the applied 
magnetic field. A number of approximation methods are used to shed light on the 
significance of the numerical results. We consider a variation of this model, applicable 
to the solar corona, and examine the possibility of impulsively generated magnetohy­
dro dynamic waves in the sheet. Such waves exhibit wavepacket properties, similar to 
those found in slab models of magnetic structures.
The process of convective collapse in a vertical magnetic flux tube located in the solar 
photospheric network is treated using the thin flux tube equations of ideal linear MED. 
We consider the critical stability of a thin flux tube embedded in convection zone models 
of varying complexity, taking into account the effects of an overlying chromospheric 
atmosphere and temperature imbalance between the flux tube and its environment. 
The dependence of the instability on various sets of boundary conditions is discussed; 
the choice of boundary conditions is a subject of some debate in the current literature.
Possible future directions for work which extends the description of dynamic phenomena 
in both the current sheet and thin flux tube structure is discussed and ideas for linking 
these areas of research are presented.
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“When it had already become unbearable -  once towards evening in 
November -  and I went pacing down the strip of carpet in my room as 
if on a race-track, and then turned back in alarm at the sight of the 
brightly lit street, to find a fresh goal at the opposite end of the room in 
the depths of the wall mirror, and I screamed out loud, only to hear the 
scream which meets with no answer and which nothing can diminish in 
its power, so that it goes on rising without a counterbalance and cannot 
even stop after its sound has gone . . . ”
-  Fi'anz Kaflca, Unhappiness
“Fve never understood all this fuss people make about the dawn. I’ve 
seen a few and they’re never as good as the photographs, which have 
the additional advantage of being things you can look at when you’re in 
the right frame of mind, which is usually about lunchtime.”
-  Douglas Adams and Mark Carwardine, Last Chance To See
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C hapter 1
Introduction
1.1 M agnetohydro dynam ics and th e  Sun
The description of an electrically conducting fluid or plasma permeated by magnetic 
flelds which is encapsulated by the equations of magnetohydrodynamics (MHD) has 
proved to be a successful means of exploring much of the dynamic behaviour present 
in the atmosphere of the Sun. MHD theory, a combination of fluid dynamics and 
the equations of electrodynamics, is derived from simplifications to the more detailed 
description of fluids given by kinetic theory, and is often itself further simplified in order 
to provide a convenient mathematical framework for any given problem. Although the 
application of this theory to problems in nature is restricted by such simplifications, 
many solar phenomena we wish to study lie within the domain of applicability of MHD 
theory.
The Sun exhibits many different plasma regimes with sometimes markedly distinct 
conditions between them. Most of these regimes are amenable to a large scale fluid 
description, although the magnetic field structuring that occurs in many places in 
the Sun requires a theory which is able to describe the features of magnetism that 
are specific to a plasma. This additional feature need not always be taken fully into 
account depending on the phenomenon being explored. For instance, the length scale 
on which magnetic structuring occurs may be much smaller than the typical length
scale of the phenomenon, and although the field structuring may subtly change the 
nature of the problem, an acoustic description may capture the essence of the physics. 
However, the ability of a plasma to concentrate magnetic field in distinct regions leads 
to many different types of extended structure in the solar atmosphere, such as flux 
tubes, loops, current sheets, and arcades.
Recent observations of the sun using satellite-based instruments such as Ulysses (see 
Wenzel et al., 1991 and Astron. Astrophys. 316 no. 2), SoHO (Domingo et al., 1995; 
Fleck, 1998), Yohkoh (Acton et ah, 1992) and TRACE (see Engvold & Harvey, 2000 and 
Solar Physics 193) have provided measurements of the properties of plasmas in the solar 
atmosphere which are considerably more detailed than those previously achieved by 
ground-based observatories. This improved information has made it feasible to produce 
more detailed physical models of well-established solar features, such as sunspots, solar 
flares and prominences, as well as providing evidence for previously unknown features, 
such as blinkers (Harrison, 1997; Parnell et al., 2001) and moss (Berger et al., 1999), 
through the enhanced spatial and temporal resolution of space instrumentation.
In particular, the evidence for waves and oscillations in the solar corona has become 
stronger as a direct result of satellite observations (see review by Roberts, 2000), jus­
tifying much of the theoretical groundwork which has been made in this area.
1.2 M H D  T heory
Ideally, we would want to describe a plasma as a many particle system, with informa­
tion on the mass, position, and velocity of each particle known at each time. However, 
the dynamics of the system are described by many coupled partial differential equa­
tions which may only be realistically approached by expensive numerical computation. 
Therefore in order to make progress analytically, a statistical description of the plasma 
is obtained by introducing a distribution function for the particles in phase space. Phys­
ical quantities at a given point in space, such as density, gas pressure and temperature 
are obtained from this description simply by averaging the relevant “moment” of the 
distribution function over all velocities at that point.
While this kinetic theory is useful for obtaining information about the small scale dy­
namics of a plasma, we are typically interested in the physical quantities on a larger 
scale which we obtain by averaging over all velocities in the particle distribution. 
Hence, by performing an averaging process, we arrive at a macroscopic description 
containing equations which describe a conducting, magnetised fluid augmented with 
Maxwell’s equations relating the electric and magnetic flelds within the fluid. The ef­
fect of Maxwell’s displacement current is neglected when we consider the macroscopic 
velocity of the plasma to be non-relativistic.
The equations of magnetohydrodynamics (MHD) describe the bulk behaviour of a 
plasma on lengthscales comparable to the total size of the system, using a combination 
of fluid mechanics and electrodynamics. To describe macroscopic phenomena, it is 
usually more convenient to use an MHD model rather than a more detailed lower level 
kinetic description. The equations of MHD are listed as follows (see, for example, 
Cowling (1976); Parker (1979); Priest (1982)).
The equation for conservation of mass is
^  4- V ' pv =  0 (1.1)
where p is the plasma density, v  is the plasma bulk velocity.
The conservation of momentum equation in an ideal plasma with no viscous effects is 
given by the equation:
P ( ^  +  (v • V) = - V p  + p g + j  X B (1.2)/' d v  
\ ' d t
where B is the magnetic field which permeates the plasma, j  is the current density in 
the plasma; g is the acceleration due to gravity. Viscous effects may also be added to 
the momentum equation but such effects are ignored in this work.
The induction equation (for uniform diffusivity rj) is
^  =  V X (v X B) +  !)V^B (1.3)
where r] = j ~ ;  po is the magnetic permeability and a  is the conductivity. The first 
term on the right hand side of the induction equation describes the advection of the
field as elements of the plasma move through space, whereas the second term describes 
the diffusion of the magnetic field through the plasma. A measure of the relative 
importance of these terms is the magnetic Reynolds number Rm, which is defined as
Rm  = —  (1-4)
V
where I and V  are typical lengthscales and velocities for the particular problem in hand. 
We may neglect the second term in (1.3) when the timescale on which such diffusion
occurs Tdiff ^  ^  is much larger than the timescale on which advection of the plasma
occurs Tadv ^  y-  The field in such a situation is said to be “frozen-in” to the plasma.
The conservation of magnetic fiux (Gauss’s law for magnetic fields) is
V . B =  0 (1,5)
implying that there are no magnetic monopoles present.
The current j  is related to the magnetic field B through Ampere’s Law,
V X B =  poj. (1.6)
The energy equation is generally given as
d f  p
where ^  is the derivative with respect to time, 7 is the adiabatic index of the plasma 
and L  is the energy loss function, describing energy transfer to and from the plasma. 
When such losses are neglected, we instead obtain the adiabatic equation of state
*  =  J M -
The ideal gas law is
where p is the gas pressure, m  is the mean particle mass, k s  is the Boltzmann constant 
and T  is the temperature.
We may eliminate the current density, j, using Ampere’s Law so tha t the momentum 
equation becomes
p f  ^  +  (v - V) — -V p  +  pg +  — (V X B) X B.
\ o t  J Pq
Using the vector identity,
V (A - B) =  (B • V) A  +  (A • V) B +  B X (V X A) +  A X (V X B ) , 
with A  — B, and grouping the gas and magnetic pressure terms, p  and gives
P ( 1 ^  +  ( W )  v )  =  - V  (p  +  Î U )  +  pg +  i  ( B . V) B. (1.10)
If the plasma is considered to be ideal (non-diffusive, r) = 0) then the induction equation 
reduces to
^  =  V x ( v x B ) .  (1.11)
In an unperturbed plasma, with equilibrium plasma density po, pressure po and mag­
netic field Bo, the MHD equations are rewritten as:
^  =  0, (1.12)
- v f p o  +  ^ ° ' ^ ° i  + p o g + — ( B o - V ) B q =  0, (1.13)
V /  Mo
1 ,2 .1  D eriv a tio n  o f  th e  linear id ea l M H D  eq u ation s
The plasma is perturbed in each of the above quantities, writing
P =  Po +  Pi, V =  vi, B =  Bo +  B i, p =  Po +  Pi,
for perturbations p i ,p i ,B i and v i, where we have already assumed tha t the equilib­
rium plasma did not incorporate a background flow ( v q  =  0 ) .
Substituting the definitions for the perturbed quantities into the MHD equations (1.1), 
(1.10), (1.8), (1.11), we obtain a linearised equation for mass conservation:
~dt ^  ' (^0 +  P i )  VI =  0.
Similarly, the momentum equation is written as:
(po +  P i) +  ( v i  • V ) v i^  =  —V  ^(po +  P i) +
(Bo +  B i)" 
2po
+  (po +  pi) g 4 ((Bo 4- B i) • V) (Bo 4- B i ) .
Mo
The induction equation is written as:
5Bo dB
at + ^  =  V x ( v i x ( B o  +  Bi ) ) .
The energy equation becomes:
(po 4- pi) 4- (vi • V (po 4-pi))^
=  7(Po 4-pi) 4- 4- (vi • V (po 4- pi))^ •
Discarding all terms with order higher than first order and removing the terms cor­
responding to the unperturbed state leaves a set of linear, first order equations. The 
mass conservation equation is
^  +  V.(poVi)  =  0. (1.16)
Momentum conservation is
P o ~ ^  =  —V (pi  4— -—-1 4- Pig 4 (Bi • V) Bo 4------ (Bq • V) B i. (1.17)
oi \  Mo /  Mo Mo
The induction equation is
=  V X (vi X B o ) . (1.18)
The energy equation becomes
Po +  (v i  ■ V )p o^  4- Pi
dpo
dt
=  7Po 4- (vi . V) po^ +  7 P i ^ .  (1.19)
We now have a set of equations with which to explore small perturbations to a system.
1.2 .2  D eriv a tio n  o f  th e  eq u a tio n  o f  m otion
Consider a unidirectional magnetic field Bq — Bq{x)z the field strength of which varies 
in X .  In equilibrium
-V po -  X v a g  +  — (Bo . V) B o =  0,
2/ io Mo
where B q =  [Boj.
The plasma is assumed to be uniform in the y and z directions, so
£ +â) =
Consequently, while the total pressure po +  is uniform, the plasma pressure po(æ), 
density po(^) and temperature To(æ) may vary with x.
The ideal linear MHD equations for perturbations about the equilibrium (1.20) are, 
from (1.16)-(1-19):
^  =  - V  • (povi),
dv i
Mo — —V fp i  H (B q • B i)^  4 (B q • V) B i 4 (B% • V) B q,\  Mo / M o  Mo
V X (v i X Bo) ,
dt
dB i
dt
=  - v i  • (Vpo) 4- c^ Q-“  4- c^ qVi  • (Vpo), 
where the perturbed field B i satisfies the solenoidal condition V - B i  =  0. In the above.
the sound speed is defined as c^ o =  \ /7 Po/Mo-
It is convenient to write the momentum equation in terms of only one variable. The 
perturbed pressure, density, and magnetic field variables may be written in terms of 
the perturbed velocity (and equilibrium quantities).
Pressure tim e derivative
The linearised equation of state (1.19) contains a term containing the perturbed density, 
pi. This can be replaced by using the continuity equation (1.16), so that
where we have defined A =  V • v i and have written Vi =  {vxt’^ yt'^z) for the flow 
components.
T o ta l p ressu re  tim e  d eriva tive
It proves useful to have an expression for the total pressure time derivative in terms of 
equilibrium quantities. The total pressure is the sum of the gas pressure p and magnetic 
pressure
Expanding this gives (to linear order) the total perturbed pressure p r i ' .
PTi =  Pi +  — (Bo • B i ) .
Mo
The partial derivative of this with respect to time is:
d p T i  dpi , 1 dB i------  — ---------  jjn • —----.
d t  d t  Po d t
The derivative of B i with respect to time is
=  V X (v i X Bo) =  (Bo - V) v i — Bo (V * v i)  — (vi ■ V) B q +  v i (V • Bo) .
Noting that V • Bo =  0, the equation for the time derivative of the total pressure 
becomes
^  ^  +  ^ B o  ■ [(Bo ■ V) VI -  Bo (V • v i)  -  (v i • V) Bo].
Since the time derivative of the gas pressure has been written in terms of the equilibrium 
pressure and the perturbed velocity (1.21), this can be substituted into the above 
equation to give
^  -  4 omA +  ^ B o  ■ [(Bo • V) VI -  Bo (V • v i)  -  (v i ■ V) Bo].
The gradient operator is
Bo ■ V  =  Bo J .
Because the equilibrium field is aligned with the z-axis the magnitude of the field, 
despite a dependence on æ, can be extracted from some of the vector operations, giving
-  »  ( 4  .  . y  ^
where
P .
dz '
Finally, simplifying further, the derivative of the total pressure with respect to time is
dpri 
dt
The induction equation
— Po (^ (^ 0 +  Vaq) (1.22)
The expanded induction equation (1.18), 
dB
dt
for Bo =  Bo(æ)z becomes
-  =  (Bo • V) v i  -  Bo (V < v i)  -  (v i • V) Bo +  v i  (V - B o ) ,
w =
In Cartesian components with B i =  {Bx,By^Bz)^
^  =  (1,24)
^  =  Bo{x) (r -  A) -  (1.25)
Solving the m om entum  equation
The momentum equation (1.17) has a dependence on the perturbed velocity, pressure, 
and magnetic field. Using equations for the perturbed gas pressure (1.21) and magnetic 
field (1.23-1.25) to substitute into the momentum equation, a set of three equations,
one for each Cartesian component, can be obtained which have a dependence on only
the perturbed velocity v%.
9
Therefore, substituting these quantities into the momentum equation and differentiat­
ing in order to obtain an equation for the second derivative of the perturbed velocity 
with respect to time, we obtain
po  =  -  V  (p o « io r  -  Po ( 4 o  +  vao)
+  i  (B„ . V ) -  B o W A z  -
d v i  „  /  X A  X dB o{x)1
H-----
Mo
S o ( x ) - ^  -  B o(x )A z -  ■ V
where we have introduced the Alfvén speed, Uyio(æ) =
Thus, the flow components satisfy
B o{x) z ,
^  ~  dx  ^40) ^  -  p o t i o r ) ,
"  dp ^40) ^  -  P o tio r)  ,
PO
d^u. d A
(1.26)
(1.27)
(1.28)
Equations of the form (1.22), (1.26)-(1.28) have been given by Roberts (1981a).
It is useful to suppose normal mode forms of %, %, %, and pi:
Using this form of the variables, equations (1.26) to (1.28) can be further simplified. 
Since there are three equations with three variables, a differential equation in only one 
variable can be produced.
Equation o f m otion
Having given the components of the perturbed velocity and the pressure the form of 
normal mode solutions, it is possible to reduce the equations (1.26) to (1.28) to just 
one equation describing %.
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The y component of the momentum equation (1.27) is rewritten as:
Po =  PO (cgo +  ^ A o )  “  Poc^okykzVz- (1.29)
The % component of the momentum equation (1.28) is rewritten as:
[cl^kl -  o»2) (1.30)
Substituting equation (1.30) into equation (1.29):' 
_________(^4 (cgo +  ^Ao) dvx=
((V2„fc2 -  W2) (c2„fc| -  ^2) +  fc2 (e2  ^+  „2^) _  ^2) _  fc2fc|c^) dx  '
(1.31)
The re component of the momentum equation (1,26) is rewritten as:
d r  /  o  ^ \ f  dva
Po (v A o k î  -  w') % = g ^ P o  (cjO + «io) + »AS) + (1.32)
Finally, the equations for the y and z components of the momentum can be substituted 
into equation (1.32) to obtain an ordinary differential equation for the variable Vx 
(Roberts, 1981a)
A
dx PO +  /c2 j  dx
where we have introduced the cusp (or tube) speed oro through
,,2J2 _  s^O^ AO Ctq —
(c?o +  «'lo)
and the quantity
m:
(1.33)
(1.34)
(1.35)
Solutions of this equation for various eigenvalues can be substituted into equations 
(1.30) and (1.31) in order to generate the other components. Roberts (1981a) notes 
tha t this equation may be singular at ~  fcfc|.o(rc) and =  ^z^AoW) these are the 
slow and Alfvén resonances.
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1.3 In troduction  to  M H D  waves
Perturbations to the equilibrium configuration of the plasma take the form of normal 
mode solutions of the equation of motion (1.33), and the square of the frequency w 
may be either positive or negative, giving either oscillatory (waves) or exponentially 
growing (instability) behaviour of the plasma velocity and other quantities. Here we 
are only interested in oscillations about an equilibrium state.
It is useful to analyse equation (1.33) for a number of special cases so that we can 
reproduce solutions which exhibit the general characteristics which are common to all 
MHD waves. For example, a uniform plasma provides the opportunity to remove the 
features due to magnetic structuring whereas restricting the direction of propagation 
to a plane “decouples” the effects of different singularities on the system.
1.3 .1  U n b o u n d ed  un iform  p lasm a
If Po, VAO, CsQ, CTO are all uniform, then equation (1.33) can be rewritten as
(^z^Ao(a:) -  ^ ^ - ^ 2 ^  -  ( ^ 0  +  =  O' (1-36)
The expression in the first set of parentheses describes an oscillation with phase speed 
Cph = uIkz  along the z axis equal to the Alfvén speed, u)/kz = vao, with an arbitrary 
form of Vx{x). These are Alfvén oscillations of a field line, the form of Vx{x) depending 
upon how the motion is excited. Aside from the Alfvén oscillations, equation (1.36) 
requires that
-  (^ 0  +  ^y) '^x{x) -  0. (1.37)
In a uniform plasma Vx{x) can take the form Vx{x) ^  and so equation (1.36) may 
be rewritten as
(^z'^Ao(^) ~  +  ^y +  =  0. (1.38)
The occurrence of the sound speed in tuq makes clear that we are here describing
magnetoacoustic waves. Using the expression in the second set of parentheses, we may
12
determine the behaviour of magnetoacoustic waves in a uniform atmosphere:
J.2 , J.2 , (Cspfc^  -  -  W^ ) ^
For wavevector k  =  {kx, ky, kz) of magnitude fe, so that =  k^ +  we simplify
the above condition to a quadratic equation for w ,^
^2 ^  fe (^ 60 t ^ d o) j- l y +  u^o)2 -  Ac^v^klk"^.
Defining the phase speed Cph — ^  and the propagation angle 9 to the applied magnetic 
field Bo, so that cos0 =  we can express the phase speed Cpu through
4h = ±  \\Jiplo  +  '^Aof -  4Cso^io cos2 9. (1.39)
The two solutions for correspond to the two magnetoacoustic waves; the minus sign 
gives the slow wave, the plus sign gives the fast wave.
Choosing specific cases for the sound and Alfvén speed allows us to determine the 
behaviour of the phase speed Cph{9) at each propagation angle 9. In the case where 
there is no magnetic field (see Figure 1.1a) only the fast magnetoacoustic wave can 
propagate, with a phase speed equal to the sound speed; this is simply the acoustic 
wave.
For a weak field with ^  =  0.25 (see Figure 1.1b) the fast wave begins to show that its^O
propagates perpendicularly to the field {9 =  ^) faster than parallel to it (6? =  0). The 
slow wave is mainly restricted to propagating parallel to the field, having zero phase 
speed perpendicular to it. It is found from (1.39) that slow waves propagate parallel to 
the field at Cph =  min(cao,UAo), whereas the phase speed is zero when the wavevector 
is perpendicular to the field vector, implying no propagation.
The case where the sound and Alfvén speeds are equal (Figure 1.1c) illustrates the rule, 
found from (1.39), that parallel to the field the fast wave propagates at Cph — max(cgo, uao), 
and perpendicular to it, Cp/^  =  +  ' a^o* ^ strong field (Figure l.ld )  the phase
speed of the fast wave is nearly equal in all directions and greatly exceeds the under­
lying sound speed of the plasma. The three-dimensional aspect of this behaviour is 
shown in Figure 1.2.
13
It is worth stressing that, although the properties of magnetoacoustic waves in magnetic 
structures are based on those in a uniform plasma, their behaviour may be significantly 
altered from the simple description given here.
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Figure 1.1: The phase speed of fast and slow magnetoacoustic waves in units of the
sound speed c^ o for all propagation angles in a uniform medium permeated by a mag­
netic field aligned with the z axis. The phase speed Cph is represented as the distance 
from the origin for a) v\ q/(?^ q = 0, b) v\ q/(?^ q =  0.25, c) v\ q/ c% = 1.0, d) n^o/c^o =  5.0. 
The axes are measured in multiples of the sound speed. The fast wave is represented 
by a full curve, the slow wave by a broken curve.
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Figure 1.2: A three-dimensional representation of Figure 1.1 showing the dependence 
of the phase speed of fast and slow magnetoacoustic waves on the propagation angle. 
The phase speed of fast waves is shown using grey lines for clarity.
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1 .3 .2  P lan ar p rop agation
In the special case of a non-uniform plasma, where ^  = 0, ky = 0^  equation (1.27) can 
be rewritten as
f  d ^ \
I ^ A o i^ )g ^  1 =  0-
This describes propagation of Alfvén waves in the plasma. Aside from Alfvén waves,
when ky = 0 and Vy =  0, equation (1.33) reduces to (Roberts, 1981a)
^  ( Po(æ) (Cgo(æ) -f ^io(^)) (^z4o(^) -  dvx{x)\  
dx ^ {kzC%{x) -  w^) dx J
-  Poi^) ^æ(^ c) =  0. (1.40)
This describes the magnetoacoustic motions of a plasma restricted to two-dimensions 
and is the basis of the work presented in Chapter 2. It is worth noting that this 
equation (1.40) is possibly singular for x = Xs where lu^  =  k^c^Q(xs). We encounter 
such singular behaviour in our exploration of waves in a neutral sheet in §2.6.
1.3 .3  S in g le  in terface
A natural progression from the description of waves in a uniform plasma is to partition 
an unbounded uniform medium, producing two regions in which the plasma is uniform 
but with different properties. This was considered by Wentzel (1979), Roberts (1981a) 
and Jain & Roberts (1991). The analysis of oscillations at an interface is a develop­
ment of the uniform case, but involves matching the velocity and total pressure at 
the interface; these requirements arising from the ordinary differential equation (1.33), 
having the requirement that both the velocity and the function contained within the 
first derivative must be continuous in order to avoid delta functions; the first term 
being related to total pressure by the equation:
— «  -
Returning to the general three dimensional case, ky ^  0^  we employ the equation of 
motion of a uniform plasma (1.38) in each region, obtaining the equations
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where mo and me are defined as (1.35) for each region. We impose the condition that 
the velocity perturbation % tends to zero as a; —> dboo: This requires tha t m^ + ky > 0 
and m l  +  Ajy > 0. The result of this is a so-called surface wave. The dispersion relation 
for waves at a single interface (see Roberts, 1981a) is
Po { k l v l a  -  { m l  +  + Pe { k l v \ e  -  (mo + = »-
C Î \
We may rewrite this in a more convenient form:
PO cos' e -  C^ y.) ( l  + c2X , C 0s '@ -(c L  +  « l)c^ ^
/  g4 \ 1/2
+  p. ( . 1  cos' ,  -  4 , )  ( l  +  +  =  0 ( ! •« )
where we have used the substitutions k"^  = ky kl, and kz /k  =  cos#
to describe the direction of propagation of the waves. Note that we have imposed the 
conditions that
cIqVao cos^ e -  {clo 4- v\o)clh f  0,
<9 -  (C^ g 4- 0.
We may now proceed and determine the phase speed of magnetoacoustic waves prop­
agating parallel to the interface, beginning with the previous case of a uniform atmo­
sphere.
Ensuring that the properties of the media differ on either side of the interface means 
that there are a large variety of cases to explore. We concentrate on the specific 
cases noted by Roberts (1981a). Where the plasma beta, the ratio of gas pressure 
over magnetic pressure, is small we consider that the sound speed is negligible in both 
regions, leading to the dispersion relation (Roberts, 1981a; Jain & Roberts, 1991)
Po (wio cos' e  -  4 h )  ‘"AO { 4 h  -  « L )  +  Pe (t>L cos' 6  -  VAe (c'ft -  wio) =  0.
(1.42)
This configuration cannot support two sided surface waves, as mg and m l  cannot 
both be positive although, as noted by Wentzel (1979), a one-sided surface wave may
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propagate at the lower Alfvén speed. Generally, considering that the Alfvén speeds on 
either side of the interface are not equal, the condition that the total pressure must be 
balanced across the interface (see equation (1.20)) requires that
Po _
Therefore, we may use determine the phase speeds for all possible waves at each propa­
gation angle using parameters which satisfy this condition. For the case where pe = 2po, 
=  2u^g, Cgo =  Cgg — 0 the phase speed at each angle of propagation is shown in 
Figure 1.3a.
The other case explored by Roberts (1981a) is when one of the regions is field-free; we 
set VAe =  0 and choose various combinations of Cgo, H/io and Cse which satisfy the total 
pressm’e balance condition across the interface. It was found tha t a surface wave could 
propagate along the interface, having a phase speed below both Cse and cto, and such a 
wave was introduced as a slow surface wave. It was also found tha t when Cse > Cso and 
Uyio > Cgo, a surface wave may propagate with phase speed above Csq but below both 
Cse and vaq- This mode was termed the fast surface wavCy propagating only when the 
magnetised region is cooler than the field-free region. Both the slow and fast surface 
waves are shown in Figure 1.3b.
We have not considered the case where the velocity perturbation is finite as x  ±oo 
giving the possibility of a body wave on one or both sides of the interface. This 
possibility was examined in detail by Wu et al. (1996) in the context of wave energy 
leakage across the interface, and was found to exhibit more complicated behaviour than 
we describe here.
Much of the behaviour exhibited by the single interface may be reproduced by more 
complex structures, such as the neutral sheet of Chapter 2. However, the description 
of an interface is limited for describing guided waves in the sol^r atmosphere, so we 
turn now to discuss the dispersive nature of waves in a magnetic slab.
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Figure 1.3: The phase speeds of waves for each angle of propagation parallel to a 
single interface separating two uniform media with adiabatic index 7 =  2 and a) low 
plasma beta, Pe/po =  2,uJo/'^ie =  2, b) one field-free region, pe/Po =  5/2,u^o/c^g =  
2,u^o/^sO =  4. The Alfvén speed is taken to be the same in each plot; the axes are 
measured in units of the higher Alfvén speed where both regions are permeated by a 
magnetic field.
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1 .3 .4  M a gn etic  slab
Tlie magnetic slab was considered by Roberts (1981b) and Edwin & Roberts (1982). 
We define a magnetic slab as a confinement of magnetic field and/or plasma density 
having a finite width 2xq in one dimension and unbounded in the other two directions. 
The medium inside the slab is uniform and differs from the uniform atmosphere out­
side the slab. A result of this structuring is that while the solutions to the velocity 
differential equation outside the slab are imposed to be evanescent, the solutions inside 
may be either hyperbolic (surface wave-like) or trigonometrical (body wave-like). To­
tal pressure balance is required across the boundaries, as for the single interface. The
magnetic slab is usually treated as distinct fi'om the magnetic cylinder (Wentzel, 1979)
or fiux tube, although the two cases are similar and are just instances of a more general 
problem.
We begin our discussion of the problem of magnetoacoustic waves in a magnetic slab 
by making few assumptions about the nature of the media inside and outside the 
slab. Using a notation similar to that for the single interface, the differential equations 
describing the amplitude of the perturbed velocity for each medium are respectively 
given as
^ 2 ^  -  (^ 0  +  %(æ) =  0, (1.43)
^ -  (^ e  +  /Cy) %(æ) =  0. (1.44)
The quantities tuq and m \  are defined as
Wo,se +  ^Ao)(4o,Te^z "  '
"^0,e =
The direction of propagation of waves in the slab is restricted to being along parallel 
to the field, corresponding to ky = Q.
Since the coefficients of the terms in equations (1.43) and (1.44) are constants, the 
solutions are straightforward to obtain. We impose the boundary conditions that 
^(droo) =  0, and that v{x) and the total pressure are continuous at x  = ±[cco|. This 
yields dispersion relations corresponding to whether ttiq > 0 for surface waves or mQ < 0
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for body waves:
nie =  - ^ ^ 0  (k lv \^  -  ( S )  î^oÆo, (1.45)
{^I'^AQ -  =  “ 7^ 0 (k lv \^  -  ( i ^ t )  TlO^ O, (1.46)
where Uq — —rriQ, The forms for each dispersion relation describe perturbations to the 
velocity % which are either symmetric (tanh,tan) or antisymmetric (coth,cot) about 
X = 0, The solutions satifying the dispersion relations are referred to as sausage 
(symmetric) or kink (antisymmetic) modes (see Figure 1.4).
Although the particular model of interest to Roberts (1981b) was that of a magnetic 
field confined to the region inside the slab, we will be concerned with the special case 
discussed by Edwin et al. (1986), namely that of the “empty” slab. In a model proposed 
in their paper, a field-free slab separates regions of oppositely directed magnetic field
in a medium of everywhere uniform density po — Pe (see Figure 1.5). This corresponds
to setting vao = 0, simplifying the function to
s^O
The dispersion relations (1.45) and (1.46) for an empty slab are simplified to the forms
^ | ^ ^  =  ( a ) ™ o a ,  (1.47)
If in addition the medium outside the slab is taken to be a “cold” plasma, assuming 
the sound speed Cge =  0, total pressure balance between the regions implies that
4  =  ^  (149)
and the function irî^ becomes
2   z ^Ae COmz =
^Ae
We may rearrange the dispersion relations to the forms
(1-50)
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for surface waves, and
(-'cot)«oa =  ^ ^ ^ ^  (1.51)
for body waves. Here Cph =  ^  is the phase speed along the slab. These are the forms 
given by Edwin et al. (1986). The dispersive behaviour of magnetoacoustic surface 
waves (from (1.50) and body waves (from 1.51)) along the slab for an adiabatic index 
of 7 =  I  is shown in Figure 1.6. It is worth noting that due to total pressure balance 
(1.49), the nature of depends strongly on the value of the adiabatic index 7 chosen. 
The requirement that > 0 imposes an upper limit on the phase speed of vac and, for 
7 < 2, the internal sound speed will be less than the external Alfvén speed, Cgo < vac, 
whereas when 7 =  2 the internal sound speed will equal the external Alfvén speed, 
Cso =  VAe- Since ttiq < 0 is possible only if the phase speed can exceed the internal 
sound speed, then we require that 7 < 2 in order to allow body waves in the slab. This 
suppression of body waves for a particular value of the adiabatic index is a feature of 
this model which requires some discussion when compared to the superficially similar 
model of the neutral sheet in Chapter 2.
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Figure 1.4: A representation of a) sausage and b) kink modes in a magnetic slab 
structure. The solid lines represent the perturbed slab boundaries, the dotted lines 
represent the unperturbed boundaries.
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Figure 1.5: A representation of the empty slab model. Regions of uniform, but 
oppositely-directed, magnetic field aligned with the z axis are separated by a field- 
free region |æ[ < æo of width 2xq. The plasma density is everywhere uniform.
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Figure 1.6: The dispersion diagram for magnetoacoustic waves in the empty magnetic 
slab when 7 =  5/3 and density is everywhere uniform. Solid lines represent sausage 
modes; dashed lines represent kink modes. Body modes exist for phase speeds greater 
than the sound speed within the slab.
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1.3 .5  C urrent sh eet
A well-understood consequence of Ampere’s Law is the generation of electric currents by 
a spatially-varying magnetic field. Since the plasmas occurring in the solar atmosphere, 
planetary magnetospheres and in astrophysical phenomena are often permeated by 
magnetic fields, electric currents are likely to be generated in a wide range of situations. 
Following on from this is the concept of a current sheet, which is an extended structure 
existing between regions of opposing magnetic field. Where such a structure coincides 
with a magnetic field-free region, it may be referred to as a neutral sheet. Priest (1982) 
describes a neutral sheet as a tangential discontinuity in the magnetic field.
It is possible to describe a current sheet as a slab or bounded region in which the 
characteristic Alfvén speed is low in comparison with the plasma which surrounds 
it. Since the Alfvén speed is determined by the applied magnetic field strength and 
density of the plasma in the region of interest, then we can envisage either a low field 
structure surrounded by strong magnetic fields, or a high density structure surrounded 
by tenuous plasma. A neutral sheet, where a field-free region separates oppositely 
directed magnetic field in a similar manner to the empty slab model of the previous 
section, is of particular interest.
It is apparent that despite the analytical simplicity with which this model can be ex­
plored, it is a somewhat limited description of current sheets in nature. Consequently, 
Smith et ah (1997) described the equilibrium state of a cmuent sheet with the field pro­
file of Harris (1962) in order to describe the dispersive propagation of magnetoacoustic 
waves along the sheet:
B(æ) =  H etanh(æ/a) ©z. (1.52)
They revealed a mode spectrum qualitatively similar to that of Edwin et al. (1986), 
with fundamental sausage and kink modes, and higher order pairs of modes descending 
from the external Alfvén speed.
A similar approach was taken by Tirry et al. (1997), who were more concerned with 
the damping of waves propagating within the current sheet at various angles to the 
external magnetic field. For parallel propagation {ky = 0) of magnetoacoustic waves in a
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medium structured in x  only the slow resonance may occur; for non-parallel propagation 
(ky ^  0), Alfvén resonances may occur. Where such resonant behaviour occurs in a 
non-ideal plasma, the resulting modes are damped. However, for an ideal plasma Tirry 
& Goossens (1996) termed these eigenmodes of the governing equation “quasi-modes” .
Since Tirry et al. were interested in the modes of propagation in a zero-beta plasma, 
they only encountered the Alfvén resonances. Initially investigating the case of parallel 
propagation, as Smith et ah, they reproduce the same dispersive behaviour for the 
fundamental modes of propagation. Employing a scheme where the plasma is treated as 
non-ideal (incorporating resistive behaviour) near the singular points, they determined 
the rate of damping of quasi-modes on the angle between the direction of propagation 
and the applied field direction for a range of wavelengths.
In Chapter 2, we consider only parallel propagation of magnetoacoustic waves, and 
do not consider the effects of the slow resonance beyond examining the dispersive 
behaviour of the acoustic modes close to the maximum tube speed in the sheet.
1.4 T hin  flux tu b es
1.4 .1  In tro d u ctio n
The concept of a flux tube, a cylindrical structure containing plasma with enhanced 
magnetic field in comparison to the surrounding atmosphere, is a useful tool in under­
standing many of the observable phenomena on the Sun. Indeed, much of the solar 
atmosphere is threaded by fiux tubes, particularly in the corona where there are spec­
tacular examples of dynamic behaviour in coronal loops (Aschwanden et ah, 1999; De 
Moortel et al., 2000).
The thin flux tube approximation is a widely used method of modelling the motion of 
plasma in flux tubes allowing for convenient analytical treatment of such features as 
wave propagation and convective collapse. Whereas an MHD description of the modes 
of oscillation in a magnetic cylinder is possible in the absence of gravity, producing 
Bessel function solutions for the velocity, the thin flux tube approximation simplifies
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the description of the tube by assuming axial symmetry and strong dependence of the 
tube’s properties on the radial coordinate. The result of this approach is a system of 
MHD equations which only depend on the axial coordinate and time.
1,4 .2  D eriv a tio n  o f  th e  th in  fiu x  tu b e  eq u ation s
The model considered is tha t of a vertical tube oriented parallel to the z-axis in which 
the quantities associated with the plasma vary only with radial distance from the axis, 
the vertical coordinate, and time. So that
B =  Bz{r — 0, z, t ) z  +  0(e), 
0 , z , t )  +  0 (e),
V =  Vz{r ~  0 ,z , t ) z  +  0 (e), 
p  = p { r  = 0, z, t) +  0 (e).
where we define e =  ^  is a small parameter describing the relative magnitudes of 
horizontal ro and vertical Lq length scales.
Consider the equilibrium case where there is no plasma flow: v  =  0 , ^  =  0. The 
momentum equation (1.2) becomes
d +Is) - “ " + 5  ('>■£)*■ (1.53)
where g =  —gz, with g  the local acceleration due to gravity. Equation (1.53) gives
-PQ9, (1.54)
showing that the interior of a thin vertical flux tube is stratified hydrostatically.
dpQ
d z
Using the ideal gas law to obtain an expression for the equilibrium density p o { z )  in 
terms of equilibrium pressure po{z)i the above equation becomes
dpo
d z kuTo Po,
which can be integrated to give an equation for the pressure as a function of height, z:
P o { z )  =  po(0) exp — f  dz 'f Aq{z') 
. Jo
where the pressure scale height Ao(%) is defined as
kBTo{z)
mg
(1.55)
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The plasma external to the tube is assumed to be in equilibrium and field-free. The 
momentum equation gives
Vpe — Pe§>
and consequently the external pressure Pe(z) is an exponentially decaying function with 
a characteristic scale height Ae(z) =
Pe{z) =  Pe(0) exp [  dz'/Ae{z')
Jo
(1.56)
Pressure balance at the interface between the tube and the environment requires that
P o { z )  +  = P e { ^ ) ,  (1.57)
zpo
where we have written Bo{z) =  Bz{r ~  0, z) for the axial magnetic field strength. 
Thus
1  ( ^ )  = È
and so
d (B l{ z )
y (1.59)
If, additionally, there is temperature balance between the tube and its surroundings so 
that
To(z) =  Te(z), (1.60)
and consequently (from the ideal gas law (1.9))
Po(z) pe(z)
then
Po{z) _  pe{z)
Po(0) Pe(0)‘
Since the environment is hydrostatically stratified, ^  =  —Pe9-, we obtain
Integrating this equation gives
L  Bl(z ')
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(1.61)
(1.62)
which is simplified to a form which relates the equilibrium field and pressure at a given 
height z within the tube with that at a reference level z =  0,
5„^W  =  S ? ( 0 ) g |  =  f i o ^ ( 0 ) g | .  (1.63)
The solenoidal condition (1.5), V-B =  0, provides us with a equation relating the radius 
of the tube with the field strength. Since the field is confined within the tube, only the 
field lines passing through cross-sectional surfaces at two given levels are important. 
The integral form of the solenoidal condition,
£  B (z ) . dS' =  0,
'S
for closed surfaces S ,  can therefore be simplified to
<f B ( z ) . d S i ' + /  B (z)-d S 2' =  0.
Js-i Jsi' S\ Sa
Here S-\_ and S 2  are the cross-sectional surfaces of the tube at two distinct levels. Taking 
the surfaces to be S i — 7rro(0)z and S2 =  —7rro(z)z allows us to write
(rbi{Q)r +  (Hq(0) +  r&2(0)) z) • 7rro(0)z -  (r6i(z)r +  (Hq(z) +  rb2 {z)) z) • 7rro(z)ê =  0.
For a thin tube (r -4 0), this produces
Bo(0)rg(0) =  Bo{z)r l{z) .  (1.64)
Using equation (1.63), this relation is rewritten as
1/2
“  i l V ) )
Equation (1.55) allows ?'o(z) to be expressed in terms of Ag:
1/4
ro(z) =  ^exp d z ' j A e { z ' )  1 ro(0)
and
d r o  _  1 rp(z) 
d z  4 Ag(z)'
Thus, the radius t’o(z) of a thin flux tube varies as pe ^^^{z).
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We introduce the density scale height Ho and the Brunt-Vaisala frequency Nq through
"  6 ) '
The Brunt-Vaisala frequency is a description of the natural buoyancy of the atmosphere. 
In a non-magnetised atmosphere, the condition N q > 0 ensures tha t the medium is sta­
ble to convection; this is the Schwarzschild criterion for convection (see Schwarzschild, 
1906; Stix, 1992).
Since the sound speed Cgo and Alfvén speed vaq are given through
the ratio of these speeds at any depth in a flux tube that is in temperature balance 
with its surroundings can be related to their ratio at z =  0:
C^o(z) ^  g^ o(O)
4 o ( 4  v^Aoioy ’
Thus, the plasma beta, the ratio of gas pressure to magnetic pressure, is
P \ =  î-%^; thus, in a thin flux tube in temperature balance with itsBsiz)/{2fxo)
surroundings, ^  is independent of height.
Define functions noiz) and ?ig(z) through
so tha t the internal pressure, density and magnetic field strength can be described 
neatly in terms of the internal (or external) scale heights Ao(z) (or Ag(z)) using the 
ideal gas law where necessary:
Po(^) =  Po(0)e-"(*>, Bo(z) =  p o { z )  =
(1.69)
Then generally,
c«o(4 ='YPAo(z), (1.70)
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where Ao(z) denotes the derivative of the scale height with respect to z. For a tube in 
temperature balance with its surroundings
(173)
It is usual to describe the temperature profile in terms of the logarithmic temperature 
gradient V =  This quantity is related to the pressure scale height by the relation
V(z) =  —Ao(z). An adiabatic temperature temperature gradient, Vad, pertains when 
the Brunt-Vaisala frequency is zero, so that
V.d =  (1.74)
7
Following Roberts & Webb (1978), stretch the radial coordinate r by writing r =  eR, 
so that
1 . =  - l A
dr ^ dR
with the small parameter e indicating that the horizontal length scale is much smaller 
than the vertical length scale.
Express the velocity v, magnetic field B, pressure p, and density p in terms of the sum 
of the variable’s value on the axis of the tube (r =  0) and departures from this value. 
Thus
v(r, z, t) =  u(z, £)e^ +  eR (uie,. +  ^ e ^ )  +  O(e^),
B(r, z, t) = B(z, ()ez +  eR (&ie,. -F 626%) +  O(e^), 
p(r, z, t) =  p(z, t) +  eRpi +  O(e^), 
p (r,z ,t)  = p (z ,t)  TeR pi +  0 (e^).
Note that 61, 62, pi, and p\ are functions of z and t only.
Substituting these quantities into the MHD equations, we may obtain reduced forms 
of the equations. We consider each equation in turn:
The solenoidal condition (1.5) can be expanded to
r \  dr
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since there is no azimuthal dependence.
To zeroth (or lowest) order, when r — 0, this gives
26i +  H  =  0. (1.75)
The mass conservation equation (1.1), namely
^  4- pV - V  +  (Vp) • V  =  0,
on expansion becomes
To zeroth order, this yields
^  + 2 m + v ^  + p ^  = 0. (1.76)
The momentum equation (1.2) can be written as
/ d v  \  1
P  +  (v • V) V j  =  -  Vp -  pgez +  ^  ^ ^
which yields
(p +  rpi) +  +  ( r v i ^  +  { v -{■ W 2 ) ( m ,  0,u4-r%)^
=  - e , .p i  -  (p +  r p i)  g  +  ~  ^2^ x  (r&i, 0, B  +  rùg) •
(1.77)
The axial component of the momentum equation (1.77) is
. f d v  d v 2  , X \(P  +  r p i )  +  r —  +  rviV2 +  (t) +  ' '% )  +  r — J J
= “(li + A  A
and so, to zeroth order, the axial component of the momentum equation gives
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The radial component of the expanded momentum equation (1.77) is
(p +  rpi) A  +  rui +  (u +  rv 2 ) =  - p i  +  ^  ~  (-^ +  ^^g),
which to zeroth order gives
Pi H B{z, t)b2  = 0.
Mo
The induction equation (1.3),
^  =  V x ( v x B ) ,
becomes, on expansion using the vector form as before,
0, ^  +  =  V X (r6i (t; +  r%) -  rvi (B +  rbg)) e^.
Split into radial and axial components, this yields
0, A  =  ;  [e z ^  {r'^h (v +  rug) -  r^ui (B +  règ))]
'" a t
“ r (u +  rug) -  r^ui (B  +  r 6g))] . (1.78)
Taking the axial component of (1.78) is
dt dt 
which, to zeroth order, is
+  r ^ ^  =  2bi {v +  rug) +  r^iug -  2ui {B +  r&g) — ru i6g.
= 2biV — 2uijB. (1.79)
The zeroth order solenoidal condition (1.75) allows us to rewrite equation (1.79) in the 
form
which is equivalent to
where A, the zeroth order contribution to V • v, is defined as
A . c>uA =  2vi +  %—.dz
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The radial component of the expanded induction equation (1.78) is
W = +  (E + "S) ■ S ' ( S  + "S)) •
(1.80)
Thus, to lowest order in r, we obtain
Using the zeroth order solenoidal condition (1.75), this equation can be rewritten as
Equation (1.81) is equivalent to equation (A8) in Roberts & Webb (1978).
Finally, we consider the energy equation (1.7)
On expansion, this becomes
dp dpi f  d , \
=ySS' (S+"S ^  (""4 +("+ £ )
To zeroth order, the energy equation yields
Finally, we may eliminate the first order correction to the velocity ui by combining 
the mass conservation equation (1.76) and the induction equation (1.78) to obtain a 
new mass conservation equation. We collect together all the equations that hold at 
zeroth order. The zeroth order equations arising from the solenoidal condition, mass 
conservation, momentum conservation, induction and energy conservation are
26i(z,t) +  ^ ^ ^  =  0, (1.75)
P ( . , * ) M  -  -  X z , # ( . , * ) ^
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+  =  0. (1.84)
p ( M ) ( ^ + . ( . , t ) ^ )  = - « - p ( . . % ,  (1.77)
where A =  2ui +  | j .
It is also common to describe the thin flux tube using the following set of equations rep­
resenting mass conservation, axial momentum, radial momentum (or pressure balance) 
and energy conservation:
f dv  d v \  dp
dp dp 7p f dp  dp
1 .4 .3  L in earisation  and  first order eq u ation s
Consider the case when the zeroth order quantities (p, u, p, B) are themselves perturbed 
(by 5p, ÔV,  5p, (5B), as opposed to simply having corrections based on the distance from 
the centre of the tube. The axial momentum equation (1.77) becomes
iP +  Sp) (§  + ^  + (" + M (f^ + ^ ) )  = - f - ^ - ( p  + ^ p)s-
To first order, this is
fd ô v  dôv ç d v \  ôp {dp \  dôp
but from atmospheric equilibrium (1.54) this expression simplifies to
I '" '
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In addition, the unperturbed velocity was set to zero, u =  0, so equation produces the 
following linear equation for momentum
The energy equation (1,82) is likewise perturbed to obtain
Define the perturbed sound speed as
2 _  7(P +  dp) _  yp  
p + Sp p '
The first order equation for energy can therefore be written in terms of the equilibrium 
and perturbed sound speeds.
The final term contains the left hand side of the zeroth order mass conservation condi­
tion,
therefore we simplify the perturbed energy equation, taking the unperturbed velocity 
to be zero, u =  0, so that the linear energy equation is
The combined mass conservation and induction equation (1.84) is perturbed to obtain
(P +  Sp) ( ^  +  ^ )  - { B  + SB) ( 1 ^  +  ^ )  -  (t, +  5v) (B +  ÆS) ( 1 ^  +  ^ )  
+  (p +  Sp) (d +  5v) ( ^  +  ^ )  -  (p +  Sp) (B +  SB) ( ^  +  ^ )  =  0.
The first order equation of this is, taking u =  0, produces the equation
~  ~  If “ °
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which can be further simplified by substituting in the zeroth order mass conservation 
and induction equations in the case when v = 0, i.e.
I - .  f-»-
The linear mass conservation and induction equation is therefore
1.5 N orm al m ode perturbations to  th e  th in  flux tu b e
In the form used by Roberts & Webb (1978), the linear equations for momentum, 
energy, mass and induction are
g  +  ( , 8D
S o W g - p o W ^ +  ( B o W ^ ^ - P o W ^ ^ ) t -  +  P o W B o W ^  =  0. (1.88)
where p ,v ,p ,B  are now perturbed quantities and Po,%,PO)^o ^re zeroth order quan­
tities.
Assume a time-dep endence of the form
p{z) = p{z)e^‘, v{z) =  v(z)e‘“\  p{z) = p(z)e*'"*, B(z)  =  Ê(z)e ‘^ ,
for frequency w. The momentum, energy and mass-induction equations, (1.86), (1.87) 
and (1.88) now become
po{z)iuv =  -  ^  -  pp, (1.89)
W  +  ’ (1-90)
icüBo{z)p -  iujpQ{z)ê +  ^ B o (z )^ ^ ^ ^  -  po{z) ^ +  po(z)B o(z)^  =  0. (1.91)
At the interface between the flux tube and the environment, pressure balance is deter­
mined by considering the radial component of the momentum equation in equilibrium,
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This can be rewritten to relate the interior of the flux tube with the environment:
I • Bijii Bgx'i ' Bgæt
2« , —
Perturbing these quantities, pi^t — Po 4- P i,B w  =  Bq 4- B i, and similarly for the 
environment, we obtain the equation,
PO 4- Pi 4- (Bo +  ^ i ) -  (B o4-B i) ^  constant.
2po
The first order perturbation is
which can be written as
Pi +  — (Bo • B i) =  constant 
Mo
p + — B o{z)ê  =  0 (1.92)
Mo
if the pressure perturbations in the exterior are negligible.
Since there are now four equations with four unknown variables, they can be combined 
to give one equation in a variable of our choice.
1.5 .1  P ressu re  p ertu rb ation s
We combine the equations for momentum (1.89), energy (1.90), mass-induction (1.91) 
and pressure balance (1.92) to obtain one equation for the perturbed pressure p(z). 
We begin by rewriting equation (1.92) as an equation for magnetic field in terms of 
pressure:
Substituting this into the mass-induction equation (1.91) gives 
iu)Bo{z)p-\riujpo{z)^p-\- ^ B o ( z ) ^ ^  -  P o ( ^ ) ^ ^ ^ ^  v + po{z)B q{z ) ~  =  0. (1.93)
Rewrite the momentum equation (1.89) as an equation for density in terms of pressure 
and velocity,
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and substitute this into the energy equation (1.90) and equation (1.93) to leave just 
two equations,
iwp +  ^ «  =  ( f  +  icopoij +
(Ê+
Grouping together the velocity terms in these two equations, we obtain
The expression describing hydrostatic balance, Pq ~  —pog, is used to simplify equation 
(1.94),
^  +  pog 4- — Pol Û,g dz y ^ d z  g
which can be further simplified to obtain
_l_ =  po—  {u^ -  iVo) i), (1.96)
g uz g
where the Brunt Vaisala frequency is defined in equation (1.66), viz. iVg — ~
Thus the perturbed velocity v, is given by
with 7^  N q. Finally, differentiating this expression to obtain the derivative of the 
velocity, and substituting this into equation (1.95) we obtain an ordinary differential 
equation for p:
. Bo dp . ^ 0 . ^^0  , 2PoB q\  iojg ((^sQ^p ,
liO   lU p o ~ p  =  ( -OQ—------ pQ—;----h W -------  I----- 2 / 2  A?2T I  T" ~^P 1g dz “  V “ dz P° d z ^ ' ^  g J  p o 4 (w ' -  N^)  \  S dz
, iwBo , iwflSo /'24qCso , dp iwBo d{poc%)dp
H m H— o . „ ttoT r 1u j '^ -N ^d z^  c2o(w2 - iV 2) V p )  dz poc%{oj‘^ -  NS) dz dz
mom ' at ^^-^0 #  _  wgBp d(pQfjo)
poc^o(“ ' - -fV?) dz P
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After much simplification, the differential equation for p may be rewritten in the form 
(Roberts & Webb, 1978):
where the coefficients cep and /3p are defined as
“0 = “ J +i ) +
/?o — {üP — Nq)
HoJ \ v \ a  c|o7 < 0%  c^Ao
2gJV^ JVo
Roberts & Webb (1978) noted that there is a singular point ai z = Zc where 
w2 =  N^{zc), if N q{zc)NI){zc) f  0.
Temperature balance between the tube and the environment is conveniently described 
by equation (1.67), namely that the ratio of sound to Alfvén speeds are the same at all 
depths in the tube,
Cs(z) ^
In terms of the internal pressure scale height, Ap(z),
Ao(0) ’
and this leads to a description of the field strength B q{z ) of the tube,
Bo(z) =  ( P o ( ^ ) ) ' ' 'V ( 0 ) ( ^ ) '^ ' .  (1.97)
Thus,
ê =Kw è) •
Additionally, since the sound speed can be written in terms of the Alfvén speed,
C.o(^) =  ^ A o ( z ) ^ ,
so that
Cso(z)' ^  VAo(^y
Csp(z) vao(^) ’
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and the ratio of sound speed gradient to sound speed can be written in terms of the 
pressure scale height,
V - A'_
(1.99)
CfiO 2Ao
Applying the simplifications to the sound speed (1.70),(1.99), magnetic field (1.98) 
and density scale height (1.72) to the ordinary differential equation describing pressure 
perturbations produces the ordinary differential equation 
<Pp
+ (lü^  ~ w Ao(0)ffoV Ao(z)c2 (0) "/yAg ^^^ 2(^ (0) ' ' -yAo
(1.100)
This equation corresponds to equation (29)' in Roberts & Webb (1978).
1 .5 .2  V e lo c ity  p ertu rb ation s
Using the pair of equations relating the amplitudes of the perturbed velocity and plasma 
pressure, a second order ordinary differential equation describing the velocity can be 
obtained in a similar manner to that for the pressure. Differential equations describing 
the relation between the perturbed velocity and pressures are obtained from (1.95) and 
(1.96):
d p  . Po . ID , f n  d B o  .+  (^B o—  -  p „ —  +  u , — i v,
9
2 PqB q \   ^
9 )
Equation (1.96) can be written as an expression defining the perturbed velocity in 
terms of the perturbed gas pressure.
iujg (  c^ o dp
P o < ? ,o \ 9 d z ^ ‘' J ' \ -  ‘■'‘ r
provided gé JVq . Multiplying equation (1.96) by a factor of B q/ c^q and subtracting 
equation (1.95) from the result, gives an expression for p:
1
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This may be rewritten in the form
P =  -
A 2 d'y 2 Bp APogv ~
Differentiating this expression to produce an expression for 0  and substituting the 
expressions for pressure into (1.101), we obtain an ordinary differential equation for 
velocity:
d?v -TO B'r dv
dz2 I Cyo Bo HoJ dz
+
-TO dz \B o  +  c?o
, 9 . B ' o *^ ro _
^To 9
v = 0. (1.102)
T e m p e ra tu re  balance
The quantity B q/ B q is determined by using the temperature balance relation (1.67), 
Cso/vAo = Cso(0)/uAo(0), so that, Bp/Bo = —^ g/(2c^o)' This produces the following 
expression for perturbed pressure for a temperature balanced tube,
1
P iu  (1 +  cIo/ vao)
A 2 dû
The first derivative of the pressure can be determined, noting that under temperature
balance the ratio of characteristic speeds ^  =  constant; thus
dz iu  (1 +  clo!v\o)
7 \  dpo
2 j ^ d T dz
d^v
dz^
Substituting the equations for pressure and its derivative into the equation (1.101) for 
velocity gives
1
+  1 ( l - | ) s p o - c ^ o ^ - p o
dc^o \ dv
T
poc:o (1 +  c ^ M o )
2 d^ 'D 
dz I dz
dv
+
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On rearrangement, we finally obtain an ordinary differential equation for the perturbed 
velocity amplitude,
cPe J  + + j o  = o. (1.103)
dz^ 2Ao dz y c^o \  2 /  cg^
Equation (1.103) was first obtained by Roberts & Webb (1978). The equation deter­
mines the nature of motions in the tube.
1,6 T hesis ou tline
In this work, we will use MHD theory to explore the properties of two particular forms 
of magnetic structures: a current sheet where a magnetic field is excluded from the 
centre of the structure, and a thin fiux tube where a magnetic field is confined to the 
structure.
In Chapter 2, we consider the case of a current sheet which separates two regions of 
antiparallel magnetic field. We examine the dispersive nature of waves which propagate 
along the sheet parallel to the magnetic field using both numerical and analytical 
methods in order to provide a consistent description. Comparisons are made between 
the results of these techniques and the descriptions of similar magnetic structures, such 
as the empty slab model of Edwin et al. (1986). In addition, we briefiy consider the 
effect of the current sheet on waves generated by impulsive events. We also examine 
the isothermal variant of the model. This is likely to be more applicable to the corona 
than the uniform density model.
In Chapter 3, we examine the process of convective collapse in a vertical fiux tube 
located at the photospheric supergranular network, and extending below into the con­
vection zone. We determine the effects on the stability of such magnetic features on the 
model of convection zone used and a number of parameters of each model. Since there 
has been much activity in this area of study, updating and revising ideas introduced 
over fifteen years ago, it is interesting to compare our extensions of those original works 
with the revisions made in the contemporary literature. We examine the similarities 
and fundamental differences between our approach and those made recently.
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Chapter 2
M agnetoacoustic W aves in a 
Current Sheet
2.1 In troduction
Despite the potential for the formation of current sheets in the solar atmosphere, the 
direct observational evidence for their presence is slight. Such features are presumed 
to exist on scales which are smaller than can be resolved using current instruments. 
Eddy (1973) also speculated that the particular conditions under which they might be 
observed could also be restricted; suggesting that they would be most visible when the 
line-of-sight is along the sheet.
Current sheets are known to occur in the E arth’s magnetosphere, particularly at the 
magnetopause: the region separating the domains of magnetic field belonging to the 
Earth and the solar wind. The dynamics of current sheets, particularly at the dayside 
magnetopause and in the magnetotail, play a central role in our understanding of the 
processes governing solar-terrestrial interaction.
In the application of magnetohydrodynamics, models of solar neutral sheets are math­
ematically similar to those used for other phenomena in the solar atmosphere since the 
underlying theory is derived from the study of magnetic slab structures. As a result, 
the study of magnetoacoustic waves in slab-like structures leads to  a common set of
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features in models with the same heritage.
Where the plasma contains a single discontinuity, waves tend to take the form of sur­
face waves where the bulk motion of the plasma is concentrated at this interface in 
the atmosphere. This feature was initially explored by Roberts (1981a) extending an 
analysis of the behaviour of waves in an unbounded medium. This work was further 
developed by Jain & Roberts (1991), who considered the propagation of magnetoa­
coustic surface waves at an arbitrary angle to the magnetic field, and determined the 
extent of penetration on each side of the interface. Where the plasma contains a slab 
or cylinder of plasma which differs from its environment, the possibility arises of body 
waves where the bulk motion is predominantly confined to the structured region. These 
waves were of interest to Roberts (1981b) and developed further in work by Edwin & 
Roberts (1982), Edwin & Roberts (1983) (for the cylindrical case) and Edwin et al. 
(1986) who specifically considered the empty slab case which we introduced in §1.3.4 
and will consider again in this chapter. Edwin & Roberts (1986) explored the proper­
ties of magnetic slabs with regards to impulsively generated waves, and Nakariakov & 
Roberts (1995) included the effect of flows along the slab. It is an established feature 
of the magnetic slab that the motion of the plasma due to the propagation of magne­
toacoustic waves can be either symmetric or antisymmetric; the so-called sausage and 
kink waves.
A third type of wave, the hybrid wave, where the character of the wave is a combination 
of surface and body waves, was introduced by Smith et al. (1997) and Tirry et al. 
(1997). Hybrid waves directly follow from a continuous profile magnetic field instead 
of a discontinuous slab structure.
The direction of work discussed in this chapter follows mainly from the paper by Smith 
et al. (1997) and serves to verify the dispersive behaviour of magnetoacoustic waves 
within the sheet when the direction of propagation is parallel to the direction of the 
magnetic field in the environment. The waves are said to be “trapped” or “ducted” 
within the sheet with only evanescent behaviour in the environment. This is a special 
case of a more general description which was explored by Tirry et al. (1997) for the 
purpose of studying the Alfvén resonances which occur in a current sheet model of this
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type. Radiative, or “leaky” modes, where the disturbance caused by the propagation 
of waves is non-evanescent outside the sheet, are not discussed,
2.2 D erivation  o f th e  linearised wave equation
Magnetoacoustic waves in a structured medium were considered by Roberts (1981a, b). 
The approach taken to investigate the behaviour of such waves was to  consider small 
perturbations to an equilibrium state of a plasma which is permeated by a vertical 
magnetic field Bo{x)ez.
The ideal MHD equations are linearised following our discussion in §1.2.1 by writing
each quantity as the sum of its equilibrium value and the perturbation applied to it,
so that
p{x) = po{x) +  pi(z), p{x) = po(x) + p i(x ) ,
B(x) =  Bo(x) +  B i(x), v(x) =  v i(x ).
The linearised MHD equations are therefore, from equations (1.16)-(1.19):
^  =  - V  • (povi), (2,1)
P o ^  =  - V  fpi +  — (Bo ■ B i) )  +  — (Bo • V) B i +  i  (B i • V) Bo, (2.2)
a t  V Mo /  Mo Mo
^ = V x ( v i x B o ) ,  (2.3)
( ^  +  v i . V p o ) = c ? ( ^  +  v , . V p o ) ,  (2.4)
V ' B i  =  0.
Since there are four equations (2.1, 2.2, 2.3, 2.4) and four perturbed quantities pi, Vi, B i,p i 
then a single equation can be written describing the behaviour of the perturbed velocity 
of the plasma in terms of the equilibrium quantities, as in §1.2.2. We also assume that 
the perturbations to the velocity and pressure will take the form,
v i =  (i;a;(æ), % (æ), % (a;))e'(^+^v+^'^),
where u  is the frequency of oscillations, ky and k  ^ are the wavenumbers corresponding 
to the components of propagation of waves parallel to the y and z axes. Hence we
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arrive at the governing differential equation which describes the perturbations to the 
velocity (see equation (1.33)): 
d Po{x)kl (u^(æ) -  cliJj Vxix) =  0
dx
where the quantity mo(æ) is defined by equation (1.35),
 ^ '  (<=?o+«io)(4o-«?h)
with Cp/i =  ^  being the phase speed along the sheet.
2.3 C urrent sh eet m odel
2 .3 .1  E q u il ib r iu m  c o n f ig u ra tio n
The situation which is to be investigated is that of a current sheet residing between 
regions of opposing magnetic field. The equilibrium magnetic field B is taken to be of 
the form
B(æ) =  Be tanh {x/a) e^, (2.5)
representing a magnetic field that is aligned with the z-axis (unit vector e^) of a Carte­
sian coordinate system. This describes a neutral current sheet with a spatial scale of 
width of order 2u, the field falling to zero at the centre {x — 0) of the ^heet. See Figure 
2 . 1 .
At equilibrium, the total pressure is balanced everywhere,
so that variations in magnetic pressure B^{x)/2po  are balanced by variations in plasma 
pressure p{x). Thus,
where po — p{x = 0) is the plasma pressure at the centre of the current sheet. The 
plasma density p{x) and temperature T{x)  are arbitrary functions of æ. Of special 
importance are the sound speed Cg and Alfvén speed va in the plasma, determined by
p{x) ’ y/Pop{x)
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The adiabatic index 7 is assumed constant; generally we take 7 =  |  or 7  =  2, the latter 
case being considered purely for mathematical convenience.
In terms of the sound speed and Alfvén speed, the equation (2.7) describing pressure 
balance requires that
where Cg(0) is the sound speed at the centre of the current sheet where the plasma 
density and pressure are po and po-
To investigate the magnetoacoustic waves of a current sheet, it is necessary for us to 
make assumptions about the equilibrium distribution of temperature or density. A case 
of particular interest is that when the plasma density p{x) is in the form of the Epstein 
profile:
p{x) — po sech^ +  pe tanh^ . (2.9)
The profile (2.9) describes a density distribution which changes smoothly, on a spatial 
scale a, from po at the centre of the current sheet to pe at large distances (|æ| -4 00) 
from the sheet. Figure 2.2 plots the profiles of B{x)  and p{x).
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Figure 2.1: A representation of a current sheet. The magnetic field B  ~  B q tanh(rc/a)ez 
changes from BgOg as æ —>■ oo to —B^ez as x  —oo over a scale of order a. The plasma 
density changes from po at the centre of the sheet to Pe as |æ| -4 oo with the same 
spatial scale, a.
Figure 2.2: Comparison of a) the magnetic field B — Bg tanh(æ/a)ez and b) plasma 
density p(x) — po sech^{x/a) +  pgtanh^(æ/a) profiles. The external plasma density pg 
is half the internal density po, pe =
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If, in addition, we choose the plasma pressure po at the centre of the current sheet to 
be equal to the magnetic pressure B g/2po far from the sheet, so tha t po = B^/2fio, 
then the equilibrium pressure distribution is
p ( x )  — Po sech^ ,
giving a plasma pressure that falls to zero far from the centre of the current sheet; i.e. 
p { x )  —^ 0 as |æj —>• oo. The sound and Alfvén speeds are then given by
2 , ^  c^O) 2 ^  (=«/«)
sech^ (æ/a) +  ^  ta n lf  {x/aY ^  ^  sech^ (æ/a) +  tanh^ (æ /a)'
where vab — ( B g / p o p e ) i s  the Alfvén speed in the environment {\x\  -> oo) of the 
sheet.
It is also useful to examine the profiles of two other characteristic speeds, the fast speed 
cy, and the cusp (or tube) speed cy, defined by Roberts (1981a) as
Cf{x)  =  ^ c 2 ( x ) + u J ( æ ) ,  c t { x )  =
It is worth noting that in the case when the adiabatic index 7 =  2 and the density 
is uniform, there is a simplification in the expression for the fast speed arising from 
equation (2.8):
c^(æ) +  u^(x) =  c^(0).
Therefore, in such a case, the fast and tube speeds reduce to
Cf {x)  =  VAe,
Cs { x ) v a { x )
c t ( x )  =
VAe
Figure 2.3 compares the characteristic speeds in the regimes where 7  =  |  and 7 =  2 
when the equilibrium plasma density is uniform in each.
2.3 .2  M a g n eto a co u stic  w aves
Following the derivation of equation (1.33) describing the propagation of magnetoa­
coustic waves from the linearised MHD equations in a plasma permeated by a vertical
51
1.2
1.0
0.8
0.6
0.4
0.2
0.0
2 3 50 4 6
<>
0.4
0,2
0.0
5 60 2 3 4
x/a x/a
Figure 2.3: Comparison of the characteristic speeds for the equilibrium current sheet 
in the cases when a) 7 =  2 and b) 7 =  | .
magnetic field, 5o(æ)ez, we consider the case of waves propagating parallel to the field 
with no components in the x  or y directions. The differential equation describing these 
perturbations to the equilibrium discussed in §2.3.1 is the planar equation of motion 
(see (1.40));
p(æ) (c^(æ) +1,^(3:)) ^ 5  ^  -  eg;,) =  0.Cg — Cp/, uj. j
(2.10)
d
dx -ph
Equation (2.10) describes the amplitude % (the x  component of the perturbed velocity) 
for magnetoacoustic waves propagating parallel to the z-axis in a medium structured 
only in the x  direction; Cp/, is the phase speed of the waves and kz is their corresponding 
wavenumber. To be able to determine the form of magnetoacoustic waves which may 
propagate in the sheet, and subsequently their dispersion relation, it is necessary to 
solve this differential equation and satisfy two boundary conditions, usually at a: =  ~oo 
and X ■= 00.
However, instead of solving equation (2.10) for both æ < 0 and æ > 0, it is possible to 
apply a boundary condition at æ =  0 in order to select the parity of the solution: if the 
parity of the solution of % is even then we are describing a kink mode, if it is odd then 
we are describing a sausage mode. These terms are based on visualisation of solutions 
of perturbed velocity in slab structures where the conditions inside the slab differ from 
those in the environment and are illustrated in Chapter 1 (see Figure 1.4).
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The boundary conditions at æ =  0 are as follows:
, 0 (sausage mode)
«x(0) =  'i , (2.11)
constant (kink mode)
dx
constant (sausage mode)
(2 .12)
I 0 (kink mode)
Far from the centre of the sheet (|z| oo), the perturbed velocity is required to 
tend to zero, since we are interested in discussing magnetoacoustic waves which are 
predominantly confined to the sheet. Therefore, the following boundary condition is 
imposed,
■y.'c(oo)=0, (2.13)
which in conjunction with the boundary conditions at æ =  0, applies equally to the 
solution as æ —^ —oo.
There is no prescribed method for solving equation (2.10) analytically. However, there 
are approaches to obtaining a description for the dispersion of waves in the sheet 
without actually obtaining analytic dispersion relations valid for the entire range of 
eigenvalues. The wave equation can be solved numerically using, for example, shoot­
ing or finite element codes. Alternatively, approximation methods can be employed 
to determine the dispersive nature of the waves in specific regions of the dispersion 
diagram.
It is worthwhile to examine the wave equation to limit the range of eigenvalues to 
be explored to both save computation time and to avoid numerical problems with 
singularities.
The outer boundary condition specified in equation (2.13) produces a constraint on the 
maximum value of the phase speed. As -  —> oo, the wave equation has the form 
d
dx
2
Pe'^Ae dx +  (eg;, -  %(æ) =  0,
where VAe is the Alfvén speed at a distance from the centre of the sheet.
The solution at an infinite distance from the centre of the sheet is therefore dependent 
on the sign of the term (cg;^  — v \ ^ .  Since the solution must have an exponential form
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in order to satisfy equation (2.13), the phase speed cannot exceed the external Alfvén 
speed.
As noted by Roberts (1981a), equation (2.10) is singular at one or more values of J  when 
the phase speed is equal to or less than the maximum possible tube speed. This restricts 
the numerical analysis described in the following section to values of the phase speed 
between the maximum tube speed and the external Alfvén speed, CTmax < Cph < ^Ae- 
For waves propagating at an angle to the field, the situation is further complicated by 
the presence of Alfvén resonances.
2.4 N um erical approach
The initial method used to numerically solve equation (2.10) was tha t employed by 
Smith et al. (1997), namely that of “shooting” from the inner boundary to the outer 
boundary, beginning with the solution defined at the inner boundary and choosing 
eigenvalues in order to satisfy the outer boundary condition. The inner boundary 
conditions select the symmetry of the solution as indicated in equations (2.11, 2.12).
To enable the numerical integration involved in this process, equation (2.10) is written 
as two coupled first order equations.
('^a (^) -  cg/J !/2(æ), (2.14)
mi":;!
dæ /(æ) -  ^ ^
The functions, /(æ), yi(x),  and y2 (cc) are defined as the following:
f (x) = p(x) (c^ (æ) + 4(*)) 3-,
m(^) =
y2(x) =
Therefore, the function yi (x) is also the total pressure.
54
The shooting code is run for two cases with differing adiabatic index: the 7 |  case
is regarded as the case which most closely models a real plasma; the 7 =  2 case is 
used to compare with the approximations in §2.5 made possible by using this value 
of the adiabatic index. In both cases the unperturbed density is taken to be uniform 
throughout the plasma. The dispersion diagram is produced in either case by searching 
for acceptable solutions along lines of constant phase speeds of Cph ~  CTmax and 
Cph ~  VAe, taking into account the restriction on the possible values of the phase speed. 
Additionally, solutions are sought along a line of constant wavenumber, kz 0.
The dispersive nature of magnetoacoustic waves are qualitatively similar in both cases, 
with similar features occurring but having differing positions of modes. Both exhibit 
‘fundamental’ modes and ‘fast’ modes similar to those seen in the empty slab model of 
Edwin et al. (1986).
Generally, the fundamental sausage and kink modes originate at the points (0, cxmax) 
and (0, VAe) respectively. They asymptote to a value of the phase speed corresponding 
to the speed at which the sound and Alfvén speeds cross. This is
Vc = "UAe • (2.16)
For 7 =  2, the relevant value is Vc — vab! ^ ,  whereas for 7 =  | ,  the crossing speed is 
Vc =  "UAe\/5/ll PS 0.674vAe> The fast modes each have distinct cut-offs where the phase 
speed equals the Alfvén speed and asymptote to the same speed as the fundamental 
modes.
In models such as the empty slab, where the tube speed is zero throughout the slab, 
slow modes are suppressed. However, it is clear that slow modes may occur in this 
particular configuration since the tube speed is generally non-zero, except at the points 
æ =  0 and x = ± 00. However, these slow modes lie below the slow continuum which 
exists at the maximum tube speed. The modes which emerge from this continuum 
asymptote to the same speed as the fundamental modes.
The convergence of the phase speeds of pairs of kink and sausage modes with increasing 
wavenumber is due to the shape of the eigenfunction solutions when found numerically. 
The inner boundary conditions are still satisfied, but the velocities at the centre of
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the sheet become indistinguishable for the kink and sausage modes on the normalised 
eigenfunctions since they are negligible when compared to the maximum perturbed 
velocity for each mode (Figure 2.8).
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Figure 2.4: The dispersion diagram for magnetoacoustic waves propagating parallel 
to the magnetic field in a one-dimensional neutral sheet with Harris profile. Plasma 
density is uniform, and the adiabatic index 7 =  2. A solid line indicates a sausage 
mode, a dashed line indicates a kink mode.
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Figure 2.5: Detail of the dispersion diagram in Figure 2.4.
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Figure 2.6: The dispersion diagram for magnetoacoustic waves propagating parallel 
to the magnetic field in a one-dimensional neutral sheet with Harris profile. Plasma 
density is uniform, and adiabatic index 7 =  | .  A solid line indicates a sausage mode, 
a dashed line indicates a kink mode. The horizontal dot-dashed line represents the 
maximum tube speed in the sheet.
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Figure 2.7: Detail of the dispersion diagram in Figure 2.6.
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2.5 A nalytica l approaches
The numerical approach outlined in §2,4 to the mathematical problem of solving equa­
tion (2.10) with the associated boundary conditions (2,11, 2.12, 2.13) is subject to 
numerical error resulting from a number of sources:
1, The original second order equation is singular at one or more points if the eigen­
value corresponding to the phase speed is chosen to be equal or less than the 
maximum tube speed in the sheet. When rewritten as a first order system of 
equations, straightforward numerical integration is therefore impossible for eigen­
values in this range; for eigenvalues close to this lower value, integration is still 
unreliable. This singular nature manifests itself as large gradients in the horizon­
tal velocity, %(a;) (or 1/2(3;)) generated by equation (2.15), An analytical method 
is required in order to explain this singularity; this is explored in §2.6,
2. At large values of dimensionless wavenumber, kza Z$> 1, large gradients again 
play a part in the first order system, for ^  in equation (2.14). Such large values 
of wavenumber correspond to small wavelength perturbations to the plasma. In 
order to verify the asymptotic values of phase speed, some form of approximation 
theory is required, WKB Theory (Bender & Orszag (1978)) is employed in §2.7 
to achieve this.
3, For values of the phase speed close to the ceiling value of the external Alfvén 
speed, the equation (2.14) acts to decrease the gradient in the variable, yi{x). 
This effect is more extreme if the wavenumber is small, kzCb 1, therefore making 
it difficult to satisfy an outer boundary condition at a finite distance from the 
inner boundary. The problem of resolving modes in this part of the dispersion 
diagram is approached semi-analytically in §2.8.
4. It is generally difficult to numerically resolve the phase speed of propagating 
waves for small dimensionless wavenumber, kza <C 1, due to the numerical prob­
lems mentioned above. Such small values of wavenumber correspond to large 
wavelength perturbations to the plasma. It is useful to be aware of the phase
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speed of such pertubations since large lengthscale phenomena are more likely 
to be detected by observations. Two approaches to the problem of finding the 
dispersive nature of waves in the long wave limit are discussed in §2.9.
2.6 Singular nature o f th e  w ave equation
The wave equation (2.10) is singular at one or more points when the eigenvalue cor­
responding to the phase speed is less than or equal to the maximum tube speed in 
the current sheet. Note that the presence of this singularity can be interpreted as a 
limitation in our mathematical description of the current sheet. It can be removed by 
adding a term to the indnction equation (2.3) describing the diffusion of the magnetic 
field through the plasma, which is not present in our ideal description. Alternatively, 
one may employ a method such as that used by Tirry et al. (1997), which is to in­
voke diffusion of the field in the layers containing the singularities in the model. The 
equation of motion in the current sheet is, for a uniform density plasma,
,2
A .
d x
We rewrite this equation in the form
where for 7 =  2,
v U 4 - o i û  ■
Let us examine the function using a Taylor expansion about x t , the point at
which the tube speed equals the phase speed CTmax =  Cp/u
( r  ”  ^ph =  +  (3; — Xt)c^ (x t)  +  - 2 ^^ ^  (3^’t ) ^  — Cp/i-
We may determine the derivatives of the tube speed at Xt -
c r  ( 3 ; t )  =  0» c y  (x t ) =  —
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Therefore, close to x t , the tube speed and its derivative are:
cr — ^ph — — ^ ( 3; — 3:^)^, Cj. =  —v\J^x — Xt ).
Hence, we can write the functions p{x) and q{x) for the region close to the singular 
point as
For a regular singularity, we require that
(x — x t ) p ( x )  is finite,
X ^  XT
(æ — XT)^q(x) is finite.
X XT
On inspection of p(æ) and q(x) from (2.17) we see that these criteria are satisfied for the 
values of Cp^  ~  CTmax we consider. Therefore, we can see that the numerical approach 
of §2.4 is likely to experience difficulties as a result of this regular singularity.
2.7 W K B  T heory
Smith et al. (1997) reduced the wave equation to canonical form. In this form, it is 
clear that for large values of the dimensionless wavenumber, the equation is in the 
regime of the WKB approximation method.
The canonical form of equation (2.10) is
( '^' +  K^ (æ)(A =  0, (2.18)
where the function k ( x )  is defined by the expression,
K^(æ) =  —k^
I d /  dp/dx d(cf)/dx d{c^)/dx d{cf ) /dx \
2 dx \  p c} " ^ 4 -  4 , 4  -  cl^ )
1 (d p /d x  d{c))/dx d{c^)/dx d{c^,) /dxŸ  
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For kza >  1, the function, k?{x ), is approximated by the first term  if CTmax < Oph 
since no singularities will occur over x. W ith this large parameter form of the equation 
assured, the following solution is supposed for the equation:
4> ~  exp +  Si{x) (2.20)
where S is defined as
5 ~  -—  <  1.kza
Substitute this into the canonical equation.
/ ‘5'o(æ) , 5*0 (æ) +  Si{x)
%(o;) +  5'i(æ) =  0 .— 771 (æ) exp
Order the terms with respect to the exponent on the small parameter, 5, producing
Sl, {x f  -  (v^(x)  -  /  (^c}(x) (4 (æ) -  =  0 (2-21)
SH(x) + 2S;,(x)S{(x) =  0 
5^(2:) +  Sj(x)S'i(a:) =  0.
Taking the equation (2.21) for the highest order of magnitude, the function, S'o(æ), can 
be determined:
^ , /" (4(3:) -  4 /,)^/^(c;(æ) -  cg/,)l/2
=  J
However, in the form (2.20), the first term in the exponent will be dominant, so it is 
only necessary to write the solution as
{v\(x) -  cg/J(c^(æ) -  4 )
c X 3 :) ( 4 ( 3 ; ) - 4 )
1/2
dx I +
+  B  exp
1
~ s J o
{v\{x)  -  4 )(c|(æ) -  4 J
4 ( ^ ) ( 4 ( 3 : ) - 4 J
1/2
dx
The eigenvalues corresponding to large values of wavenumber are given by the following 
condition (see Appendix A.l) on the exponent in which the small parameter, j ,  has
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been replaced by the appropriate large parameter, kza.
,a f
J x
1/2
d æ  =  n i r  +  0 ( 1 / kza), (2.22)
where n  =  0, 1, 2,3....
The coordinates, xi  and æg, are the lower and upper limits of the region in which the 
solution is oscillatory. For large values of wavenumber, the solution is oscillatory when 
m^(æ) < 0. Therefore, eigenvalues can be determined numerically using equation (2.22) 
iteratively until the condition is satisfied, or further approximations can be made. The 
numerical approach is used in §2.8 to examine the locations of fast wave cut-offs.
For values of the phase speed close to the asymptotic speed of the fundamental modes, 
it is possible to write the squares of the characteristic speeds as linear approximations 
about the asymptotic speed. The asymptotic speed is the speed Vc a t which the sound 
and Alfvén speeds cross (see (2.16)). For 7 =  2, this is Vc = Then
c^(æ) =  4 e  Q -  ^ (3; -  æc) +   ^(3; -  Xc)"^  ^ + . . .
, 4(3:) = 4e 2^ ÿg “ 3!c) -  -  (œ -  a'c)^  ^+ .. •
, 4(3:) = 4e ( J -   ^(® “ +. . . .
Rewriting the eigenvalue equation (2.22) in terms of these expansions, using the change 
of variable s = x — Xc, the integral result (2.22) is simplified to
1/2
1 +
- 1 /2
d a  =  n T T .
If the term s^/ ^2^  — I  j  is presumed to be sufficiently smaller than one, then the 
second root can be expanded using the binomial theorem:
fco I 2 ^  -  r
c l i j
1/2
— a
^ -  1/ 2)
d a  =  UTT.
Call the left hand side of the equation 7%,
I l =  kza "ph
à e
—  a
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,2 \ 2  \  1/2
where the redefined limits are:
5% — 0[j\ ± V 2   for above/below Vc,
V  4 e /
S2  = X2  — Xc =  T \/2  ---- — ^ for above/below Vc.
\2  '^AeJ
It is convenient to split I i  into two expressions, Iia and / 15:
r, ,  =  (^2^ _  0  1 /  (2  ( i  -  -  a j
The integral in Iia can be solved using the substitution, s — a/2  — 1/2^ sin0,
which changes the limits to:
The expression is evaluated to
Ue ^7 V ^ Ae
Similarly, the integral in In,, can be solved using the substitution s = V5 — 1/2 j sin 0, 
giving
The expression is therefore
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This simplifies to two cases where the expression must satisfy the eigenvalue equation 
(2.22). When the phase speed has the property, Cph >
^ph 2 2 "ph _  £ 2
=  n.
Consider the case when the term, is negligible compared to the term.
2 ( 2%^ — 4 We obtain the following condition,
4/1
Ue
n.
Using 2 ^  -  1 py 1 then
^ph
0,2
Ae 2/  kza
Thus the phase speed Cpu
Since the dimensionless wavenumber kza )§> 1, the binomial theorem can be used to 
expand the outer root:
„ _  1 «Ae /  «
When the phase speed has the property, Cph < a similar result is obtained:
VAe VAe (  n
Therefore, an expression for the phase speed for dimensionless wavenumber kza 1 
can be written:
1 ^  1 
Cp/i «  ± - (2.23)V2 23/4 \ k ^ a )
where the +  sign indicates modes above the crossing speed % and the — sign indicates 
modes below the crossing speed.
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Figure 2.9 shows the dispersion curves which are predicted by equation (2.23) where it is 
clear tha t this description of their behaviour is accurate for values of the dimensionless 
wavenumber, kza ^  1. Comparing the values of the phase speed for the fundamental 
modes and the first four fast and slow modes gives an idea of how accurate the WKB 
approximation has been.
Table 2.1 indicates the difference in values for the phase speed obtained using the WKB 
approximation and the shooting code at a given value of wavenumber. It is worthwhile 
considering the limitations of the expansion used in equation (2.22). At a value of 
kza fa 50, there will be correction terms which were not considered, of approximate size 
0(1 / k za)  fa 0.02vAe> I t  could be argued that the values of dimensionless wavenumber 
produced by the two methods agree within 2% with two main objections:
1. The binomial expansion about the asymptotic phase speed for the fundamental 
modes implies tha t the phase speed is approximately equal to the asymptotic 
speed. For higher order modes, this assumption is increasingly less valid. For the 
fast mode cut-offs, numerical integration without this assumption is employed 
(§2.8).
2. The locations of the modes are not symmetric about the asymptotic phase speed 
of the fundamental modes. Since the integral in equation (2.22) is evaluated 
close to this asymptotic speed, the influence of the denominator, which results 
in a singular point in the wave equation (2.10) when Cph — CTmaxi is neglected. 
Clearly, the existence of this slow continuum affects the location of acoustic modes 
to a greater extent than it affects fast modes.
A higher order expansion would be required to verify the agreement with additional 
accuracy.
It is also evident from Figure 2.10 that the solution profiles of the fundamental kink 
and sausage modes converge with increasing wavenumber. This is reflected in their 
convergence on the dispersion diagram (Figure 2.8).
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n CphfvAe (WKB) Cph/vAe (shooting)
-4 0.538759 0.568425
-3 0.561313 0.582746
-2 0.588067 0.601657
-1 0.622933 0.629227
0 0.707107 0.707074
1 0.791281 0.794742
2 0.826147 0.831730
3 0.852900 0.859630
4 0.875454 0.882492
Table 2.1: Comparison of the phase speeds obtained at wavenumber kza = 49.9 for the 
mode by each method.
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Figure 2.8: Comparison of the profiles of a) the fundamental kink, and b) the funda­
mental sausage mode, at kza = 50 obtained using shooting with the equivalent WKB 
solution profiles.
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Figure 2.9: Dispersion of the modes predicted by the WKB approach for adiabatic 
index j  — 2 and uniform density.
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Figure 2.10: Comparison of the WKB solution profiles of a) the fundamental kink, and 
b) the fundamental sausage modes at various values of the dimensionless wavenumber.
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2.8 Fast waves
A feature of dispersive behaviour in magnetic structures such as the magnetic slab 
is tha t pairs of kink and sausage modes exist between the internal sound speed and 
the external Alfven speed. Such modes have been shown to occur in the Harris pro­
file current sheet (Smith et ah, 1997). Although these modes have been reproduced 
qualitatively using a shooting code, it is regarded as necessary that their cut-offs at 
the external Alfven speed be determined more rigorously. Using WKB theory as in 
the previous section, it is possible to achieve this for large values of the dimensionless 
wavenumber, kza 1, and comparisons with large wavenumber cut-offs obtained with 
the shooting code are then possible.
Beginning with the canonical wave equation (2.18) in a structure with uniform density 
and an adiabatic index 7 =  2, the coefficient in equation (2.22) can be approximated 
for kza 1 by
Ac^ (æ)
and the equation of motion becomes
[v\{x) -  chJ{cl(x) -  e^,,)
-  4 (®))
(4k  -  4 (^ ) )
4>{x) = 0.
For large values of the dimensionless wavenumber, )§> 1, it is possible to use the same 
result as in the previous section; that of the constraint in equation (2.22). However, 
this result will be used to constrain the wavenumber instead of the phase speed as 
before. We rewrite this as an equation for kza:
kza = nn
L
X2
X'l
{v\{x) -  c^/,)(c^(æ) -  c%)
%  -  4 (3;))
dx
Setting the value of the phase speed to be the external Alfven speed, Cph =  VAe, we use 
values of æi =  0 and rc2 =  00 to obtain
k^a — ThTT
i :
W e -  4 ( ^ ) )  W e -
(n2Ae
dx
- 1
The integral is evaluated numerically. However, for practical reasons, either the upper 
limit needs to be fixed at a finite value or the phase speed must be chosen to be less
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than the external Alfven speed. For convenience, the integral is evaluated for values of 
0.999 < Cphl'^Ae < 0.9999 since this represents a range of values over which the use of 
the shooting code is unreliable.
The resulting set of fast cut-offs are shown in Figure 2.11. Clearly, the accuracy of 
the predicted locations of the modes increases with wavenumber. However, it does not 
provide separate information for each mode.
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Figure 2.11: The dispersion diagram for magnetoacoiistic waves as in Figure 2.4 with 
semi-analytically determined fast wave cut-offs. The dot-dashed represents the bound­
ary above which the cut-offs are determined semi-analytically.
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2.9 Long w ave approxim ation
It is of interest to consider the general equation of motion (2.10) written in the form 
used by Rae & Roberts (1983a), namely
d
dx 7 ? (æ )^  -  k'^e{x)va:{x) (2.24)
where r]{x) and e(æ) are defined as
e{x) =  p{x){v\{x) -  c^/J
4 ( 4  -  %
ih
Rae & Roberts (1983a) suggested that a solution of the following form would lead to a 
dispersion relation for large wavelengths, i.e. when kza C  1,
Vx{x) = i^p±{x) exp{-=fkzm±x)\ (2.25)
the subscripts denote the value of the relevant function at =boo. The quantity m±  is 
defined slightly differently to the function m{x) used in previous sections:
Lim ,2 2/ \
“  ± x  -J- ±00 *™ (4 -
Thus:
(2-26)
In the case of the model outlined in §2.3.1, with adiabatic index q — 2 and uniform 
density, this simplifies to
It is necessary to normalise the functions 'ip±{x) so that the solution ‘yæ(®) has the 
correct decaying behaviour at a; =  ±oo. We select the following values:
Substituting the form (2.25) into the equation of motion (2.24), redefines the differential 
equation in terms of ij;{x):
 ^(î?(æ)^±(æ)) =  ±kzm±  (2?7(æ)'0±(æ) +  77'(æ)^±(æ)) +  fe^^±(æ) (e(æ) -  ??(æ)m|) .
(2.28)
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In order to deal with small values of kza expand the functions ip±{x) in terms of powers 
of kza\
‘ip±{x) = +  kzi)^±{x) +  kl i j j ^ \ x)  + ----  (2.29)
Substituting the power series solution (2.29) into the differential equation (2.28) yields 
an equation which can be treated in the usual manner for small perturbations:
A .
dx (??(æ) (x) +  kijj^^  (x) + {x) + •••))
= ±km± (2r}{x) (^^^\x) + kip^^{x) + k'^ 'ip±^ (æ) + ...) + 
+  ?/(æ) (iJ± \x )  +  k i)^ \x )  +  k'^ip^\x) +  •••)) +
+  ( i ) ^ \ x )  4- (a:) +  (æ) +  . . . )  (e(æ) -  7]{x)ivAj •
We order in terms of powers of kza. For zeroth order,
A
dx
This is satisfied if
{p {x )iI ) A A ) )  = O'
“0^^ =  1, iP 'A A )  =  0, (2.30)
and this is guaranteed by (2.27).
For first order,
^  {r}[x)'4)A A ) )  — ± m ±  (2t]{x )'i/ ) 'Ai^) +  ^^(4 '0± ^(4) •
This is simplified to
When X  = ±oo, 'ip'A = 0, so that the constant Ci — =F?'?'^ ±’?±- Thus,
and
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For second order, we have
^  (r){x)ip'Ai^)) =  ^2?7(æ)0^^^(a;) +7?'(rc)0£^(a;)) +  (e^x) -  77(æ)m|) i>^i\x).
Using the result (2.30), that i j j^ \x )  — 1, we obtain
=  m i  ( ; ^  ( l  -  dœ) + ^  (e(x) -  ^ (x )m i) dx.
Integrating by parts to simplify the first integral: (æ)dæ =  r]{x)'ijj^\x) —
J±ooV{x)'ip^A TkG equation for :iow expressed only in terms of rj{x)
and e(æ).
( 4 4  /± + I L  - # )  4
î?(æ) J±oo
Having determined the first three terms in the power series, the solution can now be 
written as
%(æ) Rj expTkzni±x  4: kzm± J  ^1 -  dæ +  .. .^ .
Rae & Roberts (1983a) use the fact that the solutions obtained for '0+(æ) and 0_  (æ) 
are the same to impose a further condition, namely that the Wronskian of the two 
solutions is zero,
W  =  0.
This can be rewritten as
0 + 0 -  -  0+0L -  k{m+ +  ?n_)0+0_ =  0.
They also give the second order approximation to this equation as 
0+^^ -  ij /A  -  (m+ +  7 n _ )  +
+  k +  0+^^ -  0 + ^ 4 -^  -  0 ? ^  -  (t^H +  ?n_) ^0$^  ^+  0 -^ )]  =  0,
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and reduced it to
(m+?7+ 4- m - p J )  +  k m + m -
L  (' £  (' - # )
r-O
+
+  k [e_ — e(æ)] dæ -  ^  [e+ — e(æ)] dæj =  0. (2.31)
In the model described in §2.3.1, with the additional constraints of 7 =  2 and uniform 
unperturbed density, the fmictions, p{x) and e(æ) can be written as
, , (4 e seclf æ tan lf a; -  c^/4
 ^^ Bech^æ -
e{x) = X -  clf,,
with values at æ =  ±00 of rj± = v \^  and e± = v\^ — 4 .^
Equation (2.31) is reduced to the following form for this model,
2m +77+ 4- /c2;m^77+ f  ( l  — d x-^kz  [  (e+ — e(z)) dx = 0. (2.32)
J—oo \  V\^)  ^ </—00
In the neutral sheet problem in which the dispersive behaviour of trapped waves is to 
be described, the phase speed must not equal or exceed the external Alfven speed. In 
order to determine the approximate dispersive behaviour for large wavelength magne- 
toacoustic waves, it is instructive to set a value for the phase speed slightly below the 
upper limit, Equation (2.26) provides a value of rr?{x) at ±00 of
Hence, it is now possible to determine the behaviour of kz as Cph —> vas- Equation 
(2.32) simplifies to
2df^g 4- kz5‘^ v\^ j  ^1 -  j  dx-\-kz J  (v\e ~  4 e  tanh^ x^ dx =  0,
and leaves one integral to evaluate,
77(æ)2Ôv\e  4 -  kzÔ'^VAe J  (^  ~  )  ^X +  2 k z v \e  =  0 -
After some simplification, the above equation reduces to
r+ o o  f  sech^æ ftanh^æ — l)  \
J = «• (2 33)
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As d —> 0, the first two terms become zero, with the second decreasing more rapidly 
than the first. However, it is necessary to prove that the integral remains finite. Since 
the fmiction sech^ætanh^æ has the range [0, |] , the inclusion of the d term in the 
denominator will act to increase the value of the integrand so tha t it has a magnitude 
which is less than tha t of a function with only d^  as the denominator:
sech^æ ^tanh^ x — 1^ sech^æ ^tanh^ æ ~  1 j  
sech^ætanh^ æ — (1 — d^)*^ d^
Integrating the larger function,
- > + 0 0  seclr'*^  ^tanh^ x — 1^  i  r+oo/TO O 1 UfcLUU U, J. I I sech'^xdx.
The integrand of this result is smaller than the function, sech^x, so instead integrate 
this function to obtain the upper bound
1 /’+“  , 2 J 2— / secmxdx =  --pr. 
d^  /_oo d^
Therefore, the second term in equation (2.33) is finite. This implies tha t the condition 
can only be satisfied iî kz -+ 0 as Cpj^  -+ This is the fundamental kink mode cut-off.
The fundamental sausage mode is assumed to have a cut-off at the maximum tube 
speed when the wavenumber kz = 0. It is possible to repeat the above analysis to 
show that kz -+ 0 as Cph -+ cxmax) but it may be more appropriate to show how this is 
possible without the long wave approximation.
Consider the wave equation (2.24) when kz = 0. In this case, the equation is simplified 
to
d r
=  0A  dx 
.2 „,2provided that the quantity (c^ ^^  — u^J% (x ) is finite for all x. Integrating this produces 
the equation
where C\ is an arbitrary constant.
rx  2
% (^ ) — ^0 4" C l I -, rd x ,
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where Cq is an arbitrary constant.
In the case previously discussed when 7  =  2 and the unperturbed density is uniform,
c^(æ) -
% W - C o  +  C i ^
-'ph
where the value of C\ is different to that in the general case.
For the sausage mode, the boundary conditions to be solved are given in equations 
(2.11) and (2.13). Therefore, Co =  0 from the inner condition. The outer boundary 
condition determines the constant C i, since
roo c? fx ) —
Va;(oo)=Ci /  2 t \-----\ -à x .  (2.34)
h  4 (^) -  ^ph
The condition in equation (2.13) that Ua,(oo) =  0 implies that either Ci — 0 or the 
integral is zero. A non-trivial solution requires that Ci ^  0. For a phase speed above 
the maximum tube speed in the sheet, the integral yields a positive infinite result. 
For phase speeds equal to or below the maximum tube speed, the denominator of the 
integrand will be zero at at least one value of x. For Cph =  CTmax, this is denoted by 
X — XT (the singular point examined in §2.6). Below the maximum tube speed, there 
will be two such points. In the region of this singular point, the integrand is negative, 
possibly allowing the total integral to yield a negative infinite value. To explore this, 
the integration range is split into three;
Jo 4 W - 4 m a x  Jo 4 w - 4 m a t t  4 ( 4  “  4nM,a;
.+  I 4^ —xt+6x ”  ^Tmax
Note that the second of these integrals yields an infinite value. The sign of this infinite 
number is determined by the integrand: for x < x t ,  it can be shown tha t Cg(x) >  c^ ^ a x  
and c|i(x) < c^^ax^ so that the integral yields a negative infinite result. The third 
integral, since the upper limit is infinite, yields a positive infinite result because the 
integrand is positive throughout the range of integration. The first integral produces a 
finite result which is negligible compared to those from the other integrals.
Although this analysis gives an idea that for =  0, the phase speed will equal the 
maximmn tube speed for the sausage mode, a more rigorous treatment is required.
77
Rewriting equation (2.34), placing a finite upper limit x = D on the third integral.
L
xT~Sx Cg(x) — c;ph
4 ( 4  -  i4h
dx +
+
fXT+Sx C^(x) ctjx)  -  cl^
J x t - 6 x 4 M  -  Cp/i  ^ J x T + S x  4(^) -  Cp/i
dx (2.35)
The object of this formulation is to obtain an equation linking the phase speed to the 
limit as D —> DO.
The second integral in (2.35) may be approximated by using an expansion about the 
point x = XT'-
c2(æ) Rj ^ ( x  -  XT), 4 M  -  ^  -  a:T)\
noting that CTmax — ^  for the 7 — 2 case.
The third integrand in (2.35) approaches a value of one as x —)• oo so we may approxi­
mate it by writing
/ dx.
JxT+Sx
Lim Lim
(D ~+ oo JxT+Sx 4  (a*) ~ ph D -+ OO ô
Since the first integral in equation (2.35) is negligible in the limit D 
outer boundary condition becomes
Lim
D -+ oo
rXT+Ôx I  -  ^ ( a ;  -  Xt ) -  (yhl'^Ae ^ A  
JxT-Sx l - i i ^ - X T ) ^ - ( y h / ' ^ A e  ^ '.'C7'+5.r
oo, then the
=  0.
Let us simplify this equation
Lim
D -+ oo
-  \/2
ccT+5a^_ 2 » )  r _______________________
v \ ^ )  JxT-Sx ( j  — 2 ( |; , /4 e )  — (® ~  ®r)
.TT+fe (æ -  x t )
-dx
oTT-fa: (  ^ -  -  (x -  XT)2
dx-j- D — (xT +  dx) =  0.
Noting tha t for Cph > CTmax  ^ we find tha t |  < 2 ^  so tha t the denominator on each 
integrand may be written as the sum of two positive numbers. Hence the standard 
integral f  ^a^jgdx =  tan“  ^ |  can be used. Since the second term is integrated to a
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logarithmic function of (x — x t Ÿ  &nd yields zero when evaluated at its limits then we 
obtain
Lim _  (1 -  2 % M e )  
( 2 4 . / 4 ,  -  1)1/2 2 tan
- 1 dx D  ~  Xt  — Sx  — 0.
We may discard the last two constant terms, since they will be negligible in the limit 
as D -4 oo, however the first term must still be comparable to D  so tha t the equation 
is satisfied. Hence, we require that
Lim Lim (1 "  ^
-> o o ^  -  4 ,  ^  %  ( 2 4 . / 4 ,  - 1)1/2
Therefore, as D -4 oo, the arc-tangent term needs to tend to an infinite value. This 
is achieved for -+ ^  as the arc-tangent function tends to a constant value, C2, 
but the multiplying factor tends to an infinite value. This gives the result that when 
kztt = 0, the fundamental sausage mode has a phase speed of CTmax =
2.10 D iscussion  o f d ispersive behaviour
The dispersion diagram obtained with the adiabatic index 7 =  2 and uniform equi­
librium density exhibits obvious similarities to the diagram obtained for 7 =  | .  It 
is clear that, despite obvious differences in the quantitative features of the dispersive 
behaviour, the qualitative behaviour as described above is the same. This indicates a 
robustness of the physical model which is not present in other magnetic configurations. 
For example, the field-free magnetic slab of Edwin et al. (1986) exhibits fast body waves 
between the internal sound speed, Cgo, and the external Alfven speed, VAe (Figure 1.6). 
When the adiabatic index 7 =  2 and the plasma density is uniform, these characteristic 
speeds will be equal, suppressing such waves. It is the absence of intermediate sound 
and Alfven speeds which causes this suppression. The neutral sheet outlined in §2.3.1 
has continuous profiles for these speeds which allow fast waves at the same adiabatic 
index. However, these waves are not pure body waves, but have the properties of both 
surface and body waves. Smith et al. (1997) refer to such waves as hybrid waves.
There is generally good agreement between the dispersive behaviour determined numer­
ically and the approximate behaviour found using the analytical methods employed in
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§2.5. However, it is important to note that this is only for the regimes of large wavenum­
ber »  1, high phase speed Cph ~  vae and small wavenumber «C 1 outlined in 
tha t section, although the dispersive behaviour of the waves in the central part of Fig­
ure 2.4 is realistic given that the extremities of the diagram are well described by the 
approximations.
For the fundamental modes, and the fast waves generally, there is also good agreement 
with the results presented in Smith et al. (1997). It is the appearance of the modes 
emerging from the slow continuum lying at the maximum cusp (tube) speed which are 
a new feature of the model.
The information obtained about the x  component of the velocity perturbation can
be used to describe the behaviour of the magnetic field, gas pressure, temperature,
density, and any other quantity which is described by the initial set of equations. The 
interesting quantities to note are the velocity, density, gas pressure, magnetic field and 
temperature, which are generated by the following set of equations, simplified versions 
of those found in Roberts (1981a) for the case of the neutral sheet with Harris profile.
The longitudinal component of the perturbed velocity is given as
propagation being purely in the x-z  plane. The perturbed density is
Cpk dpo
dx^^-
The perturbed gas, magnetic and total pressures are given by
dpo 2
-  POVa  ^  ,
and the perturbed magnetic field components are
%  =  By =  0, = (Bo(æ)%).
C p^ ( jJ  CL%ü
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Figure 2.12: Velocity oscillations Vxi.Vzi for the transverse (æ) and longitudinal {z) 
components in the current sheet, for adiabatic index 7 — |  and uniform unperturbed 
density. Case a) the fundamental kink mode at kzCL = 1.98, with Cph — 0.72uAei b) the 
fundamental sausage mode at kza = 2,00, with Cph = 0.64u^e.
The perturbation in temperature is
^  m f p ip o - p o p i \
 ^ k Vpo(po + P i ) /  "
The profiles of the perturbed quantities are plotted for the fundamental kink and 
sausage modes, both taken when the dimensionless wavenumber has the value kza PS 
2.0. Smith et al. (1997) used this to compare the nature of each mode, classifying 
them as fast or slow waves depending on the phase difference between the perturbed 
pressures. In both cases, it is clear from the expression (2.36) tha t the transverse and 
longitudinal oscillations in the perturbed velocity will be out of phase by
Figure 2.12 shows the forms of the perturbation to the velocity for the fundamental 
kink and sausage modes at approximately the same wavenumber, in agreement with 
Smith et al. (1997). Similarly, the forms of perturbations to the pressure, density and 
temperature are shown for the fundamental kink mode in Figures 2.13 and 2.14, and 
for the fundamental sausage mode in Figures 2.15 and 2.16.
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Figure 2.13: Oscillations in the perturbed pressures (total p n ,  gas pi and magnetic 
Pmi) ill the current sheet for adiabatic index 7 =  |  and uniform unperturbed density, 
for the case of the fundamental kink mode at kza = 1.98, for which Cph = 0.72vAe-
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Figure 2.14: Amplitude of oscillations in a) the perturbed density and b) the temper­
ature in the current sheet for adiabatic index 7 =  |  and uniform unperturbed density, 
for the case of the fundamental sausage mode at =  1.98, for which Cph = 0.72vAe-
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Figure 2.15: Amplitude of oscillations in the perturbed pressures (total, gas and mag­
netic) in the current sheet for adiabatic index 7 =  |  and uniform unperturbed density, 
for the case of the fundamental sausage mode at k^a — 2.00, for which Cph — 0.64i»yie‘
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Figure 2.16: Amplitude of oscillations in a) the perturbed density and b) the temper­
ature in the current sheet for adiabatic index 7 =  |  and uniform unperturbed density, 
for the case of the fundamental sausage mode at kza — 2.00, for which Cph =  0.64.
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2.11 Isotherm al case
2 .11 .1  O verview
The isothermal neutral sheet with Harris magnetic field profile is a variation on the 
previous case. This case has wider applicability to the solar corona than the uniform 
density model previously discussed since we would expect the atmosphere in which the 
current sheet resides to be tenuous and therefore optically thin.
In the previous case, the density was prescribed in the Epstein form with the internal 
and external densities as free parameters. W ith these set to appropriate values, the 
additional choice of the adiabatic index set the relative values of the internal sound and 
external Alfven speeds. In the isothermal case, the Epstein profile is not prescribed, 
but occurs as a natural consequence of using the Harris profile for the magnetic field 
and taking the sound speed to be isothermal. It is then necessary to set the adiabatic 
index, and the relative values of the sound and Alfven speeds. This is achieved by 
selecting a known value for the plasma beta in the relevant situation.
A similar approach is taken to that for the uniform case: the relevant expressions for 
the unperturbed properties of the plasma are derived, then applied to a numerical 
model.
2 .11 .2  D eriva tion  o f  p rop erties
As in §2.3.1, the equilibrium magnetic field is again taken to be B(æ) =  Be tanh |ê z .
The equilibrium condition on the total pressure is written in terms of the sound and
Alfven speeds as
— 4  +  # 4 .  tanh^ -  =  C  (2.37)7 2 ^ <2
where pe and vab the density and Alfven speed of the plasma at g — oo. The 
constant C  in equation (2.37) can be determined by setting ^ =  0 or ^ =  oo. This 
produces the following expressions:
P o |  =  C, +  - C ,
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with Po — p(a; =  0) being the density at the centre of the sheet.
Therefore, the internal and external densities can be related by the expression
This allows us to choose which quantities we wish define and which are to be deter­
mined. It is convenient to set the external Alfven speed, internal density and sound 
speed, and determine the external density for the chosen values. The sound speed is 
itself determined from the external Alfven speed by the expression for the plasma beta,
Rewriting equation (2.37) using either definition of the constant, leads to the density 
profile of equation (2.9); that is,
p{x) =  Po sech^ 4- pe tanh^ .
This can also be written in the form given in Edwin & Roberts (1988),
Prom the magnetic field and density profiles, the profile for the Alfven speed can be 
written as before:
=  p, s e c h ^ i)  +  P . t e C i  ( f  ) •
Since the sound speed is constant, then the tube speed may be defined using
Pqc% sech x/a-\- peC-fe t&nh x /a
For the region f  > 0, this has one minimum at ^ =  0 and one maximum at ^ =  oo. 
The maximum tube speed is given by the expression
4((X)) =  (2.41)
' ^Ae
When the phase speed is below this then singularities occur in the system of equations 
used to numerically determine the solutions of equation (2,10) as before. As |  oo
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then equation (2.10) becomes
, 2 (c2o -  4k) -  4k)
■'ph
Since, for confined waves, the perturbed plasma velocity Vx must be zero at an infi­
nite distance from the sheet, it is necessary to determine eigenvalues that satisfy this 
condition. Equation (2.42) has non-oscillating solutions as long as
{ 4 o - 4 M e - 4 h )  ^
To determine the allowed values of Cp/^ , it is necessary to decide on the value of the 
plasma beta since this will determine the value of the sound speed relative to the 
external Alfven speed. We may choose a typical coronal value oî j3 = 0.01 so it is only 
necessary to decide on the value of the adiabatic index. Although it is often convenient 
to use 7 — 2 in order to make analytical work easier, we shall use the more realistic 
value of 7 =  | ;  this also allows a direct comparison with the work of Smith et al. 
(1997), Therefore, the sound speed is related to the Alfven speed by c^o =  VAe^
Figure 2.17 presents the form for the sound, Alfven, fast and tube speeds, along with 
the density in the sheet under isothermal conditions. Using this diagram, it is possible 
to determine where allowed modes may occur on a dispersion diagram, and where it 
may be difficult to numerically integrate the differential equation (2.10). It is clear that 
the tube speed is always less than the value of the sound speed, therefore the condition 
for trapped waves (2.43) requires that such waves are allowed only for the following 
ranges of phase speed:
^ph ^  ^Tej <^ sO)'^ Ae>
C T e? CsO ^  Cph <C a A e -
However, the equation (2.10) still has singular points where the phase speed equals 
the tube speed. This makes a description of the dispersive behaviour in the region 
Cph < CTe difficult for the shooting method used in §2,4. However, it is possible to 
determine the dispersive nature of waves in the region c@o < Cph < VAe and this is 
shown in Figure 2.18, Verification of the locations of the fast waves is performed as
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before by using WKB theory. Since the application of the theory is much the same as 
in the non-isothermal case (see §2.8), only the results are presented. In Figure 2.19 we 
see that the cut-offs at the external Alfven speed are predicted well by the application 
of WKB theory.
Therefore, it is clear tha t the isothermal version of the current sheet allows much 
the same form of dispersive behaviour for the fast modes as in the previous uniform 
density case. The phase speeds of these modes decrease with increasing wavenumber, 
falling to the speed where the Alfven and sound speeds cross. However, there is no 
fundamental sausage mode ascending from the sound speed at PS 0 . This is similar 
to the coronal case discussed by Edwin & Roberts (1982) where the dispersive nature of 
magnetoacoustic waves in a slab was determined for coronal conditions. Whereas Edwin 
& Roberts found fast body waves between the internal and external Alfven speeds, we 
instead find modes between the constant sound speed and the external Alfven speed. 
This is in agreement with their general rules for finding waves in a slender slab since 
waves are permitted to propagate with phase speed max(cso, vao) < Cph < VAe>
87
a0.8
0.6
<
0.4
0.2
0.0
2 3
x / a
1.0
0.8
0.6
0.4
0.2
0.0
2 3 540
x /a
Figure 2.17: Profiles for a) the sound, Alfven, fast and tube speeds for the isothermal 
sheet when the adiabatic index 7 =  | ;  b) the plasma density
o
o
00
d
CD
d
d
CN
d
q
d
54320
k^Q
Figure 2.18: The dispersion diagram for trapped waves above the sound speed (repre­
sented by the dot-dashed line) in the isothermal current sheet when the adiabatic index 
7  =  | .  Sausage modes are represented by solid lines, kink modes by dashed lines. The 
line of maximum tube speed is indistinguishable from the sound speed on this scale.
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Figure 2.19: Comparison between the dispersive behaviour of fast waves in the isother­
mal sheet (with 7 =  | )  determined numerically (for ^  < 0.999) with that obtained 
using WKB Theory (for ^  > 0.999). The horizontal dot-dashed line ^  =  0.999 
separates the modes found using each method.
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2.12 C om parison w ith  th e  em p ty  slab m odel
The empty slab model, which we introduced in §1.3, was investigated by Edwin et al. 
(1986) along with other models for the purpose of studying the possibility of impulsively 
generating wave packets in slab structures. This model is comparable to the current 
sheet model outlined in §2.3.1 in that both describe a field-free region separating regions 
of oppositely directed magnetic field (Figure 1.5). The dispersive behaviour shown 
in Figure 1.6 is qualitatively similar to that obtained in Figure 2.6, both dispersion 
diagrams showing pairs of modes (sausage and kink) representing fast body waves 
close to the external Alfven speed, descending in speed to some characteristic speed 
of the model. In the case of the empty slab, this is the internal sound speed; for the 
current sheet, it is the speed at the point where the Alfvén and sound speeds are equal 
(see Figure 2.3). Both models exhibit a pair of fundamental modes at long wavelengths: 
a kink mode which originates at the external Alfvén speed and a sausage mode which 
originates at the maximum value of the tube speed in either model; the tube speed is 
identically zero in the empty slab.
The continuous profile for the magnetic field used in the current sheet model allows 
modes between the maximum tube speed and the crossover speed mentioned above, 
whereas in the empty slab only a fundamental sausage mode exists in the equivalent 
region on the dispersion diagram.
In a dispersive medium there arises the possibility of guided waves, excited by an 
impulsive source, being transmitted through the medium as wavepackets, e.g. by a 
reconnection event (Rijnbeek et ah, 1991). The behaviour of impulsively generated 
waves has been discussed in the context of the solar corona by Roberts et ah (1984), 
using the dispersion diagrams of Edwin & Roberts (1986). Roberts et ah were primarily 
interested in the impulsive generation of fast waves in coronal loops and the standing 
waves of a coronal loop. The magnetic cylinder model they used allowed the lowest 
order sausage mode with phase speed between the internal and external Alfvén speeds 
to exhibit dispersive behaviour compatible with that required for the formation of 
wavepackets. Numerical simulations of impulsively generated waves were later carried 
out by Murawski (1994) verifying the qualitative description obtained by Edwin &
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Roberts. The theory of impulsively generated fast waves in coronal arcades has also 
been investigated by Oliver et ah (1998). Since models of magnetic structures tend 
to share common characteristics, the results obtained in the empty slab model have 
counterparts in the modes which propagate in the current sheet.
The possibility of wavepacket generation arises as a result of an extremum in the 
group velocities for any particular mode of the dispersion diagram. In the case of the 
magnetic cylinder considered by Edwin & Roberts, the extremum was a minimum for 
the lowest order sausage mode. In the case of the Harris sheet, it is the fundamental 
kink mode whicli exhibits similar characteristics (see Figure 2.20a). However, for the 
fundamental sausage mode which propagates above the maximum tube speed and below 
the crossover speed Vc (2.16) we find a maximum in the group velocity (see Figure 
2.20b).
Suppose an excitation generates many frequencies in a mode which is observed at 
a distance z  ~  h from the source; the mode which we consider has a minimum in 
the group velocity at a frequency such as that shown in Figure 2.20a. The
phase information for the component of the impulse which propagates with the external 
Alfvén speed arrives first at a time — , followed by other components with frequencies 
less than this is the periodic phase. At some later time the components
corresponding to frequencies greater than begin to arrive, and are superimposed 
on others propagating at the same phase speed; this is the quasi-periodic phase. Finally, 
at time the component propagating with the minimum group velocity arrives, and 
the disturbance seen by an observer subsequently decays, oscillating with a frequency 
this is the decay phase.
This description of three distinct phases was first given by Pekeris (1948) in determining 
the ducting of sound in an ocean layer. Roberts et al. (1984) showed that the same 
description applies to magnetic waves in the solar corona.
However, if the mode which we consider has a maximum in group velocity at as
in Figure 2.20b, then the frequency component propagating at this maximum velocity 
arrives first at time with the components from frequencies either side of
arriving later; a quasi-periodic phase. At time the high frequency components
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should cut-off, with the low wavenumber components arriving until > this is the 
periodic phase., during whidi the disturbance decays slowly in amplitude. This produces 
an effect which is not quite the reverse of that seen for the faster kink mode; the quasi- 
periodic information arrives first so tha t the wavepacket arrives without the precursor 
of a periodic phase.
In the coronal context, a plasma with low /?, the isothermal model of §2.11 provides a 
more appropriate framework for discussing impulsively generated waves than the uni­
form density model we have applied here. However, the mode spectra for these models 
are only superficially similar, making our descriptions of wavepacket-like behaviour 
inapplicable to the coronal case. However, our description of the response of the fun­
damental kink mode to impulsive events is qualitatively similar to that found for slabs 
in a low (3 environment. However, oscillations in polar plumes observed by DeForest 
& Gurman (1998) with speeds of propagation consistent with slow or acoustic waves 
exhibited quasi-periodic behaviour
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Figure 2.20: Plot of dimensionless group velocity ^  against dimensionless frequency
for adiabatic index 7 =  |  and uniform unperturbed density for the fundamental kink 
and sausage modes.
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2.13 D iscussion
The current sheet model employed in this chapter is a logical extension to the slab 
models which are increasingly used to interpret observations of oscillations in the so­
lar atmosphere, most notably in coronal loops. However, the increased realism and 
flexibility of this model has made simple analytical modelling difficult. In this chapter 
we have employed both numerical and analytical approximation methods in order to 
describe the behaviour of magnetoacoustic waves propagating along a sheet parallel to 
the direction of an external equilibrium magnetic field, for the case of a plasma having 
uniform density at equilibrium, and for adiabatic indices of 7  =  |  and 7  =  2.
The dispersion diagrams of §2.4 are in good agreement with those obtained by previous 
work (Smith et ah, 1997). Since the numerical method we employed did not attem pt 
to deal with singularities in the governing equation of plasma motion, the diagrams do 
not show the slow modes which propagate along the sheet. However, in the coronal 
case, such modes are weakly dispersive and therefore do not support the propagation 
of wavepackets. The dispersive behaviour close to the extremities of the dispersion 
diagrams proved to be problematic for om* numerical method, therefore we turned to 
approximation methods to determine the nature of wave propagation close to these 
limits.
Since the features in the dispersion diagrams resembled those found in the empty slab 
model, it proved useful to compare our results with those of Edwin et al. (1986). The 
modes between the maximum tube speed in the current sheet and the so-called cross­
ing speed occur as a result of the continuous magnetic field profile in the equilibrium 
structure and do not obviously follow from an understanding of the empty slab, al­
though similar behaviour occurs in other slab models (Edwin & Roberts, 1982). The 
response of the fundamental modes to an impulsive disturbance may be of interest to 
observers who can use this information to identify the type of waves propagating in 
a magnetic structure. The fundamental kink mode, being a fast wave in nature, has 
received most attention as a means of transporting energy. The fundamental sausage 
mode also exhibits a group velocity profile which is consistent with the formation of 
wavepackets except that the extremum in group velocity is a maximum, giving a subtly
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different form to the disturbance which may be observed. This feature of the sausage 
mode is also present in the empty slab model. However, the effects of the sausage mode 
on an impulsive disturbance may be insignificant in comparison to tha t due to the kink 
mode, or there may be a combined effect.
We considered the propagation of magnetoacoustic waves in an isothermal current sheet 
as a case which is more applicable to the solar corona. In agreement with Edwin & 
Roberts’s (1982) rules for allowed speeds of propagation in a coronal slab, we found fast 
waves propagating between the constant sound speed and the external Alfvén speed. 
We verified the cut-offs at the external Alfvén speed using WKB theory as for the 
previous case.
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C hapter 3
C onvective Instability  in a Thin  
Flux Tube
3.1 In troduction
The determination of field strengths in the magnetic flux elements of the quiet solar 
photosphere is a fundamental problem in solar physics. Both numerical models and 
stability analyses have been employed to account for the range of field strengths de­
tected in both the supergranular network and the intranetwork regions. Flux elements 
in the intranetwork have typical field strengths of below 500 G (Lin, 1995; Solanki et ah, 
1996) and fluxes of between 10^ ® Mx and 2 X 10^  ^ Mx (Wang & Zhang, 1999), whereas 
elements in the supergranular network generally have field strengths between 1-2 kG 
(Stenflo, 1973; Solanki, 1997; Goodman, 2000) and fluxes of between 2 x 10^^  Mx and 
10 ®^ Mx (Solanki et al., 1996; Wang & Zhang, 1999). There is no established theory to 
explain the coexistence of these two field regimes, although the intranetwork fields can 
be interpreted as belonging to structures with typical equipartition field strengths in 
the photosphere (200-400 G (Solanki et ah, 1996)), where magnetic energy balances the 
kinetic energy of convection. Weak fields in the intranetwork have also been explained 
in terms of a weak collapse scheme or as a shallow flux concentration (see review by 
Rutten (1999) and references therein).
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Pe
Figure 3.1; Equilibrium representation of a thin magnetic flux tube containing plasma 
of temperature To and pressure po in a field-free environment with temperature Tg and 
pressure pg.
Flux network elements are assumed to be in the form of intense magnetic flux tubes 
with diameters 300 km or less (Stenflo, 1973; Muller, 2000). Such thin tubes are 
typically described and modelled by the form shown in Figure 3.1, with the plasma 
within the tube having physical properties which are often sharply distinct from those 
of the environment; e.g. it has been found tha t photospheric network bright points are 
coincident with magnetic structures such as flux tubes (Title et al., 1992).
The process of convective collapse (Parker, 1978; Spruit & Zweibel, 1979; Spruit, 1979; 
Roberts k. Webb, 1978) has been proposed as a mechanism for producing kilogauss 
field strengths whereby cool material in the upper reaches of a flux tube moves down 
towards the lower, super-adiabatically stratified, regions of the tube, thus allowing a 
compression of the upper parts under the action of a confining external plasma pressure. 
Such a mechanism has been modelled extensively using stability analyses of the thin 
flux tube equations (Webb & Roberts, 1978; Spruit & Zweibel, 1979; Hasan, 1986) and 
numerical models (Hasan, 1985; Takeuchi, 1993), and the theory has been supported by
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recent observations (Solanki et al., 1996; Lin & Rimmele, 1999). Generally, such models 
produce photospheric field strengths of around 1500 G for fiux tubes with depths of 
5000 km.
There has been some debate as to which boundary conditions should be used in the 
modelling of convective instability in photospheric flux tubes. Takeuchi (1993, 1995) 
proposes that the selection of a closed boundary, where the velocity of the plasma 
is zero, at the base of the tube introduces an artificial nonlinear oscillation which is 
not supported by the observational evidence of an upper limit of 250 ms~^ for the 
average velocity within the tube; see Solanki et al. (1986), although velocities up to 
800 ms~^ have been proposed (Grossmann-Doerth, 1996). However, Rajaguru & Hasan 
(2000) argue that such overstability is a result of radiative exchange between the flux 
tube and its surroundings, and not the choice of a lower boundary condition. The 
upper boundary condition is generally taken to be closed (i.e. velocity zero); however, 
in certain cases an alternative condition, such as temperature derivative being zero 
(Hasan, 1985), may be employed. The location of the upper boundary is taken at the 
reference level z — 0 (rsooo =  1) in the atmosphere surrounding the tube by Webb & 
Roberts (1978) or is placed in the low chromosphere, from z =  400 km (Hasan, 1985) 
through to — 1000 km (Hasan, 1986; Takeuchi, 1999). (Note tha t some authors 
adopt the convention of z < 0 for the region above the reference level and a: >  0 for the 
convection zone.)
In §1.4 we outlined the general approach to describing convective collapse in a vertical 
thin flux tube without restricting discussion to a particular model. At this point it 
is necessary to consider in more detail models of photospheric flux tubes extending 
into the convection zone, in order to be able to compare the results of this theory 
with measured or inferred properties of actual flux tubes. Analytical solutions to the 
governing thin tube equations are not possible for a realistic model. Therefore, we 
select a model whidi is a compromise between realism and simplicity.
Earlier attempts to model convective collapse have “built in” an overlying atmosphere 
extending to around 1000 km above the reference level and incorporate the chromo- 
spheric temperature minimum, although this will vary for each particular flux tube
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(Goodman, 2000). Hasan (1984, 1985) uses the VAL/SP model of Spruit (1977); Ra­
jaguru & Hasan (2000) use the model adopted by Hasan & Kalkofen (1994), which 
is a combined model of Spruit (1977) and Vernazza et al. (1976) in its initial state. 
Takeuchi (1995, 1999) uses Unno et al.’s (1985) model of the convection zone and Gin- 
gerich et al.’s (1971) model for the photosphere. These models are all broadly similar 
in that they each contain strongly superadiabatic structure in the 100 km below the 
reference level z  = 0. This is the important element which defines the phenomenon we 
wish to describe.
In addition to these considerations, it is useful to be able to re-derive earlier work using 
a simpler model and then test more complex models against this. Gonsequently, in §3.3 
we examine the model used by Webb & Roberts (1978) where the temperature of the 
atmosphere is assumed to increase linearly with depth and, following their example, 
apply a local approximation. This linear model is further discussed in §3.4 when it is 
compared to the model convective atmosphere of Spruit (1974).
The numerical approach provides a complementary view to tha t provided by the use 
of WKB theory in §3.5, where we apply a large parameter expansion to the governing 
differential equation describing the velocity in a thin flux tube in temperature balance 
with its surroundings. We consider both the linear and convective atmospheres.
Both of these approaches initially assume that the temperature of the plasma inside 
the flux tube is equal to that of the surrounding atmosphere, thus simplifying the linear 
stability analysis. We later remove tha t assumption and examine in §3.6 the effect of a 
temperature imbalance. We do not attem pt to consider the effects of radiative transfer 
between the tube and the environment (see the treatment by Rajaguru Sz Hasan 2000). 
However, note that in numerical models which incorporate radiative effects, the flux 
tube is initally in temperature balance with its surroundings (Hasan, 1985).
We include the effect of a temperature imbalance balance between the flux tube and its 
surroundings. The assumption that the flux tube is the same temperature as the sur­
rounding atmosphere is commonly made by authors as an initial condition in a numer­
ical analysis of the convective collapse problem; the internal and external temperatures 
developing according to the particular set of thin tube equations and radiative effects
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included. Although we do not follow the evolution of the collapse process, the stability 
of a hot or cold tube relative to the environment is of interest, not least because it 
raises questions about the equilibrium state of the stratified atmosphere.
In §3,7, we consider the effect of an overlying atmosphere, employing both an isothermal 
layer and an atmosphere which incorporates the observed temperature decline to a 
mmimum, using part of Vernazza et al.’s (1976) model for the photospheric region. 
By adding this layer above the convection zone, we are better able to compare our 
observations on the stability of flux tubes with those models which include a built-in 
atmosphere.
Taking into consideration all of these effects on stability, many models of fiux tubes 
are possible. We therefore need to retain as much generality as possible to describe 
convective instability.
Before embarking on an examination of the stability of flux tubes in each class of model 
that we consider (linear temperature, model convection zone, temperature imbalance, 
overlying atmosphere), it is useful to consider what we might expect to find from 
comparisons between the various models.
1. Since the model convective atmosphere includes a strongly superadiabatic layer 
with a thickness of around 100 km, we might expect tha t fiux tubes residing in 
such an medium are more susceptible to an instability than those in the atmo­
sphere described by a linear temperature profile.
2. Although the linear analysis presented here will not be able to resolve the issue of 
whether the standing oscillations found for a closed tube (Takeuchi, 1993, 1995) 
are artifacts of the model, the boundary conditions at the top and base of the 
tube are expected to have important consequences for the stability of the tube.
3. The process of convective collapse is initiated by a cooling of the material within 
the tube at the photosphere, leading to a downfiow. Therefore, a flux tube which 
is cooler than the surrounding atmosphere may be considered to be in the process 
of convective collapse. We should expect that magnetic fields at the photosphere 
required to suppress this instability would be stronger than is the case for a tube
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in temperature balance with its surroundings.
4. The effect of an overlying atmosphere, although included implicitly in previous 
models (Hasan, 1984, 1986; Takeuchi, 1993, 1995, 1999), is not initially included 
here. The effect is introduced in §3.7, and may be interpreted as the lengthening 
of a given flux tube, thereby making it a candidate for instability at increased 
field strengths where otherwise it would have been stable.
3.2 Background
Taking the model presented in Chapter 1 (see §1.4), and the governing equation for 
motions in the flux tube (1.102) derived in §1.5.2, we may describe the phenomenon 
of convective collapse from the point of view of an instability resulting from a linear 
perturbation to the equilibrium state (Webb & Roberts, 1978; Spruit & Zweibel, 1979). 
Since the process of convective collapse may involve flux tubes which are not in tem­
perature balance with their surrounding atmosphere, it is useful to first of all define 
quantities which will describe this temperature imbalance.
The internal pressure po and density po are related by the barometric relation (1.54),
dpo
The ideal gas equation (1.9) relates these quantities to the temperature within the tube: 
P o { z )  = ^po{z)To{z). The external field is assumed negligible and the equilibrium 
imposes total pressure balance, viz.
where B q{z ) is the vertical component of the magnetic field strength. Since the external 
atmospheric pressure pe is also stratified according to
dpa
where the suffix “e” denotes an external quantity, an equation relating the field and 
densities follows:
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This equation holds for arbitrary temperature profiles.
Introduce the internal and external scale heights, Ao(z) =  kTçi{z)/mg and
Ke{z)  =  k T e { z ) / m g ,  and relate the temperatures in the two regions by introducing the
quantity A(z), the difference between the external scale height and the internal scale
height,
A(z) =  Ae{z) — Aq{z). (3.2)
We rewrite the pressure balance equation (3.1) using the ideal gas equation (1.9), 
pressure balance equation (1.57), and the temperature relation (3.2):
Tz
Webb & Roberts (1978) suppose that the temperature difference between the tube and 
the surrounding atmosphere is larger for stronger fields within the tube, and introduced 
a quantity r(z)  to describe this difference.
In terms of A, we have
(3 5)
In order to indicate that the field has some connection to the temperature imbalance, 
the quantity r  is then related to the ratio of the magnetic pressure to the external gas 
pressure,
where 0 as a constant of proportionality; we require |^| <  1, and for a cool interior 
û > 0 .
Eliminating r(z) between equations (3.4) and (3.6) provides an equation which can be 
used to relate the field, gas pressure and radius of the tube.
Substituting equation (3.2) into equation (3.1),
dz y 2/Lto /  Ao(z) y 2 j io  
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which, through use of equation (3.6), yields
1 dBo{z) _  { 1 - 9 )  
B q{z) dz 2Kq{z) '
(3.7)
Since Ao(z) =  and (from the ideal gas law) To(^) =  Ç S r î l ’ equation (3.7)
Po(^)T
u i^aoin m lu i b ; ± q \ z ) —
becomes
1 dBpjz)  _  ( 1 - 9 )
Bq{z) dz  2po(^)
Finally, using equation (1.54) to remove the density dependence, we obtain
1 dB p(z) _  ( 1 - 0 )  1 dpo{z)
B q(z) dz 2 po(z) dz
integration of which gives the result
go W  (1 -  e ) , m W
Bo(0) 2 '“ po(0)'
Hence,
Bl{z)  =  Bg(0) ( I . (3.8)PoW V
Po(0)/
The magnetic field is directed mainly along the z axis and flux is conserved through 
any given surface. This is expressed by the relation rQ(z)Bo(z) — ro(0)Ho(0), where 
ro(z) is the radius of the tube at a given height z above the reference level z — 0. Webb 
& Roberts (1978) take z =  0 to correspond to the optical depth rsooo — l i n  the solar 
atmosphere. Using relation (3.8) to relate the radius of the tube to the gas pressure at 
a given level, we obtain
^o(^) ~
or in terms of the pressure,
ro(z) Po(z)'"Ki-^). (3.9)
3,3 Local approxim ation
Consider a flux tube with the same temperature as the surrounding atmosphere. We 
may employ equation (1.102) to describe the perturbed velocity in an arbitrarily struc­
tured atmosphere by choosing a suitable profile for the pressure scale height, A q( z ) .  It
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is convenient to use a profile which allows an analytical solution to be obtained. In a 
tube with a range of depths in which physical quantities such as the scale height and 
Brunt-Vaisala frequency do not vary greatly, we may employ a local analysis by re­
garding these parameters to be constant. Our starting point is the differential equation 
(1.103), rewritten in the form
d^v 1 dv 1
dz^ +  (3.10)
where
n \ z )  = N S ^ ( l  + ^ ] .  (3.11)
s^Q ^AOJ
We assume a locally constant atmosphere, which is comparable in many respects to an
isothermal atmosphere, and apply the boundary conditions for a  tube of finite depth:
v{z  =  0) =  0, v(z — —d) — 0. (3.12)
Therefore, the general solution
v{z) =
of (3.10) can be rewritten in the form
v(z) — A  ,
now satisfying the condition f) =  0 at z =  0. The constants Ai and A2 are the roots
1 /  1 / X 1
=  ■ (3-13)
For convenience, we write A^ g^ =  l/(4Ao) =t iA^, where
An =  I
Cj.Q V J 16Aq j
Consider a finite depth tube for which the boundary condition v{—d) =  0 is imposed. 
Thus,
A  =  0.
This implies that
sin (And) =  0,
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and so
X ^ d — n7T, (3.14)
for integer n. Therefore, the solution describing the perturbed velocity in the tube is
v{z) = ,
for arbitrary constant Â.
Returning to equation (3.13), which links the exponents of the solution to the frequency 
of the modes, and equation (3.14) which links the exponents to the depth of the tube, 
we note that Ai — Ag — 2iXa- Combining (3.13) and (3,14) by writing
and
\2
(A i -  A2 )  -------
equating these two expressions gives the dispersion relation
+  (3.15)
Instability occurs for < 0; therefore, equation (3.15) provides a condition on the 
depth d of the tube for each mode n  (=  1,2,3, ■ * •) to be unstable:
,2 , / , 1 \ 2
^  +  (3-13)
It is useful to know whether the tube is unstable for the mode at a particular depth, 
so rewrite inequality (3.16) as an expression for
If the quantity O^/c^q +  l/(16Ao) > 0 then the expression for d^ is
^  “ fiV4o + l/16Ai’ (3' ’^’)
which clearly cannot be satisfied. However, if +  1/(16Aq) <  0 the inequality
will be reversed, and the condition for instability to occur is that
2 / ,  ,g \
|nV4o + i/i6Ag|' ( )
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The requirement +  l/(16Ag) < 0, implies that
4^**0 (1*4) 4  <« <’-“)
this condition can be satisfied by setting the gradient in the pressure scale height, Ag, to 
be appropriately large and negative. Hence, the tube is unstable to convective collapse 
if its depth d exceeds a critical depth d* defined by
=  |n V 4 l + l / l G A g | '  (3-20)
The critical field strength Ho(0) at the photosphere (z — 0) necessary to suppress 
instability may be determined for a given depth of tube. Rearranging inequality (3.16) 
the condition for stability is
(OVc|.o) +  ( l / 16A i ) > - : ^ ;
in terms of B q(0) and the external pressure pe(0), with pressure balance in the photo­
sphere, we obtain
5^(0) > -^toPe{0) ( 1 ^  +  A i) /  |^ 2 !î^ o (P ) +  ^ j  (3.21)
The field strength Hq(0) must exceed the critical value found from inequality (3.21) in 
order for the tube to be stable. Figure 3.2 displays the critical field strength for tubes
of various depths, with various pressure scale height gradients at the photosphere. It
differs from that in Webb & Roberts (1978) and in §3,4 in that the critical fields calcu­
lated here are higher than those in the previous work. Hence the local approximation 
over-estimates the magnetic field strength required to suppress convective collapse.
There has been comment by Takeuchi (1993, 1995, 1999) tha t the lower boundary 
condition (3.12) causes the artificial generation of standing waves in the fiux tube. It is 
therefore worth reconsidering the lower boundary condition. Instead of requiring that 
D =  0 at z =  —d, we require that the gradient in the perturbed velocity be zero at the 
base of the tube:
^(z =  0) =  0, 'D'(z =  -d )  =  0. (3.22)
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The corresponding solution to the velocity equation which satisfies these boundary 
conditions is
with
i){z) =  sin ( ("  / — )  . (3.23)
And =  ( — — j 7T. (3.24)
The depth d must satisfy the following condition for instability to occur in the tube,
In terms of the field strength Bo(0) the condition for stability in the tube is that
B U o) > -MoPe(O) +  A i) /  j ' (» -V 2 ^ '^ A § (0 )  ^  j  (3.2G)
The critical field strengths for fiux tubes with the same parameters as those used 
for Figure 3.2 are shown in Figure 3.3 for tubes with an open lower boundary. An 
immediate observation to be made is that the tube with open boundary conditions is 
more susceptible to instability; the critical field strengths determined in Figure 3.3 are 
higher than those determined in Figure 3.2, for given depth d. An open tube is less 
stable than a closed tube.
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Figure 3.2: Marginal stability curves (w  ^ — 0), representing the boundaries between 
regions where there are unstable <  0) modes in the flux tube and where there are 
only stable {uP' > 0) modes. The curves are calculated according to equation (3.15), 
using the local approximation with various values of Aq (=  —0.20, —0.25, —0.30). The 
use of closed boundary conditions suppresses motions at both the base and the top of 
the tube. The region of instability lies above each curve. The vertical dot-dashed line 
at B q 1.8 kG corresponds to the maximum field strength allowed in the tube, beyond 
which the internal plasma pressure would fall to zero at some location.
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Figure 3.3: Marginal stability curves representing the boundaries between regions where 
there are unstable modes in the flux tube and where there are only stable modes, for 
Aq =  —0.20, —0.25, —0.30, determined using the local approximation. The boundary 
conditions suppress motions at the top of the tube but allow motion through the base. 
Unstable modes exist above each curve. The vertical dot-dashed line represents the 
maximum field strength allowed in the fiux tube.
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3.4 N um erical so lu tion
3 .4 .1  B ackground
Consider the ordinary differential equation governing the velocity in a thin tube without 
the assumption of temperature balance between the tube and its surroundings (see
equation (1.102))
—  ^ (  f e ) '  _ E o _  ^  ,
I  4o Bo H o )  dz
+ + B'n (^o ) _  ^ 0 f) =  0.
-sO -®0/ \CgQ Bq/  y 2^^ 0 
This equation can be solved numerically for arbitrary descriptions of the convection 
zone by rewriting it as two first order equations. The ordinary differential equation is 
first written in Sturm-Liouville form
(3.27)
obtaining for the general case of the tube which has a different temperature to the 
surrounding atmosphere, viz.
f  PQCro 
d z  \  B q d z j
+
ÜJ
Bo +
£ro _  
4 o  5^
Here the functions a(z)^r{z) and q{z) are defined as
_ Po(z)4o(z)
r{z) = Po(^)
Bo(z)'
■0 =  0. (3.28)
(3.29)
(3.30)
X _  Po(^)4o(^)
4 o W  d z \B Q { z )  c^o(z) +
\B o{z)  4 ( z ) /  I 4 o W  9
(3.31)
The model we use provides us with the external pressure Pe{z), density Pe{z) and tem­
perature Tg (z) as functions of depth. We consider the temperature difference between
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the tube and its surroundings, AT(z) =  Tq(z) — Te(z), and the photospheric magnetic 
field strength Bo(0). It is necessary to outline how quantities inside the tube are deter­
mined from these parameters. Note that since we assume tha t the mean particle mass 
771 is equal inside and outside the flux tube, then the temperature difference is related 
to the quantity A as defined in (3.2) by the equation
AT(z)  = - ^ .
kb
The external pressure scale height is given by the expression 
and the internal scale height Aq is
Ao(z) -  -  A ,(4  ( l  +
The photospheric internal pressure po(0) at z — 0 is
p o ( 0 ) = P e ( 0 ) - ^ ,
and the internal pressure at a height z is thus
Po(z) =  po(0) exp (-n o (z )) ,
where no(z) is defined as
no(z) =  [  
Jo
dz'
A o (/) '
The form of the pressure may cause numerical problems in deep tubes since the value 
it takes for suitably large negative z may exceed the external pressure imposed on the 
model. We need to ensure that this does not happen. The magnetic field at a height 
z, ideally found by applying the pressure balance condition (1.57) at that height, may 
be related to pressures in the photosphere through the functions no(z) and ng(z),
Bg(z) =  2pope{z) ^1 -  ^ ^ e x p ( u e ( z )  -  no(z))^ .
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The internal scale height can be used to determine the internal sound speed Cgo(2), and 
the internal density p{z)  can be determined through
The Alfvén speed vao{z ) may be found at a given height,
B^{z)
The Brunt-Vâisâlâ frequency (see (1.66)) is
9AT (^z) =
The tube speed squared, 4 q(z), is simply
4o(^) =
The internal pressure, density, magnetic field and Alfvén speed at a given height z 
depend on the photospheric value for the magnetic field strength, and therefore cannot 
be determined in advance. However, the sound speed is determined from the pressme 
scale height and can be computed.
In the case of a tube in temperature balance with its surroundings, so Aq — Ag, the 
ordinary differential equation (3.28) simplifies to
A
dz
exp
. 2  Vo
dz'
Ao(z').
N^[z)
dv
+  1
2 /
exp j: Ao(y)j u =  0,
where the functions used in the Sturm-Liouville form (3.27) are
dz'
r (z ) =
cr(z) =  exp 
1
-  /2 Jo
exp
Ao(zQJ
1 dz'
- f. 2 Jo A o(z').
9 (2 )
\N S {z ) A  Arg(z)l r 1 dz'  1
Cyo(z) I 2jc{Q (z)j exp .~2 J'0 Aq(z').
(3.32)
(3.33)
(3.34)
(3.35)
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We introduce two variables to separate the ordinary differential equation into a system 
of coupled first order equations,
ui =  cr(z)
dv
dz'
V2 =
Therefore, the system of equations to solve is
dvi
dz = -{u^r{z)  -  q{z))v2,
d V 2  __ V i
dz a{z) '
(3.36)
(3.37)
We solve this system of equations to find unstable modes < 0 for a chosen model 
atmosphere and various values of tube depth and initial field strength in the tube. 
To begin, it is helpful to determine the minimum value of allowed by the ordinary 
differential equation.
Webb & Roberts (1978) apply a sufficient condition for stability to the Sturm-Liouville 
form of the equation.
q{z) > 0 for all z, —d < z < 0 (3.38)
This simplifies to the condition for the temperature-balanced tube, for —d < z < 0, 
1 1 4 (Q ) ^ 0(2) ( 2 ^  4 ( 0 )
2 7 T 4 o (o ) 7 4 o (o )
>  0 .
(3.39)
W ith (r(z), g(z), r(z) > 0, it follows that >  0 since we require that 
cj^r(z) — g(z) > 0. However, when q{z) < 0, unstable modes may occur.
We look for a lower limit for in preparation for our search for unstable modes < 0. 
We define a critical frequency Wo(z) =  q{z)/r{z) above which modes will occur:
^ 0(2) — -^o(2)+4o
d f  Bo{zy g
+
dz\B o(% ) 4 (2)
9 \  {  4 o ( 2 ) '  ^ 0  ( 2 )/^ 0 (2 ) ' ,
\Bo{z)  4 ( z ) /  I 4o(2)
For the temperature balanced tube, the critical frequency is
Jl  f 4(0) , Aq(2) [2 , 4(0)
2 7  \  J  - u ^ Q ( O )  7  U  ^ A o ( O )
(3.40)
(3.41)
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We require the minimum value of this function over all z. In order to solve the differ­
ential equations (3.36) and (3.37) over the domain of interest, it is necessary to specify 
the form of the pressure scale height. We consider both the linear profile introduced 
by Roberts & Webb (1978) and a more realistic profile determined by a model of the 
convection zone (Spruit, 1974).
3 .4 .2  R estr ic tio n s  on  th e  tu b e  p rop erties
Rewriting the expressions (3.29) for cr(z) and (3.30) for r(z) in terms of the internal 
and external gas pressures and scale heights,
-po(o))*/=
The function F(z)  = [pe(0) exp(no(z) —ne(z)) — po(0)]^/^ is common to these expres­
sions, and may cause problems in its numerical evaluation for certain cases where 
temperature balance is not assumed. Note tha t since the field is confined to the tube, 
P e ( 0 )  >Po(0) always.
We examine the nature of the function F(z)  in the cases where problems may arise. 
H o t tu b e  case
For hot flux tubes where Tq(z) > Tg(z), the pressure scale heights are Aq(z) > Ag(z). 
For z < 0, the functions no(z) and ?ie(z) are related by the inequality
Ue(z) < no(z) <  0 .
Therefore, the term Pe(0) exp(no(z) — n,g(z)) is exponentially increasing as z decreases. 
Since Pe(0) >  po(z), no problems occm' in (3.36) and (3.37) due to F(z)  vanishing. 
However, for z > 0, the inequality
n g (z )  >  n o ( z )  >  0
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causes the term pe(0)exp(?i,o(;%) -  Tte(^)) to be exponentially decreasing and therefore 
F{z) will pass through zero for some value of z, and the system of differential equations 
will be singular in an overlying atmosphere. In order to avoid this behaviour, we restrict 
the photospheric magnetic field strength. Imposing the inequality,
Pe(0) exp(no(z) -  Tie(z)) -po (0 ) > 0
and substituting the expression for total pressure balance into this inequality we obtain
So(O) > (2^oPe(0) [1 -  exp(no(z) -  .
In the case of a hot tube with an overlying atmosphere, the field must exceed the 
highest value given by the right-hand-side of this inequality. Define a quantity 
R{z) — exp(no(z) — ne(z)); then the field must exceed the value
Bo(0) > (2W e(0) [1 -  , (3.44)
where Rmin is the minimum value of R{z) over all values of z used to describe the 
overlying atmosphere.
Alternatively, we may determine where the singularity lies in the atmosphere z > 0 and
impose boundary conditions below this level. The singularity occurs at z =  Zg where
P e ( 0 )  e x p ( n o ( z s )  -  n e ( z s ) )  -  p o ( 0 )  =  0 .
Given a particular model of the overlying atmosphere and a value of photospheric field 
strength, we may determine the height z — Zg. In the case of an isothermal atmosphere 
in z > 0 (see §3.7), no(z) and Mg(z) are given by the expression
z
~  Ao,,(0)-
Then the singularity occurs at z =  Zg where
Ao(0)A,(0) /% (0 ) \
'  A e(0 )-A o (0 )‘" 'U ( 0 ) J '
Applying total pressure balance at the photosphere, and writing the expression in terms 
of the photospheric temperature, we obtain
_  ,  T„(0)T.(0) (3.45)
m g T e { 0 ) - T o ( 0 )  \  2fM,Pe(0) J  '
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Hence for a hot tube, Zg > 0 and so the singularity appears above the photosphere; 
for a given magnetic field, it will lie closer to the photosphere (z =  0) for increasing 
differences in temperature.
To explore the unstable behaviour of a flux tube, we ensure that the singularity lies 
outside the overlying atmosphere by imposing a minimum photospheric magnetic field, 
Bmin, to be examined. This implies a maximum temperature difference between the 
tube and its environment. A minimum field is required since, as B q{Q) 0 for 
Te(0) < To(0), the singular point Zg lies closer to the photosphere. Rewrite (3.45) 
as an inequality, using the requirement that the singular point lie above the level at 
which we place the upper boundary Zg >  h,
To(0)T (0) /  _ ^ 0 )  ^
mg Te(0) -  To{0) \  2fioPe{0)
we obtain
:rb(o) <:
Te(0) mgh \  2(iope{0)
Since the right-hand side of this inequality yields a positive value, when B q{0) is at 
its lowest allowed value, the value of AT is also at its lowest value. Therefore, to 
obtain a description of the unstable modes in the flux tube we restrict the temperature 
difference to this minimum value.
1 + T - l n ( l
Te(0) mgh \  2poPe{0) - 21(0).
For example, with a value of Bmin — 1 kG, Tg(0) — 5000,0 K, pg(0) =  13000 Pa, 
h = 500 km, m  = 2.14 x 10"^^ kg, g = 274.12 ms“  ^ then the maximum temperature 
difference will be AT^ax ^  470 K. Therefore, instead of restricting the temperature 
difference, we will investigate flux tubes where the field strength is large enough to allow 
a temperature difference of up to 10% of the temperature of the external atmosphere 
(see §3.6).
Cold tube case
For cold flux tubes where T q(z ) < Tg(z), the pressure scale heights are Ao(z) <  Ag(z). 
For z < 0, the relevant inequality is ?%o(z) < ng(z) < 0. Therefore, the term
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Pe(0) exp(?T,o(z) — ne(z)) will be exponentially decreasing as z decreases, causing a sin­
gularity in the ordinary differential equation at some depth of tube. However, for z >  0, 
the relevant inequality is ?%o(z) > Tig(z) > 0 producing an exponential increase in the 
term, and hence there are no singularities above the photosphere.
In the case of a cold tube, with or without an overlying atmosphere, we will encomiter 
singularities for tubes of sufficiently large depths. We may either choose to only examine 
tubes shallower than this critical depth, which depends on the model of convection zone 
used, or impose a restriction on the field strength (as in (3.44)). In such a situation, 
the value of Rmin is obtained by evaluating R{z) over all relevant values of z < 0.
As for the hot tube case, we restrict the field strength to values which avoid the possi­
bility of encountering a singularity in the convective atmosphere. This has important 
consequences when examining individual modes and their velocity profiles.
3 .4 .3  L in e a r  c o n v e c tiv e  a tm o s p h e re
Webb & Roberts (1978) considered a linear profile for the scale height, writing
Ao(z) =  Ao(0) +  A()Z, (3.46)
for uniform gradient Ag. This allows the scale height to be set to a physical value in the 
photosphere and controls the rate of increase in temperature in the convection zone. 
W ith Ao(0) =  152.0 km and Pe(0) =  1.3 x 10  ^ Pa, and choosing values of Ag from the 
set —0.30, —0,25 and —0.20, we are able to describe the ranges of photospheric field 
strengths and tube depths which allow instability in the tube.
The instability curves are shown in Figure 3.4 for a tube with an open boundary in 
the photosphere (z — 0) and a closed boundary at the base; the tube is in temperature 
balance with the environment, and we consider for depths up to 10^ km and field 
strengths up to 2000 G. We note tha t there is no instability for weak gradients in Ag; for 
example, the case A g — —0.15 admits only waves (w  ^ >0) .  As commented earlier, the 
tube is clearly more unstable for increasingly negative values of A g (increasingly positive 
V — 'S/ad), corresponding to negative values of the squared Brunt-Vaisala frequency. 
Convective instability occurs in a non-magnetic atmosphere only when the medium is
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superadiabatic, N q < 0; this is the Schwarzschild criterion (see, for example. Priest, 
1982).
For a tube with closed boundary conditions in both the photosphere and at the base 
(see equation (3.12)), the field strengths required for stability at each depth are shown 
in Figure 3.5. In this case, the tube is less susceptible to an instability, whereas a tube 
with a closed boundary at the photosphere and an open boundary at the base (see 
equation (3.22)) is substantially more unstable. This is in constrast with the results 
obtained using the local approximation where tubes with one closed and one open 
boundary are equivalent.
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Figure 3.4: Marginal stability curves, representing the boundaries between regions 
where there are unstable modes in the flux tube and where there are only stable modes, 
determined for various Aq' (— -0 .2 0 ,-0 .2 5 ,-0 .3 0 ) in the case of a linear profile for 
the pressure scale height Ao(z). The boundary conditions chosen suppress motions at 
the base of the tube but allow motion tlirough the top: v{—d) ~  0, 'O'(O) =  0. Unstable 
modes exist above each curve. The vertical dot-dashed line at A3 1.8 kG represents 
the maximum field strength allowed in the tube, beyond which the internal plasma 
pressure would fall to zero at some location. We have taken Ao(0) =  152 km and 
P e { 0 )  =  1.3 X 10  ^ Pa.
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Figure 3.5: Marginal stability curves for a linear profile in Ao(.%), with closed boundary 
conditions (-D =  0 at both z  = —d and z =  0). Unstable modes exist above each curve. 
The vertical dot-dashed line at B q 1.8 kG indicates the maximum field strength 
allowed in the tube.
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Figure 3.6: Marginal stability curves for a linear profile in Aq(z), with boundary con­
ditions that suppress motion through the top of the tube (t) =  0 at z =  0) but allow 
motion through the base (û' — 0 at z =  —d). Unstable modes exist above each curve. 
The vertical dot-dashed line indicates the maximum field strength allowed in the tube.
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3.4.4 M odel convective atm osphere
A realistic model atmosphere representing the convection zone has been presented by 
Spruit (1974). Employing Spruit’s model convection zone, in the case of a temperature- 
balanced flux tube, we may determine the limits of instability for various boundary con­
ditions, allowing a consideration of whether a more realistic atmosphere, incorporating 
the range of superadiabatic behaviour expected in the convection zone (see Figure 3.7), 
produces substantially different behaviour to that found for simple model atmospheres.
For the case of a flux tube in temperature balance with its surroundings, we use Spruit’s 
model of the convection zone to produce the pressure scale height within the tube for 
each value of tube depth. The presence of unstable modes was determined using a 
shooting method applied to the first order system of equations (3.36) and (3.37). This 
system of equations was solved for three cases described by the boundary conditions in 
the photosphere and at the base of the tube: we consider both ends closed (3.12), an 
open base (3.22), and an open top ('O'(O) =  0, v{—d) =  0).
The critical field strengths for stability in the tube over a range of depths are presented 
in Figure 3.8 for each set of boundary conditions in a temperature-balanced flux tube. 
Note that the pressure scale height profile of the convective atmosphere cannot simply 
be approximated by a linear profile. However, it is noticeble that for shallow tubes 
the steeper gradient profiles in Figure 3.5 better represent those in the convective 
atmosphere. For tubes of depth 10  ^ km, a shallower gradient of —0.25 < Aq <  —0,2 
simulates the condition for instability in the convective atmosphere.
The general observation to be made here is that, by constraining motions of the plasma 
at the boundaries, the tube is less susceptible to convective instability. However, tubes 
with an open boundary are not equivalent: a tube with an open top is less stable than 
a tube with an open base. This is intuitively to be expected since perturbations in the 
less dense plasma at the top of the tube are generally involved in the onset of convective 
collapse.
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3.4.5 G row th rates
Figure 3.9 gives the growth rates for both the linear and convective atmosphere models 
in the case where V /m  =  1- For the linear model, we follow the example of Webb & 
Roberts (1978), taking the scale height to be 152 km and the external gas pressure to 
be 1.3 X 10  ^Pa; the gradient of the scale height is taken to be either —0.3 or —0.25. We 
compare these rates with the growth rates for the most unstable modes in a flux tube 
embedded in the convection zone of Spruit (1974), where the boundary conditions are 
taken to be the same as for the previous case. As is evident from Figure 3.9, the results 
are in agreement with those given by Webb & Roberts (1978). The growth rates for 
the flux tube in the model convection zone are larger than those which occur in the 
linear convective atmosphere by a factor of three to four.
122
x>
LO
o
O
d
0 1(D00 2(30C) 3(D0C) jlOOO !50C)0
—  m ode l
- - c a lc u la ted
dep th  ( k m )
Figure 3.7: The difference V — Vad between the temperature gradient V and the 
adiabatic temperature gradient Vad as a function of depth, determined from Spruit’s 
(1974) model of the convection zone. The “calculated” curve (shown dashed) assumes 
a constant adiabatic index 7 =  1.2 over the depth of the tube.
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Figure 3.8: Marginal stability curves, representing the boundaries between regions 
where unstable modes exist in a temperature-balanced flux tube and where only stable 
modes exist using three sets of boundary conditions. Conditions in the environment 
are determined according to Spruit’s (1974) convection zone model. The photospheric 
pressure was taken to be Pe(0) =  1.3 x 10^ Pa. Unstable modes exist above each 
line. The dot-dashed line represents the maximum field strength the tube can have 
corresponding to po{0) = 0.
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Figure 3.9: Comparison of the growth rates of the most unstable modes in a flux 
tube embedded in a convection zones described by the linear temperature profile with 
Aq =  —0.30 or —0.25 and the model of Spruit (1974). The boundary conditions suppress 
motion at the base of the tube (-O =  0 at z — —d) but allow motion through the top 
(■O' =  0 at 2: =  0).
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3.5 W K B  approxim ation
An alternative way to examine the stability of a flux tube is to consider a WKB analysis 
(Bender & Orszag, 1978) of the governing differential equation for velocity (equation 
(1.102)). Whereas the local approximation assumes that the physical properties of 
the tube are slowly varying over its depth, this large parameter expansion method 
effectively assumes that the solution varies on a smaller lengthscale than the physical 
properties of the tube over its depth. This approach provides a useful complementary 
description of instability to that obtained numerically for a linear scale height profile 
(as in (3.46)) and for the convection model of Spruit (1974).
3 .5 .1  P ro ced u re
Under the assumption of temperature balance (1.103), the equation for the amplitude 
V  of the perturbed velocity is
where 0?" is defined in equation (3.11).
For a large parameter expansion to be valid, it is necessary for the coefficient of the 
velocity term to be much greater than unity. Since Q? is a function of z, then the 
squared frequency of oscillations, will have to be significantly larger than the max­
imum value of 12^  which we will encounter. We write
$ (z )
\
where e is assumed small.
The WKB method supposes a solution of the form,
(3.47)
V rv exp
<5
where 5 — |  provides a large parameter.
Substituting the WKB solution into the velocity differential equation gives
a 62 2Ao (5 (52
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(3.48)
We equate terms of order 6,
Thus,
s { z ) =  r $ i /2 (z ')d z ',
Jo
and our solution is of the form
V ^  exp
Jo
I.e.,
V  exp I, dz'
The form of the function uP' — for the boundary between stability and instability 
is seen to approach zero as 2: —^ 0“ . Therefore, we apply WKB theory to a one turning 
point problem (see §A.2). Matching the solution at both boundaries produces the 
following condition for a closed tube,
L
dz =  n-TT, (3.49)
where n =  1,2, 3, . . .
The corresponding condition for a tube with one open boundary, allowing the plasma 
to flow through it, and one closed boundary is
/  o;2
Jo \  <
(3.50)
To evaluate the integrals (3.49) and (3.50) we need to consider the specific form for the 
pressure scale height Aq.
3 .5 ,2  L inear co n v ectiv e  a tm osp h ere
The linear profile for the pressure scale height Aq (as employed by Webb & Roberts 
(1978)) is
Ao(z) — Aq(0) +  AqZ,
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where Aq, the gradient of the scale height, is a constant. The integral condition (3.49) 
becomes
=  (3,51)r~^ (  __oj 
Jo Tro(^) ^so(^) 
with the Brunt-Vaisala frequency defined by
We look for a critical tube depth z =  —d* below which unstable modes occur and above 
which only stable modes occur. To achieve this, we set uP — 0 and attem pt to satisfy 
condition (3.51), or its equivalent for a tube with one open boundary, by varying the 
field strength B q in the tube for a range of values for the tube depth.
Figure 3.10 shows the marginal stability curves for the n — 1 mode, for both a flux tube 
with closed boundaries and a flux tube with one open boundary. We take the external 
gas pressure to be 1.3 x 10^ Pa (— 1.3 x 10  ^ dynes cm~^), the pressure scale height 
Aq(0) =  152 km, and the scale height gradient Aq =  —0.3. For a particular depth, 
the field strength B q will exceed the values shown for stability. These are comparable 
to the behaviour obtained by the numerical solutions presented earlier (see §3.4); the 
difference in the critical depth for flux tubes of various field strengths is shown in Figure 
3.11.
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Figure 3.10: Marginal stability curves for the n =  1 mode, as determined using the 
WKB approximation. Closed boundary conditions suppress motions at both the base 
and the top of the tube; see equation (3.49). An open top allows motion at the top but 
suppresses motion at the base; see equation (3.50). Unstable modes exist above each 
curve.
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Figure 3.11: The difference Ad between the critical depths determined by use of the 
WKB approximation as compared with a numerical solution for the linear scale height 
model. Three sets of boundary conditions are considered: closed, open top, and open 
base. The WKB approximation gives reasonable agreement for closed and open top 
conditions, slightly overestimating the critical depth; for an open base, the WKB ap­
proximation slightly underestimates the critical depth. The approximate treatment 
becomes less satisfactory at high field strength (say B q > 1200 G).
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3 .5 .3  M o d e l co n v ectiv e  a tm osp h ere
Employing the convection zone model of Spruit (1974), we have determined the stability 
of a thin flux tube according to the WKB condition (3.49) for a tube with two closed 
boundaries or condition (3.50) for a tube with an open top and a closed base. The 
results of this are shown in Figure 3.12. We have reproduced the general form of the 
curves bisecting regions of stability and instability. However, Figure 3.13 indicates that 
the WKB approach is less successful for the convection zone atmosphere than it was 
for a linear scale height model. This can be understood by examining the applicability 
of the WKB approximation for this model.
In order to apply a large parameter approximation to the differential equation (1.103), 
it is assumed that the function - ■ -h  for all values of z except the turning
A q
point. However, a brief comparison of the results produced by this method with those 
produced numerically in §3.4 indicates that there is poor agreement for all but the 
most shallow tubes. Figure 3.14 shows the maximum value of 0^(z) over the relevant 
range of values of z plotted against the depth of the tube for each set of boundary 
conditions (the field strength is set to the critical value for each depth determined by 
the WKB approximation). It is clear tha t this maximum value rapidly tends to zero 
for increasing depths of tube and therefore the function will not be suitably
large for a valid application of a WKB approximation for those depths.
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Figure 3.12: The WKB determined marginal stability curves for a flux tube embedded 
in Spruit’s (1974) convection zone model. The vertical dot-dashed line represents the 
maximum field strength Bq ~  1.8 kG for which the flux tube is completely evacuated 
(and so where the internal pressure is zero). Unstable modes exist above each curve.
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Figure 3.13: The difference A d  (=  dwKB — dnum) in the critical depth of the tube 
determined using a numerical approach and the WKB approximation. The WKB 
approach yields lower values for the tube with closed boundaries, but higher values for 
the tube with an open top. There is broad agreement between the two approaches for 
an open base tube.
( x 1 0 - p
o
up
d
OJ
O
G
O
CN
00 200 3 0 0
z (km)
closed 
one open
Figure 3,14: The value of toi' & range of tube depths for the closed tube and a
tube with an open top and closed base, taken at the critical field strength determined 
by the WKB approximation.
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3.6 T he effect o f  tem perature im balance
It is common to assume that the temperature inside the flux tube is initially equal 
to that in the surrounding atmosphere at each level in the tube, in contrast with the 
assumption that the system is adiabatic -  acting without the radiative transfer of 
energy. Spruit (1979) justifies this assumption by stating that the transition from one 
state to the other occurs much faster than the timescale for radiative diffusion in the 
convection zone, but over long timescales radiation acts to equalise the temperatures 
of a stable flux tube and its surroundings. Despite this, many simulations of convective 
collapse incorporate some sort of model for radiative transfer between the flux tube 
and the surrounding atmosphere.
However, we may envisage a situation in which convective collapse occurs in a flux 
tube which is not in temperature balance with the surrounding atmosphere since the 
tube may have had insufficient time to reach such an equilibrium after its formation. 
Therefore it is interesting to consider the effect of such an imbalance in temperature 
beyond the mathematical problem explored in §3.4.
3.6 .1  C on stan t tem p era tu re  d ifference
In §3.4, we noted the implications of a temperature imbalance between the flux tube 
and the surrounding atmosphere on the governing equation (1.102). It is now necessary 
to determine the stability of the tube, restricting the magnetic field in the flux tube 
using the condition (3.44) on the minimum field to avoid a singularity in the governing 
equation. For the case of a tube which is hotter than its surroundings, the restriction 
only occurs in an overlying atmosphere (see §3.7). However, a cold tube encounters this 
restriction at some depth in the tube. Therefore, for a given temperature difference, 
we can set either a maximum tube depth or a minimum intrinsic field strength; here we 
have chosen to set a minimum field strength, which is dependent on the depth of the 
tube. Although this tends to provide us with a condition for stability, we are unable to 
determine whether unstable modes can occur for values of the field strength less than 
this critical value.
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Choosing a temperature imbalance of about 10% of the temperature of the external 
atmosphere in the photosphere, we solve the governing differential equation for both 
the linear scale height and model convection zone cases. Figure 3.15 shows the effect of 
a temperature imbalance on the linear model. Decreasing the temperature uniformly 
throughout the entire depth of the tube causes the tube to be less stable, particularly 
for shallow structures, whereas an increased temperature allows shallow structures to 
be stable to perturbations with only a minimal intrinsic field. This behaviour can 
be explained by considering that, as the temperature in the convection zone increases 
with depth, the proportional temperature difference between the tube and the environ­
ment decreases. Therefore, for shallow tubes the temperature difference is significant 
throughout its depth. Tubes with a closed top and open base appear to behave similarly, 
as is demonstrated in Figure 3.16. However, the closed base and open top variant in 
Figure 3.17 exhibits the opposite behaviour where the hotter tubes are more unstable.
The effect of temperature imbalance is also apparent when using Spruit’s (1974) con­
vection zone model, where strong superadiabaticity in the convection zone is largely 
confined to a region of about 100 km below the photosphere (Figure 3.7). Figures 3.18 
and 3.20 show tha t the critical field required for stability in completely closed or open 
top flux tubes depends on the temperature difference in a similar manner to that for a 
flux tube embedded in the linear model. However, the marginal stability curves for a 
flux tube with an open base (Figure 3.19) indicate more a complicated dependence on 
the temperature difference between the tube and its surroundings than an an equivalent 
flux tube in the linear model. For tubes with depths of between 1000 and 3000 km, the 
flux tube which is cooler than the surrounding atmosphere is more stable than both 
the temperature-balanced and hot flux tubes.
3 .6 .2  D eca y in g  tem p era tu re  d ifference
In addition to using a temperature difference which is constant for all depths in the tube, 
it is of interest to also consider temperature differences which tend to zero at depth. 
This requires that we construct a physically realistic profile that does not produce a 
singularity in the differential equation (1.102), i.e. a profile for which ?%o(2:) <  rie{z) at
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all depths in the tube.
Let us assume tha t the difference in temperature between the flux tube and its envi­
ronment takes the form of an exponentially decaying function of depth,
where To(0) is the temperature difference in the photosphere, and a (> 0) is the rate of 
decay of the temperature difference. Choosing a photospheric temperature difference 
of 500 K (about 10% of the tube’s temperature) we may experiment to see how the 
rate of decay affects the stability of the tube.
The closed tube with such a decaying temperature imbalance exhibits marginal stability 
behaviour (Figure 3.21) similar to that found in a tube with a constant temperature 
imbalance (Figure 3,18) with slight convergence between the curves for deep flux tubes. 
However, this convergence is more obvious for a flux tube with a closed top and open 
base (Figure 3.22). In this case, the convergence of the stability curves prevents the 
anomalous stability found in the constant temperature imbalance case (Figure 3.19). 
The difference in temperature between the flux tube and its surroundings, which causes 
rapid divergence of the curves at shallow depths, is less important at large depths in 
the convection zone.
Therefore, for deep tubes the curves will always tend to converge, although the diverg­
ing values for the pressure scale heights inside and outside the tube will ensure that 
temperatiue imbalance has an effect for all but the deepest tubes.
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Figure 3.15: Marginal stability curves for a flux tube with a linear pressure scale 
height (Aq =  —0.3), with closed boundaries. The photospheric pressure was taken 
to be pe(0) =  1.3 X 10  ^ Pa, and unstable modes exist above each curve. Various 
temperature differences were considered: AT =  To(0) — Te(0), determined at z — 0 
(where Te(0) — 6576 K). A solid curve (AT =  —500 K) corresponds to the case of a 
tube which is 500 K cooler than its surroundings at z — 0; a dashed curve corresponds 
to a tube which is 500 K warmer than its surroundings (AT =  500 K). The case of 
temperature balance (AT =  0) is shown for comparison.
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Figure 3.16: Marginal stability curves for a flux tube with a linear pressure scale height 
(Aq =  —0.3) and an open base with closed top. The photospheric pressure was taken 
to be Pe(0) =  1.3 X 10  ^ Pa. Unstable modes exist above each curve.
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Figure 3.17: Marginal stability curves for a flux tube with a linear pressure scale height 
(Aq =  —0.3) and closed base with an open top.
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Figure 3.18: Marginal stability curves determined using Spruit’s model of the convec­
tion zone, and imposing closed boundaries.
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Figure 3.19: Marginal stability curves for a flux tube using Spruit’s model of the 
convection zone, imposing a closed top with an open base.
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Figure 3.20: Marginal stability curves for a flux tube using Spruit’s model of the 
convection zone, imposing a closed base with an open top.
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Figure 3.21: Marginal stability curves determined using Spruit’s model of the convec­
tion zone for a temperature difference between the tube and its surroundings which 
decreases exponentially with depth (the decay constant a = 10~® m ” ^). Plasma mo­
tion is suppressed at both the top and the base of the flux tube: fl(0) =  0 ,v(—d) =  0.
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Figure 3.22: Marginal stability curves determined using Spruit’s model of the convec­
tion zone for a temperature difference between the tube and its surroundings which 
decreases exponentially with depth (the decay constant a = m“ ^). Plasma mo­
tion is suppressed at the top of the flux tube, but motion is allowed through the base: 
-0(0) =  0, v'{—d) =  0.
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3,7 T he influence o f an upper atm osphere
In the previous sections we have described stable magnetic structures embedded in the 
convection zone with typical photospheric field strengths of the order of 1-2 kG, but at 
the loss of some physical realism. In particular, the boundary condition at the top of the 
photosphere was chosen to constrain plasma motions to be either zero during convective 
collapse or to be at a maximum or minimum at the boundary. In an attem pt to improve 
on this situation, we consider the role of an overlying atmosphere, modelled either as an 
isothermal layer or as a layer in which the temperature decreases towards a minimum 
at 500 km above T5000 =  1. This second model is a patchwork affair, combining the 
model atmosphere of Spruit (1974) with aspects of the low chromospheric model of 
Vernazza et al. (1976).
3 .7 .1  L ocal an alysis
To begin with we consider a flux tube described by the local approximation for the 
convective medium z < 0 with an isothermal atmosphere for z > 0. We examine 
the nature of the velocity in the isothermal atmosphere, considering the kinetic and 
magnetic energies associated with a disturbance in the atmospheric region (z > 0) to be 
evanescent with height, thus ensuring a finite energy at z =  00. This upper condition is 
somewhat similar to that chosen by Takeuchi (1995; 1999) who states that long period 
slow MHD waves in the chromosphere are evanescent in natm'e and chooses a closed 
upper boundary condition accordingly.
M atching the two regim es
The solution of equation (3.10) for the velocity amplitude in the convection zone, 
treated by the local approximation, is
i)(z) =  , z < 0, (3.52)
where Kq is obtained from the roots of the characteristic equation (3.13)
1 / 9  1 r q - 1 1  c!n A'r
7 2
—
%  7
7 ego
2 +  %
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The sound speed Cgo, Alfven speed i>aoj tube speed cro, pressure scale height Aq and 
its gradient Aq are all taken to be constants in z < 0, in keeping with the local approx­
imation.
The solution in the isothermal atmosphere is
v(z) = +  726“ '“ '’) ,
where
±  1  
A? I 16
1
27
7 — 1
7 '
z > 0, (3.53)
(3.54)
and Csi, CTi,Ai are the isothermal counterparts to Cgo, ■Wyioj ^toj Ag. 
We require that the local solution be oscillatory (kq real). Therefore,
9_
16
7 - 1 1
T
ego + K
7
Before applying restrictions on the solutions in the atmosphere, it is useful to relate 
the parameters in each region. In a temperature balanced tube, the ratio of sound 
and Alfven speeds is the same for all heights (see (1.67)) and, since we would expect 
pressure and vertical magnetic field to be continuous across the interface between the 
two regions, we take
^Ai
The adiabatic index is taken to be the same for both regions, and the scale height in 
the isothermal atmosphere is assumed to be equal to the scale height at z =  0, the top 
of the convection zone; so Aj =  Aq(0).
U p p er b o u n d a ry  cond ition
We introduce the requirement that the energy carried by the motion tends to zero 
as z —)■ oo, declining exponentially with height. The form of energy we consider are 
magnetic and kinetic, both of which are linked to the perturbed velocity through the 
governing thin flux tube equations.
The perturbed kinetic energy density is given by the expression
K{z)  =  A (zX r(z)«W (3.55)
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and the perturbation to the magnetic energy density is given by
M (z) =  (3.56)
fJ-o
Since we require that the kinetic and magnetic energies of the disturbance within the 
tube will be exponentially decreasing for z > 0, we are interested in the exponents of 
each quantity Taking the perturbed velocity from (3.53), and given tha t the equilib­
rium density decreases as po{z) ~  exp (— (from (1.69)), then the kinetic energy 
density is
K{z)  ~  rfZgW+Oz _j_ j 2 ^-{Ki+Kt)z .
If we assume that K* is real, then we are introducing the restriction that
9 1 7 —1 c
/y2A? \16  27
and K  (z) reduces to
K{z)  | j^2g2KiZ j 2g -2«iZ
The total kinetic energy across a given cross section of the tube is determined using 
the miperturbed radius of the tube (from (1.64)), giving rg ~  ~  exp and
hence
r l ( z ) K { z )  ~
For this to be exponentially decreasing in z > 0 requires that Ji =  0.
Therefore, we may suppose that the velocity is evanescent in the atmosphere in agree­
ment with our consideration of the kinetic energy. This requires that Ki > 0 and I i  =  0. 
Thus,
v{z)  = (3.58)
We obtain a further condition on if we require the solution to exponentially decrease 
with height.
thus.
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7 - 1 ]  c
L 7%
(3.59)
This condition provides a stricter limit on the frequency of oscillations than the con­
dition (3.57) based on the assumption that /q is real. Although imposing such a form 
on the velocity appears to be artificial, it is worth noting that for the range of values 
used for Af, and 7 , the upper limit given by (3.59) is applicable only for oscillations 
(w  ^ > 0).
For the magnetic energy, we employ the linearised thin fiux tube equations to obtain 
an expression for the pertm’bed magnetic field,
B = ( 3 , 6 0 )
u; po/Bo — Bo/fioCgQ
Employing the expressions for the equilibrium pressure, density and field strength 
(1.69), the perturbed field has the form
so tha t the magnetic energy density has the form
M (z) .
The magnetic energy flowing through a given cross section of the tube for z > 0 is
r§M(z)
making no restriction on Ai other than (3.59).
In choosing an exponentially decreasing profile for the velocity, we automatically satisfy 
the condition that the magnetic and kinetic energies of a perturbation at a given cross 
section of the tube must tend to zero as z 00.
Lower boundary condition
In the convection zone, z <  0, we consider two possible boundary conditions which can 
be applied at the base of the tube, namely
v{~d) — 0 or v^{—d) =  0,
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corresponding to a closed or open tube respectively. We rewrite the local solution (3.52) 
in trigonometric form
v{z) = sin (/co(z +  d) +  (^),
where L \  and L2 are related to L  and 0 through
L i ~  ^  (sin(Kod + 4>) — i cos{Kod +  (/>)),
1^2 = ^  (sin(Kod + (f))-\-i cos(Kod +  (/>)).
Applying the closed condition produces the equation
v(—d) = sin</> =  0,
which gives (f) = tvk. W ithout loss of generality, we take n =  0. The local solution is 
then
v(z) — (ko(z -I- d ) ) , z < 0.
Alternatively, the open condition requires that
v'(—d) = +  Ko COS0^ =  0,
leading to
0 =  tan“ ^(-4Ao«)o)-
We take — tan“ ^(—4Ao«:o) with tan“  ^ lying between and | .  Thus, for either an 
open or closed tube, we may write
v(z) = sin ( k q ( z  +  d) +  5) ;
for a closed tube 5 =  0 and for an open tube S = tan“ ^(—4Aq/^o) with |5| < | .
M atching conditions
Recall that the velocity v is described by (see equation (1.102))
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At the photosphere (z =  0), -O must be continuous; otherwise its derivative would 
produce a Dirac delta function. In order to provide a second continuity condition, we 
write the differential equation for v in the form
| ( a w 3 + b (.)5 =  o.
The expanded form of this equation, for A{z) ^  0, is
( f v  A!{z) dv B{z)+ + û =  0.dz^ A(z) dz A(z)
Comparing this with the original differential equation, we have
,A'(z) 1
v4(z) -  2Vlo'
7 \
Hence
and
A{z) — exp
r /o
dz'
2Ao(ï')J
Cyo sO ~ L
^ dz'
SL&o(z')J
The governing differential equation is thus
" i
dz'
2Ao(a')J
It follows from this form that the quantity
exp
1 \  NS
~ L
dz'
2Ao(z')
a =  o.
dz' dv
dzJe 2Ao(z')j
must be continuous. Thus, provided Aq(z) does not involve delta functions, we require 
that the derivative in the velocity be continuous (since the integral in this quantity will 
automatically be continuous).
At the interface z =  0 between the regions, the solutions must be continuous. Hence 
for the closed tube,
A sin (Kod) =  h ,
and the first derivative of each solution must also be continuous, yielding 
/sin(Kod) /  ^ f  I
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Eliminating I 2 and L  gives the dispersion relation 
that is,
Ko cos (/tod) =  ('^0'^ ) •
For the open tube case, the dispersion relation is
Ko cos {Kod +  5) =  -  K^ sin {Kod +  5).
Now, since Aq(0) =  A^ , the dispersion relation is written as
Ko = —Ki tan {Kod +  5), (3.61)
where 5 =  0 for a flux tube with closed boundary conditions.
Comparison w ith the purely local result
The dispersion relation for the flux tube with overlying isothermal atmosphere contains 
as a special case the dispersion relation for the flux tube with no overlying atmosphere 
described by the local approximation. Consider dispersion relation (3.61), with 5 =  0 
for a closed tube:
Kod =  tan“  ^ ( — — ) +  nTV.
V K i /
In the case where d —> 00 the relation simplifies to
o n'^ TT^
0 "  d% '
for sufficiently large values of n. Therefore, we obtain the condition
+ïàf)
which is the local dispersion relation (3.15) for the closed tube.
Therefore, for deeper flux tubes the overlying atmosphere is a proportionally smaller 
part of the tube. The effect of the atmosphere on the dispersion diminishes, producing 
the necessary closed boundary condition over a lengthscale which is small compared to 
the total depth of the tube.
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3 .7 .2  N u m erica l so lu tio n s o f  th e  d isp ersion  rela tion
The dispersion relation (3.61) is solved for values of the squared frequency, uP". In 
order to perform this calculation, certain quantities are required. In order to produce 
a description of the unstable modes in the flux tube, the squared frequency is varied 
between the two limiting frequencies, Wq < where
7 - 1 <=?o(0) +  Ai(0)
and
° Ag(0) \1 6  27 L 7^ J "uio(O) 7
_  4 q(Q) [7 - 1 ] cgo(O)
7 cgb(O)
/ L § ( 0 )  l 2  2 7  L  - y :  J
Since generally wg < 0 and > 0 then, for unstable modes uP < 0, there is only the 
condition uP > Wq, which allows the square of the frequency to be negative. Therefore, 
there may be frequencies at which the tube is susceptible to an instability. Let us 
determine the values of magnetic field and scale height gradient at the photosphere 
where unstable modes may occur (wg < 0). For a given value of the scale height 
gradient, the expression for Uq is rewritten using the pressure balance equation at the 
photosphere,
Po(0) =  p .(0) - ^ ,
noting that the photospheric magnetic pressure cannot exceed the external gas pressure. 
For a value of Pe(0) =  1.3 x 10  ^ Pa, the field must remain below J5q(0) % 1800 G. The 
critical field strength for unstable modes to occur is given as
^o(^) —10/^oPe ^"^7  ^ f“ Aq^ . (3.62)
For unstable modes to exist for real values of the magnetic field, then Aq <  ~ — 1,
which for 7 =  1.2 produces an upper limit on the scale height gradient of Aq =  —-
7
6
It is instructive to create a diagram in which the important parameters are varied. 
Consider a range of tube depths ranging up to 1.0 x 10  ^ m. For each depth consider 
a range of gradients in the scale height o f —0.21 <A q < —0.17 and a range of values 
of the photospheric magnetic field strength in the tube of Bo(0) < 1000 G; instability 
does not occur for gradients Aq > —
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Figure 3.23 shows the boundary between the region of the diagram in which unstable 
modes are present and the region in which only stable modes exist. The unstable 
region being above the boundary for each value of the scale height gradient at the 
photosphere. These curves were determined for the case where the pressure scale height 
in the isothermal regime was taken to be the same as that in the local regime having 
an equivalent photospheric temperature of 6575 K.
We have shown that the model incorporating an overlying isothermal atmosphere allows 
behaviour like that of the purely local model for sufficiently large depths of tube. Figure 
3.24 shows the modes obtained for the purely local model with a closed tube. The 
difference between the values for the field strength required for marginal stability is 
given in Figure 3.25, indicating tha t the overlying atmosphere plays a smaller role for 
deeper flux tubes.
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Figure 3.23: Marginal stability curves for a flux tube embedded in the convection zone 
and extending into an overlying isothermal atmosphere. The curves are presented for 
various values of Ag in z < 0. Plasma motion is suppressed at the base of the tube and 
exponentally decreases with height in the isothermal atmosphere. The region above 
each curve is unstable. We have taken ^  = 1.2.
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Figure 3.24: Marginal stability curves for a flux tube with closed boundaries embedded 
in a local model of the convection zone, for values of Aq.
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Figure 3.25: The difference ABq =  Batmos ~  Biocai in the field strengths obtained for 
marginal stability of a closed flux tube using the purely local dispersion relation (3.15) 
and the relation for a local model with overlying atmosphere (3.61), for various values 
of Aq. The atmospheric model gives higher values for the critical field strength, but 
tends to those given by the purely local model at large depths.
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3.7.3 N um erical solutions o f th e  equation o f m otion
Consider the governing differential equation (1.102) where the temperature profile in 
the convection zone is not represented by a local approximation as in §3.3. A numerical 
treatment of the problem may proceed as in §3,4, but we now add the effect of an 
overlying isothermal atmosphere. This additional feature is treated in the same way as 
before, employing equation (3.58), viz.,
Since we will require the solution to be evanescent in the atmosphere, condition (3.59) 
applies to the allowed range of w^,
c%, ( l  1 r-y-- IT "2
V
For practical purposes, this is always satisfied for unstable modes, and therefore, is not 
a restriction on instability in the tube.
We have already stated in §3.4 tha t we require uP- to exceed some minimum value given 
by the function (3.41),
When Aq(2:) < for any value of Ao(z), the critical frequency ujq{z) will be below 
zero and therefore unstable modes may occur. However, the boundary conditions for 
each case must also be satisfied, and this is dependent on the depth of the tube. For 
sufficiently large depths, there will always be unstable modes.
B o u n d ary  conditions
In order to determine the presence of unstable modes, it is useful to note that the 
solution in the isothermal region (3.58) can be satisfied at any height in the atmosphere 
by specifying that the variable in the system of first order equations is, at z = h,
vi{h) = h<j{h) -  ^2^  %(/%), (3.63)
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with Ki defined in equation (3.54) and h  an arbitrary constant (since the solution 
to a linear differential equation can be scaled appropriately). Note tha t this is only 
applicable to the case where the tube is in temperature balance with its surroundings; 
the expression for a tube that is not in temperature balance is less straightforward to 
derive. It is useful to employ a second type of boundary condition in the overlying 
atmosphere similar to that imposed at the base of the tube. We require that the 
perturbed velocity be zero at a height z ~  h above the photosphere,
v{z = h) = 0. (3.64)
Model convection zone
We consider the effects of an overlying atmosphere on Spruit’s model of the convection 
zone, allowing for either a closed boundary at the base of the tube, v (—d) = 0, or a 
flow through the base, v'{—d) = 0. The marginal stability curves are determined for 
Spruit’s (1974) convection zone with an overlying isothermal atmosphere. The height 
of the atmosphere is set to 500 km above T5000 =  0 as in Takeuclii (1993) for the closed 
case, and 200 km for the open case.
W ith reference to the marginal stability curves for a flux tube with no overlying at­
mosphere (Figure 3.8), the presence of the atmosphere causes the tube to be more 
unstable for either a flux tube which supresses motions at both ends, or a flux tube 
which suppresses motions at the top but allows motion at the base.
We previously found that in a flux tube with closed boundaries and no overlying at­
mosphere (Figure 3.18) flux tubes which are cooler than their environment are found 
to be more unstable that those which are hotter than their environment. The situa­
tion is now reversed: the field must be increased to keep stability in hotter tubes (see 
Figure 3.26). Note also that in the earlier case there was no restriction on the field in 
a hot flux tube as a result of a singularity in the atmosphere whereas we now cannot 
find stable shallow flux tubes with field strengths of less than about 1 kG. Flux tubes 
which incorporate an open boundary condition at the base exhibit similar behaviour 
(see Figure 3.27).
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We embed a flux tube in Spruit’s (1974) convection zone with an overlying atmosphere 
based on that of Vernazza et al. (1976), incorporating a temperature minimum at 
z =  500 km above rsooo =  1, and again determine the marginal stability curves for 
each set of boundary conditions. The height of the atmosphere is set to 500 km for the 
closed flux tube, and 200 km for the flux tube with an open base. Figure 3.28 indicates 
a flux tube which is less susceptible to instability than a flux tube extending into an 
isothermal atmosphere. The flux tube with an open base also exhibits this stability 
(Figure 3.29), but the effect of temperature is less marked than that found in the closed 
tube.
In Figure 3.30 we examine the vertical velocity eigenfunction solution for a flux tube 
with closed boundaries for two depths of tube and two values of the photospheric 
magnetic field and in Figure 3.31 we repeat this process for a flux tube wliich allows 
plasma motion through the base. This allows us to compare our results with those 
of Rajaguru & Hasan (2000), giving a broad agreement. Although we only consider 
solutions to a linear differential equation for velocity, there is broad agreement in the 
nature of the eigenfunctions obtained. In particular, we also find that the eigenfunctions 
for flux tubes with a high plasma beta are only weakly dependent on the boundary 
conditions. Similarly, we may also compare our critical values of (5q for stability in 
a flux tube with closed boundaries at z == —5000 km and z =  500 km. We flnd 
that /?c =  1.74 (1315 G) for a flux tube in temperature balance with its surroundings, 
/3c — 2.02 (1223 G) for a tube which is 500 K cooler than its surroundings, and j3c =  1.55 
(1397 G) for a tube which is 500 K hotter than its surroundings. Note that Rajaguru 
& Hasan (2000) found that (3c =  1.64 (1430 G), and Spruit &: Zweibel (1979) found 
(3c =  1.83 (1350 G).
Three different proflles for the temperature difference between the flux tube and its 
surroundings were used to obtain Figure 3.32. For a flux tube with closed boundaries 
dX z = 500 km and z =  —5000 km, we obtained the following critical values for 
stability: the constant temperature profile yielded (3c = 1.55 (1397 G); the exponentially 
decreasing profile with an e-folding decay constant of a, =  10“® m“  ^ yielded (3q =  1.62 
(1364 G); the hot-cold profile yielded /3c =  1.82 (1288 G).
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It is worth noting that the field strengths required for stability in models of flux tubes 
incorporating an overlying atmosphere is much larger than those obtained for a model 
without (see §3.4). This is particularly true for closed flux tubes, suppressing plasma 
motion at both ends.
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Figure 3.26: Marginal stability curves for a flux tube with closed boundaries embed­
ded in the convection zone of Spruit (1974) with an overlying isothermal atmosphere 
extending 500 km above T5000 =  1. The vertical dot-dashed line at Bo «  1800 G 
represents the maximum field strength allowed in the tube.
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Figure 3.27: Marginal stability curves for a flux tube embedded in the convection zone 
of Spruit (1974) with an overlying isothermal atmosphere extending 200 km above 
T5000 =  1. The tube suppresses motions at the top but allows motion at the base. The 
vertical dot-dashed line represents the maximum field strength in the tube.
157
( x io " )
_k:
"O
o
— A T = - 5 0 0 K  
-  -  Z \ T = ( ] K  
- - A T = 5 0 0 K
CD
d
d
CN
d
q
d
1 5 0 0  2 0 0 05 0 0 10000
B o  ( G )
Figure 3.28: Marginal stability curves for a flux tube with closed boundaries embed­
ded in the convection zone of Spruit (1974) with an overlying atmosphere similar to 
Vernazza et al. (1976) extending 500 km above rsooo =  1. The vertical dot-dashed line 
repesents the maximum field strength allowed in the tube.
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Figure 3.29: Marginal stability curves for a flux tube embedded in the convection 
zone of Spruit (1974) with an overlying atmosphere similar to Vernazza et al. (1976) 
extending 200 km above T5000 =  1- The tube suppresses motions at the top but allows 
motion at the base. The dot-dashed line repesents the maximum field strength allowed 
in the tube.
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Figure 3.30: Comparison of the velocity in flux tubes with depths of 5000 km and 
10000 km for photospheric field strengths corresponding to (3q = 7.00 and /?o =  1.79. 
The boundary conditions suppress plasma motion at both the base and the top of each 
flux tube.
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Figure 3.31: Comparison of the velocity in flux tubes with depths of 5000 km and 
10000 km for photospheric field strengths corresponding to (3q = 7.00 and (3o = 1.15. 
The boundary conditions suppress plasma motion at the top of each flux tube but allow 
motion through the base.
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Figure 3.32: Marginal stability curves for three variations of flux tube with closed 
boundaries embedded in the convection zone of Spruit (1974) with an overlying at­
mosphere similar to Vernazza et al. (1976) extending 500 km above rsooo =  1. The 
“constant” profile case refers to a constant temperature difference between the tube 
and its surroundings; “exp” indicates that the temperature difference profile is expo­
nentially decreasing with depth; the “hot-cold” profile is obtained using a temperature 
difference profile similar to the three-angle profile of Hasan & Kalkofen (1994). The 
vertical dot-dashed line represents the maximum field strength allowed in the tube.
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3.8 D iscussion
In this chapter, we have explored the tendency for convective instability in a thin flux 
tube under a variety of conditions. We now compare the results of this analysis with 
both previous attempts to describe the process of convective collapse, and measurable 
properties of actual photospheric flux tubes. In the first instance, we must ensure that 
we are not attempting to draw conclusions from a comparison with a much more so­
phisticated model. In the second instance, we must have an idea of which photospheric 
features we wish to describe.
In §3.3, we considered a local analysis of the equation of motion for material in a flux 
tube, described in equilibrium by a linear temperature profile for the convection zone. 
This approach, which was employed by Webb & Roberts (1978) as a simple test of the 
thin fiux tube equations, allows for an intuitive understanding of the stability of thin 
flux tubes, producing the expected results that stability occurs for strong fields and 
shallow tubes. The local approximation produces a description which is in good agree­
ment with the results from a numerical evaluation (in §3.4.3) of the linear temperature 
model, although overestimating the field strength required for stability. The linear tem­
perature model itself agrees less well with later, more realistic models of the convection 
zone, particularly for fiux tubes with boundary conditions suppressing plasma motion 
at the base but allowing motion through the top; c.f. Figures 3.4 and 3.8. This is not 
a surprising result since the linear model does not represent a 100 km layer of strongly 
superadiabatic plasma below the photosphere. Flux tubes which suppress motion at 
the top of the tube compare more favourably between the linear model and the model 
of the convection zone introduced in §3.4.4; thus we may conclude tha t by restricting 
motion in this way we are suppressing the influence of the upper reaches of the tube 
on instability.
Eigenvalue conditions for the governing equation of motion and relevant boundary con­
ditions were obtained using a WKB approximation (§3.5), providing marginal stability 
curves for flux tubes embedded in convection zones described by the linear temperature 
model and the convection zone model of Spruit (1974). There was good agreement be­
tween the stability curves for the linear profile generated by the WKB approximation
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and those obtained numerically in the previous section. However, in the case of the 
more realistic convection zone, such a large parameter expansion was found to be reli­
able only for shallow flux tubes. Despite this problem, there was reasonable agreement 
between the approaches for the case of a flux tube with closed upper boundary and 
open base.
There is a certain element of difficulty when considering a flux tube with a temperature 
that differs from that of its surroundings, due to the singular nature of the governing 
equation describing the velocity. A brief discussion of the problem (see §3.4.2) indicates 
tha t this singular behaviour is due to the equilibrium stratification of the internal 
and external atmospheres (see equation (1.54) and its external counterpart). The 
pressure balance equation (1.92) is used to provide a velocity-magnetic field relation 
in the derivations of the perturbed pressure and velocity, but this breaks down when 
the internal gas pressure equals the external gas pressure. Additionally, we have not 
considered the effects of radiative exchange between the flux tube and the surrounding 
atmosphere, or along the axis of the tube itself. It is worth noting that the model of 
Takeuchi (1993) produced a flux tube which was not in thermo dynamic equilibrium 
with its surroundings, the conclusion stated in that paper being tha t it is necessary 
to include lateral radiative exchange in order to describe the final collapsed state. As 
a result, our stability analysis may not describe a collapsed tube as accurately as it 
describes a flux tube at some other stage in its evolution.
Drawing general conclusions on the effect of temperature imbalance is not straightfor­
ward. It was found in §3.6 that a flux tube which is uniformly cooler than its sur­
roundings over the entire depth of the tube is more susceptible to instability, whereas 
a flux tube which is uniformly hotter than the surrounding atmosphere is less unsta­
ble. This is particularly marked for shallow tubes in models where there is a layer 
of strong superadiabaticity below z = 0. However, this behaviour is reversed for flux 
tubes which have boundary conditions which suppress motion at the base of the tube, 
but allow motion at the top. A similar reversal was found in §3.7.3 when a closed 
tube is embedded in a convection zone with an overlying atmosphere. Therefore, in 
a closed tube, the point at which the upper boundary condition is imposed strongly
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affects the temperature dependence of instability. Placing the boundary just above the 
strongly superadiabatic layer produces the result that cooler tubes are more unstable 
whereas, if the boundary is imposed several hundred kilometres above the layer, we 
find that hotter tubes are more unstable. However, the reversal in fiux tubes with an 
open top also occurs in the linear temperature model, which has no layer of strong 
superadiabaticity (Figure 3.17) indicating tha t a different explanation is required.
A profile for the difference in temperatures between the flux tube and its surroundings 
which decays with depth is another useful indicator of the causes of instability due 
to temperature imbalance. We would expect that, in suitably realistic models, if the 
effect on stability caused by temperature imbalance was predominantly due to the 
strongly superadiabatic layer, then the marginal stability curves would closely resemble 
those found when the difference in temperature was uniform over the tube depth. A 
comparison of flux tubes with closed boundaries incorporating uniform and decaying 
temperature differences (Figures 3.18 and 3.21) or the equivalent pair of flux tubes with 
closed tops and open bases (Figures 3.19 and 3.22) indicates tha t there is a noticable 
difference in stability for deeper flux tubes. Therefore, the effect of temperature on the 
stability of flux tubes is not confined to the strongly superadiabatic layer. Neither does 
the material in the deeper reaches of the tube dominate the effect, even for deep flux 
tubes: otherwise we would see stability curves for a decaying temperature difference 
converging on the AT =  0 curve.
Although the models used to describe the convection zone up to §3.6 are increasingly 
realistic, including features expected of a stratified, superadiabatic atmosphere, it has 
become common to automatically build-in part of the atmosphere overlying the flux 
tube, into which it extends and diverges radially. Therefore, §3.7, described the addi­
tion of two types of overlying atmopshere: an isothermal layer, and a more realistic 
atmosphere incorporating a temperature minimum after Vernazza et al. (1976). Ini­
tially, an isothermal atmosphere was placed above a convection zone described by the 
linear profile and a local analysis was performed in order to produce a dispersion rela­
tion in a similar manner to that described in §3.3. As one might expect, the effect of an 
overlying atmosphere of this nature diminishes for deep flux tubes since the overlying
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layer becomes thin compared to the overall depth of the tube.
For more complex combinations of convection zone and overlying atmosphere, a nu­
merical approach was again used to determine the stability of flux tubes. The main 
effect of an overlying atmosphere is to cause the flux tube to be more susceptible to 
convective instability. This enhancement of instability is beyond what would be gained 
by merely lengthening a tube confined to the convection zone so tha t it has the same 
effective depth of a tube which extends into an overlying atmosphere. The type of 
atmosphere also makes a difference to the stability of the tube, with an isothermal 
atmosphere enhancing the instability more than an atmosphere which incorporates a 
minimum in temperature.
However, as before, the introduction of temperature imbalance makes interpretation 
of the results less straightforward. We observe that, for either type of atmosphere, a 
closed flux tube which is hotter than its surroundings is less stable than a closed flux 
tube which is cooler, whereas a flux tube which allows motion at its base behaves more 
or less as a flux tube without an overlying atmosphere as regards instability due to 
temperature imbalance. This reversal of temperature sensitivity for the closed tube 
indicates a similarity between the presence of an atmosphere and the use of an open 
boundary condition at the top of the tube, as in previous work (Webb & Roberts, 
1978). A flux tube with an open boundary condition at the base in the presence of 
an atmosphere does not exhibit this reversal as clearly. This supports our observation 
that the effect of stability is not completely dominated by the material in the upper 
layers of the fiux tube.
Despite a rich variety of models and conditions to consider, it is possible to make some 
broad observations on the stability of flux tubes which are described by the thin flux 
tube approximation and are subject to the assumptions made in §1.4 which are largely 
invariant of the models in which they are embedded.
1. Flux tubes which suppress plasma motion at their boundaries are less susceptible 
to convective instability than those tubes which allow plasma motion at one of 
the boundaries, for equivalent depths of tube, c.f. Figure 3,8 which shows the
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marginal stability of a flux tube in temperature balance with its surroundings 
for the three sets of boundary conditions considered: closed, open top and open 
base.
2. The introduction of a temperature difference between the material inside the 
flux tube and its surroundings is more significant for the stability of shallow 
flux tubes than it is for deep flux tubes. In our description of the motion of 
plasma in the flux tube, this is partly due to the restrictions on the field strength 
which were introduced in §3.4.2. However, the effect of temperature imbalance 
is still noticable for deep tubes since they inherit to some extent the properties 
of shallow tubes; this is particularly true for flux tubes embedded in convection 
zone models which incorporate a layer of strong superadiabaticity immediately 
below the reference level z = 0,
3. The presence of an overlying atmosphere, i.e. where the upper boundary con­
dition lies above the reference level z — 0, will cause the flux tube to be more 
susceptible to instability than those which do not allow plasma motion in an 
overlying layer of plasma. This effect is more substantial than tha t achieved by 
merely lengthening a given tube.
Despite a certain amount of scope for more complicated stability analyses using varia­
tions on the models for the convection zone and temperature imbalance used, we have 
only modified the critical values of field strength for stability at each depth by a rel­
atively small amount. Since the qualitative behaviour obtained remains the same for 
almost all cases considered, we must consider including effects such as vertical and 
lateral radiative transfer if we are to substantially change our description of convective 
instability.
Having established the general description for stabiflty of a thin flux tube embedded in a 
particular convection zone and extending into an overlying atmosphere, we may relate 
our results to appropriate phenomena on the Sun. If we consider network elements 
situated at the boundaries of supergranular convection cells to extend to depths of 
over 5000 km, then we immediately restrict our discussion to those models in which
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stable modes can be found at those depths. If we restrict our description of the flux 
tube’s environment to a realistic convection zone and overlying atmosphere then we are 
forced to consider a tube with closed boundary conditions. Since we do not expect large 
temperature imbalances between flux tubes and their surroundings, then we expect field 
strengths of at least 1220 G. For a depth of 10000 km, we may expect field strengths of 
over 1350 G. Were we to ignore or diminish the effect of an overlying atmosphere then
we may describe stable network elements using weaker fields, although it is perhaps |
!
impractical to describe intranetwork elements having typical fields of around 500 G j
since this would imply tha t they are less than 100 km in depth. i
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C hapter 4
Conclusions and Suggestions for 
Further Work
4.1 C onclusions
In this thesis we have examined the nature of small perturbations in two types of 
magnetic structure on the Sun, the current sheet and the photospheric flux tube. We 
employed a variety of analytical and numerical techniques in order to obtain information 
on the behaviour of oscillations and instability in each of these structures.
In Chapter 2, we looked at the case of a current sheet, a layer of field-free plasma 
situated between regions of antiparallel magnetic field. We determined the dispersive 
behaviour of magnetoacoustic waves in a current sheet; the waves propagate along 
the direction of the applied magnetic field and possess properties of both sound and 
Alfven waves. This work extended the earlier work of Smith et al. (1997) to include 
the additional acoustic modes that arise. Several analytical approaches were made 
to the problem, supporting the numerical method used to determine the dispersive 
behaviour of the magnetoacoustic waves which propagate along a sheet with uniform 
plasma density. In summary, our investigations of current sheets led to the following 
observations.
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1. It was found that the fundamental modes, which are also common to models of 
field-free slabs, can be determined analytically by employing in part a long wave­
length analysis derived from that of Rae & Roberts (1983a) and by considering 
a particular special case of the governing velocity (differential) equation.
2. The short wavelength behaviour was determined using a WKB approximation, 
applied to a two turning point problem (as in Bender & Orszag (1978)) and found 
to be in agreement with the numerically determined dispersive behaviour. The 
WKB approach was found to be less accurate for the acoustic modes which lie 
close to the slow resonance at the maximum tube speed in the sheet.
3. The cut-offs of the fast waves existing above the crossover speed (the speed at 
which the profiles of the sound and Alfven speeds cross), at the external Alfven 
speed, were verified for large values of the wavenumber within the limitations of 
a low order WKB expansion. The cut-offs agreed with the numerical results.
4. The singular nature of the velocity equation of motion for perturbations to the 
velocity was examined to explain the difficulties facing a numerical determination 
of the dispersive behaviour for waves propagating at phase speeds close to the 
maximum tube speed in the sheet.
5. A variation on the model previously considered, that of an isothermal current 
sheet with applicability to the corona, was examined for its dispersive nature, and 
the cut-offs at the external Alfven speed were determined for large wavenumbers 
using WKB theory.
6. The group velocity profiles were determined for the fundamental modes, and the 
nature of wave propagation due to an impulsive source was discussed. It was al­
ready known that the fundamental kink mode exhibited a minimum in the group 
velocity with respect to wave frequency, and that observation of a disturbance 
resulting from an impulsive event would therefore exhibit the periodic-quasi- 
periodic-decay behaviour of Roberts et al. (1984). The occurrence of a maxi­
mum in group velocity for the fundamental sausage mode was noted, and the 
observations resulting from an impulsive disturbance carried by this mode were
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determined to exhibit quasi-periodic-periodic-decay behaviour.
In Chapter 3 we considered the possibility of convective instability in a vertical photo- 
spheric flux tube, as described by the thin flux tube approximation of Roberts & Webb 
(1978). Taking a flux tube embedded in a convection zone with a linearly increasing 
temperature over depth, we presented a local analysis of the governing equation of 
motion and reproduced the unstable non-local behaviour of the tube (following Webb 
& Roberts (1978)). These analyses served as useful starting points for later compar­
isons with more complex models. Our main objective here was to determine how the 
stability of the flux tube is affected by the equilibrium atmospheric conditions and the 
boundary conditions adopted in analytical and numerical modelling. Our observations 
can be summarised as follows:
1. Deeper flux tubes generally require strong internal magnetic fields in order to 
remain stable. Deep tubes with weak intrinsic fields are unstable and so subject 
to convective collapse.
2. The boundary conditions chosen to model either the suppression of motions at 
the ends of the flux tube or the flow at such ends strongly affect the stability of 
the tube. Generally, closed tubes are the most stable, whereas tubes with open 
tops are the most unstable.
3. We considered the effects on stability of a flux tube in a convection zone model. 
We demonstrated that flux tubes which are embedded in a medium which incor­
porates a layer of strongly super adiabatic plasma immediately below the photo­
sphere are more susceptible to convective collapse than equivalent flux tubes in 
atmospheres which do not (e.g. the linear temperature atmosphere).
4. The presence of temperature imbalance between the flux tube and its surround­
ings has a complicated effect on the stability of the flux tube, depending on the 
boundary conditions and also on the presence of an overlying atmosphere. How­
ever, for a tube which is closed at its top, the position at which the boundary 
condition is imposed relative to the layer of strong superadiabaticity plays an
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important role in the dependence of instability on temperature imbalance: if the 
boundary is imposed close to the superadiabatic layer then it is found that cool 
tubes are more unstable; for a boundary higher in the overlying atmosphere, it 
is the hotter tubes which are more unstable.
5. The inclusion of an overlying atmosphere affects the stability of a flux tube more 
strongly than could be achieved by merely lengthening a flux tube which ex­
ists completely below the photosphere. The effect of an overlying atmosphere is 
closely tied to the effect of temperature imbalance.
4.2 Further W ork
The dispersive behaviour of magnetoacoustic waves in a current sheet provides the basis 
of a more complete description of wave propagation in this type of structure. Since it 
is likely that wave propagation will generally occur in directions other than parallel to 
the applied magnetic field, it is envisaged that a useful extension of this work will be 
to consider magnetoacoustic wave propagation at an arbitrary angle to the plane of the 
current sheet. A numerical analysis will need to take into account Alfven resonances, in 
addition to the slow resonances which occur at and below the maximum tube speed in 
the current sheet. Progress in this direction should be possible using a method similar 
to that employed by Thry et al. (1997). It may also be possible to use convenient 
approximations such as the long wave analysis of Rae & Roberts (1983a) or WKB 
theory to provide analytical insight.
Although we have separated the effect of various influences on the stability of pho­
tospheric flux tubes, our basic set of governing equations does not include all the 
physical effects which are believed to be important. In particular, the assumption that 
the plasma is adiabatic has been discarded in recently published work, in the realisa­
tion that both radiative exchange between the flux tube and its environment, as well as 
along the tube itself, are important factors in the process of convective collapse. Hence, 
it will be necessary to include such features in future work. Therefore, it may prove 
worthwhile to provide analytical approaches as complementary to numerical analyses.
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Also, comparisons can be made between theoretical model atmospheres of the type used 
in our work and empirical models (Fi'utiger & Solanki, 2001) in order to determine an 
appropriate model for future numerical simulations.
Since current sheets are a feature of regions of strongly varying magnetic field, it is likely 
that they will form in the regions where photospheric flux tubes are pushed together. 
Also, the boundaries of photospheric flux tubes are themselves current sheets, albeit 
non-planar ones. Thus, there are natural connections between the two topics treated 
in this thesis. Indeed, it is interesting to note that Takeuchi (2001) has tentatively 
explored the intensification of magnetic field in the photospheric layers of the Sun, 
caused by a convective collapse, and the formation of a current sheet between regions 
of oppositely directed magnetic field. The photospheric magnetic reconnection event 
that follows from this process is put forward as a possible cause of solar spicules. Since 
slow MHD waves are generated as a consequence of this process, it may be possible to 
devise a framework for “photospheric seismology” in much the same way as oscillations 
in coronal loops have been recently used to develop coronal seismology.
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A p pendix  A
W K B  Theory
A .l  T he tw o turning poin t problem
The form of k '^ {x) in equation (2.19) is that of a function with two turning points, i.e. 
the function has a zero at two values of x. Bender & Orszag (1978) derive an eigenvalue 
condition for problems with two turning points by initially obtaining solutions for 
individual tm'ning points, then matching the solutions in the region between the turning 
points, where the form of the function is oscillatory. However, the boundary conditions 
imposed in this method only require that the solution tends to zero as æ —^ Too whereas 
it is necessary to impose the boundary conditions given in equations (2.11) and (2.13). 
The modified derivation is carried out in this section.
For values of k^a »  1, the solution given in equation (2.20) is assumed, rewritten here in 
a more general form for simplicity. The large parameter representing the diniensionless 
wavenumber, is given as A. The trial solution is
2/= Ai[<3(a:)]-'/^exp ( a ^  [Q(æ)]^/^dz) +  A2[Q(æ)]“ /^‘‘ exp ( - A ^  [Q(a:)] /^^da;) .
(A .l)
In the regions where the function Q{x) < 0, then the exponential functions give trigono­
metric functions.
Figure A .l displays the character of the function Q{x), for æ >  0, with turning points
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Figure A.l: Character of the function Q(æ), for æ > 0, with turning points at æ =  a 
and X  = b .
Q(x)
III II I 
Figure A.2: Character of the function Q{x)^ for x  ^  a.
S it X  ~  a  and x  =  b . In order to derive a condition on the function Q(æ), similar 
to that in Bender & Orszag (1978), it will be useful to deal with each turning point 
individually, then match the solutions.
A . 1.1 F irst tu rn in g  p o in t
Near x  — a, the solutions (A.l) will be exponential for x  <  a  and oscillatory in x  >  a .  
The general idea is to express the solution where æ > a in terms of the solution where 
X  <  a  since the solution for æ < a is subject to the inner boundary condition.
Near the point æ =  a, the solutions are labelled as in Figure A.2. Using the substitution 
X  =  æ — a, in region II we have Q (X) % Q'(0)X. In each region, our solutions are
f'X
3/7 =  C 'i[Q (X )]-i/4cosfA ^  [g(X )]V 2dxj +
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+  C'2[g(X)]-’^ /Sin ( \J ^ ^ [ Q { X ) f /^ d x ]  , (A.2)
y„  =  D[Q{X)\-y^ Ai (-A2/3[q'(o)]1/3x) +
+ B[Q(X)]-i/^ Bi (a=/^  [g'(0)]'/^x) . (A.3)
yin  =  fi[-g(X )]'/^ exp  { x Ç^\-Q{X)Ÿ/^dx\ +
+ f 2 | - g ( X ) ] V 4 J ° [_Q (x)]i/2dx) . (A.4)
To match the solutions in regions I and II, we take X —>■ 0+ and consider A ^  oo (see 
Bender & Orszag (1978)). Using the substitution t  = —A^/^[<5'(0)]^/^X, equation (A.3) 
becomes
y „  «  ^  sin (  +  %) +  ; ^  +  ï )  ’
simplifying to
where D' = D E  and E' ~  D — E.
In region I, when X  0+, equation (A.2) becomes
VI «  Ci[g'(0)X]-i/^cos (2A[g'(0)X]i/^X^/^/3) +  
+ C2(g'(0)X)-i/Sin (2A[g'(0)X]'/'X^/^/3),
In terms of t, this is
y i  «  C i(-t)-V 4[g'(0)]-i/6A V 6 eoB ( | ( - t ) " / " )  +
+  C2(-i)-V<‘[g'(0)]-»/<5A*/®sin ( | ( -  
Equating the solutions at some point, the constants are related in the following way:
Cl = -^[g'(0)|i/«A -:/«, Cg = ^[Ç '(0)]i/«A-Vû.
V V 27T
Matching the solutions in regions II and III is achieved by setting æ 0~ and A -> oo. 
The variable t  is defined as before. Equation (A.3) yields
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Equation (A.4) tends to
VIII  «  f i [ - g ' ( 0 ) X ] - V 4 e x p  ( a  j ^ “ [ - g ' ( 0 ) X ] V 2 d x )  +
+  i?2[-Q '(0)X ]-‘/4exp ( - A ^ [ - Q '( 0 ) X ] '/ " d x )  .
Since the term —Q^(0)X is positive, we use the substitution X  =  — X; then 
v in  «  Fi[Q '(0)X]-V4exp (2A[g'(0)]'/2xV2/3) +
+  F2[Q'(0)X]-i /4 (_2A (g'(0)]i/2xV 2/3) .
Silice t =  A^/^[Q'(0)]^/^X, matching the above solutions gives
Fi =  £ [g '(o)]veA -i/® . f2  =  ^[g '(o)]i/«A -i/« .
The constants D  and E  can be written in terms of the constants C\ and C2 '
„ D' + E' V5;FAi/«[g'(o)]-i/6(C2 +  C'i)
2 2
„ _ D ' ~ E '  _  V2^Ai/G|g'(0)]-V<!(C2 -  Oi)
2 2
The solution in region III can then be written as
VI I I  =  ^ ^ ^ ^ [-g (X )]- i/4 e x p  (A^°[-g(X)l"/2rfx) +
+  ^ ^ ^ ^ [ - g ( X ) ] - V 4 e x p  f^ [ -Q { X )Y l^ d X ^  .
The inner boundary condition of equation (2.11) is applied to the solution
y ill{ X  = —a) — 0, so that the constants Ci and C2 can be expressed in terms of each
other,
C*2 +  Oi =  —2(^2 — Cl) exp 2A J  [—Q(X)]^/^dX^ . (A.5)
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Ill II I
Figure A.3: Character of the function Q{x) for x  % b.
A . l , 2 Second  tu rn in g  p o in t
The second turning point at æ =  6 is treated in much the same way, so as to provide a 
solution in the region where re < 6 in terms of the solution for x > b (since the solution 
for re > 6 is subject to the outer boundary condition).
About the point re =  6, the solutions are labelled as in Figure A.3. Using the substitu­
tion X  = x — b, the derivation is almost identical to that of the previous section except 
for differences due to the gradient of the function Q{x) at re =  6:
yi = C i[-Q (X )]-i/<‘exp +
+  C2[—<5(-^)] exp ^ ^  [— J (A.6)
y n  = D A i  (a^ ''® [-0 '(0)]'/3x) +  S B i (a^/^[-Q '(0)]^/^x) , (A.7)
Vin = FilQ{X)]- /^^cos(x J°lQ{X)f/^dx\ +
+ F2[Q(A)]-‘ /*sm ( -A  j ° [ Q { X ) ^ / ^ d x ' ]  . (A.8)
Equation (A.6) can be simplified to take into account the boundary condition (2.13), 
so that
V! =  C2[-Q(X)]-i/^exp \ - \J^^[-Q{X)f/^dx\ .
When X  ^  0+ and A oo, equation (A.6) and (A.7) become
m ^  C2V/'t-Q'(o)|-V6rV4 exp (-^ t^ /^ ) ,
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Matching these solutions gives
D  =  2\ÆC2A:/«[-Q'(0)]-4/G, (A.9)
S  = 0, (A.IO)
When X  -> 0~ and A ^  oc, then equations (A.7) and (A.8) become
»  “  “ ■ d ' - ' ) " ) + ; ! < - • ) -■ "  ■" (!(-•)■'■) -
y m  «  #iAV0[g'(0)]-Va(_t)-i/4eos (^(_()V2) +
+  AA^/'=[Q '(0)]-'/^(-t)-4/4 8m ( |( -« )^ ^ ^ )  • 
Matching the solutions gives expressions for the constants F\ and in terms of D:
Fi =  Â [q '(o )]1 /S a -i/° , A  =  A [q '(o )]1 /6a-V 6 .
Since D  =  2y ^ C 2A^ /®[—(5'(0)]“ ^/^, suppose that now
Fi =  2C2, F2  = 2C2.
Note that the first instance of Q'{0) defined in the expression for D  is equal to —Q'(0) 
in the expression (A.9) since the values are actually evaluated near X  — 0 rather than 
at X  =  0.
A . 1,3 M atch in g  th e  so lu tion s
Write the solutions in the overlap region, a < x <b. The inner solution is 2/1, the outer 
solution is 2/2:
yi =  C'i[Q(æ)]~^/^cos ^A J  [Q(æ)]^/^dæj +  C2 [Q(æ)]“ ^/^sin ^A J  [Q(rc)] ,
2/2 =  2C2[Q(æ)]“ ^/^sin ^A J  [Q(rc)]^/^drrj +  2 C2 [Q{x)]~^^^ cos J  [0(a:)]^/^drr^ .
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There exists a condition under which these solutions are matched. Rewrite y 2 by 
splitting the integral into two regions and use a trigonometric expansion to write each 
term as a product of trigonometric functions:
oh
V2 ~ ‘^ 0 2 [ Q { x )\ sin y d x j cos j  +
— 2 C 2 [ Q { x )]~^^^c o s { ^  j  sin ^A^  [Q{x)Ÿ^^d
+  2C2[Q(a;)]~^/^ cos A^ J  cos Çx J  [Q {x)Ÿ^'^d
+ 2Ô2[Q(æ)]"^/^sin ^A^  [Q(rc)]^/^dæ j sin A^y [Q(æ)]^/^d
X 1 +
When y I — y2 , we equate similar terms in each equation to define Ci and C2  in terms 
of Cl and Ô2 ,
sin ^A J  +  cos ^A J  [Q(æ)]^/^da
sin ^A J  [<5(æ)] /^^drc j -  cos ^A j  [Q(æ)]^/^da
Cl =  2Cz
C2  =  2Cg
These are combined to produce expressions for the sum, and difference of these con­
stants,
ob
Cl +  C2  =  4C2Sin (a  [Q(x)Ÿl^dx\ , 
Cl -  C2 =  4C2COS ( \  j \Q { x ) ] y ^ d x )  ,
Prom (A.5), the inner boundary condition (in terms of x  rather than X) produces 
C2 +  Cl =  —2(C2 — Cl) exp 2A J  [—Q ( a s ) ] .
This condition is now
ob
4C2 sin ^A J  [Q{x)Ÿ'^‘^ dx j =  8C2 cos ^A J  [Q(æ)]^/^dæj exp 2A J  [—Q{x)]^^^dx^, 
which simplifies to
tan ^A J  [Q(as)]^/^dx^ =  2 exp ^-2A J  [ - Q { x ) Ÿ ^ ‘^ dx ^ .
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When A oo, this condition becomes
tan  ^A J  = 0
or equivalently,
fb
A / [Q(æ)]^/^dæ =  nvr.
Ja
Hence we have arrived at a condition on the function Q{x). This is employed in 
Chapter 2 (see 2.22).
A .2 T he one turn ing point problem
The application of WKB theory to the differential equation (1.103) describing the 
motion of plasma in a vertical thin flux tube is an example of a one turning point 
problem. In this particular example, the turning point occurs at z =  0 and below 
it lies a region in which the solution of the differential equation (3.48) will have an 
trigonometric form. Hence, we borrow the description of the second turning point from 
the previous section to describe the problem. The form of the solutions at the turning 
point are (from (A.6), (A.7) and (A.8)): for z >  0,
2/7 =  Ci[-Q(z)]~^/^exp ^ A ^  +
+  02[-Q (z)|-^/^exp  ^ - A ^  ;
for z AS 0,
y i l  =  D A i  (A2/3[_g'(o)]i/32) +  Ê B i (A^/^|-Q'(0)]4/3^) ;
and for z <  0,
yill =  Ti[Q(z)]~^/^cos ^A J  [Q(z')]^/^dz'^
+  ( a l jQ { z ') f / ^ d z ''^  .
Here A^Q(z) =
When z -4- 0~, the solutions 2/77 and 2/777 close to the turning point become
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yill «  FiAV0[Q'(0)]-i/6(_t)-i/4eos (2 (_g3 /2) +
where t — A^/^[Q'(0)]^/^z. Equating these leads to the expressions
^  =  flAi/®(Q'(0)l“ ^^ ®. ^  =7'2A‘/®[g'(0)l“ '^'®-V^ TT ’ \Æ r
Hence, for an open boundary condition at z =  0 we have E  = 0, whereas for a closed 
condition we have D — 0,
For each case, we apply the upper condition and substitute the expressions for Fi and 
F2 into the solution y /jj. For a closed top, F i =  O; hence for a tube of depth d,
Imposing a closed boundary condition at z =  —d produces (assuming tha t Q{—d) ^  0)
A ^  ^[Q(z')]^/^dz'=  n-TT. (A .ll)
For an open upper boundary condition, and closed boundary condition at z — —d, we 
obtain
A y  ^[Q(z')]^/^dz' =  7T. (A.12)
Equations (A .ll) and (A.12) are employed in Chapter 3.
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