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Abstract
In this paper, we establish sufficient conditions to guarantee the existence of at least one positive solution,
a unique positive solution, and multiple positive solutions for the Sturm–Liouville boundary value problem
on the half-line. By using an effective operator, the fixed point theorems in cone, especially Krasnosel-
skii fixed point theorem, can be applied to such systems and then existence criteria are established. The
interesting point of the results is that the nonlinear term f can be sign-changing.
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1. Introduction
In this paper, we consider the Sturm–Liouville boundary value problem (BVP) on the half-line⎧⎨
⎩
(p(t)x′(t))′ + λφ(t)f (t, x(t)) = 0, 0 < t < +∞,
α1x(0)− β1 limt→0+ p(t)x′(t) = 0,
α2 limt→+∞ x(t)+ β2 limt→+∞ p(t)x′(t) = 0,
(1)
where λ > 0 is a parameter, and in what follows we always suppose that f : [0,+∞) ×
[0,+∞) → R, φ : (0,+∞) → (0,+∞) are continuous functions; p ∈ C[0,+∞)∩C1(0,+∞)
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α1β2 + α1α2
∫ +∞
0
1
p(s)
ds > 0.
It is well known that the nonnegative property is always imposed on the nonlinear term f to
guarantee the existence of positive solutions to the corresponding BVPs. Many works have been
done to release the nonnegative restriction of f . Recently, Ge and Ren [10] weakened further
the condition of f by constructing an available operator and new existence criteria of positive
solutions are given for Sturm–Liouville BVP on finite interval without nonnegative or lower-
bounded condition imposed on f .
Boundary value problems on infinite interval occur in many applications, see [1,2] and ref-
erences therein. R.P. Agarwal [2] and D. O’Regan [1,2] studied differential, difference, integral
BVPs on infinite interval in detail. For differential boundary value problems, R.P. Agarwal and
D. O’Regan [2] adopted mainly the methods of the nonlinear alternative theorem together with
a wonderful diagonalization process and fixed point theorem in Fréchet space; Yan [4] with the
nonlinear alternative theorem and Ma [8] with the diagonalization process, etc. Sufficient condi-
tions are presented for the existence of nonnegative solutions of BVP on half-line.
R.P. Agarwal [2,3], M. Frigon [6,7], D. O’Regan [2,3,7] used or generalized some new fixed
point theorems in Fréchet space. For any x ∈ C[0,∞), define
‖x‖ =
+∞∑
m=1
1
2m
‖x‖m
1 + ‖x‖m ,
where ‖·‖m is the maximum norm of C[0,m], then (C[0,+∞),‖·‖) is a Fréchet space. So these
new fixed point theorems in Fréchet spaces can be applied to the discussion of the existence of
nontrivial solutions for differential equations on half-line.
Meanwhile if we consider the space X = {x ∈ C[0,+∞): limt→+∞ x(t) exists} with the
supremum norm, then (X,‖ · ‖) is a Banach space, see [2]. So available fixed point theorems in
Banach space, especially in cone, can be used to the investigation of the existence of nonnegative
solutions for BVP on half-line, see [9,11].
The purpose of this paper is to apply the operator introduced in [10] together with fixed
point theorems in cone to discuss the infinite interval boundary value problems. By using the
fixed point theorems in cone, new existence theorems for at least one positive solution, a unique
positive solution and multiple positive solutions are established respectively. The emphasis of the
results is that the sign of the nonlinear term f can change. Moreover, the methods used in this
paper are different from [1–9,11] and the results obtained in this paper generalize some results
in [2] in some degree.
2. Preliminary
In this paper, we consider the space X = {x ∈ C[0,+∞): limt→+∞ x(t) exists} with the
supremum norm and the cone K = {x ∈ X: x(t)  0, t ∈ [0,+∞)} of X. For convince, we
denote a(t), b(t) by
a(t) = β1 + α1
t∫
0
1
p(s)
ds, b(t) = β2 + α2
+∞∫
t
1
p(s)
ds
and it is obvious that α2a(t)+ α1b(t) = ρ.
Before the main results, we give some lemmas.
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∫ +∞
0
1
p(s)
ds < +∞ and ρ > 0, BVP⎧⎨
⎩
(p(t)u′(t))′ + v(t) = 0, 0 < t < +∞,
α1u(0)− β1 limt→0+ p(t)u′(t) = 0,
α2 limt→+∞ u(t)+ β2 limt→+∞ p(t)u′(t) = 0
(2)
has a unique solution for any v ∈ L(0,+∞). Moreover, this unique solution can be expressed in
the form
u(t) =
+∞∫
0
G(t, s)v(s)ds,
where G(t, s) is defined by
G(t, s) =
{ 1
ρ
a(t)b(s), 0 t  s < +∞,
1
ρ
a(s)b(t), 0 s  t < +∞. (3)
Remark 2.1. From (3), we can get the properties of G(t, s) as follows:
(1) G(t, s) is continuous on [0,+∞)× [0,+∞);
(2) for each s ∈ [0,+∞), G(t, s) is continuously differentiable on [0,+∞) except t = s;
(3) ∂G(t,s)
∂t
|t=s+ − ∂G(t,s)∂t |t=s− = − 1p(s) ;
(4) for each s ∈ [0,+∞), G(t, s) satisfies the corresponding homogeneous BVP (i.e., v(t) ≡ 0
in BVP (2)) on [0,+∞) except t = s.
In other words, G(t, s) is the Green function of BVP (2) on half-line.
Remark 2.2. Obviously G(t, s) G(s, s) and G¯(s) := limt→+∞ G(t, s) = 1ρ β2a(s) < +∞. If
0 <
∫ +∞
0 G(t, s)φ(s)ds < +∞, we have
u(t) ρ‖u‖
a(∞)b(0)‖φ‖
+∞∫
0
G(t, s)φ(s)ds > 0, t ∈ [0,+∞),
where u(t) is the solution of BVP (2) defined as above. Set ω(t) = ∫ +∞0 G(t, s)φ(s)ds, then
ω(t) is the unique solution of (2) for v(t) ≡ φ(t).
Theorem 2.2. [2] Let X be defined as before and M ⊂ X. Then M is relatively compact in X if
the following conditions hold:
(a) M is uniformly bounded in X;
(b) the functions from M are equicontinuous on any compact interval of [0,+∞);
(c) the functions from M are equiconvergent, that is, for any given 	 > 0, there exists a T =
T (	) > 0 such that |f (t)− f (+∞)| < 	, for any t > T , f ∈ M .
Definition 2.1. An operator is called completely continuous if it is continuous and maps bounded
sets into relatively compact sets.
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Define θ :TX → K by
(θy)(t) = max{y(t), 0}, t ∈ [0,+∞),
where y ∈ TX. Then θ ◦ T :X → K is a completely continuous operator.
Proof. For any y1, y2 ∈ TX, it holds
‖θy1 − θy2‖ = sup
0t<+∞
∣∣max{y1(t), 0}− max{y2(t), 0}∣∣
 sup
0t<+∞
∣∣y1(t)− y2(t)∣∣= ‖y1 − y2‖,
which implies that θ is a continuous operator. For each bounded Ω ⊂ X, (θ ◦ T )Ω is relatively
compact since TΩ is, so we have θ ◦ T :X → K is completely continuous. 
Lemma 2.4. [12] Let P be a cone of real Banach space E, Ω ⊂ P a bounded open set, θ ∈ Ω
and T : Ω¯ → P a completely continuous mapping. Suppose
T x = λx, ∀x ∈ ∂Ω, λ 1.
Then degP {I − T ,Ω,0} = 1.
3. Existence of solutions
In this section, the existence criteria of at least one positive solutions, a unique positive so-
lution, and multiple positive solutions are obtained by Lemma 2.4 and Krasnoselskii fixed point
theorem.
Theorem 3.1. Suppose that the following conditions hold:
(H1)
∫ +∞
0 φ(s)ds < +∞;
(H2) for 0 t < +∞ and x in a bounded set, f (t, x) is bounded;
(H3) there exist R >M > 0 such that
0 <
M
min0t<+∞ f (t,Mω(t))
:= a < R‖ω‖ · max 0t<+∞
Mω(t)xR
f (t, x)
:= b.
Then when λ ∈ [a, b), BVP (1) has at least one positive solution x with Mω(t)  x(t) < R on
[0,+∞).
Proof. Consider BVP⎧⎨
⎩
(p(t)x′(t))′ + λφ(t)f ∗(t, x(t)) = 0, 0 < t < +∞,
α1x(0)− β1 limt→0+ p(t)x′(t) = 0,
α2 limt→+∞ x(t)+ β2 limt→+∞ p(t)x′(t) = 0,
(4)
where
f ∗(t, x) =
{
f (t,Mω(t)), x Mω(t),
f (t, x), Mω(t) x R,
f (t,R), R  x.
H. Lian, W. Ge / J. Math. Anal. Appl. 321 (2006) 781–792 785Define T :K → X by
(T x)(t) = λ
+∞∫
0
G(t, s)φ(s)f ∗
(
s, x(s)
)
ds, 0 t < +∞. (5)
In view of Lemma 2.1, it is clear that a fixed point of T is also a solution of the BVP (4).
We claim that T is a completely continuous operator. To justify this, we first show that
T :K → X is well defined. Let x ∈ K , then there exists r0 > 0 such that ‖x‖  r0 and from
condition (H2), we have Sr0 := sup{|f (t, x)|: 0 t < +∞, 0 x  r0} < +∞.
For any t1, t2 ∈ [0,+∞), it holds
+∞∫
0
∣∣G(t1, s)−G(t2, s)∣∣φ(s)ds  2 sup
0t<+∞
+∞∫
0
G(t, s)φ(s)ds < +∞,
so by Lebesgue dominated convergence theorem, noticing that G(t, s) is continuous in t , we
have
∣∣(T x)(t1)− (T x)(t2)∣∣  λ
+∞∫
0
∣∣G(t1, s)−G(t2, s)∣∣φ(s)∣∣f ∗(s, x(s))∣∣ds
 λSr0
+∞∫
0
∣∣G(t1, s)−G(t2, s)∣∣φ(s)ds
→ 0, as t1 → t2. (6)
Therefore T x ∈ C[0,+∞).
We can show T x ∈ X. Notice that
lim
t→+∞(T x)(t) = λ
+∞∫
0
G¯(s)φ(s)f ∗
(
s, x(s)
)
ds < +∞.
Next we show that T :K → X is continuous. Let xn → x as n → +∞ in K , and we will show
that T xn → T x as n → +∞ in X. While f (t, x) is continuous on x and
+∞∫
0
G¯(s)φ(s)
∣∣f (s, xn(s))− f (s, x(s))∣∣ds  2Sr
+∞∫
0
G¯(s)φ(s)ds < +∞,
where r > 0 is a real number such that r maxn∈N\{0}{‖x‖,‖xn‖}, therefore we have
∣∣(T xn)(+∞)− (T x)(+∞)∣∣  λ
+∞∫
0
G¯(s)φ(s)
∣∣f ∗(s, xn(s))− f ∗(s, x(s))∣∣ds
 λ
+∞∫
0
G¯(s)φ(s)
∣∣f (s, xn(s))− f (s, x(s))∣∣ds
→ 0, as n → +∞. (7)
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∣∣(T xn)(t)− (T xn)(+∞)∣∣  λ
+∞∫
0
∣∣G(t, s)− G¯(s)∣∣φ(s)∣∣f ∗(s, xn(s))∣∣ds
 λSr
+∞∫
0
∣∣G(t, s)− G¯(s)∣∣φ(s)ds
→ 0, as t → +∞, (8)
and similarly we have∣∣(T x)(t)− (T x)(+∞)∣∣→ 0, as t → +∞. (9)
For any positive number T0 < +∞, when t ∈ [0, T0], we have
∣∣(T xn)(t)− (T x)(t)∣∣  λ
+∞∫
0
G(t, s)φ(s)
∣∣f ∗(s, xn(s))− f ∗(s, x(s))∣∣ds
 λ
+∞∫
0
G(t, s)φ(s)
∣∣f (s, xn(s))− f (s, x(s))∣∣ds
→ 0, as n → +∞. (10)
Combining (7)–(10), we can get that T is continuous.
Finally we show that T is completely continuous on K . Let B be a bounded subset of X with
radius r1 > 0. For any x ∈ B , we have ‖x‖ r1 and
∣∣(T x)(t)∣∣= λ
∣∣∣∣∣
+∞∫
0
G(t, s)φ(s)f ∗
(
s, x(s)
)
ds
∣∣∣∣∣ bSr1
+∞∫
0
G(t, s)φ(s)ds < +∞.
So T B is uniformly bounded. In the same way as we proved (6) and (9), we can get that T B is
equicontinuous and equiconvergent. Therefore by Theorem 2.2, T :K → X is completely con-
tinuous.
From Lemma 2.3, θ ◦ T :K → K is completely continuous, where θ is defined as above.
Set Ω = {x ∈ K: ‖x‖ < R} and Δ = {t ∈ [0,+∞): f ∗(t, x(t)) 0}. Then for any x ∈ ∂Ω ,
we have
(θ ◦ T )x(t) = max
{
λ
+∞∫
0
G(t, s)φ(s)f ∗
(
s, x(s)
)
ds, 0
}
< b max
0t<+∞
‖x‖=R
f ∗
(
t, x(t)
) ∫
Δ
G(t, s)φ(s)ds
 b‖ω‖ max
0t<+∞
Mω(t)xR
f (t, x) = R,
which concludes that degK{I −θ ◦T ,Ω,0} = 1, and so θ ◦T has a fixed point x ∈ Ω . Obviously
‖x‖ <R.
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sup
0t<+∞
{
Mω(t)− (T x)(t)}> 0.
Case 1. limt→+∞(Mω(t)− (T x)(t)) = sup0t<+∞{Mω(t)− (T x)(t)} > 0.
For this case, we can get immediately that there exists T > 0 such that
Mω(t)− (T x)(t) > 0 and Mω′(t)− (T x)′(t) 0, t  T . (11)
Notice that both Mω(t) and (T x)(t) satisfy the boundary value conditions of (1) and we have
α2 lim
t→+∞
(
Mω(t)− (T x)(t))+ β2 lim
t→+∞p(t)
(
Mω′(t)− (T x)′(t))= 0,
which combining (11) implies that α2 = 0 and limt→+∞ p(t)(Mω′(t)− (T x)′(t)) = 0.
Furthermore, if there exists t1 ∈ [0,+∞) such that
Mω(t1)− (T x)(t1) = 0 and Mω(t)− (T x)(t) > 0, t ∈ (t1,+∞),
then for any t ∈ [t1,+∞), we have
Mω′(t)− (T x)′(t) = − 1
p(t)
+∞∫
t
(
p(s)
(
Mω(s)− (T x)(s))′)′ ds
= 1
p(t)
+∞∫
t
φ(s)
[
M − λf ∗(s, x(s))]ds
= 1
p(t)
+∞∫
t
φ(s)
[
M − λf (s,Mω(s))]ds
 0,
and so Mω(t1) − (T x)(t1) limt→+∞(Mω(t) − (T x)(t)) > 0, which is a contradiction. Then
we have
Mω(t)− (T x)(t) > 0, t ∈ [0,+∞), (12)
and so
lim
t→+∞
[
Mω(t)− (T x)(t)]=
+∞∫
0
G¯(s)φ(s)
[
M − λf ∗(s, x(s))]ds

[
M − a min
0t<+∞f
∗(s,Mω(t))]
+∞∫
0
G¯(s)φ(s)ds
= 0,
which is a contradiction to Case 1.
Case 2. There exists a real number t0  0 such that
Mω(t0)− (T x)(t0) = sup
0t<+∞
{
Mω(t)− (T x)(t)}> 0.
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and in a same way as in Case 1, we can get (12) holds.
If t0 ∈ (0,+∞), we have Mω′(t0) − (T x)′(t0) = 0. Similarly we can show that Mω(t) −
(T x)(t) > 0 holds both in [0, t0] and [t0,+∞), respectively.
However, it holds
Mω(t0)− (T x)(t0) =
+∞∫
0
G(t0, s)φ(s)
[
M − λf ∗(s, x(s))]ds

[
M − a min
0t<+∞f
∗(s,Mω(t))]
+∞∫
0
G(t0, s)φ(s)ds
= 0,
which is a contradiction to Case 2.
Above all, we have (T x)(t)  Mω(t) on [0,+∞). Then (θ ◦ T )x = T x = x and x is a
solution of BVP (1) with Mω(t) x(t) < R on [0,+∞) and ‖x‖ <R. 
Theorem 3.2. Replace conditions (H1)–(H2) with (H′):
(H′) For any r > 0, there exists a continuous function ψr(t) : [0,+∞) → [0,+∞) with ψr(t) >
0 on (0,+∞) such that∣∣f (t, x)∣∣ψr(t), t  0, ‖x‖ < r,
and
sup
0t<∞
+∞∫
0
G(t, s)φ(s)ψr(s)ds < +∞,
+∞∫
0
G¯(s)φ(s)ψr(s)ds < +∞.
Then the result of Theorem 3.1 also holds.
Corollary 3.3. Suppose (H1)–(H2) (or (H′)) hold. Further suppose
(H4) there exist R >M > 0 such that
0 <
M
min0t<+∞ f (t,Mω(t))
 1 < R‖ω‖ · max 0t<+∞
Mω(t)xR
f (t, x)
.
Then BVP (1) with λ = 1 has at least one solution x with Mω(t) x(t) < R on [0,+∞).
Remark 3.1. It is obvious that when ω(t) > 0 on (0,+∞), the condition f (t,0) 0 is unnec-
essary to the existence of positive solution for BVP (1) with λ = 1. While it is necessary in [2,
p. 46] for BVP (1) with λ = 1, α1 = β2 = 0. Moreover, if we suppose f (t,0) 0, we can get an
explicit existence result for BVP (1) with λ = 1.
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R > 0 such that
0 < ‖ω‖ max
0t<+∞
0xR
f (t, x) < R,
then BVP (1) with λ = 1 has at least one nonnegative solution x such that 0  x(t) < R over
[0,+∞).
Remark 3.2. If f (t,0) ≡ 0 in Corollary 3.4, x is a positive solution to corresponding BVP.
Theorem 3.5. Suppose the conditions of Theorem 3.1 or Theorem 3.2 hold. Further suppose that
(H5) for any r > 0, there exists a continuous function ϕr(t) : [0,+∞) → [0,+∞) with ϕr(t) > 0
on (0,+∞) such that∥∥f (t, x)− f (t, y)∥∥ ϕr(t)‖x − y‖, as t  0, ‖x‖ < r, ‖y‖ < r and x = y,
and
sup
0t<+∞
+∞∫
0
G(t, s)φ(s)ϕr (s)ds 
1
b
,
+∞∫
0
G¯(s)φ(s)ϕr (s)ds 
1
b
.
Then BVP (1) has a unique solution x satisfying Mω(t) x(t) < R over [0,+∞).
Proof. If x, y are two different fixed points of T , we have T x = x, T y = y. While from (H5),
it holds
‖T x − Ty‖ = sup
0t<+∞
λ
∣∣∣∣∣
+∞∫
0
G(t, s)φ(s)
[
f
(
s, x(s)
)− f (s, y(s))]ds
∣∣∣∣∣
< b‖x − y‖ sup
0t<+∞
+∞∫
0
G(t, s)φ(s)ϕR(s)ds
 ‖x − y‖,
which is a contradiction. So T has only one fixed point. 
Corollary 3.6. Suppose the conditions of Corollary 3.3 hold. Further suppose that (H5) holds
with b > 1. Then BVP (1) with λ = 1 has a unique nonnegative solution x such that Mω(t) 
x(t) < R over [0,+∞).
Last we present an existence result of multiple solutions for BVP (1) by using Krasnoselskii
fixed point theorem.
Choose a constant δ ∈ (0,1) such that 0 < σ = minδt1/δ ρω(t)a(+∞)b(0)‖φ‖ < 1 and set
B = sup
0t<+∞
1
δ∫
G(t, s)φ(s)ds, Mr = ρr
a(+∞)b(0)‖φ‖ .
δ
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Theorem 3.7. Suppose (H1)–(H2) (or (H′)) hold. Further if there exist d  0, R2 >R1 >M > 0
such that σR2 R1 + bd‖ω‖ and
(H6) min 0t<+∞
M∗ω(t)xR2
f (t, x)−d , where M∗ = max{M,MR1};
(H7) 0 < M
min0t<+∞ f (t,Mω(t))
:= a1 < R1‖ω‖[d + max 0t<+∞
Mω(t)xR1
f (t, x)
] := b;
(H8) 0 < R2
B
[
d + min δt1/δ
−bd‖ω‖+σR2xR2
f (t, x)
] := a2 < b.
Then when max{a1, a2} λ < b, BVP (1) has at least two solutions x1, x2 with
Mω(t) x1(t) < R1 and R1  x2(t)R2, t ∈ [0,+∞).
Proof. Consider BVP⎧⎨
⎩
(p(t)x′(t))′ + λφ(t)f ∗(t, x(t)) = 0, 0 < t < +∞,
α1x(0)− β1 limt→0+ p(t)x′(t) = 0,
α2 limt→+∞ x(t)+ β2 limt→+∞ p(t)x′(t) = 0,
(13)
where
f ∗(t, x) = d +
{
f (t,Mω(t)), x  (M + λd)ω(t),
f (t, x − λdω(t)), (M + λd)ω(t) x R2,
f (t,R2), R2  x.
It is easy to get that
0 <
M
min0t<+∞ f ∗(t,Mw(t))
 a1 < b
R1
‖ω‖max 0t<+∞
Mw(t)xR1
f ∗(t, x)
,
and in just the same way as in Theorem 3.1, we can get that when a1  λ < b, BVP (13) has at
least one solution x∗1 (t) with Mω(t) x∗1 (t) < R1 on [0,+∞) and ‖x∗1‖ <R1.
Define mapping T :K1 → K1 by
(T x)(t) = λ
+∞∫
0
G(t, s)φ(s)g
(
s, x(s)
)
ds,
where g(t, x(t)) = max{f ∗(t, x(t)),0}. From Remark 2.2 and with a same proof as in Theo-
rem 3.1, we can get that T :K1 → K1 is well defined and T is completely continuous. Set
Ωi =
{
x ∈ K1: ‖x‖ <Ri
}
, i = 1,2.
For x ∈ ∂Ω1, set Δ1 = {t ∈ [0,+∞): f ∗(t, x(t)) 0} and we have
‖T x‖ = λ sup
0t<+∞
+∞∫
G(t, s)φ(s)g
(
s, x(s)
)
ds0
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0t<+∞
∫
Δ1
G(t, s)φ(s)f ∗
(
s, x(s)
)
ds
< b max
0t<+∞
‖x‖=R1
[
d + f (t, x(t))] · sup
0t<+∞
∫
Δ1
G(t, s)φ(s)ds
 b‖ω‖ max
0t<+∞
Mω(t)xR1
[
d + f (t, x)]
= R1 = ‖x‖.
And for x ∈ ∂Ω2, we have
‖T x‖ = λ sup
0t<+∞
+∞∫
0
G(t, s)φ(s)g
(
s, x(s)
)
ds
 λ sup
0t<+∞
1
δ∫
δ
G(t, s)φ(s)f ∗
(
s, x(s)
)
ds
 a2 min
δt1/δ
σR2xR2
f ∗(t, x) · sup
0t<+∞
1
δ∫
δ
G(t, s)φ(s)ds
 a2B min
δt1/δ
σR2−bd‖ω‖xR2
[
d + f (t, x)]
= R2 = ‖x‖.
So T has a fixed point x∗2 ∈ Ω¯2 \Ω1 following the Krasnoselskii fixed point theorem. From Re-
mark 2.2 and condition (H6) we get that x∗2 is a solution of BVP (13) such that R1  x∗2 (t)R2.
Set xi(t) = x∗i (t)− λdω(t), i = 1,2, and we have⎧⎨
⎩
(p(t)x′i (t))′ + λφ(t)[f ∗(t, xi(t)+ λdω(t))− d] = 0, 0 < t < +∞,
α1xi(0)− β1 limt→0+ p(t)x′i (t) = 0,
α2 limt→+∞ xi(t)+ β2 limt→+∞ p(t)x′i (t) = 0.
Since min0t<+∞ f ∗(t,Mω(t) + λdω(t)) = min0t<+∞[d + f (t,Mω(t))], we can get that
xi(t)Mω(t), i = 1,2, on [0,+∞) with a same proof as in Theorem 3.1. And so x1, x2 are the
two positive solution of BVP (1) satisfying ‖x1‖ <R1  σR2 − bdl  ‖x2‖R2. Then we can
complete the proof of this theorem. 
Corollary 3.8. Suppose f (t,0) 0, f (t,0) ≡ 0 and (H1)–(H2) (or (H′)) hold. Further if there
exist d > 0, R2 >R1 > 0 such that σR2 R1 + bd‖ω‖ and
(H9) min
0t<+∞
MR1ω(t)xR2
f (t, x)−d;
(H10) 0 < R2
B
[
d + min δt<1/δ f (t, x)
] := a < R1‖ω‖[d + max 0t<+∞ f (t, x)] := b.
−bd‖ω‖+σR2xR2 0xR1
792 H. Lian, W. Ge / J. Math. Anal. Appl. 321 (2006) 781–792Then when λ < b, BVP (1) has at least two solutions x1, x2 such that
0 xi(t)Ri, t  0, i = 1,2,
and when a  λ < b, BVP (1) has at least one solution x with 0 x(t) < R1 on [0,+∞).
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