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Abstract
The goal of this dissertation is the development and evaluation of scale hop-
ping computational models to supplement or replace experimental research.
In this work this is realized for two separate topics. The first model deals
with thin silicon carbon layers on silicon wafers and their thermal stability.
Modern transistors require a strained channel of the NMOS technology, be-
cause of increasingly small transistor size. This tensile strain can be achieved
by decreasing the average lattice constant of silicon by alloying with carbon.
Experiments indicated a loss in tensile strain during heat treatment, and espe-
cially layers doted with phosphorus are thermodynamically unstable. A model
is proposed as the reason for relaxation such that substitutional carbon atoms
form silicon-carbon dumbbells, creating a vacancy in the process. The accel-
eration of the process by phosphorus atoms is explained by the formation of
phosphorus vacancy pairs, which shift the thermodynamic equilibrium in favor
of the silicon carbon dumbbells. The underlying reactions of this model are
simulated on three different scales. By molecular dynamics these mechanisms
are identified as a possible reason for relaxation. By ab initio methods the
formation energies of the foreign atoms are determined, as well as the ener-
gies of select atom combinations which were previously found plausible. By
a nudged elastic band approach the migration energies of the proposed defect
reactions are calculated. On the biggest length scale a statistical model is de-
veloped which describes the kinetics of the relaxation process in dependence of
temperature and initial defect concentration. The previously calculated forma-
tion and migration energies are input parameters of the statistic model. In a
comparison to experimental data the statistical model describes the relaxation
behavior well and therefore validates the assumptions of the responsible mech-
anisms. The second topic deals with simulation of grain boundary mobility
by molecular dynamics. These mobilities are an important property for meso-
scopic recrystallization simulations and can only be determined laboriously by
experiments. To get a statistical overview of the mobilities in dependence of
the complex grain boundary geometry, a preferably automated method is nec-
essary. In a common procedure to achieve this in molecular dynamics two fcc
crystals are created, which form the desired grain boundary on their interface.
In this bicrystal system a potential energy between the crystals is applied, us-
ing a defined orientation parameter, which acts as a driving pressure to move
the grain boundary. During this dissertation potentially severe problems with
this method were recognized. The problems of the until now commonly used
orientation parameter were eliminated. Other potential error sources intro-
duced by the approximative nature of molecular dynamics are investigated,
because in contrast to the atomic silicon defects ab initio calculations are not
possible for grain boundaries. The found strong dependency of the calculated
mobilities on the molecular dynamics potential suggest the determined mobil-
ity values are unreliable and that molecular dynamics should only be used for
qualitative research on grain boundary motion at the current state of the art
of MD potentials.
scale hopping, simulation, silicon, grain boundary
Zusammenfassung
Ziel dieser Arbeit ist die Entwicklung und Evaluation von skalenübergreifen-
den Modellen zur Unterstützung oder als Ersatz von experimentellen Unter-
suchungen. In der vorliegenden Arbeit wird dies anhand von zwei getrennten
Themengebieten durchgeführt.
Das erste Thema behandelt dünne Silizium Kohlenstoff Schichten auf Si-Wafern
und ihre thermische Stabilität. Moderne Transistoren verlangen wegen immer
kleineren Strukturbreiten eine Zugspannung im Kanal der NMOS Technik. Die-
se Zugspannung kann durch eine Verringerung der mittleren Gitterkonstante
von Silizium durch Einbau von Kohlenstoff erreicht werden. In experimen-
tellen Befunden wurde festgestellt, dass die Verspannung einer Schicht nicht
thermisch stabil ist und insbesondere eine Phosphordotierung der Schicht ei-
nen Entspannungsprozess beschleunigt. Es wird ein Modell vorgeschlagen, in
dem die Entspannung der Schicht auf Platzwechselvorgängen zwischen sub-
stitutionellen Kohlenstoffatomen und Silizium-Kohlenstoff-Hanteln unter Bil-
dung einer Leerstelle beruht. Die Beschleunigung des Prozesses durch zuneh-
mende Phosphorkonzentration wird durch die Bildung von Phosphor Leer-
stellenpaaren erklärt, welche das thermodynamische Gleichgewicht zu Guns-
ten der Silizium-Kohlenstoff-Hanteln verschieben. Die diesem Modell zugrun-
de liegenden Reaktionen werden auf drei unterschiedlichen Simulationsskalen
untersucht. Durch Molekulardynamik werden in Frage kommende Reaktio-
nen für die Entspannung ermittelt. Durch ab initio Methoden werden sowohl
Bildungsenergien der einzelnen Defekte als auch die Energien von Atomkom-
binationen bestimmt, die zuvor als plausibel festgestellt wurden. Durch die
Nudged-Elastic-Band Technik werden die Migrationsenergien der einzelnen
vorgeschlagenen Reaktionen bestimmt. Auf der größten Skala wird ein sta-
tistisches Modell entwickelt, welches die Kinetik des Entspannungsprozesses in
Abhängigkeit von Temperatur und Ausgangskonzentrationen beschreibt. Die
zuvor atomistisch berechneten Bildungs- und Migrationsenergien sind hierbei
Eingangsparameter des statistischen Modells. Im Vergleich zum Experiment
kann das statistische Modell den Entspannungsverlauf gut beschreiben und
validiert somit die Annahmen über den zugrunde liegenden Mechanismus.
Das zweite Themengebiet handelt von der Simulation von Korngrenzenmo-
bilität durch Molekulardynamik. Diese Mobilitäten sind für die mesoskopi-
sche Simulation von Rekristallisation wichtige Ausgangsgrößen und können
nur schwer durch Experimente ermittelt werden. Um einen statistischen Über-
blick über die Mobilität in Abhängigkeit der komplexen Korngrenzengeome-
trie zu erhalten, ist ein möglichst automatisiertes Verfahren nötig. In einem
gebräuchlichen Verfahren der Molekulardynamik werden dazu zwei Kristalle
erzeugt, welche an ihrer Kontaktfläche die gewünschte Korngrenze bilden. In
diesem Bikristallsystem wird durch Definition eines Orientierungsparameters
eine Energiedifferenz zwischen den zwei Kristallen aufgebracht, welche einen
Druck auf die Korngrenze ausübt um sie anzutreiben. Im Verlauf der vorliegen-
den Arbeit wurden jedoch potentiell schwerwiegende Mängel dieses Verfahrens
festgestellt. Die Probleme des bis dato verwendeten Orientierungsparameters
wurden durch eine neue Definition behoben. Da eine direkte Berechnung durch
ab initio Methoden für Korngrenzen im Unterschied zu den atomaren Silizium-
defekten nicht möglich ist, werden die Einflüsse von potentiellen Fehlerquellen
betrachtet. Eine gefundene starke Abhängigkeit der Mobilität vom MD Po-
tential legt nahe, dass die berechneten Werte sehr unzuverlässig sind und MD
bei dem derzeitigen Stand der Technik nur zum qualitativen Verständnis der
Korngrenzenbewegung eingesetzt werden sollte.
skalenübergreifend, Simulation, Silizium, Korngrenze
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Kapitel 1
Einleitung
Simulation hat mit stetiger Verbesserung der Computertechnologie in vielen
Bereichen des Lebens Einzug gefunden. Ein gutes Beispiel für den direkten
Nutzen von Computerberechnungen für den Durchschnittsbürger ist der Wet-
terbericht, welcher ohne die computergestützte zeitliche Extrapolation von Sa-
tellitenbildern nicht in der heutigen Genauigkeit möglich wäre. Die Nutzung
eines Computers bietet sich generell an sobald ein Sachverhalt mathematisch
beschrieben werden kann, jedoch zu komplex für eine analytische Lösung ist.
Daher sind Simulationen besonders in Natur- und Ingenieurwissenschaften sehr
nützlich. Zum Beispiel können in den Naturwissenschaften experimentell nicht
zugängliche Phänomene untersucht und in den Ingenieurwissenschaften vor
der Erstellung von Prototypen die Eigenschaften von Bauteilen geprüft wer-
den. Durch schneller verfügbare, reichhaltigere Informationen können bessere
Entscheidungen getroffen, Projekte beschleunigt und dadurch Zeit und Geld
gespart werden.
Simulation ist jedoch nur so gut wie das zugrunde liegende Modell. Liegen fal-
sche Annahmen oder eine unzureichende Näherung des Modells vor kann eine
zutreffende Vorhersage höchstens zufällig getroffen werden. Eine weitere wich-
tige Eigenschaft eines mathematischen Modells ist seine Fähigkeit, möglichst
viele Informationen im Verhältnis zu den Eingangsparametern zu produzieren.
Ein sehr gutes Beispiel für ein solches Modell ist die Schrödingergleichung, bzw.
die Dichtefunktionaltheorie welche die Schrödingergleichung für Systeme vie-
ler Elektronen erst numerisch lösbar macht. Als ab initio Methode können mit
dieser Theorie ohne jegliche Abhängigkeit von Eingangsparametern zahlreiche
1
2physikalische Eigenschaften berechnet werden. Die berechneten Eigenschaften
entstehen aus dem Modell selbst, aus seinen Annahmen über die Struktur der
Materie und einer mathematischen Näherung.
Erste Arbeiten zur Dichtefunktionaltheorie (DFT) wurden bereits 1964 von
Kohn und Hohenberg [42] und 1965 von Kohn und Sham [56] veröffentlicht,
lange bevor Rechenkapazitäten zur Lösung einfachster Rechenprobleme zur
Verfügung standen. 1998 erhielt Walter Kohn den Nobelpreis für Chemie für
diese großartige visionäre Leistung.
Ein Simulationsmodell, welches von sich behaupten kann ohne Parameter aus-
zukommen, da es ”von Grund auf“ arbeitet, ist jedoch die Ausnahme. In der
Praxis existieren zahlreiche Näherungen, welche in verschiedenen Situationen
unterschiedliche Stärken und Schwächen zur Lösung der Schrödingergleichung
besitzen, sodass die Wahl dieser Annahmen den Parameterraum der ab initio
Methoden bildet. Aufgrund der benötigten Rechenzeit sind ab initio Methoden
auf die Berechnung von etwa hundert Atomen beschränkt. Auch bei weiterer
Gültigkeit des Mooreschen Gesetzes und dem damit verbundenen Anstieg der
Rechenleistung wird diese Grenze in absehbarer Zeit nicht maßgeblich erhöht,
sodass diese Beschränkung bestehen bleibt. Um auf eine mehrere Nanometer
umfassende Skala zu kommen gibt es zwei Möglichkeiten: Entweder die ab in-
itio Theorien müssen maßgeblich beschleunigt, oder ein größerer Kompromiss
hinsichtlich der Genauigkeit der Simulation muss eingegangen werden. Bei-
de Ansätze werden tatsächlich verfolgt, z.B. in der DFT die Beschleunigung
der Rechnungen durch das Training neuronaler Netze [13], oder Optimierung
der vorhandenen Simulationslösungen für spezifische Probleme. Hierbei ist das
Ziel jedoch meistens nicht der Vorstoß in größere Längen- und Zeitskalen, son-
dern die bereits beträchtlichen Rechenzeiten herabzusetzen. Für höhere Skalen
existiert einerseits die ab initio Molekulardynamik, welche durch die Wahl von
Pseudopotentialen die Genauigkeit geringfügig herabsetzt, jedoch noch immer
auf einem ”first principles“ Ansatz beruht. Eine Größenbeschränkung besteht
hier bei etwa 1000 Atomen [13].
Molekulardynamik hingegen ist auf einer Skala von Tausenden bis mehreren
Millionen von Atomen möglich. Bei diesem Verfahren wird konzeptionell auf die
Simulation von Elektronen verzichtet. Die Interaktion zwischen den Atomen
wird durch empirische entwickelte Potentiale beschrieben. In ihrer Komplexität
3reichen sie von fest verketteten harmonischen Potentialen für Atome eines Mo-
leküls über Potentiale, die ein einfaches Kugelmodell für Festkörper beschrei-
ben (Lennard-Jones [92]), bis zu sehr komplexen Potentialen. Eine Näherung
für die meisten Potentiale ist, dass nur die Interaktion mit Nachbaratomen
in einer kleinen Umgebung berechnet wird. In der Simulation von Festkörpern
wird dabei teilweise nur die Wechselwirkung mit den nächsten Nachbaratomen
berücksichtigt. Die Potentiale beruhen neben ihrer mathematischen Form auf
einer Anzahl von mühevoll eingestellten Parametern, mit denen eine Reihe von
Eigenschaften möglichst gut abgebildet werden. Dies ist ein Kompromiss und
limitiert grundsätzlich die Möglichkeiten für die Molekulardynamik, sinnvoll
eingesetzt zu werden. Ein Problemlösungsansatz sind die ”Analytischen Bond-
order Potentiale“ [32]. Hier werden Potentiale aus theoretischen Grundlagen
entwickelt, welche nicht von empirischen Parametern abhängen, jedoch bei der
steigenden Rechenkapazität in den nächsten Jahren in die Größenordnung der
Molekulardynamik vorstoßen könnten.
Auf meso- und makroskopischer Skala variieren die Arten von Simulationen
sehr, da sie dem individuellen Problem angepasst werden müssen. Dabei wer-
den statistische Größen betrachtet, da mit Rückblick auf die atomare Skala
immer eine Vielzahl von Teilchen betrachtet wird. Diese einzelnen Teilchen
sind jedoch auf größeren Skalen irrelevant, nur ihr Verhalten als Gruppe spielt
eine Rolle. Genau wie die Molekulardynamik haben alle Simulationsmodelle
auf größeren Skalen das Problem der Abhängigkeit von Eingangswerten und
deren maßgebliche Auswirkungen auf die Qualität der Vorhersagen der Simu-
lation. Teilweise können diese durch experimentelle Messungen oder durch ein
anderes Simulationsmodell bestimmt werden. Dies ist jedoch nur für Modelle
möglich, welche eine physikalische Äquivalenz besitzen. Auch mit reinen ma-
thematischen Modellen kann oft ein sehr guter Erfolg erzielt werden, häufig
werden dabei frei wählbare Parameter angepasst bis das Modell das beste Er-
gebnis nach definierten Kriterien erreicht.
Für eine Verknüpfung von Simulation verschiedener Skalen ist es aber unbe-
dingt nötig, physikalisch basierte Modelle zu entwickeln. Nur physikalische Pa-
rameter sind Schnittstellen zu Simulationsmodellen auf anderen Skalen oder zu
Experimenten. Auch die Aussagekraft eines einzigen Modells wird durch phy-
sikalische Parameter stark erhöht, da das Verhältnis der ”freien“ Parameter zu
4Vorhersagen des Modells verbessert wird. Ein gutes Beispiel dafür ist die im
Sonderforschungsbereich 761 - ”Stahl ab initio“ gewählte Materialeigenschaft
der Stapelfehlerenergie. Diese Größe zeigt auf vielen Skalen eine Auswirkung
und eignet sich somit hervorragend für einen Austausch über Skalen- oder
Methoden-Änderungen hinweg.
In einem kompletten ”bottom up“ Ansatz ist jedoch auch der Austausch von
sehr spezifischen physikalischen Größen unerlässlich. In dieser Arbeit sollen
daher diese physikalischen Größen identifiziert, und für eine Verknüpfung ver-
schiedener Simulationsmodelle genutzt werden.
Kapitel 2
Simulations Methoden
2.1 Molekulardynamik
In der Molekulardynamik [92] (MD) werden Wechselwirkungen zwischen Mole-
külen oder Atomen für kleine Zeitintervalle berechnet. Zwischen den Teilchen
einer Molekulardynamik-Simulation wirkt ein zuvor definiertes Potential, wel-
ches die Wechselwirkung zwischen den Teilchen bestimmt. Die Kräfte auf die
Atome ergeben sich als Ableitung dieses Potentials. Es werden die newtonschen
Bewegungsgleichungen gelöst. Nach einem numerischen Zeitintegrationssche-
ma werden aus den Kräften auf jedes Atom ihre Position und Geschwindigkeit
in diskreten Zeitschritten aktualisiert. Die Größe der Zeitschritte ist dabei üb-
licherweise in der Größe einer Femtosekunde. Abhängig von dem genutzten
Potential können MD Systeme in der Größe von 100 bis 1000000 Atomen für
Zeiträume von einigen Nanosekunden berechnet werden. Die Wahl des Poten-
tials beeinflusst dabei die Größe des Systems, da in der Regel Simulationspa-
rameter so gewählt werden, dass unabhängig vom Stand der Rechenkapazität
eine Simulation maximal 100 Stunden dauert. Es besteht die Möglichkeit von
ab initio MD, jedoch werden hauptsächlich zahlreiche empirische Potentiale
für MD eingesetzt, die sich einerseits durch die mathematische Form und an-
dererseits durch ihre Parametrisierung unterscheiden. Bei der Erstellung eines
empirischen Potentials für ein chemisches Element wird für das verwendete
mathematische Modell ein Satz von Parametern erstellt, welcher einen Satz
von physikalischen Eigenschaften dieses Elements möglichst gut repräsentiert.
Dabei können unterschiedliche Gewichtungen auf unterschiedliche Material-
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6eigenschaften gelegt werden, sodass für das selbe mathematische Modell ei-
nes Potentials unterschiedliche Parametrisierungen [69, 73, 125] selbst für das
selbe Element vorliegen und besser für unterschiedliche Anwendungsbereiche
geeignet sind. Einige in dieser Arbeit verwendeten Potentialtypen werden in
Abschnitt 2.1.1 beschrieben.
MD Simulationen liefern als primäres Ergebnis die Position jedes einzelnen
Teilchens für jeden Zeitschritt. In den meisten Fällen ist dies nicht das ge-
wünschte Ergebnis, sondern die benötigten Informationen müssen noch durch
Nachbearbeitung aus diesen Daten gewonnen werden. Dabei ist die Feststel-
lung der Trajektorie eines einzelnen Fremdatoms für die Untersuchung von
Diffusion noch relativ einfach, die Erkennung von Korngrenzen wie in Kapitel
4 benötigt jedoch bereits die Berechnung eines Orientierungsparameters. Ato-
mare Mechanismen bei der Bewegung der Korngrenzen sind dabei besonders
schwer zu verfolgen, da thermische Bewegungen die Mechanismen überlagern.
Es existieren zahlreiche verschiedene Implementationen von MD, z.B. LAMMPS
[1, 89], KISSMD [2], HOOMD-blue [3], NAMD [4] und viele mehr. Zu Beginn
dieser Arbeit wurde ein persönlicher MD Code entwickelt und für einige Simu-
lationen genutzt. Die Grundlagen der MD, die Potentiale und die Lösung der
Bewegungsgleichungen sind relativ einfach, jedoch wurden alle weiteren Simu-
lationen dieser Arbeit mit der MD Software LAMMPS durchgeführt. Vorteile
dieser Software liegen in der Vielfalt der bereits implementierten Optionen
(z.B. Potentiale inklusive von Parametern) und der bereits vorhandenen Par-
allelisierung.
Ebenso existiert eine Vielzahl von Visualisierungslösungen für Molekulardyna-
mik, jede mit ihren spezifischen Vor- und Nachteilen. AtomEye [5, 65] wurde
in allen Darstellungen von atomaren Konfigurationen in Kapitel 3 eingesetzt.
Speziell wurde hierbei die Fähigkeit von AtomEye genutzt, Von Mises Span-
nungen [124] anhand der Art und Position der Atome zu berechnen und gra-
fisch darzustellen. VMD [6, 46, 102] wurde in Kapitel 3 zur Visualisierung der
ab initio Daten genutzt, da es in der Lage ist, Elektronenwolken darzustel-
len. Sowohl OVITO [7, 105] als auch AtomEye wurden zur Darstellung der
Korngrenzenstrukturen in Kapitel 4 verwendet.
72.1.1 Molekulardynamik Potentiale
Potentiale beschreiben in der Molekulardynamik die Wechselwirkung von Teil-
chen miteinander. Im Folgenden werden nur die in dieser Arbeit eingesetzten
Potentiale beschrieben.
2.1.1.1 Embedded Atom Method
Die Embedded Atom Method [29] (EAM) ist eine Methode zur Approximation
der Gesamtenergie einer beliebigen Anordnung von Atomen in einem Material.
Die Energie einer solchen Anordnung wird durch eine Summe von elektrostati-
schen Paarwechselwirkungen und einer Einbettungsfunktion der Atome in die
lokale Elektronenenergiedichte beschrieben.
Äquivalent zur Dichtefunktionaltheorie beschreibt EAM das System als Funkti-
on einer Elektronendichte, nutzt aber die Näherung, dass die lokale Elektronen-
dichte eine einfache Superposition der Elektronendichte der Einzelatome ist.
Das EAM Potential wird vielfach in der MD Simulation von Metallen genutzt.
Für ein EAM System mit einem einzigen Element werden drei Funktionen
genutzt um das System zu beschreiben, die Einbettungsfunktion, die Elek-
tronendichtefunktion und das Paarwechselwirkungspotential. Die Parameter
dieser Funktionen werden in der Regel an ausgewählte Materialeigenschaften
angepasst, welche experimentell und/oder durch ab initio ermittelt wurden.
Die Gesamtenergie eines EAM Potentials ist gegeben als:
Etotal =
1
2
NX
i<j
(rij) +
NX
i
F(ni) (2.1)
ni =
NX
j 6=i
(rij) (2.2)
dabei beschreibt rij = j ~rijj den Abstand zwischen den Atomen i und j,
(rij) den Paarwechselwirkungsterm für die elektostatische Kern-Kern Ab-
stoßung und F(ni) den anziehenden Term für den Energiegewinn des Ionen-
kerns wenn er in die Elektronendichte ni eingebettet wird, welche eine Super-
position der lokalen Elektronendichten (rij) ist [29].  und  beschreiben
die chemischen Elemente der Atome i und j.
82.1.1.2 MEAM
Die Modified Embedded Atom Method [12] (MEAM) ist eine Erweiterung
der EAM (Abschnitt 2.1.1.1) um einen zusätzlichen Term, welcher Dreikör-
perwechselwirkungen beschreibt. Diese Modifikation gegenüber EAM erlaubt
eine realistischere Simulation von Elementen mit Atombindungen, die stark
richtungsabhängig sind. Indirekt impliziert dies auch eine Potentialreichweite,
welche die übernächsten Atomnachbarn berücksichtigt. Dies kann die Genau-
igkeit des Potentials verbessern, erhöht aber auch die benötigte Rechenzeit um
etwa den Faktor 3-5.
Die Gesamtenergie eines MEAM Potentials ist gegeben als:
Etotal =
1
2
NX
i<j
(rij) +
NX
i
F(ni) (2.3)
ni =
NX
j 6=i
(rij) +
1
2
NX
j;k 6=i
f(rij)f(rik)g(cosjik) (2.4)
dabei beschreibt rij = j ~rijj den Abstand zwischen den Atomen i und j,
(rij) den Paarwechselwirkungsterm für die elektostatische Kern-Kern Ab-
stoßung und F(ni) den anziehenden Term für den Energiegewinn des Ionen-
kerns wenn er in die Elektronendichte ni eingebettet wird, welche eine Super-
position der lokalen Elektronendichten (rij) ist. ,  und  beschreiben die
chemischen Elemente der Atome i, j und k. Der zusätzliche Dreikörperterm be-
einflusst die Elektronendichte durch die Abhängigkeit von f und g(cosjik).
Dabei ist jik der Winkel zwischen den Atomen i, j und k mit i als zentralem
Atom.
2.1.1.3 Bond-order Potential
Bond-order Potentiale sind eine ganze Klasse von empirischen oder analyti-
schen Potentialen. Die Potentiale dieser Klasse verfolgen die gemeinsame Idee,
dass die chemische Bindungsstärke von der atomaren Umgebung abhängt, d.h.
der Art und Zahl der Bindungen, sowie auch Bindungswinkel und Länge.
Alle Potentiale dieser Klasse haben die Form:
9V (rij) = V
Repulsiv(rij) + b(~rij; ~rik)V
Attraktiv(rij) (2.5)
Damit besteht das Potential aus zwei einfachen Paarpotentialen, abhängig
von dem Abstand rij zwischen den Atomen, wird jedoch von einem Dreikör-
perterm b(~rij; ~rik) modifiziert. Dabei hängt die Funktion b explizit von der
Umgebung des Atoms i ab.
Speziell wurden in dieser Arbeit zwei Parametrisierungen eines Bond-order
Potentials nach Tersoff [110, 111] eingesetzt, das Silizium-Kohlenstoff Poten-
tial von Erhart und Albe [34] und das Eisen-Potential von Müller et al. [80].
Die Gesamtenergie ist als Summe von individuellen Bindungsenergien defi-
niert:
E =
X
i<j
f(rij)

V R(rij)  bij + bji
2
V A(rij)

(2.6)
Das repulsive Potential V R(rij) und attraktive Potential V A(rij) sind defi-
niert als:
V R(rij) =
D0
S   1 exp

 
p
2S(rij   r0)

(2.7)
V A(rij) =
SD0
S   1 exp

 
p
2/S(rij   r0)

(2.8)
Dabei beschreibt S einen frei wählbaren Parameter, D0 die Dimerbindungs-
energie und r0 die zugehörige Bindungslänge.  ist ein weiterer Parameter mit
der Dimension 1/Länge.
Die Wirkungsreichweite ist durch die Cutofffunktion f c(r) festgelegt:
f(rij) =
8>><>>:
1; rij  R D;
1
2
  1
2
sin
 

2
(rij  R)/D

; jR  rijj  D;
0; rij  R +D
(2.9)
Dabei sind R und D frei wählbar. Die Dreikörperwechselwirkungen des Po-
tentials werden durch den Parameter bij beschrieben:
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bij = (1 + ij)
  1
2 (2.10)
ij =
X
k 6=i;j
f(rik)g(ijk) exp[2(rij   rik)] (2.11)
Die Funktion g(ijk) beschreibt die Winkelabhängigkeit des Potentials:
g(ijk) = 

1 +
c2
d2
  c
2
d2 + [h+ cos ijk]2

(2.12)
Dabei ist jik der Winkel zwischen den Atomen i, j und k mit i als zentra-
lem Atom.
Alle Parameter auf denen dieses Potential beruht (D0; S; ; r0; D; ; ; c; d; h)
werden für jede Atomkombination i,j bzw. i,j,k entsprechend der chemischen
Elemente der Atome gewählt. Der Übersichtlichkeit halber wurden diese Ab-
hängigkeiten der Konstanten von den jeweiligen Atomsorten in den Formeln
nicht berücksichtigt. Die Parameter sind für das Silizium-Kohlenstoff Potential
in der Publikation von Erhart und Albe [34] und für das Eisen-Potential in der
Publikation von Müller et al. [80] tabellarisch aufgelistet.
2.1.2 Thermo- und Barostate
Allgemein bezeichnet ein Ensemble eine Menge von Teilchensystemen im ther-
modynamischen Gleichgewicht. Das Mikrokanonische Ensemble (NVE) be-
schreibt ein System welches keinerlei Möglichkeit hat Teilchen (N), Volumen
(V) oder Energie (E) mit der Außenwelt auszutauschen. Die atomaren Tra-
jektorien in einer MD Simulation ergeben sich nur durch einen Austausch von
potentieller und kinetischer Energie der Teilchen untereinander. Für eine Simu-
lation der meisten physikalischen Prozesse ist das mikrokanonische Ensemble
ungeeignet. Durch die unrealistisch kleine Systemgröße in MD können diese
physikalischen Prozesse leicht erhebliche Temperaturveränderungen bewirken,
welche in größeren (realistischen) Systemen nicht auftreten würden.
Eine große Verbesserung ist daher das Kanonische Ensemble (NVT) welches
Teilchenzahl (N), Volumen (V) und Temperatur (T) konstant hält. Die Steue-
rung der Temperatur übernimmt dabei ein Thermostat, welches dem System
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auf verschiedene Arten Energie zu- oder abführen kann, um die Temperatur
konstant zu halten. Die momentane Temperatur ist für ein MD System pro-
portional zur kinetischen Energie aller Partikel der Simulation [92].
NX
i=1
jpij2
2mi
=
3NkBT
2
(2.13)
So ist die einfachste Möglichkeit, eine konstante Temperatur T0 herbeizu-
führen, das Velocity Scaling, eine Multiplikation der Geschwindigkeit eines
jeden Partikels mit dem Faktor  =
p
T0/T (t). Ein Problem dieses Ansatzes
ist jedoch, dass keine Temperaturfluktuationen erlaubt werden, welche jedoch
im Kanonischen Ensemble vorhanden sein sollten. Velocity Scaling eignet sich
somit vor allem für ein schnelles Einstellen einer Temperatur eines Systems,
danach sollte zu einem anderen Thermostat gewechselt werden. Dies ist ebenso
für das Berendsen Thermostat [14] der Fall, welches die Temperatur des Sys-
tems ebenfalls skaliert, jedoch mit einem Kopplungsfaktor, welcher die Tem-
peratur exponentiell an die gewünschte Temperatur annähert.
Zwei fortgeschrittene Thermostate, welche ein kanonisches Ensemble erzeu-
gen sind das Langevin Thermostat [93] und Nose-Hoover Thermostat [84]. Das
Langevin Thermostat addiert zu jeder Atomgeschwindigkeit einen Fluktua-
tionsterm, dessen Mittelwert Null ist und der keine Zeitkorrelation aufweist.
Das Nose-Hoover Thermostat hingegen modelliert eine Kopplung des Systems
mit einem virtuellen Wärmebad und modifiziert die Bewegungsgleichungen des
Systems entsprechend. Weitere Details zu Thermostaten sind in Referenz [47]
zu finden.
Das isothermisch-isobarische Ensemble (NPT), mit konstanter Teilchenzahl
(N), Druck (P) und Temperatur (T) realisiert durch ein Barostat zusätzlich
zum Kanonischen Ensemble einen konstanten Druck auf das System. In den
meisten Fällen wird dieser Druck als Null gewählt. Der Druck in einer MD
Simulation lässt sich nach dem Clausiusschen Virialtheorem [24] berechnen:
P =
2
3V
 
Ekin   1
2
X
i<j
rijf(rij)
!
(2.14)
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Dabei ist P der Druck, V das Volumen und f(rij) die Kraft zwischen den
Partikeln i und j bei einer Distanz von rij. Auch bei den Barostaten gibt es ei-
ne Vielzahl von Methoden, z.B. Berendsen- und Nose-Hoover Barostat, welche
auf gleiche Weise wie die gleichnamigen Thermostate arbeiten, in diesem Fall
jedoch nicht die Atomgeschwindigkeiten sondern die interatomaren Distanzen
und die Simulationsboxgröße modifizieren.
Durch ein Barostat können auch anisotrope globale Spannungszustände einge-
stellt werden, z.B. ein Druck von Null in eine Raumdimension, und ein kon-
stanter Unterdruck in beide übrigen Raumdimensionen.
2.2 Ab initio Simulationen
Ab initio (aus dem lateinischen ”von Anfang an“) bezeichnet hier das Lösen
der Schrödingergleichung [95] unter alleiniger Verwendung von Naturkonstan-
ten. Im Besonderen wird hierdurch eine Berechnung von Ergebnissen ohne
experimentelle Messungen bezeichnet, welche eine genauere Bestimmung der
einfliessenden Effekte in physikalische Vorgänge erlaubt.
Die Schrödingergleichung beschreibt die zeitliche Entwicklung von nichtrela-
tivistischen Quantensystemen. In der vorliegenden Arbeit werden damit vor
allem Energiezustände von unterschiedlichen atomaren Defekten in Festkör-
pern durch die Vienna ab initio Simulation Package [8] (VASP) berechnet.
Diese löst die Mehrkörperschrödingergleichung entweder durch Dichtefunktio-
naltheorie (DFT), die Hartree-Fock Näherung (HF) oder Mischformen (hy-
brid).
2.2.1 Bindungsenergien
An dieser Stelle wird nur ein allgemeiner Überblick über das Verfahren zur
Bestimmung von Bindungsenergien durch ab initio Methoden gegeben. Eine
ausführliche Beschreibung der Feinheiten des Verfahrens wurde bereits hervor-
ragend in [41] beschrieben.
Die Simulation für eine Berechnung der Bindungsenergie besteht aus einem ma-
thematischen Minimierungsproblem der betrachteten atomaren Anordnung.
Nach der Born-Oppenheimer Näherung [17] werden dabei die Energieminimie-
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rungen von Kristallstruktur und Elektronendichte entkoppelt, denn die Ionen-
rümpfe bewegen sich aufgrund ihrer deutlich höheren Masse wesentlich lang-
samer als ihre Elektronen. Daher besteht die Energieminimierung in VASP
in einer Iteration stets aus zwei Rechenschritten. Zuerst wird die Elektronen-
dichte an die aktuell vorhandene Kristallstruktur angepasst. Aus der daraus
resultierenden stabilen Elektronendichte werden Kraftvektoren auf die Ionen
berechnet und proportional zu diesen Kräften ein Stück bewegt. Ebenso kann
in diesem Schritt, falls gewünscht, das Volumen der Simulationsbox angepasst
werden. Nach dieser Bewegung der Ionen beginnt der Algorithmus von neuem
mit einer Optimierung der Elektronendichte. Diese Schritte wechseln sich ab
bis bei der Verschiebung der Ionen keine Energieänderung oberhalb eines zuvor
festgelegten Toleranzwertes mehr festzustellen ist.
Das Ergebnis einer solchen Simulation ist die Bindungsenergie des Gesamt-
systems, die Geometrie der resultierenden Anordnung von Ionen, sowie die
elektronische Bandstruktur.
Aus unterschiedlichen minimierten Konfigurationen, welche sich z.B. durch das
Entfernen eines einzigen Atoms unterscheiden, können Bildungsenergien ato-
marer Defekte berechnen werden.
2.2.2 Nudged Elastic Band
Ab initio Methoden sind Aufgrund ihres hohen Rechenaufwands hauptsächlich
in der Lage, statische Anordnungen von Atomen zu berechnen. Jedoch sind
auch ”dynamische Eigenschaften“ wie Übergangszustände (instabile Gleichge-
wichte) zwischen zwei Zuständen von hohem Interesse. Ein etabliertes Ver-
fahren für die Bestimmung von solchen Sattelpunkten, bzw. den gesamten
Reaktionspfaden ist die Nudged Elastic Band [70, 51] (NEB) Methode.
Hierbei wird zunächst angenommen, dass Start- und Endzustand der chemi-
schen Reaktion, bzw. atomaren Bewegung bekannt und stabile Zustände sind
(Abb. 2.1). Zwischen diesen Positionen werden in gleichem Abstand Zwischen-
zustände der Reaktion positioniert. Dies geschieht entweder auf einer geraden
Linie zwischen Start- und Endzustand wie in Abbildung 2.1 dargestellt, oder
entlang eines bereits vermuteten Lösungspfades. Zwischen den benachbarten
Zuständen eines solchen Bandes wirkt nun eine zusätzliche elastische Kraft.
Wird nun eine Energieminimierung des Systems wie im vorherigen Abschnitt
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Abbildung 2.1: Schemazeichnung einer Nudged Elastic Band Rechnung: Um
den minimalen Energiepfad zwischen Startzustand S und Endzustand E zu
bestimmen, wird ein Ausgangsenergiepfad erzeugt, welcher die beiden Zustän-
de räumlich verbindet (gestrichelte Linie). Eine Reihe von Zwischenzuständen
wird entlang der Linie positioniert. Die Position der Zwischenzustände wird
dann iterativ entlang der Potentialfläche verschoben, bis sie ihr Energiemini-
mum erreicht haben (durchgezogene Linie).
durchgeführt, bewegen sich die Atome auf dem elastischen Band nicht zu den
lokalen Energieminima in Punkten S oder E, sondern besitzen durch die zu-
sätzlich wirkenden elastischen Kräfte eigene Energieminima entlang des Reak-
tionspfades.
So kann der Reaktionspfad geometrisch bestimmt werden, ebenso erhält man
die Aktivierungsenergie des chemischen Prozesses als maximale Energiediffe-
renz entlang des Reaktionspfades gegenüber der Energie im Punkt S (Abb.
2.2).
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Abbildung 2.2: Eine typische Energievariation zwischen zwei atomaren Zustän-
den. Die Abbildung beschreibt den Energieverlauf entlang des Nudged Elastic
Band in Abbildung 2.1 (durchgezogene Linie). Die eingezeichnete Energie EA
entspricht der Aktivierungsenergie des Prozesses.
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Kapitel 3
Mechanisch verspannte
Silizium-Kohlenstoff Schichten
3.1 Einleitung
Der erste thematische Bereich, an dem eine Verknüpfung von atomistischen Si-
mulationen mit größeren Skalen durchgeführt wurde, betrifft mechanisch ver-
spannte Silizium-Kohlenstoff Schichten.
Dünne auf Siliziumwafern aufgebrachte Silizium-Kohlenstoff Schichten mit bis
zu 2% Kohlenstoff stehen durch ihren leichten Unterschied im mittleren Git-
terparameter unter mechanischer Spannung. Die mit dieser Verspannung zu-
sammenhängenden verbesserten elektrischen Eigenschaften des Siliziums sind
für die Halbleiterindustrie zum Einsatz in n-Transistoren interessant. Es wurde
jedoch beobachtet, dass die Spannung der Schicht durch thermische Prozesse
verloren geht.
Zu Beginn dieser Arbeit war der Relaxationsmechanismus von Si-Si:C Grenz-
flächen noch unbekannt, und es lagen keine Messungen der Relaxationskinetik
von Si:C Schichten vor. Deshalb wurde mit der Entwicklung einer thermodynamisch-
mechanischen Beschreibung der Relaxation von Grenzflächen begonnen, die
keine Annahmen über den Mechanismus vornimmt, sondern in Verbindung
mit entsprechenden Messdaten eine Identifizierung oder ein Ausschließen von
Mechanismen ermöglicht.
Ziel der Arbeit war es, die treibende Kraft der Entspannung der Schichten zu
identifizieren sowie ein physikalisches Modell zu finden, welches in der Lage
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ist, die Relaxationskinetik quantitativ zu beschreiben.
3.2 Theorie
Es gibt verschiedene Möglichkeiten, welche eine Entspannung der Schicht ver-
ursachen könnten. Diese wurden nacheinander geprüft, bestätigt oder ausge-
schlossen. Dazu zählen:
Mechanische Verspannung als treibende Kraft der Entspannung
• Spannungsabbau durch Versetzungserzeugung
• Spannungsabbau durch zu bestimmende atomare Defekte
Chemische Kräfte als treibende Kraft der Entspannung
• Spannungsabbau durch Bildung atomarer Defekte
• Spannungsabbau durch Bildung von Ausscheidungen anderer Phasen
• Spannungsabbau durch Bildung günstiger atomarer Anordnungen
Die einzelnen Abschnitte von Kapitel 3 dieser Arbeit werden sich jeweils mit
einer dieser Möglichkeiten beschäftigen.
3.2.1 Mechanische Kräfte
Siliziumwafer mit einer aufgedampften Si:C Schicht sind an der Grenzfläche
dieser Schicht verspannt. Die Kohärenzspannung in der dünnen Schicht lässt
sich eindimensional durch die Fehlpassung  = aSi:C aSi
aSi
der Gitterkonstanten
abschätzen. Diese Spannung verursacht eine makroskopisch messbare Krüm-
mung des Wafers. Die dünne Si:C Schicht verformt sich nicht homogen, sondern
ihre Dehnung  hängt von ihrem Abstand zur Oberfläche ab. Ebenfalls ergibt
sich ein Gradient der mechanischen Spannung . Nach der Stoney Formel
[103, 48] gilt für die mittlere Spannung f der Schicht:
f =
Es
1  s
1
6R
t2s
tf
(3.1)
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Abbildung 3.1: Schemazeichnung für die Abschätzung eines Spannungsgradi-
enten; R, Krümmungsradius; x, Schichtdicke
Dabei ist tf die Dicke der Schicht, ts die Dicke des Substrats,R der Krümmungs-
radius und Es, s sind Elastizitätsmodul und Querkontraktionszahl der dünnen
Schicht. Die mechanische Spannung kann so aus dem Krümmungsradius be-
rechnet werden. Der Energieunterschied W eines Defekts mit dem Volumen
VDefekt an der oberen und unteren Grenzfläche der Schicht kann nach Abbil-
dung 3.1 aus geometrischen Überlegungen abgeschätzt werden:
  l2
R
=
l1
(R + x)
(3.2)
Realistische Werte für die in dieser Arbeit vorliegenden Proben liegen im
Bereich 25m < R < 400m und x  600 nm. So kann für die maximale Deh-
nung max angenommen werden:
1 + max =
l1
l2
<
25m+ 600 nm
25m (3.3)
W =
max  Es  VDefekt
x
h (3.4)
Der Energieunterschied W hängt vom Defektvolumen VDefekt und der Po-
sition h in der dünnen Schicht ab (0 < h < x). Für sinnvolle Werte dieser
Variablen ergibt sich für einen atomaren Sprung ein Energieunterschied von
W = 4 10 10 eV. Dies ist ein zu vernachlässigender Energiebeitrag, be-
denkt man, dass die atomaren Potentialbarrieren für solche Diffusionssprünge
in der Größenordnung 1 eV liegen. Somit kann der Spannungsgradient in der
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dünnen Schicht nicht die Antriebskraft für eine Entspannung der Schicht inner-
halb einiger Sekunden sein. Jedoch ist es nach diesen makroskopischen Über-
legungen noch nicht ausgeschlossen, dass auf atomarer Ebene enorme lokale
Spannungen existieren können, welche ebenfalls eine Triebkraft für Entspan-
nung sein könnten. Diese Kräfte wurden in Molekularstatiksimulationen näher
untersucht (Abschnitt 3.4.1).
Die mittlere Kohärenzspannung der Schicht kann einen geringen Einfluss auf
die Vorgänge in der Schicht haben, die mittlere elastische Energie pro Atom be-
trägt W = max Es  VDefekt  0:1 eV und ist damit etwa eine Größenordnung
kleiner als die atomaren Potentialbarrieren. Diese elastische Spannung kann
sich einerseits direkt durch verringerte Potentialbarrieren in einer gesteigerten
Diffusions-/Reaktions-Geschwindigkeit bemerkbar machen. Andererseits ist ei-
ne solche globale Spannung ebenfalls in der Lage, die Gleichgewichtskonzentra-
tionen von Punktdefekten (z.B. Leerstellen) zu beeinflussen [28] und dadurch
die Diffusions-/Reaktions-Geschwindigkeit zu verändern.
3.2.2 Atomare Defekte
Leerstellen und Eigenzwischengitteratome sind die primären Defekte eines Kris-
tallgitters. In reinem Silizium sind diese in relativ geringem Maße vorhanden,
im Besonderen im Vergleich zu Metallen, da sie eine sehr hohe Bildungsent-
halpie besitzen. In der Literatur werden Werte von 3:17 eV [91] bis 4:1 eV [16]
für die Leerstelle angegeben, mit einer Migrationsenthalpie von 0:4 eV [33]
für Leerstellensprünge. Obwohl die Summe der niedrigeren Bildungsenthalpie
und der Migrationsenthalpie mit der experimentellen Aktivierungsenthalpie
der Leerstellendiffusion von 3:6 eV [99] übereinstimmt scheint ein Wert von
3:96 eV [21] nach neueren Berechnungen und Experimenten realistischer zu
sein. Erschwert wird die Bestimmung dieser Energien durch die Eigenschaft der
Silizium Leerstelle, das Kristallgitter abhängig von ihrem Ladungszustand [64]
auszudehnen (für positive, neutrale Ladung) oder zusammenzuziehen (für ne-
gative Ladung). Weiterhin kann unter Zug- oder Druckspannungen eine Jahn-
Teller Verzerrung ihrer Struktur auftreten [108]. Diese Effekte beeinflussen
ebenfalls die Bildungsenergie.
Eigenzwischengitteratome können im Silizium Gitter unterschiedliche Positio-
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nen einnehmen [11]. Für die <1 1 0> Hantel (zwei Silizium Atome entlang
dieser Kristallrichtung auf einem Silizium Gitterplatz) ergeben sich je nach ab
initio Rechenmethode Bildungsenergien von 3:3 eV [16] bis 5:9 eV [107]. Die
weiteren Positionen weisen Bildungsenergien in einem ähnlichen Bereich auf.
Unterschiedliche Positionen sind nur durch Simulationen bei 0K zu bestimmen
und können experimentell (Diffusionsexperimente T >> 0K) nicht unterschie-
den werden. Durch einen ungewöhnlich hohen präexponentiellen Faktor der
Silizium Diffusion über Zwischengitteratome wird davon ausgegangen, dass
Silizium Eigenzwischengitteratome eine Entropie von SI  10kB besitzen, d.h
ihre Position im Kristallgitter über einen großen Bereich ausgeschmiert wird
[98].
Substitutioneller Kohlenstoff hat den größten mechanischen Einfluss auf das
Kristallgitter. Er setzt durch seinen im Vergleich zum Silizium kleineren Va-
lenzradius die mittlere Gitterkonstante eines Siliziumkristalls herab. Diese sub-
stitutionell gelösten Kohlenstoffatome sind damit für die Verspannung der
Schicht verantwortlich. In dieser Arbeit wird davon ausgegangen, dass die
Kohlenstoffatome zu Beginn einzeln und homogen verteilt in der Si:C Schicht
vorliegen. Ist dies der Fall, kann nach der Formel von Kelires [52] die mittlere
Gitterkonstante in Abhängigkeit des Kohlenstoffgehaltes berechnet werden.
a = 5:431Å  2:4239Å  CCs + 0:5705Å  C2Cs (3.5)
Dabei ist a die Gitterkonstante in Å und CCs die Kohlenstoffkonzentration.
Interstitieller Kohlenstoff hat nur einen geringen Einfluss auf die mittlere
Gitterkonstante [15]. Er liegt in Silizium so gut wie immer in Form von Silizium-
Kohlenstoff-Hanteln vor [112], wobei sich Silizium und Kohlenstoffatom einen
Gitterplatz teilen. Die Hantel kann dabei in drei verschiedene Raumrichtungen
orientiert sein. Da diese Orientierung mit einer geringen lokalen Ausdehnung
des Kristallgitters einher geht, besteht unter Umständen eine bevorzugte Aus-
richtung für eine Si-C-Hantel, abhängig vom lokalen oder globalen Spannungs-
zustand des Kristallgitters.
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Germaniumatome haben einen leicht höheren Valenzradius als Silizium und
werden in der Halbleitertechnik zur Aufweitung eines Siliziumkristallgitters
genutzt. Der Größenunterschied zwischen Silizium und Germanium ist jedoch
deutlich geringer als zwischen Silizium und Kohlenstoff, sodass nur bei hohen
Germaniumkonzentrationen ein Effekt zu beobachten ist. Es werden etwa 12
substitutionelle Germaniumatome benötigt, um den Effekt eines substitutio-
nellen Kohlenstoffatoms auf den Gitterparameter auszugleichen [30]. In dieser
Arbeit treten nur geringe Mengen an Germaniumatomen auf und werden daher
aufgrund ihrer ähnlichen Eigenschaften als Siliziumatome betrachtet.
3.2.3 Diffusion
Im allgemeinen versteht man unter Diffusion den Materietransport durch sta-
tistische atomare Bewegungen über makroskopische Entfernungen. Dabei ist
der Diffusionsstrom ~j stets so gerichtet, dass er entgegen dem Gradienten des
chemischen Potentials  verläuft (K = konst.).
~j =  K

~r

p;T
(3.6)
Für einfachere Anwendungsfälle kann das chemische Potential durch die
leichter zugängliche Konzentration c ersetzt werden. In diesem Fall sind die
Diffusionsströme stets so gerichtet, dass sie zu einem Konzentrationsausgleich
führen.
Quantitativ wird dies durch das erste Ficksche Gesetz beschrieben:
~j =  D~rc (3.7)
Dabei ist ~j der Diffusionsstrom, D die Diffusionskonstante und c die Kon-
zentration der diffundierenden Teilchen.
Thermodynamisch ist die Triebkraft für einen Konzentrationsausgleich eine
Verringerung der freien Enthalpie durch eine steigende Entropie während des
Konzentrationsausgleichs.
dU = TdS   pdV +
X
idni (3.8)
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Ist die Zahl der diffundierenden Teilchen konstant, so gilt die Kontinuitäts-
gleichung:
@c
@t
=  ~r ~j (3.9)
Durch die Verknüpfung von Gleichungen 3.7 und 3.9 erhält man schliesslich
die allgemeine Diffusionsgleichung:
@c
@t
=  ~r 

D~rc

(3.10)
Ist des weiteren die Diffusionskonstante ortsunabhängig und das betrachtete
Diffusionsmedium isotrop, so ist D ein Skalar, und die allgemeine Diffusions-
gleichung kann zum zweiten Fickschen Gesetz vereinfacht werden:
@c
@t
= Dc (3.11)
Für diese partielle lineare Differentialgleichung zweiter Ordnung existieren
für viele Anwendungsfälle mit unterschiedlichen Rand- und Anfangsbedingun-
gen häufig analytische Lösungen.
Auf atomarer Ebene finden während der Diffusion viele kleine Vorgänge statt.
Bei jedem dieser Platzwechselvorgänge muss eine lokale Energiebarriere über-
schritten werden und man erhält ein Arrheniusgesetz als Temperaturabhän-
gigkeit dieser thermisch aktivierten Prozesse:
D = D0 exp

  HA
kBT

(3.12)
Der präexponentielle Faktor D0 lautet:
D0 = fa
20 exp

S
kB

(3.13)
Dabei ist HA die Aktivierungsenthalpie des thermischen Prozesses, 0 eine
Anlauffrequenz gegen die Potentialbarriere, T die Temperatur, kB die Boltzmann-
Konstante, a die Gitterkonstante und S die Entropie. Der Korrelationsfaktor
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f hängt von der Kristallstruktur und dem ablaufenden Diffusionsmechanismus
ab und lässt sich oft aus einfachen geometrischen Überlegungen bestimmen.
Die Aktivierungsenthalpie HA = HB +HM setzt sich dabei zusammen aus der
Bildungsenthalpie HB und der Migrationsenergie HM der jeweils relevanten
Gitterfehler.
Die Bildungsenthalpie beschreibt die Gleichgewichtskonzentration ceq des De-
fekts im Kristallgitter im thermodynamischen Gleichgewicht:
ceq = exp

SB
kB

exp

HB
kBT

(3.14)
Die Migrationsenthalpie ist dabei die Energiebarriere, welche ein einzelner
atomarer Defekt während seiner Diffusion überwinden muss.
Generell gibt es in einem Einkristall folgende mögliche atomare Mechanismen
für einen Massetransport durch Diffusion:
• Ein Sprung eines Atoms von Zwischengitterplatz zu Zwischengitterplatz
im direkten Zwischengittermechanismus
• Eine thermisch aktivierte Leerstellenwanderung von einem Gitterplatz
zum nächsten im (indirekten) Leerstellenmechanismus
• Eine Beförderung eines Gitteratoms in das Zwischengitter durch ein Zwi-
schengitteratom welches den vorherigen Gitterplatz einnimmt im indirek-
ten Zwischengittermechanismus
• Ein direkter Platzwechsel zwischen zwei Gitteratomen
• Ein Ringtausch von mehreren Atomen des Kristallgitters
In jeglichem Material können prinzipiell alle diese Mechanismen stattfin-
den, fraglich ist nur, welcher der Mechanismen für das Material dominant
ist. Dies ist abhängig von Bildungs- und Migrationsenthalpie sowie der En-
tropie des jeweiligen Effektes. Ebenso können durch unterschiedliche Verhält-
nisse dieser Werte, für dasselbe Material, bei unterschiedlichen Temperaturen
unterschiedliche Mechanismen vorherrschen. In der Regel sind nur die ersten
drei genannten Mechanismen technisch relevant, da ein direkter Tausch von
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Atomen sehr unwahrscheinlich ist. Die Chemie eines Stoffes (Legierungsele-
mente/Dotierung) kann das Diffusionsverhalten durch eine Veränderung des
thermodynamischen Gleichgewichts oder durch elektronische Effekte maßgeb-
lich beeinflussen.
Im folgenden werden daher die speziell in Silizium auftretenden Effekte wäh-
rend der Eigendiffusion und der Diffusion der vorhandenen Fremdatomarten
betrachtet.
Silizium Eigendiffusion findet primär über Leerstellen oder auch über den indi-
rekten Zwischengittermechanismus statt. Wie zuvor beschrieben sind Bildungs-
energien sowohl für Leerstellen als auch für Eigenzwischengitteratome im Ver-
gleich zu Metallen sehr hoch. Die Bildungsenergie für Leerstellen ist jedoch
etwa 1 eV geringer.
So kann der Diffusionskoeffizient DSD der Silizium Selbstdiffusion als
DSD =
X
k
fV kCV kDV k +
X
l
fIlCIlDIl + :::
(3.15)
geschrieben werden [90]. Dabei ist die Gesamtdiffusität von Silizium die
Summe der Einzeldiffusitäten D durch Leerstellen (V) und Eigenzwischengit-
teratomen (I) gewichtet durch ihre jeweiligen Konzentrationen C und ihren
Diffusionskorrelationsfaktor f . Die Indizes k und l beschreiben den Ladungs-
zustand (...,2-,-,0,+,2+,...) der jeweiligen Defekte. So kann in Silizium die Dif-
fusität durch eine Veränderung der Ladungsträgerdichte beeinflusst werden
(z.B. durch eine Dotierung), da damit die Konzentration der zweifach gela-
denen Eigenfehlstellen beeinflusst wird. Ebenso können Leerstellen- und Zwi-
schengitteratompaare, sowie potentiell weitere Defekte einen Einfluss auf die
Selbstdiffusion ausüben [90].
In reinem Silizium spielen nur die neutral geladenen Defekte eine Rolle, und
bei etwa 1000 °C [26] findet ein Wechsel des dominanten Mechanismus von
Leerstellen- zu indirektem Zwischengittermechanismus statt. Die Aktivierungs-
energie der Leerstellendiffusion wurde experimentell durch Zinkdiffusion in Si-
lizium zu 4:95 eV, die des Zwischengittermechanismus zu 4:14 eV bestimmt
[20]. Theoretische Berechnungen durch Molekulardynamik [50] ergeben Werte
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von:
CeqI DI = 1:16 exp

 5:17 eV
kBT

m2s 1 (3.16)
CeqV DV = 7:8  10 5 exp

 4:07 eV
kBT

m2s 1 (3.17)
Die Korrelationsfaktoren der neutralen Defekte wurden zu fI  0:73 [27] und
fV = 0:5 [9] berechnet.
Für Fremdatome spielen auch die interstitiell-substitutionellen Austauschreak-
tionen eine Rolle, sobald die Löslichkeiten auf substitutionellen Gitterplätzen
und im Zwischengitter von ähnlicher Größe sind oder nicht im thermodyna-
mischen Gleichgewicht stattfinden. Sie ähneln dem indirekten Zwischengitter-
mechanismus der Selbstdiffusion, mit dem Unterschied, dass diesmal eines der
Atome vom Kristallgitter unterscheidbar ist.
Diese Austauschreaktionen können auf zwei verschiedene Arten geschehen:
• Durch einen Kick-Out Mechanismus, wobei das substitutionell gelöste
Fremdatom durch ein Silizium Zwischengitteratom aus dem Gitterplatz
in das Zwischengitter gedrängt wird.
• Durch einen Dissoziationsmechnismus, bei dem das substitutionell gelös-
te Fremdatom unter Bildung einer Leerstelle spontan in das Zwischen-
gitter wandert.
Die beiden Mechanismen sind schematisch in Abbildungen 3.2 und 3.3 für
ein Kohlenstoffatom dargestellt. Welcher dieser zwei grundsätzlich vorstellba-
ren Mechanismen der Wahrscheinlichere ist, hängt sowohl von der jeweiligen
chemischen Zusammensetzung des Kristallgitters als auch der Art des Fremd-
atoms ab.
Kohlenstoff diffundiert in Silizium primär über die Bildung von Si-C-Hanteln
[22]. Ein Kohlenstoffatom einer Hantel kann zu einem benachbarten Gitter-
platz diffundieren und bildet dabei eine neue Hantel mit dem benachbarten
Silizium Atom. Die neue Hantel besitzt dabei eine andere Ausrichtung ge-
genüber dem Kristallgitter als die Vorherige. Dies entspricht am besten dem
direkten Zwischengittermechanismus.
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Abbildung 3.2: Schema der Kick-Out Reaktion: Substitutionell gebundener
Kohlenstoff (klein, schwarz) wird von einem Eigenzwischengitteratom in das
Zwischengitter gedrängt. Im Si-Diamantgitter kann es dort verschiedene Kon-
figurationen annehmen, die Wahrscheinlichste ist die 100-Hantel (Abbildung
3.15).
Abbildung 3.3: Schema der Dissoziation oder Frank-Turnbull Reaktion: Sub-
stitutionell gebundener Kohlenstoff (klein, schwarz) wandert in das Zwischen-
gitter und erzeugt dabei auf seinem alten Gitterplatz eine Leerstelle. Im Si-
Diamantgitter kann das Kohlenstoffatom verschiedene Konfigurationen anneh-
men, die Wahrscheinlichste ist die 100-Hantel (Abbildung 3.15).
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Phosphor diffundiert in Silizium sowohl über Zwischengitteratome als auch
über Leerstellen [19]. Eine besondere Eigenschaft des Phosphors ist die Bil-
dung von Phosphor-Leerstellen-Paaren [66], den sogenannten E-Zentren [23],
da sie negativ geladen sind. Dies senkt die mittlere Leerstellenbeweglichkeit
und erhöht damit indirekt die Eigenzwischengitterkonzentration.
3.2.4 Liniendefekte
Grundsätzlich ist es möglich, dass Kohärenzspannungen durch das Einbringen
von Versetzungen abgebaut werden können. Schematisch ist dies in Abbildung
3.4 dargestellt. Sollte dieser Fall vorliegen, weist die Literatur verschiedene
Möglichkeiten auf, wie Fehlpassungen an die Grenzschicht gelangen können.
Ebenso existieren verschiedene Ansätze, um die kritische Schichtdicke zu be-
schreiben, ab welcher die Spannung der Schicht durch die Entstehung von
Versetzungen verloren geht. Van der Merwe [121] berechnet dazu die kritische
Schichtdicke aus einem Energiegleichgewicht zwischen der Grenzflächenener-
gie und der gespeicherten Energie der aufgewachsenen Schicht. Mathews und
Blakeslee [67] bestimmen die kritische Schichtdicke aus einem Gleichgewicht
von Kräften zwischen Substrat und Schicht. People und Bean [86] betrachten
eine Energiebilanz unter der Annahme, dass Schraubenversetzungen sich von
der Oberfläche der dünnen Schicht bis zu der Kontaktfläche mit dem Substrat
in die Schicht hineinwölben. Cohen-Solal et al. [25] nehmen ähnliche Vorgänge
an, berücksichtigen aber zusätzlich auch noch Oberflächeneigenschaften.
Für Silizium-Germanium Schichten passen einige dieser Theorien gut, für Silizium-
Kohlenstoff zeigte sich jedoch in HRXRD Untersuchungen (Abschnitt 3.3) eine
globale Anpassung der Gitterkonstante der Schicht an die Gitterkonstante des
Substrats, nicht nur an der Grenzfläche, sodass ein gänzlich anderer Mecha-
nismus vorliegen muss.
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Abbildung 3.4: Theoretische Möglichkeit eines Mechanismus mit dem Span-
nungen an der Si-Si:C Grenzfläche abgebaut werden könnten. Durch eine Ver-
setzung an der Grenzfläche kann die Grenzflächenspannung durch die leicht
verschiedenen Gitterkonstanten lokal ausgeglichen werden. Nach experimen-
tellen Befunden (Abschnitt 3.3) tritt dieser Mechanismus jedoch nicht auf.
3.2.5 Elektronische Effekte durch Dotierung
Da das Probenmaterial in seiner Anwendung in Transistoren als n-Halbleiter
eingesetzt werden soll, ist es stark phosphordotiert, sodass ein extrinsischer
Halbleiter vorliegt. Es gelten das Massenwirkungsgesetz für die Ladungsträ-
gererhaltung und die Temperaturabhängigkeit der Ladungsträger [55] für die
Elektronendichte n und (Elektronen-) Löcherdichte p.
n  p = n2in =   T 3 exp

  Eg
kBT

(3.18)
p = n 
X
i
Cui (3.19)
Dabei ist nin die intrinsische Ladungsträgerdichte,  =

kB
p
memh
2￿h2
3
ei-
ne Konstante, mit den Massen me und mh von Elektronen und Löchern und
Eg = Ec   Ev die Energielücke zwischen Leitungsband und Valenzband. Cui
beschreibt die Konzentration eines atomaren Defekts des Elements i (Kohlen-
stoff, Phosphor,...) im Ladungszustand u (..,2-,-,0,+,2+,..).
Setzt man diese Formeln ineinander ein, erhält man die extrinsische Ladungs-
trägerdichte n als:
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n =
1
2
 X
i
Cui
!
+
1
2
vuut X
i
Cui
!2
+ 4n2in (3.20)
Eine hohe Phosphordotierung und die damit einhergehende hohe Dichte an
freien Elektronen kann somit die Kinetik der in der Si:C Schicht ablaufen-
den Prozesse beschleunigen. Durch Einbringen der zusätzlichen Ladungsträ-
ger verschiebt sich das Fermi Niveau des Materials. Dies wirkt sich auf die
Gleichgewichtskonzentrationen der unterschiedlich geladenen Effekte aus. So
ist Phosphor neben seiner Eigenschaft Leerstellen zu binden und die Eigenzwi-
schengitterkonzentration von Silizium zu erhöhen auch auf elektronischemWeg
in der Lage, die Gleichgewichtskonzentrationen anderer vorhandener Fehlstel-
len, bzw. Fremdatomen zu beeinflussen. Die Gleichgewichtskonzentration Ceq
der geladenen Defekte können in Abhängigkeit von der Fermienergie Ef und
dem Energielevel El des Defekts l über dem Leitungsband nach
Ceqiu = C
eq
i0  exp

 Ef  
Pu
l El
kBT

nin
neq
u
(3.21)
berechnet werden [18].
3.3 Experimente
3.3.1 Messung der Entspannungskinetik
Zu Beginn dieser Arbeit war die Entspannungskinetik der Silizium-Kohlenstoff-
Schichten unbekannt. In Zusammenarbeit mit dem Projektpartner Global-
Foundries wurde ein Messplan ausgearbeitet, welcher es erlauben sollte durch
den gemessenen Entspannungsverlauf für verschiedene Anfangsbedingungen
und Temperaturen Rückschlüsse auf den ablaufenden Mechanismus zu zie-
hen. Dazu wurde der substitutionelle Kohlenstoffgehalt einer epitaktischen
Si:C Schicht in Abhängigkeit von Zeit und Glühtemperatur gemessen. Da die
Schichten in späteren Anwendungen als n-Halbleiter verwendet werden sol-
len, enthalten die Si:C Schichten verfahrensbedingt ebenfalls unterschiedliche
Mengen an Phosphor, in etwa derselben Größenordnung der Kohlenstoffkon-
zentration. In drei Proben wurde der Kohlenstoffgehalt möglichst konstant
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gehalten während der Phosphorgehalt variiert wurde (Abbildung 3.6), in drei
weiteren Proben wurde der Kohlenstoffanteil bei gleichem Phosphorgehalt ver-
ändert (Abbildung 3.5). Zusätzlich enthalten alle Proben bedingt durch das
Produktionsverfahren eine geringe, unterschiedliche und unbestimmte Men-
ge an Germanium. Die Entspannung der Proben mit abweichender Menge
an Phosphor wurde jeweils bei drei verschiedenen Temperaturen untersucht
(Abbildung 3.7), die Proben mit steigendem Kohlenstoffgehalt nur bei einer
Temperatur, sodass insgesamt 12 Messreihen vorliegen.
Zur Messung der Entspannung wurden die Proben unter einem Argon-Strom
für bis zu 200 s erhitzt und die verbliebene Konzentration an substitutionel-
lem Kohlenstoff über die Formel 3.5 zeitabhängig aus HRXRD Messungen
bestimmt.
Jeder Messpunkt wurde an einem anderen Teilstück des Wafers bestimmt. Bei
der Herstellung der Siliziumschicht wurde die homogene Verteilung der Dotier-
stoffe noch nicht optimiert. Es ist daher möglich, dass die Proben unter leicht
unterschiedlichen Ausgangsbedingungen gestartet sind.
Diese Messungen entstanden im Rahmen der Doktorarbeit von Ina Ostermay
[83]. Experimentelle Details zu diesen Messungen sowie zur Herstellung der
verspannten Siliziumschichten sind dort ausführlich beschrieben.
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Abbildung 3.5: Messung des substitutionellen Kohlenstoffgehalts mit unter-
schiedlichem Kohlenstoffgehalt bei T = 825C
Abbildung 3.6: Messung des substitutionellen Kohlenstoffgehalts mit unter-
schiedlichem Phosphorgehalt bei T = 825C
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Abbildung 3.7: Messreihen mit unterschiedlichem Phosphorgehalt für jeweils
drei Temperaturen. CP = 0:192% (oben), CP = 0:46% (mitte), CP = 0:88%
(unten)
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3.3.2 Langzeit Messungen
Für eine Untersuchung des Entspannungsmechanismus ist es von Interesse, den
Endzustand der Entspannung der dünnen Si:C Schicht herbeizuführen und ex-
perimentell zu untersuchen. In diesem Zustand befinden sich die Defekte in
der Schicht nahezu im thermodynamischen Gleichgewicht und es sollte ermit-
telt werden, wie viel Spannung in diesem Gleichgewichtszustand noch in der
Schicht vorhanden ist, bzw. ob die Spannung komplett verloren geht. Die Glüh-
zeit der Proben war jedoch durch den eingesetzten Ofen bei GlobalFoundries
auf maximal 200 s begrenzt. Nach diesen 200 s ist noch eine elastische Span-
nung in der dünnen Schicht enthalten. Daher wurden zur weiteren Untersu-
chung der Proben die technischen Möglichkeiten des Instituts für Metallkunde
und Metallphysik zum längeren Glühen über Stunden/Tage genutzt.
Jede der 6 verschiedenen Langzeitproben wurde für eine Stunde bei ca. 850 °C
in Argon Atmosphäre geglüht. Technisch bedingt kann keine konstante Tem-
peratur während des Glühens gewährleistet werden, da die Temperatur im
Ofen nur langsam gesteigert oder gesenkt werden kann. Die Temperaturkurve
während des Glühens ist in Abbildung 3.8 dargestellt.
In dreien dieser Proben war nach der Glühung kein substitutioneller Kohlen-
stoff mehr festzustellen, in den drei restlichen Proben wurde noch eine geringe
Menge gefunden (Tabelle 3.1). Die Proben, in denen kein substitutioneller
Kohlenstoff mehr durch HRXRD nachgewiesen werden konnte, sind die Pro-
ben mit dem höchsten Phosphorgehalt. In diesen wurde auch in den zuvor
ProbenNr Beschreibung Phosphor Kohlenstoff Kohlenstoff
/[at%] t=0 /[at%] t=0 /[at%] t=1h
40MX mid P, very high C 0.40 2.00 0.17
41MX mid P, mid C 0.54 1.32 0
42MX mid P, low C 0.64 0.88 0
43MX high P, high C 0.88 1.65 0
44MX low P, high C 0.46 1.76 0.21
45MX mid P, high C 0.19 1.82 0.59
Tabelle 3.1: Restlicher substitutioneller Kohlenstoffgehalt nach einer Stunde
Glühzeit
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Abbildung 3.8: Verlauf der Temperatur bei der langen Glühung der Proben. Die
langsame Aufheiz- und Abkühlrate muss während Simulationen berücksichtigt
werden.
durchgeführten Kurzzeitexperimenten festgestellt, dass die Entspannung am
schnellsten abläuft. Es ist daher davon auszugehen, dass der substitutionelle
Kohlenstoff bei noch längerer Glühzeit in den Proben mit weniger Phosphor
ebenfalls verschwunden wäre und erst dann ein Gleichgewichtszustand eintritt,
wenn keinerlei substitutionell gelöster Kohlenstoff mehr nachweisbar ist.
3.3.3 Analyse der Zusammensetzung
Die für eine Stunde geglühten Proben wurden auf ihre Zusammensetzung un-
tersucht, speziell darauf, ob Siliziumkarbid-Ausscheidungen entstanden sind.
TEM Untersuchungen lieferten keine klaren Ergebnisse (Abbildung 3.9), da-
her wurde eine Atomsondentomographie durchgeführt. In dem auf diese Weise
ermittelten Tiefenprofil der Konzentrationen entlang eines Zylinders senkrecht
zur Oberfläche mit ca. 30 nm Durchmesser (Abbildung 3.10), sieht man eine
Fluktuation der Kohlenstoff-, Phosphor- und Sauerstoffkonzentrationen. Das
Germanium hingegen verteilt sich homogen und diffundiert geringfügig in den
Si Kristall hinein.
Durch eine genauere dreidimensionale Analyse der Messdaten wurden kugel-
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Abbildung 3.9: TEM Bilder einer eine Stunde lang geglühten Probe
förmige Ausscheidungen mit einem mittleren Volumen von 4 nm3 festgestellt.
Eine Analyse der chemischen Zusammensetzung an der Grenzfläche der Aus-
scheidungen zeigt einen auf 50% ansteigenden Kohlenstoffanteil sowie einen
ansteigenden Sauerstoffanteil von bis zu 4% (Abbildung 3.11).
Es ist ungeklärt, wie der Sauerstoff in die Probe gelangen konnte, da kein
Sauerstoff in der Probe enthalten sein sollte. Sauerstoff verringert durch sein
größeres Volumen die Spannungen bei der Bildung von Siliziumkarbidausschei-
dungen. Dies stimmt mit dem beobachteten Anstieg der Sauerstoffkonzentra-
tion innerhalb der Ausscheidungen mit einem Maximum an ihren Grenzflächen
überein. Damit wird die Bildung von Siliziumkarbid durch den Sauerstoff be-
günstigt [106] und es ist unklar, ob die Ausscheidungen ohne den Sauerstoff
ebenfalls auftreten würden.
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Abbildung 3.10: Durch Atomsondentomographie gemessene atomare Vertei-
lung nach chemischen Elementen in Abhängigkeit der Tiefe der dünnen Schicht
in atomaren Einheiten; Bild: Ina Ostermay [83]
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Abbildung 3.11: Atomare Konzentration in Abhängigkeit des Abstands von
SiC Ausscheidungen in atomaren Einheiten; Innerhalb der Ausscheidung
herrscht eine stöchiometrische Zusammensetzung von Siliziumkarbid, auffäl-
lig ist jedoch, dass auch Sauerstoff ausgeschieden wird. Bild: Ina Ostermay
[83]
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3.4 Simulation
3.4.1 Linear elastische Simulationen
Das Ziel der linear elastischen Simulationen war es, den elastischen Spannungs-
Tensor 0 für ein Si-Si:C System zu ermitteln. Der Spannungsverlauf inner-
halb des Kristalls sollte Aufschluss über die in Frage kommenden Relaxations-
Mechanismen geben. Die Stellen mit den größten treibenden Kräften im Kris-
tall sind wahrscheinliche Kandidaten für den Startpunkt einer Entspannung.
Zur Ermittlung des genauen Spannungsverlaufs innerhalb des Si-Si:C Kristalls
wurden Molekular Statik Simulationen durchgeführt. Durch die unterschied-
lichen Gitterkonstanten an der Grenzfläche üben die zwei Kristallhälften eine
gegenseitige entgegengesetzte Spannung in der Z-Ebene aufeinander aus. In
Z-Richtung streckt sich das Kristallgitter, um die Stauchung in der X- und
Y-Richtung zu kompensieren, bzw. umgekehrt für die andere Kristallhälfte.
Ob dies möglich ist, wird durch die Randbedingungen der Simulation be-
stimmt. Während der Simulationen wurden unterschiedliche Randbedingungen
betrachtet, jedoch schließlich der einfachste Fall, periodische Randbedingun-
gen in X- und Y- und ein freier Rand in der Z-Dimension, als physikalisch für
die vorhandene Geometrie als einzig relevant befunden.
Experimentelle Daten zeigen eine makroskopische Krümmung der Si /Si:C
Schichten (Waferbowmessung), welche durch diese Krümmung an ihren ent-
gegengesetzten Flächen beachtliche Spannungsunterschiede aufweisen. Im ato-
maren Bereich kann ein Wafer jedoch in guter Näherung als eben angesehen
werden (Formel 3.4). Der Betrag der xx- und yy- Spannungskomponenten in
den beiden Kristallhälften ist durch die Differenz der Gitterkonstanten und die
elastischen Konstanten bestimmt. Die Spannung an der Grenzfläche setzt sich
konstant in die Höhe fort. Wie sie sich auf die Kristallteile aufspaltet, hängt
von ihrem Höhenverhältnis ab. In Abbildung 3.12 ist ein Verhältnis von 1:3
dargestellt. In Abbildung 3.13 ist die Höhe des Siliziums groß gegen die aufge-
brachte dünne Schicht angenommen. Sämtliche Spannung befindet sich in der
dünnen Schicht, jedoch zeigt diese Betrachtung, dass die Spannung mit stei-
gender Schichtdicke für die gesamte Schicht tendenziell abnimmt. Dies stimmt
mit den Aussagen der Stoney Formel (Formel 3.1) überein und bestätigt, dass
die Randbedingungen der Molekularstatik Simulation korrekt gewählt sind.
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Abbildung 3.12: Die Spannung verteilt sich im Verhältnis 1 : 3 auf die unter-
schiedlichen Schichten, dies entspricht dem Verhältnis der Atomlagen.
In Z-Richtung hat der Kristall eine freie Oberfläche, sodass er sich linear elas-
tisch verhalten kann, sodass zz = 0. Die geringen in der Grafik zu sehenden
Abweichungen entstehen durch numerische Effekte an Grenzflächen. Diese ha-
ben mit den an dieser Stelle eingesetzten Potentialen keine physikalische Re-
levanz und sind zu vernachlässigen.
Aus den linear elastischen Simulationen wurde geschlossen, dass der Rela-
xationsmechanismus von Si-Si:C Grenzflächen nicht vom globalen Spannungs-
verlauf abhängt. Die ganze Si:C-Schicht steht unter derselben Spannung, und
diese ändert sich nicht über den Verlauf ihrer Schichtdicke.
Im Besonderen kann in Simulationen im Si:C ein identischer Spannungszu-
stand erreicht werden, indem das Volumen der Simulationsbox entsprechend
eines Vielfachen der Gitterkonstanten von reinem Silizium gewählt wird. Dies
hat den Vorteil, dass nur die Si:C Schicht simuliert werden muss, solange nur
Prozesse betrachtet werden, die ausschließlich in dieser Schicht stattfinden.
Alle folgenden Molekulardynamik Simulationen wurden daher unter verein-
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Abbildung 3.13: Die dünne Schicht z > 0 steht maximal unter Spannung, keine
Spannung für z < 0 für ein Schichtdickenverhältnis 1 : 1 vorhanden
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fachten Bedingungen durchgeführt. Die Siliziumschicht wurde zu Beginn ver-
nachlässigt und nur die Si:C Schicht mit konstanten Längen in X- und Y-
Dimension sowie konstantem Druck Null in Z-Dimension betrachtet.
3.4.2 Molekular Dynamik Simulationen
3.4.2.1 Wahl der Randbedingungen
In den ersten MD-Simulationen wurde die Modified Embedded Atom Method
[35] (siehe Abschnitt 2.1.1.2) genutzt. Diese stellt realistische Potentiale für
Atombindungen zur Verfügung und berücksichtigt insbesondere die Winkel-
abhängigkeiten der kovalenten Bindungskräfte des Siliziums sowie des Koh-
lenstoffs. Im Gegensatz zu den linear elastischen Simulationen haben die Bin-
dungskräfte keine unendliche Reichweite, und die Atombindungen sind so in
der Lage, zu „brechen“.
Ein weiterer Unterschied ist, dass nun eine statistisch verteilte Menge diskreter
Kohlenstoff Atome in der oberen Schicht simuliert wird anstatt eines homo-
genen Gitters mit kleinerer Gitterkonstante. Damit ergeben sich starke lokale
Spannungen in der Nähe der Kohlenstoffatome. Über das Volumen gemittelt
sollte sich vor jeglicher Reaktion derselbe Spannungsverlauf ergeben wie in der
elastischen Näherung.
Wie in Abbildung 3.14 zu sehen, ist dies in guter Übereinstimmung der Fall.
Da der Kristall in der Z Ebene eine freie Oberfläche besitzt, gleicht sich die
Spannung in dieser Richtung aus und zz  0. Die Spannungskomponenten in
der Schicht-Ebene entsprechen im Mittel ebenfalls dem Wert der elastischen
Lösung. Ihre lokalen Abweichungen ergeben sich durch die Menge der Koh-
lenstoff Atome im entsprechenden Volumenelement, für welches die Spannung
berechnet wurde.
Die anderen Komponenten des elastischen Tensors  wurden der Übersicht
halber nicht eingezeichnet.
Diese Molekularstatiksimulationen lieferten keine neuen Erkenntnisse ge-
genüber der linear elastischen Näherung, waren jedoch eine Bestätigung ihrer
Ergebnisse und der Ansatzpunkt für weitere molekulardynamische Rechnun-
gen.
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Abbildung 3.14: Spannungsverlauf einzelner Komponenten in Abhängigkeit
der Kristallhöhe z. Die Abweichung von xx,yy von ihrem Mittelwert ”linear
fit“ ergibt sich durch die ”relative C-Verteilung“. Größe der Simulationsbox:
25x25x50 Diamantgitterzellen.
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3.4.2.2 Überprüfung der Reaktionsmechanismen
In Molekular Dynamik Simulationen wurde versucht, den Entspannungsmecha-
nismus von Si:C Schichten auf den Sprung von substitutionellem Kohlenstoff
in das Zwischengitter zurückzuführen. Während substitutioneller Kohlenstoff
in Silizium die Gitterkonstante gegenüber reinem Silizium verkleinert [52], hat
Kohlenstoff im Zwischengitter keinen Einfluss auf die Gitterkonstante [15]. Die
zwei möglichen Mechanismen, wie der Sprung in das Zwischengitter zustande
kommen kann, ist schematisch in Abbildung 3.2 und Abbildung 3.3 dargestellt.
Bei einer Kick-Out Reaktion wird ein substitutionell gebundenes Kohlenstoff-
atom Cs durch ein Siliziumeigenzwischengitteratom I in das Zwischengitter
gedrängt (Abbildung 3.2). Die zweite Möglichkeit für ein Kohlenstoffatom, in
das Zwischengitter zu gelangen, ist in einem Dissoziationsprozess, bei dem eine
Leerstelle generiert wird (Abbildung 3.3).
Diese Defektreaktionen, der Kick-Out- und der Dissoziationsmechanismus wur-
den zunächst durch Molekularstatiksimulationen untersucht. Aus der Litera-
tur ist bekannt, dass die energetisch günstigste Position im Zwischengitter des
Siliziums die Si-C-Hantel ist [112]. Dabei nehmen Si+C gemeinsam einen Dia-
mantgitterplatz ein. Durch diese Anordnung kann der Kohlenstoff mit einer
relativ geringen Migrationsenergie diffundieren. Am leichtesten geschieht dies,
indem das Kohlenstoffatom durch Rotation der Hantel zu einem benachbarten
Siliziumatom geschleudert wird. Dort bildet es mit dem Siliziumatom erneut
eine Hantel auf einem Diamantgitterplatz, senkrecht zu seiner vorherigen Ori-
entierung [22].
Damit Defektreaktionen sowie größere Ansammlungen von Gitterfehlern kor-
rekt beschrieben werden, wird ein Potential für die Simulationen benötigt, wel-
ches die Energiewerte an den Hantel-Positionen sowie auf dem Diffusionspfad
korrekt beschreibt. Das in vorherigen Simulationen eingesetzte MEAM Poten-
tial beschreibt hervorragend die makroskopischen Eigenschaften des Silizium
Diamantgitters (Abschnitt 3.4.2.1), jedoch war es in der genutzten Parametri-
sierung [35] und durch die Beschränkung auf erste Atomnachbarn nicht darauf
ausgelegt, Eigenfehlstellen und Si-C Hanteln korrekt zu beschreiben.
Daher wurde ein Silizium-Kohlenstoff bond order Potential für die weiteren Si-
mulationen gewählt, konkret die Parametrisierung von Erhart und Albe [34].
Dieses beschreibt die auftretenden Punktdefekte in Si:C hervorragend, da es
45
mit Rücksicht auf diese entworfen wurde.
3.4.2.3 Diffusionssimulationen
Es wurden Molekulardynamiksimulationen durchgeführt, um im besten Fall
den kompletten Prozess der Entspannung in der Simulation zu beobachten.
Als eine Grundvoraussetzung für einen Entspannungsprozess durch Defektre-
aktionen wurde die Kohlenstoffdiffusion in Silizium angesehen. Ausserdem wird
eine Diffusion von Eigenzwischengitteratomen, bzw. Leerstellen benötigt, da-
mit Materie von der freien Oberfläche des Kristalls in die Tiefe sinken oder
zur Oberfläche wandern kann.
Um diese Voraussetzungen des Simulationssetups zu überprüfen wurde mit
einer Simulation eines Siliziumatomgitters der Größe von 555 Siliziumele-
mentarzellen begonnen. In dieses Atomgitter wurden an zufälligen Positionen
10 interstitielle Kohlenstoffatome eingefügt, sodass sich Si-C-Hanteln in zufäl-
liger Orientierung formten. Diese Konfigurationen (Abbildung 3.15) besitzen
die geringste Migrationsenergie und können so am schnellsten diffundieren.
Um den aktuellen Zustand des Kristalls zu charakterisieren, wurde die radiale
Verteilungsfunktion (RDF) g(r) des Kristalls berechnet. Bestimmte Abstände
r lassen sich unterschiedlichen Atombindungen zuordnen. Im Folgenden sind
zwei Referenz-RDFs für reines Silizium sowie reines 3C-SiC dargestellt (Abbil-
dungen 3.16, 3.17). Die Peaks besitzen eine endliche Breite entsprechend der
thermischen Bewegung (300K). Neben den Spektren ist in einer Elementarzel-
le des jeweiligen Gitters dargestellt, welchen Abständen die Peaks zuzuordnen
sind.
Bei der Diffusion der Kohlenstoffzwischengitteratome wäre ein Random-
Walk der beobachteten Kohlenstoffatome zu erwarten, die sich rein statistisch
durch das Kristallgitter bewegen. Der mittlere Abstand r der Kohlenstoffatome
zu ihrer Ausgangslage sollte sich dabei nach der Gesetzmäßigkeit r =
p
6Dt
verhalten. Dabei ist t die verstrichene Zeit und D die Diffusionskonstante.
Für eine der durchgeführten Simulationen ist in Abbildung 3.18 der Abstand
vom Ausgangspunkt in Abhängigkeit der Zeit dargestellt.
Es zeigt sich zunächst nicht das zu erwartende Ergebnis. In einer simulierten
Zeit von 0:8 ns legen nur einige wenige Kohlenstoffatome eine geringe Strecke
von 2Å-3Å zurück. Der dargestellte Mittelwert ändert sich nach den ersten
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Abbildung 3.15: Si-C 001 Hantel (roter Balken) in einer Si Elementarzelle.
Abbildung 3.16: Radial Distribution Function von reinem Silizium. Jeder Peak
kann einem Atomabstand im Si Atomgitter zugeordnet werden.
47
Abbildung 3.17: Radial Distribution Function von reinem 3C-SiC. Jeder Peak
kann einem Atomabstand im SiC Atomgitter zugeordnet werden.
0:3 ns nicht mehr. Es bewegen sich nur einige Atome zu einem lokalen Ener-
gieminimum (Abbildung 3.19), dann führen sie in der beobachteten Zeit keine
Diffusionssprünge mehr durch. Dies ist auf einen Nahordnungseffekt zurückzu-
führen. Die Si-C-Hanteln wurden mit zufälliger Position in die Simulationszelle
eingefügt. Waren sich zwei Hanteln zu Beginn zu nah, stoßen sie sich ab und
diffundieren ein Stück. Danach tritt keine Diffusion mehr auf. Eine einzelne
Si-C-Hantel zeigt weniger Diffusionssprünge als erwartet (Abbildung 3.20).
Es wurde bereits eine unrealistisch hohe Temperatur eingesetzt, um die sta-
tistische Chance eines stattfindenden Entspannungsvorgangs zu erhöhen. Wie
Abbildung 3.18 zeigt, bewegt sich der Kohlenstoff jedoch nur geringfügig in
der simulierten Zeit. Dies steht im Widerspruch zu einer geringen ermittelten
Migrationsenergie (siehe 3.2.2) für die am Diffusionsprozess beteiligten Si-C-
Hanteln von 0:88 eV sowie einer erwarteten Sprungrate   70 fs für die Diffu-
sion bei einer Temperatur von 1600K. So hätten theoretisch ca. 4000 Sprünge
in der simulierten Zeit beobachtet werden sollen. In der Simulation wurden in
etwa 10 Sprünge beobachtet (Abbildung 3.20), damit ist die Sprungrate um
Größenordnungen kleiner.
Wie sich zeigte ist ein mathematisches Problem für diesen Effekt verantwort-
lich. Aus Gründen der Recheneffizienz darf in einer MD Simulation ein Atom
nur mit einer geringen Zahl von Nachbarn wechselwirken, daher wird das ein-
gesetzte Potential nur bis zu einem Atomabstand von ca. 3Å berechnet. Um
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Abbildung 3.18: Mittlerer Abstand der 10 Kohlenstoffatome von ihrem Aus-
gangspunkt bei T = 0.
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Abbildung 3.19: Diffusionsdistanz von zwei von 10 vorhandenen interstitiellen
Kohlenstoffatomen in einer Simulationsbox von 5 5 5 Silizium Elementar-
zellen.
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Abbildung 3.20: Diffusion eines einzelnen interstitiellen Kohlenstoffatoms.
die Energieerhaltung des Systems zu gewährleisten, besitzt das eingesetzte Po-
tential eine Abschirmfunktion mit dem Zweck, das Potential am Rand des
Wirkungsradius auf Null zu bringen.
Durch diesen aus technischen Gründen gewählten starken unphysikalischen
Anstieg der potentiellen Energie im bond order Potential wird die zur Dif-
fusion benötigte Aktivierungsenergie stark überschätzt. Dies wird besonders
deutlich an der Unstetigkeit der resultierenden Kraft F = d
dr
in Abbildung
3.21 sichtbar. Die Kraft im Randbereich des Potentials ist unnatürlich hoch.
Leider ist das Entfernen dieser Abschirmfunktion keine Lösung dieses Pro-
blems, da einerseits die Simulation nicht mehr ihre Energie erhalten würde
und andererseits die Parameter des Potentials unter Berücksichtigung der Ab-
schirmfunktion angepasst wurde. Ein Entfernen der Abschirmfunktion verän-
dert die Materialeigenschaften, die das Potential abbilden soll, massiv. Dies ist
auch der Grund dafür, dass die Reichweite des Potentials nicht auf die über-
nächsten Nachbarn ausgedehnt werden kann, welches die optimale Lösung wä-
re. Bei einer solchen Umsetzung müssten sämtliche Parameter des Potentials
neu angepasst oder sogar die mathematische Form des Potentials verändert
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Abbildung 3.21: Am äußeren Rand der Potentialkugel sinkt der Energiewert
des Ehrhart-Albe-Potentials zu schnell auf Null ab, was für 2:7Å < r < 3Å
unphysikalisch hohe Kräfte bewirkt.
werden. Der daraus resultierende Vorteil an Genauigkeit ist im Vergleich zur
vielfach steigenden Rechenzeit jedoch gering. Einfacher und genauer ist es, di-
rekt auf eine theoretisch tiefere Ebene (Tight-Binding, ab initio) zu wechseln,
dessen benötigte Rechenzeit zwar ebenfalls stark zunimmt, jedoch ebenso ihre
Genauigkeit.
Für Molekular Statik Simulationen spielt dieser Effekt keine Rolle. In diesen
Fällen müssen die Atome nicht den zusätzlich eingeführten Potentialwall über-
winden und befinden sich in der Regel immer im „guten“ Bereich von 1:8Å bis
2:5Å. Daher wurden zum Verständnis des Mechanismus der Entspannung von
karbonisierten Siliziumschichten Überlegungen zur thermodynamischen Stabi-
lität hauptsächlich mit Hilfe von Molekularstatiksimulationen angestellt.
3.4.2.4 Thermodynamische Stabilität von Reaktionsprodukten
Aus der Literatur sind die Punktdefektstrukturen von Kohlenstoffatomen in Si-
lizium, sowie der Eigenfehlstellen bekannt, außerdem wurde bereits festgestellt,
dass das gewählte bond order Potential in der Lage ist, diese Defekte korrekt
wiederzugeben. Unter diesen Voraussetzungen wurden in Molekularstatiksimu-
lationen Kombinationen aus diesen bekannten Punktdefekten gesucht, welche
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Abbildung 3.22: Die Enthalpien H1 und H2 der entsprechenden Zustände kön-
nen durch Molekularstatik Simulationen berechnet werden. Die Bildungsent-
halpie HB kann so berechnet werden (Formel 3.22).
energetisch besonders günstige Anordnungen darstellen. Z.B. für einen Zusam-
menschluss einer Si-C-Hantel und einem substitutionellen Kohlenstoffatom ist
leicht verständlich, dass eine Kombination dieser Punktdefekte eine geringere
Energie aufweist als die Summe der einzelnen Defektenergien. Die Si-C-Hantel
weitet das Si-Gitter leicht auf, während das substitutionelle Kohlenstoffatom
das Si-Gitter zusammenzieht, sodass sich die entgegengesetzte elastische Span-
nung der Punktdefekte teilweise kompensieren kann.
Ebenso ist dies für größere Ansammlungen von Fehlstellen der Fall. Bei die-
sen molekularstatischen Überlegungen wird davon ausgegangen, dass der Zu-
stand des Systems mit der geringsten Enthalpie (pro Atom) als Endzustand der
entspannten Si:C Schicht eingenommen werden wird. In Abbildung 3.22 sind
schematisch die relevanten Energien bei der Entstehung einer Defektanord-
nung aufgetragen. Die Enthalpie H2 kann durch Molekularstatiksimulationen
einfach bestimmt werden. Die Enthalpie H1 entspricht einem System dersel-
ben Teilchenzahl und Art, bei dem jedoch die Punktdefekte in unendlichem
Abstand voneinander positioniert sind. Sie lässt sich als Summe der Bildungs-
enthalpien der Punktdefekte berechnen.
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HB = H1  H2 =
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i
U1(i) + p1V1   M
N
"
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i
U2(i) + p2V2
#
(3.22)
Dabei ist U(i) die potentielle innere Energie des Atoms i, p der Druck, wel-
cher gegen die mechanische Spannung wirkt die das Substrat ausübt und V
das Volumen der epitaktischen Schicht. Die innere Energie U(i) beinhaltet da-
bei sowohl chemisches Potential  als auch den elastischen Energieanteil von
Gitterverzerrungen. Es wird über die Zahl der Atome M des Referenzgitters
und N des Defekt-Gitters summiert und die Energie im Fall ungleicher Atom-
zahl umgerechnet. Dies ermöglicht eine Extrapolation der Defektdichte auf die
Konzentration Null [91]. Zwei Simulationszellen sind beispielhaft in Abbildung
3.23 dargestellt. Auf der linken Seite ist ein Ausschnitt aus dem Referenzsys-
tem zu sehen, aus dem ein Atom unendlich weit entfernt wird. Eine Leerstelle
wurde erzeugt und die umgebenden Atome werden entspannt (Abbildung 3.23,
rechts). Für diese Defektkonfiguration gilt nun N = M   1. Die Simulations-
box enthält 9 9 9 Silizium Elementarzellen und damit 5832 Atome. Damit
ist gewährleistet, dass die durch den Defekt hervorgerufene Gitterverformung
nicht durch die Größe des Systems beschränkt wird, sondern sich vollständig
ausbreiten kann. Zusätzliche Abweichungen vom korrekten Wert in einer un-
endlich großen Simulationszelle werden durch den Faktor M/N ausgeglichen
[91].
Unter der Annahme, dass ein wie in Abbildung 3.2 dargestellter Kick-Out
Prozess stattfindet, lässt sich die Enthalpiedifferenz der Reaktion als HKO 
 1 eV aus MS-Simulationen berechnen. Die resultierende Energie ist negativ,
d.h. sie wird während der Reaktion frei, und der Prozess wird bevorzugt in
dieser Richtung ablaufen.
Äquivalent dazu lässt sich der Enthalpieunterschied für den in Abbildung 3.3
dargestellten Dissoziationsprozess als HDiss  6:2 eV berechnen. Dies ist ein
sehr hoher Energieunterschied, da er sich aus der Summe der Bildungsener-
gie von Leerstelle und Si-C-Hantel zusammensetzt. Die Dissoziationsreaktion
ist endotherm und wird verstärkt in die Gegenrichtung stattfinden. Jedoch
angenommen, dieser Defekt vernichte sich nicht sofort wieder durch eine Re-
kombination des erzeugten Kohlenstoff Atoms mit der erzeugten Leerstelle,
könnte die gebildete Leerstelle den Kristall verlassen oder durch einen anderen
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Abbildung 3.23: Ausschnitte aus zwei Simulationszellen. Links ist ein perfektes
Si-Gitter, rechts eine Leerstelle im Si-Gitter abgebildet. Beide Atomgitter sind
vollständig relaxiert.
Mechanismus gebunden werden und so das Kohlenstoffatom im Zwischengitter
gelöst bleiben. Die Gesamtenergie des Systems hat damit zunächst zugenom-
men. Wird die entstandene Leerstelle jedoch vernichtet, so erhält man auch
auf diesem Reaktionspfad eine um ca. 1 eV niedrigere Enthalpie gegenüber dem
Ausgangszustand.
Damit besitzt das Kohlenstoffatom zwei Mechanismen, in das Zwischengitter
zu gelangen. Dort kann es schnell diffundieren und sich mit anderen Kohlen-
stoffatomen zu energetisch günstigen Anordnungen zusammenfügen. Wie diese
Anordnungen aussehen, wird im Folgenden untersucht.
Alle Abbildungen sind in identischem Maßstab nach lokalem Von Mises Span-
nungsanteil [124] farbcodiert. Dabei entsprechen ein tiefes Blau 4MPa, und ein
dunkles Rot  4MPa. Zwischenfarbtöne geben das Spannungsspektrum zwi-
schen diesen zwei Extrema wieder; im Besonderen entspricht ein helles Grün
dabei dem entspannten Gitterzustand.
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Abbildung 3.24: Ausschnitte aus zwei Simulationszellen. Auf der linken Seite
ist ein substitutionelles C-Atom, auf der rechten Seite eine 001 Si-C-Hantel in
einer Si Matrix abgebildet.
Es wurden die Enthalpien manuell erzeugter Anordnungen von mehreren
substitutionellen und interstitiellen Kohlenstoffatomen durch Molekularstatik
berechnet. In Abbildung 3.25 ist auf der linken Seite die einfachste dieser Konfi-
gurationen dargestellt. Die Idee all dieser Anordnungen ist es, den Unterdruck,
der durch die zu kleinen substitutionellen C Atome erzeugt wird, durch den
Überdruck der Si-C-Hanteln zu kompensieren, um einen energetisch günstigen
Zustand zu erreichen. Defekte, welche entgegengesetzte Spannungen auf das
Gitter ausüben, ziehen sich an. Die Si-C-Hantel wird in die Nähe eines sub-
stitutionell gelösten Kohlenstoff Atoms diffundieren (Abbildung 3.25, links).
Dieser Zusammenschluss senkt die elastische Energie beträchtlich, und diese
sinkt weiter falls ein weiteres substitutionelles C Atom in die Nähe diffundiert
(Abbildung 3.25, rechts). Der Verbund von einem substitutionellen und einem
interstitiellen Kohlenstoffatom wurde auch experimentell nachgewiesen [101].
Obwohl weitere elastische Energie durch Hinzufügen eines zweiten substitu-
tionellen Kohlenstoffatoms zu dieser Anordnung frei wird, so sinkt die freiwer-
dende elastische Energie pro Kohlenstoffatom für diese Anordnung. Diese stellt
damit den energetisch günstigsten Zustand für drei Kohlenstoffatome in einer
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Abbildung 3.25: Ausschnitte aus zwei Simulationszellen. Auf der linken Seite ist
eine 001 Si-C-Hantel neben einem substitutionellen C-Atom, auf der rechten
Seite dieselbe Anordnung mit einem zusätzlichen substitutionellen C-Atom,
abgebildet.
Siliziummatrix dar. Sobald jedoch ein viertes Kohlenstoffatom hinzukommt
würden sich zwei Zusammenschlüsse von einem substitutionellen und einem
interstitiellen Kohlenstoffatom bilden. Dies ist für sämtliche getesteten größe-
ren Zusammenschlüsse (z.B. Abbildung 3.25, rechts) von Kohlenstoffatomen
(bis zu 16) ebenfalls der Fall, bei einer Vergrößerung der Struktur sinkt die
frei werdende Energie pro Kohlenstoffatom, sodass kleine Strukturen bevor-
zugt werden.
Das Silizium-Kohlenstoff Phasendiagramm zeigt, dass die einzige stabile
Mischphase Ausscheidungen von Siliziumkarbid sein können. Diese Silizium-
karbidausscheidungen können erst ab einer kritischen Größe stabil sein, da
wie zuvor beobachtet der Energiegewinn pro Kohlenstoffatom für größere An-
sammlungen von Kohlenstoffatomen zunächst abnimmt. Daher wurden Monte-
Carlo-Simulationen zur Stabilität von größeren 3C-SiC Ausscheidungen (Zink-
blende Struktur) durchgeführt, es konnte jedoch keine Bildung von größeren
SiC Phasen festgestellt werden. Geht man im umgekehrten Fall von größeren
3C-SiC Ausscheidungen als Anfangszustand aus, lösen sich diese während der
Simulation auf. Dies ist jedoch nur für kohärente Phasen zu beobachten. Bringt
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man Versetzungen ein, sodass die SiC Phase inkohärent/semikohärent ist, so
bleibt die Phase stabil.
Dies erklärt, warum größere SiC Ausscheidungen nur in Systemen zu beobach-
ten sind, in denen der Kohlenstoff implantiert wurde. Ist dies der Fall, befindet
er sich schon zu Beginn im Zwischengitter und es ist genug Materie vorhan-
den, um eine zusätzliche Ebene für eine Versetzung an einer Ausscheidung
einzubauen. Außerdem ist in diesem Fall die (lokale) Kohlenstoffkonzentration
wesentlich höher, sodass die Chance zur Überschreitung einer kritischen Größe
wahrscheinlicher ist.
Diese Bedingung von Inkohärenz für die Stabilität großer Ausscheidungen setzt
das Einbringen von Materie voraus, damit eine zusätzliche Atomlage in der
Ausscheidung gebildet werden kann. Dies gelingt nur durch eine Übersättigung
von Siliziumeigenzwischengitteratomen und/oder von Kohlenstoff, was sich in
der Formel für den kritischen Radius einer Ausscheidung ausdrückt. Nach der
Formel 3.23 [109] hängt die Möglichkeit einer Bildung von SiC Ausscheidungen
von der Übersättigung an Eigenzwischengitteratomen ab. Es gilt:
rcrit =
2C
SiC
kBT ln

CC
CeqC
CI
CeqI
 (3.23)
Dabei sind rcrit der kritische Radius einer Karbid Ausscheidung, C 
8 J/m2 ihre Grenzflächenenergie, 
SiC = 2 10 29m3 das molekulare Volu-
men von SiC und CC
CeqC
, CI
CeqI
die Übersättigungen an substitutionellem Kohlen-
stoff und Silizium Eigenzwischengitteratomen. Bei einer Gleichgewichtskon-
zentration von Eigenzwischengitteratomen wird der kritische Radius für SiC
Ausscheidungen von etwa 0:5 nm < rcrit < 2:5 nm [109] bei einer Kohlen-
stoffkonzentration von maximal 2% nicht erreicht. Diese Formel vernachlässigt
außerdem den Einfluss von Gitterverzerrungen auf den kritischen Radius von
Ausscheidungen, sodass dieser unterschätzt ist.
Karbidbildung spielt somit nur eine Rolle für die in der Schicht ablaufenden
Prozesse, sobald durch einen anderen Mechanismus die interstitielle Silizium-
konzentration stark erhöht wird. Diese zusätzliche Materie wird zur Bildung
inkohärenter Phasengrenzen benötigt. Daher wird eine Bildung von Silizium-
karbidausscheidungen im folgenden vernachlässigt und der metastabile Zu-
sammenschluss von substitutionellen und interstitiellen Kohlenstoffatomen als
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metastabiles Endprodukt der Reaktionen angesehen.
3.4.3 Ab-initio Simulationen
MD Potentiale stellen prinzipbedingt nur eine Näherung der tatsächlichen
Wechselwirkungen zwischen Atomen dar. Ausserdem sind MD Potentiale nur
für eine geringe Anzahl von Elementen und Elementkombinationen verfüg-
bar. Für einige Wechselwirkungen von Silizium und Kohlenstoffatomen wurden
bereits MD Simulationen von Bildungsenergien und Diffusionspfaden durchge-
führt. Es war jedoch unklar, in wie weit diese mit der Realität übereinstimmen,
besonders das berechnete Diffusionsverhalten und die damit berechneten Mi-
grationsenergien von Kohlenstoff in Silizium sind Aufgrund der Diskontinuität
im Randbereich des Erhart-Albe Potentials zu bezweifeln (Abb. 3.21).
Um diese Werte zu bestätigen bzw. zu genaueren Werten zu gelangen und
um Bildungs- und Migrationsenergien von Phosphoratomen in Silizium zu be-
rechnen, wurden ab initio Simulationen durchgeführt. Auch diese Methode
ist grundsätzlich eine Näherung, jedoch mit einer deutlich höheren Genauig-
keit und einer Verfügbarkeit für sämtliche chemischen Elemente. Außer der
verwendeten Näherung um die Schrödingergleichung für das vorliegende Viel-
elektronensystem zu lösen gehen keine Parameter in die Rechnung ein.
Die zuvor durchgeführten MD Simulationen geben einen Ausgangspunkt für
ab initio Simulationen, sodass eine Vorauswahl der durch ab initio zu berech-
nenden, interessanten atomaren Konfigurationen getroffen werden konnte. Dies
schränkt die Zahl der durchzuführenden Simulationen deutlich ein und ist auch
notwendig, da die höhere Genauigkeit zu einer deutlichen Steigerung der be-
nötigten Rechenzeit führt.
Für die Simulationen wurde die Software VASP [8, 59, 60, 57, 58] in der Ver-
sion 4.6.28 verwendet. Für sämtliche Rechnungen wurden Ultra-soft Pseudo-
potentials [122, 61], sowie die Generalized Gradient Approximation [87, 88]
eingesetzt.
Vor Beginn der Berechnung der Bildungs- und Migrationsenergien wurden ei-
nige Simulationsparameter und Materialeigenschaften systematisch getestet.
Durch die Beschränkung der Methode auf Systeme mit einer Größenordnung
von Hunderten von Atomen sollte zuvor der Einfluss der Systemgröße auf die zu
berechnende Eigenschaft des Systems getestet werden. Dies wurde zunächst für
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Abbildung 3.26: Gitterkonstante von Silizium als Funktion vom Energielimit
Ecut für verschiedene Anzahlen von  -Punkten (GPoint). Ecut kann als 500 eV
gewählt werden, höhere Werte beeinflussen das Ergebnis nicht mehr.
eine Berechnung der Silizium Gitterkonstante durchgeführt. Wie in Abbildung
3.26 dargestellt, besteht eine Abhängigkeit des Ergebnisses von der Anzahl
von ”k-Punkten“ [78] (Punkte eines regelmäßigen Gitters in der Brillouinzo-
ne), die während der Simulation genutzt werden. Es wurde stets ein im  -Punkt
zentriertes k-Punktgitter genutzt, im folgenden als  -Punktgitter bezeichnet.
Ebenso besteht eine Abhängigkeit der Gitterkonstante von dem Energielimit
Ecut. Dies ist auch für die Bindungsenergie (Abb. 3.27) der Fall, jedoch sind
beide Werte für 3x3x3  -Punkte und Ecut > 500 eV konstant. Diese Faktoren
sind Grundlage zur Ausführung der Simulationen mit der notwendigen Ge-
nauigkeit. Es ist zu beachten, dass diese Simulationen mit 2 bzw. 8 Atomen
durchgeführt wurden, d.h. einer Größe der Simulationszelle von maximal einer
primitiven Silizium Gitterzelle. Durch periodische Randbedingungen und eine
Materialeigenschaft, welche sich komplett ohne Gitterverzerrungen berechnen
lässt, sind diese Rechnungen komplett äquivalent zueinander und zu größeren
Simulationszellen.
Zusätzlich besteht eine Abhängigkeit zwischen Größe der Simulationszel-
le und den benötigten Gammapunkten. Für größere Simulationszellen kann
in der Regel eine kleinere Anzahl von Gammapunkten gewählt werden. Dar-
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2 Atome, 3x3x3 ΓPunkte, low accuracy
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Abbildung 3.27: Simulierte Bindungsenergie von Silizium als Funktion vom
Energielimit Ecut für eine verschiedene Anzahl von Gammapunkten. Ecut kann
als 500 eV gewählt werden, höhere Werte beeinflussen das Ergebnis nicht mehr.
gestellt ist dies in Abbildung 3.28, welche die berechnete Bindungsenergie in
Abhängigkeit der Superzellengröße für einen Gammapunkt darstellt. Für Su-
perzellen der Größe 3x3x3 entspricht der berechnete Wert dem Wert für eine
kleine Superzelle mit einer großen Menge von Gammapunkten.
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VASP Parameter Wert
ISMEAR 0
SIGMA 0.05
NSW 15
NELMIN 4
EDIFF 1E-2
EDIFFG 1E-4
IBRION 3
ISIF 2
POTIM 0.1
PREC HIGH
LREAL Auto
Tabelle 3.2: VASP Parameter mit denen Bildungsenergien (Abschnitt 3.4.3.1)
und Wanderungsenergien (Abschnitt 3.4.3.2) berechnet wurden. Die Größe der
Simulationsbox betrug 2x2x2 Silizium Gitterzellen, d.h. 64 Silizium Atome und
den jeweiligen Punktdefekt.
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Abbildung 3.28: Simulierte Bindungsenergie von Silizium als Funktion der Sei-
tenlänge einer kubischen Siliziumgitter Superzelle für einen Gammapunkt. Für
große Superzellen reicht ein Gammapunkt, um einen korrekten Wert zu erhal-
ten.
62
3.4.3.1 Bildungsenergie
Nach den anfänglichen Tests, um einige VASP Einstellungen für das Silizium
System zu ermitteln wurde VASP eingesetzt, um die Bildungsenergien von Si-
liziumdefekten zu ermitteln. War zuvor eine Berechnung der Gitterkonstanten
und Bindungsenergie von Silizium bereits mit zwei Atomen möglich, benötigen
Defektstrukturen eine größere Simulationsbox. Neben dem eigenen Platzbedarf
der Defekte verzerren sie die Siliziummatrix, sodass Platz für diese Verzerrun-
gen vorhanden sein muss. Wegen der zugrunde liegenden periodischen Rand-
bedingungen in allen Raumdimensionen muss eine gegenseitige Beeinflussung
der Defektatome mit sich selbst ausgeschlossen werden. Um diesen Effekt zu
berücksichtigen, wurde jeder Defekt für kubische Superzellen mit steigender
Seitenlänge von Siliziumgitterzellen berechnet. Mit steigender Superzellengrö-
ße nähern sich dabei die Werte der Bildungsenergie an den gewünschten Wert
für eine unendlich ausgedehnte Simulationszelle mit einem einzigen Defekt an.
Wie zu erwarten ist, wird der Einfluss der periodischen Abbilder des Defekts
durch die Randbedingungen mit steigender Superzellengröße immer kleiner.
Um den Effekt komplett auszuschließen kann aus der Abhängigkeit der Bil-
dungsenergie von der Superzellengröße auf eine unendlich große Superzelle ex-
trapoliert werden. Äquivalent dazu kann die Defektdichte genutzt werden um
die Bildungsenergie des Defekts auf die Defektdichte Null zu extrapolieren
[91]. Beispielhaft ist in Abbildung 3.40 die Siliziumbindungsenergie gegen die
inverse Atomzahl der Simulationen aufgetragen. Es ergibt sich eine lineare Ab-
hängigkeit, aus deren Achsenabschnitt die Bindungsenergie für unendlich viele
Atome abzulesen ist.
Die VASP Parameter für alle Berechnungen sind in Tabelle 3.2 aufgelistet.
Die Bildungsenergie für einen Defekt X in einem Siliziumkristall lautet:
EBX = EX   ESi  
X
i
nii   q [EF + E +V ] (3.24)
Dabei ist EBX die Bildungsenergie des Defekts, EX die Energie der Superzelle
welche den Defekt enthält, ESi die Energie der Superzelle gleicher Größe mit
einem ungestörten Silizium Atomgitter, ni Zahl der Atome des Elements i,
welche zum Zustand X im Vergleich zum perfekten Kristallgitter entfernt oder
hinzugefügt wurden, i chemisches Potential des Elements i, q die Ladung des
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Punktdefekts, EF die Fermi Energie, E die Energie des Valenzbands und V
ein Korrekturterm um das Potential der Superzellen auszugleichen.
Da keine geladenen Defekte untersucht wurden (q = 0) kann der letzte Term
von Gleichung 3.24 vernachlässigt werden.
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Abbildung 3.29: Ein substi-
tutionelles Kohlenstoff Atom
(grün) in einer Silizium Ma-
trix (braun), in der Anfangs-
konfiguration (links) und en-
ergieminimierten Konfigura-
tion (rechts).
Abbildung 3.30: Eine Leer-
stelle in einer Silizium Ma-
trix (braun), in der Anfangs-
konfiguration (links) und en-
ergieminimierten Konfigura-
tion (rechts).
Abbildung 3.31: Eine C100Si-
Hantel (C grün) in einer Sili-
zium Matrix (braun), in der
Anfangskonfiguration (links)
und energieminimierten Kon-
figuration (rechts).
Abbildung 3.32: Eine Si100Si-
Hantel in einer Silizium Ma-
trix, in der Anfangskonfi-
guration (links) und ener-
gieminimierten Konfigurati-
on (rechts).
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Abbildung 3.33: Eine C100C-
Hantel (C grün) in einer Sili-
zium Matrix (braun), in der
Anfangskonfiguration (links)
und energieminimierten Kon-
figuration (rechts).
Abbildung 3.34: Eine C100Si-
Hantel (C grün) neben
einem substitutionellen
Kohlenstoffatom (grün) in ei-
ner Silizium Matrix (braun),
in der Anfangskonfiguration
(links) und energieminimier-
ten Konfiguration (rechts).
Abbildung 3.35: Eine C100Si-
Hantel (C grün) neben ei-
ner Leerstelle in einer Silizi-
um Matrix (braun), in der
Anfangskonfiguration (links)
und energieminimierten Kon-
figuration (rechts). Ein dre-
hen der Hantel um 180
in der Anfangskonfiguration
führt zu einer Verschiebung
des Kohlenstoffatoms in die
Leerstelle (Abbildung 3.29,
rechts).
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Abbildung 3.36: Ein substi-
tutionelles Phosphoratom
(gelb) in einer Silizium
Matrix (braun), in der An-
fangskonfiguration (links)
und energieminimierten
Konfiguration (rechts).
Abbildung 3.37: Ein substi-
tutionelles Phosphoratom
(gelb) neben einer Leerstelle
in einer Silizium Matrix
(braun), in der Anfangs-
konfiguration (links) und
energieminimierten Konfigu-
ration (rechts).
Abbildung 3.38: Ein substi-
tutionelles Phosphoratom
(gelb) neben einem substi-
tutionellen Kohlenstoffatom
(grün) in einer Silizium
Matrix (braun), in der An-
fangskonfiguration (links)
und energieminimierten
Konfiguration (rechts).
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Abbildung 3.39: Darstellung eines substitutionellen Kohlenstoffatoms (mittig)
neben einer Silizium-Kohlenstoff-Hantel (rechts, oberhalb) in einer 2x2x2 Sili-
zium Gitterzellen großen Superzelle. Die grauen Bereiche zwischen den Atomen
symbolisieren die durch VASP berechneten Bereiche hoher Elektronendichte,
die stark gerichtete kovalente Bindung. Gelb: Silizium Atome, Grün: Kohlen-
stoff Atome
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Abbildung 3.40: Bildunsenergie verschiedener Punktdefekte in Abhängigkeit
der Kantenlänge einer kubischen Superzelle. Aus einer Extrapolation der Ver-
änderung kann auf die Bildungsenergie eines Punktdefekts in einer unendlich
großen Simulationsbox geschlossen werden.
Symbol Defekt EB/[eV] Abbildung
Cs substitutioneller Kohlenstoff 1.44 3.29
V Leerstelle 3.66 3.30
C100Si [100] Si-C-Hantel 3.08 3.31
Si100Si [100] Si-Si-Hantel 4.39 3.32
C100C [100] C-C-Hantel 3.23 3.33
C100SiCs C100Si neben Cs 3.64 3.34
C100SiV C100Si neben Leerstelle 3.71 3.35
Ps substitutioneller Phosphor 0.88 3.36
PV Phosphor neben Leerstelle 3.31 3.37
CP Kohlenstoff neben Phosphor 2.56 3.38
Tabelle 3.3: Mit VASP berechnete Bildungsenergien von (Kombinationen von)
Punktdefekten. Die Bildungsenergien EB wurden nach Gleichung 3.24 berech-
net. Die Ausgangskonfigurationen, sowie die durch VASP energieminimierten
Konfigurationen sind in den angegebenen Abbildungen dargestellt.
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3.4.3.2 Wanderungsenergie
Durch die Nudged Elastic Band (NEB) Methode (Abschnitt 2.2.2) wurden
die Aktivierungsenergien von atomaren Punktdefektreaktionen ermittelt. Da
für den Teilbereich ab-initio dieser Arbeit nur wenig Rechenzeit zur Verfü-
gung stand, wurden als Kompromiss zwischen Genauigkeit, Realitätsnähe und
Effizienz der Berechnung nur eine Superzelle mit 2x2x2 Siliziumgitterzellen ge-
wählt. Wie in Abbildung 3.40 dargestellt, kann der berechnete Wert bei dieser
Superzellengröße teilweise beträchtlich vom auf eine Defektkonzentration von
Null extrapolierten Wert abweichen, im dargestellten Fall der Si-C-Hantel um
etwa 0:3 eV. Dennoch war dies eine nötige Einschränkung, da etwa 10 Schritte
entlang des Nudged Elastic Band pro berechneter Wanderungsenthalpie die
Rechenzeit stark erhöhen.
Für die NEB Rechnungen wurde zunächst untersucht, ob eine Ausdehnung
der Superzelle als Randbedingung zugelassen werden muss oder ob dies durch
ein Fixieren der Randatome verhindert werden sollte. Es zeigte sich, dass die
Wanderungsenergie von dieser Wahl unabhängig ist, dass jedoch der einfachere
Fall fixierter Randatome in etwa gleiche Abstände zwischen den Atomen auf
dem NEB liefert (Abbildung 3.41). Für den nicht fixierten Fall verschieben
sich einige NEB Atome stark zu einander. Äquidistante Atompositionen ent-
lang des NEB sind zu bevorzugen, da so ein besseres räumliches Verständnis
des Reaktionsverlaufs ermöglicht wird.
Durch die NEB Methode wurde im besonderen der Wechsel eines substitu-
tionellen Kohlenstoffatoms in das Zwischengitter untersucht, sowohl zu ver-
schiedenen Zwischengitterpositionen als auch unter verschiedenen Ausgangs-
bedingungen. Dafür wurden zwei bekannte Strukturen in einem lokalen En-
ergieminimum aus dem vorherigen Abschnitt (3.4.3.1) als Start- und Endkon-
figuration genutzt. Die Konfigurationen müssen dieselbe Art und Zahl von
Atomen aufweisen. Dann wurde die Position der Atome zwischen diesen Kon-
figurationen linear interpoliert, sodass 8 Zwischenkonfigurationen entstanden.
Abschliessend wurde die Position einiger Atome der Zwischenzustände manu-
ell auf einen Pfad, der als minimaler Energiepfad vermutet wurde, angepasst.
Dies beschleunigt die folgende Energieminimierung durch VASP, da alle Ato-
me sich direkt im selben lokalen Energieminimum befinden, beeinflusst jedoch
nicht das Ergebnis.
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Ergebnisse
Neben den zuvor berechneten Bildungsenergien für Punktdefekte oder Punkt-
defektkonfigurationen (Tabelle 3.3), wurde die Migrationsenergie für 4 Disso-
ziationsreaktionen (Gleichungen 3.25 - 3.28) sowie für die Kick-Out-Reaktion
(Gleichung 3.29) berechnet.
Cs *) Ci + V (3.25)
Ps + Cs *) PV + Ci (3.26)
Cs + V *) Ci + V2 (3.27)
Cs + Cs *) CiCs + V (3.28)
Cs + I *) Ci (3.29)
Bei den Dissoziationsreaktionen wurde der Einfluss von verschiedenen Punkt-
defekten untersucht, welche sich in der Anfangskonfiguration potentiell auf
einem Gitterplatz neben dem substitutionellen Kohlenstoffatom befinden kön-
nen. Es zeigte sich, dass bestimmte Konfigurationen sowohl die Aktivierungs-
senergie herabsetzen können, als auch in sofern unterstützend auf die Reaktion
wirken, dass Energie freigesetzt wird (Abbildung 3.42).
Die Wanderung eines substitutionellen Kohlenstoffatoms zu einer C100Si-Hantel
unter Bildung einer Leerstelle (Gleichung 3.25) in einer reinen Silizium Matrix
besitzt eine Aktivierungsenthalpie von 5:2 eV und befindet sich nach der Reak-
tion in einem um 2:6 eV höheren Energiezustand. Befindet sich jedoch z.B. ein
Phosphoratom auf einem Gitterplatz neben dem Kohlenstoffatom (Gleichung
3.26), beeinflusst dies den Migrationspfad. Wie in Abbildung 3.38 dargestellt,
befindet sich das C-Atom in diesem Fall durch eine schwache P-C Bindung
nicht mehr zentral auf einem Silizium Gitterplatz, sondern bevorzugt die drei
starken Bindungen zu seinen Silizium Nachbarn. Dies senkt die Aktivierungs-
enthalpie für eine Wanderung in das Zwischengitter auf 3:9 eV und die benö-
tigte Energie für den Vorgang auf 0:8 eV.
Derselbe Effekt ist für eine Leerstelle (Gleichung 3.27) sowie ein weiteres
Kohlenstoffatom (Gleichung 3.28) in unmittelbarer Umgebung zu beobachten
(Abbildung 3.42), es bildet sich eine Doppelleerstelle (V 2). Ein zusätzliches
substitutionelles Kohlenstoffatom bewirkt sogar, dass während dieser Dissozia-
tion 0:8 eV an Energie frei werden, da sich direkt ein CiCs Kohlenstoffatompaar
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2Cs -> CsCi + V, feste Randatome
2Cs -> CsCi + V, freie Randatome
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Abbildung 3.41: Schritte auf dem Raktionspfad einer Nudged Elastic Band
Rechnung für die Wanderung eines Kohlenstoffatoms von einem substitutio-
nellen Gitterplatz zu einer Silizium-Kohlenstoff-Hantelposition unter Bildung
einer Leerstelle. Verschiedene Randbedingungen wurden untersucht.
bilden kann, wie es bereits in den Molekularstatik Simulationen vorhergesagt
wurde.
Neben der Dissoziation wurde ebenfalls die Kick-Out Reaktion untersucht. Ein
Silizium Zwischengitter-Atom schlägt dabei ein substitutionelles Kohlenstoff-
atom aus dem Gitter, sodass sich ein Kohlenstoffzwischengitteratom bildet
(Gleichung 3.29).
Diese Reaktion besitzt eine vergleichsweise geringe Aktivierungsenthalpie von
0:14 eV, ausserdem erfolgt sie exotherm, es werden 0:56 eV frei (Abbildung
3.43).
Die auf dieser Skala durch ab initio Methoden gewonnenen Informationen wa-
ren qualitativ sehr hilfreich zur Entwicklung eines statistischen Modells der
Entspannungskinetik der Si:C Schichten. Im besonderen konnten die berech-
neten Bildungs- und Migrationsenergien direkt als Parameter des finalen sta-
tistischen Modells eingesetzt werden.
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Cs -> Ci + V
Ps + Cs -> Ps + Ci + V
V + Cs -> Ci + V2
2Cs -> CsCi + V
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Abbildung 3.42: Energiepfad einer Nudged Elastic Band Rechnung für die
Wanderung eines Kohlenstoffatoms von einem substitutionellen Gitterplatz zu
einer Silizium-Kohlenstoff-Hantelposition unter Bildung einer Leerstelle. Ver-
schiedene zusätzliche atomare Defekte (Ps; V; Cs) befinden sich in unmittelba-
rer Umgebung und senken die Migrationsenergie.
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Abbildung 3.43: Energiepfad einer Nudged Elastic Band Rechnung für ei-
ne Kick-Out Reaktion. Ein Siliziumeigenzwischengitteratom schlägt ein sub-
stitutionelles Kohlenstoffatom aus, und zusammen bilden sie eine Silizium-
Kohlenstoff-Hantel. Während der Reaktion wird Energie frei.
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3.4.4 Statistische Entspannungsmodelle
Es werden im Folgenden einige physikalische Modelle vorgeschlagen, welche
die Vorgänge in der Si:C Schicht durch statistische Prozesse beschreiben. Dies
geschieht durch Systeme gekoppelter Differentialgleichungen mit zunehmender
Komplexität. Mit den durchgeführten Messungen des substitutionellen Koh-
lenstoffgehalts CCs(t) und einem Vergleich mit der Lösung dieser Differential-
gleichungssysteme kann bestätigt oder widerlegt werden, ob die durch die Glei-
chungen beschriebenen Mechanismen für die Relaxation verantwortlich sind.
Um die Messdaten mit den Modellen zu vergleichen, wurde eine Software ent-
wickelt, welche die Differentialgleichungen löst sowie ihre Lösung durch Varia-
tion der dem Modell zugrunde liegenden Konstanten so gut wie möglich an die
Messdaten anpasst. Die Summe der Abstandsquadrate zwischen den gemes-
senen substitutionellen Kohlenstoffkonzentrationen und den entsprechenden
simulierten Konzentrationen wird iterativ minimiert. Dieser Vorgang wird im
Folgenden Fit genannt.
Ein Vorteil der Beschreibung durch Differentialgleichungen besteht darin, dass
es möglich ist, eine sich während der Messzeit ändernde Temperatur zu simu-
lieren. Dies ist bei dem Temperaturprofil (Abbildung 3.8) der Messungen über
einen längeren Zeitraum erforderlich.
3.4.4.1 Mechanische Triebkraft
Da die Relaxation ihre eigene Kinetik bzw. Zeitabhängigkeit mit sich bringt,
muss sie durch thermisch aktivierte Prozesse ausgelöst werden. Zur Verknüp-
fung dieser statistischen Einzelereignisse der Aktivierung mit der ”global“ mess-
baren Relaxation wurde zunächst folgender Zusammenhang getestet, um eine
mechanische Triebkraft zu beschreiben (Abschnitt 3.2.1):
dCCs(t)
dt
= CCs(t)0 exp

 G0   (t)EY Vact
kBT

(3.30)
Dabei beschreibt 0 = 8:44 1013Hz die Debyefrequenz von Silizium die
als Anlauffrequenz angenommen wird, G0 die freie Aktivierungsenthalpie bei
 = 0, und EY = 150GPa das Young’sche Elastizitätsmodul von Silizium.
Die Dehnung (t) der Si:C Schicht wird anhand der Fehlpassung der Schichten
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CCs/[%] Vact/

0.92 11.75
1.36 7.5
2 4.5
Tabelle 3.4: Fit des Aktivierungsvolumens für die Messreihen mit unterschied-
lichem Kohlenstoffgehalt. 
 entspricht einem Silizium Atomvolumen.
mit Hilfe der Kelires-Formel (Gleichung 3.5) aus der Abhängigkeit der Gitter-
konstanten a(CCs(t)) vom gemessenen Anteil des zum Zeitpunkt t substitutio-
nell gelöstem Kohlenstoffs CCs(t) als (t) = a(CCs(t))/a(0)  1 berechnet:
(t) =
 2:4239  CCs(t) + 0:5705  CCs(t)2
5:431
(3.31)
Auf Basis der durchgeführten Abschätzungen zum Spannungsverlauf in-
nerhalb der Schicht (Abschnitt 3.2.1) beruht der Mechanismus auf einzelnen
Atomsprüngen. Damit sind G0 und Vact Konstanten, wobei Vact dem Atom-
querschnitt mal Sprungweite (also  Atomvolumen) entspricht. Mit den durch-
geführten Messungen CCs(t) und Vergleich mit der Lösung von Gleichungen
(3.30) und (3.31) kann bestätigt oder widerlegt werden, ob mechanisch unter-
stützte atomare Sprünge für die Relaxation verantwortlich sind.
Wie in Abbildung 3.44 zu sehen ist, eignet sich die Differentialgleichung zwar
mathematisch um die Messwerte zu beschreiben, jedoch musste für jede Kurve
ein anderes Aktivierungsvolumen gewählt werden. Diese Aktivierungsvolumen
sind in Tabelle 3.4 dargestellt.
Diese Werte zeigen, dass die globale elastische Spannung nicht die treiben-
de Kraft für den Entspannungsprozess sein kann: Da angenommen wird, dass
es sich bei dem Mechanismus in allen Proben um einen identischen atomaren
Prozess handelt, müsste auch sein Aktivierungsvolumen für alle Proben eine
identische Konstante sein. Dies ist sehr deutlich nicht der Fall, außerdem weicht
das Aktivierungsvolumen stark vom Atomvolumen ab. Mechanische Spannun-
gen sind daher nicht, oder nicht allein, für die Entspannung der Si:C Schicht
verantwortlich, wie bereits in Abschnitt 3.2.1 abgeschätzt wurde.
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Abbildung 3.44: Fit von Gleichung 3.30 an Messreihen mit unterschiedlichem
Kohlenstoffgehalt. Jede Kurve besitzt ein eigenes angepasstes Aktivierungsvo-
lumen.
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Abbildung 3.45: Fit von Gleichung 3.30 an Messreihen mit unterschiedlichem
Kohlenstoffgehalt. Alle Kurven besitzen ein gemeinsames Aktivierungsvolu-
men. Der erhöhte Kohlenstoffanteil in der blauen und grünen Kurve resultiert
in einer höheren treibenden Kraft. Die Kurven pendeln sich schnell auf ein
Niveau an Kohlenstoff ein. Wie zu sehen führen diese Annahmen zu einer
schlechten Beschreibung der Messdaten und sind offensichtlich falsch.
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3.4.4.2 Chemischer Mechanismus
Die Hypothese einer mechanischen treibenden Kraft war nicht zutreffend, da-
her wurde ein neues Modell gesucht. Insbesondere sollte dieses Modell eine
Phosphorabhängigkeit enthalten und erklären, warum der Entspannungsvor-
gang bei erhöhter Phosphorkonzentration schneller abläuft. Daher wurde ein
auf statistisch gemittelten Reaktionen von Punktdefektsorten basiertes Mo-
dell entwickelt. Offensichtlich sind die Startkonzentrationen von Kohlenstoff
und Phosphor für den Reaktionsverlauf wichtig, jedoch können auch weite-
re Defekte eine Rolle spielen. Die Reaktionen finden weitab vom thermischen
Gleichgewicht statt, so muss z.B. die aktuelle Leerstellenkonzentration stets
berücksichtigt werden.
Aus zweien der aufgenommenen Messreihen, dargestellt in Abbildung 3.46,
können zunächst einige wichtige Schlüsse auf die Reaktionskinetik gezogen
werden:
• Beide dargestellten Messreihen verlaufen trotz unterschiedlicher Aus-
gangsbedingungen nach einiger Zeit sehr ähnlich. Da dies der Fall ist,
ist wahrscheinlich, dass sämtliche für die Reaktion wichtigen Defektkon-
zentrationen ab diesem Punkt in der gleichen Menge vorliegen.
• Die Messungen starten bei verschiedenen Phosphor- und Kohlenstoffge-
halten. Liegen diese Konzentrationen in beiden Messreihen nach zwei
Sekunden in derselben Menge vor, so müssen die Reaktionsprodukte in
unterschiedlichen Mengen vorliegen. Da die Reaktion in beiden Fällen
gleich verläuft, ist ein Einfluss diese Produkte auf die Kinetik unwahr-
scheinlich. Daher muss das Produkt stabil sein und mit geringer Chance
zerfallen, damit seine Menge das Gleichgewicht nicht beeinflusst. Dies
verkleinert die Zahl der denkbaren Reaktionen enorm.
78
Abbildung 3.46: Dargestellt sind zwei der Messungen zur Relaxationskinetik.
Trotz unterschiedlicher Anfangsbedingungen verläuft die Relaxation bereits
nach 5 Sekunden für beide Messreihen gleich. Unter der Annahme, dass der
Phosphorgehalt zu diesem Zeitpunkt ebenfalls gleich sein muss, kann das Ver-
hältnis von Phosphor- zu Kohlenstoff-”Verlust“ berechnet werden, obwohl uns
keine Messwerte für CPs(t = 5 s) vorliegen.
• Unter der Annahme, dass der Rückgang von substitutionellem Kohlen-
stoff in der Probe Phosphor ”verbraucht“, kann das Verhältnis k von
nicht mehr substitutionell gelöstem Kohlenstoff und der Reaktion nicht
mehr zur Verfügung stehenden Phosphors berechnet werden:
CCs(t = 0)  CCs(t = 5 s) = k(CPs(t = 0)  CPs(t = 5 s)) (3.32)
C
(1)
Cs
(t = 5 s)  C(1)Cs (t = 0)
k
+ C
(1)
Ps
(t = 0) = C
(1)
Ps
(t = 5 s) (3.33)
C
(1)
Ps
(t = 5 s) = C(2)Ps (t = 5 s) (3.34)
C
(2)
Cs
(t = 5 s)  C(2)Cs (t = 0)
k
+ C
(2)
Ps
(t = 0) = C
(2)
Ps
(t = 5 s) (3.35)
(C
(1)
Cs
(t = 5 s)  C(1)Cs (t = 0))  (C(2)Cs (t = 5 s)  C(2)Cs (t = 0))
C
(2)
Ps
(t = 0)  C(1)Ps (t = 0)
= k (3.36)
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Dabei bezeichnet CXCs(t) den Kohlenstoff- und CXPs(t) den Phosphorgehalt
von Probe X zu den entsprechenden Zeitpunkten. Es ergibt sich ein
Verhältnis von k  1:2. Damit neutralisiert etwa jedes Phosphoratom
die Spannung eines Kohlenstoffatoms auf das Atomgitter.
Durch diese Betrachtung der zwei Messreihen und intensiver Literaturre-
cherche wurde eine Vorstellung der in der Si:C Schicht ablaufenden Prozesse
entwickelt, welche schematisch in Abbildung 3.47 dargestellt und im Folgenden
beschrieben ist.
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Abbildung 3.47: Vorgeschlagener Mechanismus der Abläufe in einer phosphor-
dotierten Si:C Schicht: 1. Dissoziativer Mechanismus der Phosphordiffusion
2. Kick-Out Mechanismus der Phosphordiffusion 3. Kick-Out von substitutio-
nellem Kohlenstoff, Abbau der Gitterspannung 4. Trapping von interstitiel-
len Kohlenstoffatomen an substitutionellen Kohlenstoffatomen 5. Dissoziation
von Kohlenstoff 6. Rekombination von Zwischengitteratomen mit Leerstellen
7. Bindung einer Leerstelle an ein substitutionelles Phosphoratom. Alle Rück-
reaktionen sind ebenfalls möglich.
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Der Hauptprozess der mechanischen Entspannung ist das Wandern von sub-
stitutionellem Kohlenstoff in das Zwischengitter, da die substitutionell gelös-
ten Cs Atome den größten Einfluss auf die Gitterkonstante besitzen (Abschnitt
3.2.2). Dies kann auf zwei verschiedene Arten geschehen. Die erste Möglichkeit
ist die spontane Dissoziation des substitutionellen Kohlenstoffs in ein Zwi-
schengitteratom Ci und eine Leerstelle V (Abbildung 3.47 Reaktion 5, Abbil-
dung 3.3). Die zweite Möglichkeit ist ein Kick-Out des Cs durch ein Silizium
Eigenzwischengitteratom I (Abbildung 3.47 Reaktion 3, Abbildung 3.2). Be-
findet sich das Kohlenstoff Atom im Zwischengitter, kann es dort über den
Hantel-Mechanismus diffundieren [22]. Es dehnt sein umliegendes Gitter aus
und wird somit von den substitutionellen Cs Atomen angezogen, welche das
Gitter zusammenziehen. In unmittelbarer Nachbarschaft binden sie sich ge-
genseitig mit 0:88 eV (Tabelle 3.3) (Abbildung 3.47 Reaktion 4). Ein CsCi
Zusammenschluss ist die kleinste und damit zunächst wahrscheinlichste An-
sammlung von Kohlenstoffatomen, welche durch Molekular Dynamik und ab
initio Simulationen festgestellt wurden (Abschnitt 3.4.2.4, 3.4.3.1). Damit sind
die Ci Zwischengitteratome in der Lage, weitere Kohlenstoffatome zu binden
[112]. Bei den betrachteten Temperaturen von ca 1080K spielt diese Bindung
zunächst keine große Rolle, da die Atome genug thermische Energie besitzen,
um diese Bindung zu lösen. Sie trägt jedoch zu der Verlangsamung des Prozes-
ses bei. Mirabella et al. [71] berichten einen „Verlust“ von ungefähr zwei sub-
stitutionellen Kohlenstoffatomen pro Silizium Eigenzwischengitteratom. Die
Konfiguration aus zwei Kohlenstoffatomen CiCs mit der niedrigsten Energie
ist in der linken Konfiguration in Abbildung 3.25 dargestellt, ihre Existenz
wurde neben einer zweiten ähnlichen Konfiguration experimentell bestätigt
[101].
Während Reaktion 5 (Abbildung 3.47) spontan und selten stattfindet, ist die
Geschwindigkeit von Reaktion 3 (Abbildung 3.47) hauptsächlich durch die Ei-
genzwischengitteratomkonzentration bestimmt. Eine erhöhte Eigenzwischen-
gitteratomkonzentration ist jedoch gerade ein Nebenprodukt der Phosphordif-
fusion in Silizium, wie sie durch Reaktionen 1 und 2 (und ihre entsprechenden
Rückreaktionen) dargestellt ist [19]. Geschieht die P-Diffusion in der Nähe ei-
nes substitutionellen Kohlenstoffatoms, kann Reaktion 3 ablaufen, bevor die
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Rückreaktion 2 stattfindet. Damit wirkt eine Phosphordotierung unterstützend
für die Entspannung von Si:C Schichten und erklärt somit den beschleunigten
Spannungsabfall in den Messreihen mit erhöhter P-Dotierung. Endprodukte
dieser Reaktionskette sind ein CiCs Kohlenstoffpaar sowie eine Leerstelle. Eine
vorhandene Leerstelle hat bei den betrachteten Temperaturen und einer Mi-
grationsenthalpie von EVm = 0:57 eV [21] eine Diffusionsreichweite von 1mm/s,
sodass die Leerstelle innerhalb der beobachteten Zeit zur Oberfläche diffun-
diert und dort verschwinden kann. Die Leerstelle ist jedoch auf ihrem Weg
in der Lage, mit sämtlichen Zwischengitteratomen zu re-kombinieren. Daher
werden Reaktionen 1 - 5 durch Reaktion 6 gebremst. Die substitutionellen
Phosphoratome haben ebenfalls die Möglichkeit, die Leerstellen durch Reak-
tion 7 an sich zu binden. Es entsteht ein Phosphor-Leerstellenpaar, welches in
einem großen Temperaturbereich stabil sein kann [66].
Es wird nicht davon ausgegangen, dass eine relevante Zahl von Eigenzwi-
schengitteratomen von der Oberfläche in den Kristall diffundiert. Während
bei der Vernichtung von Leerstellen an der Oberfläche ihre Bildungsenthal-
pie EVf = 3:96 eV [21] pro Leerstelle frei wird, muss eine Bildungsenthalpie
von EIf  3:7 eV   5 eV [26] zum Erzeugen eines Eigenzwischengitteratoms
aufgebracht werden. Ihre Diffusionsreichweite ist mit EIm = 1:27 eV [26] et-
wa um einen Faktor 100 geringer als die der Leerstellen, damit jedoch immer
noch recht hoch, sodass sich thermodynamisches Gleichgewicht innerhalb der
Messzeit einstellen kann. Die Zahl der auf diese Weise entstehenden Eigenzwi-
schengitteratome ist jedoch gering im Verhältnis zu der lokal erhöhten Eigen-
zwischengitteratomkonzentration durch Phosphordiffusion. Erst ein schichttie-
fenabhängiges Diffusionsprofil würde eine solche Betrachtung notwendig ma-
chen. Dieses würde sich in einem unsymmetrischen Peak in den gemessenen
HRXRD Spektren widerspiegeln, welche aber nicht beobachtet werden [83].
Es sind zusätzlich auch Reaktionen mit den Germanium Atomen der Schicht
denkbar. Phosphoratome könnten an den Germanium Atomen immobilisiert
werden und so nicht als Katalysator der Kohlenstoffreaktionen zur Verfügung
stehen. So besteht z.B. eine anziehende Wechselwirkung zwischen Leerstellen
und Germanium der Größenordnung 0:27 eV [23]. Die Wechselwirkung zwi-
schen Germanium und Phosphor liegt in der Größenordnung von 1 eV [23],
sodass das Germanium eine vergleichsweise geringe Rolle spielt und für den
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Mechanismus ignoriert wurde, um die bereits hohe Komplexität nicht weiter
zu steigern.
In der Realität finden diese Reaktionen parallel statt. Da jedoch nur Messwerte
zur substitutionellen Kohlenstoffkonzentration verfügbar sind, kann das Sys-
tem an Reaktionsgleichungen etwas vereinfacht werden. Beispielsweise kann
ein Massentransport von der Oberfläche in die Schicht hinein durch Ausdif-
fusion von Leerstellen oder durch Eindiffusion von Siliziumatomen geschehen.
Es ist jedoch nicht möglich das Verhältnis dieser zwei Mechanismen (ohne
zusätzliche Messungen) zu bestimmen. Daher reicht es, sich auf die Beschrei-
bung eines dieser Mechanismen zu beschränken. Die Mechanismen könnten
eine andere Temperaturabhängigkeit besitzen, ansonsten sind sie für eine ma-
kroskopische Beschreibung äquivalent. Damit lässt sich die Relaxationskinetik
auf zwei Arten simulieren:
• Der Phosphor erhöht die Eigenzwischengitterkonzentration, es findet ein
Kick-Out des Kohlenstoffes statt. Der Mechanismus wird dadurch ge-
sättigt, dass der Phosphor die Eigenzwischengitterkonzentration nicht
weiter erhöhen kann.
• Es findet eine Dissoziation des Kohlenstoffs statt, die Reaktionsgeschwin-
digkeit hängt von der Rekombinationsrate mit Leerstellen ab. Die Re-
kombinationsrate wird durch den vorhandenen Phosphor gebremst, da er
Leerstellen binden kann. Der Mechanismus wird dadurch gesättigt, dass
der Phosphor keine weiteren Leerstellen binden kann.
Da nur die substitutionelle Kohlenstoffkonzentration gemessen wurde, kann
keine Aussage gemacht werden, welcher der Mechanismen tatsächlich stattfin-
det. Im Folgenden wurde die zweite Möglichkeit, die Leerstellenkonzentration,
gewählt.
Cs *) Ci + V (3.37)
Ps + V *) PV (3.38)
Cs + Ci *) CiCs (3.39)
V * Oberfläche (3.40)
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Es wird angenommen, dass der Dissoziationsvorgang (Gleichung 3.37) für
sich allein genommen im lokalen Gleichgewicht ist. Damit hängt die Geschwin-
digkeit, mit der die Zahl der substitutionellen Kohlenstoffatome im Mittel
abnimmt und die Kohlenstoff Zwischengitteratome zunehmen, allein von der
Leerstellenkonzentration ab. Dadurch, dass Leerstellen aus der Schicht, bzw.
dem Kristall diffundieren können (angedeutet durch Gleichung 3.40), nimmt
die Leerstellenkonzentration jedoch ab. Somit verschiebt sich ebenfalls das
Gleichgewicht dieser Reaktion und die substitutionelle Kohlenstoffkonzentra-
tion nimmt ab. Die Kinetik der Reaktion ist folglich durch die Geschwindigkeit
der Leerstellenabführung bestimmt.
An den Messwerten ist zu beobachten, dass mit steigendem Phosphorgehalt
die Reaktion schneller abläuft (Abbildung 3.6). Ein Phosphoratom bildet mit
einer Leerstelle einen PV Komplex (Gleichung 3.38), das sogenannte E-Center.
Damit ist die Leerstelle gebunden und steht nicht mehr für eine Reaktion mit
einem Kohlenstoff Zwischengitteratom zur Verfügung. Je mehr Phosphor in
dem Material ist, desto mehr Phosphor Leerstellen Paare können auch gebil-
det werden, sodass eine Zunahme an Phosphor die Kohlenstoff Dissoziation
beschleunigt.
Zusätzlich wird mit Reaktionsgleichung 3.39 noch ein Mechanismus eingeführt,
bei dem sich zwei Kohlenstoffatome gegenseitig binden. Dieser verschiebt eben-
falls das thermodynamische Gleichgewicht und ist aus den Ergebnissen der Si-
mulationen zur Bildungsenergie abgeleitet.
Diese chemischen Reaktionsgleichungen lassen sich wie folgt als ein System
von Differentialgleichungen schreiben:
dCCs
dt
=  CCsk1 + CCiCCV k2 + CCiCsk5   CCiCCsk6 (3.41)
dCCi
dt
= CCsk1   CCiCV k2 + CCiCsk5   CCiCCsk6 (3.42)
dCV
dt
= CCsk1   CCiCV k2 + CPV k3   CPsCV k4   CV k7 (3.43)
dCPs
dt
= CPV k3   CPsCV k4 (3.44)
dCPV
dt
=  CPV k3 + CPsCV k4 (3.45)
dCCiCs
dt
=  CCiCsk5 + CCiCCsk6 (3.46)
85
ki = i exp

  Gi
kBT

(3.47)
Es ergibt sich ein Differentialgleichungssystem mit 14 Parametern (1; ::; 7; G1; ::; G7),
welche es zu durch Fitting oder ab initio Simulationen zu bestimmen gilt.
3.4.4.3 Reduziertes chemisches Modell I
Das Differentialgleichungssystem von Gleichung 3.41 - 3.47 ist aus technischen
Gründen schwierig numerisch zu lösen. Die Leerstellenkonzentration ist ge-
ring gegenüber den Phosphor- und Kohlenstoffkonzentrationen. Ändert sich
z.B. die Kohlenstoffkonzentration um die Hälfte ihres Ausgangswertes, ändert
sich die Leerstellenkonzentration um mehrere Zehnerpotenzen. Um numeri-
sche Stabilität der Lösung der Differentialgleichung zu gewährleisten darf jede
Konzentration pro Zeitschritt nur um einen Bruchteil geändert werden. Au-
ßerdem sind die Reaktionen 3.37 und 3.38 (Gleichungen 3.41 - 3.45) über die
Leerstellenkonzentration miteinander gekoppelt. Daher ist die Berechnung der
Leerstellenkonzentration ausschlaggebend für die Rechengeschwindigkeit.
Daher wurde zunächst eine Näherung eingesetzt um das Gleichungssystem zu
lösen, für große Zeiten sind ihre Lösungen gleich. In diesem reduzierten Modell
wird der Reaktionsablauf etwas umgestellt um die Berechnung von Leerstellen
zu vermeiden. Dabei werden Anfangs und Endprodukte der Reaktion ange-
nommen, und eine Proportionalität zwischen ihnen vorausgesetzt (Gleichung
3.48). Alle Zwischenprodukte werden dabei zunächst ignoriert, diese bilden
sich erst durch Rückreaktionen (Gleichungen 3.49-3.51). Die Konstanten des
Modells ändern sich damit ebenfalls und sind durch die ausgelassenen Reakti-
onsschritte nicht mehr direkt mit physikalischen Prozessen in Verbindung zu
bringen.
Ps + 2Cs *) CiCs + PV (3.48)
Ps + V *) PV (3.49)
Cs + Ci *) CiCs (3.50)
V * Oberfläche (3.51)
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i Gi / [eV] i / [1030/at%/s]
1 9.00 5.3
2 1.05 52.9
3 2.51 428
4 2.17 2618
5 3.33 3403
6 0.84 3700
7 2.33 5524
Tabelle 3.5: Durch Fitting bestimmte Konstanten der Gleichungen 3.48 - 3.51.
Durch die eingesetzte Näherung wurden mehrere unwahrscheinliche Prozesse
zusammengefasst, so lässt sich die ungewöhnlich hohe Aktivierungsenthalpie
G1 erklären. Sie ergibt sich aus dem Produkt von Einzelwahrscheinlichkeiten.
Diese chemischen Reaktionsgleichungen des reduzierten Modells lassen sich
wie folgt als ein System von Differentialgleichungen schreiben:
dCCs
dt
=  2CPsCCsk
0
1 + 2CCiCsCPV k
0
2   CCiCCsk
0
5 + CCiCsk
0
6 (3.52)
dCCi
dt
= CCiCsk
0
6   CCiCCsk
0
5 (3.53)
dCV
dt
= CPV k
0
4   CPsCV k
0
3   CV k
0
7 (3.54)
dCPs
dt
=  CPsCCsk
0
1 + CCiCsCPV k
0
2 + CPV k
0
4   CPsCV k
0
3 (3.55)
dCPV
dt
= CPsCV k
0
3   CPV k
0
4 + CPsCCsk
0
1   CCiCsCPV k
0
2 (3.56)
dCCiCs
dt
= CCiCCsk
0
5   CCiCsk
0
6 + CPsCCsk
0
1   CCiCsCPV k
0
2 (3.57)
Die Konstanten k0 wurden nach Gleichung 3.59 berechnet und die Werte G
und  (Tabelle 3.5) durch Anpassung an alle 12 Messreihen bestimmt. Als An-
fangsbedingungen wurden die Kohlenstoff HRXRD Werte zum Zeitpunkt Null
gewählt, sowie Gleichung 3.58, welche den Startgehalt an Phosphor aus der
SIMS Messung der jeweiligen Probe abzüglich einer Fitkonstanten berechnet.
CeffP (0) = max(0; CP (0)  CfitP ) (3.58)
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k
0
i = i exp

  Gi
kBT

(3.59)
Ein Vergleich zwischen experimentellen Entspannungsverhalten der dünnen
Schichten und der Lösung der genäherten numerischen Reaktionsgleichungen
ist in Abschnitt 3.5.1 zu finden.
3.4.4.4 Anfangsbedingungen
Um die Fit Software zu testen wurden durch einfache Monte Carlo Simulatio-
nen künstliche „Messdaten“ generiert. Dabei wurden zwei Atomsorten zufällig
auf ein periodisches Gitter verteilt. Bei jedem Zeitschritt hat jedes Atom eine
Chance, auf einen benachbarten Gitterplatz zu springen. Nehmen zwei unter-
schiedliche Atome denselben Platz ein werden sie aus dem System entfernt.
Die Chance eines Atoms seinen Gitterplatz zu wechseln entspricht seiner Dif-
fusionsgeschwindigkeit.
Aus diesen Tests wurde ebenfalls ersichtlich, wie die Anfangsbedingungen der
Simulationen gewählt werden sollten. Im Anfangszustand befindet sich ein
Teil der reagierenden Atome bereits nebeneinander und reagieren so direkt,
ohne zuerst zueinander diffundieren zu müssen. Dies erklärt den geringen Un-
terschied zwischen durch SIMS gemessener und durch HRXRD bestimmter
Kohlenstoffkonzentration. Ein geringer Teil des Kohlenstoffs hat bereits vor
dem Zeitpunkt Null der Simulation reagiert, so sollte der Startwert für sub-
stitutionellen Kohlenstoff dem Wert der HRXRD Messung entsprechen, seine
Differenz zu dem durch SIMS bestimmten Wert ist der Startwert für Koh-
lenstoffzwischengitteratome. Da das Verhältnis von Phosphor zu Kohlenstoff
(Gleichung 3.36) als ca. 1 angenommen wird, wird die Zahl der Kohlenstoff-
zwischengitteratome vom Phosphor SIMS Wert subtrahiert. Der Fit passt sich
so an die simulierten Werte deutlich besser an.
Abbildung 3.48 zeigt den Unterschied, den diese Wahl der Anfangsbedingun-
gen für Simulationen machen kann.
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Abbildung 3.48: Substitutionelle Kohlenstoffkonzentration als Funktion der
Zeit. Die Punkte sind die Ergebnisse verschiedener Monte Carlo Simulationen
einer einfachen Reaktionskinetik von zwei Stoffen (Cs, Ps) mit unterschiedli-
chen Ausgangswerten. Die Linien sind ein Fit der bekannten Reaktionsglei-
chungen an die simulierten „Messwerte“. Beginnt man die Berechnung des Fits
mit der eingebrachten Konzentration C(0)Cs anstatt der gemessenen Konzen-
tration zur Zeit Null CCs(0), so erreicht man eine unbefriedigende Überein-
stimmung. Die Berechnung des zweiten Fits wurde mit der zum Zeitpunkt
Null gemessenen Konzentration begonnen, jedoch ist noch immer eine geringe
Abweichung der Kurve mit den idealen „Messwerten“ zu sehen. Die Konzen-
tration des Phosphor C(0)Ps muss ebenfalls angepasst werden und entspricht zur
Zeit Null bereits nicht mehr der eingebrachten Konzentration. Im dritten Fit
wurde mit der zum Zeitpunkt Null gemessenen Konzentration begonnen und
die Differenz C(0)Cs  CCs(0) wurde von der Konzentration des zweiten Elemen-
tes abgezogen CPs(0) = C(0)Ps   (C(0)Cs   CCs(0)). Es ergibt sich eine perfekte
Übereinstimmung der Graphen.
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3.4.4.5 Reduziertes chemisches Modell II
Eine weitere Möglichkeit ist es, das komplexe Differentialgleichungssystem von
Gleichung 3.41 - 3.47 so weit zu vereinfachen, dass eine analytische Lösung
möglich wird.
dCCs(t)
dt
=  k1(CPs(t) + k2)CCs(t)2 (3.60)
dCPs(t)
dt
=  kPCPs(t)2 (3.61)
Gleichung 3.60 fasst die Reaktionsraten für Kohlenstoff Dissoziation zu
 k1k2CCs(t)2 und für den Kick-Out zu  k1CPs(t)CCs(t)2 zusammen. Dabei ist
CPs(t) nun der aktiv zur Reaktion beitragende Phosphorgehalt. Dieser nimmt
mit der Zeit ab, da die Leerstellenkonzentration steigt und der Phosphor eine
erhöhte Chance hat, mit Leerstellen zu reagieren. Die Abnahme des aktiven
Phosphorgehalts wird durch Gleichung 3.61 beschrieben. Man erhält als Lö-
sung dieser Differentialgleichungen die Gleichung 3.62, über deren Variation
die Konstanten (Gleichung 3.63) an die Messungen angepasst werden können.
CCs(t) =
1
k1
kP
ln

kP
k1
+ 1
k1CPs (0)

  k1
kP
ln

1
k1CPs (0)

+ 1
C0
+ k1k2t
(3.62)
ki =  exp

  Ei
kBT

(3.63)
Diese Reaktionsgleichungen haben den Vorteil, dass sie analytisch gelöst
werden können, welches das Finden der Parameter vereinfacht. Das Modell
funktioniert gut bei konstantem Phosphorgehalt, dargestellt in Abbildung 3.49.
Unterschiedlichen Phosphorgehalt bilden die Gleichungen jedoch nicht zufrie-
denstellend ab, zu sehen in Abbildung 3.50. Dieses Problem lässt sich teilweise
durch einen zusätzlichen Parameter für den Phosphorgehalt, wie im Abschnitt
”Anfangsbedingungen“ (3.4.4.4) beschrieben (Gleichung 3.58), beheben (Ab-
bildung 3.51).
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Abbildung 3.49: Fit von Gleichung 3.62 an Messreihen mit 0.46 at% Phosphor,
unterschiedlichen Temperaturen.
Abbildung 3.50: Fit von Gleichung 3.62 an Messreihen mit unterschiedlichem
Phosphorgehalt.
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Abbildung 3.51: Fit von Gleichung 3.62 an Messreihen mit unterschiedlichem
Phosphorgehalt. Phosphorgehalt nach Gleichung 3.58.
3.4.4.6 Detailliertes chemisches Modell
Zuvor wurden zwei Näherungen des chemischen Reaktionsverlaufs betrach-
tet, welche Reaktionszwischenschritte ignorieren. Zu einem späteren Zeitpunkt
konnte ebenfalls die Lösung des bereits vorgestellten detaillierteren Modells,
des Differentialgleichungssystems von Gl. 3.37 - 3.40 berechnet werden. Dies
wurde durch Bestimmung der Aktivierungsenergien der einzelnen chemischen
Prozesse (Abschnitt 3.4.3) ermöglicht. Damit sinkt die Zahl der unbekannten
Parameter von 14 auf 8 und vereinfacht ihre Bestimmung erheblich. Da weni-
ger Parameter durch Anpassung durch einen Fit an die Messdaten ermittelt
werden müssen kann in diesem Fall die höhere benötigte Rechenzeit zur Lösung
der exakten numerischen Lösung aufgewendet werden. Die Aktivierungsener-
gien ergeben sich teilweise direkt aus den durch ab initio berechneten Werte.
Es wird für die 7 Reaktionskonstanten ki des Gleichungssystems von Gl. 3.37
- 3.40 wie zuvor angenommen:
ki = i exp

  Gi
kBT

(3.64)
Die Reaktionsgleichung 3.37 beschreibt eine Wanderung des substitutio-
nellen Kohlenstoffatoms zu einer Si-C-Hantel unter Bildung einer Leerstelle
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(Abbildung 3.41). Damit ergibt sich die Aktivierungsenergie E1 als die in Ab-
schnitt 3.4.3.2 durch die Nudged Elastic Band Methode für diese Reaktion
ermittelte Aktivierungsenergie EaC .
k1 = 1 exp

  E
a
C
kBT

(3.65)
Für die Reaktion 3.37 ergibt sich das Verhältnis seiner Reaktionskonstanten
k1 und k2 aus den Konzentrationen der beteiligten Defekte im thermodynami-
schen Gleichgewicht zu:
k1
k2
=
CeqCiC
eq
V
CeqCs
(3.66)
Dabei beschreibt CeqX die Gleichgewichtskonzentration des jeweiligen Punkt-
defekts X. Damit erhält man für k2:
k2 = 2 exp

  E2
kBT

=
CeqCsk1
CeqCiC
eq
V
(3.67)
Die Konzentration eines Punktdefekts X im thermodynamischen Gleichge-
wicht in Abhängigkeit seiner Bildungsenergie EfX ist, wie zuvor beschrieben
(Gleichung 3.14) gegeben als:
CeqX = kX exp
 
  E
f
X
kBT
!
(3.68)
Dabei enthält der Vorfaktor kX die Entropie exp

SfX
kB

des Punktdefekts.
Man erhält:
k2 =
1kCs
kCikV
exp
 
 E
a
C   EfCs   EfCi   EfV
kBT
!
(3.69)
Da die Konstanten kX nicht näher bestimmt sind bleiben 1 und 2 = 1kCskCikV
unabhängige Parameter des Modells, welche separat angepasst werden. Die
Temperaturabhängigkeit des Systems ist jedoch bereits eindeutig bestimmt.
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Die AktivierungsenergienE3 -E6 ergeben sich äquivalent aus den Aktivierungs-
und Bildungsenergien der einzelnen Punktdefektreaktionen, welche durch ab
initio in Abschnitt 3.4.3.1 und 3.4.3.2 ermittelt wurden:
E1 = E
a
C = 5:2 eV (3.70)
E2 = E
a
C   EfCs   EfCi   EfV =  0:11 eV (3.71)
E3 = E
a
P = 1:2 eV (3.72)
E4 = E
a
P   EfPV + EfP + EfV = 2:43 eV (3.73)
E5 = E
a
Ci
= 0:88 eV (3.74)
E6 = E
a
Ci
  EfCC + EfCs + EfCi = 2:17 eV (3.75)
Ein Vergleich zwischen experimentellem Entspannungsverhalten der dünnen
Schichten und der Lösung der exakten numerischen Reaktionsgleichungen ist
in Abschnitt 3.5.2 zu finden.
3.5 Ergebnisse
Es wurden verschiedene statistische Modelle entwickelt, welche den zeitlichen
Verlauf der substitutionellen Kohlenstoffkonzentration in Abhängigkeit der
Ausgangskonzentrationen von Kohlenstoff und Phosphor und der Tempera-
tur vorhersagen. Die Ergebnisse einiger weniger zutreffender Modelle wurden
bereits direkt in ihren entsprechenden Abschnitten präsentiert. Mechanische
Kräfte können sowohl aus einfachen theoretischen Überlegungen (Abschnitt
3.2.1), als auch durch einen Vergleich eines mathematischen Modells des me-
chanischen Entspannungsmechanismus mit den Messdaten (Abschnitt 3.4.4.1)
ausgeschlossen werden.
Das vorgeschlagene chemische Modell (Abschnitt 3.4.4.2) beschreibt bereits in
einer stark vereinfachten Form (reduziertes Modell II) die Messdaten erheblich
besser (Abschnitt 3.4.4.5).
Die Lösungen des reduzierten Modells I und des detaillierten Modells werden
in den folgenden Abschnitten präsentiert.
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3.5.1 Bester Fit des reduzierten Modells I
Das reduzierte Modell I (Abschnitt 3.4.4.3) des chemischen Mechanismus (Ab-
schnitt 3.4.4.2) zeigt eine gute Übereinstimmung mit den Messdaten für die
ersten 200 s. Es wurden die bereits in Tabelle 3.5 angegebenen Parameter ge-
nutzt, welche an die Messdaten angepasst wurden. Die Lösung der Gleichungen
3.48 - 3.51 für die jeweiligen experimentell ermittelten Anfangsbedingungen
sind in Abbildung 3.52 - 3.55 dargestellt.
Es wurde versucht, das Modell durch Einbringen eines Terms für die mechani-
sche Spannung exakter zu modellieren, indem Gleichung 3.76 statt Gleichung
3.59 genutzt wurde.
k
0
i = i exp

 Gi   Vi
kBT

(3.76)
Da für die Konstante Vi vor dem Spannungsterm ebenfalls eine Null zulässig
war und in diesem Fall Gleichung 3.76 und Gleichung 3.59 übereinstimmen,
hätte das System rein mathematisch eine bessere oder zumindest gleich gute
Lösung sein müssen. Aufgrund der gestiegenen Zahl an Freiheitsgraden steigt
dabei jedoch auch die Schwierigkeit, ein globales Minimum der Funktion für
einen Fit zu finden. Daher wurde das Ergebnis durch Erweiterung der Differen-
tialgleichung um einen Spannungsterm stets verschlechtert. Dies verdeutlicht
die Notwendigkeit, die Zahl der Parameter möglichst klein zu halten. Ebenso
wurde versucht, die Abhängigkeit durch elektronische Effekte wie im Abschnitt
3.2.5 beschrieben abzubilden. Dazu wurden Phosphoratome als einfach positiv
P+ geladen angenommen, die Phosphor-Leerstellen-Paare PV   ausschließlich
als negativ. Für Leerstellen wurden die Ladungen V 2 , V  , V 0, V + ermöglicht,
während für Kohlenstoffatome ausschließlich eine neutrale Ladung ermöglicht
wurde. Damit ergeben sich die folgenden zu Defektreaktionen, welche Reak-
tionen 3.37 und 3.38 um elektronische Eigenschaften erweitern:
C0s + k  e  *) C0i + V k (3.77)
P+s + V
k + (2 + k)  e  *) PV   (3.78)
Jedoch konnte diese Erweiterung die Leistung des Modells nicht verbessern.
Die Kohlenstoffgehalte nach einer Stunde Glühzeit wurden mit denselben Kon-
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Probe Beschreibung P/[at%] C/[at%] C/[at%] C/[at%] C/[at%]
Nr t=0 t=0 t=1h t=1h t=1h
exp sim1 sim2
40MX mid P, high C 0.40 2.00 0.17 0.17 0.013
41MX mid P, mid C 0.54 1.32 0 0.04 0.012
42MX mid P, low C 0.64 0.88 0 0.03 0.009
43MX high P, high C 0.88 1.65 0 0.08 0.013
44MX low P, high C 0.46 1.76 0.21 0.31 0.088
45MX mid P, high C 0.19 1.82 0.59 0.99 0.012
Tabelle 3.6: Restlicher substitutioneller Kohlenstoffgehalt nach einer Stunde
Glühzeit, gemessene und berechnete Werte. Parameter wurden anhand anderer
Messungen gefittet und an diesen Werten überprüft. Die Übereinstimmung ist
bemerkenswert bedenkt man, dass die Parameter auf einer anderen Zeitskala
berechnet und weit in die Zukunft extrapoliert wurden.
stanten wie die anderen Messreihen berechnet (Tabelle 3.5). Die Messwerte
nach einer Stunde eignen sich nicht für das Fitting, da für einen einzigen
Messpunkt die ganze Zeitentwicklung über eine Stunde Simulationszeit hin-
weg berechnet werden muss, anstatt wie in den anderen Messreihen nur 200 s
Simulationszeit für sämtliche Messpunkte. Dies verlangsamt die Berechnung
enorm, sodass diese Werte nur zu einer abschließenden Kontrolle herangezo-
gen wurden. In diesem Fall muss diese Berechnung nur einmal durchgeführt
werden anstatt Millionen von Malen, wie es für das Anpassen der Konstanten
der DGL nötig ist. Obwohl die Konstanten nicht für diese Daten optimiert
wurden stimmen simulierte und gemessene Werte in etwa überein (Abbildung
3.56, Tabelle 3.6).
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Abbildung 3.52: Dargestellt ist der Relaxationsverlauf für Probe 45TM, 1.8%C,
0.192%P für 805C (oben), 825C (mitte), 845C (unten). Die Kreise stellen die
Messwerte dar, während die Linien eine gemeinsame Lösung von Gleichungen
3.48 - 3.51 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.53: Dargestellt ist der Relaxationsverlauf für Probe 44TM,
1.84%C, 0.46% P für 805C (oben), 825C (mitte), 845C (unten). Die Krei-
se stellen die Messwerte dar, während die Linien eine gemeinsame Lösung von
Gleichungen 3.48 - 3.51 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.54: Dargestellt ist der Relaxationsverlauf für Probe 46TM,
1.76%C, 0.88% P für 805C (oben), 825C (mitte), 845C (unten). Die Krei-
se stellen die Messwerte dar, während die Linien eine gemeinsame Lösung von
Gleichungen 3.48 - 3.51 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.55: Dargestellt ist der Relaxationsverlauf für die Proben 47TM,
0.92%C, 0.64%P (oben), 48TM, 1.36%C, 0.54%P (mitte), 49TM, 2%C, 0.4%P
(unten). Alle Messungen wurden bei 825C durchgeführt. Die Kreise stellen die
Messwerte dar, während die Linien eine gemeinsame Lösung von Gleichungen
3.48 - 3.51 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.56: Berechneter Konzentrationsverlauf aller simulierter Punktde-
fekte über den Zeitraum einer Stunde mit variabler Temperatur. Dies ist ei-
ne extreme Extrapolation, da nur die Anfangskonzentrationen bekannt waren
und die Parameter des Modells nur an Messdaten für die ersten 200 s angepasst
wurden. Trotzdem trifft die blaue Kurve (Cs) bei 3600 s in diesem Fall exakt
den einzigen vorhandenen Messwert (blauer Kreis).
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3.5.2 Bester Fit des detaillierten Modells
Die numerische Lösung des detaillierten Modells (Abschnitt 3.4.4.6) des che-
mischen Mechanismus (Abschnitt 3.4.4.2) zeigt ebenfalls eine gute Überein-
stimmung mit den Messdaten für die ersten 200 s. Es wurden die in Tabelle
3.7 angegebenen Parameter genutzt, welche an die Messdaten angepasst wur-
den. Die Lösung der Gleichungen 3.37 - 3.40 für die jeweiligen experimen-
tell ermittelten Anfangsbedingungen sind in Abbildung 3.57 - 3.60 dargestellt.
Die eingezeichneten Fehlerbalken wurden unter Annahme eines experimentel-
len Fehlers von 8% der ermittelten Anfangskonzentrationen ermittelt. Dazu
wurde das Differentialgleichungssystem mit denselben Parametern, jedoch mit
einer um 8% Abweichenden Anfangskonzentration erneut gelöst. Aus den vier
möglichen Kombinationen, Abweichung der Kohlenstoff- und Phosphorkonzen-
tration, nach oben und nach unten, wurden die maximalen Fehler ermittelt. Bis
auf zwei Ausnahmen befinden sich alle Messwerte innerhalb der so ermittelten
Fehlergrenzen des Simulationsmodells. Dies berücksichtigt nicht die individu-
ellen Messfehler, zeigt jedoch die Sensitivität des Simulationsmodells auf; das
System reagiert nicht empfindlich auf eine Änderung der Anfangskonzentrati-
on, sondern bleibt zeitlich konstant bei etwa 8% der aktuellen Konzentration.
Abbildung 3.61 zeigt die Extrapolation des Modells auf eine Stunde. Die nu-
merisch exakte Lösung liefert für alle durch die Experimente vorgegebenen
Anfangsbedingungen eine substitutionelle Kohlenstoffkonzentration von Null.
i Gi / [eV] i / [1/s]
1 5.20 1:1 1026
2 -0.11 6:18 109
3 1.20 1:43 108
4 2.43 1:86 1020
5 0.88 5:68 10 1
6 2.17 2:71 1012
7 1.96 1:32 109
Tabelle 3.7: Durch Fitting bestimmte Konstanten der Gleichungen 3.37 - 3.40.
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Abbildung 3.57: Dargestellt ist der Relaxationsverlauf für Probe 45TM, 1.8%C,
0.192%P für 805C (oben), 825C (mitte), 845C (unten). Die Kreise stellen die
Messwerte dar, während die Linien eine gemeinsame Lösung von Gleichungen
3.37 - 3.40 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.58: Dargestellt ist der Relaxationsverlauf für Probe 44TM,
1.84%C, 0.46% P für 805C (oben), 825C (mitte), 845C (unten). Die Krei-
se stellen die Messwerte dar, während die Linien eine gemeinsame Lösung von
Gleichungen 3.37 - 3.40 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.59: Dargestellt ist der Relaxationsverlauf für Probe 46TM,
1.76%C, 0.88% P für 805C (oben), 825C (mitte), 845C (unten). Die Krei-
se stellen die Messwerte dar, während die Linien eine gemeinsame Lösung von
Gleichungen 3.37 - 3.40 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.60: Dargestellt ist der Relaxationsverlauf für die Proben 47TM,
0.92%C, 0.64%P (oben), 48TM, 1.36%C, 0.54%P (mitte), 49TM, 2%C, 0.4%P
(unten). Alle Messungen wurden bei 825C durchgeführt. Die Kreise stellen die
Messwerte dar, während die Linien eine gemeinsame Lösung von Gleichungen
3.37 - 3.40 abbilden. Es zeigt sich gute Übereinstimmung.
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Abbildung 3.61: Berechneter Konzentrationsverlauf aller simulierter Punktde-
fekte über den Zeitraum einer Stunde mit variabler Temperatur. Dies ist ei-
ne extreme Extrapolation, da nur die Anfangskonzentrationen bekannt waren
und die Parameter des Modells nur an Messdaten für die ersten 200 s angepasst
wurden. Die blaue Kurve (Cs) bei 3600 s verfehlt in diesem Fall den einzigen
vorhandenen Messwert (blauer Kreis).
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3.6 Diskussion
Das Ziel dieser Arbeit war die Entwicklung eines Modells, welches die Re-
laxationskinetik von dünnen epitaktischen phosphordotierten Si:C Schichten
quantitativ beschreibt. Es wurden Molekularstatik und Molekulardynamik Si-
mulationen durchgeführt, um ein qualitatives Verständnis der während der
Relaxation ablaufenden Vorgänge zu erlangen. Diese dienten als Basis für die
Entwicklung eines statistischen Modells, welches in der Lage ist, durch Vorga-
be von Temperaturverlauf, Kohlenstoffgehalt und Phosphorkonzentration den
zeitlichen Verlauf der Entspannung der Schichten vorherzusagen. Die Darstel-
lung der globalen elastischen Verspannung der epitaktischen Schicht als Trieb-
kraft der Entspannung wurde widerlegt. Vielmehr basiert die Entspannung auf
lokalen chemischen Reaktionen von in der Schicht vorhandenen Fremdatomen
und Eigenpunktdefekten. Durch ein Lösen des Kohlenstoffs im Zwischengit-
ter statt auf substitutionellen Gitterplätzen kann ein Großteil der zu Beginn
vorhandenen Spannung kompensiert werden. Phosphor unterstützt diesen Vor-
gang auf zwei verschiedene Arten.
Einerseits kann dies auf die durch das statistische Modell abgebildete Weise
geschehen, durch eine indirekte Erhöhung der Silizium Eigenzwischengitter-
konzentration durch die Bildung von PV-Paaren als auch durch das Ausschla-
gen von Siliziumatomen [116]. Andererseits können Phosphoratome auch durch
bloße Anwesenheit in der Nähe der Kohlenstoffatome ihr Reaktionsverhalten
beeinflussen, wie durch ab initio Simulationen gezeigt wurde (Abbildung 3.27).
Dieser zweite unterstützende Effekt wurde in der Reaktionskinetik des statis-
tischen Modells nicht berücksichtigt, ebenso wie der ähnliche Einfluss anderer
Elemente. Eine Absenkung der Aktivierungsenergie von 5 eV auf 4 eV spielt in
Anbetracht der sehr geringen Aktivierungsenergie der Kick-Out Reaktion von
0:15 eV (Abbildung 3.43) nur eine geringe Rolle. Dies wird dadurch bestätigt,
dass auch die Messdaten bereits durch die einfachen Simulationsmodelle gut
beschrieben werden. Ebenso ist der Kick-Out Prozess von Kohlenstoff in Sili-
zium experimentell beobachtet [94].
Die Bestimmung der Aktivierungsenergien der während der Entspannung auf-
tretenden Reaktionen durch ab initio Methoden erlaubte die Lösung des de-
taillierten Modells des chemischen Reaktionsmechanismus. Die so ermittelten
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Aktivierungsenergien beschreiben den Prozess in Übereinstimmung mit den
experimentellen Daten, sodass die dem Modell zugrunde liegenden Annahmen
über die ablaufenden Reaktionen validiert werden. Das statistische Modell er-
laubt eine Vorhersage für andere Ausgangskonzentrationen sowie eine zeitliche
Extrapolation.
Insgesamt standen jedoch deutlich zu wenig experimentelle Daten zur Verfü-
gung um definitive Aussagen treffen zu können. So können z.B. einige An-
nahmen des Modells nicht bewiesen werden, da nur der substitutionelle Koh-
lenstoffgehalt zeitabhängig bestimmt wurde. Mindestens eine weitere Defekt-
konzentration, z.B. die der PV-Paare, hätte ebenfalls zeitabhängig bestimmt
werden müssen um die mathematische Unterbestimmtheit des physikalischen
Modells aufzulösen. Bei vielen experimentellen Arbeiten auf die sich der Theo-
rieteil (Abschnitt 3.2) dieses Kapitels stützt, war eine orts- und zeitabhängige
Messung von (radioaktivem) Silizium als auch Fremdatomen nötig um z.B.
den Diffusionsmechanismus zu bestimmen. Die Unterbestimmtheit des Sys-
tems zeigt sich ebenfalls dadurch, dass ein Hinzufügen weiterer Freiheitsgrade
(z.B. ein Aktivierungsvolumen welches durch die mechanische Spannung beein-
flusst wird, oder ein Hinzufügen von Ladungseffekten) das Ergebnis verschlech-
tert. In diesen Fällen wird das Auffinden des globalen Minimums während der
Parameteroptimierung erschwert und nur ein lokales Minimum eingenommen.
Für höhere Simulationszeiten könnte ebenfalls die Bildung von Siliziumkarbid
eine Rolle in der Relaxationskinetik einnehmen. Die Bildung von Siliziumkar-
bid wurde durch die Atomsondenmessung (Abschnitt 3.3.3) nachgewiesen, wird
durch das allgemeine Silizium-Kohlenstoff Phasendiagramm vorhergesagt, und
teilweise auch in anderen Experimenten gefunden [104]. Jedoch sind die expe-
rimentellen Daten auch für den Beweis dieser Annahme leider unzureichend.
Die Probe welche eine Karbidbildung nach langer Glühzeit aufzeigt (Abschnitt
3.3.3) war mit Sauerstoff kontaminiert. Dies begünstigt eine Bildung von Si-
liziumkarbid und entspricht weder den Ausgangsbedingungen dieser Arbeit,
noch den Anforderungen für einen Transistor aus diesem Material. Falls eine
Bildung von Siliziumkarbid stattfindet, so hat dies offensichtlich keinerlei Ein-
fluss auf die Übereinstimmung des statistischen Modells mit den experimen-
tellen Daten der ersten 200 s. Eine Karbidbildung nach dieser Zeit ist nicht
auszuschliessen, die Übereinstimmung von Modell und Messdaten nach einer
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Stunde scheinen, falls vorhanden, eher zufälliger Natur zu sein. Ein weiterer
Grund für die Abweichung der Daten nach einer Stunde könnte jedoch auch
eine fehlende Genauigkeit der bestimmten Parameter bedeuten. Es wurden die
ersten 200 s ( 6% von 1 h) zum Anpassen von mindestens 8 Konstanten ge-
nutzt. Dabei wurde nur eine der 7 berücksichtigten Konzentrationen gemessen,
mit einem Fehler von  8%. Damit ist eine Abweichung der auf eine Stunde
extrapolierten Daten nicht weiter verwunderlich.
Letztendlich konnte damit nicht geklärt werden, ob eine Siliziumkarbidbildung
stattfindet. Sollten mehr Messdaten verfügbar werden, sollte das Modell daher
eventuell angepasst werden. Das präsentierte statistische Modell erfüllt seinen
Zweck jedoch gut für den zeitlichen Bereich, für den Daten vorhanden sind
und ist physikalisch basiert. Das ein einfaches Einsetzen der durch ab initio
ermittelten Aktivierungsenergien in das statistische Modell möglich war und
dies das Ergebnis nicht verschlechtert, spricht stark für die physikalischen An-
nahmen des statistischen Modells.
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Kapitel 4
Mobilität von
Großwinkelkorngrenzen
4.1 Einleitung
In diesem zweiten Projekt wurde die Verknüpfung von atomistischen Simu-
lationen mit größeren Skalen im Kontext des Sonderforschungsbereiches 761
”Stahl ab initio“ durchgeführt. Ziel dieses Sonderforschungsbereiches war die
Simulation von Materialeigenschaften aus elementaren Grundlagen, der elek-
tronischen Struktur bis zur Herstellung und Verarbeitung von Eisen Mangan
Stählen. Ein Teilaspekt davon bestand aus drei Teilprojekten, welche jeweils
unterschiedliche Skalen bearbeiteten. Auf der kleinsten Skala wurden mit ab
initio Methoden atomare Eigenschaften des Werkstoffes betrachtet. Auf der
zweiten Skala sollten Grenzflächeneigenschaften, speziell die Korngrenzenmo-
bilität durch Molekulardynamiksimulationen vorhergesagt werden. Die dritte
Skala beschäftigte sich mit den Phänomenen des Kornwachstums und der Re-
kristallisation. Schnittstellen zwischen den einzelnen Skalen und Teilprojekten
waren hierbei die atomaren Potentiale als Bindeglied zwischen ab initio und
Molekulardynamik sowie die Korngrenzenmobilität zwischen den Molekular-
dynamiksimulationen und den Simulationen zu Kornwachstum und Rekristal-
lisation. Im Rahmen dieser Arbeit wurde dabei die Simulation von Grenzflä-
cheneigenschaften und Korngrenzenmobilität bearbeitet.
Simulation der Korngrenzenmobilität bietet sich an, da experimentelle Metho-
den der Bestimmung von Korngrenzeneigenschaften aufwändig und kostenin-
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tensiv sind, wie z.B. Herstellung von Bikristallen mit einer bestimmten Mis-
Orientierung der Korngrenze. Kristallwachstum und Präparation der Proben
in ausreichender Qualität sind dabei sehr aufwändig. Um diese Korngrenzen
zu bewegen sind diese entweder gekrümmt [76, 40] oder werden durch eine
Ausnutzung des Coupling Effekts angetrieben [37]. Für magnetisch anisotrope
Materialien kann die KG auch durch ein magnetisches Feld angetrieben wer-
den [75], jedoch fallen in diesem Fall hohe Energiekosten für die Erzeugung
eines Magnetfeldes ausreichender Stärke an. All diese Anforderungen an Zeit,
Energie und Ausrüstung machen die experimentelle Bestimmung der Korn-
grenzenmobilität kostspielig. Die Molekulardynamik ist daher sowohl aus wirt-
schaftlichen Gründen als auch als einzige Möglichkeit, die Bewegung einzelner
Atome zu verfolgen und Aussagen über die atomaren Mechanismen während
der Korngrenzenbewegung zu schließen, eine optimale Ergänzung zu experi-
mentellen Methoden.
In Anbetracht der genannten Komplexität bei der Bestimmung der Korn-
grenzenmobilität wurde im Rahmen der skalenübergreifenden Modellierung
geprüft, ob eine verlässliche Vorhersage der Mobilität generell möglich ist.
Teile dieses Kapitels wurden bereits an anderer Stelle [118, 117] veröffentlicht.
4.2 Theorie
4.2.1 Korngrenzen Klassifikation
Die Eigenschaften kristalliner metallischer Werkstoffe sind hauptsächlich von
ihren Abweichungen von der perfekten Kristallstruktur beeinflusst. Es gibt
unterschiedliche Gitterfehler, welche nach ihrer Dimension klassifiziert wer-
den. Korngrenzen sind zweidimensionale Gitterfehler, eine Grenzfläche zwi-
schen zwei Kristallen derselben Struktur, jedoch unterschiedlicher Orientie-
rung.
Die räumliche Beziehung zwischen den Kristallen besitzt im dreidimensionalen
Raum 8 Freiheitsgrade, welche unterschiedlich genutzt werden können um ei-
ne Korngrenze mathematisch eindeutig zu definieren. Drei Freiheitsgrade sind
nötig, um die Orientierung der Kristalle zueinander zu definieren. Dies kann
113
durch Angabe eines Triplets von Eulerwinkeln, durch Miller Indices oder durch
ein Winkel-Achsen Paar im Rodriguez-Frank Raum geschehen. Zwei weite-
re Parameter werden für die räumliche Orientierung der Korngrenzenfläche
hinsichtlich eines der Kristalle benötigt. Zusätzlich zu diesen fünf makroskopi-
schen Parametern existiert ein Vektor, welcher mikroskopische Verschiebungen
in drei Raumrichtungen beschreibt.
Eine gängige Beschreibung ist die Wahl einer Drehachse durch einen <hkl>
Vektor und einem Drehwinkel um diese Achse, welche beide Kristalle in Ko-
inzidenz bringt. Ist die Drehachse senkrecht zur Korngrenzenfläche, bezeich-
net man die Korngrenze als Drehkorngrenze. Ist die Drehachse parallel zur
Korngrenzenfläche, nennt man dies eine Kippkorngrenze. Während bei einer
Drehkorngrenze die Korngrenzenfläche exakt definiert und unabhängig vom
Drehwinkel ist, entstehen für Kippkorngrenzen je nach Wahl des Drehwinkels
unterschiedliche Korngrenzen-Ebenen. Diese werden ”symmetrisch“ genannt,
falls eine Spiegelsymmetrie der beiden Kristalle an der Korngrenzen-Fläche
vorliegt oder ”asymmetrisch“ für alle anderen Konfigurationen. Der allgemei-
ne Fall von Korngrenzen, welche sowohl Kipp- als auch Drehkomponenten
aufweisen ist ebenfalls möglich.
Liegt eine Kippkorngrenze vor, so kann der Misorientierungswinkel eben-
falls zur Klassifikation genutzt werden. Man unterscheidet zwischen Klein-
(KWKG) und Großwinkelkorngrenzen (GWKG). KWKG treten für Misorien-
tierungswinkel zwischen den Kristallen unterhalb von etwa 15 auf und be-
stehen aus einem Netzwerk von Versetzungen deren Abstand mit zunehmen-
dem Misorientierungswinkel sinkt. Für Winkel größer als 15 ist dies nicht
mehr möglich, da die Versetzungen sich zu nahe kommen und ihren individu-
ellen Charakter verlieren. Die Struktur von GWKG lässt sich durch das Ko-
inzidenzpunktgitter (CSL) und Displacement Shift Complete (DSC) Modell
beschreiben. Da die Korngrenzenfläche bestrebt ist ihre Energie zu minimie-
ren kann angenommen werden, dass die Atome nahe an ihrer Idealposition
verharren werden. Speziell sind geometrische Konstruktionen möglich, bei de-
nen bestimmte Atompositionen in beiden zusammentreffenden Kristallgittern
vorhanden sind. Diese Positionen nennen sich Koinzidenzpunkte und spannen
ein beiden Kristallen übergeordnetes CSL-Gitter auf. Charakteristisch für das
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Abbildung 4.1: Schematische Darstellung von a) einer Drehkorngrenze und b)
einer asymmetrischen Kipp- und c) symmetrischen Kippkorngrenze [39]
CSL-Gitter ist seine Koinzidenzpunktdichte welche durch  beschrieben wird.
 =
Volumen der CSL Elementarzelle
Volumen der Kristallgitter Elementarzelle (4.1)
Korngrenzen mit einer hohen Dichte von Koinzidenzpunkten werden CSL
KG genannt, dabei erhöht sich die Dichte der Koinzidenzpunkte mit sinkendem
, welches immer eine ungerade Zahl ist. CSL KG mit besonders niedrigem 
zeigen in Experimenten [129] eine besonders niedrige Oberflächenenergie, da
viele Korngrenzen-Atome in beiden angrenzenden Kristallgittern einen optima-
len Platz erhalten. CSL KG eignen sich hervorragend für die in dieser Arbeit
durchgeführten Korngrenzen-Simulationen mit Molekulardynamik. Durch ih-
re Periodizität können sie relativ einfach so konstruiert werden, dass in der
Korngrenzen-Ebene periodische Randbedingungen eingesetzt werden können.
Dies approximiert eine unendlich ausgedehnte Korngrenze und verhindert freie
Oberflächen, welche in Simulationen problematisch werden können.
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a
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a 5
DSC
CSL
Abbildung 4.2: a) Koinzidenzgitter (CSL) einer 36.87<1 0 0> 5 Korn-
grenze. b) CSL und Displacement Shift Complete (DSC) Gitter bei einer
36.87<1 0 0> Drehung in einem kubischen Gitter [39].
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4.2.2 Bewegungsmechanismen von Korngrenzen
Es können je nach Temperatur, Korngrenze, Art und Betrag der treibenden
Kraft unterschiedliche Bewegungsmechanismen auftreten. Zum jetzigen Zeit-
punkt wurden in der Literatur zahlreiche Mechanismen vorgeschlagen, die sich
jedoch oft widersprechen oder scheinbar nur für einen Teil des großen Parame-
terraums gültig sind.
Diffusive Mechanismen beschreiben die Migration von einzelnen Atomen durch
die KG. D.h. der Kristall schmilzt punktuell auf der einen Seite der KG, ein
Atom passiert die KG und schliesst sich auf der anderen Seite dem Kristallgit-
ter an.
Experimentelle Befunde unterstützen diese Sichtweise, da die Aktivierungsent-
halpien der Korngrenzenbewegung in Bikristallexperimenten für KWKG und
GWKG vergleichbare Werte zu Aktivierungsenthalpien der atomaren Diffusi-
on über das Kristallgitter liefern [126, 127, 128].
Verdrängungsmechnismen beschreiben korrelierte atomare Bewegungen mit
hoher Periodizität mit spezifischen Verschiebungsrichtungen und Beträgen.
Shuffling, coupling, kollektive atomare Bewegung und die KG Bewegung durch
sekundäre KG Versetzungen sind in diese Klasse einzuordnen.
Viele dieser Mechanismen sind sowohl in Experimenten als auch MD Simula-
tionen beobachtet worden.
Trotzdem besteht im Vergleich zwischen experimentellen und simulierten Da-
ten stets die Frage, ob in beiden Fällen ein identischer Bewegungsmechanismus
aktiv ist. Durch die Beschränkungen von MD Simulationen steht nur eine voll-
ständig andere Zeitskala als in Experimenten zur Verfügung. Auch können
in MD Simulationen deutlich höhere treibende Kräfte eingesetzt werden, so-
dass die normalerweise durchgeführte Näherung, welche eine lineare Mobilitäts-
Kraft Abhängigkeit für KG vorhersagt, unter Umständen nicht mehr hält (sie-
he Abschnitt 4.2.3).
In der Doktorarbeit von Jian Zhou [132] wurde eine Mechanismenkarte für
KG Mobilität vorgeschlagen. Dabei werden unterschiedliche Mechanismen auf
bestimmte Bereiche von Temperatur und Triebkraft begrenzt. Der diffusive
Mechanismus kann demnach nur oberhalb einer kritischen Temperatur und
für kleine treibende Kräfte stattfinden. Oberhalb einer kritischen Triebkraft
finden für jegliche Temperaturen nur verdrängende oder verformende Mecha-
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nismen statt. Deng und Schuh [31] beschreiben ebenfalls verschiedene Bereiche,
einen locked (diffusiven) Bereich für niedrige Triebkräfte, einen Übergangsbe-
reich und einen Bereich ballistischer KG Bewegung oberhalb einer kritischen
Triebkraft. Dabei wurden sämtliche ihrer Simulationen unterhalb von 70% des
Schmelzpunktes durchgeführt. Olmstedt und Foiles beschreiben ebenfalls zwei
Bereiche der KG Beweglichkeit, getrennt von einer Übergangszone. Für Tem-
peraturen unterhalb einer kritischen Temperatur, der Aufrauungstemperatur
(Roughening) beobachten sie eine sprunghafte Bewegung der KG, oberhalb
dieser Temperatur eine gleichmäßige lineare Bewegung der KG. In einem Be-
reich leicht unterhalb der Aufrauungstemperatur kann durch Erhöhung der
treibenden Kraft eine gleichmäßige KG Bewegung erzwungen werden. Diese
phenomenologischen Beschreibungen unterschiedlicher Bewegungsmodi stellen
einen guten Anhaltspunkt über die zu erwartenden Effekte dar, sind jedoch
keinesfalls allgemein gültig oder gar vollständig, da sie nur an einigen KG
(Zhou 8 KG, Deng und Schuh 1 KG) geprüft wurden.
4.2.3 Mobilität
Alle Versuche einer theoretischen Beschreibung der KG Mobilität gehen auf
die Reaktionsratentheorie von Smoluchowski [100] und Turnbull [115] zurück.
Jedoch konnte bis zum heutigen Tag keine einheitliche Theorie aufgestellt wer-
den, welche sämtliche Korngrenzenphänomene, wie die Misorientierungsabhän-
gigkeit der KG Mobilität welche z.B. von Aust und Rutter [10] beobachtet
wurde, beschreibt. Es wird angenommen, dass einzelne Atome die KG passie-
ren und dies von einem Energiegewinn für die KG begleitet wird. Dabei wird
ein Gitterplatz auf der einen Seite der KG zerstört und ein neuer Gitterplatz
für das Atom auf der anderen Seite erzeugt, sodass dieser Mechanismus ohne
die Bildung einer Leerstelle ablaufen kann. Für den vereinfachten Fall einer
KG mit der Dicke einer Atomlage b lässt sich die KG Geschwindigkeit v als
Summe der Reaktionsraten für einen Vorwärtssprung  v und Rückwärtssprung
 r ausdrücken:
v = b( v    r) (4.2)
Im Fall von einem Potentialunterschied von Null zwischen beiden Kristallen
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ergibt sich eine Geschwindigkeit von Null. Existiert jedoch ein Unterschied der
freien Gibbs Energie G, so ergibt sich eine treibende Kraft p:
p =  dG
dV
(4.3)
mit dem Volumen V . Damit ergibt sich als KG Geschwindigkeit zu
v = b

v exp

 G
v
m
kT

  r exp

 G
r
m + pV
kT

(4.4)
Nehmen wir an, dass die Sprungversuchsfrequenz  der Debye Frequenz
D entsprechen und auch die freien Migrationsenergien Gm gleich groß sind,
vereinfacht sich die Gleichung zu:
v = bD exp

 Gm
kT

1  exp

 pV
kT

(4.5)
Üblicherweise wird an dieser Stelle eine weitere Vereinfachung durchgeführt,
unter der Annahme, dass pV << kT für T > 0:3Tm, und man erhält durch die
Näherung
exp

 pV
kT

 1  pV
kT
(4.6)
eine lineare Abhängigkeit zwischen Geschwindigkeit v und treibender Kraft
p mit der KG Mobilität m:
v =
bV D
kT
exp

 Gm
kT

 p = m  p (4.7)
Jedoch ist diese Näherung in der Molekulardynamik nicht immer gültig. Ei-
nerseits werden aufgrund der Zeitbeschränkungen in der MD teilweise unphy-
sikalisch hohe Kräfte p eingesetzt, andererseits kann das Aktivierungsvolumen
V vom Atomvolumen 
 = b3 abweichen, da ein anderer Mechanismus aktiviert
wurde. Somit ist die für die Näherung notwendige Voraussetzung pV < 0:1kT
nicht immer gegeben. In diesem Fall ist die Mobilität als die Ableitung der
Geschwindigkeit nach der treibenden Kraft bei Kraft Null definiert:
m =
@v
@p

p!0
=
bV 0
kBT
exp

 HGBM
kBT

(4.8)
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4.3 Künstliche Kräfte auf Korngrenzen
4.3.1 Die Notwendigkeit künstlicher treibender Kräfte
Es gibt eine Reihe von Methoden, um die KG Mobilität durch MD zu bestim-
men. Sie unterscheiden sich in ihrer Wahl der treibenden Kraft auf die KG.
Wie in Experimenten kann die KG durch ihre Krümmung [120, 131], Scher-
spannung [97, 130], durch einen Unterschied in Versetzungsdichte [113], oder
ähnlich wie durch magnetische Kräfte, durch eine kristallorientierungsabhängi-
ge treibende Kraft angetrieben werden [96, 49, 133]. Ein weiterer Ansatz ist die
räumliche Fluktuation der KG auszuwerten um ihre Mobilität zu bestimmen,
ganz ohne treibende Kraft [36]. Leider unterscheiden sich die Ergebnisse dieser
verschiedenen Ansätze oft sehr stark. Dabei ist es schwer herauszufinden, ob
diese Unterschiede durch die unterschiedlichen treibenden Kräfte oder andere
Einflüsse hervorgerufen werden, wie z.B. MD Potential, Geometrie der Simula-
tionsbox und Periodizität oder Implementationsdetails unterschiedlicher MD
Codes. Dies geht sogar so weit, dass noch immer in Frage gestellt wird, ob die
Korngrenzenmobilität überhaupt eine Materialeigenschaft ist oder durch Art
oder Stärke der treibenden Kraft beeinflusst werden kann [72]. Der Ansatz ei-
ner Mechanismenkarte, wie im vorherigen Abschnitt beschrieben, scheint auch
aus diesem Grund sinnvoll.
Das Anwenden einer Kraft hat gegenüber kraftlosen Methoden den Vorteil, den
Rechenaufwand einer Simulation drastisch zu verringern, da geringere Zeiten
für eine KG Bewegung benötigt werden. Speziell die Methode einer kristallori-
entierungsabhängigen künstlichen Kraft wurde in dieser Arbeit verwendet, da
sie einige zusätzliche Vorteile bietet. Die KG können dabei flach sein und ha-
ben damit eine wohl definierte Geometrie, welche es erlaubt, sie mit geringem
Aufwand zu generieren. Dies ist vor allem notwendig, sobald größere Men-
gen an KG in automatisierter Weise untersucht werden sollen. Grundsätzlich
sind viele unterschiedliche mathematische Beschreibungen einer solchen Kraft
denkbar. Zu Beginn dieser Arbeit existierten bereits einige unabhängig entwi-
ckelte kristallorientierungsabhängige treibende Kräfte [96, 49, 133]. Zunächst
wurde die treibende Kraft von Janssens et al. [49, 1] (Abschnitt 4.3.2) für diese
Arbeit eingesetzt, da diese bereits in der verwendeten MD Software LAMMPS
implementiert war. Diese Kraft hat jedoch einige systematische Schwächen
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[133], denn sie benutzt eine Ein-Parameter Beschreibung der Kristallorientie-
rung. Abhängig von der Temperatur schwingen sämtliche Atome des Systems
mit größerer oder kleinerer Amplitude um ihre Gleichgewichtsposition. Mit nur
einem Ordnungsparameter können diese thermischen Fluktuationen nicht von
abweichender Kristallorientierung unterschieden werden, was in einem asym-
etrischen Energieprofil resultiert. Dies erschwert das Trennen der Kristalle in
einem Bikristallsystem und kann potenziell zu systematischen Ungenauigkei-
ten der Temperaturabhängigkeit der Korngrenzenmobilität führen. Um diesen
Nachteil zu vermeiden, wurde von Zhou und Mohles [133] eine andere trei-
bende Kraft vorgeschlagen, welche auf zwei Orientierungsparametern beruht.
Ihre Version übt jedoch systematisch bedingt zufällig unphysikalische Stöße
auf Atome in der Korngrenze aus, deren Effekt unbekannt ist [133, 43, 74].
Um diese bekannten Nachteile der existierenden künstlichen treibenden Kräfte
zu beheben, wurden im Rahmen dieser Arbeit zwei neue treibende Kräfte ent-
wickelt. Die erste Weiterentwicklung wendet dabei das Prinzip eines zweiten
Orientierungsparameters auf die Kraft von Janssens et al. an, um ihr En-
ergieprofil zwischen den Kristallhälften zu symmetrisieren (Abschnitt 4.3.3).
Während der Arbeiten an dieser symmetrischen Version fiel jedoch ein weiterer
Mangel der Janssens Formulierung der treibenden Kraft auf. Aufgrund ihrer
Definition des Orientierungsparameters mit einer festen Anzahl von Nachbar-
atomen wird während einer Simulation keine Energieerhaltung gewährleistet.
Auch die symmetrische Version dieser treibenden Kraft leidet hierunter. Beide
Probleme wurden anschließend in der Energy Conserving Orientational Kraft
(Abschnitt 4.3.4) behoben. Details zu den drei in dieser Arbeit eingesetzten
künstlichen treibenden Kräften sind in den einzelnen Kapiteln zu finden.
4.3.2 Janssens treibende Kraft
Betrachten wir ein Bikristallsystem mit einer KG zwischen den Kristallen mit
den Orientierungen I und II. Die treibende Kraft von Janssens et al. [49] basiert
auf einem Orientierungsparameter Ii welcher die Übereinstimmung der Um-
gebung eines Atoms i mit der Referenz-Kristallorientierung I angibt.
Ii =
12X
j=1
j~rij   ~rIj j (4.9)
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Dabei beschreibt ~rij = ~ri   ~rj den Abstandsvektor zwischen den Atomen i
und j und ~rIj die entsprechenden Vektoren der Kristallorientierung I, mit der
sie verglichen werden. Entsprechen Richtung und Abstand aller Nachbaratome
j des Atoms i der Kristallorientierung I, so ist Ii = 0. Ebenso lässt sich ein
Wert I;II für den Orientierungsparameter berechnen, bei dem die Kristallori-
entierung maximal, zu Kristallorientierung II abweicht.
I;II =
12X
j=1
j~rIIj   ~rIj j (4.10)
Durch diesen für die gegebenen Kristallorientierungen konstanten Wert wird
der Orientierungsparameter i normiert. Auf Basis dieses Orientierungspara-
meters wird eine Energie ui(ri) für jedes Atom definiert, sodass es eine Ener-
giedifferenz von u0 bei einem Wechsel der Kristallorientierungen von II zu I
durchläuft.
ui(ri) =
8>><>>:
0 i < l
u0
2
(1  cos(!i)) l < i < h
u0 h < i
(4.11)
mit
!i =
i/I;II   l
h   l (4.12)
Dabei werden zwei Schwellwerte l und h genutzt, um den Einfluss ther-
mischer Fluktuationen auf den Orientierungsparameter zu unterdrücken. Der
optimale Wert der Parameter ist von Material, Temperatur und Potential ab-
hängig, und Janssens et al. geben Werte von l = f und h = (1   f), mit
f = 0:25 an [49]. Abbildung 4.3b) zeigt den Einfluss der Temperatur auf den
Orientierungsparameter Ii für alle Atome i. Es ist zu beachten, dass aufgrund
der Asymmetrie des Orientierungsparameters die Wahl der Schwellwerte zu
l = 0:25 und h = 0:75 nicht geeignet ist, um Kristall- und Korngrenzen-
atome sauber zu trennen.
Die Kraft auf jedes Atom der Korngrenze ergibt sich aus der Ortsableitung der
Energiedifferenz der zwei Körner.
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~Fi(ri) =  @ui
@ri
=   u0
2(h   l)I;II
( 
12X
j=1
~rij   ~rIj
j~rij   ~rIj j
!
sin(!i)
+
12X
j=1
"
  ~rij   ~r
I
j
j~rij   ~rIj j
sin(!i)
#)
für l < i < h (4.13)
Außerhalb des angegebenen Bereichs ist ~F (ri) ein Vektor der Länge Null.
Aus der Janssens Methode resultiert ein Orientierungsparameter mit einem
asymmetrischen Verlauf von einem Korn in das andere. Da zunächst unbekannt
war, ob diese Asymmetrie einen Einfluss auf die berechnete KG Mobilität oder
ihren Bewegungsmechanismus hat, wurde eine zwei Parameter Methode ent-
wickelt welche diese Asymmetrie aufhebt (Abschnitt 4.3.3).
Ein weiterer Nachteil der Janssens Methode ist ihre inkonsistente Beschreibung
des Orientierungsparameters, welche schädliche Effekte mit unbekanntem Ein-
fluss haben. Das Hauptproblem ist, dass für jedes Atom i eine feste Anzahl
von Nachbaratomen ausgewählt werden muss, um die lokale Kristallorientie-
rung zu definieren. Im Volumen des Kristalls verursacht dies kein Problem,
da eine feste Anzahl von Nachbarn vorhanden ist (z.B. 12 nächste Nachbarn
für KFZ Kristalle). In der KG jedoch geht die Kristallstruktur verloren, und
die Zahl der nächsten Nachbarn weicht in der Regel ab. Daher wird zur Be-
rechnung des Orientierungsparameters immer eine feste Anzahl der nächsten
Nachbaratome genutzt. Durch die Bewegung der Atome führt diese Definition
der Nachbarschaft dazu, dass unterschiedliche Nachbaratome für aufeinander
folgende Zeitschritte gewählt werden, besonders in einer sich bewegenden KG.
Wie in Abschnitt 4.4.1 näher beschrieben, führt dies zu einer Verletzung der
Energieerhaltung und kann somit potenziell erhebliche Artefakte verursachen.
Eine ungewünschte Temperaturveränderung des Systems ist in jeden Fall die
Folge dieser Verletzung der Energieerhaltung. In der Literatur wurde diesem
Problem durch Anwendung eines Thermostats begegnet. Außerdem wurden die
Simulationsdaten durch Korrekturen nachbearbeitet, um die Diskrepanz zwi-
schen aufgebrachtem Potential und geleisteter Arbeit zu berücksichtigen [82].
Eine nähere Beschreibung dieser Korrekturen ist in Kapitel 4.4.2.4 zu finden.
Obwohl damit die fehlende Energieerhaltung berücksichtigt wurde, können die
Unstetigkeiten in der treibenden Kraft die einzelnen Atome noch immer be-
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einflussen und so potenziell den Bewegungsmechanismus der KG verändern.
Dies führte zu der Entwicklung der energieerhaltenden ECO Kraft, welche in
Abschnitt 4.3.4 beschrieben wird.
4.3.3 Symmetrische treibende Kraft: SCODF
Die Symmetrical Crystal Orientation Dependent Force (SCODF) wurde ent-
wickelt, um die erste potenzielle Fehlerquelle der Janssens Methode auszu-
räumen. Die Asymmetrie der Janssens Kraft (Abschnitt 4.3.2) wurde dabei
aufgehoben, indem zu einer zwei Parameter Beschreibung der Kristallorien-
tierung gewechselt wurde. Wie in der ursprünglichen Formulierung wird der
Orientierungsparameter i für jedes Atom i berechnet,
Xi =
12X
j=1
j~rij   ~rXij j (4.14)
wobei X die Kristallorientierung von entweder Korn I oder II der Simula-
tionsbox beschreibt. Die Vektoren ~rXij entsprechen der relativen Position der
zwölf nächsten Nachbaratome j eines KFZ Kristalls. Der Wert Xi erreicht ein
Maximum in einem der Körner und ein Minimum in dem anderen Korn, resul-
tiert jedoch auch in einem asymmetrischen Übergang im Korngrenzenbereich
(Abb. 4.3a). Daher wurde im Weiteren die Differenz von zwei Orientierungs-
parametern Xi verwendet, um den Orientierungsparameter i zu definieren
i = 
I
i   IIi (4.15)
Dieser Orientierungsparameter i ist sowohl für symmetrische (Abb. 4.4a) )
als auch asymmetrische (Abschnitt 4.4.2.2) Kippkorngrenzen symmetrisch. Als
weiterer Vorteil hebt sich die Temperaturabhängigkeit der zwei individuellen
Orientierungsparameter teilweise gegeneinender auf. Basierend auf i wird der
Parameter ! eingeführt, welcher +1 in Korn I und  1 in Korn II annimmt,
und der für die Atome in der KG zwischen diesen Werten interpoliert.
!i =
8>><>>:
1 i > 
i

   i  
 1 i <  
(4.16)
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Dabei ist  ein anpassbarer Parameter, um den Einfluss von thermischen
Fluktuationen der Atome im Kristallvolumen zu unterdrücken. Dies ist größ-
tenteils äquivalent zur Janssens Formulierung und ist ebenfalls abhängig von
Material, Temperatur und Potential zu wählen.
Für die in Abbildung 4.4b) dargestellte KG ist für die symmetrische Formu-
lierung ein Wert von  = 0:15 angemessen, um den Einfluss der thermischen
Fluktuationen der Atome zu unterdrücken. Für die asymmetrische Janssens
Kraft sind die Werte von h   l = 0:15 eine äquivalente Wahl (Abbildung
4.3b) ). Jedoch müssen im zweiten Fall beide Parameter individuell gewählt
werden. Außerdem ermöglicht die symmetrische Version eine klarere Trennung
zwischen den Atomen in den Kristallhälften und der KG bei äquivalenten Pa-
rametern, da die Atome in den Kristallmitten deutlich weiter von ihrem ent-
sprechenden Bereich [ ;+] oder [h; l] entfernt sind. Mit !i aus Gleichung
4.16, wird eine künstliche potentielle Energie ui = u02 sin
 

2
!i

für jedes Atom
i eingeführt. Dies resultiert in einer synthetischen Kraft ~Fi =   ~ri
P
k uk auf
jedes Atom:
~Fi =
u0
4
12X
j=1
( 
~rij   ~rIij
j~rij   ~rIijj
  ~rij   ~r
II
ij
j~rij   ~rIIij j
!

h
cos

2
!j

  cos

2
!i
i)
(4.17)
Die symmetrische Kraftverteilung in der KG hat den zusätzlichen Vorteil,
dass im Mittel die Gesamtsumme aller Kräfte auf die Atome verschwindet. Dies
ermöglicht Simulationen mit gänzlich freien Randbedingungen, welche mit der
Janssens Kraft schwer zu erreichen sind, da diese eine permanente Beschleuni-
gung eines freien Blocks von Atomen verursacht. Diese Beschleunigung wird in
der Regel durch periodische Randbedingungen oder durch das Fixieren einer
Lage von Atomen an den Kristallenden erzwungen, für die SCODF ist dies
jedoch nicht notwendig.
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Abbildung 4.3: a) Orientierungsparameter Xi mit X = I, X = II bei 0K
für jedes Atoms i dargestellt entlang der normierten Z Richtung. Die Hälfte
der Simmulationsbox ist dargestellt. Die Orientierungsparameter sind nicht
symmetrisch bezüglich der KG Mitte bei Z = 0:25. b) Orientierungsparameter
Ii bei 750K.
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Abbildung 4.4: Orientierungsparameter i für jedes Atom i dargestellt entlang
der normalisierten Z Richtung. Die Hälfte der Simmulationsbox ist dargestellt.
a) T = 0K; der Orientierungsparameter ist komplett symmetrisch in der KG
bei Z = 0:25. b) T = 750K; die KG hat sich hier schon leicht bewegt; i ist
symmetrisch in der KG nahe Z = 0:21.
126
4.3.4 Energy Conserving Orientational force
Die Energy Conserving Orientational force (ECO Kraft) [117] ist ebenfalls
eine synthetische treibende Kraft auf Basis einer lokalen Definition von Kris-
tallorientierung für jedes einzelne Atom j. Der Orientierungsparameter dieser
Kraft ist jedoch durch klassische Beugungstheorie inspiriert und behebt das
grundlegende Problem des Orientierungsparameters der in den vorherigen Ab-
schnitten vorgestellten treibenden Kräfte.
Allgemein kann ein Kristallgitter durch einen Satz von Basisvektoren ~R1;2;3
einer primitiven Gitterzelle beschrieben werden oder durch die korrespondie-
renden reziproken Kristallgittervektoren ~Q1;2;3. Zusammen verhalten Sie sich
nach ihrer Definition ~Rm  ~Qn = 2mn. Für zwei vorgegebene Kristalle in einer
Simulation mit den reziproken Gitter Vektoren ~Q und ~Q, und den Vektoren
~Rjk = ~rj ~rk zwischen einem Atom j und seinen Nachbarn k wird j definiert
als
j =
1
N
24X

X
k
w(j~Rjkj)ei ~Q ~Rjk

2
 
X

X
k
w(j~Rjkj)ei ~Q ~Rjk

2
35(4.18)
In dieser Definition werden beide Kristalle als Orientierungsreferenz benutzt,
sodass der Orientierungsparameter vollständig symmetrisch im Hinblick auf
die Körner ist, welches mehrere Vorteile gegenüber asymmetrischen Formu-
lierungen hat [133, 118]. Die Funktion w(j~Rjkj) ist dabei eine kontinuierliche
Umhüllungsfunktion, die bei einem einstellbaren Radius Rcut stetig ableitbar
auf Null abfällt. Die Umhüllungsfunktion stellt die Energieerhaltung während
der Simulation sicher, und die Wahl von Rcut ermöglicht, die Reichweite der
resultierenden treibenden Kraft zu variieren. Die Funktion
w(j~Rjkj) = wjk =
( j~Rjkj4
R4cut
  2 j~Rjkj2
R2cut
+ 1; j~Rjkj < Rcut
0; j~Rjkj > Rcut
(4.19)
wurde dabei als Umhüllungsfunktion gewählt; ihre Ableitung ist ebenfalls
Null an der Stelle Rcut. Der Normalisierungsfaktor N in Gleichung 4.18 stellt
sicher, dass j bei der Temperatur T = 0K im Intervall [ 1;+1] liegt. Dies ist
ein konstanter Faktor, welcher von den spezifischen Kristallorientierungen und
127
der gewählten Umhüllungfunktion abhängt. Der Faktor wird zu Beginn einer
jeden Simulation ein einziges mal berechnet. ~Q und ~Q in Gleichung 4.18 wur-
den für die KFZ Kristallstruktur als die reziproken Vektoren der Vektoren des
Ortsraums (0, 1/2, 1/2), (1/2, 0, 1/2) und (1/2, 1/2,0) gewählt, in der jeweili-
gen Orientierung der zwei Referenzkristalle. Gleichung 4.18 zeigt eine bewusste
Ähnlichkeit zu der Gleichung, welche das Beugungsmuster von Röntgenstruk-
turanalysen beschreibt. Für einen unendlichen Radius Rcut nimmt Gleichung
4.18 die Form von zwei Delta Funktionen im Ortsraum an, mit einer posi-
tiven und einer negativen Spitze für die Kristalle, welche durch ~Q und ~Q
beschrieben werden. Gleichung (4.18) kann durch eine vereinfachte Form ohne
komplexe Zahlen folgendermaßen geschrieben werden:
j =
1
N
X
;k;l
wjkwjl cos( ~Q ~Rkl) (4.20)
Dabei wurden die sechs reziproken Kristallvektoren ~Q und ~Q für die zwei
Kristalle in Q kombiniert, und ihre unterschiedlichen Vorzeichen durch den
Faktor  berücksichtigt, welcher +1 oder  1 für die Kristalle annimmt, die
durch ~Q und ~Q beschrieben werden. j von Atom j ist dabei bestimmt
durch den räumlichen Vektor ~Rkl zwischen den Atomen k und l in Relation
zu den reziproken Gittervektoren Q. Dies wird durch den Faktor cos( ~Q ~Rkl)
wiedergegeben. Der Beitrag dieses Faktors zu j wird durch beide Umhüllungs-
funktionen wjk und wjl gewichtet. Damit wird sichergestellt, dass sich beide
Atome (k und l) in Reichweite zu Atom j befinden, für welches der Orientie-
rungsparameter berechnet wird. Durch thermische Fluktuationen der Atom-
positionen wird der Wert j nicht exakt in das gewünschte Intervall fallen,
sondern abhängig vom Kristall um  1 oder +1 schwingen. Beispiele für dieses
Verhalten sind in Abbildung 4.5 für zwei Cutoff-Radien dargestellt. Um diese
Temperaturabhängigkeit der treibenden Kraft zu entfernen, wird ein Skalieren
und Abschneiden des Orientierungsparameters durchgeführt. Nur ein Orientie-
rungsparameter in einem Bereich  um Null wird genutzt und durch Skalierung
stetig auf das gewünschte Intervall projiziert. Die Energie uj, die jedem Atom
j hinzugefügt wird, wird definiert als:
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Abbildung 4.5: Orientierungsparameter j und Energie uj der ECO Kraft sind
für jedes Atom j entlang der normierten Z Richtung einer asymmetrischen 5
KG [68]. T = 800K;  = 0:25 a) Rcut = 0:9aNi; b) Rcut = 1:4aNi. Durch eine
größere Reichweite des Orientierungsparameters ist dieser in b) weniger durch
thermische Fluktuationen beeinflusst.
uj(j) =
u0
2
8>><>>:
1; j > 
sin

2

j

;   < j < 
 1; j <  
(4.21)
Jedes Atom innerhalb der Kristalle nimmt damit den extremen Wert von
 0:5u0 oder 0:5u0 an, abhängig von der Kristallhälfte (Abb. 4.5). Wenn ein
Atom die KG überschreitet, erfährt es einen sanften Übergang zwischen die-
sen Werten (Abb. 4.5, 4.6), mit der totalen Energiedifferenz u0. Dies ist bei
den zuvor beschriebenen treibenden Kräften (Abschnitt 4.3.2, 4.3.3) nicht der
Fall. Wie in Abbildung 4.6 gezeigt wird, durchläuft ein Atom, welches die
KG passiert, keinen kontinuierlichen Energiegradienten, sondern einige einzel-
ne Potentialtöpfe mit abnehmendem Minimum. In welchem Potentialtopf sich
das Atom befindet, wechselt dabei ständig mit der atomaren Nachbarschaft.
Die resultierende Energieänderung für den gesamten Kristall durch den trei-
benden Druck ist Ep.
Ep =
X
j
uj(j) (4.22)
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Abbildung 4.6: Die Energie uj für dasselbe einzelne Atom, normalisiert durch
die aufgewendete potentielle Energie u0, ist dargestellt als Funktion der Ver-
schiebung eines Atoms um den Betrag Z entlang der Z-Achse der Simulati-
onsbox (senkrecht zur KG Oberfläche) in einer anderweitig statischen Umge-
bung. Für die ECO Kraft ändert sich die Energie stetig von  0:5 zu 0:5. Die
Janssens Kraft erkennt nur für bestimmte Positionen die korrekte Kristallori-
entierung (uj = 0 für negative Z), dies resultiert in einen periodischen An-
und Abstieg, während die Kristallorientierung sich ändert. Außerdem ändert
sich die Wahl der 12 nächsten Nachbarn von Zeit zu Zeit, sichtbar durch die
Diskontinuitäten in der Energiekurve.
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Die zusätzliche treibende Kraft auf jedes einzelne Atom ergibt sich als Ab-
leitung von Gleichung 4.22 als ~Fj =  rjEp.
~Fj =
2
N
hP
;k;l u
0
j ~w
0
jlwjk cos( ~Q ~Rlk)
+
P
;k;l u
0
l ~w
0
jlwkl cos( ~Q ~Rjk)
+
P
;k;l u
0
l
~Qwjlwkl sin( ~Q ~Rkl)
i (4.23)
mit
u0j =
u0

8>><>>:
0; j > 
cos

2

j

;   < j < 
0; j <  
(4.24)
und
w0jk =
8<: 4
j~Rjkj
R2cut

j~Rjkj2
R2cut
  1

; j~Rjkj < Rcut
0; j~Rjkj > Rcut
(4.25)
Die Formulierung des Orientierungsparameters, speziell die Einführung der
Umhüllungsfunktion, löst das Problem von Unstetigkeiten und der damit ver-
bundenen fehlerhaften Energieerhaltung. Simulationen, welche die Energieer-
haltung aller drei vorgestellten Kräfte vergleichen, sind in Abschnitt 4.4.1 zu
finden.
Ein weiterer Vorteil dieser Formulierung einer künstlichen treibenden Kraft ist
die freie Wahl des Reichweite-Parameters. Für hohe Temperaturen und klei-
ne Fehlorientierungen zwischen den zwei Kristallen können thermische Fluk-
tuationen die Trennung der Kristallhälften aufgrund des Ordnungsparameters
verhindern. Wird jedoch eine größere Reichweite gewählt, werden mehr Ato-
me für eine Bestimmung der Orientierung genutzt. Dies unterdrückt den Ef-
fekt der thermischen Fluktuation, da über mehr Atome gemittelt wird und
verbessert das Signal zu Rauschen Verhältnis, wie zu sehen in Abbildungen
4.5a) und b). Dadurch können kleinere Fehlorientierungen aufgelöst werden.
Die Reichweite beeinflusst zusätzlich die Länge des Energieübergangs zwischen
den zwei Kristallhälften und erlaubt damit, dessen Einfluss auf die KG Mo-
bilität zu untersuchen. Diese Übergangslänge wurde als potenzieller Einfluss
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auf die Mobilität vorgeschlagen [132] und könnte ein Grund sein, warum frü-
here MD Simulationen die KG Mobilität gegenüber experimentellen Werten
zu hoch abschätzen.
4.3.5 Alternative künstliche Kräfte
Grundsätzlich ist die Definition einer künstlichen kristallorientierungsabhän-
gigen treibenden Kraft komplett frei wählbar, und damit sind viele Möglich-
keiten denkbar. In der Tat wurden während des Verlaufs dieser Arbeit eine
Vielzahl von treibenden Kräften entwickelt, implementiert und getestet. Zwei
dieser Kräfte basierten jedoch auf demselben Orientierungsparameter (Glei-
chung 4.9) der Janssens Kraft und besaßen eine fest vorgegebene Zahl nächs-
ter Nachbarn. Erst während der Entwicklung stellte sich heraus, dass dies
die Ursache für die meisten Probleme der treibenden Kräfte war und wurde
schliesslich durch Einführung der Umhüllungfunktion in der ECO Kraft For-
mulierung gelöst. Trotzdem ist die ECO Kraft nicht die einzige Formulierung,
die eine korrekte synthetische Kraft auf eine Korngrenze ausüben kann, sie ist
nur die erste.
Aus zwei Gründen kann eine Entwicklung einer weiteren künstlichen treiben-
den Kraft sinnvoll sein:
• Die ECO Kraft ist durch ihren Dreikörperterm vergleichsweise rechen-
intensiv. Besonders für hohe Radien Rcut steigt die Zahl der Nachbar-
atome N stark an (N / r3). Die Rechenzeit skaliert dabei mit O(N2).
Eine Umhüllungsfunktion ist grundsätzlich nötig, daher wird jede neue
Formulierung ebenfalls Dreikörperterme besitzen. Es ist jedoch denkbar,
dass eine Beschreibung gefunden werden kann, welche es erlaubt, die Ter-
me geschickt zu gruppieren und so die Rechenzeitabhängigkeit der ECO
Kraft von O(N2) auf 2  O(N) zu senken. Diese Möglichkeit wurde im
Rahmen dieser Arbeit nicht weiter verfolgt.
• Eine weitere treibende Kraft könnte weitere Informationen liefern, ob die
KG Mobilität eine intrinsische KG Eigenschaft ist, oder durch die Wahl
der Art der treibenden Kraft beeinflusst werden kann. Bisherige Verglei-
che leiden darunter, dass sie unter unterschiedlichen Randbedingungen
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oder mit den fehlerbehafteten alten Formulierungen von künstlichen trei-
benden Kräften durchgeführt wurden.
4.4 Simulationsbedingungen
4.4.1 Energieerhaltung
Während des Verlaufs dieser Arbeit wurden sowohl unterschiedliche treibende
Kräfte, als auch unterschiedliche Potentiale, Materialien und Randbedingun-
gen getestet. Zu Beginn dieser Arbeit stand nur eine treibende Kraft implemen-
tiert zur Verfügung (Janssens Kraft, Abschnitt 4.3.2), die anderen beschrie-
benen Kräfte (SCODF, Abschnitt 4.3.3 und ECO, Abschnitt 4.3.4) wurden
erst im Rahmen dieser Arbeit entwickelt. Diese Entwicklung wurde nötig, da
vielfach synthetische treibende Kräfte in dieser Arbeit eingesetzt wurden. We-
gen der sich dabei ergebenden Inkonsistenzen wurde ein spezieller Fokus auf
die Energieerhaltung dieser synthetischen treibenden Kräfte gelegt. Sämtliche
durch die synthetische Kraft in das System eingebrachte Energie sollte in ki-
netische sowie potentielle Energie der MD Simulation umgewandelt werden.
Dies resultiert in einer Erhöhung der Temperatur, wenn kein Thermostat ein-
gesetzt wird um die Temperatur konstant zu halten. Um die Energieerhaltung
zu quantifizieren wurde die in das System eingebrachte Arbeit W mit dem
Energiezustand des Gesamtsystems E aller Atome j verglichen:
W (t) =
X
j
tZ
0
~Fj (t
0)~vj (t0) dt0 (4.26)
Dabei beschreibtW (t) die an dem System durch die Kraft F verrichtete Ar-
beit. Dazu wird für jedes Atom i die Arbeit Wi = ~Fi ~si berechnet. Die Strecke
~si ist dabei äquivalent zu dem in Formel 4.26 angegeben ~si = ~vi (t0) dt0. Dabei
ist es wichtig, Kraft ~Fi(t0) und Geschwindigkeit ~vi(t0) zum selben Zeitpunkt
t0 zu berechnen. Durch das in LAMMPS verwendete numerische Integrations-
schema der MD Simulation (Verlocity Verlet) werden Beschleunigungen und
Geschwindigkeiten einen halben Integrationszeitschritt versetzt berechnet. Da-
her muss zunächst die Geschwindigkeit jedes Atoms unter Berücksichtigung der
aktuellen Beschleunigung aktualisiert werden.
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Die Energie E(t) beschreibt die durch die treibende Kraft hinzugefügte poten-
tielle Energieänderung ab dem Zeitpunkt t0.
E (t) =
X
j
uj (t) 
X
j
uj (t0) (4.27)
In einer physikalisch realistischen Simulation sollte W (t) = E(t) gelten, im
Rahmen der numerischen Genauigkeit.
Um dies für Simulationen der unterschiedlichen treibenden Kräfte zu überprü-
fen wurden spezielle Simulationen mit NVE Randbedingungen durchgeführt.
Dafür wurden Thermo- und Barostat ab dem Zeitpunkt t0 ausgeschaltet. Bis zu
dieser Zeit wurden Temperatur und Druck in der Simulationsbox gleichmäßig
eingestellt und der Betrag der treibenden Kraft langsam gesteigert.
4.4.2 Korngrenzenmobilität
Molekulardynamiksimulationen von Korngrenzenmobilitäten wurden in dieser
Arbeit stets an Bikristallsystemen durchgeführt. Diese enthalten jeweils eine
CSL Großwinkelkorngrenze im Fall von offenen Enden der Simulationsbox. Im
Fall periodischer Randbedingungen in allen Raumdimensionen enthalten sie
zwei äquivalente KG. Diese werden durch den Einsatz einer der in Abschnitt
4.3 beschriebenen künstlichen treibenden Kräfte angetrieben. Die Stärke der
Kraft p = u0/
 ist dabei proportional zu der eingesetzten Potentialdifferenz u0
pro Atomvolumen 
 (physikalisch ist die ”treibende Kraft“ ein Druck). Sämt-
liche Simulationen wurden mit verschiedenen Beträgen von u0, bei anderweitig
gleichen Randbedingungen durchgeführt. Dies ermöglicht die Bestimmung der
Korngrenzengeschwindigkeit v(p) in Abhängigkeit der treibenden Kraft. Dies
ist wie in Abschnitt 4.2.3 beschrieben notwendig, um die Mobilität nach Glei-
chung 4.8 zu bestimmen, da die v(p) Abhängigkeit nicht notwendigerweise line-
ar ist. Die jeweiligen Beträge von u0 sind für unterschiedliche Elemente und KG
verschieden; sie werden so angepasst, dass die KG in der Simulationszeit eine
Bewegung zeigt. Außerdem wurde diese Art von Simulationen neben unter-
schiedlichen Arten und Beträgen von treibenden Kräften für unterschiedliche
Elemente, Potentiale, Korngrenzen und anderen Randbedingungen berechnet.
Die genauen Randbedingungen sind von Fall zu Fall in den jeweiligen Unter-
abschnitten beschrieben.
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Die MD Simulations-Software LAMMPS [89, 1] wurde für sämtliche Simula-
tionen genutzt. Diese Software erlaubt den direkten Vergleich zwischen der
treibenden Kraft Implementation von Janssens. SCODF und ECO Kraft wur-
den in ähnlicher Weise implementiert. Ausserdem stellt es zahlreiche bereits für
vielfache Anwendungen validierte Standard-MD-Werkzeuge sowie MD-Potentiale
zur Verfügung.
Zur Auswertung der Simulationen wurden zunächst in allen Fällen die Korn-
grenzenpositionen in Abhängigkeit der Zeit bestimmt. Dazu wurde der Ori-
entierungsparameter der jeweiligen eingesetzten treibenden Kraft genutzt. Die
jeweiligen Schwellwertparameter wurden dazu so gewählt, dass es stets mög-
lich war, KG Atome von Atomen der Kristalle zu trennen. Die aktuelle Korn-
grenzenposition ergibt sich damit als Mittelwert der Ortskoordinaten der KG
Atome. Zusätzlich wurde ein zeitliches Verfolgen der KG Position eingesetzt,
in dem die aktuelle Position der KG nicht zu weit von ihrer Position im letz-
ten Zeitschritt abweichen durfte. Dies erhöht die Genauigkeit und ermöglicht
ebenfalls das Trennen der KG in den Fällen, bei denen zwei KG in der Simu-
lation enthalten waren.
Es wurden stets mehrere Simulationen für dieselbe Kraft p durchgeführt. Bis
auf die zufällige Initialisierung der Anfangsgeschwindigkeiten jedes Atoms wur-
den dabei die Randbedingungen nicht verändert. Dies erlaubt es, sowohl eine
Durchschnittsgeschwindigkeit als auch die Standardabweichung der Geschwin-
digkeitsbestimmung zu ermitteln. Die Durchschnittsgeschwindigkeit wurde stets
als v = Pi si/P ti berechnet. Dabei beschreibt si die zurückgelegte Strecke
der KG senkrecht zu ihrer Oberfläche in der Zeit ti.
Das in Gleichung 4.8 angegebene Aktivierungsvolumen V und die Mobilität m
wurden durch least-square-fitting von Gleichung 4.5 an die durchschnittlichen
simulierten Geschwindigkeiten ermittelt. Fehlergrenzen für Mobilität und Ak-
tivierungsvolumen wurden durch Fitten von Gleichung 4.5 an alle v(p) Paare
unter Berücksichtigung ihrer jeweiligen maximalen Fehler ermittelt. Eine Va-
riation in einer der simulierten Geschwindigkeiten kann einen großen Einfluss
auf die berechneten Mobilitäten haben. Sollte beispielsweise die Geschwindig-
keit für niedrigere treibende Kräfte nach unten während die Geschwindigkeiten
für höhere treibende Kräfte nach oben abweichen, resultiert dies in einer be-
sonders hohen Krümmung der gefitteten Gleichung 4.5, und damit in einer ge-
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ringen Mobilität. Um diese Fehlerfortpflanzung zu berücksichtigen, wurde jede
simulierte KG Geschwindigkeit um ihre Standardabweichung entweder erhöht
oder abgesenkt, und Gleichung 4.5 wurde für alle Geschwindigkeitskombina-
tionen neu gefittet. Die niedrigsten und höchsten gefundenen Mobilitätswerte
wurden dann als Fehlergrenzen für m benutzt.
4.4.2.1 Acht Referenzkorngrenzen
Das Simulations-Setup besteht aus Simulationszellen in einer Größe von et-
wa 10000 Atomen. Sie sind periodisch in jede Richtung und mit zwei KFZ
Kristallen gefüllt, beide um einen Winkel /2 zur zentralen Symmetrieebene
gedreht. Dies resultiert in zwei KG in der Simulationszelle, einer mit einem
Winkel  in der Mitte und einer mit dem Winkel   an der periodischen
Grenze. Diese Konfiguration unterdrückt potenzielles shear-coupling während
der KG Bewegung. Dies wurde als der technisch relevante Fall für diese Simula-
tionen angesehen, da in Vielkristallen eine auf diesen Mechanismus beruhende
Kornbewegung so gut wie immer durch Nachbarkörner unterdrückt wird. Die
Winkel wurden so gewählt, dass acht CSL <1 1 1> Großwinkelkorngrenzen
(Tabellen 4.3, 4.2) gebildet wurden.
Simulationen an diesen KG wurden ausschliesslich mit der SCODF (Abschnitt
4.3.3) durchgeführt. Nur in einer Ausnahme wurde die Kraft von Janssens für
einen Vergleich genutzt.
Die Simulation wurde mit einer quasi-statischen Energieminimierung des Sys-
tems begonnen, gefolgt von einer Initialisierung des Systems mit einer zu-
fälligen Geschwindigkeitsverteilung, welche der gewünschten Temperatur ent-
spricht. Darauf folgt ein Equilibrierungszeitraum, in dem die künstlich hinzuge-
fügte Energie u0 langsam auf den gewünschten Wert gesteigert wird. Würde die
künstliche Kraft schlagartig eingeschaltet, entstünde eine Schockwelle, welche
durch die Simulationsbox läuft, bis sie später gedämpft wird. Dieser anfäng-
liche Schock kann potenziell unphysikalische Sprünge der KG auslösen. Wäh-
rend der Simulation wurde das isothermisch-isobarische Ensemble (NPT) mit
einem Nose-Hoover Thermo- und Barostat genutzt. Ein Zeitschritt von einer
Femtosekunde wurde eingesetzt. Die Simulationen wurden für -Eisen, Kupfer
und Aluminium mit einer KFZ Struktur, aber zu unterschiedlichen chemischen
Eigenschaften durchgeführt. Wegen der Nutzung unterschiedlicher chemischer
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Elemente wurde die Temperatur der Simulationen als 80% des Schmelzpunk-
tes des jeweiligen Elements gewählt. Dies resultierte in einer Temperatur von
750K für Aluminium, von 1091K für Kupfer und 1455K für Eisen. Eisen be-
findet sich bei dieser Temperatur im Bereich der stabilen -Eisen Phase. Der
Anfangswert des Zufallsgenerators zur Erstellung der Geschwindigkeitsvertei-
lung wurde zur Prüfung der Reproduzierbarkeit der Simulationen zwischen ein-
zelnen Simulationen verändert. KG Geschwindigkeiten wurden für etwa fünf
Beträge der treibenden Kraft berechnet.
Die Stapelfehlerenergie sf ist eine der wichtigsten physikalischen Eigenschaf-
ten mit einem potenziellen Einfluss auf die KG Mobilität. Aluminium hat
eine sehr hohe Stapelfehlerenergie mit Werten von 160mJ/m2 bis 200mJ/m2
[79] während Kupfer eine niedrige Stapelfehlerernergie von 40mJ/m2 [45] auf-
weist und Eisen mit 140 40mJ/m2 [85] zwischen diesen Werten liegt. Für
einen besseren Vergleich ist es sinnvoll, die relative Stapelfehlerenergie zu be-
trachten, indem die individuellen Stapelfehlerenergien durch Schermodul  und
Burgersvektor b des individuellen Elements geteilt wird. Diese relative Stapel-
fehlerenergie rel = sfb ist umgekehrt proportional zu der relativen Aufspal-
tungsweite d/b von Versetzungen d/b   1rel . Die relativen Stapelfehlerenergien
sind 24:2 10 4, 6:7 10 4 und 3:3 10 4 für Al, Fe und Cu.
Zusätzlich wurden verschiedene MD Potentiale für jedes dieser Materialien
eingesetzt, um den durch den Einsatz dieser Näherung unausweichlich ent-
stehenden Fehler abzuschätzen. Für jedes der Materialien wurde ein MEAM
Potential (Abschnitt 2.1.1.2) mit den Parametern von Lee et al. [62, 63, 53],
für Eisen zusätzlich ein Bond-Order Potential [80] (Abschnitt 2.1.1.3), für
Kupfer und Aluminium ein EAM Potential (Abschnitt 2.1.1.1) von Zhou et
al. [134] zum Vergleich eingesetzt. Parameter-Dateien für das Potential von
Zhou et al. sind bereits in der LAMMPS Distribution enthalten. Parameter
für die Al, Fe und Cu MEAM Potentiale und das Bond-Order Potential wur-
den aus ihren entsprechenden Publikationen entnommen und soweit nötig in
das LAMMPS Datenformat überführt. Eine Evaluierung der Potentiale auf
ihre korrekte Funktionsweise in LAMMPS ist in Abschnitt 4.4.4 zu finden.
Im Fall des Eisen-Potentials sind beide Potentiale gut geeignet, um unter-
schiedliche Eisenphasen zu beschreiben. Im Fall von Kupfer und Aluminium
wurde das EAM Potential hauptsächlich gewählt, da es direkt in LAMMPS
137
verfügbar war. Diese Potentiale wurden nicht jeweils für das reine Element op-
timiert, sondern für eine Kompatibilität mit einem größeren Legierungssystem.
Daher kann erwartet werden, dass diese EAM Potentiale höhere Abweichun-
gen in allen Materialeigenschaften zulassen als andere Potentiale. Dies kann
als eine Möglichkeit genutzt werden, den maximalen Fehler, entstanden durch
Wahl eines ungeeigneten Potentials, abzuschätzen.
4.4.2.2 Mendelev Korngrenze
Um die neu eingeführten treibenden Kräfte (SCODF, ECO) zu testen und
mit bereits vorhandenen Ansätzen zu vergleichen, wurden sie in Simulationen
des von Medelev et al. [68] vorgeschlagenen ”Referenzfalls“ eingesetzt. Dieser
wurde speziell eingeführt, um treibende Kräfte zur Ermittlung von Korngren-
zenmobilität miteinander zu vergleichen. Verschiedene Methoden wurden be-
reits an diesem Referenzfall getestet und ihre Ergebnisse stimmen bisher im
Rahmen ihrer Genauigkeit miteinander überein. Das Zusatzdatenmaterial der
Publikation zu diesem Referenzfall [68] wurde genutzt, um absolut gleichwer-
tige Simulationsbedingungen zu erhalten. Das Material besteht aus 4 Dateien
mit dem Referenz-Setup, einer 5 KG, deren Grenzfläche aus den (1 0 7)
und (1 0 1) Flächen zweier KFZ Kristallen besteht. Die Randbedingungen der
Simulationsbox sind periodisch in den Richtungen der KG Fläche und offen
senkrecht zu dieser Oberfläche. Die vier individuellen Dateien enthalten diesel-
be Geometrie, aber leicht unterschiedliche atomare Positionen durch Tempera-
turfluktuationen. Diese vier unterschiedlichen Anfangsbedingungen wurden in
aufeinander folgenden Simulationen genutzt, um statistische Variationen in der
KG Geschwindigkeit zu ermitteln. Es wurde das kanonische Ensemble (NVT)
genutzt und die Temperatur von 800K wurde für 25 ps abgeglichen, bevor
die entsprechende treibende Kraft eingeschaltet wurde. Aufgrund der freien
Randbedingungen in einer Raumdimension konnten nur SCODF und ECO
Kraft zur Ermittlung der KG Mobilität in diesem System eingesetzt werden.
Die Asymmetrie der Janssens Methode würde eine Fixierung der Enden der
Simulationsbox erfordern, andernfalls wird die gesamte Simulationsbox durch
die eingesetzte Kraft beschleunigt. Dies widerspräche jedoch dem Ansatz eines
exakten Vergleichs. Der einzige Unterschied zum ursprünglichen Simulations-
Setup von Mendelev et al. war ein verringerter Simulationszeitschritt auf 1 fs.
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Diese Änderung verbessert geringfügig die Energieerhaltung der SCODF und
ist für den Einsatz der ECO Kraft ebenfalls nötig. Weitere Details zu dem
Simulations-Setup für dieses Nickel Referenzsystem kann der Publikation ent-
nommen werden [68].
4.4.2.3 Antithermische Korngrenze
Eine weitere Simulation mit der ECO Kraft wurde an einer 7 (12 3 1)(9 8 3)
KG durchgeführt, welche zuvor von Homer et al. [44] untersucht wurde. Die-
se KG kann im Zusatzmaterial der Publikation unter ID 220 gefunden wer-
den. Die KG wurde wegen ihres interessanten thermischen Verhaltens für die
Simulation gewählt, eine höhere KG Mobilität für niedrigere Temperaturen.
Um dieses Verhalten auch mit einer anderen treibenden Kraft zu überprüfen
wurden die Mobilitäten zwischen 600K und 1400K sowohl für ECO Kraft
als auch Janssens Kraft bestimmt. Es wurden fünf verschiedene Energien pro
Atom in gleichmäßigen Schritten zwischen 0:005 eV und 0:025 eV eingesetzt.
Um statistische Variationen der KG Geschwindigkeit zu ermitteln, wurden
sechs aufeinander folgende Simulationen mit unterschiedlicher Initialisierung
der Atomgeschwindigkeiten durchgeführt. Die KG Fläche ist entlang der YZ-
Ebene der Simulationsbox orientiert, die Randbedingungen sind periodisch in
diesen Richtungen. Die Anfangsposition der KG ist bei etwa 30% der Boxlän-
ge in X-Richtung, um der KG Raum zur Durchquerung der Simulationsbox
zu geben. Die Randbedingungen sind offen in dieser Richtung, jedoch wurden
die äußersten Atomschichten fixiert. Dies ist notwendig, um eine Beschleuni-
gung des gesamten Kristalls unter Einsatz der Janssens Kraft zu verhindern.
Die ECO Kraft übt im Mittel keine Kraft auf den Kristall aus, jedoch wur-
den dieselben Randbedingungen gewählt, um die Simulationen unter möglichst
gleichen Bedingungen durchzuführen. Alle Simulationsbedingungen wurden so
genau wie möglich der Untersuchung von Homer et al. angepasst. Das MD
Potential ist ein Nickel EAM Potential, entwickelt von Foiles und Hoydt [36].
Die Simulation nutzt das kanonische Ensemble (NVT) mit einem Zeitschritt
von 1 fs. Weitere Details über das Simulations-Setup können in der zugehörigen
Publikation gefunden werden [44].
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4.4.2.4 Thermodynamisch freie Energie
Die treibende Kraft p wurde im Fall der SCODF (Abschnitt 4.4.2.1) als p =
u0/
 aus der Energiedifferenz u0 zwischen den zwei Kristallen und dem Atom-
volumen 
 berechnet. Für die restlichen Simulationen wurde berücksichtigt,
dass u0 nicht notwendigerweise die thermodynamisch freie Energie repräsen-
tiert, sondern nur eine Näherung. Als Folge von Gleichung 4.21 kann der Be-
trag der künstlich zugefügten Energie bei erhöhter Temperatur leicht unterhalb
des beabsichtigten Wertes von u0/2 liegen. Dies ist sogar für einen Einkristall
mit übereinstimmender Orientierung der Fall, da der Kristall der Kraft leicht
nachgibt. Die freie Energie G kann durch einen Lambda Integrationsansatz
berechnet werden, wie zuvor von Olmsted et al. [82] durchgeführt.
G =
Z u0
0
1
u
huiu0=udu (4.28)
Dabei beschreibt hiu0=u den Erwartungswert, wenn das eigentliche Potential
den Wert u0 = u hat, u ist die Integrationsvariable und u0 ist der Wert mit
dem der freie Energieunterschied berechnet wird. Werte für den Effizienzfaktor
 = G/u0 sind in Tabellen 4.5 und 4.6 für die Janssens und ECO Kraft für
zwei KG aufgelistet.
Die Berechnung der thermodynamisch freien Energie ist hauptsächlich für die
Standardparameter der Janssens Kraft notwendig. Die Parameter l = f und
h = (1   f) mit f = 0:25 führen dazu, dass in den meisten Fällen Kristall-
und Korngrenzenatome nicht korrekt getrennt werden, sondern Kristallatome
ebenfalls eine Kraft erfahren. Dies senkt die mittlere freie Energie und fügt der
treibenden Kraft p eine Temperaturabhängigkeit p(u0; T ) hinzu. Dieser Effekt
kann jedoch durch eine korrekte Wahl der Schwellwerte größtenteils vermieden
werden, wie für die ECO Kraft demonstriert wird (Tabellen 4.5 und 4.6).
4.4.3 Phasenumwandlung
Wie in Kapitel 4.2.2 bereits aufgeführt, wird bei der Simulation von KG Mo-
bilität für einige KG eine kritische Temperatur Tc gefunden, bei der sich der
Bewegungsmechanismus verändert. Diese kritische Temperatur kann aus MD
Simulationen der KG Mobilität über einen großen Temperaturbereich gewon-
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nen werden. Aus der Literatur und eigenen Beobachtungen aus neuen Simula-
tionen ergibt sich folgendes Bild: Unterhalb einer kritischen treibenden Kraft
pc und oberhalb der kritischen Temperatur Tc bewegt sich die KG mit einer
konstanten Geschwindigkeit, welche eine lineare Abhängigkeit von der treiben-
den Kraft zeigt. Die Mobilität ist damit unabhängig von der treibenden Kraft
und besitzt nur eine geringe Temperaturabhängigkeit. Die resultierende Migra-
tionsenthalpie HM ist kleiner als experimentell bestimmt, da die betrachtete
KG bereits in ihrer mobilen Phase vorliegt. Leicht unterhalb der kritischen
Temperatur liegt eine stärkere Temperaturabhängigkeit vor. Die KG benötigt
noch die zusätzliche Enthalpie HF , um den Übergang in ihre bewegliche Phase
zu vollführen. So ergibt sich die maximale Aktivierungsenthalpie HF+M der
KG für die treibende Kraft p = 0. Knapp unterhalb von Tc kann jedoch durch
Erhöhen der treibenden Kräfte bis p < pc dasselbe Verhalten wie oberhalb der
kritischen Temperatur erzwungen werden, für p = pc erhält man so denselben
Mechanismus, sowie dessen Temperaturabhängigkeit. Schematisch ist dies in
Abbildung 4.7 dargestellt.
Dies lässt sich durch zwei unterschiedliche Zustände der KG erklären. In
ihrem niederenergetischen Ausgangszustand ist die KG flach und unbeweglich.
Für eine Bewegung der KG muss sie mindestens temporär in einen angeregten
mobilen Zustand überführt werden. Oberhalb der kritischen Temperatur be-
findet sich die KG permanent im angeregten Zustand, während bei niedrigeren
Temperaturen die KG stets nur kurz angeregt wird. Dies bewirkt den in MD
beobachteten Wechsel von einer Sprunghaften zu einer kontinuierlichen Bewe-
gung der KG bei steigender Temperatur. Dieser Phasenübergang der KG wird
als erster Art angenommen [38].
Die Berechnung von KG Mobilitäten über einen großen Temperaturbereich ist
jedoch relativ aufwändig. Da HM klein gegenüber HF zu sein scheint, ist der
ganze Prozess der KG Migration hauptsächlich durch HF bestimmt. Daher
wäre es sehr Nützlich diese Energie aus einer Strukturänderung der KG bei
der kritischen Temperatur bestimmen zu können.
Dazu wurde ein Bikristallsystem mit periodischen Randbedingungen in allen
drei Raumdimensionen erzeugt. Die zwei entstehenden KG Flächen befanden
sich zu Beginn der Simulation bei 1/4 und 3/4 der Z-Dimension der Simula-
tionsbox und waren beide komplett flache CSL KG. Während der Simulation
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Abbildung 4.7: Schematische Darstellung der Temperatur- und Triebkraftab-
hängigkeit der KG Mobilität. Oberhalb einer kritischen Temperatur Tc, der
Aufrauungstemperatur, befindet sich die KG in einem mobilen Zustand. Un-
terhalb dieser Temperatur muss zunächst eine Phasenumwandlung der KG
erfolgen; dies ist in der Literatur als dynamisches Aufrauen beschrieben. Für
treibende Kräfte von p  pc kann so oberhalb und unterhalb von Tc dieselbe
Temperaturabhängigkeit beobachtet werden.
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wurde das System auf eine zuvor festgelegte Temperatur aufgeheizt, eine ge-
ringe Zeit gehalten und anschließend sehr schnell abgekühlt. Dies geschah im
isothermisch isobaren Ensemble mit einem äußeren Druck von Null. Dies wur-
de für Temperaturen von 1000K bis 2000K in 50K Schritten durchgeführt.
Ziel war es, die von der KG bei dieser Temperatur gewünschte, bzw. statis-
tisch wahrscheinliche Form auszubilden und durch ein schnelles Abschrecken
des Systems zu erhalten. Bei 0K können die Grenzflächenenergien der KG ein-
fach miteinander verglichen werden. Da dieser Vorgang eine statistische Kom-
ponente besitzt - es wird sich nicht immer dieselbe Form der KG ausbilden
- wurde das Aufheizen und Abschrecken der KG für jede Temperatur zehn-
fach durchgeführt und ein Mittelwert aus den ermittelten Grenzflächenenergi-
en bei 0K für jede der Glühtemperaturen berechnet. Ebenfalls wurden diese
Rechnungen für drei Größen der Simulationsbox durchgeführt, da zuvor eine
Abhängigkeit der Aufrauungstemperatur von der Simulationsboxgröße festge-
stellt wurde. Die drei Größen wurden mit ”klein“ (sma), ”mittel“ (med) und
”groß“ (big) bezeichnet, wobei die Seitenlängen der Simulationsbox in X- und
Y- Raumdimension bei der mittleren Größe der doppelten Länge und bei der
Größten der dreifachen Länge der kleinen Box entspricht.
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Abbildung 4.8: Funktionsweise der Simulationen: Dargestellt ist die Simulati-
onsbox mit zwei Kristallen und zwei Korngrenzen, vor der Simulation (links)
und nach der Simulation (rechts). Während der Simulation wurde die KG auf
1500K aufgeheizt, dann wieder abgekühlt. Beide Bilder zeigen das System bei
0K, der Zustand der KG bei hoher Temperatur wurde eingefroren. Dies wird
für unterschiedliche Temperaturen und Systemgrößen wiederholt durchgeführt.
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4.4.4 Potentialevaluierung
Um die Belastbarkeit der verwendeten MD Potentiale zu ermitteln, wurde die
Implementation der Potentiale in LAMMPS überprüft, als auch eine -Fläche
mit ab initio Daten verglichen.
Um die korrekte Funktionsweise sowie die Übereinstimmung der Potentiale in
LAMMPS mit der entsprechenden Publikation sicherzustellen, wurden eini-
ge Basiseigenschaften der Potentiale überprüft. Die resultierenden Werte sind
in Tabelle 4.1 aufgelistet. Die Werte dieser Basiseigenschaften weichen nur
geringfügig von den publizierten Werten ab, sodass die Kompatibilität der un-
terschiedlichen Implementationen der Potentiale angenommen wurde.
Die -Flächen der Potentiale wurden ebenfalls mit LAMMPS berechnet. Die-
se beschreiben eine Energieänderung pro Fläche bei einer Verschiebung von
zwei Kristallen zueinander. Dazu wurde ein KFZ Kristallgitter erzeugt, dessen
[1 1 0] und [1 1 2] Richtungen mit den X-,Y-Achsen der MD Simulationsbox
übereinstimmen. An einer Fläche in der XY-Ebene werden nun zwei Kristall-
hälften gegeneinender verschoben und anschliessend die Energie des Systems
minimiert. Die Atome dürfen sich dabei individuell bewegen, jedoch sind nur
Bewegungen in Z-Richtung zugelassen. Auf diese Weise lässt sich eine Energie-
änderung für jede Verschiebung in der XY-Ebene bestimmen und diese Ebene
wird in periodischen Abständen abgetastet.
Aufgrund des periodischen Aufbaus des KFZ Kristalls reicht es dabei, ei-
nen kleinen Bereich von Verschiebungen auf diese Weise zu berechnen: l1 =
a/4 p(2) in [1 1 0] und l2 = a/2 p(6) in [1 1 2] Richtung, mit der Gitter-
konstanten a. Die Größe des verwendeten Kristalls spielt bei dieser Berechnung
keine Rolle, da die Energiedifferenz pro Fläche der XY-Ebene der Simulations-
box berechnet wird.
Für die in Abschnitt 4.4.2.1 verwendeten Potentiale sind die berechneten -
Flächen in Abbildung 4.9 dargestellt. Bei einem Querschnitt entlang der [1 1 2]
Achse ohne Verschiebung entlang der [1 1 0] Achse (Abbildung 4.10) entspre-
chen die Extremstellen dieses Querschnitts der Stapelfehlerenergie und der
instabilen Stapelfehlerenergie. Der Stapelfehlerenergie entspricht der Wert des
lokalen Minimums bei etwa 1
3
l2, der instabilen Stapelfehlerenergie der Wert
bei etwa 1
6
l2. Die wahre Position der Extremstellen kann je nach Potential ge-
ringfügig abweichen.
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Die durch LAMMPS berechneten Basiseigenschaften der sechs geprüften Po-
tentiale stimmen im Rahmen der Rechengenauigkeit mit den Angaben der
jeweiligen Publikationen überein. In Tabelle 4.1 sind diese Werte aufgeführt.
Die berechneten  -Flächen (Abbildung 4.9) wurden hauptsächlich zur Bestim-
mung der Stapelfehlerenergien der Potentiale genutzt (Tabelle 4.1), jedoch
können aus ihnen auch einige qualitative Informationen gewonnen werden. Wie
erwartet ist die Form der  -Fläche für beide EAM-Potentiale sehr ähnlich, nur
der Betrag der Potentiale variiert. Dies liegt vermutlich daran, dass beide Pa-
rametersätze für dasselbe Multielementsystem optimiert wurden.
Der MEAM Formalismus zeigt eine hohe Flexibilität in seiner Parametrisie-
rung, die  -Flächen für die unterschiedlichen Elemente zeigen eine komplett
andere Struktur.
Das Bond-order Potential zeigt etwa die selben Extremwerte des MEAM-Eisen
Potentials, im Gegensatz dazu jedoch auch steilere Anstiege zu diesen Extre-
ma, sowie stark abgeflachte globale Maxima.
Dieselben Beobachtungen gelten ebenfalls für die zweidimensionalen Schnitte
entlang der [1 1 2] Richtung (Abbildung 4.10).
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Aluminium Eisen Kupfer
MEAM [63] EAM [134] MEAM [53] bond-or. [80] MEAM [63] EAM [134]
Efcc!bcc 0.118 0.061 -0.048 -0.030 0.081 0.052
Efcc!hcp 0.033 0.014 -0.018 -0.003 0.008 0.015
Ebcc!sc - - 0.984 1.149 - -
Efcc!sc 0.125 0.199 - - 0.412 0.382
Ebcc!dia - - 1.740 2.125 - -
Efcc!dia 0.946 0.575 - - 0.899 0.941

bcc 16.80 17.11 11.74 11.70 11.59 11.31

fcc 16.54 17.00 11.77 11.77 11.79 11.81

hcp 16.66 17.16 11.76 11.77 11.81 11.72

sc 17.60 19.94 13.73 14.13 13.03 13.81

dia 31.24 23.34 17.57 21.45 18.58 17.83
C11 114.35 127.10 242.17 225.01 176.16 180.42
C12 61.92 81.35 138.42 141.82 124.92 117.11
C44 31.57 36.43 121.48 128.43 81.78 70.66
Evac 0.68 0.72 1.70 1.56 1.11 1.32
usf 240 120 100 220 290 190
sf 140 70 -100 -20 40 90
Tabelle 4.1: Berechnung einiger Basiseigenschaften von MD Potentialen berechnet durch
LAMMPS. E, Differenz der Bindungsenergie für verschiedene Phasen in eV; 
, atomares Vo-
lumen für verschiedene Phasen in Å3; C, elastische Konstanten in GPa; Evac, Bildungsenergie
einer Leerstelle in eV; sf , usf , Stapelfehlerenergie und instabile Stapelfehlerenergie in mJ/m2
berechnet bei T = 0K
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Abbildung 4.9: Berechnete  -Flächen für die 6 verglichenen Potentiale mit
denen in Abschnitt 4.4.2.1 die KG Mobilität bestimmt wurde.
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Abbildung 4.10: Querschnitt durch die  -Flächen (Abbildung 4.9) entlang der
[1 1 2] Achse bei einemWert von Null entlang der [1 1 0] Achse; das kleinere der
zwei Maxima entspricht der instabilen Stapelfehlerenergie, das lokale Minimum
zwischen den zwei Maxima der Stapelfehlerenergie.
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4.5 Ergebnisse
4.5.1 Energieerhaltung
Eine Energieerhaltung innerhalb des zu erwartenden numerischen Fehlers ist
für die Janssens Kraft und die SCODF nicht gegeben. Das Verhältnis E/W
weicht oft von eins ab (Abb. 4.13) und hängt von den gewählten Parametern
h, l, der Stärke der treibenden Kraft und der KG selbst ab. Ebenfalls wur-
de eine Temperaturabhängigkeit festgestellt (Abbildung 4.12). Die mangelnde
Energieerhaltung liegt vermutlich an der wechselnden Atomnachbarschaft für
Atome innerhalb der KG. Nur die zwölf nächsten Nachbarn jedes Atoms wer-
den benutzt, um den Orientierungsparameter i (Gl. 4.9) zu berechnen, und
diese nächsten Nachbar-Atome ändern sich permanent in der ungeordneten
Struktur einer KG. Wenn die atomare Nachbarschaft sich auf diese diskonti-
nuierliche Weise verändert, ändert sich der Wert !i eines individuellen Atoms
i in einigen Fällen drastisch, dies kann oft und regelmäßig passieren.
In Abbildung 4.11, sind drei Beispiele dieser Unstetigkeit von !i für zu-
fällig ausgewählte Atome dargestellt. In einem dieser Beispiele ist die Un-
stetigkeitsstelle sehr nah an der Gleichgewichtsposition dieses Atoms (Z =
0:1Å), sodass es zahlreiche Nachbarwechsel durchführen wird, sobald thermi-
sche Fluktuationen vorhanden sind. Die auf das Atom i wirkende künstliche
Kraft ~Fi ist äquivalent zu der Steigung @ui@z auf der linken oder rechten Sei-
te der Unstetigkeitsstelle von ui (vor und nach dem Nachbarschaftswechsel).
Jedoch ist die Unstetigkeitsstelle in ui selbst nicht durch die Kraft ~Fi wieder-
gegeben (dies würde das Aufbringen einer Kraft in Form einer Deltafunktion
benötigen), daher weichen W (t) (Gl. 4.26) und E (t) (Gl. 4.27) voneinander
ab. Normalerweise verbessert sich mit kleineren Zeitschritten einer Simulation
die Energieerhaltung. Im Fall der Janssens und SCODF treibenden Kraft ist
dies jedoch nicht der Fall, die Energieerhaltung wird mit kleineren Zeitschrit-
ten sogar schlechter. Dies liegt daran, dass häufiger ein Nachbarschaftswechsel
stattfindet wenn die Zeitschrittweite der Simulation verringert wird und legt
nahe, dass tatsächlich diese Unstetigkeiten den Grund für die schlechte En-
ergieerhaltung darstellen. Sowohl Janssens Kraft als auch SCODF sind von
diesem Effekt betroffen, da sie auf einem identischen Orientierungsparameter
basieren.
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Abbildung 4.11: Künstlich hinzugefügte Energie ui/u0 der Janssens Kraft
(Gleichung 4.11) als Funktion der Atomposition für drei zufällig gewählte Ato-
me in der KG. Die Atome wurden leicht um den Wert Z in Richtung der
Z-Achse, senkrecht zur KG Oberfläche verschoben, während der Rest der Ato-
me statisch gehalten wurde. Wie in allen die Janssens Kraft benutzenden MD
Simulationen wurden nur die 12 nächsten Nachbarn berücksichtigt. Dies er-
zeugt Stufen in der Orientierungsfunktion, manchmal sogar Störungen in dem
Bereich von Z = 0:1Å um die Gleichgewichtslage.
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Abbildung 4.12: NVE Simulationen mit Janssens Kraft (Abschnitt 4.3.2) bei
verschiedenen Ausgangstemperaturen. Die Temperatur steigt während der Si-
mulationen da kein Thermostat eingesetzt wird. Das dargestellte Verhältnis der
Energien (Gleichungen 4.22 und 4.26) zeigt eine Tendenz mit der Temperatur
anzusteigen.
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Abbildung 4.13: Energieerhaltung dargestellt als E/W gegen die Simulations-
zeit für zwei KG und zwei treibende Kräfte. a), b) SCODF; c), d) Janssens.
In beiden Fällen sind sechs verschiedene Schwellwerte  (SCODF) und l; h
(Janssens) genutzt worden, um einen Überblick ihres Einflusses auf die Ener-
gieerhaltung zu gewinnen. Die SCODF verhält sich insgesamt leicht besser als
die Janssens Kraft, da die abgeschätzten Bereiche von E/W nach 50 ps etwas
kleiner ausfallen. Energieerhaltung ist jedoch ein Problem in beiden Formulie-
rungen.
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Für zwei KG, eine 7 (2 3 1) und eine 49 (5 8 3) Kippkorngrenze und das
Al-MEAM Potential wurde eine systematische Parameter-Studie für Janssens
Kraft und SCODF bei 750K durchgeführt. Für diese Studie wurden Werte im
Bereich 0:5 < l < 0:7 und 0:8 < h < 0:85 für Janssens Kraft gewählt. Zur
guten Vergleichbarkeit der Ergebnisse wurden die korrespondierenden Werte
für die SCODF als  = h   l gewählt. Ein Ausschnitt aus dieser Studie ist
in Abbildung 4.13 dargestellt. Für keine der getesteten Fälle wurde die Ener-
gie komplett erhalten, wie aus den bereits angegebenen Gründen zu vermuten
war. Für den ganzen Parameterbereich zeigen Janssens Kraft und SCODF etwa
dieselbe Qualität (oder Mangel daran) an Energieerhaltung, solange einzelne
Simulationen betrachtet werden (Abb. 4.13a) - d) ). Für beide Formulierungen
kann ein relativ konstantes Verhältnis E(t)/W (t) gefunden werden, welches
nah an Eins liegt. Jedoch scheinen die Ergebnisse der SCODF Formulierung
weniger abhängig von der Wahl des Parameters zu sein, wie die abgeschätzten
Grenzen von E/W in Abbildungen 4.13a) - d) aufzeigen. Dies liegt vermutlich
an der Definition von i, (Gl. 4.15), in der sich Unstetigkeiten in Ii und IIi
gegenseitig aufheben können.
Im Hinblick auf andere Einflüsse (siehe Abschnitt 4.6) sind diese Inkonsis-
tenzen in der Energieerhaltung jedoch vermutlich in einer zu vernachlässigen-
den Größenordnung. Für die folgenden Simulationen wurden die Schwellwerte
 = 0:15 für die SCODF und l = 0:7 und h = 0:85 für Janssens Kraft
genutzt (Gl. 4.11). Diese Schwellwerte wie in Abbildung 4.3b) und 4.4b) ge-
zeigt, stellen die besten Werte, um für alle betrachteten Korngrenzen simultan
eine befriedigende Energierhaltung zu erhalten. Im Allgemeinen kann die man-
gelnde Energieerhaltung die Mobilität etwa um einen Faktor zwei beeinflussen
(Abschnitt 4.5.1). Durch eine komplette Neuformulierung der treibenden Kraft
wurde das Problem der Energieerhaltung in der ECO Kraft behoben. Wie in
Abbildung 4.14 dargestellt bleibt die Energiedifferenz zwischen E und W für
Zeitschritte kleiner als 1 fs stets unter einigen meV. Dies gilt unabhängig von
den genutzten Parametern oder der gewählten Korngrenze.
Ausserdem weist der Orientierungsparameter der ECO Kraft für ein einzelnes
Atom, welches die Korngrenze passiert, wie gewünscht einen kontinuierlichen
Verlauf zwischen den zwei angegebenen Kristallorientierungen auf, dargestellt
in Abbildung 4.6. Dies ist ebenfalls eine starke Verbesserung gegenüber dem
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Abbildung 4.14: Der Energieunterschied der Gleichungen 4.22 und 4.26 ist
für die ersten Picosekunden einer Simulation dargestellt (Anfangstemperatur
800K). Während die Energie für die ECO Kraft erhalten bleibt und die En-
ergiedifferenz nahe Null ist, weichen die Energien für die Janssens Kraft von-
einander ab. Dieser Effekt ist je nach KG, benutzten Schwellwerten und ob
sich die KG bewegt oder nicht, mehr oder weniger ausgeprägt. Normalerwei-
se wird die Aufhäufung dieses Effekts durch den Einsatz eines Thermostats
unterdrückt, welches speziell für diese Simulationen nicht genutzt wurde.
Potentialverlauf für ein einzelnes Atom der Janssens Kraft, welcher mehrere
unterschiedlich tiefe Potentialtöpfe samt Unstetigkeitsstellen für den selben
Atompfad aufweist.
Da diese Inkonsistenzen zu Beginn dieser Arbeit nicht bekannt waren wur-
den leider zahlreiche Simulationen mit Methoden durchgeführt, die sich im
Nachhinein als möglicherweise fehlerbehaftet herausgestellt haben, wie alle Si-
mulationen dieser Art.
4.5.2 Korngrenzenmobilität
4.5.2.1 Acht Referenzkorngrenzen
Da die KG Bewegung ein statistischer Prozess ist, können während einer MD
Simulation die Anfangsbedingungen ein komplett anderes Bewegungsverhalten
auslösen, nur durch eine Änderung des Initialisierungswertes des Zufallsgene-
rators zur Erzeugung der anfänglichen Geschwindigkeitsverteilung. Während
der KG Bewegung können drei deutlich unterschiedliche Verhalten beobachtet
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Abbildung 4.15: Distanz-Zeit-Diagramme der simulierten KG Bewegung mit
linearen Fits, um die durchschnittliche Geschwindigkeit zu ermitteln. a) Die
KG bewegt sich kaum während der Simulationszeit, damit wird diese Simula-
tion von der Berechnung der KG Mobilität ausgeschlossen, da sie sich weniger
als 1 nm bewegt; b) die KG bewegt sich sprunghaft; ihre Geschwindigkeit wur-
de nicht für die Mobilitätsberechnung genutzt, da der R2 Wert zu niedrig ist;
c), d) beide Fälle zeigen lineare Bewegung nach den beschriebenen Kriterien.
werden, entweder bewegen sich die KG gleichförmig linear, sprunghaft oder
überhaupt nicht. Nur die lineare Bewegung zeigenden KG wurden in der Be-
rechnung der KG Mobilität berücksichtigt. Um die Ergebnisse der linearen Be-
wegung zu filtern wurden folgende zwei Kriterien genutzt: Erstens muss eine
KG mindestens eine Distanz von 1 nm zurückgelegt haben. Mit einer Simula-
tionszeit von etwa 500 ps pro Simulation muss die KG damit eine Geschwin-
digkeit von mindestens 2m/s aufweisen, um als beweglich zu gelten. Zweitens
muss der R2 Wert eines linearen Fits auf die Distanz-gegen-Zeit Abhängigkeit
der KG größer als ein Wert von 0:7 sein, damit eine lineare Bewegung der KG
sichergestellt ist.
Diese zwei Kriterien nicht erfüllende KG werden unter den bestehenden
Zeit- und Temperaturbedingungen als unbeweglich angesehen. Für die Simu-
lationen mit identischen Parametern (bis auf den Wert des Zufallsgenerators),
welche eine Bewegung der KG zeigten, wurden die zurückgelegten Distanzen
und benötigten Zeiten addiert, um eine durchschnittliche Geschwindigkeit zu
erhalten. Ebenfalls wurde für eine Fehlerabschätzung die Standardabweichung
für die individuellen KG Geschwindigkeiten berechnet.
Es wurden Mobilitäten für drei Elemente (Al, -Fe, Cu) und zwei MD Po-
tentiale verschiedenen Typs für jedes Element berechnet. Die Ergebnisse sind
in Abbildung 4.17 und Tabellen 4.2 bis 4.4 zusammengestellt. Insgesamt zei-
gen die Mobilitäten eine starke Variation. Dies ist sowohl für den Vergleich
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Abbildung 4.16: Geschwindigkeits-Kraft-Diagramme für alle acht verschiede-
nen KG Misorientierungen für das Fe-MEAM Potential. Jeder dargestellte
Wert ist ein harmonischer Mittelwert aus bis zu zehn verschiedenen Simulatio-
nen, die Fehlerbalken zeigen die Standardabweichungen. Einige Werte fehlen,
da sie durch die in Abschnitt 4.5.2.1 beschriebenen Kriterien gefallen sind.
zwischen verschiedenen Elementen als auch für den Vergleich von verschiede-
nen MD Potentialen des selben Elements zutreffend. Im Fall von Aluminium
sind für das EAM Potential fast alle KG beweglich, während nur die 7, 49
und 19 KG für das MEAM Potential beweglich sind. In zwei der drei Fälle
sind die Mobilitäten sogar ähnlich. Jedoch besteht für die anderen fünf von
acht KG keinerlei Übereinstimmung, die Mobilitäten für das MEAM Poten-
tial lagen unterhalb des Mobilitätslimits der Simulationen. Für Eisen zeigen
die zwei unterschiedlichen Potentiale bessere Übereinstimmung. Fünf der acht
Eisen KG stimmen gut überein, jedoch zeigen die anderen drei große Abwei-
chungen. Die größten Unterschiede zwischen den MD Potentialen wurden in
den Simulationen mit Kupfer gefunden. Während das MEAM Potential keine
Mobilität vorhersagt mit Ausnahme der 13 32.2 GB, bei der die Mobilität
sehr klein ist, haben alle KG eine hohe Mobilität für das EAM Potential. Für
die Abhängigkeit der Mobilität vom Misorientierungswinkel kann keine klare
Tendenz für Elemente oder Potential beobachtet werden.
Eine erhöhte Größe der Simulationsbox parallel zur KG und die Wahl von ent-
weder Janssens oder SCODF Kraft scheint die resultierende Mobilität nicht
signifikant zu beeinflussen, wie in Abbildung 4.18 dargestellt ist.
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Abbildung 4.17: Korngrenzenmobilität von <1 1 1> Großwinkelkorngrenzen
in Abhängigkeit des KG Misorientierungswinkels, berechnet für verschiedene
Materialien und Potentiale. Die Diagramme haben unterschiedliche Mobilität-
sachsen. a) Aluminium: Für MEAM und EAM Potentiale sind nur die Werte
von 7 und 49 KG in derselben Größenordnung, die meisten MEAM Werte
waren unterhalb der Mindestmobilität; b) Eisen: Für die meisten Fälle stimmen
die durch MEAM und Bond-order Potential berechneten Werte innerhalb der
Fehlergrenzen überein. c) Kupfer: Fast keine Mobilität wurde für das MEAM
Potential gefunden, hingegen zeigt das EAM Potential eine hohe Mobilität für
alle Misorientierungswinkel.
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Aluminium MEAM [63] EAM [134]
 Ebene  () n Lx Ly Lz mAl VAl mAl VAl
31 (5 6 1) 17.9 15624 49.1 55.2 95.7 < 1 - 13.49 13.3
21 (4 5 1) 21.8 10080 45.5 35.1 105.0 < 1 - 29.54 0.0
13 (3 4 1) 27.8 7800 32.7 38.4 103.3 < 1 - 63.18 0.0
13 (5 7 2) 32.2 9365 35.1 41.3 107.3 < 1 - 25.12 9.8
7 (2 3 1) 38.2 9408 37.1 39.7 106.1 51.75 1.0 62.82 0.0
49 (5 8 3) 43.6 8232 28.4 40.1 120.3 20.77 8.3 59.81 0.8
19 (3 5 2) 46.8 7296 28.1 43.2 99.9 1.57 21.1 42.96 0.0
37 (4 7 3) 50.6 10656 28.1 60.3 104.5 < 1 - 41.82 1.1
Tabelle 4.2: , Misorientierungswinkel; , die reziproke Koinzidenzdichte; n,
Zahl der Atome in der Simulationszelle; Lx; Ly; Lz, Dimensionen der Simula-
tionszelle in Å; m, simulierte KG Mobilität in 1 10 8m4J 1s 1; V , durch-
schnittliches Aktivierungsvolumen in Atomvolumen, 
Al =16:66 10 30m3
-Eisen MEAM [53] bond-or. [80]
 Ebene  () n Lx Ly Lz mFe VFe mFe VFe
31 (5 6 1) 17.9 15624 43.8 49.2 85.3 3.01 5.2 < 1 -
21 (4 5 1) 21.8 10080 40.5 31.3 93.6 0.89 7.1 < 1 -
13 (3 4 1) 27.8 7800 29.1 34.2 92.0 0.40 9.7 0.29 10.5
13 (5 7 2) 32.2 9365 31.3 36.8 95.6 6.39 1.7 0.63 8.8
7 (2 3 1) 38.2 9408 33.1 35.4 94.6 1.83 4.7 0.98 6.1
49 (5 8 3) 43.6 8232 25.3 35.7 107.2 2.65 3.8 2.80 3.3
19 (3 5 2) 46.8 7296 25.0 38.5 89.0 1.34 7.7 1.98 5.0
37 (4 7 3) 50.6 10656 25.0 53.8 93.2 2.94 6.1 2.73 4.5
Tabelle 4.3: Wie in Tabelle 4.2, 
Fe = 11:77 10 30m3
158
Kupfer MEAM [63] EAM [134]
 Ebene  () n Lx Ly Lz mCu VCu mCu VCu
31 (5 6 1) 17.9 15624 43.8 49.2 85.3 < 1 - 2.48 13.9
21 (4 5 1) 21.8 10080 40.5 31.3 93.6 < 1 - 5.79 7.4
13 (3 4 1) 27.8 7800 29.1 34.2 92.0 < 1 - 12.57 2.6
13 (5 7 2) 32.2 9365 31.3 36.8 95.6 1.21 1.1 8.97 3.8
7 (2 3 1) 38.2 9408 33.1 35.4 94.6 < 1 - 16.94 0.03
49 (5 8 3) 43.6 8232 25.3 35.7 107.2 < 1 - 15.32 0.01
19 (3 5 2) 46.8 7296 25.0 38.5 89.0 < 1 - 14.71 0.4
37 (4 7 3) 50.6 10656 25.0 53.8 93.2 < 1 - 14.90 0.35
Tabelle 4.4: Wie in Tabelle 4.2, 
Cu = 11:81 10 30m3
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Abbildung 4.18: Mobilitäten simuliert mit dem Al-MEAM Potential [63]
für verschiedene Koinzidenzpunktgitter KG in Abhängigkeit des Misorientie-
rungswinkels gezeigt für: a) verschiedene Simulationsboxgrößen mit SCODF,
b) SCODF und Janssens Kräfte für kleine Simulationsboxgröße. In a) steht
small für die Boxgröße die in Tabelle 4.2 angegeben ist, large für eine Box
dessen KG Fläche in beide Dimensionen verdoppelt wurde. Innerhalb der Ge-
nauigkeit beeinflusst weder die Größe der Simulationsbox noch der Typ der
treibenden Kraft die Mobilität. Die Kreise in a) und b) entsprechen denselben
Bedingungen (small, SCODF), aber es wurden neue Simulationen mit anderen
Startwerten für den Zufallsgenerator durchgeführt. Daher stimmen die Mobi-
litäten nur innerhalb ihrer Genauigkeit überein.
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4.5.2.2 Mendelev Korngrenze
Sowohl SCODF als auch ECO Kraft wurden am Mendelev Referenzfall ge-
testet. Für die SCODF wurden lineare glatte Distanz-Zeit Abhängigkeiten
festgestellt. Dies ist vermutlich auf eine Aufrautemperatur deutlich unterhalb
der Simulationstemperatur zurückzuführen. Die Simulation ergab einen Mo-
bilitätswert von 20:0 3:0ms 1GPa 1 für diese Nickel KG. Dieses Ergebnis
stimmt innerhalb der berechneten Genauigkeit mit beiden durch Medelev et
al. berechneten Werten überein.
Für die ECO Kraft wurde die Simulation unter Variation der Parameter Rcut
und  durchgeführt. Es wurde eine Mobilität von m = 20:54m/s/GPa für ei-
nen Cutoff-Radius von Rcut = 0:9 aNi (wobei aNi die Nickel Gitterkonstante
ist) und einen Schwellwert  = 0:5 berechnet. Die Geschwindigkeits-Kraft Dia-
gramme sind in Abbildung 4.19 dargestellt. Dieselbe Simulation wurde eben-
falls für einen kleineren Schwellwert  = 0:25 und einmal für einen größeren
Cutoff-Radius Rcut = 1:4 aNi durchgeführt, mit etwa denselben Ergebnissen
m = 20:5m/s/GPa und m = 20:8m/s/GPa. Die individuellen Geschwindig-
keiten für diese Parametervariationen sind ebenfalls in Abbildung 4.19 dar-
gestellt, da nur ein geringer statistischer Unterschied festzustellen war. Wie
in Tabelle 4.5 zu sehen, ist die Effizienz u0 = G/u0 der ECO Kraft stets
ungefähr Eins. Dies ist zu erwarten, da die ECO Kraft nach Definition Ener-
gie erhaltend ist und keine Volumenänderung während der Simulation erlaubt
ist (NVT). Ausserdem wurde der Schwellwert  so gewählt, dass nur wenige
Atome in einem Einkristall der zugehörigen Orientierung jemals eine Kraft ~Fj
erfahren. Mit einem kleineren Wert , erfahren noch weniger Atome eine solche
Kraft, daher nähert sich die Effizienz noch näher an Eins an (siehe Tab. 4.5).
Ebenso wird mit einem größeren Cutoff-Radius Rcut, die Zahl der Atome, die
eine Kraft erfahren drastisch reduziert, wie in einem Vergleich der Abbildun-
gen 4.5a) und 4.5b) zu sehen ist. Auch dies nähert die Effizienz an Eins an.
Daher wurde stets u0 direkt als treibende Kraft genutzt sobald die ECO Kraft
genutzt wurde.
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Abbildung 4.19: Simulierte Geschwindigkeitswerte für verschiedene Parameter
Rcut und , angepasst an Gleichung 4.5. Weder  noch Rcut beinflussen die
Mobilität innerhalb der Fehlertoleranzen der Simulationen. Exakte Werte für
Mobilitäten und Aktivierungsvolumen jeder Simulation sind in Tabelle 4.5
angegeben.
4.5.2.3 Athermische Korngrenze
Die für verschiedene Temperaturen simulierten Mobilitäten für die betrach-
tete 7 (12 3 1)(9 8 3) KG sind in Tabelle 4.6 aufgelistet. Ebenso sind die
berechneten Effizienzen u0 für die Janssens Kraft angegeben. Diese starke
Abweichung von Eins dieser Werte hängt mit der Wahl der Parameter l und
h zusammen. Mit einer individuellen Anpassung an jede Temperatur und
Misorientierung wären Werte von u0 näher an Eins prinzipiell möglich. Je-
doch wurden stattdessen die vorgegebenen Werte l = 0:25 und h = 0:75
genutzt um größtmögliche Konsistenz mit der entsprechenden Publikation [82]
zu erhalten. Um dies zu kompensieren wurden die Effizienzen genutzt, wel-
che in Tabelle 4.6 angegeben sind, sodass effektiv die treibenden Kräfte der
thermodynamischen Integration nach Gleichung 4.28 genutzt wurden. Für die
durch die ECO Kraft berechneten Mobilitäten ist dieser Schritt nicht notwen-
dig (siehe Abschnitt 4.5.2.2). Alle berechneten Mobilitäten sind in Abbildung
4.20 in doppelt logarithmischer Darstellung, wie in der original Publikation
abgebildet. Für sämtliche Simulationen ist die durch Janssens Kraft ermittelte
Mobilität etwa einen Faktor 0.75 kleiner als eine durch ECO Kraft ermittel-
te Mobilität. Damit liegt dieser Unterschied weit ausserhalb der berechneten
Standardabweichungen der Mobilitätswerte. Bis auf die Art der treibenden
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Abbildung 4.20: Doppelt logarithmisches Diagramm der berechneten Mobili-
täten für verschiedene Temperaturen einer 7 [12 3 1]<9 8 3> KG. Die quali-
tative Temperaturabhängigkeit ist für beide treibende Kräfte ähnlich, jedoch
ist die Mobilität mit der ECO Kraft über den gesamten Temperaturbereich
höher.
Kraft sind sämtliche Randbedingungen identisch. In allen Simulationen ist die
Geschwindigkeits-Zeit Abhängigkeit linear. Das Hauptmerkmal der KG, die
ungewöhnliche Temperaturabhängigkeit (steigende Mobilität mit abnehmen-
der Temperatur) ist jedoch für beide eingesetzte treibende Kräfte qualitativ
gleich.
 Rcut 0:005 0:01 0:015 0:02 0:025 m V
0.50 0.9 0.994 0.994 0.994 0.994 0.994 20:5 6:7
0.25 0.9 0.997 0.997 0.997 0.997 0.997 20:5 6:5
0.50 1.4 0.997 0.997 0.997 0.997 0.997 20:8 6:5
Tabelle 4.5: Verwendete Parameter für die KG Mobilität für den Medelev Refe-
renzfall (Abschnitt 4.4.2.2) mit der ECO Kraft:  ist der Schwellwert, Rcut der
Cutoff-Radius in Vielfachen der Nickel Gitterkonstante, u0 = G/u0 ist die
Effizienz der treibenden Kraft (siehe 4.4.2.4), m ist die Mobilität in m/s/GPa
und V das Aktivierungsvolumen in Atomvolumen 
 = 10:9 10 30m3.
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T/[K] 0:005 0:01 0:015 0:02 0:025 mJanssens mECO
600 0.831 0.877 0.893 0.902 0.907 344 2 938 4
800 0.794 0.839 0.855 0.863 0.869 310 1 833 2
1000 0.739 0.782 0.797 0.806 0.812 279 1 677 3
1200 0.734 0.776 0.791 0.799 0.805 172 1 447 1
1400 0.589 0.626 0.640 0.650 0.657 137 1 313 1
Tabelle 4.6: Parameter mit denen die KG Mobilität mit der Janssens Kraft für
die Antithermische KG (Abschnitt 4.4.2.3 berechnet wurde. u0 = G/u0 ist
die Effizienz der Janssens Kraft (siehe 4.4.2.4) (Effizienzen der ECO Kraft wur-
den als 1 gewählt), und mJanssens und mECO sind die Mobilitäten in m/s/GPa
der jeweiligen Kräfte.
4.5.3 Phasenumwandlung
Mit dem in Abschnitt 4.4.3 beschriebenen Verfahren wurde die Grenzfläche-
nenergie der KG in Abhängigkeit der Temperatur berechnet. Der Verlauf des
Energieunterschieds E pro Fläche A ist in Abbildung 4.21 für alle drei Simula-
tionsboxgrößen dargestellt. Dabei ist zu beachten, dass der Energieunterschied
in Referenz zum perfekten Bikristallsystem bei 0K von dem die jeweiligen Si-
mulationen starten, berechnet wurde. E/A bezeichnet damit nicht die Energie
der Grenzfläche in Bezug auf das perfekte Kristallgitter. Es zeigt sich ein star-
ker Anstieg von E/A bei 1600K. Dies ist auf ein komplettes Schmelzen des
Systems bei dieser Temperatur zurückzuführen. Unterhalb dieser Temperatur
weicht die Temperaturabhängigkeit der drei Systemgrößen von einander ab.
Für das kleinste System ”sma“ bleibt E/A für den gesamten Temperaturbe-
reich bis zur Schmelztemperatur konstant. Für die beiden größeren Systeme
sinkt E/A mit steigender Temperatur. Für das größte System ”big“ nimmt
E/A im Bereich von 1000K bis 1500K kontinuierlich ab. Die mittlere System-
größe ”med“ zeigt hingegen bei einer Temperatur zwischen 1250K und 1300K
einen diskreten Sprung von E/A, bevor sie den Verlauf des ”big“ Systems
annimmt.
Der diskrete Sprung der Energie bei der mittleren Systemgröße lässt sich
auf Strukturänderungen in der KG zurückführen. Abbildung 4.22 zeigt zwei
Histogramme des Abstands der Atome vor dem und nach dem Aufheizen und
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Abbildung 4.21: Dargestellt ist der Energieunterschied pro Fläche zum sel-
ben System bei 0K in Abhängigkeit der Temperatur. ”sma“ bezeichnet die
kleinste Simulationsbox, ”med“ entspricht der doppelten, ”big“ der dreifachen
Seitenlänge parallel zur KG. Eine Ansicht der KG Fläche ist in Abbildung 4.23
dargestellt. Zwischen 1250K und 1300K zeigt E/A für die ”med“ Kurve einen
Sprung.
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Abbildung 4.22: Histogramme des Abstands der Atome von ihrer Anfangs-
position der ”med“ Kurve aus Abbildung 4.21; links T = 1250K, rechts
T = 1300K; Es ist eine deutlich ausgeprägtere Verschiebung der Atome bei
T = 1300K sichtbar.
Abkühlen. Eines der Histogramme zeigt dabei den Durchschnitt der Systeme
welche auf 1250K aufgeheizt wurden, das zweite den Durchschnitt der Systeme
mit 1300K. Es ist eine klare strukturelle Änderung der KG ersichtlich, welche
als Ursache für die Energieminimierung anzusehen ist.
Um diese näher zu charakterisieren wurde der euklidische Abstand eines
jeden Atoms gegenüber seiner Ursprungsposition in einer atomaren Darstellung
des Systems farbcodiert (Abbildung 4.23). Es zeigt sich, dass die Korngrenzen
bestrebt sind, Auswölbungen für eine Energieminimierung zu bilden. Dies ist
scheinbar für kleinere Systeme nicht oder nur bei höherer Temperatur möglich.
Eine Wiederholung der Rechnung unter identischen Bedingungen, jedoch
unter Einsatz des Eisen-Bond-Order Potentials zeigt einen gänzlich anderen
Verlauf (Abbildung 4.24). Der Energieunterschied pro Fläche steigt über den
gesamten berechneten Bereich von 1000K bis 2000K kontinuierlich an. Im
Gegensatz zum MEAM Potential schmelzen die Kristalle nicht.
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Abbildung 4.23: Blick auf die KG Flächen der drei Simulationsboxgrößen
”sma“, ”med“, ”big“; Die Atome sind nach ihrem euklidischen Abstand von
ihrer Position zu Beginn der Simulation farbcodiert. Rot symbolisiert eine gro-
ße, Blau eine sehr kleine Verschiebung. Nur in der größten Simulationsbox
bilden sich gut sichtbare ”Flecken“ aus. Es scheint eine minimale Systemgröße
zur Ausbildung der Flecken notwendig zu sein.
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Abbildung 4.24: Wie Abbildung 4.21, aber mit einem Bond-order Potential
[80]
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4.6 Diskussion
Das Ziel dieser Arbeit war eine Berechnung der KG Mobilität von Mangan
Stählen als Bindeglied zwischen atomaren ab initio Simulationen und Simula-
tionen zu Kornwachstum und Rekristallisation. Diesem Ziel stellten sich meh-
rere Probleme entgegen. Nach aktuellem Wissensstand ist bereits für einfa-
che Systeme (ein chemisches Element) die Mobilität von Großwinkelkorngren-
zen größtenteils unbekannt. So wurden die Untersuchungen an Systemen mit
drei verschiedenen reinen Elementen begonnen, welche unterschiedliche rela-
tive Stapelfehlerenergien besitzen (Abschnitt 4.4.2.1). Der Vorteil liegt in der
Homogenität des Kristallgitters, da die unterschiedlichen Stapelfehlerenergien
nicht durch ein ternäres Gemisch wie im Fall von Fe-Mn-C erreicht wurden.
An diesen Systemen wurde zunächst ermittelt, welche Ungenauigkeiten bei der
Simulation der KG Mobilität auftreten können. (Abschnitt 4.5.2.1)
Das genutzte interatomare Potential hat den größten Einfluss auf die berechne-
te KG Mobilität. Dies wird am auffälligsten, wenn die Ergebnisse verschiedener
Potentiale für dasselbe chemische Element verglichen werden, wie in Abbildun-
gen 4.17a), b), c). Verschiedene Potentiale zeigen nicht nur Unterschiede im
Absolutwert der Mobilität sondern auch in ihrer qualitativen Abhängigkeit
vom Misorientierungswinkel. Auch existiert keine qualitative Ähnlichkeit in
Potentialen desselben mathematischen Typs. Z.B. enthalten die MEAM Po-
tentiale einen Term für Dreikörperwechselwirkungen, die in EAM Potentialen
nicht enthalten sind. Die Dreikörperwechselwirkungen könnten einen wesentli-
chen Unterschied in der Korrelation der Bewegungen von Nachbaratomen be-
wirken. Daher könnte eine bestimmte Wechselwirkungsart einen bestimmten
Korngrenzenbewegungsmechanismus bevorzugen, auch unabhängig von dem
durch das Potential beschriebene Element. Jedoch zeigen sich keine solchen
Ähnlichkeiten zwischen den Misorientierungswinkelabhängigkeiten der EAM
Potentiale (Dreiecke in Abbildungen 4.17a), c) ) oder der MEAM Simulatio-
nen (Kreise in Abbildungen 4.17a), b), c) ). Der einzige globale Unterschied
liegt in einer deutlich höheren Mobilität in Simulationen durch das EAM Po-
tential für alle Elemente und Misorientierungswinkel.
Im Vergleich zu den Unterschieden der Basiseigenschaften der Potentiale (Ta-
belle 4.1) sind die Unterschiede in den Mobilitäten deutlich größer. Dies lässt
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eine starke Abhängigkeit der KG Mobilität von kleinsten Simulationsdetails
vermuten. Jedoch sind nicht alle Basiseigenschaften für alle Potentiale ähn-
lich. Besonders Stapelfehlerenergie sf und instabile Stapelfehlerenergie usf
zeigen große Unterschiede zwischen den Potentialen (Tabelle 4.1). Es wurde
versucht, eine Korrelation zwischen diesen Energiewerten bei T = 0K und
den simulierten Mobilitäten dieser Potentiale zu finden. Für die Stapelfehle-
renergie sf wurde keine Korrelation entdeckt, jedoch ist eine klare Tendenz
für die instabile Stapelfehlerenergie usf sichtbar: für alle KG in Al und Cu,
und für die meisten KG in Fe, zeigen die Potentiale mit niedrigerem usf eine
höhere KG Mobilität. Dies ist plausibel, da die Übergangsfrequenz zwischen
zwei Zuständen eines thermisch aktivierten Ereignisses sich mit einem erhöh-
ten Energiewert des Zwischenzustandes verringert. Dies könnte die Korrelation
zwischen instabiler Stapelfehlerenergie und KG Mobilität erklären.
Vermutlich ist im Besonderen die Fähigkeit eines interatomaren Potentials, die
flüssige Phase eines Elements zu beschreiben für eine korrekte Wiedergabe von
KG Eigenschaften wichtig. Zur Optimierung eines Potentials speziell für die
Simulation von KG sollte zukünftig bei der Anpassung eines simulierten Struk-
turparameters der Schmelze des entsprechenden Elementes eine hohe Priorität
eingeräumt werden.
Es ist daher für Potentiale derselben Elemente ein Unterschied zu erwarten.
Dieser kann sehr groß sein, wie für Aluminium und Kupfer sichtbar wird. Wie
bereits zuvor (4.4) erwähnt wurde das genutzte EAM Potential für ein großes
Legierungssystem optimiert und kann daher prinzipbedingt ein einzelnes Ele-
ment nicht so gut wiedergeben wie ein Potential, das nur den Eigenschaften
eines einzigen Elementes gerecht werden muss. Daher eignet es sich gut für eine
Abschätzung des maximal involvierten Fehlers. Im Gegensatz dazu wurden die
Eisenpotentiale speziell für dieses Element optimiert und sind beide aktueller
Stand der Technik. Die Mobilitätswerte dieser zwei Potentiale liegen deutlich
näher aneinander als in den anderen Fällen. Dies lässt auf weitere Potential-
optimierungen hoffen, welche die physikalische Realität exakter abbilden kön-
nen. Jedoch könnten die beobachteten Übereinstimmungen auch nur ein Zufall
sein. In Abbildung 4.17b) sind die größten Unterschiede zwischen MEAM und
Bond-order Potential in der Größenordnung von 10. Abbildung 4.26 zeigt die
zugehörige simulierte v(p) Abhängigkeit für diesen Fall, die 13 (5 7 2) 32 KG.
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Der starke Unterschied in der Krümmung der v(p) Abhängigkeit und im Ak-
tivierungsvolumen V legt einen anderen aktivierten Bewegungsmechanismus
für jedes Potential nahe. Die Simulationsbedingungen sind bis auf das Poten-
tial identisch, jedoch könnte die Aufrauungstemperatur für beide Potentiale
unterschiedlich sein. Der unterschiedliche Mechanismus würde sich erklären,
wenn in einem Fall die Simulationstemperatur über und im anderen Fall unter
der kritischen Temperatur für diese spezielle KG liegt. Leider lässt sich nicht
feststellen, welcher der beiden Fälle der physikalisch realistische ist.
Auch experimentelle Daten sind bei dieser Entscheidung nicht hilfreich. Es
liegen nur für einige wenige KG Messwerte vor, so existieren z.B. vielfältige
Messwerte zu der in dieser Arbeit berechneten 7 38.2<1 1 1> KG, jedoch
ist ein Vergleich mit Experimenten bei den anderen KG aus Abschnitt 4.4.2.1
nicht möglich. Simulierte sowie gemessene Mobilitäten zu dieser KG sind in
Abbildung 4.25 dargestellt. Molodov et al.[76] berichten eine Mobilität in ei-
nem Bereich von 5 bis 100m/s/GPa in fast komplett reinem Aluminium mit
nur 0:4 ppm Verunreinigungen (hauptsächlich Mg) und eine Aktivierungsener-
gie von 1:3 eV. Unter der Annahme, die Arrheniusabbhängigkeit der Mobilität
setzt sich bei höheren Temperaturen fort, so können diese Messdaten zu der in
dieser Arbeit verwendeten Simulationstemperatur von 750K extrapoliert wer-
den (gestrichelte Linie Abb. 4.25). In diesem Fall ergibt sich, vermutlich eher
zufällig, eine gute Übereinstimmung. Diese Annahme ist nicht gültig sollte die
Mobilität so wie in Abbildung 4.7 vermutet von der Temperatur abhängen.
Als ein allgemein gültiger Trend sind die durch Simulationen bestimmten Mo-
bilitätswerte von KG in der Regel höher als experimentell ermittelte Werte.
Dies bestätigt sich, bis auf den bereits angesprochenen Fall guter Übereinstim-
mung, für den Rest der in Abbildung 4.25 eingezeichneten experimentellen
Daten (auch nach einer Extrapolation zu 750K). Dies kann teilweise durch die
Anwesenheit von Verunreinigungen und die dadurch auftretenden Drag-Effekte
im Experiment erklärt werden. Ein weit wichtigerer Grund besteht jedoch in
den anderen experimentellen Bedingungen gegenüber den Simulationen: im
Experiment[76] wurde eine kapillare treibende Kraft eingesetzt, daher war die
KG im Gegensatz zur Simulation gekrümmt. Experimente mit flachen 7 KG
in Aluminium wurden ebenfalls veröffentlicht[77]. In diesem Fall wurde die
Mobilität von drei 7 KG, 38.2 <1 1 1>, 73.4<2 0 1>, und 135.6<1 1 2>,
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angetrieben von einer mechanischen treibenden Kraft, gemessen (kleine Ab-
weichungen der wahren Orientierung wurden hier ignoriert). Diese drei KG
sind kristallografisch äquivalent (zu einander und zu der in dieser Arbeit simu-
lierten KG), aber die Richtung der angreifenden Kraft unterschied sich. Die
Messungen belegen, dass die Bewegungsgeschwindigkeit der KG stark von der
Richtung abhängt, mit der die treibende Kraft auf die KG Fläche wirkt. Somit
ist der Bewegungsmechanismus von KG nicht eindeutig. Diese Messdaten sind
unter der Annahme, dass die gemessene Kraft auch die treibende Kraft dar-
stellt, ebenfalls in Abbildung 4.25 enthalten. Die Mobilitätswerte der flachen
KG sind je nach betrachteter KG um drei bis fünf Größenordnungen niedriger
als die Mobilität der gekrümmten KG bei gleicher Temperatur. Die experimen-
tellen Daten von Trautt et al.[114] und Gottstein und Shvindlerman[38] (Abb.
4.25) liegen ebenfalls bei gleicher Temperatur vor und unterscheiden sich um
etwa zwei Größenordnungen. Ein Vergleich mit Simulationsdaten, welche in
anderen Maßstäben, Zeitskalen und mit anderen Kräften berechnet werden ist
somit grundsätzlich schwierig.
Leider erst nach dem Einreichungstermin dieser Arbeit wurde eine Beschrei-
bung der KG Mobilität auf der Basis von zwei sequenziell ablaufenden Mecha-
nismen entwickelt [119]. Unter dieser Annahme lassen sich die Bereiche ober-
und unterhalb einer kritischen Temperatur erklären. Außerdem ergibt sich zu-
mindest für die ermittelte Aktivierungsenergie eine gute Übereinstimmung mit
den Messwerten. Die Absolutwerte der Mobilität unterscheiden sich aus den
bereits angesprochenen Gründen, z.B. der Genauigkeit des MD Potentials, wei-
terhin.
Noch deutlicher zeigt sich der Effekt des eingesetzten Potentials bei den
durchgeführten Simulationen zur Ermittlung einer Phasenumwandlung der KG
(Abschnitt 4.5.3). Während das Gesamtsystem im Fall des MEAM-Potentials
bei der erwarteten Glühtemperatur schmilzt und zuvor einige Energieminima
aufweist (Abbildung 4.21), steigt die Gesamtenergie für das Bond-order Po-
tential stetig an (Abbildung 4.24).
In diesem Fall ist der starke qualitative Unterschied zwischen den Potentialen
besonders schwerwiegend. Der Energiesprung der KG Energie für das MEAM
Potential könnte einen realen Effekt eines Phasenübergangs der KG darstellen
oder aber auch eine unrealistische Eigenart des Potentials.
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Abbildung 4.25: Experimentelle und simulierte Werte zu der Mobilität einer
7 38.2<1 1 1> KG in Aluminium.
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Abbildung 4.26: Beispiel Fits der Gleichung 4.5 an die Kraft-
Geschwindigkeitsdaten von Simulationen mit zwei verschiedenen MD
Potentialen für eine -iron <1 1 1>(5 7 2) KG. Das Fe-MEAM Potential
[53] zeigt eine fast lineare Abhängigkeit v(p), das Bond-order Potential
[80] zeigt eine nichtlineare Abhängigkeit. Der Vergleich des ermittelten
Aktivierungsvolumens lässt einen anderen Bewegungsmechanismus für jedes
Potential vermuten.
Weitere Inkonsistenten und Schwierigkeiten in der Interpretation der Da-
ten zur KG Bewegung entstehen durch die statistische Natur der thermisch
aktivierten Bewegungsprozesse. Wie bereits zuvor beschrieben (4.5.2.1) kann
zwischen sprunghafter und linearer Bewegung in Distanz-Zeit Diagrammen un-
terschieden werden. Falls keine Bewegung stattfindet gilt dies als sprunghafte
Bewegung mit einer Wartezeit zwischen zwei Sprüngen, welche größer als die
Simulationszeit ist. Unterhalb der kritischen Temperatur wird eine sprunghaf-
te und darüber eine lineare Bewegung beobachtet. In einer Zwischenzone um
diese kritische Temperatur kann die Bewegungsart jedoch auch durch stärke-
re treibende Kräfte zu einer linearen Bewegung gezwungen werden. Ebenfalls
kommt es in dieser Zwischenzone je nach zufälliger Initialisierung der Simu-
lation zu beiden Verhalten. Abbildungen 4.15c) und d) sind gute Beispiele
für unterschiedliches Verhalten bei identischen Randbedingungen in der Über-
gangszone. Der Wechsel der Bewegungsform wird einem Phasenübergang der
KG, dem Aufrauen zugeordnet [81]. Die kritische Temperatur für diesen Über-
gang ist KG abhängig, kann jedoch auch von hohen treibenden Kräften her-
beigeführt werden und wird dann als dynamisches Aufrauen bezeichnet [81].
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In den Simulationen, in denen acht KG verschiedener Materialien und Po-
tentiale verglichen wurden, war das Ziel mit 80% der Schmelztemperatur des
Materials stets über der Aufrautemperatur zu liegen. Jedoch ist diese kritische
Temperatur weder scharf definiert, noch unabhängig von Potential, KG oder
sogar der Simulationsboxgröße. Dies ist vermutlich der Grund für die zahl-
reichen Simulationen, bei denen keine KG Beweglichkeit festgestellt wurde,
besonders für die Al- und Cu-MEAM Potentiale. Bei der Optimierung eines
MD Potentials für die Berechnung von KG Mobilitäten sollte daher besonders
die korrekte Wiedergabe dieser kritischen Temperatur exakt eingestellt und
für einige KG experimentell validiert werden.
Keine KG Beweglichkeit aufzeigende Simulationen wurden von der Auswertung
ausgeschlossen, sodass nur die lineare Bewegung analysiert wurde, wie es auch
in den meisten anderen Simulationen in der Literatur gehandhabt wird. Da-
her beschreiben die angegebenen Mobilitäten und Fehler (Abb. 4.17) nur den
Bereich der linearen KG Bewegung. Neben der genutzten Mindestgeschwin-
digkeit beeinflusst auch der Filterwert R2 die resultierenden Mobilitäten. Ein
Wert für R2 von 0:9 statt 0:7 (der eine glattere Bewegung benötigt) beeinfluss-
te die Mobilitäten nur geringfügig. Nur einige Mobilitäten wurden verändert
und nur innerhalb der angegebenen Fehlertoleranz.
Andererseits sollten die häufigen Fälle ohne Bewegung nicht ignoriert werden.
Besonders für den Anwendungsfall, mit kleinen treibenden Kräften und po-
tenziell hohen Wartezeiten könnten die Letzteren den entscheidenden Einfluss
auf die durchschnittliche Geschwindigkeit der KG darstellen. Jedoch sind lan-
ge Wartezeiten in MD Simulationen nicht zugänglich. Im Gegensatz zu der im
linearen Bereich ermittelten Mobilität zeigte sich im sprunghaften Bereich eine
starke Abhängigkeit von der Auswahl der berücksichtigten Simulationen. Wur-
den zufällig die Hälfte der unter identischen Bedingungen bis auf die zufällige
Initialisierung durchgeführten Simulationen gewählt und aus den Trajektorien
der KG Bewegung eine mittlere Geschwindigkeit gebildet, weicht diese in den
meisten Fällen entscheidend vom Mittelwert der anderen Hälfte der Simulatio-
nen ab. Dies legt einerseits eine zu geringe Menge von Simulationen oder eine zu
geringe Simulationszeit nahe. Durch die Natur eines zufälligen, thermisch akti-
vierten Bewegungsprozesses kann eine KG während des Simulationszeitraums
mehrere Sprünge aufweisen, eine andere jedoch, unter identischen Bedingun-
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gen bis auf die zufällige Initialisierung keinen einzigen Sprung vollführen.
Die Auswertungen der KG Mobilität basieren auf der Annahme, dass die KG
Mobilität eine Materialeigenschaft ist. Jedoch wurde bereits zuvor beobachtet
[132, 31], dass mit dem Absolutwert der treibenden Kraft der Bewegungsme-
chanismus von KG beeinflusst werden kann. Dies bedeutet, die hohen unna-
türlichen Kräfte, welche während der MD Simulationen eingesetzt wurden,
können potenziell durch einen Wechsel des Bewegungsmechanismus für die
teilweise starke Krümmung in einigen der v(p) Diagramme verantwortlich sein
(Abbildung 4.16). Für die Beträge der Kräfte, die in dieser Arbeit genutzt
wurden, scheint dies kein Problem zu sein, da selbst für die höchsten Werte
keine Beschleunigung der KG Bewegungen beobachtet wurde[31]. Ausserdem
lieferten sowohl SCODF als auch ECO Kraft für den Mendelev Referenzfall
(Abschnitt 4.5.2.2) beide einen vergleichbaren Wert zu der im Referenzfall ge-
nutzten Fluktuationsmethode. Die Fluktuationsmethode benutzt keine Kräfte,
sondern wertet die statistischen temperaturgetriebenen Sprünge der KG um
ihren Ursprungspunkt aus, um die KG Mobilität zu ermitteln. Da die Werte
aller Methoden in ihren Fehlergrenzen übereinstimmen, scheint derselbe Bewe-
gungsmechnismus für niedrige als auch hohe Kräfte aktiviert zu werden. Die
Wahl des treibenden Kraft Typs scheint keinen Einfluss auf den Bewegungs-
mechanismus zu besitzen. Dies ist in Übereinstimmung mit der Argumentation
[49], dass die Mobilität im Grenzwert von kleinen Kräften für alle Typen trei-
bender Kräfte gleich sei. Es ergeben sich einige quantitative Unterschiede in
den ermittelten Mobilitätswerten durch verschiedene Methoden, jedoch lassen
diese sich auf die Diskontinuitäten (Abschnitt 4.5.1) in Janssens Kraft und der
SCODF zurückführen.
Künstliche treibende Kräfte auf KG sind in der Vergangenheit als eine prak-
tische Art, die KG Mobilität durch MD Simulationen zu ermitteln, eingeführt
worden. Jedoch stellte sich während dieser Arbeit heraus, dass alle bisheri-
gen Formulierungen von treibenden Kräften Inkonsistenzen enthalten, welche
schwerwiegend die Energieerhaltung verletzen. Diese werden alle mit diesen
Formulierungen durchgeführten Simulationen quantitativ mit unterschiedli-
cher Stärke beeinflusst haben. Abhängig von den restlichen Simulationsbe-
dingungen wird die Energieerhaltung mehr oder weniger stark verletzt. Auch
wenn es in den zwei durchgeführten Tests mit der ECO Kraft nicht der Fall zu
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sein scheint, ist grundsätzlich nicht auszuschliessen, dass die Diskontinuitäten
der lokalen Kräfte ~Fj in allen vorherigen Formulierungen auch den kompletten
Bewegungsmechanismus verändern könnten. Auf jeden Fall werden die berech-
neten Mobilitätswerte im Fall fehlender Energieerhaltung verfälscht. Um dies
zu vermeiden wurden in der Literatur teilweise Simulationen mit der Hilfe von
thermodynamischer Integration ausgewertet [82] um die real auftretende Kraft
zu berechnen, wie auch teilweise in dieser Arbeit durchgeführt. Die Simulatio-
nen in dieser Arbeit zeigen jedoch, dass mit dieser Methode eine ungünstige
Wahl der Schwellwertparameter der treibenden Kräfte ausgeglichen werden
kann, die fehlende Energieerhaltung jedoch nicht kompensiert wird. Damit ist
die für diese Arbeit entwickelte ECO Kraft ein wesentlicher Beitrag für das
Feld der MD Simulation von KG Mobilität und ein weiterer Schritt in die
richtige Richtung. Sie ist nach Definition Energie erhaltend und zeigt keine
Diskontinuitäten (Abb. 4.6), damit kann ausgeschlossen werden, dass der ak-
tive Bewegungsmechnismus durch Diskontinuitäten aktiviert oder beeinflusst
wird.
Die Janssens Kraft besitzt zwei Schwellwertparameter l und h. Durch die
Symmetrisierung dieser Kraftvariante wie in der SCODF, werden diese auf ei-
nen Parameter  reduziert. Dieser Parameter der SCODF ist vollständig äqui-
valent zu dem der ECO Kraft in Gleichung 4.21. Durch ihn erhalten nur Atome
in der KG eine individuelle Kraft ~Fj. Für die Simulationen des Mendelev Refe-
renzfalls wurde der Einfluss von zwei verschiedenen Parametern  untersucht.
Für beide Werte wurde innerhalb der Fehlertoleranz die gleiche KG Mobilität
berechnet. Sogar die Geschwindigkeiten der KG waren für die individuellen
Kräfte gleich, sodass dieselbe nichtlineare Abhängigkeit v(p) gefunden wurde
(Abb. 4.19). Der Schwellwertparameter scheint damit keinen Einfluss auf den
Bewegungsmechanismus zu haben.
Die ECO Kraft hat einen weiteren Parameter, die Wirkungsreichweite Rcut.
Auch die anderen treibenden Kräfte enthalten implizit einen solchen Parame-
ter, nämlich die maximale Zahl an Nachbaratomen. Diese war auf den Wert 12
für KFZ Kristalle festgelegt. Im Gegensatz dazu kann mit der ECO Kraft die
Wirkungsreichweite kontinuierlich verändert werden. Zwei Wirkungsreichwei-
ten wurden geprüft: Eine enthält die nächsten Nachbarn (Rcut = 0:9  aNi),
die andere bis zu drittnächste Nachbarn. Für den Mendelev Referenzfall hat
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diese Wirkungsreichweite ebenfalls keinen Einfluss auf die simulierte Mobilität
oder die (nicht-)Linearität der v(p) Abhängigkeit. Somit hängt die Mobilität
von keinem der Parameter ab. Jedoch ist aus der Beugungstheorie, welche die
ECO Kraft inspiriert hat, bekannt, dass eine größere Menge von Atomen die
Winkelauflösung erhöhen kann. In Abbildung 4.5 ist zu sehen wie bei einer
höheren Temperatur die Werte des Orientierungsparameters j für alle Ato-
me j eine kleinere Streuung mit erhöhtem Rcut zeigen. Dies könnte sich bei
zukünftigen Untersuchungen von Kleinwinkelkorngrenzen bei hohen Tempera-
turen als nützlich erweisen. In den meisten Fällen ist ein kleinerer Wert von
Rcut jedoch zu bevorzugen, da die Rechenzeit der Simulationen mit steigendem
Rcut ebenfalls stark zunimmt.
Ein weiterer Vorteil der ECO Kraft ist, dass die Notwendigkeit der thermody-
namischen Integration zur Ermittlung der Mobilität drastisch reduziert wird.
Die Ursache hierfür ist hauptsächlich die Symmetrie, welche mit einem hinrei-
chend kleinen Schwellwert  für sämtliche KG und Temperaturen gut geeignet
ist, Kräfte auf den Hauptteil des Kristalls zu unterdrücken. Dies könnte mit
einer individuellen Anpassung der zwei Parameter der Janssens Kraft ebenfalls
erreicht werden, jedoch verlangt dies im Extremfall für jede KG und Tempe-
ratur eine manuelle Anpassung der Parameter. Um dies zu vermeiden und das
Verfahren automatisch durchführen zu können wurden stets dieselben Para-
meter gewählt und machten somit die thermodynamische Integration notwen-
dig. Diese benötigt jedoch pro Korngrenze zwei Simulationen von Einkristallen
der jeweiligen Orientierungen [82] und ist damit ebenfalls zeitaufwändig und
eine potenzielle Fehlerquelle. Wie in Tabelle 4.5 zu sehen, ist die Effizienz
u0 = G/u0 der ECO Kraft nahe an Eins und die leichten Abweichungen
sind leicht verständlich (siehe Abschnitt 4.5.2.2). Daher kann u0 direkt als
freie Energiedifferenz G angesehen werden und vereinfacht das Verfahren er-
heblich.
Für den Mendelev Referenzfall ergeben alle Simulationen mit der ECO Kraft
einen schmalen Bereich an Mobilitäten: 20:6 0:2m/s/GPa. Dies stimmt mit
dem in der Publikation angegebenen Wert des Fluktuationsmodells von 21.2 
2m/s/GPa gut überein. Daher ist es sehr wahrscheinlich, dass derselbe Bewe-
gungsmechanismus durch die ECO Kraft angeregt wurde, welcher auch ohne
einwirkende Kraft zufällig stattfinden würde.
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Die Untersuchungen der antithermischen KG erlauben einen direkten Vergleich
zwischen Janssens und ECO Kraft. Wie in Abbildung 4.20 zu sehen, weist die-
se KG ihre ungewöhnliche Abhängigkeit der Mobilität von der Temperatur für
beide Kräfte auf. Jedoch ist die Mobilität ermittelt durch die Janssens Kraft
stets etwa einen Faktor von 0:75 kleiner. Dies ist der Fall, obwohl bei der Aus-
wertung der Mobilität bereits thermodynamische Integration verwendet wurde.
Die kleinere Mobilität ist vermutlich auf die fehlende Energieerhaltung zurück-
zuführen. Wie in Abbildung 4.14 dargestellt weichen die potentielle Energie E
und die verrichtete Arbeit W für diese spezielle KG stark voneinander ab.
Das Verhältnis dieser Energien entspricht genau dem Faktor von 0:75, sodass
sich die durch die Janssens Kraft berechneten Mobilitäten nach einer Korrek-
tur auf die wirklich verrichtete Arbeit genau den Mobilitäten der ECO Kraft
angleichen würden. Außerdem ist in Abbildung 4.20 eine leichte Annäherung
der Mobilitätswerte der unterschiedlichen Methoden für höhere Temperaturen
zu beobachten. Dies unterstützt das Argument, dass die Energieerhaltung der
Grund für die Abweichung darstellt, da für den Quotienten W/E ein Anstieg
für höhere Temperaturen zu beobachten ist. Dies ist in Abbildung 4.14 darge-
stellt, dort kann jedoch nur die generelle Tendenz eines Anstiegs des Quotien-
ten mit der Temperatur beobachtet werden, da die Temperatur während der
Simulation nicht konstant gehalten werden kann und schnell ansteigt. Bis auf
technische Probleme der Implementation und der damit verbundenen fehlen-
den Energieerhaltung scheinen damit jedoch beide treibende Kräfte dasselbe
Ergebnis zu liefern. Dies ist nicht selbstverständlich; ob die KG Mobilität ei-
ne Materialeigenschaft ist oder nicht ist eine weiterhin ungeklärte Frage [72].
Auch hebt die neue und bessere treibende Kraft das athermische Verhalten
der KG nicht auf. Trotzdem ist es weiterhin nicht ausgeschlossen, dass sich die
Bewegungsmechanismen für andere KG unterscheiden und allein für eine sub-
stanzielle Korrektur der Mobilitätswerte sollten Berechnungen, welche mit der
Janssens Kraft durchgeführt wurden, mit der ECO Kraft wiederholt werden.
Mit dieser Neuentwicklung einer treibenden Kraft in dieser Arbeit, sind somit
viele ältere Simulationen, welche mit den vorherigen synthetischen Kräften
durchgeführt wurden in Zweifel zu ziehen. Sowohl Ergebnisse der KG Mobi-
lität aus der Literatur als auch die Mehrzahl der Simulationen dieser Arbeit,
welche durchgeführt wurden bevor die Probleme der Energieerhaltung bekannt
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wurden.
Dies ist ein fundamentaler Beitrag dieser Arbeit zum Feld der Simulation der
KG Mobilität durch MD. Es ist zu hoffen, dass neuere, genauere Simulations-
ergebnisse unter Einsatz der ECO Kraft verständlichere Ergebnisse liefern.
Kapitel 5
Zusammenfassung
In dieser Arbeit wurde an zwei Themenbereichen eine Verknüpfung von ato-
mistischen Simulationen mit Simulationen auf größeren Skalen durchgeführt.
In beiden Fällen wurden experimentelle Erkenntnisse bzw. bereits vorhandene
Erkenntnisse aus der Literatur durch Molekulardynamik Simulationen abge-
bildet und verfeinert.
In Kapitel 3 wurden MD Simulationen eingesetzt um Bindungsenergien von
Punktdefekten zu untersuchen. Bindungsenergien der einzelnen Defekte sind
zwar experimentell bestimmbar und bekannt, jedoch erlaubt die Simulation
dieser Effekte durch MD eine dem Experiment unzugängliche Vielfalt an kom-
binatorischen Anordnungen.
In Kapitel 4 wurde durch Molekulardynamik Korngrenzenbewegung simuliert
und durch die atomare Auflösung der Simulation eine Beobachtung der elemen-
taren Bewegungsmechanismen ermöglicht, welche in Experimenten niemals zu-
gänglich sein wird.
Molekulardynamiksimulationen werfen jedoch ihre eigenen Probleme auf. In
Abschnitt 3.4.2.3 wurde versucht die Diffusion von Kohlenstoff in einem Sili-
ziumkristall zu simulieren. Diese Simulationen zeigen vor allem auf, dass das
verwendete Potential von Erhart und Albe schlecht geeignet ist eine dynami-
sche Bewegung des Kohlenstoffatoms durch den Kristall zu beschreiben. Aus
der Literatur ist bekannt, dass z.B. Potentiale der Stillinger-Weber Art [123]
besser geeignet wären, dieses Potential steht jedoch nicht in der verwendeten
MD Software LAMMPS zur Verfügung.
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Das in Abschnitt 3.4.2 verwendete MEAM Potential von Gullet zeigte sich in
der Lage, die makroskopischen Eigenschaften, wie den globalen Spannungszu-
stand von Si:C korrekt abzubilden, ist jedoch nicht in der Lage, die energe-
tisch niedrigste Position des Kohlenstoffatoms im Zwischengitter, die Silizium-
Kohlenstoff-Hantel, abzubilden. Das bereits erwähnte Potential von Erhart
und Albe bildet hingegen in Molekularstatik Simulationen diese Hanteln sehr
gut ab, beschreibt jedoch ihre Bewegung unzureichend.
Für die Punktdefekte in Kapitel 3 ist dies in sofern weniger problematisch,
da einige Eigenschaften aus der Literatur bekannt sind und so die Plausibili-
tät der einzelnen Potentiale für verschiedene Szenarien geprüft werden kann.
In Kapitel 4 wurde jedoch die KG Mobilität mit verschiedenen Potentialen
berechnet. Dabei ergeben sich größtenteils komplett andere Werte, je nach
eingesetztem Potential (Abschnitt 4.5.2.1). Dies ist in diesem Fall besonders
problematisch, da kein Anhaltspunkt aus Experimenten besteht, welches dieser
Potentiale für die Berechnung dieser Eigenschaft eher der Realität entspricht.
Ein weiteres Ziel des Themenbereichs Korngrenzenmobilität, war der Einfluss
von Kohlenstoff- und Manganatomen. Diese Untersuchungen waren Aufgrund
unzureichender Potentiale nicht möglich. Es existieren zwar in der Literatur
ein Eisen-Kohlenstoff [62], sowie ein Eisen-Mangan [54] Potential, diese sind
jedoch in LAMMPS fehlerhaft implementiert. Die MD Software KissMD [2]
welche diese Potentiale korrekt implementiert, hat allerdings andere Mängel,
hauptsächlich ist diese sehr langsam und auf die Berechnung auf nur einem
Prozessor beschränkt. Dies verhindert effektiv Simulationen in der benötigten
Größenordnungen für die KG Mobilität.
Dies zeigt, wenn durch Simulation verlässliche Vorhersagen für Experimente
geliefert werden sollen, die Notwendigkeit auf, dass dies auf Basis von ”first-
principles“ geschehen muss. Grundsätzlich ist dies die Idee des Skalenüber-
greifenden Ansatzes: Die ab-initio Simulationen liefern physikalische Basis-
eigenschaften (wie z.B. in Tab. 4.1), mit diesen Basiseigenschaften wird ein
vereinfachtes mathematisches Modell generiert, das MD Potential, welches es
erlaubt, aufgrund niedrigerer Genauigkeit in höhere Größenordnungen vorzu-
dringen. Langfristig kann der strikte Fluss von Information in diese Richtung
eventuell über exaktere MD Potentiale gewährleistet werden, wie z.B. über die
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bereits in der Einleitung erwähnte Methodik der Analytischen Bond-order Po-
tentiale [32]. Beim aktuellem Stand der Technik kann die Molekulardynamik
nur für qualitative Ergebnisse genutzt werden. Diese Ergebnisse eignen sich für
eine Modellbildung, welche Einsichten für die Entwicklung von Modellen auf
größeren Skalen liefert, bzw. auf ab initio Simulationen zurückgeführt werden
können.
In Kapitel 3 wurden zunächst durch MD auf einer Skala, welche nicht für
ab initio zugänglich ist, die Randbedingungen des Systems analysiert und
ein Entspannungsmodell entwickelt. Da dieses Modell auf einer Interaktion
von Punktdefekten beruht, wurde eine Vielzahl von Punktdefektanordnungen
durch MD analysiert, vielversprechende Kombinationen konnten somit spä-
ter durch exaktere Simulationen mit VASP berechnet werden. Dieser Schritt
stellte eine sehr wirkungsvolle Kombination von Stärken und Schwächen der
unterschiedlichen Methoden dar. Ebenfalls lieferten die MD Simulationen ein
qualitatives Verständnis der ablaufenden Prozesse, sodass ein statistisches Ent-
spannungsmodell entwickelt werden konnte. Einige Parameter dieses Modells,
die Bildungs- und Migrationsenergien, konnten letztendlich exakt durch ab
initio bestimmt und validiert werden. Eine detailliertere Diskussion der Ergeb-
nisse kann der Diskussion in Abschnitt 3.6 entnommen werden.
Somit war ein skalenübergreifender Ansatz für diesen thematischen Bereich
sehr erfolgreich.
Im zweiten Themenbereich, Korngrenzeneigenschaften, war ebenfalls ein ska-
lenübergreifender Ansatz vorgesehen. Im Gegensatz zu den Punkdefekten des
ersten Themenbereichs sind Korngrenzen jedoch Flächendefekte mit einem gro-
ßen Konfigurationsraum. Dies erhöht auf jeder Skala den Aufwand der durch-
zuführenden Simulationen erheblich, sodass die einzelnen Skalen in separa-
ten Projekten im Sonderforschungsbereichs 761 - ”Stahl ab initio“ behandelt
wurden. Die eigentlichen makroskopischen technischen Prozesse sind dabei Re-
kristallisation und Kornwachstum. Für diese Prozesse existieren bereits diverse
makroskopische Modelle, auf die in dieser Arbeit nicht näher eingegangen wird.
Jedoch benötigen all diese Modelle eine funktionelle Abhängigkeit der Korn-
grenzenmobilität von den spezifischen KG Eigenschaften, welche es in dieser
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Arbeit zu ermitteln galt.
Schon auf der bearbeiteten mesoskopischen Skala existieren große Schwierigkei-
ten. Zunächst bestehen einige technische Probleme, wie die bereits erwähnten
ungenauen MD Potentiale, die fehlerhaft implementierten MD Potentiale so-
wie die fehlende Energieerhaltung der eingesetzten treibenden Kraft für die
KG Mobilität. Das letztere dieser Probleme konnte durch die Entwicklung
einer grundlegend verbesserten treibenden Kraft vollständig gelöst werden.
Jedoch machen die verschiedenen Ergebnisse prinzipiell gleich plausibler MD-
Potentiale eine Entscheidung, welches Ergebnis qualitativ korrekt ist, unmög-
lich.
Zukünftige MD Simulationen sollten sich der Funktionsweise von KG Bewe-
gungsmechanismen widmen. Diese sollten in möglichst kleine elementare Stü-
cke zerlegt werden, sodass diese durch ab initio berechenbar werden und Un-
genauigkeiten der MD Potentiale vermieden werden können.
Als erster Ansatz in diese Richtung wurde in dieser Arbeit eine Vorgehensweise
zur Bestimmung der kritischen Temperatur für einen Phasenübergang der KG
vorgeschlagen.
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