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Alkaline electrolyte solutions are important components
in rechargeable batteries and alkaline fuel cells. As the
ionic conductivity is thought to be a limiting factor in the
performance of these devices, which are often operated at
elevated temperatures, its temperature dependence is of
significant interest. Here we use NaOH as a prototypical
example of alkaline electrolytes, and for this system we have
carried out reactive molecular dynamics simulations with
an experimentally verified high-dimensional neural network
potential derived from density-functional theory calculations.
It is found that in concentrated NaOH solutions elevated
temperatures enhance both the contributions from proton
transfer to the ionic conductivity and deviations from the
Nernst-Einstein relation. These findings are expected to be
of practical relevance for electrochemical devices based on
alkaline electrolyte solutions.
Because of their excellent ionic conductivity and high room-
temperature solubility, alkaline electrolyte solutions are widely
used in electrochemical devices such as rechargeable batteries
and alkaline fuel cells 1,2. The electrochemically active ion in
alkaline electrolytes is the hydroxide ion3. OH– has an anoma-
lously high mobility in aqueous solution, as it can diffuse via Grot-
thuss mechanism which is composed of a series of proton transfer
events4. Major progress in the understanding of OH– solvation
and mobility at low concentration was made by molecular dy-
namics (MD) simulations based on density functional theory5–9
and reactive force fields 10–12, which highlighted the importance
of “presolvation”, i.e., a thermally induced hydrogen-bond fluctu-
ation, in the diffusion of hydroxide ions7,10–13.
Although ionic conductivity at low concentrations is well-
described by the Nernst-Einstein equation, which links the con-
ductivity σ to the self-diffusion coefficients D+ and D− of cations
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and anions, respectively, this simple picture is no longer valid
at concentrations typically used in electrochemical devices. At
higher concentrations, several types of non-ideal phenomena like
ion-pairing14, in which cations and anions associate and form
metastable neutral pairs, and, more generally, cross-correlations
of the movements of different ions (of equal or opposite charge)
can notably alter the ionic conductivity. Moreover, the work-
ing temperature of alkaline batteries and fuel cells can be much
higher than room-temperature (293K)15. Therefore, it is desir-
able to understand the temperature effect on proton transfer and
ion-pairing in alkaline electrolyte solutions and their implications
concerning the ionic conductivity at high concentrations and ele-
vated temperatures.
Simulations of electric properties, such as ionic conductivity,
necessitate long timescales and, except for cases at extreme condi-
tions16, are normally beyond reach of density functional theory-
based MD. One way to tackle this time-scale challenge is to ex-
plore finite-field methods to speed up the convergence of the po-
larization P, which has been successfully applied to compute the
dielectric constant of polar liquids and the capacitance of elec-
trified solid-electrolyte interfaces17. The other approach to solve
this problem is to make use of reactive force fields to access longer
time-scales12,18. One promising approach in this direction is to
devise high-dimensional neural network potentials (NNPs) with
density-functional theory (DFT) quality as proposed by Behler
and Parrinello19. Here, we use this approach, and by means of
molecular dynamics (MD) simulations using a NNP for the proto-
typical case of aqueous NaOH solutions20 and show how differ-
ent factors in together lead to the surprising behavior of the ionic
conductivity in concentrated NaOH aqueous solutions at elevated
temperatures.
The details of the construction and validation of our NNP
for NaOH solutions using DFT calculations at the dispersion-
corrected GGA level have been discussed in Ref. 20. The MD
simulations were performed using LAMMPS21 together with an
extension for high-dimensional NNPs22. The cubic simulation box
contained between 272 and 496 water molecules, and between 8
and 120 NaOH formula units, depending on concentration (see
Table S1 in the ESI†). The length of cubic simulation box has
been fixed using the experimental densities of NaOH solutions at
the given composition and temperature23 (see Table S1 in the
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ESI†). Production runs with a timestep of 0.5 fs in the NVT en-
semble lasted for 15 ns at each combination of composition and
temperature after the equilibration. The Bussi-Donadio-Parrinello
thermostat24 which has shown an excellent control of kinetic en-
ergy and little effect on the dynamical properties was employed.
The trajectory frames were saved every 0.01 ps for later analy-
sis. Each trajectory was split into 5 uncorrelated segments with
length of 3 ns each. The standard deviations of observables from
the different segments were used as an error estimate. Note that
nuclear quantum effects were not included in the MD simulations.
To accompany the simulations, we have also performed con-
ductivity measurements of NaOH solutions of concentrations up
to 25 molality (m) using an "InLab" conductivity meter (Mettler
Toledo). The conductivity meter probe used is a 4 pole InLab 738-
ISM by (Mettler Toledo) which has a sensitivity range from 0.01–
1000 mS cm−1 and gives accurate measurements up to 373K.
The mean and the standard deviation of five independent mea-
surements after calibration were reported for each given NaOH
solution at both 293K and 323K.
When comparing simulation and experimental results, it is im-
portant to realize that the ionic conductivity can be computed
using different formulas which have different applicabilities. As
mentioned at the beginning, the Nernst-Einstein equation for the
ionic conductivity of a 1:1 symmetric electrolyte is valid only at
low concentration and can be written as
σN-E = q2ρβ (D++D−), (1)
where β is the inverse temperature, q is the formal charge of
each ion and ρ is the number density of the formula unit of 1:1
electrolyte.
D+ can be obtained by integrating the velocity auto-correlation
function as
D+ =
1
3
∫ ∞
0
dt〈vi,+(0)vi,+(t)〉 (2)
where t is time and vi,+ is the velocity vector of the ith cation,
and the average is taken over all cations and time origins. Alter-
natively, the Einstein relation
D+ = limt→∞
1
6t
〈[ri,+(t)− ri,+(0)]2〉 (3)
can be used, where ri,+ is the position of the ith cation.
D− can be computed analogously according to Eqs 2 and 3.
We defined the positions of OH− ions by the position of O atoms
bonded only to a single H atom. All bonds in the system were
defined by assigning each hydrogen atom to its nearest oxygen
atom, which gave either water molecules or hydroxide ions. Upon
proton transfer reactions, the trajectories of OH− were traced
traced in a fashion similar to how was done in Ref. 25, i.e. based
on “the Hungarian algorithm” as introduced by König in 1916 and
Egerváry in 1931 and elaborated by Kuhn in 197426.
The Nernst-Einstein equation becomes approximate at high
concentrations, for which ion-pairing and cross-correlated ion
motions play an important role27–29. A more general equation
for the conductivity, which is valid at both low and high concen-
Fig. 1 (a) Comparison of concentration-dependent ionic conductivities
calculated using the Nernst-Einstein formula (Eq. 1 and Eq. 3) and the
Green-Kubo formula (Eq. 5) from MD simulations and those measured in
experiments at 293K and 323K; (b) Calculated Na+−OH− coordination
numbers and residence time.
tration, is the Green-Kubo formula
σG-K =
β
3
∫
dr
∫ ∞
0
dt〈J(0)J(t)〉 (4)
where J is the current density. Alternatively, the equivalent
Einstein-type relation can also be used30
σG-K = limt→∞
βΩ
6t
〈[P(t)−P(0)]2〉 (5)
where P is the itinerant polarization in ionic solution31 and Ω is
the volume of the simulation box.
Unlike σN-E, σG-K includes ion-pairing and cross-correlated
ion motions from the so-called distinct diffusion coefficients of
cations Dd+, anions D
d− and cation-anion pairs Dd+−, which can be
computed from MD simulations28,32. The name “distinct” means
it is cross-correlation between two different ions, even within the
same species.
This leads to a decomposition of the Green-Kubo conductivity
as
σG-K = q2ρβ (D++D−+Dd+/2+Dd−/2−Dd+−) (6)
= σN-E+σd++σ
d−+σd+− (7)
where σd+, σd− and σd+− are contributions to the ionic conductivity
from the corresponding distinct diffusion coefficients.
After elaborating on the difference between the Nernst-Einstein
conductivity and the Green-Kubo conductivity, we are now ready
to compare the ionic conductivity calculated from MD simula-
2 | 1–4Journal Name, [year], [vol.],
Fig. 2 (a) and (b) Scaled concentration-dependent self-diffusion coefficients of Na+ and OH− at 293K and 323K obtained from VCF (Eq. 2) and
from MSD (Eq. 3), where the self-diffusion coefficients were scaled by the corresponding value in the dilute solution; (c) and (d) Contributions from
distinct diffusion coefficients to the ionic conductivity at 293K and 323K as shown in Eq. 7 and calculated from VCFs. Detailed definition of distinct
diffusion coefficients can be found in Ref. 28,32.
tions to those measured in experiments. The results are shown in
Fig. 1. In Fig. 1a, the calculated ionic conductivities from MD sim-
ulations agree well with conductivity measurements, especially at
293K. Considering that the NNP20 was generated using only DFT
calculations as the reference, this agreement is quite encourag-
ing. Note that we have neglected the finite-size correction33 to
the Nernst-Einstein conductivity showed in Fig. 1a, because of the
relatively large simulation box that we used and the high viscosity
of concentrated NaOH solutions (See Fig. S1 in the ESI†).
When inspecting the simulation results at both 293K and 323K
(Fig. 1), one can see that the Nernst-Einstein conductivity is al-
ways larger than the Green-Kubo conductivity, as expected. How-
ever, there are several interesting observations specific to NaOH
solutions. First, the absolute difference between the Nernst-
Einstein conductivity and the Green-Kubo conductivity becomes
smaller at higher concentrations which is counter-intuitive. Sec-
ond, the difference is in general larger at higher temperature
(323K) than at lower temperature (293K). Third, near the sol-
ubility limit (25 m) at room-temperature, the ionic conductivity
at 323K is still substantial while at 293K it becomes quite small.
One way to rationalize these observations is to consider ion-
pairing. For this reason, we calculated the coordination number
of OH− around Na+ ions as well the residence time of Na+−OH−
pairs. The coordination number was calculated by integrating the
radial distribution function to its first minimum and the residence
time was calculated by following the stable states picture formal-
ism34. As is described in Ref 35, a time correlation function C(t)
was calculated to give the probability that a "stable" hydroxide
ion at time t does not escape the first coordination shell of Na+
through either ligand exchange or proton transfer within the in-
terval t0 and t0+t. C(t) was then fitted to a biexponentially decay-
ing function to extract the residence time. As shown in Fig. 1b,
the number of OH− coordinating Na+ at both 293K and 323K can
exceed one near the room-temperature solubility limit. However,
the residence time at 293K increases much more rapidly with the
concentration than that at 323K. Base on these observations, we
speculate that the effect of ion-pairing on the ionic conductivity
would be stronger at 293K.
In order to dissect contributions from proton transfer reactions
and cross-correlated ion motions, we exploited the fact that pro-
ton transfer contributes to the mean squared displacement (MSD,
Eq. 3) but not to the corresponding velocity correlation func-
tion (VCF, Eq. 2). As shown in Fig. 2a and Fig. 2b, the scaled
self-diffusion coefficients of Na+ are the same regardless whether
they are computed from MSD or from VCF. In contrast, the scaled
self-diffusion coefficients of OH− computed from MSD and VCF
are different and their difference quantifies the contribution from
proton transfer reactions. Comparing to the case at 323K, one
can clearly see that the proton transfer contribution to the self-
diffusion coefficient of OH− becomes negligible at 293K in con-
centrated NaOH solutions. This is the main reason why the ionic
conductivity near the room-temperature solubility limit at 323K
is still significant while at 293K it becomes severely diminished.
We then used the same technique to evaluate the contributions
from the distinct diffusion coefficients to the ionic conductivity
from VCFs, as shown in Fig. 2c and Fig. 2d. It is found that
σdNa+,OH− at both 293K and 323K are positive instead of nega-
tive as a simple picture of ion-pairing would suggest. Further,
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σdNa+,OH− is much more positive at 323 K than that at 293 K. If
one considers that the negativeness of σdNa+,OH− as the onset of
ion-pairing contributions to the ionic conductivity, then the effect
of ion-pairing on the ionic conductivity are more likely to happen
at 293 K than that at 323 K.
When comparing the sum of σdNa+ , σ
d
OH− and σ
d
Na+,OH− calcu-
lated from VCFs to the absolute difference between σG-K and σN-E
calculated from the MSD, one can see a good agreement within
the statistical error. Note that (σG-K − σN-E) has a larger error
bar than its counterpart (σdNa+ +σ
d
OH− +σ
d
Na+,OH−), because the
former is the difference of two large numbers (Fig. 1a). The
agreement between these two quantities means that the cross-
correlated ion motions are hydrodynamic in nature and not de-
termined by proton transfer reactions in NaOH solutions. We
suspect that the counter-intuitive observation that (σG-K−σN-E)
becomes smaller at high concentration is related to the rapid in-
crement of the viscosity in NaOH solutions (See Fig. S2 in the
ESI†). Since the viscosity decreases at elevated temperatures, this
may also explain a larger difference between the Nernst-Einstein
conductivity and the Green-Kubo conductivity at 323K as seen in
Fig. 1a. Nevertheless, future investigations are needed to identify
the factors affecting the cross-correlated ion motions and subse-
quent deviations from the Nernst-Einstein relation36.
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Finite-size correction to the Nernst-Einstein conductivity
As is discussed in the main text, the Nernst-Einstein conductivity is computed from the
self-diffusion coefficients of cation D+ and anion D− (Eq. 1).
σN-E = q
2ρβ(D+ +D−) (1)
The self-diffusion coefficients with periodic boundary conditions are known to have system-
size dependence.S1 The dependence is mainly due to the periodicity-induced hydrodynamic
S1
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self-interaction which can be corrected using Eq. 2, where D0 is corrected self-diffusion co-
efficient, DPBC is the self-diffusion coefficient obtained under periodic boundary conditions
(PBC), ξ ≈ 2.837297 for cubic simulation boxes is a constant determined by the shape of
the simulation box, L is the length of the simulation box, β is the inverse temperature and
η is the shear viscosity.
D0 = DPBC +
ξ
6piβηL
(2)
We estimated the finite size effect for the Nernst-Einstein conductivity using Eq 2 and
experimental viscosity from Ref. S2. As is shown in Fig. S1, the finite-size correction is
rather small compared to the deviation of σN-E from σG-K or σExp. because of the relatively
large simulation box that we used and high viscosity of NaOH solutions. Therefore, we
have neglected the finite-size correction and used the uncorrected self-diffusion coefficient
and Nernst-Einstein conductivity in Fig.1 shown in the Main Text.
Figure S1: Ionic conductivities of NaOH solutions at 293K and 323K calculated from the
Nernst-Einstein formula with and without the finite-size correction, and that obtained from
Green-Kubo formula and experimental measurements.
S2
Concentration-dependence of viscosity in NaOH solutions
at 293K and 323K from experiments
As seen in Fig. S2a, the viscosity of NaOH solution increases rapidly with the concentration
and its value is higher at 293K.
It is interesting to note that deviations from the Nernst-Einstein relation (σN-E − σG-K)
with a maximum around 5m are larger at 323K than those at 293K (Fig. S1). This is in
accord with the concentration-weighted inverse viscosity (see Fig. S2b), in the spirit of the
Walden’s rule.S3
Figure S2: a) Concentration-dependent viscosities of NaOH solutions at 293K and 323K
from experimental Ref. S2; b) The corresponding concentration-weighted inverse viscosities
at 293K and 323K.
S3
Stoichiometry of simulation boxes
The different molalities of NaOH solutions considered in this work and the actual number
of molecules used in the simulations are given in Table S1.
Table S1: Compositions of simulated NaOH solutions in this work: Molality m, number
of NaOH and H2O molecules NNaOH and NH2O, length of the cubic simulation box L and
density ρ at 293K and 323K.
m [mol/kg] NNaOH NH2O L293K [Å] ρ293K [g cm−3] L323K [Å] ρ323K [g cm−3]
0.896 8 496 24.56 1.04 24.66 1.02
1.852 16 480 24.30 1.07 24.40 1.06
2.874 24 464 24.05 1.11 24.16 1.10
5.144 40 432 23.59 1.19 23.70 1.17
7.778 56 400 23.18 1.26 23.29 1.24
9.259 64 384 22.99 1.30 23.10 1.28
12.626 80 352 22.64 1.36 22.75 1.35
16.667 96 320 22.34 1.43 22.45 1.41
19.006 104 304 22.21 1.46 22.32 1.44
24.509 120 272 21.96 1.52 22.07 1.50
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