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A note on suprema of infinitely divisible processes
Witold Bednorz∗and Rafa l Martynek†‡§¶
Abstract
In this note we extend the result concerning suprema of infinitely divisible processes established
by M. Talagrand to the processes for which we relax technical requirement called the H(C0, δ)
condition.
1 Overview of the result
It is a long-term program to investigate properties of general Le´vy-type processes. It is unexpectedly
hard to provide some unified approach to this matter and what is usually done in practice is to explore
the behaviour of specific examples separately. Initial attempt to deal with this task was done by M.
Talagrand in 1993 [7], where the regularity of infinitely divisible processes was proved under additional
technical assumption on the Le´vy measure. It was conjectured that the result holds without it, however
little progress on this problem has been done since then. The main difficulty was related to the fact
that the Bernoulli Conjecture (see [1]) was still open then. Our goal is to prove that the Talagrand’s
conjecture holds true.
The essential technical tool in the study of infinitely divisible processes is its’ series representation due
to J. Rosin´ski [3]. Consider a σ-finite measure space (Ω, ν) and a Poisson point process of intensity ν
on Ω (see e.g. [2] for the introduction to the subject of such processes). Recall it is a random subset Π
of Ω such that for any measurable subset A of finite intensity measure a cardinality of Ω ∩ Π denoted
by |Ω ∩ Π| is a Poisson random variable of expectation ν(A) < ∞ and for disjoint measurable subsets
A1, . . . , Ak random variables (|Ai ∩Π|)16i6k are independent. We denote elements of Π by (Zi)i>1. By
(εi)i≥1 we denote a sequence of random signs (Bernoulli sequence) i.e. P(εi = ±1) = 1/2 independent of
(Zi)i>1. It is a delicate matter whether the construction of elements of the random set is well-defined.
However, we just refer to [3] for details since what is crucial for our work is the existence of the series
representation of infinitely divisible processes. For this reason and the fact that we want to work with
such processes in full generality we use the following definition. It is different from a classical terminology
used in this area as might be found for example in [4].
Definition 1 An infinitely divisible (symmetric, without Gaussian component) process is a collection
(Xt)t∈T where T is a set of functions on Ω satisfying
∫
Ω t
2 ∧ 1dν < ∞ for t ∈ T and where Xt =∑
i>1 εit(Zi).
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In order to see that the definition is legit we need a following property of a Poisson point process (see
[6, Lemma 11.3.1]), which we also use later.
E
∑
i>1
f(Zi) =
∫
Ω
f(ω)ν(dω). (1)
To show that
∑
i>1 εit(Zi) converges almost surely, we use (1) and see that E
∑
i>1 t(Zi)
2 ∧ 1 <∞ by
the assumption
∫
Ω
t2 ∧ 1dν < ∞. Moreover, this assumption implies that ν({ω : |t(ω)| > 1}) < ∞, so
there are finitely many i’s with |t(Zi)| > 1.
The main question concerns the behaviour of E supt∈T Xt. Formally, we consider
sup
F⊂T
E sup
t∈F
Xt,
where the supremum runs over all finite subsets F of T . Usually, by considering a separable modification
ofXt, t ∈ T , it is possible to guarantee that supt∈T Xt is a well-defined random variable (for the definition
of a separable version of a process and a discussion of measurability of suprema in the general setting of
not necessarily separable spaces see [?, Ch. 2]). In this case supF⊂T E supt∈F Xt coincides with the usual
expectation of the supremum of Xt. We will assume that T is separable so the formal definition coincides
with E supt∈T Xt. Our study is a part of the theory of suprema of stochastic processes developed by M.
Talagrand which can be summarized as relating the size of the process to the appropriately measured
size of the index set T . For this let us introduce γ numbers. First, consider distances on T
d∞(s, t) = sup
ω∈Ω
|s(ω)− t(ω)|
and
d22(s, t) =
∫
Ω
(s(ω)− t(ω))2ν(dω).
Now, let Nn = 2
2n for n > 1 and N0 = 1 and consider T with some distance d. We will call nested
sequence of partitions (An)n>0 of set T admissible if it holds that |A0| = 1 together with |An| 6 Nn for
n > 1. By An(t) we will denote (the unique) element of partition An that contains t ∈ T and by ∆(·)
the diameter of set in distance d. Given α > 0 define
γα(T, d) = inf sup
t∈T
∑
n>0
2n/α∆(An(t)),
where the infimum is taken over all admissible sequences. We are ready to formulate upper bounds for
E supt∈T Xt. One obvious bound follows from the inequality
|Xt| 6
∑
i>1
|t(Zi)|.
It motivates the definition of the process (|X |t)t∈T , where |X |t =
∑
i>1 |t(Zi)| and a set T of functions
on Ω satisfying
∫
Ω
|t| ∧ 1dν < ∞. Therefore, if it happens that (|X |t)t∈T is bounded then obviously
E supt∈T Xt is bounded and we say that its boundedness owes nothing to cancellation. The other
reason for the boundedness follows from the chaining, which we explain next. The fundamental idea of
Talagrand is that these are the only reasons for the boundedness of the process. This applies not only
to infinitely divisible proceeses and we give an account of this fact in the last section.
An important feature of infinitely divisible processes is that they obey the Bernstein inequality. Firstly,
for t ∈ T it holds that
2
E exp(λ
∑
i>1
εit(Zi)) 6 exp
(
−λ
2
L
∫
Ω
t(ω)2ν(dω)
)
and consequently
P(|
∑
i>1
εit(Zi)− t(Zi)| > v) 6 exp
(
− 1
L
min(
v2
d2(s, t)2
,
v
d∞(s, t)
)
)
This togehter with the chaining method ([6, Theorem 11.2.8], [5, Theorem 10.4.1]) yields
Theorem 1 We have
E sup
t∈T
Xt 6 L(γ2(T, d2) + γ1(T, d∞)). (2)
From now on L denotes a universal constant whose value might be different at each occurance. As
mentioned, the main concept due to M. Talagrand is that E supt∈T Xt is actually comparable with
the two quantities described above. However, the initial version of this result requires the following
condition on measure ν.
Definition 2 (H(C0, δ) condition) Consider δ > 0, C0 > 0. We say that a measure ν satisfies a
condition H(C0, δ) if for all s, t ∈ T , and all u > 0, v > 1 we have
ν({β; |β(s)− β(t)| ≥ uv}) ≤ C0v−1−δν({β; |β(s) − β(t)| ≥ u}).
All α-stable distributions for α ∈ (1, 2) obey this condition and one can construct a large class of
measures for which it also holds, however it excludes for example Dirac deltas. Such measures, whose
mass is carried by a single point, are precisely the source of difficulty in going beyond the above tail
condition. Dealing with them requires the same amount of effort as with Bernoulli processes (see [1])
which we will discuss in Section 2.
The following result is known as the Decoposition Theorem.
Theorem 2 Suppose that H(C0, δ) holds. Then we can decompose T ⊂ T1 + T2 in such a manner that
γ2(T1, d2) + γ1(T1, d∞) 6 LE sup
t∈T
Xt (3)
and
E sup
t∈T2
|X |t 6 LE sup
t∈T
Xt. (4)
It was orginally proved in [7]. Despite the control of the measure ν the argument there is still very
complex and demanding. The proof of Bernoulli Conjecture [1] provided a new hope for approaching
infinitely divisible processes, but it has been only recently to make the proof in [7] more comprehensible.
We will outline the new approach in the next section.
The main goal of this paper is to prove Theorem 2 without H(C0, δ) condition. Before describing the
method for this let us explain briefly the meaning of Theorem 2. Observe that having the decomposition
of t ∈ T given by t = t1 + t2, t1 ∈ T1, t2 ∈ T2 and T ⊂ T1 + T2 we can write
E sup
t∈T
Xt 6 E sup
t∈T
Xt1 +E sup
t∈T
Xt2 6 E sup
t∈T1
Xt +E sup
t∈T2
Xt.
Theorem 2 states that infinitely divisible process can be splitted into two parts. E supt∈T1 Xt is the
one explained through chaining (by (3) and (2)) and E supt∈T2 Xt is bounded since E supt∈T2 |Xt| 6
3
E supt∈T2 |X |t and then by (4). The first part should be considered as the one where cancellations
between terms occur while in the second there are no cancellations. It is a general phenomenon which
we will discuss further in the last section by looking at empirical processes and selector processes (see
[6, Chapter 9 and Chapter 12]).
2 Tools
2.1 Lower bounds from partition
Let us define mappings which are square of distances, but we will refer to them as distances for simplicity.
For j > 1, s, t ∈ T let
ϕj(s, t) =
∫
Ω
r2j |s(ω)− t(ω)|2 ∧ 1ν(dω) (5)
and we denote by Bj(t, r) a ball in the distance ϕj centred at t with radius r. Let us also assume that
s 6= t =⇒ lim
j→∞
ϕj(s, t) =∞. (6)
The first tool is the following (see [5, Theorem 6.6.1], [6, Theorem 5.2.6]).
Theorem 3 Consider a countable set T of measurable functions on Ω, a number r > 4 and assume
0 ∈ T . Consider an admissible sequence of partitions (An)n>0 of T, and for A ∈ An consider jn ∈ Z,
with the following properties, where u > 0 is a parameter
A ∈ An, B ∈ An−1, A ⊂ B =⇒ jn(A) > jn−1(B),
∀s, t ∈ A ∈ An, ϕjn(A)(s, t) 6 u2n.
Then we can write T ⊂ T ′ + T ′′ + T ′′′ where 0 ∈ T ′ and
γ2(T
′, d2) 6 L
√
u sup
t∈T
∑
n>0
2nr−jn(An(t)), (7)
γ1(T
′, d∞) 6 L sup
t∈T
∑
n>0
2nr−jn(An(t)) (8)
∀t ∈ T ′′, ‖t‖1 6 Lu sup
t∈T
∑
n>0
2nr−jn(An(t)). (9)
Moreover,
∀t ∈ T ′′′, ∃s ∈ T, |t| 6 5|s|1{2|s|>r−j0(A0(t))}. (10)
What Theorem 3 effectively says is that if we can provide an admissible sequence of partitions of the
set T together with the sequence (jn) satisfying described properties and most importantly that if
sup
t∈T
∑
n>0
2nr−jn(An(t)) 6 E sup
t∈T
Xt (11)
then we are basically done with the proof of Theorem 2. The relatively simple remaining steps are to
show the Gine´-Zinn type of result ([6, Theorem 11.5.1], [5, Theorem 9.7.1])
E sup
t∈T
|X |t 6 sup
t∈T
∫
Ω
|t(ω)|ν(dω) + 2E sup
t∈T
|Xt|, (12)
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then use Theorem 3 to write T1 = T
′ and T2 = T
′′ + T ′′′ and the last piece is to show that
sup
t∈T2
∫
Ω
|t(ω)|ν(dω) 6 LE sup
t∈T
Xt. (13)
Providing an admissible sequence of partitions such that the series
∑
n>0 2
nr−jn(An(t)) is a lower bound
for some functional of the set T is a central tool in Talagrand’s machinery (see [5, Theorem 7.1.2], [6,
Theorem 10.1.2]). Since, we will not use this theorem we do not rephrase it here, but just emphasize
that the existance of the admissible sequence depends on whether the appropriate functional satisfies so
called growth condition or not. Let us briefly recap this notion (see also [5, Section 7] and [6, Section
10]) so that we can expose the importance of the H(C0, δ) condition in the Talagrand’s initial approach
and motivate our strategy. Recall the distance ϕj given by (5).
Definition 3 We say that functionals Fn,j satisfy the growth condition for r = 2
κ, κ ∈ Z, if the
following occurs. Consider any j ∈ Z, any n > 1 and m = Nn. Consider any sets (Hl)16l6m that are
separated in the following sense: there exist points u, t1, . . . , tm in T for which Hl ⊂ Bj+2(tl, 2n+κ) and
∀t, t′ 6 m, l 6= l′, ϕj+1(tl, tl′) > 2n+1
∀l 6 m, tl ∈ Bj(u, 2n).
Then,
Fn,j(
⋃
l6m
Hl) > 2
nr−j−1 +min
l6m
Fn+1,j+1(Hl).
In order to define the functional used in the proof of Theorem 2 we need more structure related to the
Bernoulli process. The next section is devoted to explain how techniques used by Talagrand in his new
proof of Theorem 2 [5] are helpful for us to establish the general form of Theorem 2.
2.2 Partition for Bernoulli process
First, observe that conditionally on (Zi)i>1, Xt is a Bernoulli process defined as a collection (Yt)t∈S ,
where Yt =
∑
i>1 εiti and S ⊂ ℓ2. We have the following result due to the first named author and R.
Lata la called Bernoulli Theorem [1].
Theorem 4 Let S ⊂ ℓ2. There exists a universal constant L such that
inf{γ2(S1, d) + sup
t∈S2
‖t‖1;S ⊂ S1 + S2} 6 LE sup
t∈S
Yt,
where d denotes the Euclidean distance and ‖ · ‖1 is a ℓ1-norm.
What might be not noticed by looking at the above statement is the special construction crucial for its
proof. Namely, it provides the admissible sequence of partitions (An)n>0 and numbers (jn(An(t)))n>0
such that
sup
t∈S
∑
n>0
2nr−jn(An(t)) 6 LE sup
t∈S
Yt (14)
Recent developments of M. Talagrand (see [5, Chapter 8.6]) allow to provide a lower bound forE supt∈S Yt
in terms of a functional which depends only on the set S, not on decomposition S1 + S2. The signifi-
cance of this result should be compared with constructing the majorising measure for Gaussian processes
(cf. [?], [5, Chapters 2.6, 4.1], [6, Chapter 2.4]). In particular it allows to prove Theorem 2 without
H(C0, δ). For this reason and for the clarity of our argument we restate this construction here. It can
be summarized as follows.
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Theorem 5 Let S ⊂ ℓ2 and µ be a probability measure on S. Fix a positive number r > 4. Consider
the following sequence of square distances for j ∈ Z
∀s, t ∈ S ϕ˜j(s, t) =
∑
i>1
(r2j |ti − si|2) ∧ 1. (15)
Now, let k0 be the largest integer such that the diameter of S in the Euclidean distance (∆(S, d2)) does
not exceed r−k0 . For t ∈ S define k0(t) = k0 and for n > 1
kn(t) = sup{j ∈ Z ; µ({s ∈ T, ϕ˜j(s, t) 6 2n}) > N−1n−1}. (16)
Let
Iµ(t) =
∑
n>0
2nr−kn(t). (17)
Then there exists a universal constant L such that∫
S
Iµ(t)µ(dt) 6 LE sup
t∈S
Yt. (18)
The proof of Theorem 5 involves two steps. We will adapt the notation from [5]. Put b∗(S) =
inf{γ2(S1, d)+supt∈S2 ‖t‖1;S ⊂ S1+S2}. Let b¯(S) be the infimum of numbers supt∈S
∑
n>0 2
nr−jn(An(t))
such that there exists an admissible sequence (An)n>0 of partititons of S, and for A ∈ An an integer
jn(A) satisfying
s, t ∈ A =⇒ ϕ˜jn(A)(s, t) 6 2n (19)
and
∆(S, d2) 6 r
−j0(T ).
The first step is to show that [5, Theorem 8.6.2]
b¯(S) 6 Lb∗(S). (20)
It follows from the subadditivity of b¯ i.e. for T, T ′ ⊂ ℓ2
b¯(T + T ′) 6 b¯(T ) + b¯(T ′)
and then estimates b¯(B1) 6 Lr, where B1 = {t ∈ ℓ2 :
∑
i>1 |ti| 6 1} and b¯(T ) 6 Lγ2(T, d2). The second
step is the following Lemma (see [5, Proposition 8.6.7]), which we quote together with the proof for the
instructional purposes.
Lemma 1 Given any probability measure µ on S we have
∫
S
Iµ(t)µ(dt) 6 Lb¯(S), (21)
where Iµ(t) is as in (17).
Proof. Consider an admissible sequence (An)n>0 of partitions of S and for A ∈ An an integer jn(A)
as in (19) such that
sup
t∈S
∑
n>0
2nr−jn(An(t)) 6 2b¯(S).
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By the definition of k0 it follows that ϕ˜k0+1(s, t) > 1 and since ϕ˜k0+1(s, t) 6 r
2(k0+1)d2(s, t)
2 we have
r−k0−1 < ∆(S, d2). Hence, since ∆(S, d2) 6 r
−j0(T ),
r−k0 6 r−j0(T ) 6 sup
t∈S
∑
n>0
2nr−jn(An(t)).
Now, for n > 1, A ∈ An and t ∈ A
A ⊂ {s ∈ S : ϕ˜jn(A)(s, t) 6 2n} ⊂ {s ∈ S : ϕ˜jn(A)(s, t) 6 2n+1}.
So, if µ(A) > N−1n+1 then kn+1(t) > jn(A), hence∫
A
2n+1r−kn+1(t)µ(dt) 6 2
∫
A
2nr−jn(An(t))µ(dt).
On the other hand, if µ(A) < N−1n+1∫
A
2n+1r−kn+1(t)µ(dt) < 2n+1r−k0N−1n+1.
Summation over A ∈ An and then over n > 0 yields∫
T
∑
n>1
2nr−kn(t) 6 L sup
t∈S
∑
n>0
2nr−jn(An(t)) + Lr−k0 ,
which finishes the proof, because for n = 0, 1
2nr−kn(t) 6 Lr−k0 6 L sup
t∈S
∑
n>0
2nr−jn(An(t)).

Having prepared the lower bound for the Bernoulli process we are ready to come back to infinitely
divisible processes. Consider Iµ,Z be defined as in (17) but for s, t ∈ S and
ϕ˜j(s, t) =
∑
i>1
(r2j |t(Zi)− s(Zi)|2) ∧ 1
by taking expectation with respect to the process (Zi)i>1 in (18) we have
E
∫
T
Iµ,Z(t)µ(dt) 6 LE sup
t∈T
Xt. (22)
The next step is to repeat the construction provided in Theorem 5 for the set T . Using the distance (5)
we define numbers (jk)k>0 associated to each point t ∈ T . Let
j0 = sup{j ∈ Z : ∀s, t ∈ T, ϕj(s, t) 6 4}. (23)
The use of constant 4 in the above will become apparent with the next Lemma. Given any probability
measure µ on T we define for any integer n > 0 and t ∈ T
jµ0 (t) = j0
and
jµn(t) = sup{j ∈ Z : µ(Bj(t, 2n)) > N−1n }. (24)
We also define
Jµ(t) =
∑
n>0
2nr−j
µ
n(t).
The crucial fact (see [5, Lemma 9.3.2]) is the following Lemma the proof of which we include again for
the sake of completeness.
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Lemma 2 For each t ∈ T we have Jµ(t) 6 LEIµ,Z(t).
Proof. Fix probability measure µ on T . To simplify the notation put jn(t) = j
µ
n(t). Observe that by
(1) Eϕ˜(s, t) = ϕ(s, t). It is easy to verify that for any function 0 6 f 6 1 and constant A such that
4A 6
∫
fdν we have
P(
∑
i>1
f(Zi) 6 A) 6 exp(−A). (25)
We aim to prove that
P(k0 6 j0) >
1
L
(26)
and for n > 3
P(kn−2(t) 6 jn(t)) >
1
2
. (27)
These relations imply respectively that Er−k0 > r−j0/L and for n > 3, LE2n−3r−kn−3(t) > 2nr−jn(t).
Summing these inequalities and using for n 6 2 that 2nr−jn(t) 6 Lr−j0 6 E2nr−kn(t) yields the result.
To prove (26) we use (25). By the definition of j0, ϕj0+1(s, t) > 4 and therefore
P(ϕ˜j0+1(s, t) > 1) 6 1− exp(−1).
By the definition of k0 the event ϕ˜j0+1(s, t) > 1 implies that k0 6 j0.
Now we argue that (27) holds. By the definition of kn(t) we have
µ({s ∈ T : ϕkn(t)+1(s, t) 6 2n}) 6 N−1n .
On the other hand, by (25), ϕkn(t)+1(s, t) > 2
n implies that
P(ϕ˜kn(t)+1(s, t) 6 2
n−2) 6 exp(−2n−2) 6 N−1n−2.
Hence,
Eµ({s ∈ T : ϕkn(t)+1(s, t) > 2n, ϕ˜kn(t)+1(s, t) 6 2n−2}) 6 N−1n−2
and by Markov inequality with probability > 1/2 we have
µ({s ∈ T : ϕkn(t)+1(s, t) > 2n, ϕ˜kn(t)+1(s, t) 6 2n−2}) 6 2N−1n−2.
Therefore, conditioned on such event we get that
µ({s ∈ T : ϕ˜kn(t)+1(s, t) > 2n−2}) 6 N−1n + 2N−1n−2 < N−1n−3
and in turn kn−3(t) 6 jn(t). This finishes the proof.

Lemma 2 together with (22) imply that
∫
T
Jµ(t)µ(dt) 6 L
∫
T
EIµ,Z(t)µ(dt) = LE
∫
T
Iµ,Z(t)µ(dt) 6 LE sup
t∈T
Xt. (28)
The functional that can be used for the proof of Theorem 2 is given for A ⊂ T by
Fn(A) = Fn,j(A) = sup
µ(A)=1
inf
t∈A
Jµ,n(t),
where
Jµ,n(t) =
∑
k>n
2kr−j
µ
k
(t).
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The idea was to prove that above functionals satisfy the growth condition of Definition 3, which in
turn will induce the existence of the admissible sequence. The critical point is that to show the growth
condition (see [6, Proposition 11.6.10]) one needs to show that Bj+2(tl, 2
n+κ) ⊂ Bj+1(tl, 2n−4), which
is a consequence of H(C0, δ) condition.
Since there is little hope for proving the growth condition without H(C0, δ) condition the other strategy
is imposed for the proof of general Decomposition Theorem. First, we deduce from the fact that (28)
holds for any probability measure that there is some measure say µ0 for which we have
sup
t∈T
Jµ0(t) 6 LE sup
t∈T
Xt.
This could be done by a standard argument using Hahn-Banach theorem provided that Jµ,0(t) is convex
as a function of µ. Proving the convexity is highly non-trivial task which therefore is replaced by a
modified reasoning giving a rise to the most technical part of the proof. It is a subject of the next
section.
3 The Separation Theorem
We start with the main consequence of (28). It should be compared with [9, Propodition 3.2], [5, Lemma
13.3.9], [6, Lemma 13.1.4]. Fix a finite subset F of T ,
Lemma 3 Consider a number a > 0. Suppose that C is a closed, convex subset of real-valued functions
on a finite set F . Assume that f ∈ C, g > f =⇒ g ∈ C and for each probability measure µ on F there
exists f ∈ C such that ∫ fdµ 6 a. Then a constant function a ≡ a belongs to C.
Proof. Suppose that a /∈ C. Then by the Hahn-Banach theorem there exists a linear functional ϕ on
the space of functions on T such that for each f ∈ C,
ϕ(f) > ϕ(a). (29)
Consider a function g on T with g > 0 and a number λ > 0 so that f +λg ∈ C and ϕ(f)+λϕ(g) > ϕ(a).
This implies that ϕ is non-negative, so there is a probability measure µ0 on T and a number β > 0 such
that for each non-negative function g on T we have ϕ(g) = β
∫
gdµ0, in particular ϕ(a) = βa. By the
assumption there is f ∈ C such that ∫ fdµ0 6 a, so ϕ(a) 6 βa = ϕ(a) contradicting (29). Hence, a ∈ C.

Theorem 6 There exists a positive integerM , sequence of non-negative numbers (αi)i6M with
∑
i6M αi =
1 and a sequence (µi)i6M of probability measures on a finite subset F of T such that for each t ∈ F .
∑
i6M
αiJµi(t) 6 LE sup
t∈T
Xt. (30)
Proof. Consider a closed, convex hull C of the set of functions f for which there exists a probability
measure µ on T such that for each t ∈ T , f(t) > Jµ(t). Given any probability measure µ on T ,
the function f(t) = Jµ(t) belongs to C and by (28) we have
∫
F
f(t)µ(dt) 6 a := LE supt∈T Xt. The
conclusion follows from Lemma 3.

So far, we have proved that for any finite subset F ⊂ T we have
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sup
t∈F
∑
i6M
αi
∑
n>0
2nr−j
µi
n (t) 6 LE sup
t∈T
Xt.
We aim to show that there is a single probability measure on F and integers jn depending only on
this measure such that supt∈F
∑
n>0 2
nr−jn(t) 6 KE supt∈T Xt.. For a fixed finite set F ⊂ T and the
sequeces (αi) of non-negative numbers and (µi) of probability measures from Theorem 6 we define
µ =
∑
i6M
αiµi (31)
and for each t ∈ T numbers jn(t) with j0 as in (23) and for n > 1
r−jn(t)−1 <
∑
i6M
αir
−j
µi
n (t) 6 r−jn(t). (32)
Then, it is a matter of changing the order of summation to notice that
t ∈ F =⇒
∑
n>0
2nr−jn(t) 6 r
∑
i6M
αi
∑
n>0
2nr−j
µi
n (t) (33)
since j0 is fixed. What is crucial for the further construction is that jn’s defined in (32) preserve the
defining property of jµin ’s given by (24).
Lemma 4 Fix n > 0 and t ∈ T . For µ as in (31) and jn(t) as in (32) we have
µ(Bjn(t)(t, 2
n)) >
2
3
1
Nn
>
1
Nn+1
. (34)
Proof. For n = 0 it is straightforward from (23). For n > 1 observe that if jµin (t) > jn(t), then
µi(Bjn(t)−1(t, 2
n)) > 1/Nn. Define βj =
∑
i αi1{jµin (t)=j}. Certainly,
∑
j>1 βj = 1. Moreover,
µ(Bjn(t)(t, 2
n)) >
∑
j>jn(t)
βj
1
Nn
.
Now, we will argue that
∑
j<jn(t)
βj can be bounded from above so that (34) follows. From the definition
of jn(t) we have ∑
j<jn(t)
βjr
−j 6 r−jn(t),
which implies that βjr
−j 6 r−jn(t) for each j < jn(t) and in turn that βj 6 r
−jn(t)+j . Hence, since
r > 4, ∑
j<jn(t)
βj 6
∑
j<jn(t)
rj−jn(t) 6
∑
l>1
r−l 6
1
3
which finishes the argument.

Now, consider numbers jµn(t) defined in (24) for the measure µ of (31). By (34) we have that j
µ
n+1(t) >
jn(t). Hence, by (33), (30) and the fact that j
µ
0 = j0 = j
µi
0 it follows that for any t ∈ F
∑
n>0
2nr−j
µ
n(t) 6 L
∑
n>0
2nr−jn(t) 6 LE sup
t∈T
Xt. (35)
10
4 The Decomposition Theorem
What we achieved in the previous section is the lower bound from a majorising measure µ which depends
on the finite set F . Namely,
sup
t∈F
Jµ(t) 6 LE sup
t∈T
Xt.
We aim to replace the lower bound by the sum depending on the admissible sequence of partitions of
the whole set T as in Theorem 3. Before stating the result observe (using (a+ b)2 6 2(a2+ b2)) that by
the definition (5) we have the following form of the triangle inequality. For s, t, x ∈ T
ϕj(s, t) 6 2(ϕj(s, x) + ϕj(x, t)) (36)
and as a consequnce
∀s, t ∈ T, ϕj(s, t) > 4a > 0 =⇒ Bj(s, a) ∩Bj(t, a) = ∅. (37)
First, let us refine the definition of jµn(t) so that they form a non-decreasing sequence which can increase
by at most 1. Define
j˜µn(t) = min
06p6n
(jµp (t) + n− p).
In this way we have j˜µ0 (t) = j
µ
0 (t) and for n > 1
j˜µn(t) 6 j˜
µ
n+1(t) 6 j˜
µ
n(t) + 1. (38)
Moreover, j˜µn(t) 6 j
µ
n(t), so
µ(Bj˜µn(t)(t, 2
n)) > N−1n . (39)
Finally, for t ∈ F , since r > 4 we have
∑
n>0
2nr−j˜
µ
n(t) 6
∑
n>0
2n
∑
06p6n
r−j
µ
p (t)−n+p =
∑
p>0
2pr−j
µ
p (t)
∑
n>p
(
2
r
)n−p
6 2Jµ(t). (40)
Theorem 7 There exists an admissible sequence of partititons (An)n>0 of F and for A ∈ An there
exists an integer jn(A) such that for each t ∈ T
∑
n>0
2nr−jn(An(t)) 6 L
∑
n>0
2nr−j˜
µ
n(t). (41)
Moreover,
s, t ∈ A ∈ An =⇒ ϕjn(A)(s, t) 6 2n+2. (42)
The partitioning procedure is the content of the next Lemma.
Lemma 5 Consider A ⊂ F . There exists a partition A of A such that |A| 6 Nn and for each B ∈ A
s, t ∈ B =⇒ ϕj˜µn(t)(s, t) 6 2n+4. (43)
Proof. Consider U ⊂ T such that ∀s, t ∈ U , ϕj˜µn(t)(s, t) > 2n+2. By (37) balls Bj˜µn(t)(t, 2n) are
disjoint for each t ∈ U . By (39) it follows that |U | 6 Nn. Take U with maximal cardinality. Then
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A ⊂ ⋃t∈U Bj˜µn(t)(t, 2n+2) and each of these balls satisfy (43). If we list elements of U denoting them by
t1, . . . , tM , M 6 Nn, then the partition A consists of sets
D1 = A ∩Bj˜µn(t)(t1, 2n+2),
D2 = (A\D1) ∩Bj˜µn(t)(t, 2n+2),
...
DM = (A\
⋃
k6M−1
Dk) ∩Bj˜µn(t)(tM , 2n+2).
Since each element of this partition is contained in the ball of radius 2n+2 (43) follows.

Proof of Theorem 7. We proceed by induction. Set A0 = A1 = A2 = {T } and for n 6 2, jn(T ) = j0.
For A ∈ An, n > 2, there exists an integer, which we denote by jn(A), such that
t ∈ A =⇒ j˜µn−2(t) = jn(A). (44)
Suppose we have constructed An. By (44) and (38) for t ∈ A ∈ An we have j˜µn−1 ∈ {jn(A), jn(A) + 1}.
Set
A0 = {t ∈ A : j˜µn−1(t) = jn(A)} and A1 = {t ∈ A : j˜µn−1(t) = jn(A) + 1}.
Now, we apply Lemma 5 for n − 1 rather than n to get partitions of A0 and A1 into at most Nn−1
elements, so that we obtain at most 2Nn−1 6 Nn sets. For the element B of A0 we put jn+1(B) = jn(A)
and for the element B of A1 we put jn+1(B) = jn(A) + 1. Apply this procesdure to each set A ∈ An
to get partitition An+1 which is obviously nested. Clearly |An+1| 6 N2n 6 Nn+1. Condition (44)
holds for n + 1 by the construction as well as (42). Since for n 6 2, jn(An(t)) = j0 and for n > 3,
jn(An(t)) = j˜
µ
n−2(t) also (41) follows.

The last step is to level up the partition to the whole set T and to formulate the main lower bound.
Before the formal statement let us describe the idea for building the partition elements. We will follow
the intuition that the partition of large finite subset of T should not vary too much from the partition
of T itself. To formalize this concept we will consider ascending sequence of finite subsets FN ⊂ T and
either assign the element of T to already existing partition element of FN or let it define a new partition
element. Alongside, we will need to guarantee that integers j defined for each partition of finite subset
converge. This will be done by the procedure of choosing consecutively appropriate subsequences of the
indices of FN .
Theorem 8 Assume that T is countable. Then, there exists an admissible sequence (An)n>0 of parti-
tions of T and for A ∈ An an integer jn(A) such that the following holds
∀t ∈ T,
∑
n>0
2nr−jn(An(t)) 6 LE sup
t∈T
Xt, (45)
A ∈ An, C ∈ An−1, A ⊂ C =⇒ jn−1(C) 6 jn(A) 6 jn−1(C) + 1 (46)
and
s, t ∈ A ∈ An =⇒ ϕjn(A)(s, t) 6 2n+2. (47)
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Proof. Assume first that T is finite. Then, the result follows from Theorem 7 combined with (40).
Now, let T be countable so that T =
⋃
N>1 FN , where (FN )N>1 is ascending sequence of finite subsets
of T . We can enumerate elements of T i.e. T = {t1, t2, . . . } and put FN = {t1, t2, . . . , tN}. Our aim
is to construct the admissible sequence of partitions (An)n>0 of T and verify conditions (45), (46) and
(47). This will end the proof. Certainly, A0 = {T }. The approach is based on the analysis of partitions
(An,N )n>0 of FN and use them for defining the limiting partitions of T . Recall that An,N (ti) denotes
the element of n-th partition of FN that contains ti and jn(An,N (ti)) is the associated integer. To
simplify the notation we put jn(An,N (ti)) = jn,N (ti).
For t1 we obtain a sequence of sets (An,N (t1))N>1 and the sequence of integers (jn,N (t1))N>1. Note
that by (38)
j0 6 jn,N (t1) 6 j0 + n. (48)
The main step in the construction is to describe appropriate limiting procedure allowing to define
(An(t1))n>0 and (jn((t1))n>0. It relies highly on the boundedness of jn,N (ti) since we can expect a
stabilization on certain infinite subsequences. For the sake of simplicity all the sequences used in the
proof will be identified with certain subsets of positive integers. Then the fact that M is a subsequence
of M ′ is equivalent to M ⊂ M ′. The first task is to define subsequences Nn(t1) for n > 0. We know
that for n 6 2 and each N , jn,N (t1) = j0, so we put N0(t1) = N1(t1) = N2(t1) = {1, 2, . . .}. In this
case, An = {T }. Next we choose a subsequence N3(t1) of N2(t1) such that (j3,N (t1))N∈N2(t1) converges
to some limit (which is guaranteed by (48)) and we denote its’ limit by j3(t1). We proceed in this way
to obtain nested sequences (Nn(t1))n>0 and finally by the diagonal procedure we can select a sequence
N(t1) such that for each n the sequence (jn,N (t1))N∈N(t1) converges to jn(t1).
Let N0(t2) = N(t1). For n > 0 consider a set An(t1). We describe when t2 should belong to An(t1),
namely
t2 ∈ An(t1) ⇐⇒ ∃Nn(t2) ⊂ Nn−1(t2) such that ∀N ∈ Nn(t2), t2 ∈ An,N (t1). (49)
There are two possible cases. Firstly, if the condition (49) is satisfied for each n we obtain N0(t2) ⊃
N1(t2) ⊃ . . . . Due to the property that jn,N (t1) converges to jn(t1) for N ∈ N(t1) we derive that
jn,N (t2) = jn,N (t1) converges to the same limit for N ∈ Nn(t2). Secondly, the condition (49) might
not be satisfied for some n = n¯ > 1, which means that t2 ∈ An,N (t1) for finitely many N ∈ Nn−1(t2).
In this case we start a new element of partition (which will be denoted by An(t2)) and consrtuct the
subsqence Nn(t2) in order to stabillize jn,N (t2) so that for N ∈ Nn(t2) it converges to jn(t2), which
is guaranteed by (48). We continue in this way obtaining new parition elements (An(t2))n>n˜, subse-
quences Nn(t2) and limits jn(t2) for all n > n˜. Hence, again we obtain nested family of subsequences
N0(t2) ⊃ N1(t2) ⊃ . . . . Finally, in both cases we can define N(t2) by the diagonal method.
The procedure described for t1 and t2 should help getting the intuition and clarify the general construc-
tion which we provide now. The argument goes by induction. Consider ti for i > 1 and suppose we have
dealt with t1, . . . , ti−1. We aim to define an inductive procedure for constructing Nn(ti) and deciding
whether ti belongs to already existing partition element or starts a new one. Put N0(ti) = N(ti−1).
Note that N(ti−1) is already provided. For n > 0, consider Nn−1(ti) and suppose that there exists a
subsequence M of Nn−1(ti) such that
ti ∈
i−1⋃
j=1
An,N (tj) ∀ N ∈M.
13
If so, then we select the smallest j for which there exists Nn(ti) ⊂ Nn−1(ti) with the propety that
ti ∈ An,N (tj) for N ∈ Nn(tj). In this way we obtain an infinite subsequence Nn(ti) ⊂ Nn−1(ti) and put
ti into the partition element An(tj). Similarly as we have argued for t2, we have that jn,N (ti) converges
to jn(tj). Secondly, it may happen that ti belongs to
⋃i−1
j=1 An,N (tj) only for finitely many N ∈ Nn−1(ti).
In this case we start a new parititon element, An(ti). When choosing Nn(ti) ⊂ Nn−1(ti) we care only
for the stabilization of jn,N (ti) namely we require that jn,N (ti) converges to a limit which we denote
by jn(ti). Once again, (48) implies the existence of this limit. Following the above scheme we decide
whether ti starts a new partition element for An or not, construct jn(ti) and N0(ti) ⊃ N1(ti) . . . . We
complete the procedure by choosing N(ti) from the family N0(ti) ⊃ N1(ti) . . . by the diagonal method.
Note that it does not affect the convergence of jn,N (ti) to jn(ti) for N ∈ N(ti).
Now we check that the defined sequence of partitions is admissible. Namely, that the sequence of
partitions An = {An(ti) : i ∈ I}, where I is the index set gathering those points in T which start a
partition element, is nested and satisfies |An| 6 22n . We have An(ti) = {ti} ∪ {tj ∈ T : j > i, tj ∈
An,N (ti) ∀ N ∈ Nn(tj)}. The crucial property of the constructed partition is following. Fix m and
consider Fm = {t1, ..., tm}. For any n there exists a constant Kn,m large enough such that for N > Kn,m
and N ∈ N(tm) we have An,N (ti) = An(ti) ∩ Fm. Hence, |An ∩ Fm| = |An,N | 6 22n and since m is
arbitrary we conclude that |An| 6 22n . By the same reason we argue that An+1(ti) ⊂ An(ti), because
(An+1(ti) ∩ Fm) = An+1,N (ti) ⊂ An,N (ti) = (An(ti) ∩ Fm).
Finally, we verify (45), (46) and (47). They are all straightforward consequence of the fact that for
N > K(n,m) and N ∈ Nn(tm) we have jn,N(ti) = jn(ti).

Assume with no loss in generality that 0 ∈ T which implies that
E sup
t∈T
|Xt| 6 2E sup
t∈T
Xt. (50)
We need one more ingredient for the final result.
Lemma 6 Assume 0 ∈ T . For each t ∈ T we have∫
Ω
|t|1{2|t|>r−j0(t)}dν 6 LE sup
t∈T
Xt. (51)
Proof. By (1) we have
∫
Ω
|t|1{2|t|>r−j0(t)}dν = E
∑
i>1 |t(Zi)|1{2|t(Zi)|>r−j0(t)}. Define
Nk =
∑
i>1
1{rk62|t(Zi)|<rk+1}
and observe that Nk is a Poisson random variable with mean ν({ω : rk 6 2|t(ω)| < rk+1}). Recall that
ϕj0 (t, 0) 6 1. Again by (1),
r−2j0ϕj0(t, 0) = E
∑
i>1
min(|t(Zi)|2, r−2j0 ).
Hence,
r−2j0
4
E
∑
k>−j0
Nk 6 Emin(|t(Zi)|2, r−2j0) 6 r−2j0 .
It means that for each k > −j0, ENk 6 1 and since for λ 6 1 it holds that λ 6 e(1− e−λ) we have
ENk 6 eP(Nk > 0).
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The above leads to
E
∑
i>1
|t(Zi)|1{2|t(Zi)|>r−j0(t)} 6 E
∑
k>−j0
rk+1
2
Nk 6 2eE
∑
k>−j0
rk+11{Nk>0}.
Observe that
E
∑
k>−j0
(r2(k+1)1{Nk>0})
1
2 6 E(
∑
k>−j0
r2(k+1)Nk)
1
2 6 LE(
∑
i>1
|t(Zi)|2) 12
6 L sup
t∈T
E(
∑
i>1
|t(Zi)|2) 12 6 L sup
t∈T
E|
∑
i>1
εit(Zi)|
6 LE sup
t∈T
|
∑
i>1
εit(Zi)|.
In particular, E
∑
k>−j0
(r2(k+1)1{Nk>0})
1
2 <∞, so there exists maximal k for which Nk > 0. Thus, we
can deduce that the sum is controlled by the last term and we can write
E
∑
k>−j0
rk+11{Nk>0} 6
r
r − 1E(
∑
k>−j0
r2(k+1)1{Nk>0})
1
2 .
The result follows by (50).

Theorem 8 and Theorem 3 lead to the main result of this paper, which is the following.
Theorem 9 Consider a countable set T of measurable functions on Ω as in Definition 1 and assume
0 ∈ T . Then we can write T ⊂ T1 + T2 in such a manner that
γ2(T1, d2) + γ1(T1, d∞) 6 LE sup
t∈T
Xt (52)
and
E sup
t∈T2
|X |t 6 LE sup
t∈T
Xt. (53)
Proof. Let s(T ) = E supt∈T Xt. Consider T
′, T ′′, T ′′ as in Theorem 3. Put T1 = T
′ and T2 = T
′′+T ′′′.
By (45) we have γ2(T1, d2) 6 Ls(T ) and γ1(T1, d∞) 6 Ls(T ) using (54) and (55) respectively, so we
showed (52). Now, by replacing T2 by T2 ∩ (T − T1), it follows from (12) that
E sup
t∈T2
|X |t 6 sup
t∈T2
∫
Ω
|t(ω)|ν(dω) + 2E sup
t∈T2
|Xt|
6 sup
t∈T ′′′
∫
Ω
|t(ω)|ν(dω) + L(E sup
t∈T
|Xt|+E sup
t∈T1
|Xt|),
where we used that for t ∈ T ′′ it is straightforward from (56) and (45) that ‖t‖1 6 Ls(T ). Now, notice
that (2) and (50) together with (52) give that E supt∈T1 |Xt| 6 Ls(T ). Hence, the last piece we need to
show is that for each t ∈ T ′′′, ‖t‖1 6 Ls(T ). By the construction (57) we know that for each t ∈ T ′′′
there is s ∈ T such that
|t| 6 5|s|1{2|s|>r−j0}.
Combining this with Lemma 6 we finally get that
sup
t∈T ′′′
∫
Ω
|t(ω)|ν(dω) 6 Ls(T ).

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5 Comments
5.1 Approximation net for T
There is another proof of Theorem 9 which is based on a direct construction of approximation net of T
rather than admissible sequence of partitions. Namely, one can show the following form of Theorem 3.
For the sake of clarity in presenting the result in what follows the jµn of (35) will be denoted by jn(t).
We will assume with no loss in generality that 0 ∈ T which implies that E supt∈T |Xt| 6 2E supt∈T Xt.
Let us point out straight ahead that the approach with partitions has a huge advantage over the one
presented below when it comes to extending the result beyond the finite T case. Nevertheless, it seems
instructive to see the following construction.
Theorem 10 Consider a finite T of measurable functions on Ω as in Definitiion 1 and assume that
0 ∈ T . Let µ be the probability measure on T and jn(t) ∈ Z both as in (33). Then we can write
T ⊂ T1 + T2 + T3 with 0 ∈ T1, where for some parameter u > 0
γ2(T1, d2) 6 L
√
u sup
t∈T
∑
n>0
2nr−jn(t) (54)
γ1(T1, d∞) 6 L sup
t∈T
∑
n>0
2nr−jn(t) (55)
∀t ∈ T2, ‖t‖1 6 Lu sup
t∈T
∑
n>0
2nr−jn(t) (56)
and
∀t ∈ T3 ∃s ∈ T, |t| 6 4|s|1{2|s|>r−j0(t)}, (57)
where ‖ · ‖1 is the L1 norm with respect to the measure ν.
Before we proceed to the proof of Theorem 10 let us record the essential tool which enables to provide
a lower bounds in terms of γ-numbers.
Lemma 7 [6, Theorem 2.3.1] Consider a metric space (T, d), and for n > 0, consider subsets T n of T
with |T0| = 1 and for n > 1 suppose there is τ > 0 such |Tn| 6 Nn+τ . Consider a number A and let
U = {t ∈ T :
∑
n>0
2n/αd(t, T n) 6 A}.
Then γα(U, d) 6 LA.
The constant in the assertion depends on α and τ only. Lemma 7 clarifies the task of proving Theorem
10. Together with the set T1 we have to provide approximating sets T
n
1 such that for each element
t ∈ T1 we have
∞∑
n=0
2n/2d2(t, T
1
n) 6
∑
n>0
2nr−jn(t)
as well as ∑
n>0
2nd∞(t, T
1
n) 6
∞∑
n=0
2nr−jn(t).
T2 and T3 will be obtained by splitting T − T1 with respect to the size of its elements and then we will
need to verify (56) and (57).
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The construction is as follows. It should be compared with the construction provided for the majorising
measures (see [8, Theorem 2.2]). First, observe (using (a+ b)2 6 2(a2 + b2)) that we have the following
form of the triangle inequality. For s, t, x ∈ T
ϕj(s, t) 6 2(ϕj(s, x) + ϕj(x, t)). (58)
Fix n > 0. We will define an approximating nets T˜n = {t0, . . . , tM} and we will show that M 6 Nn+τ
for some τ > 0. Let t0 = 0. We choose t1 so that it maximizes jn(t) over the whole set T . Then we
define set
D1 = {s ∈ T : ϕjn(s)−1(t1, s) 6 2n+2}
and for k > 2 we choose tk ∈ T \
⋃k−1
l=1 Dl which maximizes jn(t) over the set T \
⋃k−1
l=1 Dl. Then, we
define
Dk = {s ∈ T : ϕjn(s)−1(tk, s) 6 2n+2}.
Now, we need to argue that the procedure of choosing points tk will cease after at most Nn+τ ′ steps
for some τ ′ > 0. For this, let k′ < k and consider balls centred at tk′ , tk of radius 2
n in distance
ϕjn(tk′ )−1 and ϕjn(tk)−1 respectively. If we show that they are disjoint, then the claim will follow since
jn’s are defined so that µ(Bjn(t)−1) > 1/2Nn implying that M 6 2Nn 6 2
2n+1 . Suppose that there is
x ∈ Bjn(tk′ )−1(tk′ , 2n) ∩Bjn(tk)−1(tk, 2n). Since tk 6∈ Dk′ we have that
ϕjn(tk)−1(tk, tk′) > 2
n+2. (59)
On the other hand, we have ϕjn(tk′ )−1(tk′ , x) 6 2
n and ϕjn(tk)−1(tk, x) 6 2
n. Observe that the way of
choosing points tk implies that jn(tk′) > jn(tk), so by (5) we get
ϕjn(tk)−1(tk, x) 6 ϕjn(tk′ )−1(tk, x),
which together with the triangle inequality (58) implies that
ϕjn(tk′)−1(tk, tk′) 6 2(ϕjn(tk′ )−1(tk, x) + ϕjn(tk′)−1(tk′ , x)) 6 2
n+2,
which contradicts (59) so Bjn(tk′)−1(tk′ , 2
n) ∩ Bjn(tk)−1(tk, 2n) = ∅. This proves the claim that |T˜n| 6
Nn+1. Now, at each level n > 0 we define
π˜n(t) = tl,where l = min{i > 1 : t ∈ Di}. (60)
and
πn(t) =


π˜n(t) if jn(t) > jn−1(t)
πn−1(t) if jn(t) = jn−1(t),
where π0(t) = 0. In order to prove Theorem 10 we will follow closely the main steps of Theorem 6.2.6
in [5] (cf. [6, Theorem 5.2.6]). We have to define t1(ω), t2(ω) and t3(ω) such that
t(ω) = t1(ω) + t2(ω) + t3(ω).
For t ∈ T , ω ∈ Ω define
m(t, ω) = inf{n : |πn+1(t)(ω)− πn(t)(ω)| > r−jn(t)+1} (61)
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if the set on the right is not empty and put m(t, ω) =∞ otherwise. Let
Ωn(t) = {ω ∈ Ω : m(t, ω) > n}. (62)
Lemma 8 If n < m(t, ω), then
∑
n6m<m(t,ω)
|πm+1(t)(ω)− πm(t)(ω)| 6 2r−jn(t)+1. (63)
Proof. For each m < m(t, ω) we have
|πm+1(t)(ω) − πm(t)(ω)| 6 r−jm(t)+1,
so ∑
n6m<m(t,ω)
|πm+1(t)(ω) − πm(t)(ω)| 6
∑
n6m
r−jm(t)+1 6 r−jn(t)+1
1
1− 1/r ,
where we used the fact that jm(t) is non-decreasing sequence of positive integers and since r > 4 the
result follows.

Let us present the decomposition of t ∈ T . Define t1(ω) = πm(t,ω)(t)(ω) and in the case when m(t, ω) =
∞ we define t1(ω) = limn→∞ πn(t)(ω) as the existence of the limit is guaranteed from (63) and since
we can assume that
sup
t∈T
∑
n>0
2nr−jn(t) <∞. (64)
Notice that since π0(t) = 0 from (63) applied to n = 0 it follows that for each ω
|t1(ω)| 6 2r−j0 . (65)
Recall that by (23) j0 is independent of t. Intuitively, the definition of t2 should be simply t − t1,
however we will need some control over its size. Therefore, define
Ξ(t) = {ω ∈ Ω : |t(ω)| 6 r−j0(t)/2}
and then t2(ω) = (t(ω)− t1(ω))1Ξ(t) and t3(ω) = (t(ω)− t1(ω))1Ξ(t)c . We define
T1 = {t1 : t ∈ T } ; T2 = {t2 : t ∈ T } ; T3 = {t3 : t ∈ T }.
It is easy to see that (57) holds true. Indeed, for any t ∈ T we have
|(t(ω)− t1(ω))1Ξ(t)c | 6 (|t(ω)|+ |t1(ω)|)1Ξ(t)c 6 (|t(ω)|+ 2r−j0 )1Ξ(t)c 6 4|t(ω)|1Ξ(t)c ,
since on the set Ξ(t)c, r−j0(t) < 2|t(ω)|.
We proceed to L∞ and L2 estimates for the set T1 i.e. (55) and (54) respectively. The proof of (55) is
the subject of the next two lemmas.
Lemma 9 Let t1n(ω) = πm(t,ω)∧n(t)(ω) and T
n
1 = {t1n : t ∈ T }. Then, |T n1 | 6 Nn+τ for τ > 0.
Proof. It is clear from the construction (60) that πm(t,ω)∧n(t)(ω) is one of the points tl, therefore
T n1 ⊂
⋃
k6n T˜k, so |T n1 | 6
∑
k6n 2
2k+1 6 22
n+2
.

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Lemma 10 We have d∞(t
1, T n1 ) 6 2r
−jn(t)+1.
Proof. For n > m(t, ω), |t1(ω)− t1n(ω)| = 0. For n < m(t, ω)
|t1(ω)− t1n(ω)| = |
∑
n6m<m(t,ω)
(πm+1(t)(ω)− πm(t)(ω))| 6
∑
n6m<m(t,ω)
r−jm(t)+1 6 2r−jn(t)+1
by the same argument as in Lemma 8. So, ‖t1(ω) − t1n(ω)‖∞ 6 2r−jn(t)+1 and therefore d∞(t1, T n1 ) 6
2r−jn(t)+1.

Corollary 1 The bound (55) holds true.
Proof. Conditions of Lemma 7 are verified in Lemmas 9 and 10, therefore we apply it with α = 1.

Now, we present the control over T1 in L
2 norm i.e. (54)
Lemma 11 For (t1n)n>0 as in Lemma 9 and some number u > 0 we have
d2(t
1
n, t
1
n+1) 6
√
ur−jn(t)2n/2. (66)
Proof. Let p(n, t) = inf{p > 0 : jn(t) = jp(t)}. Recall that the construction of πn(t) implies that
ϕjp(n,t)(t)−1(πp(n,t)(t), t) =
∫
r2jp(n,t)(t)−2|πp(n,t)(t)− t|2 ∧ 1µ(dω) 6 2p(n,t)+2.
Recall that by definition of m(t, ω) and Ωn we have
|t1n+1 − t1n| 6 |πn+1(t)− πn(t)|1Ωn∩{|pin+1(t)−pin(t)|6r−jn(t)+1},
so
d22(t
1
n+1, t
1
n) =
∫
|t1n+1(ω)− t1n(ω)|2ν(dω) 6
∫
Ωn
|πn+1(t)− πn(t)|2 ∧ r−2jn(t)+2ν(dω)
6 r−2jn(t)+2ϕjn(t)−1(πn+1(t), πn(t))
6 r−2jn(t)+2ϕjp(n,t)−1(π˜n+1(t), π˜p(n,t)(t))
6 2r−2jn(t)+2(ϕjp(n,t)−1(π˜n+1(t), t) + ϕjp(n,t)−1(π˜p(n,t)(t), t))
6 2r−2jn(t)+2(ϕjn+1(t)−1(π˜n+1(t), t) + ϕjp(n,t)−1(π˜p(n,t)(t), t)) 6 24r
−2jn(t)+22n.

Corollary 2 The bound (54) holds true.
Proof. Apply again Lemma 7. First, by the assumption (64) and (66) we notice that (t1n)n>0 is a
Cauchy sequence in L2. Notice that for all ω ∈ Ω, limn→∞ t1n(ω) = t1(ω), so
lim
q→∞
‖t1q − t1n‖2 = ‖t1 − t1n‖2.
Hence for any element t1 of T1,
d2(t
1, Un) 6 ‖t1 − t1n‖2 = limq→∞ ‖t
1
q − t1n‖2 6
∑
m>n
‖t1m+1 − t1m‖2 6
√
u
∑
m>n
2m/2r−jm(t).
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Finally,
∑
n>0
2n/2d2(t
1, Un) 6
√
u
∑
n>0
2n/2
∑
m>n
2m/2r−jm(t) =
√
u
∑
m>0
2m/2r−jm(t)
∑
n6m
2n/2
6 L
√
u
∑
m>0
2m/2r−jm(t).
Inequality (54) then follows by Lemma 7 applied for α = 2.

The last part concerns the L1 control of t2 i.e. (56). Recall, that by the construction we have for each
n > 0
ϕjn(t)−1(πn(t), t) =
∫
Ω
r2jn(t)−2|πn(t)(ω)− t(ω)|2 ∧ 1ν(dω) 6 2n+2.
Similarly to m(t, ω) of (61) we define for each t ∈ T
r(t, ω) = inf{n > 0 : |πn+1(t)(ω) − t(ω)| > 1
2
r−jn+1(t)+1}, (67)
and r(t, ω) =∞ if the above set is empty. Notice that for ω ∈ Ξ(t) and n < r(t, ω) it holds that
|πn+1(t)(ω)− πn(t)(ω)| 6 |πn+1(t)(ω)− t(ω)|+ |πn+1(t)(ω) − πn(t)(ω)| 6 r−jn(t)+1,
since π0(t) = 0 and jn(t) is increasing. This means that r(t, ω) 6 m(t, ω). Now, put
t2n(ω) = (t− t1)1{r(t,ω)=n}∩Ξ(t)(ω).
The proof of the next result is exactly the same as of [5, Lemma 6.6.6] (cf. [6, proof of Theorem 5.2.6]).
We repeat it for the sake of completenes.
Lemma 12 We have that
t2 =
∑
n>0
t2n (68)
and
‖tn2‖1 6 3r−jn(t)+1ν({ω ∈ Ω : r(t, ω) = n} ∩ Ξ(t)) (69)
Proof. Fix ω ∈ Ξ(t). Recall that t1(ω) = πm(t,ω)(t)(ω) if m(t, ω) <∞ and limn→∞ πn(t)(ω) otherwise.
We use the fact that r(t, ω) 6 m(t, ω). First, suppose that r(t, ω) < ∞, then trivially t − t1 =
(t − t1)1{r(t,ω)=n}. If r(t, ω) = ∞, then m(t, ω) = ∞ and |πn+1(t) − t| 6 r−jn+1(t)+1 for each n, so
since limn→∞ jn(t) = ∞, we have t1(ω) = limn→∞ πn(t)(ω) = t(ω). This holds for every ω ∈ Ξ(t), so
(68) follows. Now, if r(t, ω) = n then m(t, ω) > n, so by the proof of Lemma 10 |πn(t)(ω) − t1(ω)| 6
2r−jn(t)+1. Also, r(t, ω) = n implies that |πn(t)(ω) − t(ω)| 6 r−jn(t)+1/2, therefore
|t(ω)− t1(ω)| 6 |t(ω)− πn(t)(ω)|+ |πn(t)(ω) − t1(ω)| 6 3r−jn(t)+1
so (69) follows.

Corollary 3 The bound (56) holds true.
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Proof. By (69) we have to bound ν({ω ∈ Ω : r(t, ω) = n}∩Ξ(t)) by 2n. Recall, that by the construction
we have for each n > 0
ϕjn(t)−1(πn(t), t) =
∫
Ω
r2jn(t)−2|πn(t)(ω)− t(ω)|2 ∧ 1ν(dω) 6 2n+2.
Now,
ν({ω ∈ Ω : r(t, ω) = n} ∩ Ξ(t))
6 4
∫
Ω
(r2jn+1(t)−2|πn+1(t)(ω)− t(ω)| ∧ 1)1{r(t,ω)=n}∩Ξ(t)ν(dω) 6 2n+5.

5.2 Empirical processes and Generalized Bernoulli Conjecture
As noticed by M. Talagrand the contents of Sections 3 and 4 apply not only to infintely divisible
processes. It can be shown (see [5, Theorem 5.8.3]) that if we consider a probability space (Ω, ν), a
countable subset F of L2(ν) and
SN (F) = E sup
f∈F
|
∑
i6N
f(Xi)−
∫
Ω
fdν|,
where Xi are independent random variables valued in Ω and distributed like ν then the following
decomposition holds true.
Theorem 11 There exists decomposition F ⊂ F1 + F2 with 0 ∈ F1 and such that
γ2(F1, d2) 6 L√
N
SN (F),
γ1(F1, d∞) 6 LSN (F)
and
E sup
f∈F2
∑
i6N
|f(Xi)| 6 LSN (F).
Furthermore, the Generalized Bernoulli Conjecture [6, Conjecture 12.3.3] also follows from this approach.
We will outline it briefly. Consider a number 0 < δ < 1 and i.i.d random variables (δi)16i6M with
P(δi = 1) = δ and P(δi = 0) = 1− δ. Let T be a set of sequences. Define
δ(T ) = E sup
t∈T
|
∑
i6M
ti(δi − δ)|.
Again, we can formulate the decomposition theorem [5, Theorem 9.8.3].
Theorem 12 There exists decomposition T ⊂ T1 + T2 such that
γ2(T1, d2) 6
L√
δ
δ(T ),
γ1(T1, d∞) 6 Lδ(T )
and
E sup
t∈T2
∑
i6M
|ti|δi 6 Lδ(T ).
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