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ABSTRACT
Investigation of the Applicability of Neural-Fuzzy Logic Modeling for Culvert
Hydrodynamics
Jonathan M. Lester
As a result of an earlier WV DOH study, the idea came to the forefront of using a
completely new approach to analyzing the complex subject of culvert hydrodynamics.
The literature indicates that there have been no reports of artificial intelligence, to include
neural networks, fuzzy logic, or combined neural-fuzzy logic, used to investigate and
predict culvert hydrodynamics.
The scope of this dissertation is to investigate the applicability of using neuralfuzzy logic to predict culvert diameters. To analyze these flows, commercial culvert
software was employed to account for all types of flow conditions. This included
different slopes, lengths, flow-rates, pipe sizes, and headwater and tail water conditions.
For all of the variables included in the analysis of culvert flow, some are complex in
nature and require selection of different parameters. A large data set was created, from
which to draw out different flow types for analysis. The use of fuzzy logic enables the
user to enter variables and the developed code then interprets the data and solves for
diameter. These trained data sets have a compliment checking data which is derived
from similar calculations, with one variable slightly larger. These data sets were trained
in a neural-fuzzy model and the result was a predicted culvert diameter data set. The
predicted diameters were then compared to the actual diameters to determine the
accuracy of the model. For all data sets evaluated, the root mean square error was less
than 12 inches. The overall weighted root mean squared error for the training data sets
was 1.989 inches and 2.658 inches for the checking data sets.
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CHAPTER 1 – INTRODUCTION
Culvert Capacity Charts were developed by the Portland Cement Association (PCA) as
early as 1962.

Since their inception, many charts, nomographs, graphical solutions, and

computer algorithms, have presented approximate predictions of the flow regime in a circular
pipe. The Federal Highway Administration (FHWA) presented a working document in 1985,
using charts and nomographs, to accommodate an analysis of flow capacity in culverts. Still
more researchers have presented computer models to predict flow behavior in culverts. These
works were a direct result of the complex nature of the flow through a culvert. The West
Virginia Department of Highways convened a study to determine the methods to evaluate
culverts that are greater that five-hundred feet in length, which is the maximum length supported
in their drainage manual. As a result of that study, the idea came to the forefront of using a
completely new approach to analyzing this complex subject. The literature indicates that there
have been no reports of artificial intelligence, to include neural networks, fuzzy logic, or
combined neural-fuzzy logic, used to investigate and predict culvert hydrodynamics.
The purpose of the present work is to investigate the feasibility of using a neural-fuzzy
logic modeling for predicting culvert diameters. This investigation is to determine if the neuralfuzzy logic model can be used to determine culvert size based on other input parameters.
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CHAPTER - 2 CULVERTS
A culvert is a conduit placed under a fill, such as a highway embankment, that conveys
stream flow through the fill or past some other flow obstruction. Culverts should be designed to
pass the design discharge without overtopping the fill and without erosion of the fill at either the
upstream or downstream end of the culvert. The objective of culvert design is to determine the
most economic dimensions that can provide the passage of a designed discharge without
exceeding the allowable headwater elevation. Culverts may be constructed from a variety of
materials and are available in many different shapes and configurations.

The three most

common materials are concrete (reinforced and non-reinforced), corrugated steel, and corrugated
aluminum lined with other materials to inhibit corrosion and abrasion, or to reduce hydraulic
resistance. Typical culvert shapes include circular, pipe arch, box, elliptical and arch. The shape
used is based on the construction cost, the limitations on the upstream water surface elevation,
the roadway embankment height, and the hydraulic performance.
Several different inlet configurations exist. These include projecting the culvert barrels,
cast-in-place concrete headwalls, pre-cast or prefabricated end sections, wing-walls, and culvert
ends mitered to conform to the fill slope. Structural stability, aesthetics, erosion control, and fill
retention are considerations in the selection of various inlet and outlet configurations. The
hydraulic capacity of a culvert may be improved by an appropriate inlet configuration selection
(Normann, et al., 1985). This selection may provide a gradual flow transition that minimizes
energy losses and creates a hydraulically efficient inlet condition.
2.1 Culvert Hydraulics
Obtaining an accurate solution of culvert hydraulics represents a formidable
computational task. Culverts often act as a significant constriction to flow and are subject to a
range of flow types including both rapidly varied and gradually varied flow. Flow conditions
vary for different culverts.

Additionally, they also vary over time, for any given culvert

installation (Chaudhry, 1993). The culvert barrels may flow full or partly full depending on the
upstream and downstream conditions, barrel characteristics, and inlet geometry.

The

characteristics of the flow are very complicated because the flow is affected by multiple
variables. If the culvert is flowing partly full, the culvert acts as an open channel. When the
culvert is flowing full, however, the flow is pressure or pipe flow.
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An exact theoretical analysis of culvert flow is extremely complex because the flow is
usually non-uniform with regions of gradually varying and rapidly varying flow (Chow, 1959).
To perform an exact analysis, backwater and drawdown calculations, energy and momentum
balances, and the results of hydraulic model studies must be applied.
2.1.1 Flow Conditions
A culvert will flow full when the outlet is submerged or when the outlet is not submerged
but the headwater is high and the barrel is long (Chow, 1959). Full flow in a culvert barrel is
rare. Usually, at least part of the barrel will flow partly full. The only way to accurately
determine exactly how much of the barrel is flowing full is to perform water surface profile
calculations.
Several factors determine whether a culvert runs full or not: diameter, length, roughness
of culvert, as well as the headwater and tail water depths. Length is one of the most important of
these factors, if the culvert entry is of conventional type. A culvert is often called,
“Hydraulically long,” if it runs full (Henderson, 1966).
A culvert does not flow full even if the entrance is submerged if head, H at inlet is less
than 1.5D, where D is the height of the culvert at the entrance and H is the head-pond water level
- the culvert invert level. Similarly, a culvert having a square-edged entrance may not flow full
even if the headwater is higher than the top of the culvert because of the flow contraction at the
top (Chaudhry, 1993).
Laboratory investigations indicate that a culvert, usually with a square edge at the top of
the entrance, will not flow full even if the entrance is below headwater level when the outlet is
not submerged. The flow entering the culvert, under these conditions, will contract to a depth
less than the height of the culvert in a manner very similar to the contraction of flow in the form
of a jet under a sluice gate. This high - velocity will continue through the culvert length,
becoming reduced slowly as head is gradually lost by friction. If the culvert is not sufficiently
long to allow the expanding depth of flow below the contraction to rise and fill the barrel, the
culvert will never flow full (Chow, 1959).
2.1.2 Pipe Flow
The hydraulic condition in a culvert flowing full is called pressure or pipe flow. A
condition that can create pipe flow in a culvert is the back-pressure caused by a high downstream
water surface elevation. A high upstream water surface elevation may produce full flow also.
The capacity of a culvert operating under pressure flow is affected by the hydraulic
characteristics of the culvert and the up and downstream conditions.
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2.1.3 Free Surface Flow
There are three categories of free surface flow: subcritical, supercritical or critical. A
dimensionless relationship, the Froude number, Fr, is used as a basis for this categorization, and
is given by Equation 2-1. Table 2.1 shows the relations used to categorize flow.
Fr =

where:

V
gy h

V

= average velocity in ft/s (m/s).

g

= acceleration due to gravity in ft/s2 (m/s2).

yh

= hydraulic depth of the free surface flow in ft (m).

(2-1)

Table 2.1. Flow conditions based on Froude number
Froude Number
Less than 1.0
Equal to 1.0
Greater than 1.0

Flow Condition
Subcritical
Critical
Supercritical

To analyze free surface flow conditions, a point of known depth and flow must first be
identified. This point is defined as the control section. The identification of subcritical or
supercritical flow is required to continue the analysis of the free surface flow conditions. Subcritical flow characteristics, like depth and velocity, can be affected by downstream disturbances
or restrictions; while supercritical flow characteristics are not affected by downstream
disturbances. For example, in a steep culvert flowing partially full, the critical depth would
occur at the culvert inlet, subcritical flow could exist in the upstream channel, and supercritical
flow would exist in the culvert barrel.
2.1.4 Headwater
Energy is needed to force flow through a culvert system. This energy is in the form of an
increased water surface elevation on the upstream end of the culvert. The depth of the upstream
water surface is measured from the invert at the culvert entrance and is called the headwater
depth.
2.1.5 Tail water
Tail water is defined as the depth of water downstream of the culvert measured from the
outlet invert. It is an important factor in determining the hydraulic capacity of a culvert under

4

outlet control conditions. Tail water depth can be influenced by the barrel roughness or by a
flow obstruction in the downstream channel.
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2.2 Flow Control
There are two basic kinds of flow control: inlet and outlet control. In order to analyze
culvert flow, the flows are categorized and analyzed on the basis of the control section, which is
a location where there is a unique relationship between the flow rate and the upstream water
surface elevation. Inlet control occurs when the culvert barrel can convey more flow than the
inlet will accept. The control section for a culvert operating under inlet control is located just
inside the entrance.

At this point, critical depth occurs and the flow type immediately

downstream is supercritical. Outlet control flow occurs when the culvert barrel is not capable
of conveying as much flow as the inlet opening will accept. The control section for outlet
control flow in a culvert is located at the barrel exit or further downstream. The characterization
of pressure, sub critical, and supercritical flow types plays an important role in determining the
location of the control section and thus the form of control. The hydraulic capacity of a culvert
depends on a different combination of factors for each type of flow control. In this way, flow is
either governed by inlet control or outlet control. A culvert that is flowing partially full can
operate under inlet or outlet control. The major flow controls for both inlet and outlet control
are summarized in Table 2.2.

Outlet
Control

X

X

Tail water
Elevation

X

Barrel Slope

X

Barrel Length

X

Barrel Shape

X

Barrel Area

X

Barrel
Roughness

X

Inlet Shape

Inlet Edge
Configuration

Control

Inlet Area

Inlet

Headwater
Elevation

Factor

Table 2.2. Factors Influencing Culvert Performance

*

X

X

X

X

X

X

* The barrel slope affects the inlet control performance to a small degree, but may be neglected.
Source: (Normann, et al., 1985).
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2.2.1 Inlet Control
Under inlet control conditions, the flow rate is independent of the length, the slope, or the
roughness of the culvert. Discharge depends only on headwater elevation above the invert at the
entrance, the culvert dimensions, and entrance geometry. The culvert will always flow partially
full under inlet control conditions (Portland Cement Association, 1964).
Factors Influencing Inlet Control
The hydraulic characteristics downstream of the inlet control section do not affect the
culvert capacity. Headwater depth is measured from the invert of the inlet control section to the
surface of the upstream pool.

The inlet geometry includes the inlet area, the inlet edge

configuration, and the inlet shape. The inlet area is the cross-sectional area of the face of the
culvert. The inlet edge configuration describes the entrance type; while the inlet shape is usually
the same as the shape of the culvert barrel.

Another factor that influences inlet control

performances is the barrel slope. This is only a small effect and may be neglected in inlet control
calculations. Figure 2.2.1 shows the conditions for typical inlet control.

Figure 2.2.1. Typical Inlet Control Flow Conditions. Source: (Normann, et al., 1985).
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Examples of Inlet Control:
Inlet control flow is characterized by shallow, high velocity flow known as supercritical
flow. For supercritical flow, the control section is at the inlet. The type of inlet control flow
depends on whether or not the inlet and outlet of the culvert are submerged. Chow, (1959),
Henderson, (1966), and Normann, et al., (1985), describe four types of inlet control in the
literature. These four types are illustrated in Figure 2.2.2.
The Hydraulics of Inlet Control
Inlet control performance is defined by three regions of flow; submerged, transition, and
unsubmerged. For low headwater depths, the entrance of the culvert operates as a weir. For
high headwater depths, the entrance of the culvert operates as an orifice.
A weir is an un-submerged flow control section where the upstream water surface
elevation is a single - valued function of flow rate. The relationship between the flow rate and
the water surface elevation is determined by running model tests of the weir geometry. These
measurements are then used to develop equations for an un-submerged inlet control flow. These
equations have two forms:
M

where:

Form 1:

⎡
⎤
HWi H c
Q ⎥
1
⎢
=
+K
− S o2
1
D
D
2
⎢
⎥
⎣ AD 2 ⎦

Form 2:

⎡
⎤
HWi
Q ⎥
= K⎢
1
D
⎢
⎥
⎣ AD 2 ⎦

(2-2)

M

HWi

= headwater depth above the inlet control section invert in ft (m).

D

= interior height of the culvert barrel in ft (m).

Hc

= specific head at critical depth in ft (m). Hc = (dc+Vc2/2g).

Q

= flow-rate (ft3/s or m3/s).

A

= cross sectional area in ft2 (m2).

So

= culvert barrel slope in ft/ft (m/m).

K, M

= constants, found in most culvert references, and Table 2.3
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(2-3)

Figure 2.2.2. Types of Inlet Control. (A.) Inlet & Outlet Un-submerged, (B.) Inlet Unsubmerged & Outlet Submerged, (C.) Inlet Submerged & Outlet Un-submerged, and (D)
Inlet and Outlet submerged. Source: (Normann, et al., 1985).
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Table 2.3 provides a summary of coefficients for inlet control. Generally, equations 2-2
and 2-3 are applied when Q/AD1/2 < 3.5. As the culvert entrance becomes submerged under
headwaters, it acts as an orifice. An orifice is an opening submerged on the upstream end and
flowing freely on the downstream end that functions as a control section. The relationship
between the flow rate and the headwater can be defined based on results from model tests. The
results may then be used to develop an equation defining that relationship which is of the
following form:
2

HW
⎡ Q ⎤
= c⎢
+ Y − 0.5S o
1/ 2
D
⎣ AD ⎥⎦

(2-4)

The constants, c and Y may be found in most culvert references as well, and Table 2.3.
Equation 2-4 applies when Q/AD1/2 > 4.0. When using equations 2-3 and 2-4 with mitered inlets,
a slope correction factor of + 0.75So should be used, instead of –0.5So.
The flow transition zone between low headwater (weir control) and high headwater
(orifice control) is poorly defined.

This zone may be approximated, by plotting the un-

submerged and submerged flow equations, and connecting them with a line tangent to both
curves. An example of this is shown in Figure 2.2.3.

Figure 2.2.3. Inlet Control curves for different flow conditions. Source: (Normann, et al., 1985).
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Table 2.3. Coefficients for Inlet Control Design Equations.
Shape and
Material

Inlet edge
Description

Unsubmerged
form

K

M

c

Y

0.0098

2.0

0.0398

0.67

Groove end w/ headwall

.0078

2.0

.0292

.74

Groove end projecting

.0045

2.0

.0317

.69

.0078

2.0

.0379

.69

Mitered to slope

.0210

1.33

.0463

.75

Projecting

.0340

1.5

.0553

.54

.0018

2.5

.0300

.74

.0018

2.5

.0243

.83

.026

1.0

.0385

.81

90° and 15°wingwall flares

.061

0.75

.0400

.80

0° wingwall flares

.061

0.75

.0423

.82

.510

.667

.0309

.80

.486

.667

.0249

.83

.515

.667

.0375

.79

90° headwall w/ 45° bevels

.495

.667

.0314

.82

90° headwall w/ 33.7° bevels

.486

.667

.0252

.865

3/4" chamfers; 45° skewed headwall

.522

.667

.0402

.73

.533

.667

.0425

.705

3/4" chamfers; 15° skewed headwall

.545

.667

.04505

.68

45°bevels; 10°-45°skewed headwall

.498

.667

.0327

.75

Square edge w/ headwall
Circular
Concrete

1

Headwall
Circular
CMP

Submerged

1

Beveled ring, 45° bevels

1

Circular
Beveled ring, 33.7° bevels
30° to 75°wingwall flares
Rectangular
Box

Rectangular
Box

1

45°wingwall flare d=.0430

2

18° to 33.7°wingwall flares d=.0830
90° headwall w/ 3/4" chamfers
Rectangular
Box

Rectangular
Box

2

3/4" chamfers; 30°skewed headwall
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2

Table 2.3 Continued
45° non-offset wingwall flares
Rectangular
Box, 3/4"
chamfers

Rectangular
Box
Top Bevels

.497

.667

.0339

.803

.493

.667

.0361

.806

.495

.667

.0386

.71

.497

.667

.0302

.835

33.7°wingwall flares - offset

.495

.667

.0252

.881

18.4°wingwall flares - offset

.493

.667

.0227

.887

.0083

2.0

.0379

.69

Thick wall projecting

.0145

1.75

.0419

.64

Thin wall projecting

.0340

1.5

.0496

.57

.01

2.0

.0398

.67

Groove end with headwall

.0018

2.5

.0292

.74

Groove end projecting

.0045

2.0

.0317

.69

.01

2.0

.0398

.67

Groove end with headwall

.0018

2.5

.0292

.74

Groove end projecting

.0095

2.0

.0317

.69

.0083

2.0

.0379

.69

Mitered to slope

.03

1.0

.0463

.75

Projecting

.034

1.5

.0496

.57

.0296

1.5

.0487

.55

No Bevels

.0087

2.0

.0361

.66

33.7°Bevels

.003

2.0

.0264

.75

.0296

1.5

.0487

.55

No Bevels

.0087

2.0

.0361

.66

33.7°Bevels

.003

2.0

.0264

.75

18.4° non-offset wingwall flares

2

18.4° non-offset wingwall flares,
30° skewed barrels
45°wingwall flares - offset
2

90° headwall
C M Boxes

1

Square edge with headwall
Horizontal
Ellipse
Concrete
Vertical
Ellipse
Concrete

1

Square edge with headwall
1

90°headwall
Pipe Arch
18" Corner
Radius CM
Pipe Arch
18" Corner
Radius CM

Pipe Arch
31" Corner
Radius CM

1

Projecting
1

Projecting
1
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Table 2.3 Continued
90° headwall

.0083

2.0

.0379

.69

Mitered to slope

.03

1.0

.0463

.75

Thin wall Projecting

.034

1.5

.0496

.57

.534

.555

.0196

.89

.519

.64

.0289

.90

.536

.622

.0368

.83

Tapered inlet - square edges

.5035

.719

.0478

.80

Tapered inlet - thin edge projecting

.547

.80

.0598

.75

Arch CM

1

Smooth tapered inlet throat
Circular

2

Rough tapered inlet throat
Tapered inlet - beveled edges

Elliptical
Inlet Face

2

Rectangular

Tapered inlet throat

2

.475

.667

.0179

.97

Rectangular
Concrete

Side tapered - less favorable edges

2

.56

.667

.0466

.85

.56

.667

.0378

.87

.50

.667

.0466

.65

.50

.667

.0378

.71

Side tapered - more favorable edges
Rectangular
Concrete

Slope tapered - less favorable edges
Slope tapered - more favorable edges

Source: Haestad, 1995.
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2.2.2 Outlet Control

Under outlet control conditions, the total discharge is dependent on all hydraulic factors
upstream of the culvert outlet. These factors include: headwater elevation, entrance geometry,
culvert geometry, roughness, length, and slope; see Table 2.2. When a culvert is flowing full, it
must operate under outlet control.

The control section for outlet control flow in a culvert is

located at the barrel exit or farther downstream. Typical outlet control flow conditions are
demonstrated in Figure 2.2.4. Either sub critical or pressure flow exists in the barrel under these
conditions.

Figure 2.2.4. Typical Outlet Control Flow Conditions. (A.) Submerged and (B.) Unsubmerged. Source: (Normann, et al., 1985).
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Factors Influencing Outlet Control

All of the hydraulic and geometric characteristics of the culvert play a role in determining
its hydraulic capacity. These characteristics include the inlet geometry, upstream water surface
elevation, the water surface elevation at the outlet, the slope, and the length and hydraulic
roughness of the culvert barrel. A summary of these characteristics was presented earlier in
Table 2.2. The barrel roughness is a function of the material used to make the barrel. The
roughness is represented by a hydraulic resistance coefficient such as the Manning n value. The
barrel area is self-explanatory. The barrel length is the total culvert length from the entrance to
the exit of the culvert. The barrel slope is the actual slope of the culvert barrel. Tail water
elevation is based on the downstream water elevation.

Backwater calculations from a

downstream control, a normal depth approximation or field observations must be used to define
the tail water elevation.
Examples of Outlet Control

A culvert flowing in outlet control will typically have a relatively deep, low velocity
flow. For sub critical flow, the control is at the outlet. Tail water depth is either the critical
depth at the culvert outlet or the downstream channel depth, whichever is greater. The type of
outlet control flow depends on whether or not the inlet and outlet of the culvert are submerged.
Five typical outlet control scenarios, as illustrated in Figure 2.2.5, are discussed in the literature
by Chow, (1959), Henderson, (1966), and Normann, et al., (1985).

15

Figure 2.2.5. Types of Outlet Control: (A) Inlet & outlet submerged, (B) Inlet un-submerged &
outlet submerged, (C) Inlet submerged & outlet un-submerged, (D) Inlet & outlet flowing freely,
and (E) Inlet & outlet un-submerged. Source: (Normann, et al., 1985).
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In Figure 2.2.5 A, both the inlet and the outlet are submerged. The barrel is in pressure
flow throughout its entire length. This condition is often assumed when performing outlet
control calculations, but seldom exists.
In Figure 2.2.5 B, the outlet is submerged and the inlet is un-submerged. The headwater
is not very deep thus; the inlet top is exposed as the flow contracts into the culvert.
In Figure 2.2.5 C, the inlet is submerged to such an extent that the culvert flows full
throughout its entire length while the exit is un-submerged.

This scenario rarely happens

according to Normann, et al., 1985.
In 2.2.5 D, the inlet is submerged and the outlet flows freely with a low tail water. The
barrel flows partly full over at least part of its length and flow passes through critical depth just
upstream of the outlet.
In Figure 2.2.5 E, neither the inlet nor the outlet is submerged. The barrel flows partly
full over the entire length, and the flow profile is sub critical.
The Hydraulics of Outlet Control

Outlet control hydraulics are best described using full flow in the culvert barrel
(Normann, et al., 1985). Outlet control flow conditions can be calculated based on an energy
balance. The total energy (HL) required to pass the flow though the culvert barrel is made up of
the entrance losses (He), the friction losses through the barrel (Hf), and the exit losses (Ho).
Other losses including bend losses (Hb), losses at junctions (Hj), and losses at grates (Hg) should
be included when appropriate.

H L = He + H f + Ho + Hb + H j + H g

(2-5)

The barrel velocity is calculated by:

V =
where:

Q
A

V

= average velocity in the culvert barrel in ft/s (m/s).

Q

= flow-rate in ft3/s (m3/s).

A

= full cross sectional area of the flow in ft2 (m2).

(2-6)

The velocity head is given by the equation:
Hv =

V2
2g

(2-7)
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where

g

= acceleration due to gravity, 32.2 ft/sec2 (9.81 m/sec2)

The entrance loss is a function of the velocity head in the barrel and is expressed by the
following equation:
⎛V 2 ⎞
⎟⎟
H e = k e ⎜⎜
⎝ 2g ⎠

(2-8)

The minor loss coefficient, ke, varies according to the type of entrance at the inlet. These
coefficients may be found in most hydraulic references, including Hydraulic Design of Highway
Culverts, by (Normann, et al., 1985).
The friction losses throughout the barrel are a function of the velocity head and are given
by the equation:
⎛ V 2 ⎞ ⎡ 29n 2 L ⎤
⎟⎟ * ⎢ 4 / 3 ⎥
H f = ⎜⎜
2
g
⎠ ⎣ Rh ⎦
⎝

where:

(2-9)

n

= Manning’s roughness coefficient

L

= length of the culvert barrel in ft (m).

Rh

= hydraulic radius of the full culvert barrel in ft (m). Rh = A/Pw.

Pw

= wetted perimeter of the barrel in ft (m).

V

= velocity in the barrel in ft/s (m/s).

The exit losses are a function of the changes in velocity at the outlet of the culvert barrel
and may be expressed by the following equation:
⎡V 2 V 2 ⎤
H o = 1 .0 ⎢ u − d ⎥
⎣ 2g 2g ⎦

where:

Vu

= channel velocity upstream of the culvert in ft/s (m/s).

Vd

= channel velocity downstream of the culvert in ft/s (m/s).

(2-10)

Losses due to bends are calculated by using a loss coefficient for bends, Kb in the
following relationship:
⎛V 2 ⎞
⎟⎟
H b = K b ⎜⎜
⎝ 2g ⎠

Losses due to junctions are calculated by using the following equation:
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(2-11)

H j = y '+ H v1 − H v2
where:

(2-12)

y’

= change in hydraulic grade line through the junction, ft (m).

Hv1

= velocity head in the upstream culvert, ft (m).

Hv2

= velocity head in the downstream culvert, ft (m).

Head loss due to grates is not of concern in this study and is therefore neglected in the
calculation of HL.
If equations (2-6) through (2-12) are substituted into equation (2-5), the following
equation for loss is obtained:
⎛ V 2 ⎞⎡
29n 2 L ⎤
⎟⎟ ⎢1 + k e + 4 / 3 ⎥ + y '+ H v2 − H v2
H L = ⎜⎜
Rh ⎦
⎝ 2 g ⎠⎣

(2-13)

Figure 2.2.6 depicts the energy and hydraulic grade lines for a culvert flowing full. The
energy grade line represents the total mechanical energy per unit weight at any point along the
culvert barrel.
The headwater is the depth from the inlet invert to the energy grade line. The hydraulic
grade line is the height to which water would rise in vertical tubes connected to the sides of the
culvert barrel. In full flow scenarios, the energy grade line and the hydraulic grade line are
parallel straight lines separated by a distance equal to the velocity head, except in the vicinity of
the inlet where the flow passes through the contraction. The headwater and tail water, as well as
the entrance, friction, and exit losses are also shown in Figure 2.2.6.
Equating the total energy at section 1 and section 2, upstream and downstream of the
culvert barrel, results in the following expression:
HWo +

where:

V2
Vu2
+ S o L = TW + d + H L
2g
2g

(2-14)

HWo

= headwater depth above the inlet invert in ft (m).

Vu

= approach velocity in ft/s (m/s).

TW

= tail water depth above the outlet invert in ft (m).

Vd

= downstream velocity in ft/s (m/s).

HL

= sum of all losses including entrance (He), friction (Hf), exit (Ho), and
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any other losses.
SoL

= difference in elevation from upstream invert to downstream invert in ft.

Often, the approach and downstream velocities and their corresponding velocity heads
are low and are therefore neglected. When these velocities are neglected, equation (2-14)
becomes:
HWo = TW + H L
(2-15)
In this case, HL is the difference of elevation between the water surface at the outlet and
at the inlet.

Figure 2.2.6. Full Flow Energy and Hydraulic Grade Lines. Source: (Normann, et al., 1985).
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Equations (2.5) through (2.15) apply to full barrel flow only. Partly full flow conditions
may require backwater calculations.

These calculations begin at the water surface at the

downstream end of the culvert and move upstream to the culvert entrance. The downstream
water surface is either the critical depth at the culvert outlet, or the tail water depth, whichever is
the greatest. If the calculated backwater profile intersects the top of the barrel, a straight full
flow hydraulic grade line extends from that point upstream to the culvert entrance. From
equation (2-9), the full flow friction slope may be given by the equation:
Sf =

⎛ V 2 ⎞ ⎡ 29n 2 L ⎤
⎟⎟ ⎢ 4 / 3 ⎥
= ⎜⎜
L
⎝ 2 g ⎠ ⎣ Rh ⎦

Hf

(2-16)

To avoid involved backwater calculations, approximate methods were developed to
analyze partly full flow conditions. It has been found that a downstream extension of the full
flow hydraulic grade line pierces the plane of the culvert outlet at a point half way between
critical depth and the top of the barrel (Normann, et al., 1985). It is possible to begin the
hydraulic grade line at a depth of (dc + D)/2 above the outlet invert and extend the straight, full
flow hydraulic grade line upstream to the inlet of the culvert at a slope of Sf.
If the tail water exceeds (dc + D)/2, the tail water is used to set the downstream end of the
extended full flow hydraulic grade line. The inlet losses and the velocity head are added to the
elevation of the hydraulic grade line at the inlet to obtain the headwater elevation.
The approximate method works the best when at least part of the culvert barrel flows full.
When the barrel is partly full, over its entire length; the approximate method decreases in
accuracy, as the headwater falls farther below the top of the barrel at the entrance.

The

approximate method gives adequate results down to a headwater of 0.75D. For headwaters
lower than these, backwater calculations are required to get accurate headwater elevations.
2.2.3 Outlet Velocity

The flow area in a culvert is usually reduced from that of the flow area of the channel,
thus increasing the flow velocity in the culvert. Streambed scour and bank erosion in the vicinity
of the culvert outlet may be a result of this increased velocity. Scour can be reduced by
increasing the barrel roughness, using energy dissipaters, flattening the slope, or some other
outlet protection devices.
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In inlet control, backwater, or drawdown, calculations may be needed to determine the
outlet velocity. These calculations begin at the inlet and move downstream to the outlet. The
flow velocity is obtained from the flow and the cross-sectional area at the outlet.
An approximation can be used in order to avoid backwater calculations. The water
surface profile converges toward normal depth as calculations move down the culvert barrel. If
the culvert is of adequate length, normal depth will occur at the culvert outlet. Even in short
culverts, normal depth may be assumed and used to define the area of flow at the outlet to obtain
the outlet velocity (Normann, et al., 1985). The velocity calculated in this way will be slightly
higher than the actual velocity at the outlet. Normal depth may be calculated using a trial and
error solution of the Manning equation. The known inputs are the flow rate, barrel resistance,
slope and geometry.
In outlet control, the geometry of the outlet and either critical depth, tail water depth, or
the height of the barrel defines the cross-sectional area of the flow. Critical depth is used when
the tail water is less than critical depth and the tail water depth is used when tail water is greater
than critical depth but below the top of the barrel. The total barrel area is used when the tail
water exceeds the top of the barrel.
2.2.4 Performance Curves

A plot of flow rate versus headwater depth for a given flow control device such as a weir,
orifice, or a culvert, is known as a performance curve. The performance curve is useful in
evaluating the hydraulic capacity of these flow control devices for various headwaters. Sample
performance curves for weirs and orifices may be seen in Figure 2.2.7. A weir constricts open
channel flow so that the flow passes through critical depth just upstream of the weir. This type
of performance curve is demonstrated in Figure 2.2.7a. An orifice is a flow control device, fully
submerged on the upstream end, through which flow passes. The orifice performance curve is
demonstrated in Figure 2.2.7b. When tail water exists, the control device may be submerged so
that more than one flow versus depth relationship exists. At this point, the performance curve is
dependent on the variation of the headwater and the tail water.
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(a)

(b)

Figure 2.2.7. Performance Curves for (a) Weirs (b) Orifices. Source: (Normann, et al., 1985).

Culvert performance curves are similar to weir and orifice performance curves since
culverts often behave as one of these control devices. Since a culvert has several possible
control sections, inlet, outlet or mid-span, a given installation will have a performance curve for
each control section as demonstrated in Figure 2.2.8. The overall culvert performance curve is
made up of the controlling portion of the individual curves for each control section.
Inlet control performance curves are developed by using either the inlet control equations
described earlier in this chapter or by using the inlet control nomographs that may be found in
most culvert design references, such as Hydraulic Design of Highway Culverts, (Normann, et al.,
1985). If the equations are used, both the un-submerged and submerged flow headwaters must
be calculated for a series of flow rates around the design flow. The resultant curves are then
connected with a line tangent to both curves. This tangent line represents the transition zone.
When the nomographs are used, the headwaters corresponding to the series of flow rates are
determined then plotted. The transition zone is inherent in the nomographs.

23

The outlet control performance curves are developed using either the equations
developed earlier in this chapter, nomographs, or backwater calculations.

Several flows

bracketing the design flow should be selected. For these flows, the total losses through the barrel
are calculated or read from the outlet control nomographs. The losses are added to the elevation
of the hydraulic grade line at the culvert outlet to obtain the headwater.

Figure 2.2.8. Culvert Performance Curve. Source: (Normann, et al., 1985).
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2.3 Culvert Design Considerations

The Federal Highway Administration’s Hydraulic Design of Highway Culverts,
(Normann, et al., 1985) specifies two factors that must be considered when designing a culvert.
These design considerations for culvert installations include the hydrology and site data. A
summary of all of these considerations may be found in Table 2.4. The objective of culvert
design is to determine the most economical dimensions that can provide the passage of a design
discharge without causing damage to the roadway or adjacent property.
2.3.1 Hydrology

Hydrologic analysis involves the estimation of a design flow rate and proper culvert size
based on the climate at the site and the watershed characteristics. These are the most important
aspects of culvert design. The size is determined by the volume of water that the culvert must
pass without exceeding the allowable headwater elevation.
Peak Design Flow
As a flood wave passes a point along a stream, the flow increases to a maximum and then
recedes. This maximum flow is called the peak flow. In culvert design, the structure is sized to
pass this peak flow from one side of the roadway embankment to the other with an acceptable
headwater elevation. A statistical analysis can be performed on the recorded stream flow data
for gauged sites.
Check Flows
A proposed culvert installation should be evaluated for flows other than the peak design
flow. It is good practice to check the culvert performance through a range of discharges to
determine the optimal operating conditions. Check flows are determined in the same way as the
peak design flow.
Hydrograph
The entire flood hydrograph at a culvert site must be defined if upstream storage is to be
considered in the design. A flood hydrograph is a plot of discharge versus time. Actual
hydrographs can be obtained using stream gauge records. These measured storm events can then
be used to develop design flood hydrographs. When the site gauge data are not available,
empirical or mathematical methods such as the Snyder or SCS synthetic hydrograph methods can
be used to generate a design flood hydrograph.
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2.3.2 Site Data

The hydraulic design of a culvert structure requires the evaluation of several factors
including culvert location and alignment, waterway data, roadway data, and the design
headwater.
Culvert Location and Alignment
Alignment, slope, and elevation are three important factors to be considered in the
location of a culvert for maximum efficiency, economy, and safety.

To maintain natural

drainage and hydraulic efficiency, a culvert should be located in the existing channel bed.
Sometimes the culvert will follow the natural channel alignment; while at other times, the
channel is relocated to reduce the culvert length or for some other reason. The slope of a culvert
will closely follow the existing channel. The culvert invert is usually installed at the channel bed
elevation.
Waterway Data
The installation of a culvert to convey surface water through an embankment
significantly constricts the flood plain. In order to predict this effect, accurate waterway data
must be collected prior to beginning the construction. Waterway data includes cross sectional
information, stream slope, the hydraulic resistance of the stream channel and floodplain, any
condition affecting the downstream water surface elevation, and the storage capacity upstream of
the culvert. Most of these data may be obtained from field surveys, topographic maps, or
photographs of the site location.
Roadway Data
The proposed or existing roadway affects the culvert cost, length, alignment and
hydraulic capacity. Some of the data needed relating to the roadway includes the cross sectional
information, the culvert length (determined by how the culvert crosses the proposed or existing
road), and the roadway profile. This information may be obtained from roadway drawings or
from standard details on roadway sections.
Design Headwater
The most economical culvert is one that will use all of the available headwater to pass the
design discharge. The available headwater elevation must be determined because the discharge
capacity increases with increasing head. The design headwater elevation depends on economics;
critical roadway points from the roadway plans (i.e., high and low points); surrounding buildings
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and structures found from photographs or surveys; regulatory constraints and other arbitrary
constraints.

Table 2.4. Data Requirements for Culvert Design *
DATA

SOURCE

Peak Flow
Check Flows

Stream gage analysis or calculated using Rational Formula, SCS
Method, regression equations, etc.

Hydrographs (if storage routing is utilized)

From stream gage information or synthetic development methods
such as SCS Method, Snyder Method, or computer models.

Culvert Location

Based on site characteristics including natural stream section,
slope and alignment

Waterway Data
Cross Section

Field survey or topographic maps

Longitudinal Slope

Field survey or topographic maps

Resistance

Observation, photographs, or calculation methods

Tail water

Field survey or topographic maps

Upstream storage

Field survey or topographic maps

Roadway Data
Cross Section

Roadway plans

Profile

Roadway plans

Culvert Length

Roadway plans

Design Headwater
Critical points on roadway
Surrounding buildings or
Regulatory Constraints
Arbitrary Constraints

Roadway plans
structures

Aerial photographs, surveys, or topographic maps
Floodplain and flood insurance regulations for stream reach of
interest
State or local regulations for culvert installations

* Source: (Normann, et al., 1985)
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2.4 Culvert Design Methods

Several culvert design methods have been developed to aid the designer in selecting an
appropriate culvert for a specific location. Each state has developed its own method based on
FHWA’s Hydraulic Design of Highway Culverts, (Normann, et al., 1985), the American
Association of State Highway and Transportation Officials (AASHTO) recommendations, and
experience compiled by other states. Since the research presented within the body of this report
is for the State of West Virginia, the manual method presented here is the one recommended by
the West Virginia Division of Highways (WVDOH) Drainage Manual, 1984.
Procedure for the Selection of a Culvert:
The West Virginia Division of Highways designs and analyzes culvert structures using
form DR-4, as demonstrated in Figure 2.3. This form is used in the following manner:
1 List the design data on Form DR-4, Figure 2.3:
A

Design discharge Q, with the average return period, (i.e., Q25 or Q50, etc.)

B

Approximate length, L, of culvert in feet.

C

Slope of culvert in ft/ft.

D

Allowable headwater depth in feet. This is the vertical distance from the culvert
invert at the entrance to the water surface.

E

Mean and maximum flood velocities in the natural stream

F

Type of culvert for first trial selection, including barrel material, barrel
cross-sectional shape and entrance type.

2 Determine the first trial size culvert. Since the procedure given is one of trial and error, the
initial trial size can be determined in several ways:
A

By arbitrary selection.

B

By using an approximating equation such as Q/10 = A from which the trial
culvert dimensions are determined.

C

By using inlet control nomographs for the culvert type selected. If this method is
used HW/D must be assumed, say HW/D = 1.2, and using the given Q, a trial size
is determined.

If the trial size is too large due to limited height of embankment or availability of barrel
size, multiple-barrels may be used. The size of the individual barrels is estimated by dividing
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the discharge equally between a number of barrels. Raising the embankment height or the use
of pipe arch and box culverts with widths greater than height should also be considered. Final
selection should be based on an economic analysis.
3 Find a headwater depth for the trial size culvert.
A

Assuming Inlet Control.

(1)

Using the trial size from Step 2, find the headwater depth (HW) by use of the

appropriate inlet control nomograph. Tail water (TW) conditions are neglected in this
determination. HW in this case is found by multiplying HW/D obtained from the
nomographs by the height of the culvert, D.
(2)

If HW is greater or less than the allowable, try another trial size until HW is

acceptable for inlet control condition before computing HW for outlet control.
B

Assuming Outlet Control.

(1)

Approximate the depth of tail water (TW) in feet above the invert at the outlet for

the design flood condition in the outlet channel.
(2)

For tail water (TW) elevation equal to or greater than the top of the culvert at the

outlet, set ho equal to TW and find HW by the following equation:
HW = H + ho − LS o
where:

HW

= vertical distance from culvert invert at the entrance to the pool surface
in ft (m).

H

= head loss determined from appropriate nomograph in ft (m).

ho

= vertical distance from the culvert invert at the outlet to the hydraulic
grade line in ft (m). (In this case, ho = TW measured above the culvert
invert.)

(3)

So

= slope of the barrel in ft/ft (m/m).

L

= culvert length in ft (m).

For tail water (TW) elevations less than the top of the culvert at the outlet, find
headwater (HW) by the equation in B (2) above except that:
ho =

Where:

dc

dc + D
2

or

TW, whichever is greater.

= critical depth in ft (m). (dc cannot exceed D)
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D

= height of the culvert opening in ft (m).

Note: The headwater depth determined in B (3) becomes increasingly less accurate as the
headwater computed by this method falls below the value of:
D + (1 + k e )

C.

V2
2g

(2-17)

Compare the headwaters found in Step 3a and Step 3b (inlet and outlet control).

The higher headwater governs and indicates the flow control existing under the given
conditions for the trial size selected.
D.

If outlet control governs and the HW is higher than is acceptable, select a larger

trial size and find HW as instructed under step 3B. (Inlet control need not be checked,
since the smaller size was satisfactory for this control as determined under Step 3A.)
4 Try a culvert of another type or shape and determine the size and HW by the above
procedure.
5 Compute the outlet velocities for size and types to be considered in the selection and
determine the need for channel protection.
A

If outlet control governs in Step 3c above, the outlet velocity equals Q/Ao, where

Ao is the cross-sectional area of flow in the culvert barrel at the outlet. If dc or TW depth
is less than the height of the culvert barrel use Ao corresponding to dc or TW depth,
whichever gives the greater area of flow. Ao should not exceed the total cross-sectional
area (A) of the culvert barrel.
B

If inlet control governs in Step 3c, the outlet velocity can be assumed to equal the

mean velocity in open-channel flow in the barrel as computed by Manning's equation for
the rate of flow, barrel size, roughness and slope of culvert selected.
6 Record the final selection of the culvert with the size, type, required headwater, outlet velocity, and economic
estimate justifications.
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Figure 2.3. Form DR –4. Source: (Normann, et al., 1985).
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2.4.1 Computer Models

There are several different computer programs available for the design and analysis of
culvert systems. Many of these software programs are compared to the capabilities pertinent to
this project in this section.
HYDRAIN integrates nine separate hydrologic and hydraulic programs within a
software shell. The sub-programs HYCLV and HY8 deal specifically with culvert design and
analysis. These programs will analyze and design circular, rectangular, elliptical, and arch
culvert shapes. They also allow the investigation of conventional and improved inlets for these
culvert types. The hydraulic characteristics of different culvert types occurring at the same site
can also be investigated.
HYCLV is based on the theoretic weir and orifice inlet coefficients, step backwater
methods, and submerged weir theory (Young and Krolak, 1993).
HY8 allows storage and routing considerations, as well as energy dissipation
alternatives, by using hydrologic principles such as the hydrograph routing (Young and Krolak,
1993). This program will simultaneously analyze up to six different culvert design scenarios at
a given site with up to fifteen barrels each in a scenario. HY-8 contains a wide range of features
that can be used by both beginning and experienced users familiar with the design methods
described in HDS No. 5, HEC No. 14, and HEC No. 19. This program analyzes any shape of
culvert such as circular, box, elliptical, arch, and many others. It also allows for the design of
energy dissipaters. A variety of variables can be inputted; for example, stations and elevations,
inlet edge conditions, maximum discharge, tail water elevation, and headwater elevation. HY-8
generates performance tables for individual and multiple culverts and plots curves for inlet and
outlet control. It also generates storm hydrographs.
THYSYS is a tool for analyzing and designing inlets, storm sewer systems, culverts, and
open channels. It can develop design flows using the Rational Method, gauged data, or flows
can be entered directly. THYSYS can compute the hydraulic grade line for storm sewer
networks and takes into account inlet capture and carryover. Pipe or inlet sizes can be entered
directly, or the program can estimate the required sizes. The program performs inlet-outlet
control computations using standard circular, arch, or box shaped culverts. Culverts can be
analyzed separately or included in an entire series of open channel backwater computations.
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Haestad Methods has software called Culvert Master that can solve for different culvert
configurations. They use the HDS-5 methods to perform hydraulic calculations for both inlet
and outlet control. Culvert Master is a Windows-based program that helps design and analyzes
culverts. This program is an easy-to-use tool that can solve culvert hydraulic problems from
single barrel to complex multiple barrel culverts with roadway overtopping. It also provides the
ability to size pipes and compute performance curves. All output can be graphically displayed
both on the screen and in printed reports. The program will determine inlet or outlet control,
based on the input data.
FHWA has an interactive CD-ROM that is an electronic version of the publication,
Hydraulic Design of Highway Culverts, (Normann, et al., 1985). This software is designed as a
tool for the user to have the ability to perform the same analysis as the HDS-5 manual.
However, the CD-ROM will solve for head for culverts greater than 500 feet in length, whereas
the charts are limited to 500 feet or less.
The United States Geological Society has software entitled Culvert Analysis Program,
CAP that follows USGS standardized procedures for computing flow through culverts. It can
be used to develop stage-discharge relationships for culverts and to determine discharge through
culverts from high water marks. It will compute flows for rectangular, circular, pipe arch, and
other nonstandard shaped culverts. The program solves the 1-D steady-state energy and
continuity equations for upstream water-surface elevation given a discharge and a downstream
water-surface elevation.
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CHAPTER 3 – INTRODUCTION TO FUZZY LOGIC
3.1 Defined

Fuzzy logic is a powerful problem-solving methodology with a myriad of applications in
embedded control and information processing. It provides a remarkably simple way to draw
definite conclusions from vague, ambiguous or imprecise information. In a sense, fuzzy logic
resembles human decision making with its ability to work from approximate data and find
precise solutions. It is a convenient way to map an input space to an output space. Fuzzy logic
does a remarkable job of trading off between significance and precision – which humans have
been managing for centuries.
Precision describes exactly what is happening. For example, consider a large truck that is
about to merge into your lane, while driving on an interstate highway. The precise statement
may be: “A 3,456-pound truck is merging into your lane at an angle of ten degrees and will
strike the front of your vehicle in two seconds.” However the significance is a quick method to
describe the same situation. In the same example, the significant statement may be: “LOOK
OUT!”
Unlike classical logic which requires a deep understanding of a system, exact equations,
and precise numeric values, fuzzy logic incorporates an alternative way of thinking, which
allows modeling complex systems using a higher level of abstraction originating from our
knowledge and experience. Fuzzy logic allows expressing this knowledge with subjective
concepts such as very hot, bright red, and a long time which are mapped into exact numeric
ranges.
Fuzzy logic has been gaining increasing acceptance during the past few years. There are
thousands of commercially available products using fuzzy logic, ranging from washing machines
to high speed trains. Nearly every application can potentially realize some of the benefits of
fuzzy logic, such as performance, simplicity, lower cost, and productivity.
Fuzzy logic has been found to be very suitable for embedded control applications.
Several manufacturers in the automotive industry are using fuzzy technology to improve quality
and reduce development time. In aerospace, fuzzy enables very complex real time problems to be
tackled using a simple approach. In consumer electronics, fuzzy logic improves time to market
and helps reduce costs. In manufacturing, fuzzy logic is proven to be invaluable in increasing
equipment efficiency and diagnosing malfunctions.
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3.2 Beginnings

Fuzzy logic was developed by Dr. Lotfi A. Zadeh, of the University of California in
Berkley.

He was a professor in the Graduate School for the Department of Electrical

Engineering and Computer Sciences.

Dr. Zadeh's first important work was his doctoral

dissertation on the frequency analysis of time-varying networks, (Zadeh, 1950). In this work, he
introduced the concept of a time-varying transfer function, a concept which in the intervening
years has found significant applications in the analysis of linear time-varying systems, and has
gained him his first international recognition. He described an important generalization of
Wiener's theory of prediction. This work has found numerous applications in the design of finitememory filters and predictors and is widely regarded as a classic in its field (Zadeh and
Ragazzini, 1950). He pioneered in the development of the z-transform approach to the analysis
of sampled-data systems. This approach has become a standard method for the analysis of such
systems and is widely used in the design of control systems and digital filters. Later, he
developed a novel approach to the design of nonlinear filters and constructed a hierarchy of
nonlinear systems based on the Volterra-Wiener representation. This approach has provided a
basis for the design of optimal nonlinear processors for the detection of signals in noise
(http://www.cis-ieee.org/eit2003/zadeh.asp).
In 1963, Lotfi Zadeh co-authored with Charles Desoer their classic text on the state-space
theory of linear systems. This book is widely regarded as a landmark in the development of the
state-space approach and its application to control and systems analysis. The state-space
approach is now the standard tool in optimal control and is widely used in the analysis of a
variety of systems ranging from industrial robots to space guidance control (Zadeh and Desoer,
1963).
Prior to the publication of his seminal paper on fuzzy sets in 1965, Dr. Zadeh was
recognized both nationally and internationally as one of the leading contributors to the
development of system theory and its applications. His paper on fuzzy sets marked the beginning
of a new direction; by introducing the concept of a fuzzy set, that is, a class with un-sharp
boundaries, he provided a basis for a qualitative approach to the analysis of complex systems in
which linguistic rather than numerical variables are employed to describe system behavior and
performance.
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Subsequent to his 1965 publication, Dr. Zadeh has made a number of basic contributions
to the theory of fuzzy sets and its applications. A measure of the wide-ranging impact of Dr.
Zadeh's work on fuzzy logic is the number of papers in the literature on the subject of fuzzy
logic. There were over 38,000 literary works cited between 1970 and 2000, (http://www.cisieee.org/eit2003/zadeh.asp).
3.3 Overview

Many decision-making and problem-solving tasks are too complex to be understood
quantitatively, however, people succeed by using knowledge that is imprecise rather than
precise. Fuzzy set theory resembles human reasoning in its use of approximate information and
uncertainty to generate decisions. It was specifically designed to mathematically represent
uncertainty and vagueness and provide formalized tools for dealing with the imprecision intrinsic
to many problems. By contrast, traditional computing demands precision down to each bit. Since
knowledge can be expressed more naturally by using fuzzy sets, many engineering and decision
problems can be greatly simplified.
Fuzzy set theory implements classes or groupings of data with boundaries that are not
sharply defined, thus the nickname ‘fuzzy’ was created. Any methodology or theory
implementing crisp definitions such as classical set theory, arithmetic, and programming, may be
utilized with fuzzy logic, by generalizing the concept of a crisp set to a fuzzy set with blurred
boundaries. The benefit of extending crisp theory and analysis methods to fuzzy techniques is the
strength in solving real-world problems, which inevitably entail some degree of imprecision and
noise in the variables and parameters measured and processed for the application. Accordingly,
linguistic variables are a critical aspect of some fuzzy logic applications, where general terms
such a large, medium, and small are each used to capture a range of numerical values. While
similar to conventional quantization, fuzzy logic allows these stratified sets to overlap. For
example, a 185-pound person may be classified in both the large and medium categories, with
varying degrees of belonging or membership to each group. Fuzzy set theory encompasses fuzzy
logic, fuzzy arithmetic, fuzzy mathematical programming, fuzzy topology, fuzzy graph theory,
and fuzzy data analysis, though the term fuzzy logic is often used to describe all of these.
Fuzzy logic emerged into the mainstream of information technology in the late 1980's and early
1990's. Fuzzy logic is a departure from classical Boolean logic in that it implements soft
linguistic variables on a continuous range of truth values which allows intermediate values to be
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defined between conventional binary variables. It can often be considered a superset of Boolean
or crisp logic in the way fuzzy set theory is a superset of conventional set theory. Since fuzzy
logic can handle approximate information in a systematic way, it is ideal for controlling
nonlinear systems and for modeling complex systems where an inexact model exists or systems
where ambiguity or vagueness is common. A typical fuzzy system consists of a rule base,
membership functions, and an inference procedure.
3.4 Neural Networks

An artificial neural network is an information-processing paradigm inspired by the way
the densely interconnected, parallel structure of the human brain processes information. Neural
networks are collections of mathematical models that emulate some of the observed properties of
biological systems and draw on the analogies of adaptive learning. The key element of the neural
network paradigm is the novel structure of the information processing system. It is composed of
a large number of highly interconnected processing elements that are analogous to neurons and
are tied together with weighted connections that are analogous to synapses (Carling, 1992).
The most basic components of neural networks are modeled after the structure of the
brain. Neural networks have a strong similarity to the biological brain and therefore a great deal
of the terminology is borrowed from neuroscience.
Learning in systems involves adjustments to the synaptic connections that exist between
the neurons. This is true of neural networks as well. Learning typically occurs by example
through training, or exposure to a tested set of input/output data where the training algorithm
iteratively adjusts the connection weights (synapses). These connection weights store the
knowledge necessary to solve specific problems.
Although neural networks have been around since the late 1950's, it wasn't until the mid1980's that algorithms became sophisticated enough for general applications. Today they are
being applied to an increasing number of real- world problems of considerable complexity. They
are good pattern recognition engines and robust classifiers, with the ability to generalize in
making decisions about imprecise input data.

They offer ideal solutions to a variety of

classification problems such as speech, character and signal recognition, as well as functional
prediction and system modeling where the physical processes are not understood or are highly
complex. Neural networks may also be applied to control problems, where the input variables
are measurements used to drive an output actuator, and the network learns the control function.

37

The advantage of neural networks lies in their resilience against distortions in the input data
and their capability of learning. They are often good at solving problems that are too complex for
conventional technologies, meaning problems that do not have an algorithmic solution or for
which an algorithmic solution is too complex to be found. Additionally, they are often well
suited to problems that humans are good at solving, but for which traditional methods are not
(http://www.ieee-nns.org).
3.5 Neuro-Adaptive Learning Techniques

When it is desired to apply fuzzy logic to a system for which there is a known set of
input/output data that is desired to be used for modeling, there is a neuro-adaptive learning
technique that may be used. The basis behind this learning technique is to provide a method for
the fuzzy modeling procedure to learn information about a data set, in order to compute the
membership function parameters that best allow the associated fuzzy inference system to track
the given input/output data. This method is similar in nature to that of neural networks. This
cross-pollination between fuzzy logic and neural networks has spawned a new approach to
modeling:

Adaptive Neuro-Fuzzy Inference System (ANFIS).

ANFIS takes a given

input/output data set and constructs a fuzzy inference system whose membership function
parameters are tuned, or adjusted, using either a back propagation algorithm alone or in
combination with a least squares type of method (Mathworks, 2001).
3.6 Example

The MatLab fuzzy logic toolbox, (from Math Works, Inc.), was utilized to provide Fuzzy
Logic modeling capability for this study. In order to explain how the MatLab Neural Fuzzy
logic editor operates, a simple example is provided. This example uses inputs of Discharge and
Headwater to determine a culvert diameter. Figure 3.1 shows the logic behind how the model
arrives at an output. If the discharge is small and the headwater is low, then the diameter will be
small. If the discharge is moderate and there is no headwater, then the diameter will be medium.
If the discharge is large or if the headwater is extreme, then the diameter will be high. At the
bottom of each of the two inputs and one output are the descriptions in “fuzzy” terms, such as
small, medium, or large. The final output is a weighted average which transforms the “fuzzy”
input values via membership functions, and combines them to produce a final numerical value.
A final numerical value is more useful in culvert design. If a culvert designer were to specify
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that a ‘small’ pipe needed to be placed under a roadway fill, it would not suit the needs of the
contractor, who may have a different interpretation of a ‘small’ pipe.

Figure 3.1. Example of how the MatLab Neural-Fuzzy logic editor processes data and arrives at
an output.

The example data shown in Figure 3.1 were processed in the ANFIS editor and the results
are shown below in Figure 3.2. A discharge of 786 cubic feet per second, and a headwater of 12
feet result in a diameter of 76.8 inches. This is a screen capture from Type five data that was
analyzed and will be reported later. Another useful note is that the input variables may be
adjusted on this MatLab screen to accommodate a particular situation. The corresponding output
diameter is displayed with each change in input variables.
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Figure 3.2. Screen capture of results from two input variables and one output variable from the
ANFIS editor for example of Figure 3.1.
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CHAPTER 4 – EXPERIMENTAL PROCEDURES

The software selected to utilize Fuzzy Logic was MatLab from Math Works, Inc. Part of
the MatLab package is the toolbox function: Adaptive Neural-Fuzzy Inference System (ANFIS).
This powerful tool takes a given input and output data set and constructs a Fuzzy Inference
System (FIS) whose Membership Functions (MF) are adjustable. This allows the fuzzy system
to learn from the data it is modeling. The specific procedure for analyzing a data set in MatLab
can be found in Appendix A.
4.1 Membership Functions

An investigation of all available Membership Functions (MF) was conducted in an
attempt to determine the optimum type of function for use with the present model. The different
available membership functions and their description are provided.

A representative plot

showing the shape of the membership functions can be found in Appendix B. Triangular (trimf)
is a collection of three points forming a triangle, Figure B.1. The trapezoidal (trapmf) has a
flattened top and is a truncated triangle curve, Figure B.2. The advantage of these two straight
membership functions is simplicity. The generalized bell membership function is specified by
three parameters and has the function name (gbellmf), Figure B.3. A simple gaussian curve is
represented by the (gaussmf) membership function, Figure B.4. A two-sided composite of two
different gaussian curves describes the (gauss2mf) membership function, Figure B.5. The pi
function (pimf), Figure B.6 which is named because of its shape, has zero on both extremes with
a rise in the middle. The sigmoidal function, which can be open to the right or left, results in two
functions; the difference between two sigmoidal functions (dsigmf), Figure B.7, and finally the
product of two sigmoidal functions (psigmf), Figure B.8.
The difference between two sigmoidal functions (dsigmf), Figure B.7, was selected as the
type to be used for all initial model runs. Appendix B shows a comparison of all of the
membership functions run against a representative data set. It was initially concluded that the
dsigmf was the best membership function for use in modeling culvert data, based on subjective
comparison of the goodness of performance. Therefore, this membership function was used for
modeling in the first set of computational experiments.
4.2 Number of Membership Functions

In addition to comparing the different types of MF’s, the number of MF’s used in the
fuzzy model was also studied. In general, the model error is reduced as the number of MF’s
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increases. However, there are limitations to increased numbers of MF’s. The more MF’s
selected, the longer the model will take to compute the fitting parameters of each MF. It was
therefore decided to minimize the number of MF’s, since levels of improvement were judged not
to be significant in using higher numbers. Therefore, two membership functions were utilized
for consistency across all models analyzed during the first set of computational experiments.
4.3 Number of Training Epochs Used

In the ANFIS editor, there is the option of number of epochs used during training. An
epoch is defined as one presentation of the set of training data to the neural-fuzzy network, and
the calculation of new weights and biases, that determine the change in MFD parameters. The
optimum number of epochs used is determined when both the training and checking error
definitions are reduced to a minimum. This error reduction over time will approach a minimum
as the number of epochs continues to increase. A model can become over trained, if the number
of epochs is allowed to exceed the point at which the checking data set error reaches a minimum
value and then begins to increase. In order to graphically show this type of over training, a
screen capture of the ANFIS editor is presented. The error decreases as the epochs increase for
the training and checking data sets loaded into the ANFIS editor. As training proceeds, the
training error decreases to a minimum; however this can be misleading, because the checking
error will usually begin to increase after a minimum is reached. The optimal number of epochs
corresponds to the point where the checking error is a minimum, before it begins to increase. In
Figure 4.1 below, this point would be at approximately 160 epochs.
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Figure 4.1. Screen capture of ANFIS editor showing the increase in checking error after
minimum error was achieved.

An analogy to overtraining is over fitting a continuous function to a set of discrete data.
This can be demonstrated by fitting a trend line to a curve by using a higher order polynomial an
effort to achieve a better fit, or R2 value. This results in a better R2 value; however, as can be
seen from the Figure 4.2 below, this resulting function will not do as good a job in interpolating
values as compared to the lower order polynomial, as illustrated in Figure 4.3.
Figure 4.3 shows how well the curve follows the trend of the training, as well as the
checking data sets, for a second order polynomial fit. This visual quality of the curve fit is better
than the R2 value would otherwise indicate.
When comparing the results in Figure 4.2, to that in Figure 4.3, it will be noted that the
mathematical fit in Figure 4.2 is perfect, as shown by the R2 value of 1.0, while the visual fit
leaves something to be desired. This comparison illustrates that while the mathematical fit may
be better for a higher order polynomial, the true ‘best-fit’ lies with the simpler expression.
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6th Order Curve Fitting
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Figure 4.2. Plot of data with a sixth order trend line.

Second Order Curve Fitting
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Figure 4.3. Plot of data with a second order trend line.
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4.4 Data Generation Method

In order to generate the data for use in training and checking the fit of the present neuralfuzzy logic model, the software Culvert Master, version 2.0 from Haestad Methods, was
employed to calculate the head-water – discharge relationships. Haestad Methods required
inputs of diameter, length, slope, headwater, and tail water to calculate discharge. To achieve
results from as broad a spectrum as possible, the culvert diameters varied from 24 inches to 96
inches, incrementing by 12 inches. These seven diameters were the basis for the training data set
that was produced. In addition to the variance in diameter, the headwater depth varied from zero
to 20 feet, in two foot increments. The tail water depth values ranged from zero to nine feet
using one foot increments. The values for length were 100, 250, 500, 750 and 1000 feet. These
values of length caused the slope to vary according to the difference in elevation between the
upstream invert and the downstream invert, ∆z. Values of ∆z were -0.1, -0.5, and -1.0 feet.
Haestad Methods allows the user to increment the headwater in 2 foot increments, which allowed
eleven calculations at a time. Inputs of diameter, length, tail water, and ∆z, the calculated slopes,
plus a range of headwaters, produced a set of eleven discharges. This process was repeated for
each iteration, until the data set was complete. There were 11,550 lines of data in the data set,
each one corresponding to a particular unique culvert flow condition.
In addition to this training data set, there had to be a set of data that was used as the
checking data. This latter data set was computed by offsetting the diameter by six inches. The
purpose of providing checking data is to prevent the ANFIS from over training. The checking
data used also served as a validation of goodness of fit of the particular ANFIS model. These
offset diameters began at 30 inches and increased in increments of twelve inches until reaching a
maximum diameter of 102 inches. This checking data set was computed in the same manner as
the training data set, but assigned a different file name. Table 4.1 shows the constraints of the
input variables used to compile the data sets. In the end, this process was repeated 2,100 times to
complete the entire training and checking data sets. These data were then exported into an Excel
spreadsheet, which was then used to sort the data into columnar format, so that it could be
exported as a text data file, for loading into the ANFIS editor.

Variable
Range

Table 4.1. Range of input values for compilation of culvert data.
Diameter (in) Length (ft) Head water (ft) Tail water (ft) Slope
24 – 102
100 – 1000 0 – 20
0–9
0.0001 – 0.01
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As already explained, the slope varied according to a relationship between length and
difference in elevation. The range of slopes is derived from the difference in upstream and
downstream inverts, ∆z, using the three values -0.1, -0.5 and -1 feet.

A progression of

complexity was introduced by using four separate representative data sets. The step1 data set
had three variables; headwater, discharge and diameter. The tail water, slope and length were
held constant at arbitrarily selected values. The step 2 data set had four variables; headwater,
discharge, diameter, and tail water – holding slope and length constant. The step 3 data set had
five variables; headwater, discharge, diameter, tail water slope – holding only the length
constant. The final step, step 4, includes all six variables. Table 4.2 below summarizes the four
different data sets, the variables held and varied, as well as the file size.
Table 4.2. Progression of variable complexity with corresponding row and column
size for different data sets.
Step Hold
Vary
Rows
Columns
1
So = 0.004, L = 250’, TW = 2’ HW, Q, D
77
3
2
So = 0.004, L = 250’
HW, Q, TW,D
770
4
3
L = 250’
HW, Q, TW, So, D
2,310
5
4
N/A
HW, Q, TW, So, L, D 11,550
6

To provide an additional comparison, the data step 4 was expanded and analyzed using
four new variables, defined based on combinations of the base variables. These new variables,
the corresponding variables that were eliminated and resulting file size are listed in Table 4.3.
The original six column file was also kept in order to compare the results of utilizing these
combinations of variables. By combining variables, the idea was to reduce the number of input
variables while not losing information content. Several relationships were utilized in order to
combine variables. The total available head across the length of the culvert is described as the
net head, Equation 4-1. A non-dimensional relationship relating the length and slope is also
utilized, and characterized as the inverse elevation, Equation 4-2. The cubic root of the length
and multiple of 100 times the slope are introduced in order to scale the magnitude of the variable
to convenient values. The newly defined variables are listed in Table 4.3.
H net = HW + S o L − TW

z −1 =

(4-1)

3

L
100 S o
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(4-2)

Table 4.3.
New variable
Q/ Hnet
Hnet
HW-TW
z-1

Combination of Variables for Step 4 Data Sets.
Variables eliminated
Resulting file size
HW, TW, So, L, Q
8397R X 2C
HW, TW, So, L
8397R X 3C
HW, TW
8397R X 4C
L, So
8397R X 5C

4.5 Classification of Culvert Types

In order to describe the flow regime for a particular culvert, there are several variables
that must be taken into account. Culverts can be generally described based on inlet or outlet
control. According to Chow, (1959), and the United States Geological Survey, (1976), they can
be further broken down into six different types. These different types were used to separate the
data generated and each was analyzed separately according to type. The representative data for
each type was extracted from the total data set, according to the constraints associated with that
particular type. This provided a more detailed analysis for comparison purposes. The different
types are summarized in the Table 4.4, and are illustrated in Figure 4.4.

Type
1
2
3
4
5
6

Table 4.4. Culvert types and their conditions.
Description
Headwater relation Tail water relation
Critical Depth at Inlet
HW/D < 1.5
TW/yc <1.0
Critical Depth at Outlet
HW/D < 1.5
TW/yc <1.0
Tranquil flow throughout
HW/D < 1.5
TW/D <1.0
Submerged Outlet
HW/D > 1.0
TW/D >1.0
Rapid flow at inlet
HW/D > 1.5
TW/D <1.0
Full flow – free outfall
HW/D > 1.5
TW/D <1.0
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Figure 4.4. Six different culvert types and their description. Source: USGS, 1976.

The ANFIS models were collected and combined into an application method. The input
variables are first checked for validity to ensure that they fall into the ranges that were discussed
in section 4.4 and listed in Table 4.1. This method determines the culvert type by evaluating the
input variables based on the conditions of each culvert type, which were listed in Table 4.4, and
Figure 4.4. Then the corresponding fuzzy inference system is accessed to determine the culvert
diameter. This process is depicted below in the flow chart in Figure 4.5.

48

Input: HW, Q,
So, L, TW

Inform user
of invalid
input
variables

Check
Validity
of Input
Variables

Request
user to
re-enter
values

Determine
Culvert Type

Culvert
Type

Calculate
Critical
Depth

So >Sc
1

1, 2, or 3
So <Sc

false

HW/D < 1.5

2
TW/yc >1.0
TW/D < 1.0

1<HW/D<1.5
Evaluate
HW/D ratio

3

true

TW/D > 1.0

4

HW/D > 1.5
5
5 or 6

yc<D
6
yc>D

FIS – Type1

Diameter

Figure 4.5. ANFIS Model Flow Chart.
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4.6 Training on Diameter, D –vs- Training on Flow Rate, Q

Because the governing equations for type four and type five culvert flow (Figure 4.4)
were simple to calculate, these two data sets served as the starting point for the AFIS analysis.
The first experiment to be accomplished was to determine if there was a significant difference in
error results comparing the ANFIS model trained on diameter with that trained on flow rate.
First, the two data sets, type four and type five, were studied using flow rate as the output
variable in the data set. The output variable (right most) in the data file is the one on which the
ANFIS editor trains on. The results are shown below in Figures 4.6 and 4.7.

Figure 4.6. Screen capture after training on flow rate of Type 4 data.
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Figure 4.7. Screen capture after training on flow rate of Type 5 data.

The two data sets were then re-configured to present the diameter as the output variable in the
data set. The results of training on diameter are provided in Figures 4.8 and 4.9.

Figure 4.8. Screen capture after training on diameter of Type 4 data.
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Figure 4.9. Screen capture after training on diameter of Type 5 data.

Since the scope of this dissertation was to resolve if a neural-fuzzy logic model could be
used to determine culvert diameters, and there was no significant difference between which
variable the ANFIS model trained on, the selection of training on diameter was deemed
appropriate.

This decision governed the remainder of the data sets, in order to maintain

consistency in analysis between different sets of data.
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CHAPTER 5 - RESULTS COMPARISON

In order to determine how well the model fits the computed data, the ANFIS editor
reports the epoch error as well as the checking error. Additionally, the use of a root mean
squared error (RMSE) was utilized. There were two different comparisons conducted. The first
was the comparison of the four different step data sets, which were outlined earlier in Table 4.2.
The second comparison was of the six different USGS culvert types, which was discussed earlier
in section 4.5. Results from the four step data sets and the six different culvert types are both
presented in Table 5.1.
Table 5.1 is arranged in chronological order. The first two rows are the results for type 4
and 5, which were solved explicitly. Both the step data sets and the six types were generated
using code. The step data sets are presented in the center of the table, with the combination of
variables from Table 4.3 for step 4 data. Finally the six different culvert types are presented at
the bottom of the table. These results were better than the step data sets and gave very similar
accuracies for type 4 and type 5 that were solved explicitly.
These results are the error above or below the expected result, in inches, that were
tabulated from results of each MatLab model run and the corresponding RMSE calculations.
Additionally, X-Y scatter plots were produced showing the predicted diameter plotted against the
actual diameter.

A perfect fit, indicated by the 45 degree line, is provided for a visual

comparison to show the error resulting from the application of the training and checking data to
the ANFIS model.
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Table 5.1. Error Results, in Inches of Diameter, For All Data Sets Analyzed.
Variables Used
HW-TW, Q, L, D
HW, Q, D

Size
175R X 4C
175R X 3C

Training RMSE
2.362
1.848

Checking RMSE
3.004
1.59

HW, Q, D
HW, Q, TW, D
HW, Q, TW, So, D
Q/Hnet, D

63R X 3C
560R X 4C
1680R X 5C
8400R X 2C

7.346
6.126
6.028
10.572

9.287
6.879
6.885
11.769

Hnet, Q, D

8400R X 3C

9.332

10.173

8400R X 4C

8.942

9.816

HW, Q, TW, z , D

8400R X 5C

6.993

7.52

HW, Q, TW, So, L, D

8400R X 6C

6.232

7.081

Type 1
Type 2
Type 3
Type 4
Type 5

HW, Q, So, L, TW, D
HW, Q, So, L, TW, D
HW, Q, So, L, TW, D
HW-TW, Q, L, D
HW, Q, D

173R X 6C
896R X 6C
413R X 6C
2850R X 6C
2569R X 6C

1.527
4.069
0.983
2.132
1.848

2.66
4.013
1.46
3.296
2.228

Type 6

HW, Q, So, L, TW, D

863R X 6C

0.355

1.001

Nomenclature
Explicit Type 4
Explicit Type 5
Step 1
Step 2
Step 3

Step 4

HW-TW, Q, z-1, D
-1

* Denotes formula generated data sets
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5.1 Formula Generated Data Sets

The fourth type of data, Type 4 – Submerged Outlet, was produced from the equation
given in the Figure 4.4.
Q = CAo

2 g (HW − TW )
29C 2 n 2 L
1+
4

(5-1)

Rh3

where:

Q

= Volumetric flow rate in ft3/s (m3/s).

C

= The discharge coefficient (0.85).

Ao

= Full flow cross sectional area in ft2 (m2).

g

= acceleration due to gravity in ft/s2 (m/s2).

HW

= Headwater depth in ft (m).

TW

= Tail water depth in ft (m).

n

= Manning’s roughness coefficient

L

= Length of culvert barrel in ft (m).

Rh

= Hydraulic Radius in ft (m).

This data set required three inputs; difference in headwater and tail water, discharge, and
length, which produced an output of diameter. This data set has four columns and 175 rows.
The training and checking root mean squared error are presented as Figures 5.1 and 5.2.
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Training Data - Type 4
120

Predicted Diameter (in)

100

80

60

40

RMSE = 2.362
20

0
0

20

40

60

80

100

120

Actual Diameter (in)

Figure 5.1. Training data set of formula generated Type 4 data.
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Figure 5.2. Checking data set of formula generated Type 4 data.
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The fifth type of data, Type 5 – Rapid Flow at Inlet, was also produced from the equation
given in the Figure 4.4.
Q = CAo 2 gHW

where:

Q

= Volumetric flow rate in ft3/s (m3/s).

C

= The discharge coefficient (0.85).

Ao

= Full flow cross sectional area in ft2(m2).

g

= acceleration due to gravity in ft/s2 (m/s2).

HW

= Headwater depth in ft (m).

(5-2)

This data set required two inputs; headwater and discharge, which produced an output of
diameter. This data set has three columns and 175 rows. The training and checking root mean
squared errors are presented as Figures 5.3 and 5.4.
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Training Data - Type 5
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Figure 5.3. Training data set of formula generated Type 5 data.

Checking Data - Type 5
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Figure 5.4. Checking data set of formula generated Type 5 data.
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5.2 Data Sets Generated From Method of Steps

This section contains plots resulting from data dissected from the large compilation of
data produced from Haestad Methods discussed in section 4.4 and specifically the data presented
in Table 4.2. The RMSE values are summarized in Table 5.1. Step 1 data are plotted in Figures
5.5 and 5.6. Step 2 data are plotted in Figures 5.7 and 5.8. Step 3 data are plotted in Figures 5.9
and 5.10. Step 4 data, which was expanded to include the combination of variables, as described
in section 4.4 and listed in Table 4.3, are plotted in Figures 5.11 through 5.20. Step 4 data with
two variables are plotted in Figures 5.11 and 5.12. Step 4 data with three variables are plotted in
Figures 5.13 and 5.14. Step 4 data with four variables are plotted in Figures 5.15 and 5.16. Step
4 data with five variables are plotted in Figures 5.17 and 5.18. Step 4 data with all six variables
are plotted in Figures 5.19 and 5.20.
The results of the step data sets do not meet acceptable design standards. Additionally,
an attempt to reduce the number of input variables, in hopes that a less distorted model would
produce more accurate results, had the opposite effect. The combined variables of step 4 data
were worse than the largest six variables data set. The overall weighted average RMSE was
8.293 inches for the training data sets and 9.151 inches for the checking data sets.

Because

these results were not acceptable, the six type data sets were analyzed in order to obtain more
accurate results, which are presented in the next section.
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Training Data - Step 1
120

Predicted Diameter (in)

100

80

60

40

RMSE = 7.346
20

0
0

20

40

60

80

100

120

Actual Diameter (in)

Figure 5.5. Training data set for Step 1 data.

Checking Data - Step 1
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Figure 5.6. Checking data set for Step 1 data.
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Training Data - Step 2
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Figure 5.7. Training data set for Step 2 data.
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Figure 5.8. Checking data set for Step 2 data.
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Training Data - Step 3
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Figure 5.9. Training data set for Step 3 data.

Checking Data - Step 3
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Figure 5.10. Checking data set for Step 3 data.
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Training Data - Step 4
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Figure 5.11. Training data set with two variables, for Step 4 data.

Checking Data - Step 4
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Figure 5.12. Checking data set with two variables, for Step 4 data.
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Figure 5.13. Training data set with three variables, for Step 4 data.

Checking Data - Step 4
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Figure 5.14. Checking data set with three variables, for Step 4 data.
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Figure 5.15. Training data set with four variables, for Step 4 data.

Checking Data - Step 4
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Figure 5.16. Checking data set with four variables, for Step 4 data.
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Figure 5.17. Training data set with five variables, for Step 4 data.
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Figure 5.18. Checking data set with five variables, for Step 4 data.
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Training Data - Step 4
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Figure 5.19. Training data set with six variables, for Step 4 data.
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Figure 5.20. Checking data set with six variables, for Step 4 data.
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5.3 USGS Culvert Type Data Sets

Modeling results up to this point resulted in RMSE values that, in many cases, would not
be suitable for design use. To better, and more consistently, evaluate the performance of the
ANFIS modeling approach using two membership functions (dsigmf) per input variable, the
Haestad data set was used as the source of data sets corresponding to each of the six culvert flow
types.
The first culvert type, Type 1 - Critical Depth at Inlet, was evaluated to determine the
optimum modeling procedure. These data were taken from the 11,550 line compilation of all
data produced from the Haestad software. This data set encompasses every possible culvert
configuration. Type 1 data were dissected out of the large 11,550 line data set by use of the three
conditions presented in Figure 4.4. The three conditions are:
First Condition, Type 1:

HW
< 1.5
D

Second Condition, Type 1:

TW
< 1.0
yc

Third Condition, Type 1:

So > Sc

These three conditions were checked against every row of the 11,550 lines of data. The
ones that met the three conditions were separated and saved as the data set for use in neuralfuzzy modeling. Those not meeting the conditions were separated and set aside. This produced
a data set that had 173 rows. The data set had inputs of headwater, discharge, bed slope, length,
and tail water; which produced an output of diameter. Figures 5.21 and 5.22, below are plots of
actual diameter inputs plotted against the predicted diameters, showing the relationship between
the two. Type 1 data produced adequate results.
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Training Data - Type 1
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Figure 5.21. Training data of Type 1 data.

Checking Data - Type 1
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Figure 5.22. Checking data set of Type 1 data.
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The second type of culvert, Type 2 – Critical Depth at Outlet, was evaluated with all six
columns of data.. These data were also taken from the 11,550 line compilation of all data
produced from Haestad Methods. The type 2 data were also dissected out of the large 11,550
line data set by use of the three conditions presented in Figure 4.4.

The difference between

Type 1 and Type 2 is the slope. The three conditions are:
First Condition, Type 2:

HW
< 1.5
D

Second Condition, Type 2:

TW
< 1.0
yc

Third Condition, Type 2:

So < Sc

These three conditions were checked against every row of the 11,550 lines of data. This
data set has six columns and 892 rows. The ones that met the three conditions were separated
and saved as the data set for use in neural-fuzzy modeling. Those not meeting the conditions
were separated and set aside. The results of the training and checking root mean squared error
are presented as Figures 5.23 and 5.24.
This data set initially resulted in less than favorable results; therefore an exhaustive study
was conducted to determine the optimum membership function and number of MF’s. This study
resulted in the gaussmf membership function with 3 2 2 1 3, which was utilized for type 2 data.
This was the only type of data that deviated from using two membership functions (dsigmf) per
input variable. After refining the modeling procedure, the results obtained were acceptable.
They were, however, the worst of all six types analyzed.
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Training Data - Type 2
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Figure 5.23. Training data set of Type 2 data.
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Figure 5.24. Checking data set of Type 2 data.
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The third type of culvert, Type 3 – Tranquil Flow Throughout, was analyzed with all six
columns as well. These data were taken from the 11,550 line compilation of all data produced
from Haestad Methods. The Type 3 data were dissected out of the large 11,550 line data set by
use of the three conditions presented in Figure 4.4. The difference between Type 1 and 2, and
type 3 is that the tail water is deeper than the critical depth. The three conditions for type 3 are:
First Condition, Type 3:

HW
< 1.5
D

Second Condition, Type 3:

TW
< 1.0
D

Third Condition, Type 3:

TW
> 1.0
yc

These three conditions were checked against every row of the 11,550 lines of data. The
ones that met the three conditions were separated and saved as the data set for use in neuralfuzzy modeling. Those not meeting the conditions were separated and set aside. The results of
the training and checking root mean squared error are presented as Figures 5.25 and 5.26. Type 3
data produced impressive results.
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Training Data - Type 3
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Figure 5.25. Training data set of Type 3 data.
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Figure 5.26. Checking data set of Type 3 data.
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The fourth type of data, Type 4 – Submerged Outlet, was analyzed with all six columns
as well. These data were also taken from the 11,550 line compilation of all data produced from
Haestad Methods. The type 4 data was dissected out of the large 11,550 line data set by use of
the two conditions presented in Figure 4.4. The two full flow conditions are:
First Condition, Type 4:

HW
> 1.5
D

Second Condition, Type 4:

TW
> 1.0
D

These two conditions were checked against every row of the 11,550 lines of data. The
ones that met the three conditions were separated and saved as the data set for use in neuralfuzzy modeling. Those not meeting the conditions were separated and set aside. The results of
the training and checking root mean squared error are presented as Figures 5.27 and 5.28. Type
4 results were not as good as types 1 and 3, but were better than type 2. As a confirmation, these
results were comparable to the results obtained using the formula generated type 4 data set.
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Training Data - Type 4
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Figure 5.27. Training data set of Type 4 data.

Checking Data Type 4
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Figure 5.28. Checking data set of Type 4 data.
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The fifth type of data, Type 5 – Rapid Flow at Inlet, was analyzed with all six columns as
well. These data were also taken from the 11,550 line compilation of all data produced from
Haestad Methods. The type 5 data was dissected out of the large 11,550 line data set by use of
the two conditions presented in Figure 4.4. The two conditions are:
First Condition, Type 5:

HW
> 1.5
D

Second Condition, Type 5:

TW
< 1.0
D

These two conditions were checked against every row of the 11,550 lines of data. The
ones that met both of the conditions were separated and saved as the data set for use in neuralfuzzy modeling. Those not meeting the conditions were separated and set aside. The results of
the training and checking root mean squared error are presented as Figures 5.29 and 5.30. Type
5 data produced good results. They were not as good as type 3 or 6, but better than type 2 and 4.
As a confirmation, these results also were comparable to the results obtained using the formula
generated type 5 data set.

76

Training Data - Type 5
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Figure 5.29. Training data set of Type 5 data.

Checking Data Type 5
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Figure 5.30. Checking data set of Type 5 data.
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The sixth, and final, type of culvert, Type 6 – Free Flow Free Outfall, was analyzed with
all six columns as well. These data were also taken from the 11,550 line compilation of all data
produced from Haestad Methods. The Type 6 data was also dissected out of the large 11,550
line data set by use of the two conditions presented in Figure 4.4. The difference between the
first three types and Type 6 is that the culvert is flowing full. The two conditions are:

First Condition, Type 6:

HW
≥ 1.5
D

Second Condition, Type 6:

TW
< 1.0
D

These two conditions were checked against every row of the 11,550 lines of data. The
ones that met both conditions were separated and saved as the data set for use in neural-fuzzy
modeling. This data set has six columns and 4,840 rows. Those not meeting the conditions were
separated and set aside. The training and checking root mean squared errors are presented as
Figures 5.31 and 5.32. Type 6 data, like type 3, also produced impressive results. They were the
best of all six types analyzed.

78

Training Data - Type 6
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Figure 5.31. Training data set of Type 6 data.

Checking Data Type 6
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Figure 5.32. Checking data set of Type 6 data.
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5.4 Quantifying the Results

In order to quantify the error results, the fact that culvert designers are not looking for an
exact numerical diameter, but the nearest approximate standard diameter for a specified
geometry and flow rate combination, has been taken into consideration. With this in mind, the
results were bracketed into six inches above the actual diameter and six inches below the actual
diameter, which corresponds to the mid-point between standard pipe sizes. Therefore, if the data
fell into this range of predicted diameters, they were rounded to the nearest standard pipe size.
This process creates permissible error bounds for the data about each standard pipe diameter. In
Figure 5.33 below there are several data points that are not within these error bounds. However,
some of these results do fall into the range of six inches below and six inches above the actual
diameter as depicted by the dotted line. In this particular example, 35 percent of the data points
were not within the bracket range. These were the predicted data points that contributed to the
large root mean squared error associated with this particular model run. This means that 65
percent of the data did fall within the range and were rounded to the nearest standard pipe size.
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Figure 5.33. Example plot of training data with brackets above and below the expected result.

The results of all the data sets are presented in terms of what percent fell outside of the
error bounds. The optimal result would be zero falling outside the error bounds. Table 5.2
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below shows the data sets and their respective percent falling outside of the error bounds, for
step 1 through 4 data sets. These high percentages falling outside the error bounds correspond to
the higher error results presented earlier in Table 5.1 and Figures 5.1 through 5.20.

Nomenclature

Training, % outside

Checking, % outside

Step 1
Step 2
Step 3

28.570
18.570
18.210

47.620
17.500
17.740

Step 4

Table 5.2. Results of percent of data points falling outside of error
bounds, six inches above and below actual diameter, for step data sets.

47.79
38.25
33.90
26.56
17.96

53.56
41.89
38.54
27.05
18.35

The results obtained with the six culvert type data sets were also analyzed to determine
how well they fit the error bounds. Table 5.3 below lists the results of this error bound analysis.
Additionally Figures 5.34 through 5.45 show how well these results fit into the error bounds.
Table 5.3. Percent of data points falling outside error bounds for six
culvert types.
Nomenclature
Type 1
Type 2
Type 3
Type 4
Type 5
Type 6

Training, % outside
0.00
6.47
0.00
0.00
0.74
0.00

Checking, % outside
2.89
9.30
0.24
0.00
2.34
0.58

Type 2 results were the worst, of all six types analyzed; however, more than 90 percent
were within the error bounds, which is acceptable for culvert design.
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Training Data - Type 1
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Figure 5.34. Type 1 training data with error bounds above and below the expected result.
Error Bounds for
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120

Predicted Diameter (in)

100

80

60

40

20

0
0

20

40

60

80

100

120

-20

Actual Diameter (in)

Figure 5.35. Type 1 checking data with error bounds above and below the expected result.
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Error Bounds for
Training Data - Type 2
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Figure 5.36. Type 2 training data with error bounds above and below the expected result.
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Figure 5.37. Type 2 checking data with error bounds above and below the expected result.
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Error Bounds for
Training Data - Type 3
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Figure 5.38. Type 3 training data with error bounds above and below the expected result.

Error Bounds for
Checking Data - Type 3
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Figure 5.39. Type 3 checking data with error bounds above and below the expected result.
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Error Bounds for
Training Data - Type 4
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Figure 5.40. Type 4 training data with error bounds above and below the expected result.

Error Bounds for
Checking Data Type 4
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Figure 5.41. Type 4 checking data with error bounds above and below the expected result.
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Error Bounds for
Training Data - Type 5
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Figure 5.42. Type 5 training data with error bounds above and below the expected result.

Error Bounds for
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Figure 5.43. Type 5 checking data with error bounds above and below the expected result.
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Error Bounds for
Training Data - Type 6
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Figure 5.44. Type 6 training data with error bounds above and below the expected result.
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Figure 5.45. Type 6 checking data with error bounds above and below the expected result.
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CHAPTER 6 –CONCLUSIONS AND RECOMMENDATIONS
6.1 Conclusions

Since culvert designers utilize an approach that rounds to the next highest pipe size, it is
believed that the use of a neural-fuzzy logic model is acceptable for predicting culvert diameters.
These results were, however, based on concrete culvert pipe with a standard entrance loss
coefficient.
6.1.1 Explicit Solutions

Initial results of ANFIS application to the formula generated Type 4 and 5 data sets
revealed root mean square errors ranging between 1.5 and 3 inches. This fell into the acceptable
design criteria for culverts. Using similar explicit solutions for the other four types proved too
difficult, time consuming, and with questionable accuracy; therefore, an alternate method of
calculating data to analyze was sought. The decision to use Haestad Methods – CulvertMaster
software was made based on the capability with Hydraulic Design of Highway Culverts,
(Normann, et al., 1985). This software produced results that were not classified according to the
types, thus an intricate conditional if-then logic structure was employed to separate the large data
set into the six different culvert types.
6.1.2 Step Data Sets

After creating the large data set, outlined above, the study to investigate the sensitivity of
the ANFIS model to the number of input variables was conducted. This study involved the four
data sets, listed in Table 4.2, which increase in degrees of complexity; however, results obtained
from these four step data sets show that the predicted diameters deviate from seven and twelve
inches about the actual diameter (see Table 5.1). It is not acceptable in culvert design for the
predicted diameter to deviate by this amount.
6.1.3 U.S.G.S. Culvert Types

Given the less than acceptable results above, the six different culvert types (Figure 4.4),
were analyzed to determine if the breakdown of data sets by culvert classification would produce
better results. From the RMSE data from Chapter 5, listed in Table 5.1, it can be concluded that
the error ranges from one inch to four inches. To put this error in perspective, if a 24” diameter
culvert were predicted and the error was as much as four inches, this error would be seventeen
percent. This is unacceptable by the standards used in culvert design. On the other end of the
spectrum, if a 96” diameter culvert was predicted and the error was as much as four inches, the
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error would be less than five percent. This latter error, by standards acceptable to most all
culvert designers, would fall into the acceptable category.
6.1.4 Relating Study Results to Design Practices

When designing culverts, the purpose is to determine the diameter needed to pass the
design flow-rate for the culvert geometry provided. This answer is then rounded up to the next
available standard pipe size. In order to reduce manufacturing costs, standard pipe sizes have
been adopted, thus reducing the higher cost of producing a uniquely sized pipe. With this
approach in mind, the results were placed into a band of six inches above the actual diameter and
six inches below the actual diameter, which is the half-way point between the standard
diameters. This reduced the effective error, by placing more than 70 percent of the predicted
diameters within the acceptable error band about each standard diameter.
6.2 Recommendations

This study explored the application of neural-fuzzy logic models to the culvert design
problem for the first time. It was originally intended that the neural-fuzzy model be fitted to the
culvert performance data without separation by flow regime classification; however, the
predictive errors on diameter where too large to be acceptable for use as a design tool. It is
possible that alternate approaches to the application of the neural-fuzzy model could result in
more acceptable results with the combined data set. It is recommended that additional studies be
conducted to explore the possibility of other optimal structures of number and type of
membership functions used in the ANFIS model. It is possible that there are undiscovered model
structures that will reduce the error to acceptable levels.
Additionally, it is recommended that the applicability of a neural network modeling
approach be investigated, since this study shows that the neural network component of the
neural-fuzzy logic model had some success in mapping the input to output data relationship. It is
possible that a neural network, used alone, can perform better in mapping the input data to the
output culvert diameter.
For a more thorough analysis of all culverts possible, the study should be broadened into
different pipe material and entrance conditions, as well as a much broader range of bed slope
values.
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APPENDIX A - MATLAB PROCEDURE

MUST HAVE THE MATLAB DOCUMENTATION CD INSERTED INTO THE
MACHINE!
1. At the MatLab command window, type in: >>anfisedit This will bring up the
Fuzzy logic editor
2. Load the data, both training and checking. Ensure that the proper format is
selected in the lower left hand corner in the ‘Load data’ section.
3. Generate FIS using grid partition
a. Enter the MF and type
4. Select the number of epochs and hit the ‘train now’ button
5. View and record the epoch training error, the select the ‘checking data’ under the
Test FIS box. This will give the resulting checking error.
6. From the top menu, select ‘view’ and then ‘rules’
7. Save the file to the workspace. This will be a .fis file.
8. In order to view the results in tabulated columns, the following steps must be
followed
a. Go to the Workspace editor (upper left hand portion of MatLab window)
and select File > Import data, and then select either the training or
checking .dat file from the directory. You will have to hit next and then
finish after agreeing with the format for bringing this data into the
workspace.
b. Go to the MatLab command window and type in the following command
in order to tell it to negate the last column, which will be diameter.
i. In = filename(:,1:3)
1. Make sure that the exact file name is typed with either trn
or chk
2. If there are 4 columns, you would ask for the input to select
1:3, as shown above. If there are more, you tell it to select
one less than the total number of columns.
c. After the file has been imported, you can extract the last column, which is
diameter with the following command:
i. D = evalfis(in,name you saved to workspace)
d. Now simply take this column of data and copy it into Excel to compare
with the actual diameters that were used to generate the model.
e. If the data set is large, the data will need to be saved as a text file in the
following manner:
Save outputfile.txt D –ASCII
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APPENDIX B – INVESTIGATION OF ALL MEMBERSHIP FUNCTION TYPES IN
MATLAB

Figure B.1. Triangular membership function – trimf.

Figure B.2. Trapezoidal membership function – trapmf.

Figure B.3. Generalized bell membership function – gbellmf.
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Figure B.4. Gaussian membership function – gaussmf.

Figure B.5. Two-sided composite of two different Gaussian curves - gauss2mf.

Figure B.6. Pi membership function – pimf.

Figure B.7. The difference between two sigmodial functions – dsigmf.
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Figure B.8. The product of two sigmodial functions – psigmf.

The following figures are from a type 4 culverts training on Diameter

Figure B.9. Type 4 culvert, training on Diameter. Triangular membership function – trimf.

Figure B.10. Type 4 culvert, training on Diameter. Trapezoidal membership function – trapmf.
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Figure B.11. Type 4 culvert, training on Diameter. Generalized bell membership function –
gbellmf.

Figure B.12. Type 4 culvert, training on Diameter. Gaussian membership function – gaussmf.

Figure B.13. Type 4 culvert, training on Diameter. Two-sided composite of two different
Gaussian curves - gauss2mf.
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Figure B.14. Type 4 culvert, training on Diameter. Pi membership function – pimf.

Figure B.15. Type 4 culvert, training on Diameter. The difference between two sigmodial
functions – dsigmf.

Figure B.16. Type 4 culvert, training on Diameter. Product of two sigmodial functions–psigmf.

100

The figures below are a type 4 culvert training on flow rate:

Figure B.17. Type 4 culvert, training on flow rate. Triangular membership function – trimf.

Figure B.18. Type 4 culvert, training on flow rate. Trapezoidal membership function – trapmf.

Figure B.19. Type 4 culvert, training on flow rate. Generalized bell membership function –
gbellmf.
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Figure B.20. Type 4 culvert, training on flow rate. Gaussian membership function – gaussmf.

Figure B.21. Type 4 culvert, training on flow rate. Two-sided composite of two different
Gaussian curves - gauss2mf.

Figure B.22. Type 4 culvert, training on flow rate. Pi membership function – pimf.
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Figure B.23. Type 4 culvert, training on flow rate. Difference between two sigmodial functions
– dsigmf.

Figure B.24. Type 4 culvert, training on flow rate. Product of two sigmodial functions – psigmf.
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The following figures are from a type 5 culverts training on Diameter

Figure B.25. Type 5 culvert, training on Diameter. Triangular membership function – trimf.

Figure B.26. Type 5 culvert, training on Diameter. Trapezoidal membership function – trapmf.

Figure B.27. Type 5 culvert, training on Diameter. Generalized bell membership function –
gbellmf.
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Figure B.28. Type 5 culvert, training on Diameter. Gaussian membership function – gaussmf.

Figure B.29. Type 5 culvert, training on Diameter. Two-sided composite of two different
Gaussian curves - gauss2mf.

Figure B.30. Type 5 culvert, training on Diameter. Pi membership function – pimf.
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Figure B.31. Type 5 culvert, training on Diameter. Difference between two sigmodial functions
– dsigmf.

Figure B.32. Type 5 culvert, training on Diameter. Product of two sigmodial functions –
psigmf.
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The figures below are a type 5 culvert training on flow rate:

Figure B.33. Type 5 culvert, training on flow rate. Triangular membership function – trimf.

Figure B.34. Type 5 culvert, training on flow rate. Trapezoidal membership function – trapmf.

Figure B.35. Type 5 culvert, training on flow rate. Generalized bell membership function –
gbellmf.
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Figure B.36. Type 5 culvert, training on flow rate. Gaussian membership function – gaussmf.

Figure B.37. Type 5 culvert, training on flow rate. Two-sided composite of two different
Gaussian curves - gauss2mf.

Figure B.38. Type 5 culvert, training on flow rate. Pi membership function – pimf.
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Figure B.39. Type 5 culvert, training on flow rate. Difference between two sigmodial functions
– dsigmf.

Figure B.40. Type 5 culvert, training on flow rate. Product of two sigmodial functions – psigmf.
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