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Preface
The collective eﬀervescence of social media production has been enjoy-
ing a great deal of success in recent years. The hundred of millions of
users who are actively participating in the Social Web are exposed to
ever-growing amounts of sites, relationships, and information.
This work contributes state-of-the-art methods and techniques to
the emerging ﬁeld of Living Analytics, whose main goal is to capture
people interactions in real-time and to analyze these data in order to re-
lieve information overload. We introduce intelligent ﬁltering approaches
that exploit social interactions, multidimensional relationships, meta-
data, and other data becoming ubiquitous in the social web, in order to
discover and recommend the most relevant and attractive information
that meets users’ individual needs.
In particular, the contributions of this work fall into mainly two cat-
egories: (i) Recommender Systems: We present novel algorithms that
advance the state-of-the-art in Online Collaborative Filtering. More-
over, we propose an approach based on Swarm Intelligence to directly
optimize ranking functions for item recommendations. New approaches
to address the cold-start problem in social recommender systems are
also part of our contributions. In addition, we also oﬀer a personalized
ranking algorithm for Epidemic Intelligence.
(ii) Collective Intelligence: Our contributions in the ﬁeld of computa-
tional social science are twofold. First, we explore how social media
streams can be exploited for Epidemic Intelligence and show its po-
tential for early warning detection and outbreak analysis and control.
Second, we show how the real-time nature of social media streams can
be leveraged to take the pulse of political emotions.
In total, the methods and studies included in this work constitute
an analytics toolbox to help understand and analyze the social web.
Keywords: Machine Learning; Collaborative Filtering; Social Media.
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Zusammenfassung
Eine enorme Menge von nutzergenerierten Inhalten hat das Social Web
in den letzten Jahren zu einem großen Erfolg gemacht. Millionen von
Nutzern, die aktiv am Social Web teilnehmen, können auf eine immer
größere Menge von Webplattformen, Beziehungen, und Informationen
zugreifen.
Die vorliegende Arbeit trägt auf dem Gebiet Living Analytics zum
Fortschritt der Wissenschaft bei. Das Hauptziel von Living Analyt-
ics ist, die Online-Interaktionen von Menschen in Echtzeit zu erfassen
und diese Daten so aufzubereiten, dass eine Überﬂutung mit Informa-
tion vermieden wird. Dazu stellen wir intelligente Filteransätze vor,
die soziale Interaktionen, mehrdimensionale Beziehungsgeﬂechte sowie
weitere allgemein verfügbare Daten und Metadaten des Social Web
nutzen, um für jeden Nutzer individuell die relevantesten und inter-
essantesten Informationen zu entdecken und zu empfehlen.
Die Beiträge dieser Arbeit lassen sich in zwei Kategorien einord-
nen:(i) Empfehlungssysteme: wir stellen neuartige Algorithmen vor, die
die Eﬀektivität von Online Collaborative Filtering verbessern. Weiter-
hin schlagen wir einen Ansatz auf der Basis von Schwarm-Intelligenz
vor, um die Rankingfunktion für Empfehlungssysteme zu optimieren.
Dies beinhaltet neue Lösungsansätze, um dem Kaltstartproblem zu
begegnen. Schließlich stellen wir einen personalisierten
Ranking-Algorithmus für Epidemic Intelligence vor. (ii) Collective
Intelligence: Der Beitrag dieser Arbeit auf dem Gebiet der Compu-
tational Social Intelligence ist zweiteilig: Erstens untersuchen wir wie
Social Media Streams für epidemische Analysen genutzt werden können
und zeigen ihr Potential für Frühwarnsysteme im Bereich der Erken-
nung von epidemischen Infektionskrankheiten. Zweitens zeigen wir
wie die Echtzeit-Eigenschaft von Social Media Streams genutzt werden
kann, um politische Meinungsbildungsprozesse zu verfolgen.
Zusammengefaßt stellen die hier vorgestellten Methoden und
Untersuchungen ein Auswahl von Werkzeugen zur besseren Analyse und
zum besseren Verständnis des Social Web dar.
Schlagworte: Maschinelles Lernen; Kollaboratives Filtern; Soziale Medien.
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1 Introduction
1.1 Living Analytics and the Social Web
The Web of people is highly dynamic and the life experiences be-
tween our on-line and “real-world” interactions are increasingly inter-
connected. The massive amounts of information from people’s daily liv-
ing interactions require new and innovative analytic models to observe,
understand and predict the dynamics of the actors and components of
the Web.
The objective of such Living Analytics models is to help people live
better, for example, by assisting them with the overwhelming amount
of choices they face as they consume goods, services, social media and
leisure time. Living Analytics aims to capture people interactions in
real-time to analyze and process this information in order to produce
valuable output that is fed back to the Web of people for the beneﬁt of
its members.
The highly dynamic and huge volume of potentially relevant items
from an immense number of sources (e.g., blogs, social networks), and
information seeking therein make it harder for existing systems and
applications to obtain and process a complete and accurate impression
of the situation, in a timely manner.
Consider a system envisioned to support its users to conduct reliable
assessments of dynamics topics on the Web, such as: views on politi-
cal developments, economic events and crises, as well as pandemics or
natural catastrophes. Moreover, Social Media technologies have given
rise to citizen journalism, so the public at large may actively contribute
to generating new content in these areas. The goal of such system is
to go beyond individual resources to an aggregated overview, by auto-
matically collecting the relevant sources, extracting the required data,
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aggregating the results, and ﬁnally enabling in-depth investigation with
tools designed to support visual analysis. The need for overviews of high
volume and user-generated content is crucial for many stakeholders, for
example, journalists, opinion analysts, social scientists, public safety
institutions, product designers and marketers, and well as the general
public.
On-line applications that tackle the information deluge problem ex-
ist, at least for selected topics. For example, detecting the global trends
based on the volume of Twitter1 messages (tweets) or generating visu-
alizations from publicly available statistics. While these tools are very
useful, the respective services tend to be limited to a very small fraction
of interesting information. In addition, users are presented with “one-
size-ﬁts-all” solutions that do not necessarily reﬂect their individual
interests.
Having this scenario in mind, several interesting research questions
arise in the scope of Living Analytics. For example:
• Understanding and Predicting Behavior in Real-Time
Context. What theoretical, methodological, and empirical ex-
tensions are needed to observe and analyze the behavior of users
and groups in the network in near or real-time, as it is occurring?
and how is it possible to follow the evolution of network behavior
over extended periods of time?
• Collective Intelligence. What content do people create and
share? How can the collective behavior of people be harnessed to
solve complex tasks? How does collective intelligence evolve over
time? How can the trends observed in social media be employed
to improve discovery performance?
• Real-Time Modeling and Experimentation. How can the
ability to update predictive models, as well as, execute and inter-
pret experiments in these real-time networked settings of users,
and their group interactions, be realized and improved?
1Twitter: twitter.com
2
1. Introduction
Online Collaborative Filtering
* Key Contribution: Online Matrix Factorization Models for 
Collaborative Filtering.
* Work published at: RecSys'12 and CIKM'12
* Chapter 3
Swarm Intelligence for Ranking and 
Recommendation
* Key Contribution: Learning to Rank and Recommender 
System Models based on Swarm Intelligence.
* Work published at: GECCO'09 and RecSys'12
* Chapter 4
Social Media Analytics
* Key Contribution: Studies on two application domains 
for Social Media Analytics: (i) Epidemic Intelligence and 
(ii) Political Emotion Detection.
* Work published at: WWW'12, ICWSM'12, WebSci'12 
and LA-WEB'12
* Chapter 6 
Automatic Tagging
* Key Contribution: Approach for automatic annotation that 
alleviates the cold-start problem in collaborative environments. 
* Work published at: RecSys'10 and ECTEL'11
* Chapter 5
   Living Analytics Methods for the Social Web
Figure 1.1: Main Components of the Work. The ﬁgure shows this work’s
areas of research, the main contributions, and the international confer-
ences where the material has been already published.
In this work, we tackle some of the above-mentioned issues and in-
tegrate our techniques and results into one coherent framework. We
present the outline of the book and our contributions in the next sec-
tion. The main components of the work are depicted in Figure 1.1.
1.2 Outline and Contributions
Living Analytics ﬁeld of research is distinctive in that it combines the
key technologies of statistical machine learning, large scale data mining,
and computational tools for the analysis of dynamic social networks
with analytics focused on user behavior and social media [LARC, 2012].
In this work, our main goal is to provide a set of tools to capture
people’s interactions from a highly dynamic stream of data, automat-
ically annotate resources on the Web, and to understand and predict
user actions and preferences. Therefore, our contributions refer to var-
ious disciplines, e.g., information ﬁltering and retrieval, recommender
systems, and computational social science. Note that all these building
bricks are contributions in their own right, being important not only for
the overall Living Analytics ﬁeld, but also for numerous other applica-
tions, e.g., matrix factorization in collaborative ﬁltering systems [Koren
3
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et al., 2009], social stream mining [Zubiaga, 2012], social tagging sys-
tems [Jäschke et al., 2008], epidemic intelligence [Fisichella et al., 2011],
computational social science [Giles, 2012] and sentiment analysis [Liu,
2012].
Online Collaborative Filtering (Chapter 3)
Collaborative Filtering (CF) has shown to be an eﬀective ap-
proach to recommender systems. The essence of CF lies in an-
alyzing past user and item interactions to generate personalized
recommendations based on the preferences of other users with
similar behavior. One of CF’s most successful techniques is low
dimensional linear factor models, that assume user preferences
can be modeled by only a small number of latent factors [Koren
et al., 2009]. Although latent factor models are able to generate
high quality recommendations, coping with fast changing trends
in the presence of large scale data is a challenge, since retrain-
ing such models is costly. Our proposed approach features two
important contributions:
- Online Personalized Ranking based on Matrix Fac-
torization. We introduce a novel framework for online col-
laborative ﬁltering based on a pairwise ranking approach for
matrix factorization in the presence of streaming data. We
propose novel online learning algorithms and show experi-
mentally that our approaches achieve state-of-the-art perfor-
mance when recommending a short list of interesting and rel-
evant topics to users from a continuous high volume stream
data, and under the constraints of bounded space and time.
In total, we provide an approach for integrating large-scale
collaborative ﬁltering with the real-time nature of social me-
dia streams.
- Selective Model Updates for Collaborative Filtering.
For unpersonalized learning to rank, many studies have been
made in the ﬁeld of information retrieval [Liu, 2011]. This
work presents an innovative personalized ranking perspec-
4
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tive to matrix factorization for social media streams, which
has not been reported before in the literature.The novelty of
our approach lies in a selective sampling strategy to update
the model based on personalized small buﬀers. Our empiri-
cal study used real-world data, from the micro-blog service
Twitter, as a test bed and showed that models updated using
the selective sampling approach proposed here, signiﬁcantly
outperform online methods that use random samples of the
data.
Swarm Intelligence for Ranking and Recommendation
(Chapter 4)
We propose an approach to learn ranking functions that directly
optimize non-smooth Information Retrieval (IR) metrics using
Swarm Intelligence for the ranking and recommendation tasks.
In particular, our approaches are based on Particle Swarm Opti-
mization (PSO), a global non-linear optimization algorithm based
on swarm intelligence, which is inspired by the social behavior of
biological organisms.
Our work addresses the item recommendation task in the context
of recommender systems. While learning to rank algorithms use
hand-picked features to represent items, we learn such features
based on user-item interactions and apply PSO, which does not
require, nor approximate, gradients of the cost function, as in the
case of the models explored in Chapter 3. This key characteristic
and its resilience to local minima, allow us to directly optimize
non-smooth IR measures, such as MAP (Mean Average Preci-
sion) [Baeza-Yates and Ribeiro-Neto, 2011], a desirable property
to tackle the ranking and top-N recommendation problems.
Automatic Tagging (Chapter 5)
Social Tagging has proven to be an intuitive and ﬂexible Web 2.0
mechanism to enhance the users’ online experience [Jäschke et al.,
2008]. Tags are capable of facilitating search, easing navigation
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(e.g., tag clouds), and improving personalization in collaborative
tag recommendations and across disparate media types. When a
resource does not have any associated tags or users, a collabora-
tive tagging recommender lacks valuable information needed to
provide useful recommendations, an issue known as the cold start
problem. We present an approach to addressing the dynamics
associated with online environments, where novel items appear
rapidly, e.g., news articles. We use probabilistic topic models, in
speciﬁc, Latent Dirichlet Allocation, and show the ability of our
method to enrich sparse and limited textual information by means
of exploiting the resource redundancy and latent topic overlap
between similar resources found in an auxiliary domain. The ap-
proach developed in this chapter nicely complements the limita-
tions of the models for CF discussed in Chapter 3 and Chapter 4
when facing cold start problems.
Social Web Analytics (Chapter 6)
We explore and demonstrate the potential of monitor social me-
dia streams (e.g., Twitter) for early warning of disease outbreaks.
Furthermore, for outbreak analysis and control, many studies
have been made for systems that return documents in response
to a query. Little eﬀort has been devoted to exploiting learning
to rank in a personalized setting, specially in the domain of epi-
demic intelligence. We present an innovative personalized rank-
ing approach that oﬀers decision makers the most relevant and
attractive tweets for risk assessment, by exploiting latent topics
and social hash-tagging behavior in Twitter. For Computational
Social Science, we oﬀer an empirical study that shows how the
real-time nature of social media streams, in particular, Twitter,
can be leveraged to take the pulse of political emotions in emerg-
ing regions of the world, namely: Latin America. We performed a
sentiment analysis of tweets and brief blog posts over a period of
six months. This work presents, not only the extracted emotions
and polarity, but also goes a step forward and quantiﬁes which
combination of emotions explains better the public’s opinion.
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1.3 Published Work
Large portions of contributions made in this work have been published
in international conferences. Results of Chapter 3 have been published
in
• Diaz-Aviles, E., Drumond, L., Gantner, Z., Schmidt-Thieme, L.,
and Nejdl, W. (2012a). What Is Happening Right Now ... That
Interests Me? Online Topic Discovery And Recommendation In
Twitter. In Proceedings of the 21st ACM International Conference
on Information and Knowledge Management, CIKM ’12.
and
• Diaz-Aviles, E., Drumond, L., Schmidt-Thieme, L., and Nejdl, W.
(2012b). Real-time Top-N Recommendation In Social Streams.
In Proceedings of the Sixth ACM Conference on Recommender
Systems, RecSys ’12, pages 59–66, New York, NY, USA. ACM.
Chapter 4 relates to
• Diaz-Aviles, E., Nejdl, W., and Schmidt-Thieme, L. (2009). Swarm-
ing To Rank For Information Retrieval. In Proceedings of the 11th
Annual Conference on Genetic and Evolutionary Computation,
GECCO ’09, pages 9–16, New York, NY, USA. ACM.
and
• Diaz-Aviles, E., Georgescu, M., and Nejdl, W. (2012c). Swarming
To Rank For Recommender Systems. In Proceedings of the sixth
ACM Conference on Recommender Systems, RecSys ’12, pages
229–232, New York, NY, USA. ACM.
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Results of Chapter 5 have been published in
• Diaz-Aviles, E., Georgescu, M., Stewart, A., and Nejdl, W. (2010).
Lda For On-the-ﬂy Auto Tagging. In Proceedings of the Fourth
ACM Conference on Recommender Systems, RecSys ’10, pages
309–312, New York, NY, USA. ACM.
• Diaz-Aviles, E., Fisichella, M., Kawase, R., Nejdl, W., and Stew-
art, A. (2011a). Unsupervised Auto-tagging For Learning Ob-
ject Enrichment. In Proceedings of the 6th European Conference
on Technology Enhanced Learning: Towards Ubiquitous Learn-
ing, EC-TEL’11, pages 83–96, Berlin, Heidelberg. Springer-Verlag
(Best Paper Award).
Finally, Chapter 6 is documented in
• Diaz-Aviles, E., Stewart, A., Velasco, E., Denecke, K., and Nejdl,
W. (2012f). Towards Personalized Learning To Rank For Epi-
demic Intelligence Based On Social Media Streams. In Proced-
ings of the 21st International Conference Companion on World
Wide Web, WWW ’12 Companion, pages 495–496, New York,
NY, USA. ACM
• Diaz-Aviles, E., Stewart, A., Velasco, E., Denecke, K., and Nejdl,
W. (2012e). Epidemic Intelligence For The Crowd By The Crowd.
In Proceedings of the Sixth International AAAI Conference on
Weblogs and Social Media, Dublin, Ireland, June 4-7, 2012.
• Diaz-Aviles, E. and Stewart, A. (2012). Tracking Twitter For Epi-
demic Intelligence. Case Study: Ehec/hus Outbreak In Germany
2011. In Proceedings of the 4th ACM International Conference
on Web Science, WebSci ’12.
• Diaz-Aviles, E., Orellana-Rodriguez, C., and Nejdl, W. (2012d).
Taking The Pulse Of Political Emotions In Latin America Based
On Social Web Streams. In LA-WEB ’12: Proceedings of the 2012
Latin American Web Conference. IEEE Computer Society.
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Additional published works towards the completion of this book
include:
• Diaz-Aviles, E. and Kawase, R. (2012). Exploiting Twitter As
A Social Channel For Human Computation. In Proceedings of
the First International Workshop on Crowdsourcing Web Search,
Collocated with WWW’12. Lyon, France, April 17, 2012., Crowd-
Search’12.
• Stewart, A., Diaz-Aviles, E., and Nanopoulos, A. (2011a). Self-
supervised Detection Of Disease Reporting Events In Outbreak
Reports. In IEEE International Conference on Information Reuse
and Integration (IRI’11). August 2011, Las Vegas, Nevada, USA,
pages 416–421.
• Diaz-Aviles, E., Siehndel, P., and Naini, K. D. (2011b). Exploiting
Social #-tagging Behavior In Twitter For Information Filtering
And Recommendation (microblog Track). In Proceedings of The
Twentieth Text REtrieval Conference, TREC 2011, Gaithersburg,
Maryland, USA, November 15-18, 2011, TREC
• Lage, R., Diaz-Aviles, E., Stewart, A., Dolog, P. (2011): Per-
sonalized Event-based Surveillance and Alerting Support for the
Assessment of Risk. International Meeting on Emerging Dis-
eases and Surveillance (IMED’11), Vienna, Austria, February
4-7, 2011.
• Denecke, K., Diaz-Aviles, E., Dolog, P., Eckmanns, T., Fisichella,
M., Gomez-Lage, R., Linge, J., Smrz, P., Stewart, A. (2011).
The Medical Ecosystem [M-Eco] Project: Personalized Event-
based Surveillance. International Meeting on Emerging Diseases.
(IMED’11), Vienna, Austria. February 4-7, 2011.
• Stewart, A., Diaz-Aviles, E., Nejdl, W., Marinho, L. B., Nanopou-
los, A., and Schmidt-Thieme, L. (2009). Cross-tagging For Per-
sonalized Open Social Networking. In Proceedings of the 20th
ACM Conference on Hypertext and Hypermedia, HT ’09, pages
271–278, New York, NY, USA. ACM.
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• Abel, F., Diaz-Aviles, E., Henze, N., Krause, D., and Siehndel, P.
(2010). Analyzing The Blogosphere For Predicting The Success
Of Music And Movie Products. International Conference on Ad-
vances in Social Network Analysis and Mining (ASONAM’10),
pages 276–280.
• Stewart, A., Diaz-Aviles, E., and Nejdl, W. (2008). Mining User
Proﬁles To Support Structure And Explanation In Open Social
Networking. International Workshop on Interacting with Mul-
timedia Content in the Social Semantic Web (IMC-SSW 2008).
Collocated with the 3rd International Conference on Semantic and
Digital Media Technologies (SAMT 2008). Koblenz, Germany,
Dec. 03 2008.
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2 Background and Preliminaries
In this chapter, we present background material describing key concepts
that will provide the context and theoretical framework required for
the rest of the book. In addition, we describe the datasets used in the
experimental evaluations conducted in this work.
2.1 On Recommender Systems
The information overload problem facing today’s Web users has made
the decision-making task really challenging, and in many cases complex
to the user, who has to face an overwhelming set of options that out-
strips his capability to survey them and reach a decision. Automated
recommender systems make product suggestions that are tailored to the
human user’s individual needs and represent powerful means to combat
information saturation [Resnick and Varian, 1997].
One of the most successful technologies for recommender systems
is Collaborative Filtering (CF) [Goldberg et al., 1992]. CF analyzes in-
terdependencies among items as well as relationships and interactions
between users to identify new user-item associations. It is domain inde-
pendent and has the advantage to perform well in scenarios where there
is not much content associated with items, or where the content is too
diﬃcult to collect or analyse. Besides, it can provide serendipitous rec-
ommendations, for example, suggesting items that are not particularly
similar to a user’s previous items.
Two main tasks of CF are the rating prediction (i.e., regression)
and the item prediction task. In the rating prediction task, the recom-
mender system aims to predict the user’s rating for a new item, based
on the past rating history. On the other hand, the task of item predic-
11
2. Background and Preliminaries
tion is to predict a user-speciﬁc ranking for a set of items, this is also
referred to as a Top-N recommendation task.
Such recommender systems rely on diﬀerent types on input. Users
may explicitly express their interest in products by providing, for ex-
ample, star ratings for a book in Amazon.com, or by selecting thumbs-
up/down buttons in YouTube.com to indicate their preferences after
watching a video. This explicit feedback is of high quality and most
convenient, however is also scarce and not always available. A more
abundant source of information for recommender systems is implicit
feedback, which indirectly reﬂects users opinions and preferences. Some
instances of implicit feedback include search and browsing history, eye
movement and repeat buying. For example, a user that listens many
songs by U2 probably likes that band.
In the past few years, much research was devoted to the Netﬂix
contest [Bell and Koren, 2007; Koren, 2008, 2009], many works were
published addressing the rating prediction task focused on processing
explicit feedback. Top-N recommendation is a harder problem than
rating prediction, since the gathered information represents only posi-
tive feedback, e.g., by observing user behavior, we can infer which items
he likes. However, it is hard to reliably infer which items he does not
like. Thus, methods that optimize error metrics, such as RMSE or
MAE, cannot directly be applied [Cremonesi et al., 2010].
Proposed approaches that address the Top-N task do exist [Hu
et al., 2008; Rendle et al., 2009b; Cremonesi et al., 2010] but they
do not consider the highly dynamic and time-evolving nature of so-
cial streams and concentrate on user-item interactions that have been
aggregated over time.
We focus in this work on the Top-N recommendation task in do-
mains where implicit feedback is derived from the evolution of recurring
events, in particular, in the presence of social media data streams.
One of CF’s most successful techniques are low dimensional linear
factor models, that assume user preferences can be modeled by only a
small number of latent factors [Koren et al., 2009], which we will discuss
later in this section.
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First we introduce some notation that will be useful in our setting.
Let U = {u1, . . . , un} and I = {i1, . . . , im} be the sets of all users and
all items, respectively. We reserve special indexing letters to distinguish
users from items: for users u, v, and for items i, j. Suppose we have
interactions between these two entities, and for some user u ∈ U and
item i ∈ I, we observe a relational score xui ∈ X, where X is the set of
discrete values associated to the relational score. For example, xui can
be represented by an integer denoting: (i) an explicit rating scale, e.g.,
from one to ﬁve stars : X = {1, . . . , 5} or a binary one, e.g., thumbs-
up/thumbs-down: X = {1,−1}; or (ii) implicit feedback captured from
the user-item interactions, e.g., number of times that a user has listened
to a particular song, e.g., X ⊂ N.
Thus, each instance of the data is a tuple (u, i, xui). For example in
the movie recommendation case, the tuple might correspond to an ex-
plicit “rating” given by user u to movie i or, in the case of hashtag/topic
recommendation, to a “weight” that is implicitly derived from user u’s
interaction patterns. Typical CF models organize these tuples into a
sparse matrix X of size |U | × |I|, using (u, i) as index and xui as entry
value. The task of the recommender system is to estimate the score
for the missing entries. We consider the relational scores as ordinal.
Thus, we assume a total order between the possible score values. We
distinguish predicted scores from the known ones, by using xˆui, where
xˆui ∈ X.
Finally, we denote by S the set of all observed user-item interactions,
such that S ⊆ U × I × X, with
(u, i, xui) ∈ S :⇔ the interaction between user ‘u’ and
item ‘i’ is observed.
For convenience, we also deﬁne for each user the set of all items with
an observed score, denoted by B+u :
B+u := {i ∈ I | (u, i, xui) ∈ S} .
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As mentioned above, low dimensional linear factor modeling are
popular collaborative ﬁltering approaches [Koren et al., 2009]. These
models consider that only a small number of latent factors can inﬂuence
the preferences. Their prediction is a real number, xˆui, per user item
pair (u, i). Some of the most successful realizations of latent factor
models are based on matrix factorization (MF). In its basic form, matrix
factorization estimates a matrix Xˆ : U × I by the product of two low-
rank matricesW : |U | × k and H : |I| × k:
Xˆ :=WH� (2.1)
where k is a parameter corresponding to the rank of the approximation.
Each row, wu in W and hi in H can be considered as a feature vector
describing a user, u, and an item, i, correspondingly. Thus the ﬁnal
prediction is the linear combination of the factors:
xˆui = �wu,hi� =
k�
f=1
wuf · hif
Singular value decomposition (SVD) provides the best approximation
of Xˆ to X with respect to the least squares optimization problem, but
is prone to overﬁtting. Therefore, other matrix factorization techniques
have been proposed, including regularized least square matrix factoriza-
tion, maximum margin matrix factorization and non-negative matrix
factorization [Koren et al., 2009].
2.1.1 Stochastic Gradient Descent for
Matrix Factorization
Stochastic Gradient Descent (SGD) is an iterative stochastic optimiza-
tion algorithm, that has performance advantages for large-scale prob-
lems, where the number of data points and the problem dimensionality
are both very large [Bottou, 2010].
SGD ﬁnds the value θ∗ ∈ Rk(k >= 1) that minimizes a loss function
L(θ) by estimating its gradient ∇L(θt) at each iteration, based on a
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single randomly picked example θt:
θt+1 = θt − ηt∇L(θt) (2.2)
where t denotes the iteration number, ηt is the gain at iteration t, also
known as learning rate, and −ηt∇L(θt) is a noisy approximation of the
direction of steepest descent.
SGD convergence has been studied extensively in stochastic approx-
imation theory, which establishes almost sure convergence under mild
conditions [Bottou, 2010].
Since SGD does not need to remember which examples were seen
during the previous iterations, it can process examples within stream
data, on the ﬂy.
SGD can be applied to learn a MF model by setting
θ = (W,H) and deﬁning an application-dependent loss function L,
that measures how well the learning process performs on each example.
The general formulation including L2 regularization terms is:
argmin
θ=(W,H)
L(X,W,H) +
λW
2
||W||22 +
λH
2
||H||22 .
That is, our objective is to ﬁndW and H that lead to the smallest loss
and has low model complexity, represented by the Frobenius norm of the
low-rank matrices. We assumed that the aggregated loss L(X,W,H)
can be decomposed, as follows:
L(X,W,H) =
1
|S|
�
(u,i,xui)∈S
�(xui, �wu,hi�) ,
where �(xui, xˆui) is a loss function on a single example, deﬁned on the
observed relational score xui and the predicted one xˆui.
Figure 2.1 shows a general alternating procedure applying SGD for
MF. Note that at each iteration, the algorithm draws one single instance
(u, i, xui) ∈ S uniformly at random, and performs a local approximation
of the gradient at this point.
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SGD for MF
Input:
Training data S; Regularization parameters λW and λH ; Learning
rate η0; Learning rate schedule α; Number of iterations T
Output: θ = (W,H)
1: initializeW0 and H0
2: for t = 1 to T do
3: (u, i, xui)← randomExample(S)
4: wu ← wu − η ∂∂wu �(xui, �wu,hi�)− η λW wu
5: hi ← hi − η ∂∂hi �(xui, �wu,hi�)− η λH hi
6: η = α · η
7: end for
8: return θT = (WT ,HT )
Figure 2.1: General stochastic gradient procedure to learn matrix fac-
torization models with regularization parameter λθ, learning rate η, and
learning rate schedule α. At each iteration, the algorithm draws one
single instance (u, i, xui) ∈ S uniformly at random, and performs a local
approximation of the gradient at this point. Only the latent factors of
user u and item i are updated.
We do not need to update the entire matrices W and H, but only
the latent factors of user u and item i, i.e., wu and hi.
Even though the squared loss has been successfully used for MF
in the context of rating prediction (e.g., [Koren, 2008; Gemulla et al.,
2011]) and item prediction [Hu et al., 2008], we are interested in a
ranking approach to MF, and therefore require an ordinal loss to guide
the factorization process.
In particular, we are interested in a pairwise approach, similar to
the one used by RankSVM [Joachims, 2002], a popular ranking method
in the ﬁeld of learning to rank [Liu, 2011].
2.2 Learning to Rank for Information Retrieval
Although the most popular Information Retrieval (IR) model for docu-
ment retrieval is still the vector space model [Baeza-Yates and Ribeiro-
Neto, 2011], in recent years supervised learning-based methods have
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been proposed to automatically learn an eﬀective ranking model based
on training data and then applied to unseen test data (e.g., [Joachims,
2002; Freund et al., 2003; Cao et al., 2007]). This task is referred to as
“Learning To Rank for IR” in the ﬁeld.
Learning to rank for Information Retrieval is a problem formalized
as described next. In learning (training), a collection of queries and
their corresponding retrieved documents are given. Furthermore, the
labels (i.e., relevance judgements) of the document with respect to the
queries are also provided. The relevance judgements, provided by hu-
man annotators, can represent ranks (e.g., categories in a total order).
The objective of learning is to construct a ranking model, e.g., a rank-
ing function, that achieves the best result on test data in the sense of
optimization of a performance measure (e.g., error rate, classiﬁcation
accuracy, Mean Average Precision, etc.) [Baeza-Yates and Ribeiro-Neto,
2011].
In retrieval (test phase), given a query, the learned ranking function
is applied, returning a ranked list of documents in descending order of
their relevance scores. Suppose that Q = {q1, · · · , q|Q|} is the set of
queries, and D = {d1, · · · , d|D|} the set of documents, the training set
is created as a set of query-document pairs, (qi, dj) ∈ Q×D, upon which
a relevance judgement (e.g., a label) indicating the relationship between
qi and dj is assigned by an annotator. Suppose that Y = {y1, · · · , y|Y |}
is the set of labels and yij ∈ Y denotes the label of query-document pair
(qi, dj). A feature vector φ(qi, dj) is created from each query-document
pair (qi, dj), i = 1, 2, · · · , |Q|; j = 1, 2, · · · , |D|. The training set is
denoted as T = {(qi, dj),φ(qi, dj), yij}. The ranking model is a real
valued function of features:
f(q, d) = �w · φ(q, d) (2.3)
where �w denotes a weight vector corresponding to the ranking model to
be learned from the data. In ranking for query qi the model associates
a score to each of the documents dj as their degree of relevance with
respect to query qi using f(qi, dj) and sorts the documents based on
their scores. Table 2.1 gives a summary of notations described above.
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Notations Explanations
Q := {q1, · · · , q|Q|} Set of queries
qi ∈ Q Query
D := {d1, · · · , d|D|} Set of documents
dj ∈ D Document
Y := {y1, · · · , y|Y |} Set of relevance judgements
yij ∈ Y Relevance judgement of
query-document pair
(qi, dj) ∈ Q×D
φ(qi, dj) Feature vector w.r.t. (qi, dj)
φk(qi, dj) k
th dimension of φ(qi, dj)
T := {((qi, dj),φ(qi, dj), yij) | qi ∈ Q and dj ∈ D and yij ∈ Y } Training set
1 ≤ i ≤ |Q|
1 ≤ j ≤ |D|
Table 2.1: Summary of notations.
2.3 Particle Swarm Optimization
The particle swarm optimization (PSO) algorithm is a population-based
probabilistic optimization algorithm inspired by the social behavior of
biological organisms, speciﬁcally the ability of groups of species of an-
imals to work as a whole in locating desirable positions in a given
area, e.g., bird ﬂocking or ﬁsh schooling [Eberhart and Kennedy, 1995;
Kennedy and Eberhart, 1995; Poli et al., 2007]. In a PSO algorithm, a
population of agents called particles move through the solution space
of an optimization problem, updating their velocity according to the
information collected by the group called swarm. PSO algorithms are
global non-linear optimization algorithms and do not require nor ap-
proximate gradients of the cost function.
In every iteration, each particle is attracted to the best solution
that it has found individually, and toward the best solution that any
particle in their neighborhood has found. In PSO, a neighborhood is
deﬁned for each individual particle as the subset of particles which it
is able to communicate with. Neighborhoods are usually deﬁned by
graph topologies, e.g. G = {Vg, Eg}, where each vertex Vg corresponds
to a particle in the swarm and the edges in Eg establish the neighbor
relation between a pair of particles.
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The algorithm updates the entire swarm at each time step by up-
dating the velocity and position of each particle i in every dimension k
as follows
vt+1i,k = χ · (vti,k + c1 · �1 · (pti,k − xti,k) + c2 · �2 · (�ti,k − xti,k)) (2.4)
and
xt+1i,k = x
t
i,k + v
t+1
i,k (2.5)
where vti,k and xti,k are the particle’s velocity and position at time step
t respectively, pti,k is the particle’s best position so far, �ti,k is the best
position found by the particle’s neighbors; and �1 and �2 are uniformaly
distributed random numbers between 0 and 1 generated at every up-
date for each individual dimension k. The term c1 · �1 · (pti,k − xti,k) is
associated with cognition since it takes into account the particle’s own
experience, and the term c2 · �2 · (�ti,k − xti,k) is associated with social
interaction between the particles. In view of this similarity, parameters
c1 and c2 are known as Cognitive Acceleration and Social Acceleration,
respectively. The Constriction Coeﬃcient χ is used to avoid an “explo-
sion” of the particle’s velocity, and it is deﬁned as follows [Poli et al.,
2007; Bratton and Kennedy, 2007] :
χ(κ,ϕ) =
2κ
|2− ϕ−�ϕ2 − 4ϕ| (2.6)
where κ ∈ [0, 1], and ϕ = c1 + c2 ≥ 4.
An in-depth introduction to PSO is given in [Poli et al., 2007; Brat-
ton and Kennedy, 2007].
2.4 Latent Dirichlet Allocation
Latent Dirichlet Allocation (LDA) [Blei et al., 2003] is a generative
probabilistic model for collections of discrete data such as text corpora.
The basic idea is that documents are represented as random mixtures
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over latent topics, where each topic is characterized by a distribution
over terms. More formally, assume that a text collection consists of
a set of documents D. Furthermore, consider the set of topics Z, the
distribution P (z | d) over topics z ∈ Z in a particular document d ∈ D
and the probability distribution P (t | z) over terms t ∈ T given topic
z ∈ Z, where T is the set of terms. Each term ti ∈ T in a document
(where the index refers to the ith term token) is generated by ﬁrst
sampling a topic from the topic distribution, then choosing a term from
the topic-term distribution. We write P (zi = j) as the probability that
the jth topic was sampled for the ith term token and P (ti | zi = j)
as the probability of term ti under topic j. The model speciﬁes the
following distribution over terms within a document:
P (ti | d) =
Z�
j=1
P (ti | zi = j)P (zi = j | d) (2.7)
where |Z| is the number of topics. P (t | z = j) and P (z | d) indi-
cate which terms are important for which topic and which topics are
important for a particular document, respectively.
In LDA the goal is to estimate the distribution topic-term P (t | z)
and the document-topic distribution P (z | d), these distributions are
sampled from Dirichlet distributions.
There are several methods developed for making inference in LDA
such as variational expectation maximization [Blei et al., 2003], expec-
tation propagation [Department et al., 2002], and Gibbs sampling [Grif-
ﬁths and Steyvers, 2004].
The Gibbs Sampling algorithm, for example, considers each term
token in the text collection in turn, and estimates the probability of as-
signing the current term token to each topic, conditioned on the topic
assignments to all other term tokens. From this conditional distribu-
tion, a topic is sampled and stored as the new topic assignment for this
term token.
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This conditional distribution can be written as P (zi = j | ti, di, z−i),
and calculated by [Griﬃths and Steyvers, 2004]:
P (zi = j | ti, di, z−i) ∝
CTZtij + β�
tC
TZ
tj + |T |β
CDZdij + α�
z +|Z|α
(2.8)
where CZT and CDZ are matrices of counts with dimensions |T | × |Z|
and |D| × |Z| respectively; CZTtj contains the number of times term t
is assigned to topic j, not including the current instance i and CDZdj
contains the number of times topic j is assigned to some term token
in document d, not including the current instance i. zi = j represents
the topic assignment of token i to topic j, z−i represents all topic-term
and document-topic assignments except the current assignment zi for
term ti, and α and β are the (symmetric) hyper-parameters for the
Dirichlet priors. Based on the count matrices the posterior probabilities
in Equation 2.7 can be estimated as follows:
P (ti | zi = j) =
CTZtij + β�
tC
TZ
tj + |T |β
and (2.9)
P (zi = j | d) =
CDZdij + α�
z +|Z|α
. (2.10)
LDA is an intensively studied model and its performance compares
favorably to other known text information retrieval techniques, in ad-
dition to the large number of applications in this ﬁeld, LDA has also
been applied to several other problem scenarios, including entity reso-
lution [Bhattacharya and Getoor, 2006], image processing [Kim et al.,
2005; Li and Perona, 2005], fraud detection [Xing and Girolami, 2007],
and many more.
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2.5 Datasets
In this section, we provide a description of the data collection used in
our empirical studies.
• 476 million Twitter tweets dataset1 [Yang and Leskovec, 2011]
includes over 476 million Twitter posts from 20 million users, cov-
ering a 7 month period from June 1, 2009 to December 31, 2009.
The number of hashtags present in the dataset is 49,293,684. It
is estimated that this is about 20-30% of all public tweets pub-
lished on Twitter during this particular time frame. We used this
dataset in the empirical evaluations documented in Chapter 3.
• Learning to Rank Dataset: LETOR. This benchmark dataset
is used in the experiments conducted in Chapter 4.
- LETOR 2.0 includes two datasets [Liu et al., 2007]: TD2003
and TD2004. The datasets are part of the topic distilla-
tion task of TREC 2003 and TREC 2004. TD2003 has 50
queries and TD2004 has 75 queries. The document collec-
tion is based on a January, 2002 crawl of the “.gov” domain.
For each query, there are about 1,000 associated documents
(webpages). Each query-document pair is given a binary
judgement: relevant or not relevant.
The features of LETOR TD2003 and TD2004 datasets in-
clude low-level content features such as term frequency (tf),
inverse document frequency (idf), document length (dl) and
their combinations (e.g., tf*idf) [Baeza-Yates and Ribeiro-
Neto, 2011], as well as high-level content features as
BM25 [Robertson, 1997] and LMIR [Zhai and Laﬀerty, 2004].
1http://snap.stanford.edu/data
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Feature Feature References Number of
type name Features
Low-level tf [Baeza-Yates and Ribeiro-Neto, 2011] 4
Content idf [Baeza-Yates and Ribeiro-Neto, 2011] 4
dl [Baeza-Yates and Ribeiro-Neto, 2011] 4
tﬁdf [Baeza-Yates and Ribeiro-Neto, 2011] 4
High-level BM25 [Robertson, 1997] 4
Content LMIR [Zhai and Laﬀerty, 2004] 9
Hyperlink PageRank [Page et al., 1999] 1
Topical PageRank [Nie et al., 2006] 1
HITS [Kleinberg, 1999] 2
Topical HITS [Nie et al., 2006] 2
HostRank [Xue et al., 2005] 1
Hybrid Hyperlink-based
relevance propagation [Shakery and Zhai, 2003] 6
Sitemap-based
relevance propagation [Qin et al., 2005] 2
total: 44
Table 2.2: Features extracted for TD2003 and TD2004.
Hyperlink features are also part of the datasets: PageRank
[Page et al., 1999], HITS [Kleinberg, 1999] and their vari-
ations (HostRank [Xue et al., 2005], topical PageRank and
topics HITS [Nie et al., 2006]).
Hybrid features are also included and they correspond to
those features holding both, content and hyperlink informa-
tion, including “hyperlink-based relevance propagation” [Shak-
ery and Zhai, 2003] and “sitemap-based relevance propaga-
tion” [Qin et al., 2005]. In total, there are 44 features ex-
tracted for each query-document pair. Table 2.2 lists all the
features.
- LETOR 4.0 uses the Gov2 web page collection (∼25M
pages) and two query sets from Million Query track of TREC
2007 and TREC 2008, denoted as MQ2007 and MQ2008 for
short. There are about 1700 queries in MQ2007 with labeled
documents and about 800 queries in MQ2008 with labeled
documents. Each query-document pair is given a binary
judgment: relevant or not relevant.
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The features of LETOR MQ2007 and MQ2008 datasets in-
clude low-level content features such as term frequency (tf),
inverse document frequency (idf), document length (dl) and
their combinations (e.g., tf*idf) [Baeza-Yates and Ribeiro-
Neto, 2011], as well as high-level content features as BM25
[Robertson, 1997] and LMIR [Zhai and Laﬀerty, 2004].
Hyperlink features are also part of the datasets: PageRank
[Page et al., 1999], HITS [Kleinberg, 1999].
Hybrid features are also included and they correspond to
those features holding both, content and hyperlink infor-
mation, including “hyperlink-based relevance propagation”
[Shakery and Zhai, 2003] and “sitemap-based relevance
propagation” [Qin et al., 2005]. In total, there are 46 fea-
tures extracted for each query-document pair. Table 2.3 lists
all the features.
Feature Feature Category Number of
type name Features
Low-level tf Q-D 5
Content idf D 5
tf*idf Q-D 5
dl D 5
High-level BM25 Q-D 5
Content LMIR Q-D 15
Hyperlink PageRank D 1
Hybrid Hyperlink-based Q-D 5
total: 46
Table 2.3: Features extracted for MQ2007 and MQ2008. Q and D de-
note query and document features, respectively. Note: linear ranking
functions cannot make use of the class-Q features, since these features
are the same for all the documents under a query.
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• Last.fm Dataset – 1K users. This publicly available dataset
obtained from Last.fm, a major social media Internet radio sta-
tion, represents the whole listening habits, until May, 2009, for
nearly 1,000 users [Celma, 2010]. We used this data collection in
the experimental evaluation reported in Chapter 4.
• BibSonomy Dataset ECML/PKDD 2009. An empirical
evaluation documented in Chapter 5 is based on the BibSonomy
dataset from [Eisterlehner et al., 2009]. This dataset is almost a
complete dump of BibSonomy, i.e., all users, resources (publica-
tion references and bookmarks) and tags publicly available until
December 31st, 2008. The dataset includes 3,617 users; 93,756
diﬀerent tags; 378,378 resources; 1,401,104 tag assignments, and
1,401,104 posts.
• OpenScout Dataset. Additional experiments reported also in
Chapter 5 make use of a dataset sampled from the OpenScout
project collection [Niemann et al., 2010]. The project gathers
metadata information from learning resources located at diﬀer-
ent learning content repositories. For our evaluation, we selected
learning objects whose language is English and have at least ﬁve
keywords added by their author. In total, 563 learning objects,
1692 unique keywords and 3150 keywords assignment were con-
sidered for the experiments.
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• Twitter M-Eco Dataset for EHEC/HUS Outbreak in Ger-
many. In the context of the European project M-Eco2, we mon-
itor over 500 diseases and symptoms on Twitter. During May
and June 2011, we incrementally collected 7,710,231 tweets re-
lated to medical conditions, where 456,226 of them were related
to the EHEC outbreak in Germany, and were produced by 54,381
distinct users. We used this data collection in the experiments
conducted in Chapter 6.
• Tweets and Blog posts for Emotion Detection. We per-
form one of the studies reported in Chapter 6 on a collection of
165,484 documents, from them, 155,280 are 140-character Twitter
messages or tweets, and 10,204 are snippets of weblog posts. The
total number of documents was produced by 55,013 distinct users
during the six-month period between 1st of October, 2011 and 1st
of April, 2012. We chose this period of time because it allowed
us to discuss and contrast our ﬁndings against an independent
opinion poll published in April 2012. We discuss the details of
the data collection process also in Chapter 6.
2.6 Evaluation Measures
In this section we deﬁne three evaluation measures widely used in infor-
mation retrieval, namely, precision at position n (P@n), mean average
precision (MAP), and normalized discount cumulative gain (NDCG).
We use these measures in diﬀerent experimental evaluations across the
book. In some of the experiments we also used other metrics, which are
deﬁned in the corresponding chapters. The deﬁnitions are as follows.
2Medical Ecosystem Personalized Event-Based Surveillance
M-Eco: meco-project.eu
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Precision at Position n (P@n)
Precision at n [Baeza-Yates and Ribeiro-Neto, 2011] measures the rele-
vance of the top n documents in the ranking list with respect to a given
query:
P@n =
# of relevant docs in top n results
n
(2.11)
Mean Average Precision (MAP)
The average precision (AP) [Baeza-Yates and Ribeiro-Neto, 2011] of a
given query is calculated as Eq. (2.12), and corresponds to the average
of P@n values for all relevant documents:
AP =
�N
n=1 (P@n ∗ rel(n))
# of relevant docs for this query
(2.12)
where N is the number of retrieved documents, and rel(n) is a
binary function that evaluates to 1 if the nth document is relevant,
and 0 otherwise. Finally, MAP [Baeza-Yates and Ribeiro-Neto, 2011]
is obtained by averaging the AP values over the set of queries.
Normalized Discount Cumulative Gain (NDCG)
For a single query, the NDCG [Järvelin and Kekäläinen, 2002] value of
its ranking list at position n is computed by Eq. (2.13):
NDCG@n = Zn
n�
j=1
2r(j) − 1
log(1 + j)
(2.13)
where r(j) is the rating of the the j-th document in the ranking
list, and the normalization constant Zn is chosen so that the perfect
list gets NDCG score of 1.
For the LETOR datasets, we deﬁne two ratings {1, 0} corresponding
to “relevant” and “not relevant” in order to compute NDCG scores.
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3 Online Collaborative Filtering
Users engaged in the Social Web increasingly rely upon continuous
streams of Twitter messages (tweets) for real-time access to information
and fresh knowledge about current aﬀairs. However, given the deluge
of tweets, it is a challenge for individuals to ﬁnd relevant and appro-
priately ranked information. We propose to address this knowledge
management problem by going beyond the general perspective of infor-
mation ﬁnding in Twitter, that asks: “What is happening right now?”,
towards an individual user perspective, and ask: “What is interesting to
me right now within the social media stream?”. In this chapter, we con-
sider collaborative ﬁltering as an online ranking problem and present:
(i) RMFO, a method that creates, in real-time, user-speciﬁc rankings for
a set of tweets, based on individual preferences that are inferred from
the user’s past system interactions and (ii) RMFX, a novel approach that
follows a selective sampling strategy to perform online model updates
based on active learning principles, that closely simulates the task of
identifying relevant items from a pool of mostly uninteresting ones. In
particular, we focus on recommending personalized hashtag-topics to
users. Our methods are based on matrix factorization, stochastic gra-
dient descent, and reservoir sampling, three key components that make
them particularly suitable for large scale applications. Experiments on
the 476 million Twitter tweets dataset show that our online approaches
outperform recommendations based on Twitter’s global trend, and they
are also able to deliver a recommendation quality at the level of state-of-
the-art matrix factorization techniques for Collaborative Filtering, such
as Weighted Regularized Matrix Factorization (WRMF), much faster
and more space eﬃcient, demonstrating the eﬃcacy of our approaches.
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3.1 Introduction
Given a continuous stream of incoming tweets, arriving at a high rate,
we are interested in the task of ﬁltering and recommending topics to
users that meet their particular information needs. We seek to go be-
yond the general perspective of “What is happening right now?” [Lin
et al., 2011], a one-size-ﬁts-all view, that only reﬂects the current global
trend, which does not take into account individual preferences. Instead,
we take an individual user perspective, and ask: “What is interesting
to me right now?” In particular, we use hashtags as surrogates for top-
ics, and learn, online, a personalized ranking model based on low-rank
matrix factorization for collaborative prediction.
In this chapter, we focus on a fundamental subtask of CF, namely
item prediction. The goal of item prediction is to produce a user-speciﬁc
ranking for a set of items. In the absence of high quality explicit feedback
(e.g., ratings), CF can infer user preferences about items using implicit
feedback.
For example, in Twitter, if user Alice has been tagging her tweets
lately with the hashtag #Olympics2012 ; and, so far, she has never
used the hashtag #fashion, we can exploit this information, and use it
as a good indicator for her up-to-date preferences. We can infer that
currently, Alice is more interested in Olympic Games than, for instance,
in fashion. Thus the task can be cast as that of recommending hashtags
to users. This kind of data is generated continuously in the form of a
stream of tweets as shown in Figure 3.1.
In this chapter, we present our online matrix factorization approaches:
RMFO and RMFX for addressing these research challenges. We view ma-
trix factorization in the light of a ranking problem, and use stochastic
gradient descent (SGD) to optimize the SVM loss, or hinge-loss, by
sampling the twitter stream. The low-rank matrix factorization model
is therefore learned online on pairwise comparisons of sampled tweets
containing hashtags. We recommend interesting topics to users, based
on the latest state of the model, which evolves over time.
Our methods were extensively evaluated on a large-scale stream of
tweets containing millions of tweets, hashtags and user interactions [Yang
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Figure 3.1: Illustration of how Pairwise Preferences can be inferred based
on observed real-time interactions, for example for Alice we can say that
she prefers both hashtags #Olympics2012 and #London, over #fashion
and #cikm, which she has never used. In turn, based on the Alice’s
hashtag frequencies, we can also assume that she prefers #Olympics2012
over #London.
and Leskovec, 2011]. To the best of our knowledge this work is the ﬁrst
empirical study demonstrating the viability of online collaborative ﬁl-
tering for Twitter.
To summarize, the main contributions of this work are:
1. We introduce a novel framework for online collaborative ﬁltering
based on a pairwise ranking approach for matrix factorization, in
the presence of streaming data.
2. We propose RMFO, an online learning algorithm that is based on
stochastic gradient descent. We explore diﬀerent variations of the
algorithm and show that it achieves state-of-the-art performance
when recommending a short list of interesting and relevant topics
to users from a continuous high volume stream of tweets, under
the constraints of bounded space and time.
3. We propose RMFX, which represents an innovative personalized
ranking perspective to matrix factorization for social media streams.
The novelty of our approach lies in a selective sampling strategy
to update the model based on personalized small buﬀers.
31
3. Online Collaborative Filtering
4. Personalized and unpersonalized oﬄine learning to rank have
been previously studied in the literature. This chapter proposes
an innovative perspective to the problem, directed to social me-
dia streams and based on online learning and matrix factorization
techniques.
5. Finally, this chapter provides an example of integrating large-scale
collaborative ﬁltering with the real-time nature of Twitter.
3.2 Online CF for Social Streams
In the presence of a continuous stream of incoming tweets, arriving at
a high rate, our objective is to process the incoming data in bounded
space and time, and recommend a short list of interesting topics that
meet users’ individual taste.
The high rate makes it harder to: (i) capture the information trans-
mitted; (ii) compute sophisticated models on large pieces of the input;
and (iii) store the amount of input data, which we consider signiﬁcantly
larger than the memory available to the algorithm.
This problem setting ﬁts a streaming model of computation by
Muthukrishnan [Muthukrishnan, 2005], which establishes that by im-
posing a space restriction on algorithms that process streaming data,
we may not be able to store all the data we see. The impact is that the
data generated in real-time carries high-dimensional information which
is diﬃcult to extract and process.
Consider, for example, an epidemiologist monitoring Twitter us-
ing CF techniques to enhance his capabilities for epidemic detection
and control. Social media data has to be processed in real-time, ad-
ditionally, the surveillance models must be updated online, otherwise
the timeliness required for such a critical system will be heavily im-
pacted. Any time lag in modeling the data could render its outcome
obsolete and useless. In the other word, an online CF algorithm should
quickly learn the best Top-N recommendations based on real-time user
interactions and prevent repeatedly suggesting highly relevant, but old
information.
32
3. Online Collaborative Filtering
In our scenario, we assume that topics of interest are captured by
the hash-tagging behavior in Twitter. Hashtags are words or phrases
preﬁxed with the symbol #, e.g., #eurovision, a form of metadata tag
used to mark keywords or topics in a tweet. Hashtags were created
by Twitter users as a way to categorize messages, the practice is now
a Twitter standard. Any user can categorize or follow topics with the
hashtags service.
For example, a tweet about health might be tagged with hashtag
#health:
An hour of Tai Chi a day can help people with Parkinson’s
disease to walk - http://t.co/LsO5ao5X #taichi #martialarts
#health
Hashtags evolve over time, reﬂecting the dynamics of user prefer-
ences in the social stream. Our approach seeks to incorporate these
dynamics to produce a short list of interesting recommendations based
on a matrix factorization model for CF, which is learned online. In
this section, we formally deﬁne the problem of matrix factorization for
collaborative ﬁltering in presence of streaming data.
3.2.1 Problem Deﬁnition
We focus on learning a matrix factorization model for collaborative
ﬁltering in presence of streaming data. To this end, we will follow
a pairwise approach to minimize an ordinal loss. Our formalization
extends the work of Sculley [Sculley, 2010] for unpersonalized learning
to rank, to an online collaborative ﬁltering setting.
Remember from Chapter 2 that we denote by S the set of all ob-
served user-item interactions, such that S ⊆ U × I × X, with
(u, i, xui) ∈ S :⇔ the interaction between user ‘u’ and
item ‘i’ is observed.
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We also deﬁne for each user the set of all items with an observed
score, denoted by B+u :
B+u := {i ∈ I | (u, i, xui) ∈ S} .
With slight abuse of notation, we also use S to represent the input
stream s1, s2, . . . that arrives sequentially, instance by instance. Let
pt = ((u, i), (u, j))t denote a pair of training instances sampled at time t,
where (u, i, xui) ∈ S has been observed in the stream and (u, j, xuj) /∈ S
has not.
Formally, we deﬁne the set P as the set of tuples p = ((u, i), (u, j))
selected from the data stream S, as follows: P := {((u, i), (u, j)) | i ∈
B+u ∧ j /∈ B+u } .
We require pairs that create a contrast in the preferences for a given
user u over items i and j. Since we are dealing with implicit, positive
only feedback data (i.e. the user never explicitly states a negative pref-
erence for an item) we follow the rationale from Rendle et al. [Rendle
et al., 2009b] and assume that user u prefers item i over item j. We
will restrict the study to a binary set of preferences xui = {+1,−1},
e.g., observed and not-observed, represented numerically with +1 and
−1, respectively. For example, if a user u in Twitter posts a message
containing hashtag i, then we consider it as a positive feedback and
assign a score xui = +1. More formally, xui = +1 ⇐⇒ i ∈ B+u . In
future work we plan to explore how repeated feedback can be exploited
to establish a total order for items in B+u .
With P deﬁned, we ﬁnd θ = (W,H) that minimizes the pairwise
objective function:
argmin
θ=(W,H)
L(P,W,H) +
λW
2
||W||22 +
λH
2
||H||22 . (3.1)
In this chapter, we explore the use of the SVM loss, or hinge-loss, used
by RankSVM for the learning to rank task [Joachims, 2002]. Given the
predicted scores xˆui and xˆuj, the ranking task is reduced to a pairwise
classiﬁcation task by checking whether the model is able to correctly
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rank a pair p ∈ P or not. Thus, L(P,W,H) is deﬁned as follows:
L(P,W,H) =
1
|P |
�
p∈P
h(yuij · �wu,hi − hj�) , (3.2)
where h(z) = max(0, 1 − z) is the hinge-loss; yuij = sign(xui − xuj) is
the sign(z) function, which returns +1 if z > 0, i.e., xui > xuj, and −1
if z < 0. The prediction function �wu,hi − hj� = �wu,hi� − �wu,hj�
corresponds to the diﬀerence of predictor values xˆui − xˆuj.
Please note that in this special case of binary rank values of ob-
served and not-observed, the optimization problem deﬁned by Eq. (3.2)
is equivalent to the problem of optimizing area under the ROC curve
(AUC) for binary-class data [Sculley, 2010]. Other convex loss func-
tions can also be applied, e.g., squared or logistic loss [Rendle et al.,
2009b; Sculley, 2010], as well as any prediction function besides the dot
product �·, ·� [Rendle and Schmidt-Thieme, 2008].
To conclude this section, we compute the gradient of the pairwise
loss at instance pt ∈ P with non-zero loss, and model parameters θt =
(wu,hi,hj), as follows:
−∇h(pt, θt) =

yuij · (hi − hj) if θt = wu,
yuij ·wu if θt = hi,
yuij · (−wu) if θt = hj,
0 otherwise.
3.3 RMFO: Online Matrix Factorization for CF
In this section, we introduce our approach for personalized ranking
through online matrix factorization in the presence of stream data:
RMFO. Furthermore, we present three variations of the online algorithm
namely: Single Pass, User Buﬀer, and Reservoir Sampling. The overall
steps of our approach are shown in Figure 3.2.
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Figure 3.2: Main steps of our approach for personalized ranking through
online matrix factorization – RMFO.
Our goal is to develop an algorithm to eﬃciently optimize the ob-
jective function (3.1). Based on the stochastic gradient descent con-
cepts [Bottou, 2010], we present the framework of our algorithm in
Figure 3.3. The main components of this framework are: (i) a sam-
pling procedure done on the streaming data, and (ii) a model update
based on the sample.
Framework for Online CF
Input: Stream representative sample at time t: St; Regularization pa-
rameters λW , λH+ , and λH− ; Learning rate η0; Learning rate sched-
ule α; Number of iterations TS and Tθ; Parameter c to control how
often to perform the model updates
Output: θ = (W,H)
1: initializeW0 and H0
2: initialize sample stream S � ← ∅
3: counter ← 0
4: for t = 1 to TS do
5: S � ← updateSample(St)
6: counter ← counter + 1
7: if c = counter then
8: θ ← updateModel(S �,λW ,λH+ ,λH− , η0,α, Tθ)
9: counter ← 0
10: end if
11: end for
12: return θT = (WT ,HT )
Figure 3.3: Framework for Online CF.
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The model update procedure performed by RMFO is shown in Fig-
ure 3.4, which includes three regularization constants: λW , λH+ , and
λH− , one for the user factors, the other two for the positive and nega-
tive item factors updates. Moreover, we include a learning rate η and
a learning rate schedule α that adjusts the step size of the updates at
each iteration.
RMFO Model Update based on SGD for MF
Input: Stream representative sub-sample at time t: S �; Regularization
parameters λW , λH+ , and λH− ; Learning rate η0; Learning rate
schedule α; Number of iterations Tθ
Output: θ = (W,H)
1: procedure updateModel(S �,λW ,λH+ ,λH− , η0,α, Tθ)
2: η ← η0
3: for t = 1 to Tθ do
4: ((u, i), (u, j))← randomPair(S �) ∈ P
5: yuij ← sign(xui − xuj)
6: wu ← wu + η yuij (hi − hj)− η λW wu
7: hi ← hi + η yuij wu − η λH+ hi
8: hj ← hj + η yuij (−wu)− η λH− hj
9: η ← α · η
10: end for
11: return θ = (WTθ ,HTθ)
12: end procedure
Figure 3.4: RMFO Model Update.
In the rest of the section we explore three variations of our online
algorithm based on how the sampling is performed.
3.3.1 Sampling Techniques for Twitter Stream
In this work, we explore the following three variations of our approach
based on diﬀerent stream sampling techniques:
(1) Single Pass (RMFO-SP) takes a single pair from the stream
and performs an update of the model at every iteration. This approach
does not “remember” previously seen instances. That is, we sample a
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pair pt ∈ P at iteration t, and execute procedure updateModel(pt, λW ,
λH+ , λH− , η0, α, Tθ = 1) (Figure 3.4).
(2) User Buﬀer (RMFO-UB) retains the most recent b instances per
user in the system. In this way, we retain certain amount of history so
that the algorithm will run in constant space. For each user, we restrict
the maximum number of her items to be kept and denote it by b.
More precisely, after receiving the training instance (u, i, xui)t at
time t, the user buﬀer |B+u | for u, is updated as follows:
if |B+u | < b then B+u ∪ {i}
else
Delete the oldest instance
from B+u
B+u ∪ {i}
end if
We update the model selecting pairs, pt ∈ P , from the candidate
pairs implied by the collection of all user buﬀers B, which is deﬁned by
the function B := u→ B+u .
(3) Reservoir Sampling (RMFO-RSV) involves retaining a ﬁxed
size of observed instances in a reservoir. The reservoir should capture
an accurate “sketch” of history under the constraint of ﬁxed space.
The technique of random sampling with a reservoir [Vitter, 1985] is
widely used in data streaming, and recently has been also proposed for
online AUC maximization in the context of binary classiﬁcation [Zhao
et al., 2011]. We represent the reservoir as a list R := [s1, s2 . . . , s|R|]
that “remembers” |R| random instances from stream S. Instances can
occur more than once in the reservoir, reﬂecting the distribution of
the observed data. We note that this approach also bounds the space
available for the algorithm, but in contrast to the user buﬀer technique,
we do not restrict the space per user, but instead randomly choose |R|
samples from the stream and update the model using this history.
3.3.2 Computational Complexity
The computational complexity of the RMFO top-N recommendation al-
gorithm depends on the amount of time required to build the model
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(i.e., W and H), and the amount required to compute the recommen-
dation using this model.
During the model building phase, at every iteration t, we need to
update the factors for user u and items i and j, following the gradient
steps, the upper bound on the complexity of this step is O(k), where k is
the number of factors of the approximation. In general, the complexity
of processing the whole stream is given by O(|S|), in practice, on the
other hand, the model achieves a good performace with a fraction of
observed interactions, i.e., O(TS Tθ), with (TS Tθ) << |S|, where TS
corresponds to the sampling rate, equivalent to the number of epochs or
iterations over the observed data at a given time, and Tθ to the number
of model updates per iteration. In total, the building phase requires
O(TS Tθ k).
The space required by RMFO-SP is O(1), since we need to store a
single instance to perform the model update. For RMFO-UB, the space
required is O(|U | b), that is, the number of users times the items to be
kept per user. In the case of RMFO-RSV, the space required is O(|R|),
where |R| is the size of the reservoir. It is clear that all models require
to store the model parameters, which takes O(|W|+ |H|).
Finally, the time required to compute the top-N recommendations
for a user u is O(|I| k2 + |I| log(|I|)) in the worse case, that is, we
need to compute the personalized score for each item by multiply-
ing the user factors wu by the item factor matrix H, this step takes
O(|I| k2), then sort the items based on the computed scores, which
takes O(|I| log(|I|)), and ﬁnally select the top-N items that the user
has not consumed in the past as the recommendation list. In practice, a
subset of the items I � (with |I �| << |I|) can be used to compute the rec-
ommendations, for instance a set of topics, books or movies in a speciﬁc
genre or category depending on the user’s context. Our experimental
evaluation reﬂects this idea.
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Figure 3.5: Main steps of RMFX for online CF with selective model updates.
3.4 RMFX: Online CF with
Selective Model Updates
In this section, we introduce our approach RMFX, an innovative per-
sonalized ranking perspective to matrix factorization for social media
streams. RMFX leverages the ideas developed in the previous section for
RMFO, and extend them to include a selective sampling strategy, which
updates the model based on personalized small buﬀers following ac-
tive learning principles. We present our model in steps discussing the
rationale behind them, such steps are illustrated in Figure 3.5.
The random sampling with a reservoir allows us to retain a ﬁxed size
of observed instances, bounding the space available for the algorithm to
a set of |R| randomly chosen samples from the stream and update the
model using this history. Although simply updates of the model based
on the reservoir may yield better results than single online updates, it
is still far from the accuracy achieved by the oﬄine cases. On top of
that, in the reservoir we store only user and item pairs observed in the
stream, and the question of how to sample the pairs needed for creating
the contrasts P still remains.
In order to address this drawback, we need to exploit as much in-
formation as possible from the sampled tweets in the reservoir. In
particular we propose to perform model updates and retraining on the
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most informative examples present in the reservoir, then, the question
is how to select such examples from this sketch of the stream. This
scenario is similar to the one of active learning, where the system asks
the user to evaluate a minimum set of items which will contribute the
most to learning his/her preferences (e.g., [Karimi et al., 2011]).
Consider the case of binary classiﬁcation using Support Vector Ma-
chines (SVM). SVM attempt to ﬁnd a hyperplane that divides the two
classes with the largest margin. From the theoretical foundations of
SVM we know that only the support vectors have an eﬀect on the
solution. The support vectors are the points that lie closest to the hy-
perplane, therefore the most informative training points, and the goal
of training is to discover them [Vapnik, 1995].
Usually, the training set is chosen to be a random sampling of in-
stances, for example the tweets in our reservoir. However, in many
cases principled criteria can be used to sample the training data with
the goal to reduce its need for large quantities of labeled data.
Our scenario of dyadic data, i.e., user-item interactions, diﬀers from
the one of SVM in two fundamental ways: (i) since we are learning per-
sonalized rankings, there are as many hyperplanes as users, unlike an
SVM, (ii) we are not just learning a hyperplane per user, but simul-
taneously also the item feature vectors, in contrast to SVM where the
values of the features vectors, deﬁning the training points, are known
and given in advance.
Moreover, remember that we are concerned with learning personal-
ized rankings from pairwise comparisons, hence the most informative
instances are the ones that have opposite labels but are close to each
other in the ranking induced by the user’s hyperplane, intuitively they
are more diﬃcult to order than the ones away from each other in the
ranking [Yu, 2005]. Figure 3.6 illustrates how user u’s feature vector
wu induces a particular (personalized) ranking at a given iteration in
a two dimensional example1. wu determines the ordering of four item
points. For any user weight vector wu, the items are ordered by the
1Observe that Figure 3.6 can be regarded as a personalized adaptation of
Figure 2 in [Joachims, 2002].
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Figure 3.6: Example of how a user weight vector wu ranks four item
points. (a) The vector wu ranks the points as (h1, h3, h2, h4), erro-
neously ranking h3 higher than h2. (b) The model updates vector wu
(user features) and the item features iteratively based on pairwise diﬀer-
ences and learns the correct ordering (h1, h2, h3, h4). In this example,
the pair (h2, h3) with δ23 is considered more informative than (h1, h2)
with δ13, since |δ23| < |δ13|, i.e., the smaller the δ, the more informative
the instances are for training the model.
projection onto wu, or equivalently, by their signed distance to a hyper-
plane with normal vector wu. The items in the ﬁgure are ordered (h1,
h3, h2, h4). We denote as δ the distance between two projections of
data points with diﬀerent labels on the induced ranking. The smaller
the δ, the more informative the instances are for training the model.
More formally, for a given user vector wu, and two items points hi and
hj, δij can be computed as follows:
δij =
�����wu,hi − hj��wu�
���� .
42
3. Online Collaborative Filtering
Finally, to answer the question of how to select such examples from
the reservoir, we will use an active learning inspired approach. In clas-
sical active learning [Tong and Koller, 2002], the search for the most
informative instance is performed over the entire dataset, which in-
volves the recomputation of each training example’s distance to the new
hyperplane. This process is prohibitively expensive for large datasets
or unbounded data streams. Therefore, we propose a selection method
based on the “59 trick” [Smola and Schölkopf, 2000; Ertekin et al., 2007],
that establishes that randomly sampling only 59 instances, regardless
the training set size, is enough to guarantee with 95% probability, that
one of them is among the top 5% closest instances to the hyperplane.
This approach also simulates the real world scenario of given a pool of
items, ranking the positive ones higher than the negatives, modeled into
the recommender system evaluation protocol proposed in [Cremonesi
et al., 2010].
At each iteration, we select at random a user-item (u, i) interaction
from the reservoir, which represents a positive feedback observation.
Next, we construct a small buﬀer for user u by sampling 59 negative
items j’s, creating the required contrast in the preferences for user u
over items i and j’s. The user buﬀer contains exactly 59 pairs of the
form pb = ((u, i), (u, jb)), b = 1 . . . 59. Then, we compute the values δuijb
between the projections on wu of each instance in the pair pb. Finally,
we sample a pair p∗ with probability proportional to its informativeness,
which is given by 1/δuijb, and use p∗ to perform the matrix factorization
model updates. This procedure is shown in Figure 3.7, which includes
three regularization constants: λW , λH+ , and λH− , one for the user
factors, the other two for the positive and negative item factors updates.
Moreover, we include a learning rate, and a learning rate schedule α
that adjusts the step size of the updates at each iteration.
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RMFX Model Update based on SGD for MF using active
learning with small buﬀers
Input:
Reservoir representing a sample of the stream at time t: R; Regular-
ization parameters λW , λH+ , and λH− ; Learning rate η0; Learning
rate schedule α; Number of iterations Tθ.
Output: θ = (W,H)
1: procedure updateModel(R,λW ,λH+ ,λH− , η0,α, Tθ)
2: for t = 1 to Tθ do
3: Select a user-item pair (u, i) from R uniformly at random
4: Construct a small buﬀer for user u by sampling 59 negative
items j’s from R (“59 trick” [Smola and Schölkopf, 2000; Ertekin
et al., 2007])
5: Compute the distances δuijb for each pair
pb = ((u, i), (u, jb)) ∈ P , b = 1 . . . 59 in the small buﬀer
6: Sample a pair p∗ = ((u, i), (u, j)) from the buﬀer with
probability proportional to its informativeness: 1/δuijb
// Perform the model updates as follows:
7: yuij ← sign(xui − xuj)
8: wu ← wu + η yuij (hi − hj)− η λW wu
9: hi ← hi + η yuij wu − η λH+ hi
10: hj ← hj + η yuij (−wu)− η λH− hj
11: η = α · η
12: end for
13: return θ = (WTθ ,HTθ)
14: end procedure
Figure 3.7: Matrix factorization model update based on SGD using per-
sonalized active learning with small buﬀers. The procedure minimizes the
SVM loss, or hinge-loss, following a pairwise learning to rank approach
for dyadic data.
3.4.1 Computational Complexity
From Section 3.3.2, we know that the complexity of RMFO-RSV is
O(TS Tθ k), where TS, as deﬁned in Section 3.3.2, corresponds to the
sampling rate or number of epochs over the observed data at a given
time, and Tθ to the number of model updates per epoch. Note that in
our setting, we set Tθ to be proportional to the size of the reservoir |R|.
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In the case of RMFX Top-N recommendation algorithm, for each itera-
tion, we need to perform an additional computation corresponding to
the selective sampling step, which requires to compute the score of b
pairs in the buﬀer (in our setting b = 59). For the multiplication of
the scores we need to multiply the user vector, wu, by the item vectors
hj in the small buﬀer of size b. The time complexity is given then by
O(TS Tθ (b k + k)) = O(TS Tθ b k).
The space required by RMFX is O(|R|), that is, proportional to the
size of the reservoir.
Even though the time per iteration required by RMFX is b times
higher that the one of RMFO-RSV, RMFX is expected to converge faster,
since the model updates are performed on the most informative sam-
ples, requiring less number of iterations for a good recommendation
performance, i.e., (TS Tθ)RMFX < (TS Tθ)RMFO-RSV, as shown in the experi-
mental evaluation discussed in the following section.
3.5 Experimental Study
In this section, we demonstrate our approach by analyzing real-world
data consisting of millions of tweets. The dataset used in our exper-
iments corresponds to the 476 million Twitter tweets as described in
Section 2.5. For our evaluation, we computed a 5-core of the dataset,
i.e., every user has used at least 5 diﬀerent hashtags, and every hashtag
has been used at least by 5 diﬀerent users. The statistics of the 5-core
are shown in Table 3.1.
Tweets Users Hashtags (items)
35,350,508 413,987 37,297
Table 3.1: 476 million Twitter tweets Dataset Statistics (5-core).
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3.5.1 Evaluation Methodology
Evaluation of a recommender in the presence of stream data requires
a time sensitive split. Hence, we split the dataset S into two sets: a
training set Strain and a testing set Stest. Consider we make the split
at time tsplit, then we put into Strain the individual training examples
(tweets) with timestamps less than tsplit. Into Stest, we put the user
rankings with timestamps greater than tsplit. The recommenders are
trained on Strain and then their performance is measured on Stest. Note
that given the dynamics in Twitter, there might be users in Strain not
present in Stest.
To evaluate the recommenders we used a variant of the all-but-1
protocol, also known as the leave-one-out holdout method. In partic-
ular, we follow a similar schema as the one described in [Cremonesi
et al., 2010].
Our goal is to evaluate the system performance when it suggests
Top-N topics to a user. For example, recommending the user a few
speciﬁc hashtags which are supposed to be the most attractive to him.
That is, to ﬁnd the relative position of these interesting items within
the total order of items ranked for a speciﬁc user.
• To this end, for each user u ∈ |Utest| we aggregate his rankings
in the test set Stest by accumulating the item frequencies across
those rankings in order to produce a single total ranking. The
items are again sorted in descending order of their accumulated
frequencies.
We take one item i at random from the top-10 of the aggregated
ranking and hide it. The goal of a recommender system is to
help users to discover new items of interest, therefore we impose
the additional restriction that the hidden item has to be novel
for the user, and therefore we remove from the training set all
occurrences of the pair (u, i). In total, we have |Utest| = 260, 246
hidden items.
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• Then, for each hidden item i, we randomly select 1000 additional
items from the test set Stest. Notice that most of those items
selected are probably not interesting to user u.
• We predict the scores for the hidden item i and for the additional
1000 items, forming a ranking by ordering the 1001 items accord-
ing to their scores. The best expected result is that the interesting
item iu to user u will precede the rest 1000 random items.
• Finally, we generate a Top-N recommendation list by selecting
the N items with the highest score. If the test item iu is in the
Top-N, then we have a hit, otherwise we have a miss. We measure
the quality by looking at the recall metric.
3.5.2 Evaluation Metric: Recall
Traditionally, collaborative ﬁltering algorithms are evaluated by the
accuracy of their predicted ratings. One commonly used performance
metric for rating accuracy is the Mean Absolute Error (MAE).
However, we are interested in measuring Top-N recommendation
performance and not in rating prediction. Therefore, we measure the
quality by looking at the recall metric, also known as hit rate, which is
widely used for evaluating Top-N recommender systems (e.g., [Desh-
pande and Karypis, 2004; Cremonesi et al., 2010]).
In our recommender systems setting, the recall metric is deﬁned as
follows:
recall :=
�
u∈Utest �[iu∈Top-Nu]
|Utest| , (3.3)
where �[z] is the indicator function that returns 1 if condition z holds,
and 0 otherwise. A recall value of 1.0 indicates that the system was able
to always recommend the hidden item, whereas a recall of 0.0 indicates
that the system was not able to recommend any of the hidden items.
Since the precision is forced by taking into account only a restricted
number N of recommendations, there is no need to evaluate precision
or F1 measures, i.e., for this kind of scenario, precision is just the same
as recall up to a multiplicative constant.
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3.5.3 Experiment I: RMFO Evaluation
We implemented the three variations of our model RMFO-SP, RMFO-UB
and RMFO-SRV, and evaluated them against two other competing mod-
els:
(1) Trending Topics (TT). This model sorts all hashtags based
on their popularity, so that the top recommended hashtags are the most
popular ones, which represent the trending topics overall. This naive
baseline is surprisingly powerful, as crowds tend to heavily concentrate
on few of the many thousands available topics in a given time frame.
We evaluate the TT from the whole training set and the ones from the
last four weeks before the evaluation.
(2) Weighted Regularized Matrix Factorization (WRMF).
This is a state-of-the-art matrix factorization model for item predic-
tion introduced by Hu et al. [Hu et al., 2008]. WRMF is formulated
as a regularized Least-Squares problem, in which a weighting matrix is
used to diﬀerentiate the contributions from observed interactions (i.e.,
positive feedback) and unobserved ones. WRMF outperforms neigh-
borhood based (item-item) models in the task of item prediction for
implicit feedback datasets, and therefore is considered as a more ro-
bust contender. Please note that this reference model is computed in
batch mode, i.e., assuming that the whole stream is stored and avail-
able for training. WRMF setup is as follows: λWRMF = 0.015, C = 1,
epochs = 15, which corresponds to a regularization parameter, a conﬁ-
dence weight that is put on positive observations, and to the number of
passes over all observed data, respectively. The hyperparameters were
set using grid search through a subset of powers of 10, e.g., 10−4, 10−3,
. . . , 1. We have observed that WRMF is not so sensitive to changes
in the hyperparameters, the most important aspect is the number of
iterations before early stopping, i.e., epochs=15 [Hu et al., 2008].
For all variations of RMFO we simulate the stream receiving one
instance at the time based on the tweets’ publication dates. Tweets
without hashtags were ignored.
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For RMFO-UB, we want to explore the eﬀect of the user’s buﬀer size
b on the recommendation performance, we vary b ∈ {2m | m ∈ N, 1 ≤
m ≤ 9}, i.e., from 2 to 512.
For RMFO-SRV, we vary the reservoir size |R| ∈ {0.5, 1, 2, 4, 8} mil-
lion, and compute the model using 15 epochs over the reservoir only.
We set regularization constants λW = λH+ = λH− = 0.1, learning rate
η0 = 0.1, and a learning rate schedule α = 1, and ﬁnd that the set-
ting gives good performance. We are currently investigating how to
eﬃciently perform a grid search on stream data to tune-up the hyper-
parameters dynamically.
We divide the seven-month Twitter activity of our dataset by choos-
ing the ﬁrst six months for training. We use the remaining month, i.e.,
December, to build 10 independent test sets following the evaluation
protocol described previously in this section. We compute the recall
metric for Top-N recommendations, where N ∈ {1, 5, 10, 15, 20, 30,
40, 50}. The performance is evaluated on the test set only, and the
reported results are the average over 10 runs.
Results
We found that recent topics are more valuable for recommendations:
trending topics from the previous four weeks achieve a recall@10 of
7.8%, compared to 6.77% from the ones corresponding to the whole
training period (6 months). The performance exhibited by this recom-
mender, based on the crowd behavior in Twitter, largely outperforms
a random model, whose recall@10 is under 1%. In the rest of the dis-
cussion we focus only on the recent trending topics.
Figure 3.8 shows the recommendation quality in terms of recall@10
for RMFO-SP, and RMFO-UB with varied user buﬀer sizes. We can see
that recall@10 for RMFO-SP is 14.69%, 88.3% better than the overall
trend.
We also observed that having a per-user buﬀer improves the perfor-
mance. However if the buﬀer is small (e.g., 2 or 4), RMFO-UB achieves low
recall. Although increasing the buﬀer size boosts the recommendation
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Figure 3.8: RMFO-SP and RMFO-UB Top-10 performance for diﬀerent sizes
of user buﬀer.
quality, we found that as the quality reaches a plateau (see Figure 3.8),
the buﬀer size provides limited improvements.
Figure 3.9 shows that RMFO-SRV achieves the best performance over
all methods evaluated when the reservoir size is greater than 4 million,
which corresponds to 11.32% of the entire number of transactions in
the dataset.
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Figure 3.9: Recommendation performance for diﬀerent sizes of the
reservoir.
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We summarize in Figure 3.10 the best performance achieved by the
methods evaluated for diﬀerent Top-N recommendations.
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Figure 3.10: Recommendation performance for diﬀerent Top-N
recommendation lists.
With a ﬁxed reservoir size of 8M, we also explored the impact of
model dimensionality over the recommendation quality for RMFO-RSV.
The results are presented in Figure 3.11. From the ﬁgure, we see that
the 16-factor low-rank approximation given by RMFO-RSV exhibits a bet-
ter recall@10 than WRMF computed in batch mode using 128 factors.
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Figure 3.11: Performance for diﬀerent number of factors.
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Time and Space Savings vs.
Recommendation Quality
We report in this section the CPU training times and space required
for the best performing variation of our online approach: RMFO-RSV,
and the ones for the strongest baseline: WRMF. Please remember that
running times heavily depend on platform and implementation, so they
should be only taken as relative indicators.
All variations of RMFO were implemented in Python. RMFO ran on
a Intel Xeon 1.87GHz machine. For WRMF, we used the C# imple-
mentation provided byMyMediaLite library [Gantner et al., 2011]. The
baseline WRMF was run on a machine with a slightly faster CPU (Intel
Xeon 2.27GHz). None of the methods was parallelized and therefore
used a single CPU for computations. GNU/Linux 64-bit was used as
OS.
In Table 3.2, we can observe the gains in speed of our approach
over the baseline for all the evaluated reservoir sizes. For reservoir
sizes of 4M and 8M, RMFO-RSV is not only faster and space eﬃcient,
but also exhibits a better recommendation performance with respect
to WRMF, for example, RMFO-RSV with a reservoir of size 8M is over
36 times faster and uses 77% less space than WRMF, and yet it delivers
a recommendation performance almost 25% better than the state-of-
the-art baseline. As a reference, we also include the performance of
RMFO-RSV INF, which uses an inﬁnite reservoir, e.g., one that is able to
remember all observed transactions.
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Method Time recall@10 Space Gain Gain in
(128 factors) (seconds) in speed recall
WRMF (Baseline) 23127.34 0.2573 100.00% – –
RMFO-RSV 0.5 M 47.97 0.0621 1.41% 482.16 -75.85%
RMFO-RSV 1 M 89.15 0.1143 2.83% 259.42 -55.56%
RMFO-RSV 2 M 171.18 0.1845 5.66% 135.11 -28.30%
RMFO-RSV 4 M 329.60 0.2611 11.32% 70.17 +1.49%
RMFO-RSV 8 M 633.85 0.3215 22.63% 36.49 +24.95%
RMFO-RSV INF 1654.52 0.3521 100.00% 13.98 +36.84%
Table 3.2: Time, Space and Performance Gains. RMFO-RSV is compared
against WRMF for diﬀerent reservoir sizes. The dimensionality of all
methods is 128 factors. RMFO-RSV INF uses an inﬁnite reservoir, e.g.,
one that is able to store all observed transactions and is provided as a
reference. Time is measured in seconds and corresponds to the training
time of one single epoch. Space is measured as the percentage of all
transactions is the dataset, which is 100%=35.35M. Positive values of
recommendation gain indicate a better performance of RMFO-RSV over
the baseline. Observe, for example the line highlighted: RMFO-RSV with a
reservoir of size 8M is over 36 times faster and uses 77% less space than
WRMF, and yet it delivers a recommendation performance almost 25%
better than the state-of-the-art baseline.
3.5.4 Experiment II: RMFX Evaluation
We implemented our RMFX, and evaluated it against the following com-
peting models, which are deﬁned in Section 3.5.3:
1. RMFO-RSV: Reservoir Sampling
2. RMFO-SP: Single Pass
3. Trending Topics (TT)
4. Weighted Regularized Matrix Factorization (WRMF)
We simulate the stream receiving one instance at the time based on
the tweets’ publication dates. Tweets without hashtags were ignored.
For RMFX, RMFO-RSV, and RMFO-SP we set regularization constants
λW = λH+ = λH− = 0.1, learning rate η0 = 0.1, and a learning rate
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schedule α = 1, and ﬁnd that the setting gives good performance. We
are currently investigating how to eﬃciently perform a grid search on
stream data to tune up the hyperparameters dynamically. Moreover,
the number of iterations is set to the size of the reservoir for both RMFX
and RMFO-RSV.
WRMF setup is the same as in Experiment I: λWRMF = 0.015,
C = 1, epochs = 15. Also as in Experiment I, we divided the seven-
month Twitter activity of our dataset, by choosing the ﬁrst six months
(from ﬁrst of June, 2009 to end of November, 2009) for training. We use
the remaining month, i.e., December, to build 10 independent test sets
following the evaluation protocol described previously in this section.
The models RMFX and RMFO-RSV are built on the sketch of the stream
available just before the evaluation period, i.e., end of November, 2009.
For TT we use as predictors the most popular hashtags from the last
four weeks before the evaluation, i.e., TT of November, 2009.
We restricted the analysis to a short list of recommendations and
computed the recall metric for Top-N recommendations, where N ∈
{1, 5, 10}. The value of the metric for a particular Top-N is denoted
as recall@N. The performance is evaluated on the test set only and the
reported results are the average over 5 runs. All the diﬀerences reported
are statistically signiﬁcant (two-sample t-test, p < 0.015).
Results
Figure 3.12 summarizes the recommendation performance for RMFX,
the baselines and the upper bound given by WRMF. We can observe
that RMFX is superior with respect to the online methods RMFO-SP and
RMFO-RSV, and largely outperforms the trending topics (TT). Please
note that the trending topics from the previous four weeks achieve
a recall@10=7.8%, this performance based on the crowd behavior in
Twitter is much better than a random model, whose recall@10 is under
1%.
Table 3.3 shows that RMFX achieves the best performance over all
online methods evaluated with reservoir sizes 2, 4 and 8 million. As
expected, the oﬄine method WRMF sets an upper bound for the online
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approaches achieving a recall@5 of 18.96%, but RMFX is still competitive
with a recall@5=16.58% and the advantage of real-time updates.
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Figure 3.12: Recommendation performance in terms of recall for Top–{1,
5, 10}. The reservoir size for RMFO-RSV and our method RMFX is set to
8M. The number of factors for the matrix factorization models is set to
128. The batch mode WRMF provides an upper bound reference for the
online methods’ performance.
Method Reservoir
Size
Recall@1 Recall@5 Recall@10
RMFX 8M 6.50% 16.58% 22.25%
RMFO-RSV 8M 4.70% 14.72% 21.25%
RMFX 4M 4.16% 11.24% 15.84%
RMFO-RSV 4M 2.82% 9.02% 13.70%
RMFX 2M 1.95% 5.59% 8.41%
RMFO-RSV 2M 1.68% 4.89% 7.36%
RMFO-SP – 3.57% 10.03% 14.69%
TT – 2.26% 5.22 % 7.80%
WRMF (Batch) 8.85% 18.96% 25.73%
Table 3.3: Recommendation performance for diﬀerent sizes of the reser-
voir. The number of factors is set to 128 for the online methods RMFX,
RMFO-RSV, as well as for the oﬄine approach WRMF.
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Finally, with a ﬁxed reservoir size of 8M, we also explored the impact
of model dimensionality over the recommendation quality for RMFX. The
results are presented in Figure 3.13 and Table 3.4. From the ﬁgure, we
see that RMFX consistently outperforms the baseline TT and the online
competitors for 32, 64 and 128 dimensions.
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Figure 3.13: Recall@5 for 32, 64 and 128 factors.
Method Factors Recall@1 Recall@5 Recall@10
RMFX 64 5.57% 15.10% 20.79%
RMFO-RSV 64 3.79% 12.40% 18.89%
RMFX 32 4.32% 13.18% 18.96%
RMFO-RSV 32 2.69% 9.98% 16.07%
Table 3.4: Recommendation performance for 32 and 64 factors, with a
ﬁxed reservoir of size 8M (the information for 128 factors is shown in
Table 3.3).
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Time and Space Savings vs.
Recommendation Quality
We report in this section the CPU training times and space required
for the best performing variation of our online approach: RMFX, and the
ones for the strongest baseline: WRMF. We also discuss the trade-oﬀ
between time and space savings against the recommendation perfor-
mance.
RMFX is implemented in the Python programming language using
SciPy2. We ran RMFX on a Intel Xeon 1.87GHz machine. For WRMF,
we used the implementation provided by MyMediaLite [Gantner et al.,
2011], which is implemented in C#. The baseline WRMF was run on a
machine with a slightly faster CPU (Intel Xeon 2.27GHz). The exper-
iments were conducted using GNU/Linux 64-bit as operating system.
None of the methods was parallelized and therefore used one single
CPU for computations. Please remember that running times heavily
depend on platform and implementation, so they should be only taken
as relative indicators.
In Table 3.5, we can observe the gains in speed of our approach over
the baseline for all the evaluated reservoir sizes. We can observe that for
all reservoir sizes RMFX is faster and more space eﬃcient than WRMF.
For example, RMFX with a reservoir size 8M is approximately 43 times
faster and uses 77% less space than WRMF, and yet it delivers a highly
competitive recommendation performance corresponding to 86.47% of
the state-of-the-art baseline computed oﬄine.
2SciPy : scipy.org .
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Method Time recall@10 Space x times faster Recommendation
(128 factors) (hh:mm:ss) than WRMF Quality w.r.t WRMF
WRMF (Batch) [Baseline] 96:21:50.093 0.2573 100.00% – 100%
RMFX 2M 0:33:12.898 0.0841 5.66% 174.07 32.69%
RMFX 4M 1:07:10.570 0.1584 11.32% 86.07 61.52%
RMFX 8M 2:14:32.355 0.2225 22.63% 42.98 86.47%
Table 3.5: Time, Space and Recommendation Quality Comparison. RMFX
is compared against WRMF for diﬀerent reservoir sizes: 2, 4 and 8 mil-
lion. The dimensionality of all methods is 128 factors. Time is measured
in seconds and corresponds to the training time of 15 epochs in case
of WRMF and one single epoch in case of RMFX, the gain is computed
w.r.t. WRMF’s duration. Space is measured as the percentage of all
transactions in the dataset, which is 100%=35.35M. Recommendation
performance quality is computed with respect to WRMF’s recall, which
is set as an upper-bound.
3.6 Related Work
Our work is mainly related to the fundamental research areas of Matrix
Factorization for Collaborative Filtering, Online Learning, and Learn-
ing to Rank.
Matrix Factorization for Collaborative Filtering
Collaborative Filtering (CF) [Goldberg et al., 1992] analyzes users be-
havior and their relationships and interactions with items of interest
in order to discover new user-item associations. CF techniques are do-
main free and can capture patterns of the data that are often elusive
and diﬃcult to model explicitly, for example, using the items’ content
or their attributes.
Latent factor models are one of the most successful techniques for
CF due to their prediction quality and eﬀectiveness [Koren et al., 2009].
These models consider that only a small number of latent factors can
inﬂuence the user preferences. Some of the most successful realizations
of latent factor models are based on matrix factorization.
Traditional latent factor models for CF aim at predicting the rat-
ings the users will give for a speciﬁc item, a task called rating prediction
(e.g., [Koren et al., 2009; Srebro et al., 2005]). In contrast, we focus
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on another task which is item prediction, also known as Top-N recom-
mendation task, i.e. predict Top-N items that are interesting to the
user. This problem is often formulated in the literature as a ranking
problem. For example, approaches to CF that are conceptually simi-
lar to ranking (e.g., [Shi et al., 2010; Rendle et al., 2009b; Liu et al.,
2009; Srebro et al., 2005]) have been presented in the literature, thus
addressing the item prediction problem as well.
Another approach based on matrix factorization that deals with im-
plicit feedback is Weighted Regularized Matrix Factorization (WRMF),
introduced by Hu et al [Hu et al., 2008]. In their work, the authors
model the MF as a regularized Least-Squares problem, in which a
weighting matrix is used to diﬀerentiate the contributions from the
implicit feedback. More recently, Rendle et al. introduced a Bayesian
Personalized Ranking framework (BPR) [Rendle et al., 2009b], which
provides a loss function that can be interpreted as a smooth version
of the Area Under the ROC-Curve ranking evaluation measure (AUC).
BPR also speciﬁcally tackles the problem where only positive observa-
tions about users are available, i.e, implicit feedback, as in our problem
setting. Similar to this work, we also guide the matrix factorization
process using an ordinal loss, but instead of the maximum posterior
estimator from a Bayesian analysis oﬀered by BPR, we explored a pair-
wise ranking approach based on the SVM loss.
The key diﬀerence between the aforementioned methods and our
work is that their training procedure is performed in a batch mode,
that is, they assume that all training examples are available before the
learning task begins. Our work, however deals with a more realistic
scenario where observations come from a stream with a high temporal
dynamics. This means that batch approaches need to be often retrained
to cope with the changes in the data over time, which make batch mod-
els unsuitable for some real world scenarios where the training instances
arrive sequentially, as in the case of social web stream applications. One
solution to this problem is to resort to online learning methods.
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Online Learning
Online learning of matrix factorization methods for rating prediction
have been investigated by Rendle and Schmidt-Thieme in [Rendle and
Schmidt-Thieme, 2008]. They propose online update rules on a stochas-
tic gradient descent style based on the last example observed. However,
RMFO-RSV (the best performing variant of RMFO) and RMFX maintain a
reservoir with a representative set of previously seen data points from
the stream, which provides a signiﬁcant boost in performance com-
pared to the one obtained when only the last example is considered
(e.g., RMFO-SP). The technique of random sampling with a reservoir is
widely used in data streaming [Vitter, 1985], and recently has also been
exploited by Zhao et al. in the context of binary classiﬁcation [Zhao
et al., 2011].
Learning of large-scale recommender systems for dealing with dy-
namic and fast changing content has been addressed before, for instance
in the context of the Google News system [Das et al., 2007]. However
the problem setting in [Das et al., 2007] is diﬀerent from the one ad-
dressed here, since their work does not deal with a continuous stream
of user generated data, but instead provides recommendations to users
based on oﬄine models.
Online learning techniques have also been applied to the problem
of user generated content classiﬁcation [Li et al., 2011]. In this work,
the authors propose an online classiﬁcation method that ﬁrst builds a
global model from the content generated by a group of users, and then
leverages it to build a personalized classiﬁcation model for individual
users. Their experiments include a small scale evaluation on a Twitter
dataset (7131 tweets) that targets to classify the microblog posts. We,
on the other hand, are focused on a learning to rank setting for person-
alized item prediction on stream data containing millions of tweets.
Haghani et al. [Haghani et al., 2010] address the problem of con-
tinuously processing large number of user deﬁned subscription queries,
which they called user proﬁles, over a Web 2.0 stream of documents
arriving at high rates. They concentrate their analysis on a strategy
that ﬁlters user proﬁles, and intelligently avoids inserting all incoming
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documents in the results lists using a skyline based method. Their
model is based on the content of the incoming documents and the user
proﬁles (queries). Their evaluation centers on eﬃciency of the online
processing of incoming blog posts, and reports CPU time as main mea-
sure, without reporting on accuracy measures, since all the algorithms
they evaluated actually reported the same Top-N results. We are also
interested in Top-N recommendations, but our approach is an online
CF setting, which does not require any text analysis, or the compu-
tation of TF/IDF vectors, which can be expensive to process online
under stream data. Furthermore, the short and sparse text of Twitter
documents impose additional challenges on traditional language mod-
els, whose performance heavily relies upon the content of the docu-
ments. Our online CF approach does not require a language model
of the tweets, it only needs to recognize the hash tags from the text
and the author of the tweet, in order to derive high quality Top-N
recommendations in real-time.
Since we deal with pairwise classiﬁcation from positive-only data,
negative examples must be sampled. The sampling of the 59 negative
examples for each positive one has been proposed, discussed and proved
in [Ertekin et al., 2007]. Whereas they do it for active learning, we
adapt it for our online learning to rank scenario, idea embodied in our
RMFX algorithm.
Learning to Rank
In recent years, the task of Learning to Rank for Information Retrieval
has drawn a lot of interest in machine learning, several methods have
been applied to learn ranking functions and promising results have been
obtained [Liu, 2011]. Existing methods include pairwise approaches
that take pairs of objects and their relative preference as training in-
stances, and transform the ranking problem into a binary classiﬁcation
on document pairs, e.g., each pair is classiﬁed as either correctly or
incorrectly ranked. Typical methods include Ranking SVM [Joachims,
2002], RankBoost [Freund et al., 2003], RankNet [Burges et al., 2005].
Other methods include, pointwise and listwise approaches. Pointwise
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approaches associate each training instance with a rating, i.e., abso-
lute relevance. The learning task is to ﬁnd a model that can predict
the rating of a given instance, refer to [Crammer and Singer, 2002]
for a typical example of this approach. The listwise approaches use
a list of ranked objects as training instances and learn to predict the
list of objects, (e.g., ListNet [Cao et al., 2007]). Common characteris-
tics of these works are: (i) they are unpersonalized, and (ii) they are
trained oﬄine in a batch mode. Our work follows a pairwise approach
to minimize an ordinal loss. Our formalization extends the work of
Scully [Sculley, 2010] for unpersonalized learning to rank, to an online
collaborative ﬁltering setting, in order to learn a matrix factorization
model for collaborative ﬁltering in presence of streaming data.
An overview of the ﬁeld is given in [Liu, 2011] and future directions
in learning to rank are discussed in [Chapelle et al., 2011]. One of such
directions is Online Learning to Rank, and we consider that our work
represents a contribution towards this path.
3.7 Discussion
This chapter provides an example of integrating large-scale collabora-
tive ﬁltering with the real-time nature of Twitter.
We proposed RMFO and RMFX, approaches for recommending topics to
users in presence of streaming data. Our online setting for collaborative
ﬁltering captures: “what is interesting to me right now within the social
media stream”, going beyond existing one-size-ﬁts-all solutions.
Our methods receive instances from a microblog stream, and up-
date a matrix factorization model following a pairwise learning to rank
approach for dyadic data. At the core of RMFO and RMFX is stochastic
gradient descent which makes our algorithms easy to implement and
eﬃciently scalable to large-scale datasets. From the RMFO’s variants
explored in this work, we found that the one using reservoir sampling
technique performed the best.
RMFX represents a novel principled approach for online learning from
streams. It builds upon the ideas of RMFO and extends them to consider
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a strategy that selects a subsample of the observed data, based on the
objective function gradients, and uses this information to guide the
matrix factorization.
Observe that RMFO is simpler to implement, since it does not require
a selective model update as RMFX, but RMFO requires more iterations over
the reservoir to achieve a competitive recommendation performance,
when compared to batch models. We found that RMFX, using a single
pass over the interactions captured in the reservoir, achieves a better
performance than RMFO with a single iteration. The selection of which
approach to use depends on the concrete application scenario.
For example, if the time spent by RMFO, while learning the model us-
ing several iterations, does not impact the timeliness of the information
recommended, then its ease of implementation can be a strength.
On the other hand, when timeliness is compromised, then RMFX
becomes a better option. Measuring the recommendation performance
online is specially challenging in scenarios of streaming data, which
opens the doors to more research dedicated to tackle such issues.
Our empirical study used Twitter as test bed and showed that our
approaches worked well relative to matrix factorization models com-
puted in batch mode, in terms of recommendation quality, speed and
space eﬃciency. Note that the experiments presented in this chapter
were conducted over a single time split of the dataset. This allowed us
to consider a large volume of the data so as to evaluate not only the
recommendation quality, but also time and space performance. Even
though we conducted the measurements over several rounds using diﬀer-
ent test sets (following a leave-one-out protocol), the use of one single
split may lead to overﬁtting. In future work, we plan to extend our
experimental evaluation and consider multiple splits of the data over
time and conduct an online user study in order to evaluate the user
experience of a system based on our approaches.
Finally, we are also interested in investigating how the frequency of
repeated events (i.e. users using the same hashtag or listening to the
same song) can be incorporated to the model to generate more accurate
predictions.
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4 Swarm Intelligence for
Ranking and Recommendation
This chapter is composed by two parts. In the ﬁrst one, we present
an approach to automatically optimize the retrieval quality of rank-
ing functions. Taking a Swarm Intelligence perspective, we present a
novel method, SwarmRank, which is well-founded in a Particle Swarm
Optimization framework.
SwarmRank learns a ranking function by optimizing the combina-
tion of various types of evidences such as content and hyperlink fea-
tures, while directly maximizing Mean Average Precision, a widely
used evaluation measure in Information Retrieval. Experimental re-
sults on well-established Learning To Rank benchmark datasets show
that our approach signiﬁcantly outperformed standard approaches (i.e.,
BM25) that only use basic statistical information derived from docu-
ment collections, and is found to be competitive with Ranking SVM
and RankBoost in the task of ranking relevant documents at the very
top positions.
In the second part, we focus on the item prediction task of Recom-
mender Systems and present SwarmRankCF, a method to automati-
cally optimize the performance quality of recommender systems using
a Swarm Intelligence perspective. Our approach, which is well-founded
in a Particle Swarm Optimization framework, learns a ranking function
by optimizing the combination of unique characteristics (i.e., features)
of users, items and their interactions. In particular, we build feature
vectors from a factorization of the user-item interaction matrix, and
directly optimize Mean Average Precision metric in order to learn a
linear ranking model for personalized recommendations. Our experi-
mental evaluation, on a real world online radio dataset, indicates that
65
4. Swarm Intelligence for Ranking and Recommendation
our approach is able to ﬁnd ranking functions that signiﬁcantly improve
the performance of the system for the Top-N recommendation task.
4.1 Introduction
Although the most popular Information Retrieval (IR) model for docu-
ment retrieval is still the vector space model [Baeza-Yates and Ribeiro-
Neto, 2011], in recent years supervised learning-based methods have
been proposed to automatically learn an eﬀective ranking model based
on training data and then applied to unseen test data (e.g., [Joachims,
2002; Freund et al., 2003; Cao et al., 2007]). This task is referred to as
“Learning To Rank for IR” in the ﬁeld.
The ﬁrst part of this chapter presents an approach to learning rank-
ing functions by analyzing important and unique characteristics (i.e.,
features) of a given text document collection so that the learned func-
tion is more eﬀective than any general solution. To accomplish this,
we use Particle Swarm Optimization (PSO), a Swarm Intelligence (SI)
technique inspired by the social behavior of biological organisms, specif-
ically the ability of some animal species to work as a whole in locating
desirable positions in a given area, e.g., bird ﬂocking or ﬁsh school-
ing [Eberhart and Kennedy, 1995; Kennedy and Eberhart, 1995; Poli
et al., 2007].
To evaluate the quality of our SI approach, SwarmRank, we per-
formed experiments on the well-established benchmark dataset collec-
tions provided by LETOR [Liu et al., 2007]. Results indicate that our
approach is able to ﬁnd ranking functions that signiﬁcantly outperform
the BM25 baseline, and that performs competitively compared with
Ranking SVM and RankBoost in the task of ranking relevant docu-
ments at the very top positions to get a high MAP.
Observe that learning to rank relies upon pre-engineered features
that characterize the items to be ranked. Such a set of features can be
diﬃcult to compute and maintain.
In the absence of high quality explicit features, recommender sys-
tems can infer latent factors about users and items using matrix fac-
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torization algorithms for Collaborative Filtering (CF), as discussed in
Section 2.1.
In the second part of this chapter, we present an approach to learn-
ing ranking models for recommender systems that exploits collabora-
tive latent factors as features. To accomplish this, instead of manually
creating an item feature vector, we factorize a matrix of user-item in-
teractions, and use these collaborative latent factors as input to our
SwarmRank approach. We focus on the item prediction or Top-N rec-
ommendation problem in the context of recommender systems, which
we consider a harder prediction problem than rating prediction, as only
positive feedback is available.
PSO, which is at the core of SwarmRank and SwarmRankCF, was
chosen because it is a global non-linear optimization algorithm that
does not require, nor approximate, gradients of the cost function, and
due to its resilience to local minima. These characteristics allow us
to directly optimize non-smooth Information Retrieval (IR) measures,
such as MAP (Mean Average Precision) [Baeza-Yates and Ribeiro-Neto,
2011], a desirable property to tackle the ranking and top-N recommen-
dation problems.
Contributions. The main contributions of this chapter are as follows:
• To the best of our knowledge, SwarmRank is the ﬁrst that applies
PSO to the learning to rank for IR task. The closest works to
ours are the evolutionary computation methods based on Genetic
Programming that have been applied to learn ranking functions,
which are discussed in the related work section.
• We present SwarmRankCF, a model suitable for the personalized
item recommendation task, that seamlessly integrates a SI learn-
ing to rank method with a collaborative ﬁltering approach, to
derive a personalized ranking function optimized for the ranking
task.
• We present an empirical study on the public datasets LETOR and
Last.fm Dataset – 1K users demonstrating the superior ranking
and recommendation performance of our SI approaches.
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4.2 Swarming to Rank for Information Retrieval
Inspired by the success of PSO as a common heuristic technique for
global optimization, we propose in this chapter SwarmRank, a PSO-
based method to handle the task of learning to rank for IR. The goal of
SwarmRank is the discovering of good ranking formulas more adapted
to the particularities of a speciﬁc collection, which are also able to
generalize well beyond the training data. The procedure examines im-
portant information retrieval features extracted from query-document
pairs instances and learns a linear function that combines them opti-
mally.
SwarmRank is basically an iterative process based on PSO, that
learns linear ranking functions of the form:
f(q, d) = �pg · φ(q, d) , (4.1)
where �pg denotes a weight vector. In ranking for query qi the model
associates a score to each of the documents dj as their degree of rele-
vance with respect to query qi using f(qi, dj) and sorts the documents
based on their scores (see Section 2.2).
Note that �pg is the weight vector corresponding to the best global
solution found by the swarm in PSO. The function learned apply-
ing PSO, which represents a linear combination of the query-document
pairs feature vectors, associates a real value to each query-document
pair as its degree of relevance.
SwarmRank takes as an input the query-document pairs and their
corresponding feature vectors. As an instance of PSO, SwarmRank,
quantiﬁes the optimality of a solution by means of a ﬁtness function,
which serves as a criteria to update the particle and global best so-
lutions. As output, the procedure returns a linear ranking function
whose coeﬃcients are given by the dimension values corresponding to
the global best solution vector found by the swarm. SwarmRank is
summarized in Procedure (1).
The rest of the section discusses the key components of our approach
and its implementation.
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Fitness Function
Since our particles represent solutions in terms of weight vectors to be
used in a document ranking function, our ﬁtness function must measure
the quality of the ranking generated by a given particle. We take ad-
vantage of the non-linear optimization capabilities of PSO and directly
optimize a non-smooth IR measure, namely Mean Average Precision –
MAP [Baeza-Yates and Ribeiro-Neto, 2011] (as deﬁned in Section 2).
Best Particle Selection
In addition to the training set T , we consider a validation set V , also
provided by LETOR, that helps us to reduce overﬁtting, i.e., to avoid
selecting solutions that work well in the training set but do not gen-
eralize well for unseen query-document pairs. The choice of the best
solution is accomplished by considering the performance of a particle in
both the training and validation sets, which are used symmetrically in
this work. Hence, a ﬁtness function, as deﬁned in Eq. (4.2), is exploited
to select the best particle.
fitness(�xi, T, V ) = MAP (�xi, T ) +MAP (�xi, V ) (4.2)
where the ﬁrst and second terms of the function correspond to the
performance of the particle i in the training and validation set, respec-
tively.
Implementation
SwarmRank has been implemented as a simulation component using
the optimization framework provided by GenOpt [Wetter, 2011], which
is a platform independent, open and extensible simulation environment,
written in Java, that implements a variety of optimization algorithms,
including several variants of PSO. Speciﬁcally, in our experiments, we
used the PSO with Constriction Coeﬃcient algorithm (PSOCC) avail-
able in the framework.
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Procedure 1 The proposed SI-based learning procedure: Swarm-
Rank
Input: (i) A training set T of query-document pairs with their feature
vectors. (ii) A validation set V of query-document pairs with their
feature vectors.
Output: A ranking function f(q, d) that associates a score s ∈ R to a
document d as their degree of relevance w.r.t the query q
1: for each time step t do
2: for each particle i in the swarm do
3: update position �xti using Eqs. 2.4 & 2.5
4: calculate particle ﬁtness fitness(�xti, T, V ) (Eq. (4.2))
5: update �pi, �pg
6: end for
7: end forreturn f(q, d) = �pg · φ(q, d)
4.2.1 Experiments on LETOR 2.0
In this part of the experimental evaluation, we used the LETOR (ver-
sion 2.0) benchmark datasets [Liu et al., 2007]: TD2003 and TD2004.
The datasets details are presented in Section 2.5.
SwarmRank Parameters and Setup
The parameter settings for SwarmRank are summarized in Table 4.1.
For the PSO algorithm the parameters values correspond to the most
commonly found in the literature, (e.g., [Wetter, 2011; Poli et al., 2007;
Bratton and Kennedy, 2007]). Each particle has exactly 44 dimensions,
corresponding to the number of features provided by the datasets. The
population of particles is initialized with random positions and veloci-
ties. Furthermore, the value of each dimension k of particle i position
vector �xi is restricted to the interval [−1,+1], i.e., xi,k ∈ [−1,+1].
Data Normalization. Since the absolute values of a feature for
diﬀerent queries might not be comparable, we conducted query-based
normalization for each feature before applying SwarmRank. Suppose
that L = {dij ∈ D|j = 1, · · · , |L|} is a list of documents for a given
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query qi in the dataset, then the normalized value of a feature φk(qi, dj) ∈
[0, 1] of a document dij ∈ L is given by Eq. (4.3):
φk(qi, dj) =
φk(qi, dj)−min{φk(qi, dl)}
max{φk(qi, dl)}−min{φk(qi, dl)} (4.3)
where min{φk(qi, dl)} and max{φk(qi, dl)} are the minimum and the
maximum value of φk(qi, dj) respectively for all dl ∈ L .
Evaluation and Baselines
We compared the retrieval results of our swarm intelligence approach
with (i) Okapi BM25 [Robertson, 1997], a non-learning baseline, and
two state-of-the-art learning-based baseline methods: (ii) Ranking SVM
[Joachims, 2002] (denoted as RankSVM) and (iii) RankBoost [Freund
et al., 2003]. The evaluation results from the baselines reported in this
chapter are excerpted from LETOR [Liu et al., 2007]. Please refer to
LETOR for details on the methods and parameter settings of these
baselines.
We conducted 5-fold cross validation experiments, following the
guidelines of LETOR [Liu et al., 2007]. For each fold, we used three
subsets for training, one subset for validation, and the remaining one
for testing. The test set is used to report the ranking performance of
the function learned by SwarmRank. The reported performance in this
chapter is the average over the ﬁve folds.
Parameter Value
SI Algorithm PSO with Constriction Coeﬃcient
Swarm size 100
# of Generations 100
Neighborhood Topology Local Best (lbest)
Neighborhood Size 10
Cognitive Acceleration c1 = 2.05
Social Acceleration c2 = 2.05
Constriction Coeﬃcient χ = 0.72984
# Dimensions 44 (one per feature)
Table 4.1: SwarmRank parameter settings.
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(a) TD2003 (b) TD2004
Figure 4.1: Ranking accuracies on LETOR 2.0 data.
Results
Table 4.2 and Figure 4.1 detail the ranking performance of Swarm-
Rank and the baselines on the TD2003 and TD2004 datasets. We con-
ducted pairwise t-tests on the improvements between SwarmRank and
the baselines for all measures reported. The statistically significant
diﬀerences are highlighted in Table 4.2. As we can see, SwarmRank
outperforms BM25 with respect to all measures for both datasets. For
TD2003, SwarmRank reached a mean average precision of 20.9%, cor-
responding to gain of 66.25% over BM25. On TD2004, SwarmRank
achieved a mean average precision of 31.4%, outperforming BM25 by
11.35%.
We also observe in Figure 4.1 that on TD2003, SwarmRank im-
proves over the best baseline, RankSVM, for P@1 and NDCG@1. The
relative improvement is 7.94% in both cases. Similarly, we can observe
that our approach outperforms RankBoost on P@1-3 and NDCG@1-4
on the same dataset. However, SwarmRank does not perform equally
well on P@n and NDCG@n values when n is greater than 3. The re-
sults suggest that SwarmRank is better at ranking relevant documents
at the very top positions to get a high MAP.
The results presented in Table 4.2 also show that SwarmRank and
RankSVM perform similarly on the TD2004 dataset. From the table
we observe that RankBoost outperforms SwarmRank and RankSVM in
terms of all measures.
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However, on TD2003 and TD2004 t-tests show that, in most of the
cases, there is no statistically signiﬁcant diﬀerences among the perfor-
mance of SwarmRank, RankSVM and RankBoost; the small number of
queries in both datasets clearly inﬂuences this result. This is a common
problem for major available datasets. Experiments on additional collec-
tions are left to future work. In general, the performance of SwarmRank
seems to be comparable to that of RankSVM, which can be explained
by the type of ranking function learned by both methods, i.e., linear.
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TD2003
Evaluation Baselines SwarmRank
Measures Measure Gain over Gain over Gain over
BM25 RankSVM RankBoost Value BM25 RankSVM RankBoost
MAP 0.126 0.256 0.212 0.209 +66.25% -18.63% -1.81%
P@1 0.120 0.420 0.260 0.453 +277.78% +7.94% +74.36%
P@2 0.130 0.350 0.270 0.330 +153.85% -5.71% +22.22%
P@3 0.160 0.340 0.240 0.269 +68.13% -20.92% +12.04%
P@4 0.145 0.300 0.230 0.223 +54.02% -25.56% -2.90%
P@5 0.148 0.264 0.220 0.207 +39.64% -21.72% -6.06%
P@6 0.140 0.243 0.210 0.188 +34.20% -22.83% -10.58%
P@7 0.129 0.234 0.211 0.185 +43.77% -21.14% -12.61%
P@8 0.120 0.233 0.193 0.173 +44.44% -25.45% -9.96%
P@9 0.116 0.218 0.182 0.164 +42.32% -24.49% -9.76%
P@10 0.109 0.206 0.178 0.151 +38.72% -26.86% -15.36%
NDCG@1 0.120 0.420 0.260 0.453 +277.78% +7.94% +74.36%
NDCG@2 0.140 0.370 0.280 0.343 +145.24% -7.21% +22.62%
NDCG@3 0.176 0.379 0.270 0.307 +74.87% -18.86% +13.63%
NDCG@4 0.174 0.363 0.272 0.284 +63.31% -21.82% +4.24%
NDCG@5 0.183 0.347 0.279 0.278 +52.12% -19.84% -0.19%
NDCG@6 0.184 0.341 0.280 0.271 +46.96% -20.45% -3.17%
NDCG@7 0.184 0.340 0.287 0.273 +47.95% -19.64% -5.09%
NDCG@8 0.185 0.345 0.282 0.270 +45.96% -21.78% -4.39%
NDCG@9 0.186 0.342 0.282 0.267 +43.83% -21.81% -5.34%
NDCG@10 0.186 0.341 0.285 0.263 +41.44% -22.99% -7.89%
TD2004
Evaluation Baselines SwarmRank
Measures Measure Gain over Gain over Gain over
BM25 RankSVM RankBoost Value BM25 RankSVM RankBoost
MAP 0.282 0.350 0.384 0.314 +11.35% -10.29% -18.23%
P@1 0.307 0.440 0.480 0.400 +30.44% -9.09% -16.67%
P@2 0.293 0.407 0.447 0.380 +29.55% -6.56% -14.93%
P@3 0.258 0.351 0.404 0.351 +36.21% 0.00% -13.19%
P@4 0.243 0.327 0.347 0.317 +30.14% -3.06% -8.65%
P@5 0.229 0.291 0.323 0.296 +29.07% +1.83% -8.26%
P@6 0.224 0.273 0.304 0.278 +23.76% +1.63% -8.76%
P@7 0.210 0.261 0.293 0.253 +20.91% -2.92% -13.64%
P@8 0.192 0.247 0.277 0.235 +22.61% -4.73% -15.06%
P@9 0.182 0.236 0.262 0.221 +21.14% -6.29% -15.82%
P@10 0.175 0.225 0.253 0.215 +22.90% -4.73% -15.26%
NDCG@1 0.307 0.440 0.480 0.400 +30.44% -9.09% -16.67%
NDCG@2 0.327 0.433 0.473 0.413 +26.53% -4.62% -12.68%
NDCG@3 0.314 0.409 0.464 0.404 +28.63% -1.33% -12.98%
NDCG@4 0.315 0.406 0.439 0.393 +24.65% -3.24% -10.58%
NDCG@5 0.319 0.393 0.437 0.391 +22.38% -0.67% -10.52%
NDCG@6 0.325 0.397 0.448 0.394 +21.40% -0.77% -11.91%
NDCG@7 0.326 0.406 0.457 0.392 +20.33% -3.42% -14.26%
NDCG@8 0.324 0.410 0.461 0.396 +22.10% -3.55% -14.10%
NDCG@9 0.332 0.414 0.464 0.397 +19.79% -4.17% -14.47%
NDCG@10 0.335 0.420 0.472 0.402 +20.13% -4.21% -14.68%
Statistically signiﬁcant diﬀerences are highlighted (p-value < 0.05).
Table 4.2: Ranking performance for TD2003 and TD2004.
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Figure 4.2: Ranking performance in terms of MAP and mean NDCG on
LETOR 4.0.
4.2.2 SwarmRank on LETOR 4.0
The experiments presented so far were performed on a limited number
of queries using the benchmark dataset LETOR version 2.0, speciﬁ-
cally, on the TD2003 and TD2004 datasets, wich include only 50 and
75 queries, respectively. We present here an extended evaluation on
LETOR 4.0, the most recent version of the dataset, which uses the
Gov2 web page collection (∼25M pages) and two query sets from Mil-
lion Query track of TREC 2007 and TREC 2008, denoted as MQ2007
and MQ2008 for short. There are about 1700 queries in MQ2007 with
labeled documents and about 800 queries in MQ2008 with labeled doc-
uments. Further details about LETOR 4.0 dataset can be found in
Section 2.5.
Results
We conducted 5-fold cross validation experiments, following the guide-
lines of LETOR [Liu et al., 2007]. For each fold, we used three subsets
for training, one subset for validation, and the remaining one for testing.
The test set is used to report the ranking performance of the function
learned by SwarmRank. The reported performance in this chapter is
the average over the ﬁve folds.
75
4. Swarm Intelligence for Ranking and Recommendation
The experimental results are presented in Figure 4.2. The ﬁg-
ure shows ranking performance in terms of MAP and mean NDCG1
for a list of ten top-10 results. We can observe that SwarmRank is
superior than TF*IDF and BM25, and performs competitive against
RankSVM. SwarmRank achieves a MAP of 45.6% and a mean NDCG of
48.6%, while RankSVM’s scores are slightly better (MAP = 46.4% and
NDCG = 49.7%). The results suggest that RankSwarm keeps its good
performance when scaling up to larger datasets.
4.3 Swarming to Rank for Recommender Systems
In this section we present our collaborative ranking approach for learn-
ing to rank. The goal of learning to rank is to automatically learn a
ranking model from training data, such that the model can sort objects
(e.g., documents, songs, movies) according to their degrees of relevance,
preference, or importance as deﬁned in a speciﬁc application.
In the general learning to rank scenario, a retrieval function is
learned from rankings of documents associated to queries. Each docu-
ment is represented by a vector of predeﬁned features that characterize
it, for example, text documents are usually characterized by their term
frequency, inverse document frequency, document length and other low-
level content characteristics, as well as high-level content features as
BM25 scores. In the case of web pages, hyperlink features are also
used, such as PageRank or HITS.
In CF, on the other hand, item and user features can be learned
based on user-item interactions (e.g, ratings or relevance scores) using
a matrix factorization method, which learns for each item (columns of
X), a k-dimensional feature vector (rows of I), where each row of U
is a feature vector that captures the latent factors of the users, and
can be considered as a linear predictor, predicting the entries in the
corresponding row of X, based on inner products in a k-dimensional
space (Section 2.1).
1Mean NDCG is the average value of NDCG at list positions 1 to 10.
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Algorithm 2 : SwarmRankCF
Input: (i) Matrix X of user-item interactions and (ii) The number of
factors k
Output: A ranking function f(u, i) = �pg · φ(u, i)
1: Extract k collaborative features (i.e., latent factors) I by factorizing
matrix X, e.g, by applying SVD (Chapter 2).
2: Apply SwarmRank to learn a ranking function f(u, i), by optimiz-
ing Mean Average Precision (MAP), using U as queries Q, items I
as documents D, the item feature vectors I as φ(u, i), and X as the
relevance scores Y (Chapter 2). return f(u, i)
We propose to learn a collaborative ranking model using Swarm-
Rank. To this end, we cast the item recommendation task as a learning
to rank problem, where users U can be considered as queries Q, items
I as documents D, feature vectors φ(u, i) as I (i.e, the latent factors)2.
Finally, the relevance scores Y are given by X, that corresponds to
ratings or implicit feedback information that measures user u’s prefer-
ences for item i. The approach, named SwarmRankCF is summarized
in Algorithm (2).
4.3.1 Experiments and Evaluation
We evaluate the recommendation performance of our approach, Swarm-
RankCF, on a public dataset obtained from Last.fm, a major social me-
dia Internet radio station. In our evaluation, we empirically compared
the recommendation quality of SwarmRankCF to: (i) PureSVD : a ma-
trix factorization algorithm based on SVD and proposed for Top-N
recommendation tasks [Cremonesi et al., 2010], (ii) Most Popular : a
non-personalized method that recommends the most popular artists to
every user, and (iii) Random: a baseline method, that recommends
random artists to users.
2Please note that since we are learning a linear ranking function, the model
cannot make use of the user u features, because such features are the same
for all items of user u within his rankings.
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Dataset
We conducted experimentation, parametrization and algorithmic ﬁne
tuning on the “real-world” public dataset Last.fm Dataset – 1K users
(Section 2.5). Speciﬁcally, we used in our evaluation a 5-core subset
of the dataset, i.e., every user listened to at least 5 songs and each
song was listened by at least 5 users. The 5-core statistics are as fol-
lows: 242,103 user-item interactions (transactions), 844 unique users
and 37,315 unique items (artists).
Evaluation Methodology
Our goal is to evaluate the system performance when it suggests Top-N
items to a user. For example, recommending the user a few speciﬁc
artists which are supposed to be the most attractive to him. That is,
to ﬁnd the relative position of these interesting items within the total
order of items ranked for a speciﬁc user.
To evaluate the recommenders we used a variant of the leave-one-
out protocol followed in Section 3.5.1. The only variation is that in this
case we predict the scores for the hidden item i and for 100 additional
items, forming a ranking by ordering the 101 items according to their
scores. The best expected result is that the interesting item i to user
u will precede the rest 100 random items. Note that we used the last
four weeks in the dataset as our test set3.
We generate a Top-N recommendation list by selecting the N items
with the highest score. If the test item i is in the Top-N , then we have
a hit, otherwise we have a miss. We measure the quality by looking at
the recall metric as deﬁned in Equation 3.3. Remember that following
this protocol, precision is forced by taking into account only a restricted
number N of recommendations, that is, precision is just the same as
recall up to a multiplicative constant. Therefore, there is no need to
evaluate precision or F1 explicitly.
3We also experimented with a larger test set, e.g., twelve weeks, observing
similar results.
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Experimental Setting
For SwarmRankCF, we used SVD as factorization method to learn the
collaborative feature vectors. Furthermore, we set k = 46 as the number
of latent factors for SwarmRankCF and PureSVD. The rationale behind
using the particular value of k = 46 is to have an experimental setting
with a dimensionality similar to the one used in non-personalized learn-
ing to rank tasks, e.g., the number of features in the benchmark dataset
LETOR [Liu, 2011].
Observe that in this experimental evaluation we compare the per-
formance of our approach against PureSVD and not to WRMF, as we
did in the Chapter 3. The reason is that we consider more illustrative to
demonstrate how the re-ranking performed by SwarmRankCF improves
the recommendation quality, with latent features inferred using a more
widespread method, such as SVD, which is not directly optimized for
ranking. For example, to show recommender system practitioners that
the features they have already computed using SVD can be leveraged
to obtain a better recommendation quality for the the top-N recom-
mendation task.
SwarmRankCF has been implemented in the Java programming lan-
guage using the optimization framework provided by GenOpt [Wetter,
2011]. Speciﬁcally, in our experiments we used the PSO with Constric-
tion Coeﬃcient algorithm (PSOCC) with parameter values that are
most commonly found in the literature (e.g., [Poli et al., 2007]). The
parameter setting for SwarmRankCF is summarized in Table 4.3.
Parameter Value
SI Algorithm PSO with Constriction Coeﬃcient
Swarm size 50
Neighborhood Topology Local Best (lbest)
Neighborhood Size 10
Cognitive Acceleration c1 = 2.05
Social Acceleration c2 = 2.05
Constriction Coeﬃcient χ = 0.72984
# Dimensions 46 (one per latent feature)
Table 4.3: SwarmRankCF parameter settings.
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Results
Recall was evaluated for diﬀerent recommendation list sizes: Top-N ,
where N ∈ {1, 5, 10, 20}. The results are presented in Figure 4.3.
SwarmRankCF clearly delivers the best recommendations, achieving
signiﬁcantly better results than the other methods (two-sample t-test,
p < 0.025). As expected, SwarmRankCF and PureSVD largely out-
perform the non-personalized baselines. The reader should note that
both SwarmRankCF and PureSVD use the latent factors learned by
factorizing the user-item matrix using SVD, the strong performance of
SwarmRankCF may be attributed to its better ability to model ranking
semantics based on those features.
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Figure 4.3: Recommendation performance in terms of recall measure.
4.4 Related Work
In recent years, the task of learning to rank has drawn a lot of interest
in machine learning and several methods have been applied to learn
ranking functions and promising results have been obtained. Typical
methods include Ranking SVM [Joachims, 2002; Herbrich et al., 2000],
RankBoost [Freund et al., 2003] and RankNet [Burges et al., 2005].
These three methods minimize loss functions that are loosely related
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to the evaluation measures such as MAP and NDCG. Given the nature
of our approach, we are able to directly optimize such measures.
Diﬀerent approaches to discover ranking functions based on genetic
algorithms and genetic programming have been proposed in the litera-
ture. Fan et al. [Fan et al., 2000, 2004, 2005] propose an approach to
generate term weighting strategies for diﬀerent contexts. The authors
used an expression tree data structure to represent a term weighting
formula and applied genetic programming (GP) to select the best per-
forming function. The work in [de Almeida et al., 2007] also presents a
GP approach, the authors successfully combine components or portions
of well-known, signiﬁcant ranking functions from diﬀerent retrieval sys-
tems to generate completely new ranking formulas using genetic pro-
gramming.
In [Yeh et al., 2007] a learning method that employs genetic pro-
gramming to learn ranking functions is introduced. The authors also
evaluate their method using the LETOR benchmark datasets obtaining
promising results.
PSO shares many similarities with evolutionary computation tech-
niques such as Genetic Programming. The system is initialized with a
population of random solutions and searches for optima by updating
generations. However, unlike GP, PSO has no evolution operators such
as crossover and mutation. Furthermore, while the GA is inherently
discrete, i.e. it encodes the design variables into bits of 0’s and 1’s,
PSO is inherently continuous.
Learning to rank algorithms rely upon a manually selected set of
features to build the ranking models. In contrast, our approach swarm-
RankCF, characterizes the user and items using feature vectors based
on the collaborative latent factors, that are learned directly from the
user-item interactions
In the ﬁeld of recommender systems, a lot of attention was directed
to the rating prediction task, motivated by the Netﬂix challenge (e.g.,
[Koren et al., 2009]), standard sparse regression and classiﬁcation meth-
ods proved to be successful tackling the challenge, but they cannot be
directly applied to the item recommendation problem, as only positive
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observations are made. State-of-the-art methods for item recommenda-
tion are based on matrix factorization models that infer latent factors
from the user-item interaction matrix, which we exploit to learn ranking
functions for item prediction.
4.5 Discussion
In the ﬁrst part of the chapter, we presented a novel approach to ad-
dress the task of learning to rank for Information Retrieval, based on
Swarm Intelligence techniques. Cornerstone of our approach is the use
of Particle Swarm Optimization for learning a ranking function that
improves its retrieval performance automatically.
Our approach, SwarmRank, directly optimizes Mean Average Pre-
cision, an evaluation measure used in IR, in comparison with many
learning to rank algorithms, which minimize a loss function loosely re-
lated to the IR measures.
Experimental results on the LETOR benchmark datasets show that
SwarmRank performs well in practice, successfully improving the rank-
ing accuracies compared to standard approaches (i.e., BM25) that only
use basic statistical information derived from documents collections.
Furthermore, the results show that SwarmRank is competitive to Rank-
ing SVM and RankBoost ranking relevant documents at the very top
positions. An interesting research direction for future work is to ex-
plore the learning process of non-linear functions, which would require
alternative particle representations, not just as weight vectors, but pos-
sibly as traversal of an expression tree representing a non-linear ranking
function.
In the second part of the chapter, we proposed SwarmRankCF to
address the item recommendation task in the context of recommender
systems.
SwarmRankCF is a collaborative learning to rank algorithm based
on swarm intelligence. While learning to rank algorithms use hand-
picked features to represent items, we learn such features based on
user-item interactions, and apply a PSO-based optimization algorithm
that directly maximizes Mean Average Precision.
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Our experimental study demonstrates the recommendation perfor-
mance gain of SwarmRankCF for the Top-N recommendation task.
For future work, we plan to extend SwarmRankCF to handle stream
data. Most learning to rank algorithms work in batch mode, but social
media streams, require ranking models to be updated online. Swarm
intelligence can help to evolve models when new data enters the system.
Another future research direction is to learn the latent factors using
swarm intelligence as well, and at the same time optimize the ranking
measure.
Although our investigation has provided promising results, we be-
lieve that our contribution is an initial step in the study of SI techniques
for Learning to Rank and Recommender Systems, additional research
in this ﬁeld is still to be explored.
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In this chapter we propose α-TaggingLDA, a method for automatic
tagging sparse and short textual resources. In the presence of a new
resource, our method creates an ad hoc corpus of related resources, and
then applies Latent Dirichlet Allocation (LDA) to elicit latent topics
for the resource and the associated corpus. This is done in order to
automatically tag the resource based on the most likely tags derived
from the latent topics identiﬁed.
In the ﬁrst part of the chapter, we evaluate our approach using an
oﬄine analysis on publicly available BibSonomy1 dataset (Section 2.5)
and through an online study, showing the eﬀectiveness of α-TaggingLDA
for the tag recommendation task.
In the second part, we apply our approach to address the cold start
problem in collaborative learning environments. An online presence is
gradually becoming an essential part of every learning institute. As
such, a large portion of learning material is becoming available on-
line. Incongruently, it is still a challenge for authors and publishers
to guarantee accessibility, support eﬀective retrieval, and the consump-
tion of learning objects. One reason for this is that non-annotated
learning objects pose a major problem with respect to their accessibil-
ity. Non-annotated objects not only prevent learners from ﬁnding new
information; but also hinder a system’s ability to recommend useful
resources. To address this problem, commonly known as the cold start
problem, we automatically annotate speciﬁc learning resources using
α-TaggingLDA. We performed a user evaluation with 115 participants
to measure the usability and eﬀectiveness of our approach in a collab-
orative learning environment.
1BibSonomy: bibsonomy.org .
85
5. Automatic Tagging
The results show that automatically generated tags were preferred
35% more than the original authors’ annotations. Further, they were
17.7% more relevant for users, in terms of recall. The implications of
these results is that automatic tagging can facilitate eﬀective informa-
tion access to relevant learning objects.
5.1 Introduction
Tagging has proven to be an intuitive and ﬂexible Web 2.0 mechanism
to enhance the users’ online experience. Tags are capable of facilitating
search, easing navigation (e.g., tag clouds), and improving personaliza-
tion in collaborative tag recommendations and across disparate media
types.
Consider for instance the case of collaborative learning systems,
where digital collections of educational materials or Learning Objects
(LOs), such as, lecture videos, notes, and presentations, are made avail-
able in online repositories. Online learners are not only able to browse
or search for LOs, but also enrich this content with value-added meta-
data. Learning object enrichment is crucial within a collaborative set-
ting. For example, consider a scenario in a collaborative environment
where a user wants to retrieve speciﬁc documents related to his inter-
ests and uses tags to navigate to the associated resources. Ideally, if
the system can eﬀectively provide good tag coverage over the resources,
the user can better navigate through document objects and be steered
to the relevant resources in the system. On the contrary, if tags are
either unclear, not speciﬁc for the resource, noisy, or ambiguous, then
users cannot retrieve or easily locate resources. Unfortunately, the lat-
ter situation is all too common. Since users typically only tag a small
fraction of the documents, most of the other documents have no as-
sociated metadata. Furthermore, newly added resources, which have
not yet been tagged, are hard to be located or associated with related
objects. This dilemma is well known and referred to as the new item
cold start problem.
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As outlined in the aforementioned scenario, an important prerequi-
site for realizing the beneﬁt of tags in a collaborative learning setting,
is that a LO actually has to have at least a minimum number of tags
associated with it. When a learning resource has no associated tags,
the collaborative learning system cannot provide useful recommenda-
tions, nor does any descriptor exist in the tag cloud to help support
navigation to the orphan resource.
One way to address the cold start problem in collaborative systems
is by using automatic tagging, which associates tags with untagged
resources. State-of-the-art work in this area relies upon latent data
models to make explicit, some hidden, underlying “context” (i.e., set
of keywords or tags). The untagged resources are treated as a new
resource, for which inferencing can be performed to bring the new re-
source into a known context where it can inherit an appropriate set of
tags. Little has been done in the area of latent model based automatic
tagging for learning objects repositories. Moreover, the usability and
eﬀectiveness of such automatic tagging has not been assessed by the
learners themselves.
In total, the key contributions of this chapter are:
• α−TaggingLDA: an approach in which an untagged item is an-
notated by exploiting the content from similar resources found
outside the boundaries of a single site.
• A detailed experimental evaluation of our automatic tagging ap-
proach, which shows how to eﬃciently address the cold start prob-
lem in collaborative learning environments by relying on content
from resources in an auxiliary domain, i.e., one that lies outside
of the content repository of the untagged LO.
In the rest of the chapter, we introduce our model, then we ﬁrst
perform an evaluation on data from the social bookmarking system
BibSonomy, and after that, we come back to the collaborative learning
system scenario and explore in detail the application of our approach.
Finally, we present related work and discuss the lessons learned.
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5.2 The Proposed LDA-based Method
Consider a folksonomy as a four-tuple, F := (U, T,R, Y ) [Jäschke et al.,
2008], where:
– U , T and R are ﬁnite sets, whose elements are called users, tags
and resources, respectively, and
– Y a ternary relation between them, i.e. Y ⊆ U × T × R, whose
elements are called tag assignments.
The set of all tags that user u ∈ U has assigned to resource r ∈ R
is deﬁned as T (u, r) := {t ∈ T | (u, t, r) ∈ Y } and the set of all posts
of the folksonomy as P := {(u, T (u, r), r) | u ∈ U, r ∈ R, T (u, r) �= ∅}.
The goal of automatic tagging consists of automatically annotating
a given resource r ∈ R, with a set of tags �T (SY S, r) ⊆ T , where
SY S ∈ U is a special user representing the system.
Our approach, α-TaggingLDA, is based on the probabilistic topic
model: Latent Dirichlet Allocation (LDA) [Blei et al., 2003], which is
a generative probabilistic model for collections of discrete data such as
text corpora. The basic idea of LDA is that documents are represented
as random mixtures over latent topics, where each topic is characterized
by a distribution over terms. Please refer to Section 2.4 for a brief
introduction on LDA.
For example, an LDA model might have topics that can be la-
beled as Education and Entertainment 2. Furthermore, a topic
has probabilities of generating various words such as school, students,
and teacher, which can be classiﬁed and interpreted as Education.
Naturally, the word education itself will have high probability given
this topic. The Entertainment topic likewise has high probability of
generating words such as ﬁlm, music, and theater.
In order to illustrate the method with an example, consider a novel
LO entitled Knowledge Technologies in Context, as shown in Figure 5.1,
this resource is new to the collaborative learning system and does not
2Please note that these labels are arbitrary. The algorithm does not au-
tomatically assign any particular label to the latent topics.
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Figure 5.1: α-TaggingLDA is applied to annotate a new LO: “Knowl-
edge Technologies in Context”, with a list of six tags: TopNtags(LO) =
{ technologies, phenomena, software, work, ecosystems, business },
based on two LDA topics.
have any tag annotations assigned. The absence of tags makes it dif-
ﬁcult for the system to consider it as candidate for recommendations,
for instance.
α-TaggingLDA ﬁrst extracts relevant LO’s textual content, such as
the title, description or metadata (e.g., author) and creates a document
denoted as dLO. Then, the LO is associated to a set of ‘similar’ docu-
ments, which we refer to as an ad hoc corpus for the LO, represented
as corpusLO.
Note that the α-TaggingLDA method does not impose any restric-
tion on the similarity measure used to associate the corpus with the
LO. The similarity measure could be speciﬁed based on the nature of
the resources, (e.g., text documents, multimedia items) and the textual
content or metadata available. For example, a particular implementa-
tion might rely upon a computationally inexpensive similarity measure
or on a more complex clustering algorithm.
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In our particular example (Figure 5.1), the title of the LO is used
to query an Internet search engine in order to retrieve the title and
snippets of the n relevant results (n = 4, in this case). This subset
corresponds to corpusLO.
The LO’s textual content is extracted and the subset of the top n
results constitutes the text collection D = {dLO} ∪ corpusLO, which
is input to LDA, together with the number of topics required. In this
example, the number of topics is set to two, i.e., |Z| = 2. The set of
tags to be used to annotate the LO is denoted as TopNtags(LO), and
its size is set to six for this particular case, i.e., |TopNtags(LO)| = 6.
Table 5.1 presents an example of the output produced by LDA ac-
cording to the setting described above. Topics are ordered based on
the document-topic distribution P (z | d), and within each topic, terms
are ranked based on the topic-term P (t | z) distribution.
For the construction of the ﬁnal set of tags TopNtags(LO),
α-TaggingLDA selects the ﬁrst candidate tag from Topic1’s top terms,
the second tag from Topic2’s top terms, the third tag, again from
Topic1’s top terms, and so forth. The ﬁnal list of tag annotations for
the LO in our example corresponds to TopNtags(LO) = { technologies,
phenomena, software, work, ecosystems, business }.
Topic1 Topic2
P (z = 1 | dLO) = 0.70 P (z = 2 | dLO) = 0.30
Term t P (t | z = 1) Term t P (t | z = 2)
technologies 0.45 phenomena 0.33
software 0.25 work 0.28
ecosystems 0.16 business 0.19
systems 0.11 researchers 0.15
representation 0.03 vendors 0.04
interpretation 0.01 people 0.01
Table 5.1: Example of two topics output by LDA. Topics are ordered
based on the document-topic distribution P (z | d), and within each topic,
terms are ranked based on the topic-term P (t | z) distribution.
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Note that a LDA model is created on-the-ﬂy for the resource and
the associated similar documents, and it is discarded after the list of
tag annotations is inferred. Figure 5.1 summarizes our α-TaggingLDA
approach.
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Figure 5.2: α-TaggingLDA general method.
5.2.1 Concrete Realization
The concrete realization of α-TaggingLDA used in our experiments is
implemented in Java. The corpus builder (Figure 5.2) is based on the
search results obtained by querying Yahoo!’s open search web services
platform (BOSS)3. The titles and short text summaries (snippets) of
the top-10 results returned are used to create ten diﬀerent textual doc-
uments. The ﬁnal ad hoc corpus for the resource consists of these and
the textual content of the resource. Then, by applying LDA on this cor-
pus we extract the desired number of latent topics, and from them, the
required tags are inferred. We use the LDA with Gibbs sampling im-
plementation provided by the Machine Learning for Language Toolkit
(MALLET) [McCallum, 2002].
3Yahoo! BOSS: developer.yahoo.com/search/boss/ .
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5.3 Evaluation on BibSonomy
To evaluate the efectiveness of our approach, the problem of automatic
tagging is cast as a recommender system task. In this section, we
present two evaluations on data and services from BibSonomy.
5.3.1 Oﬄine evaluation
First we evaluate our α-TaggingLDA method on a BibSonomy dataset
from [Eisterlehner et al., 2009] and described in Section 2.5. This
dataset is almost a complete dump of BibSonomy, i.e., all users, re-
sources (publication references and bookmarks) and tags publicly avail-
able until December 31st, 2008. All tags are lowercased and a cleansing
process was applied to the data. To use as textual resources we extract
the url and description available from bookmarks and the following
ﬁelds from bibtex entries: author, editor, title, abstract, journal, book-
title, notes and description.
Baselines
We compare the performance of our method against two baselines. The
ﬁrst one (baselineMP ), relies on the most speciﬁc tags of a resource.
For a given user u ∈ U , a given resource r ∈ R, and some n ∈ N the
top-n most popular tags by resource are given by:
�T (u, r) := nargmax
t∈T
(|Yt,r|)
where Yt,r := Y ∩ (U × {t} × {r}), for t ∈ T and r ∈ R, which cor-
responds to the frequency of tag assignments on r having the tag t.
When resources have just a few number or zero tag assignments, we
complement the set with the most popular tags of the folksonomy :
�T (u, r) := nargmax
t∈T
(|Yt|)
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where Yt is the set of all tag assigments having tag t ∈ T , and is deﬁned
as Yt := Y ∩ (U × {t} ×R).
The second baseline corresponds to a LDA-based tag recommender
introduced in [Krestel et al., 2009] and evaluated on the same datasets
and splits as ours in [Krestel and Fankhauser, 2009], the values of their
evaluation on the corresponding test splits are reported here as baseline
and are identiﬁed as baselineLDA.
Observe that strategies based on tensor factorization have proved
to be highly competitive for the tag recommendation task, e.g., [Ren-
dle et al., 2009a; Rendle and Lars, 2010]. Since these approaches do
not exploit any content information, their ability to deliver high-quality
recommendations depends on the user interactions within the system
and the density of the dataset. Therefore, the performance of such
methods suﬀers in cold start scenarios, e.g., where a very limited num-
ber of resources is tagged by users. We tackle the cold start problem
with our approach.
Measures
For the evaluation, we used the test data splits provided also by [Eis-
terlehner et al., 2009]. For a given user u ∈ U and a given resource
r ∈ R, the test data consists of a set of posts without tag assignments,
i.e., P test := {(u, S, r) | u ∈ U, r ∈ R, S = ∅}. The system has to
compute the set of tags for this posts S = �T (u, r) to complete the tag
assignments. Some statistics about the test data splits are presented
as follows:
|U test| |Rtest| |Rtest \R| |P test|
1,591 43,002 39,070 43,002
In the evaluation, the list of recommendations consists of ﬁve diﬀer-
ent tags, i.e., | �T (u, r)| = 5. The number of iterations of the underlying
LDA algorithm is set to 100.
As performance measures we use precision and recall and F1 mea-
sure which are standard in such scenarios [Herlocker et al., 2004].
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For each post (u, T (u, r), r) we compute precision and recall as deﬁned
in Equations 5.1 and 5.2, respectively:
precision :=
|T (u, r) ∩ �T (u, r)|
|�T (u, r)| (5.1)
recall :=
|T (u, r) ∩ �T (u, r)|
|T (u, r)| (5.2)
We then average these values over all posts in the given set and
compute the F1 measure as follows:
F1 := 2 · precision · recall
precision+ recall
(5.3)
5.3.2 Online Evaluation
We deployed our implementation as a recommender system on the Bib-
Sonomy recommendation framework according the guidelines described
in [Eisterlehner et al., 2009; Jäschke et al., 2009].
The online evaluation took place from July 27th, 2009, until Septem-
ber 1st, 2009. More than 200 users received recommendations. The
recommendations consisted of a list of 5 tags. The number of posts for
we delivered tag recommendations is 11,102. For the online evaluation,
we set the LDA parameter to produce two general topics and ﬁxed the
number of iterations to 50.
5.3.3 Results and Discussion
The behavior of our method varying the number of topics(|Z| = 2, 4,
8, 16, 32) is shown in Figure 5.3a. As can be seen in the ﬁgure, perfor-
mance decreases with the LDA topic size. A solution with few topics
will typically result in broad topics whereas a solution with too many
topics will result in uninterpretable topics that pick out idiosyncratic
tags. The results on the datasets explored, suggest that such broad top-
ics have higher chance to produce tags general enough to explain the
limited document collection, leading to a higher recall and precision.
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(a) F1 measure for diﬀerent number of topics and tags.
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(b) F1 measure against baselines(|Z|=2).
Figure 5.3: F1 measure.
Oﬄine Evaluation
The prediction quality of α-TaggingLDA with two general topics is
clearly superior to the one of the baselines (Table 5.2, Figure 5.3b)
achieving a F1@5= 15.43% (i.e., F1 measure evaluating 5 tags). Given
the high number of unseen resources in this dataset, a solution based on
relational information only, such as the most popular tags by resource,
is expected not to perform well, in this case, the baselineMP achieves a
of F1@5= 3.5%. Surprisingly, the LDA baseline method only achieves
a F1@5 of 9.8%. This can be explained on how this method represents
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the resources of the system. Each resource is considered as a bag of
tags, without exploiting any content feature. A LDA model is built
using the whole corpus of available resources, i.e., bag of tags, in the
training set, the model is then applied on test resources to infer the tag
recommendations. For unseen resources, i.e., without tags, the method
fails to produce a suitable representation and performs suboptimal in
this, more realistic, sparse dataset.
#tags baselineMP baselineLDA α – taggingLDArecall precision F1 recall precision F1 recall precision F1
1 0.01075 0.03995 0.01694 0.04113 0.14797 0.06436 0.0654 0.2218 0.1010
2 0.01961 0.03674 0.02557 0.06876 0.12523 0.08878 0.1058 0.1837 0.1342
3 0.02756 0.03780 0.03188 0.08723 0.10738 0.09626 0.1395 0.1675 0.1522
4 0.03257 0.03616 0.03427 0.10196 0.09518 0.09845 0.1578 0.1459 0.1516
5 0.03528 0.03408 0.03467 0.11358 0.08630 0.09808 0.1768 0.1369 0.1543
Table 5.2: Precision, recall and F1 against baselines.
Online Evaluation
In the online setting, the average time period the recommender needs
for delivering a list of tag recommendations is 1630.58 milliseconds4.
The results obtained during the online evaluation are shown in Ta-
ble 5.3.
# tags recall precision F1
1 0.06875 0.22500 0.10532
2 0.10625 0.19000 0.13629
3 0.13125 0.18000 0.15181
4 0.15000 0.16500 0.15714
5 0.15469 0.15000 0.15231
Table 5.3: α-TaggingLDA online performance.
4The results presented in this work ignore any possible timeouts in the
process.
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5.4 Automatically Tagging Learning Objects
Cold start is a common problem in many user-centric systems that seek
to improve information access. Speciﬁcally for the collaborative learn-
ing environment setting, a new LO is introduced into the domain, but
it has no (or incomplete) associated user-deﬁned metadata or annota-
tions. Automatic enhancement of LO metadata is an alternative to
address this problem.
In this section, we apply α-TaggingLDA to automatically associate
tag annotations to untagged LOs by exploiting the content from dif-
ferent, but similar resources, found outside the boundaries of a single
content repository. In doing so, we will address the following research
questions:
Q1: To what extent do the LO’s annotations assigned by the
authors agree with the ones assigned automatically?
Q2: From the user perspective, how relevant are the automatic
generated tags comparing to the ones provided by experts?
Q3: In a social tagging recommendation scenario for LOs, are the
automatic annotations better candidate terms for assisting users
in the tagging process than the keywords assigned by the LO’s
author?
To answer these questions, we conducted three distinct evaluations,
ﬁrst, an experimental evaluation followed by two user studies. The
rest of the section describes each evaluation settings. We based our
experiments on a dataset sampled from the OpenScout project collec-
tion [Niemann et al., 2010], which is described in Section 2.5.
5.4.1 Evaluation I: Author’s Keywords and
Automatic Tags
Our ﬁrst evaluation consists of an oﬄine study that measures the agree-
ment between the keywords assigned to the LOs by its author and the
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tag annotations provided by α-TaggingLDA. In order to quantify such
agreement, we consider a recommender system setting, where the au-
thor’s keyword assignments constitute our test set. The task of the
collaborative learning environment is to recommend TopNtags relevant
tags for a given LO.
In this experiment we also use recall, precision and F1 to assess the
performance. In this context, the metrics are deﬁned as follows:
• Recall for a given author u and a learning object i is deﬁned as:
recall :=
|Keywords(u, i) ∩ TopNtags(i)|
|Keywords(u, i)| , and (5.4)
• Precision for a given author u and a learning object i is deﬁned
as:
precision :=
|Keywords(u, i) ∩ TopNtags(i)|
|TopNtags(i)| , (5.5)
whereKeywords(u, i) is the set of keywords assigned by the author u to
the learning object i and TopNtags(i) is the set of size N corresponding
to the tags automatically assigned by α-TaggingLDA to the given LO.
In this experiment we set N = 10.
For the dataset, we averaged these values over all the authors. The
aggregated values of recall and precision are then used to compute their
harmonic mean or F1 measure as deﬁned according to Equation 5.3.
5.4.2 Evaluation II: Guided Choice User Study
The goal of this experiment was to compare the automatically generated
tags against the ones provided by experts.
This evaluation is a user study in which each participant was pre-
sented with basic information regarding a learning object, namely, the
title and an abstract that varies from 20 up to 200 words (see Fig-
ure 5.4). The format of the original resource (e.g., video, image, pre-
sentation or document) was not made known to the participant in order
to align the nature of the evaluation and to avoid biased judgments of
the tag relevance based on non computer-understandable information.
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Figure 5.4: Evaluation II: Guided Choice User Study Interface. Each
participant was instructed to choose at least three tags from the set of
ten suggested tags. Five tags were originally added by the expert/author
of the content, while the remaining ﬁve were automatically generated.
The tags were presented in a random order and their origin was not
disclosed to the participants.
In addition to that, the participants were presented with ten tags to be
evaluated. From the ten tags presented, ﬁve tags were originally added
by the expert/author of the content, while the remaining ﬁve were the
top ranked automatically generated ones. The tags were presented in
a random order and their origin was not disclosed to the participants.
Each participant was then instructed to read the title and the de-
scription of the learning object and ﬁnally choose at least three tags
from the set of ten suggested tags. Once the submission of the form
is completed the participant was presented with a new object to be
evaluated. We kindly asked each participant to repeat the process for
at least ten objects, however, we did not limit the maximum of their
contribution to the study.
In order to compare the automatically generated tags against the
ones provided by experts, we designed this experiment as a recommen-
dation task, and used the recall measure, which is widely used to assess
the recommendation quality [Herlocker et al., 2004] of recommender
systems.
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In this case recall for a given author u and a learning object i is
deﬁned in Equation 5.6, as follows:
recall :=
|Tags(u, i) ∩ TopNtags(i)|
|Tags(u, i)| , (5.6)
where Tags(u, i) is the set of tags assigned by the user u to the learn-
ing object i and TopNtags(i) is the set of size N corresponding to the
tags recommended to the user for learning object i, either based on
α-TaggingLDA or on the author’s keywords. In this experiment we set
N = 5.
As in Evaluation I, we averaged the values over all the participants.
Using a ﬁxed number of recommendations, precision is just the same
as recall up to a multiplicative constant and thereby there is no need
to evaluate precision.
5.4.3 Evaluation III: Free Choice User Study
The goal of this study was to collect evidence to evaluate if the auto-
matic annotations are better candidate terms for assisting users in the
tagging process than the keywords assigned by the LO’s author.
Similarly to Evaluation II, in this user study, each participant was
presented with the title and an abstract of a learning object. Once
again, due to same reasons as presented before, the format of the orig-
inal resource (e.g., video, image, presentation or document) was not
disclosed to the participants.
Each participant was then instructed to read the title and the de-
scription of the learning object and ﬁnally input ﬁve tags she thinks to
be relevant for describing the object, as depicted in Figure 5.5. Once
the submission of the form was completed, the participant was pre-
sented with a new object to be evaluated. Each participant was asked
to repeat the process for at least ten objects.
As in Evaluation II, in order to evaluate this experiment we cast it
as a recommendation task and evaluate the recall measure. In this case
Tags(u, i) corresponds to the set of tags that would be recommended
to the participant u for the given LO i.
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Figure 5.5: Evaluation III: Free Choice User Study Interface. Participants
were instructed input ﬁve tags they think to be relevant for describing
the LO.
Note that, even though, the set of tags is not presented to the partici-
pant, it helps us to measure which terms are better for assisting users
in the tagging process.
5.4.4 Results
Evaluation I aims to answer the research question ‘Q1: At what extent
do the LO’s annotations assigned by the authors agree with the ones
assigned automatically? ’. As an outcome for |TopNtags| = 10, we ob-
tained the following results, recall=0.26 precision=0.13 and F1=0.18.
Table 5.4 shows the F1 measure for diﬀerent sizes of TopNtags.
|TopNtags| 1 2 3 4 5 6 7 8 9 10
F1 0.04 0.07 0.09 0.10 0.10 0.11 0.12 0.13 0.16 0.18
Table 5.4: F1 measure for diﬀerent sizes of TopNtags.
From the user study in Evaluation II we collected the feedback of 115
participants (43 female and 72 male), 100 of them explicitly stated to
be students. Their average age was 24, ranging from 20 to 53 years old.
In total the participants evaluated 1,134 objects covering 478 unique
ones.
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Also, in total 4,035 tags were chosen to represent the documents, in
average each participant picked 3.56 tags per document. As explained
in the setup of this evaluation, the tags exposed to the participants
were originated from two diﬀerent sources, the expert who created the
learning material and a second set from the automatic tagging method.
It’s important to note that the tags from each group were always
presented to the participants in an equal distribution to preserve the
fairness of the study. Additionally, when a participant chose a tag that
was in both α-TaggingLDA set and the Experts’ set we computed this
choice as two tag assignments as outlined in Section 5.4. Although
the participants chose 4,035 tags, in our experiments, we used a total
of 4,939 tag assignments. Out of the 4,939 tag assignments, 67.5%
of them were originated by α-TaggingLDA and 32.5% by the experts
(Table 5.5).
The most straightforward analysis of these results shows a clear pref-
erence of the participants for the tags that were automatically added.
Thus, it is also reasonable to conclude that these tags are more relevant
to the participants, which answers our second question: ‘Q2: From the
user perspective, how relevant are the automatic generated tags com-
paring to the ones provided by experts?’. The main reason is that the
underneath approach generates tags that represents better the learners
tagging behavior. Through the outcomes of this evaluation we inter-
pret that the automatic generated tags are, in general, more descriptive
and more useful for the learners than experts’ tags. Additionally, it is
reasonable to assume that these learners, when searching for one of
these documents would (with a higher probability) use a tag that was
automatically generated rather than the experts’ tags. The same as-
sumption is valid for the case of browsing resources in a hierarchical
classiﬁcation or in a facet browsing interface.
To validate the signiﬁcance of the results achieved, for each partic-
ipant, we took the averages of the distribution of α-TaggingLDA and
Expert’s tag sets. With two groups of 115 samples we performed a
two-tailed t-test that conﬁrmed a statistically signiﬁcant diﬀerence of
α-TaggingLDA mean (68.2%) and Expert’s keywords mean (31.8%).
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Experiment II: Guided Choice Experiment III: Free Choice
Participant’s TAS 4939 - 4745 -
S
et
s α-TaggingLDA 3336 67.5% 1824 38.4%
Experts 1603 32.5% 983 20.7%
Table 5.5: Tag Assignment (TAS) results for the user evaluations. The
Sets rows show the number of TAS that were chosen by the participants
that overlapped with TAS given by the experts, or with α-TaggingLDA
method and the respective recall measure.
For Evaluation III, the participants evaluated 832 objects covering
454 unique ones. In this phase, where the participants were instructed
to freely choose terms that best classify the objects, 4,745 tags were
generated (1,868 unique tags).
Using these data we now have three diﬀerent sets of tags:
α-TaggingLDA tags, experts’ tags and learners’ tags. By validating
the learners’ generated tags against the other sets we found an overlap
of 38.4% with automatic generated α-TaggingLDA tags and 20.7% with
the experts’ tags (Table 5.5). Additionally, in only 8.9% of the cases,
a tag occurs in all three sets. At this point we are just considering
the whole sets of tags and not the precision of them regarding each re-
source. These results complement Evaluation II by ﬁrmly stating that
on average the automatic generated tags are closer to the ones used by
learners.
By considering only the results from those 100 participants that
stated to be students, the numbers do not change signiﬁcantly. The
overlap with automatic generated tags increases slightly to 39.04%
while the overlap with the experts’ tags remains on the same levels
(20.3%). These results help us to answer the third question – Q3, as
the automatic annotations turned out to be the best candidate terms
for assisting users in the tagging process.
The values of recall and precision of Evaluation I (Section 5.4.4)
suggest that the information captured by the automatic tag annotations
partially agrees with the expert keywords assigned to the LO. The
values are not exceptionally high, which suggest that the automatic
tag annotations tend to capture diﬀerent information than the expert
keyword assignments. The user studies conducted in Evaluation II
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and III exposed how additional information captured by the automatic
annotations are perceived by the learners, and explore the usability
improvements of the collaborative learning system.
The results from the ﬁrst user study setup (Evaluation II) clearly
demonstrate the preference of the participants for tags produced by
the automatic tagging method. This means that, the produced tags re-
ﬂect better the participants’ preferences in comparison to the experts’
keyword assignments. The most probable reasons are, ﬁrst, the afore-
mentioned problem that a tag assignment is not always clear to users
other than its creator. Second, learners usually have a viewpoint that
diﬀers from the experts, thus they are more prone to avoid terms that
are too speciﬁc or that they would probably not remind later. Finally,
the terms given by the automatic tagging, extracted from search results’
snippets, represent better the wisdom of the crowd since these results
are originally extracted from multiple resources. It is also important to
remark that the search results themselves are consequence of ranking
algorithms that exploit collective knowledge and preferences.
In principle, the results of the second user study (Evaluation III)
support the same beneﬁts. The goal of this phase was to prevent any
possible biases in the ﬁrst evaluation. We hypothesize that, when ask-
ing a participant to tag a learning object, we are implicitly observing
which tags the participants would use in a collaborative social learning
environment, and indirectly potential terms to query or browse for a
learning object.
Bearing in mind the overall results obtained in the experiments, the
most important consideration to highlight is the potential beneﬁts pro-
duced by the information delivered by the automatic tagging method
evaluated.
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5.5 Related Work
In this section, we present related works in two main areas, namely
Automatic Tagging and Learning Object Enrichment.
Automatic Tagging
Latent data models have been used to expose some hidden stucture or
“context” to suggest tags for enhanced information access and collabo-
rative tag recommendations. By context we refer to some meaningful
aggregation of resources such as: association rules [Heymann et al.,
2008] or user/system deﬁned clusters[Abel et al., 2007; Song et al.,
2008]. In each of these cases, properties of aggregated resources in-
crease overlap, which can be exploited to derive tag information about
the resource on the Web.
Latent approaches treat the automatic suggestion of tags by relying
upon dimensionality reduction: such as Latent Dirichet Allocation. In
[Krestel et al., 2009; Krestel and Fankhauser, 2009] resources annotated
by many users and thus having a relatively stable and complete tag set
are exploited to overcome the cold start problem. They build an LDA
model from tags which have been previously assigned by users. In
this way, a resource in the system is represented with tags from topics
discovered by LDA. For a new resource with few or no annotations, they
expand the latent topic representation with the top tags of each latent
topic. The work of [Phan et al., 2008] external knowledge from a large,
so called “Universal Dataset” is used to address textual sparseness in
the classiﬁcation of short segments of text such as chat messages, or
news feeds. They learn a LDA topic model from both a small set of
labeled training data and the universal dataset. The model is then
exploited to discover a set of latent topics which are subsequently used
as the target in a multi-class classiﬁer for the original sparse text.
In contrast to model based systems, instance based approaches do
the association between users and annotations on-the-ﬂy. For example,
in Cross-Tagging [Stewart et al., 2009], information accesses is enhanced
for a non-folksonomy user, such as a music blogger, by exploiting the
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tag assertions made by (similar) users of folksonomies. The overlap
between the mention of tracks in a music blog, and the tracks in LastFM
is determined. The user-resource-tag triples are modeled with a tensor;
exploiting the underlying latent semantic structure in the tensor to form
multi-way correlations between users, tags, and resources.
In these auto tagging systems, the performance of the aforemen-
tioned approaches highly relies on the assumption of a dense set of
data upon which the model can be built. To overcome this issue, we
introduced in this chapter α-TaggingLDA, a method for automatic tag-
ging resources with sparse and short textual content.
Learning Object Enrichment
Lohmann et al. [Lohmann et al., 2008] demonstrate the importance of
additional metadata to learning resources visibility and reusability and
suggest design guidelines for automatic tagging approaches. The au-
thors suggest (i) the use of a stable set of tags for agreed description
of resources, (ii) to guide the tagging process (e.g., with tag recom-
mendations), (iii) to use text extracted from resources for starting set
of tags, and (iv) the use of a small set of selectable tags for tags con-
vergence. The two user evaluations we present in this work align with
these guidelines.
Another recent system, namely, ReMashed [Drachsler et al., 2010]
takes advantage of tagged and rated data of combined Web 2.0 sources,
integrating the metadata from decentralized sources of content. Their
work addresses the new user cold start scenario and shows that a rec-
ommender system that exploits already tagged resources can mitigate
the lack of user information. Our work, on the other hand, focuses on
the new item cold start problem, and aims to annotate untagged LOs.
Once objects are tagged, it is possible to improve the performance of a
recommender system [Stewart et al., 2009].
Abel et al. [Abel et al., 2009] introduce the LearnWeb 2.0 environ-
ment,which supports sharing, discovering, and managing learning re-
sources, which are spread across diﬀerent Web 2.0 platforms, between
learners and educators.
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LearnWeb 2.0 aggregates resources and enhances their metadata us-
ing functionalities from ten diﬀerent Web 2.0 services. Furthermore,
in order to support collaborative searching, the authors are provided
with an automatic resource annotation service. Once a search result is
displayed in the environment, it is automatically tagged with the cor-
responding query terms. This mechanism assumes that the system has
enough information to retrieve the item as relevant for a given query.
Furthermore, it requires an initial user interaction, i.e., search, in order
to be able to annotate the resource. This is not necessarily the case
for resources with sparse text, or multimedia resources with little or
no metadata available. Our approach is content based and does not
require any user interaction to automatically annotate the LOs.
In contrast to previous work, we aim to evaluate the usability and
eﬀectiveness of this automatic tagging approach, and address its po-
tential to generate metadata for novel resources in the context of a
collaborative learning environment.
5.6 Discussion
In this chapter, we presented an approach to addressing the dynamics
associated with online environments where novel items appear rapidly.
We show the ability of our method, α-TaggingLDA, to enrich sparse
and limited textual information by means of exploiting the resource
redundancy and latent topic overlap between similar resources found
in an auxiliary domain.
We empirically evaluate, both oﬄine and online, the eﬀectiveness
of our approach addressing the cold start problem on a collaborative
tagging recommender scenario.
The online deployment of our method demostrates its eﬃciency and
scalability delivering high quality recommendations in real time, with-
out requiring any expensive oﬄine model computation or updates. We
believe that our approach would be ideally suited as part of a comple-
mentary solution for bootstrapping Web 2.0 social information systems.
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We have empirically demonstrated through a series of evaluations
that the proposed α-TaggingLDA method produces quality metadata
enhancement for the learning objects. First, by experimentally com-
paring against existing authors’ tag annotations. Second, by running
a user study comparing the participants’ preference for automatically
produced tags against the authors’ tags. Finally, a last user study that
demonstrated that α-TaggingLDA tags are the best candidate terms
for assisting users in the tagging process.
The additional metadata that was automatically generated by our
method can improve personal recommendations of learning objects and
most notably it overcomes the ‘cold start’ for objects that are not
tagged, consequently isolated from the rest of the folksonomy.
Our approach faces some limitations, since we depend on the ex-
ternal resources provided by a search engine. One implication of this
shortcoming is that the collection of the documents retrieved may not
contain enough meaningful text for good topics to be generated. An-
other implication is that in some cases, there may be valuable docu-
ments for enriching the learning resources, but the documents may not
be available if they are buried in the “Hidden-Web”, i.e. documents that
are not indexed by search engines. One potential solution to, at least,
mitigate this limitation is to use multiple and heterogeneous sources for
building the topic model. Heterogeneity would include the use of mul-
tiple search engines, and open information sources such as wikipedia.
Future experiments are needed to examine heterogeneous sources, and
we consider this in future work.
Note that our automatic tagging approach, as in the case of recom-
mender systems, can have a bias eﬀect towards a particular algorithm,
aﬀecting the folksonomy evolution and the emergence collective intel-
ligence. But in dynamic scenarios where novel items appear rapidly,
e.g., news articles, and in domains where it is diﬃcult to reach a criti-
cal mass of users and a stable set of tags, approaches like ours represent
a powerful alternative to overcome data sparsity and cold start prob-
lems. This represents a fundamental trade-oﬀ that should be consider
by practitioners.
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We plan to evaluate how our approach could be further reﬁned to
assist authors in tasks of keyword assignment by recommending them
relevant terms for the LO. We are interested in exploring how auto-
matically added tags can be incorporated in user’s proﬁles and to what
extent it can improve recommendations and discovery of new items. Al-
though our work focuses on approaching the cold start problem, we are
also interested in running an evaluation with learning objects that have
already been enriched by an active community. This would provide us
valuable insights to compare the automatic generated tags based on the
general wisdom of the crowd and the focused learning community.
In addition, we intend to evaluate how the tags we suggest can
help with regard to recommending resources to the users, and we plan
to evaluate our approach on items that are not textual like photos,
video, music and other multimedia resources using the metadata. Early
results in this direction suggest this to be challenging not only given
the sparseness of such metadata, but the diﬃculty with which topics
can be found, even after the enrichment from an auxiliary domain.
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6 Social Media Analytics
The high rate at which users share their opinions on blogs, forums, and
social networking sites, such as Facebook or Twitter, makes this kind of
media attractive to measure collective behavior towards current aﬀairs.
Real-time access to the large amount of user generated content available
can provide the tools to social researchers, public health agencies, and
citizens in general, to monitor the pulse of the society towards speciﬁc
topics of interest, a task traditionally accomplished only through costly
analysis procedures and opinion polls, which are also time consuming
to conduct, and therefore frequently limited to small sample sizes. Our
goal in this chapter is to explore two application domains for Social
Media Analytics: (i) Epidemic Intelligence and (ii) Political Emotion
Detection.
Tracking Twitter for public health has shown great potential. How-
ever, most recent work has been focused on correlating Twitter messages
to inﬂuenza rates, a disease that exhibits a marked seasonal pattern.
In the presence of sudden outbreaks, how can social media streams be
used to strengthen surveillance capacity? In the ﬁrst part of this chap-
ter, we seek to address the issues that can help deliver a public health
surveillance system based on Twitter, by taking into account two im-
portant stages in epidemic intelligence: Early Outbreak Detection and
Outbreak Analysis and Control.
In the second part, the chapter provides evidence of the potential
uses of twitter in emerging regions. Considering that Latin America
is not the exception of Twitter’s global adoption, we provide an exam-
ple of integration of sentiment analysis in Spanish and the real-time
nature of Twitter using Latin America as test bed, that is, automati-
cally detecting in the social media streams the sentiments and emotions
towards political ﬁgures in this region.
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6.1 Introduction
Epidemic Intelligence (EI) encompasses activities related to early warn-
ing functions, signal assessments and outbreak investigation. Only the
early detection of disease activity, followed by a rapid response, can
reduce the impact of epidemics. Recently, modern disease surveillance
systems have started to also monitor social media streams, with the
objective of improving their timeliness to detect disease outbreaks, and
producing warnings against potential public health threats (e.g., [Cor-
ley et al., 2010]). The real-time nature of Twitter makes it even more
attractive for public health surveillance. Recent works have shown the
potential of using Twitter for public health. However, these works have
either focused on: the text classiﬁcation and ﬁltering of tweets [Sofean
et al., 2012; Sriram et al., 2010]; or ﬁnding predictors for diseases that
exhibit a seasonal pattern (i.e., inﬂuenza-like illnesses) by correlating
selected keywords with oﬃcial inﬂuenza statistics and rates [Culotta,
2010; Lampos and Cristianini, 2010; Signorini et al., 2011]. Still others
have focused on mining Twitter content for topic [Paul and Dredze,
2011a,b] or sentiment analysis [Chew and Eysenbach, 2009]. Further-
more, these existing approaches have all focused on countries where the
tweet density is known to be high (e.g., the UK, or U.S.) [Semiocast,
2012].
In the ﬁrst part of this chapter, we seek to address the issues that
can help deliver a public health surveillance system based on Twitter,
and take up the following questions:
1. Early Outbreak Detection: Is it possible, by only using Twitter,
to ﬁnd early cases of an outbreak before well established systems?
2. Outbreak Analysis and Control : Is it possible to use Twitter to un-
derstand the potential causes of contamination and spread?, and
how can we provide support for public health oﬃcial to analyze
and assess the risk based on the available social media informa-
tion?
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In contrast to the aforementioned studies, ours focuses on a sudden
outbreak of a disease that does not involve any seasonal pattern. More-
over, our work shows the potential of Twitter in countries where the
tweet density is signiﬁcantly lower, such as Germany. The contributions
of this study are summarized as follows:
• We provide an example of the application of standard surveil-
lance algorithms on Twitter data collected in real-time during a
major outbreak of EHEC/HUS in Germany, and provide insights
showing the potential of Twitter for early warning.
• For outbreak analysis and control, many studies have been made
for systems that return documents in response to a query, lit-
tle eﬀort has been devoted to exploiting learning to rank in a
personalized setting, specially in the domain of epidemic intelli-
gence. This chapter presents an innovative personalized ranking
approach that oﬀers decision makers the most relevant and at-
tractive tweets for risk assessment, by exploiting latent topics
and social hash-tagging behavior in Twitter.
In the second part of this chapter, we study how social media
streams can help monitoring people’s emotions towards political ﬁg-
ures. The explosion in Twitter’s global user adoption over the past
years also impacts Latin America. Brazil, Mexico, Venezuela, Colom-
bia, Argentina, and Chile are among the top-20 countries in terms
of Twitter accounts, as reported by a recent study by Semiocast, a
provider of consumer insight and brand management solutions [Semio-
cast, 2012]. Twitter and other social media services allow users to
express themselves, share their emotions and discuss their daily life
aﬀairs in real-time, covering a variety of diﬀerent points of view and
opinions, including political and event-related topics such as immigra-
tion, economic issues, tax policy or election campaigns. On the other
hand, traditional methods tracking public opinion still heavily rely upon
opinion polls, which are usually limited to small sample sizes and can
incur in signiﬁcant costs in terms of time and money. We leverage
state-of-the-art techniques of sentiment analysis for real-time political
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emotion tracking. In particular, we analyze mentions of personal names
of 18 presidents in Latin America, and measure each political ﬁgure’s
eﬀect in the emotions reﬂected on the social web. In summary the
contributions of this study are:
• We present an extensive sentiment analysis of the political land-
scape of Latin America. To the best of our knowledge, this is the
ﬁrst study of this nature with a coverage of eighteen countries in
the region.
• For polarity and emotion detection, many studies have been made
in sentiment analysis. This chapter presents, not only the ex-
tracted emotions and polarity, but also goes a step forward and
quantiﬁes which combination of emotions explains better the pub-
lic’s opinion.
6.2 Epidemic Intelligence Based on Twitter
In May 2011, an outbreak of enterohaemorrhagic Escherichia coli (EHEC)
occurred in northern Germany. It was one of the largest described out-
breaks of EHEC/HUS worldwide and the largest in Germany [Frank
et al., 2011].
Day 1: May 19, 2011, the Robert Koch Institute (RKI), Germany’s
Federal Public Health Authority, was invited by the Health and Con-
sumer Protection Agency in Hamburg to assist in the investigation of
three cases of Hemolytic-uremic syndrome (HUS), a life-threatening ill-
ness caused by EHEC. Day 2: May 20, alarmed by the type of persons
aﬀected and the rapid spread of EHEC, an investigation was initiated
by RKI, involving all levels of public-health and food-safety authorities
to identify the cause of the outbreak, and to prevent further cases of dis-
ease. On day 5: May 23, RKI asked all health departments to expedite
procedures, by immediately forwarding all case reports of suspected or
conﬁrmed EHEC/HUS, to the Federal Public Health Authority, rely-
ing directly on the diagnoses of notifying clinicians [Frank et al., 2011;
Robert Koch Institute (RKI), 2011].
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Based on this ﬁve-day timeline of EHEC/HUS 2011 outbreak in
Germany, one can see that public health oﬃcials are faced with new
challenges for outbreak alert and response. This is due to the con-
tinuous emergence of infectious diseases and their contributing factors
such as demographic change, or globalization. Early reaction is neces-
sary, but often communication and information ﬂow through traditional
channels is slow. Can additional sources of information, such as social
media streams, provide complements to the traditional epidemic intel-
ligence mechanisms?
6.2.1 Twitter for Early Warning
The continuous emergence of infectious diseases and their contributing
factors impose new challenges to public health oﬃcials. Early reaction
is necessary, but often communication and information ﬂow through
traditional channels is slow. Additional sources of information, such as
social media streams, provide complements to the traditional reporting
mechanisms.
For example, if we observe Figure 6.1, we can see two plots, one
of them corresponds to the relative frequency of EHEC cases as re-
ported by RKI [Robert Koch Institute (RKI), 2011], and the other to
the relative frequency of mentions of the keyword “EHEC" in the tweets
collected during the months of May and June 2011. We can appreci-
ate the high correlation of the curves, which corresponds to a Pearson
correlation coeﬃcient of 0.864. We can also observe the inertia of the
crowd that continued tweeting about the outbreak, even though the
number of cases were already declining (e.g., June 5 to 11).
Twitter has shown potential as a source of information for public
health event monitoring (e.g., [Paul and Dredze, 2011b; Sofean et al.,
2012]), but could it be possible to generate an early warning signal
before well established systems by only tracking Twitter?
In this section, we have a closer look to the time period of the
EHEC/HUS outbreak in Germany, and address this question.
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Figure 6.1: Relative frequency of cases reported to RKI and the number
of tweets mentioning the name of the disease: EHEC. The Pearson cor-
relation coeﬃcient is 0.864. Monitoring Twitter allowed us to generate
the ﬁrst signal on Friday, May 20th, 2011, using standard biosurveillance
methods, before well established early warning systems (triangle on the
time axis).
Data Collection
We incrementally collected tweets using Twitter’s API, currently we
monitor over 500 diseases and symptoms, which include “EHEC". One
of the challenges we face collecting data from Twitter, besides the API
restrictions, is the level of noise with respect to medical domain content.
Straightforward techniques relying on regular expressions, even though
they exhibit high recall, are diﬃcult to maintain and prone to high false
positive rates. For example, consider the following two tweets collected
by a combination of regular expressions, and a dictionary of diseases
that includes the medical conditions EHEC and fever :
1. RKI warns against north German vegetables: Experts looking
feverishly
EHEC source http://bit.ly/itGpJx
2. I’ve deﬁnitely Bieber-fever. There’s no doubt. but who hasn’t got
bieber fever? @justinbieber is soo damn rawwwr
Tweet number one is of obvious importance for epidemic intelli-
gence, but number two is not.
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Description Amount
Number of tweets collected related to medical con-
ditions during May and June, 2011
7,710,231
Tweets extracted related to the EHEC/HUS out-
break out of the ones collected
456,226
Distinct users that produced the tweets related to
the outbreak
54,381
Table 6.1: Data collected from Twitter related to the EHEC/HUS
outbreak in Germany during May and June, 2011.
Instead of simple keyword matching to ﬁlter out irrelevant tweets,
our data collection strategy includes text classiﬁcation methods and a
multi-level ﬁltering based on supervised learning, following the
approach of Stewart et al. [Stewart et al., 2011b].
Table 6.1 summarizes the data collected related to the outbreak
that was used in our analysis.
Detection Methods
The surveillance algorithms we used are well documented in the dis-
ease aberration literature e.g. [Khan, 2007; Hutwagner et al., 2003;
Basseville and Nikiforov, 1993]. The objective of these algorithms is
to detect aberration patterns in time series data when the volume of
an observation variable exceeds an expected threshold value. In our
case, for example, the observation variable corresponds to mentions of
medical condition “EHEC" withing the tweets.
The ﬁve biosurveillance algorithms we used for early detection are:
the Early Aberration Reporting System (EARS) (1) C1, (2) C2, and (3)
C3 algorithms, (4) F-statistic, and (5) Exponential Weighted Moving
Average (EWMA), which are brieﬂy described below, for a detailed
introduction please refer to [Khan, 2007].
The Early Aberration Reporting System (EARS) (1) C1,
(2) C2, and (3) C3 algorithms [Hutwagner et al., 2003] compute a test
statistic, Tt, on day t as follows:
Tt = max(0, (Xt − (µt + k · σt))/σt) (6.1)
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where Xt is the count on day t, k is the shift from the mean to be
detected, and µt and σt are the mean and standard deviation of the
counts during the baseline period. For C1, the baseline period is (t −
7, . . . , t− 1); for C2 the baseline is (t− 9, . . . , t− 3). The test statistic
for C3 is the sum of Tt + Tt−1 + Tt−2 from the C2 algorithm (Eq. 6.1).
The constant k determines how sensitive is the algorithm to generate a
signal. With a lower value of k, the algorithm becomes more sensitive
as it will trigger an alarm with less of a deviation from the mean of the
process.
(4) The F-statistic [Burkom, 2005] is computed as:
Tt = σ
2
t + σ
2
b
where σ2t approximates the variance during the testing window and σ2b
approximates the variance during the baseline window. Their calcula-
tion is as follows:
σ2t =
1
nt
nt�
test
(Xt − µb)2
σ2b =
1
nb
nb�
test
(Xt − µb)2
(5) Exponential Weighted Moving Average (EWMA) model
[Khan, 2007], provides for a non-uniformly weighted baseline by down-
weighting counts that are on days further from the target day. The
smoothed daily counts were calculated as:
Y1 = X1; Yt = ωXt + (1− ω)Yt − 1
and the test statistic was calculated as
Tt = (Yt − µt)/[σt ∗ (ω/(2− ω))1/2]
where 0 > ω > 1 is the smoothing constant, and µt and σt are the
mean and standard deviation for the baseline window, which was set
to (t− 15, . . . , t− 5).
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We signal an alarm if the test statistic reported by the detection
methods exceeds a threshold value, which is determined experimentally.
The larger the amount by which the threshold is exceeded, the greater
the severity of the alarm. Table 6.2 summarizes the alarm dates and
detection methods parametrization, which follows the guidelines of N.
Collier [Collier, 2010] and Khan [Khan, 2007].
Detection
Method
Parametrization [Khan, 2007;
Collier, 2010]
Alarm
Dates
C1 Training window = 15 days; buﬀer
= 5 days; upper control limit = µ+
3σ
May 20 to
May 28
C2 Training window = 15 days; buﬀer
= 5 days; upper control limit = µ+
3σ; alarm threshold=0.2
May 20 to
May 28
C3 Training window = 15 days; buﬀer
= 5 days; upper control limit = µ+
3σ; alarm threshold=0.3
May 20 to
May 24
F-statistic Training window =15 days; buﬀer
= 5 days; alarm threshold=0.6
May 20 to
June 30
EWMA Training window =15 days; buﬀer
= 5 days; alarm threshold=4, ω =
0.24
May 20 to
May 30
Table 6.2: Detection method parameters and alarm dates.
Using any of the detection methods (Table 6.2), a daily count less
than ﬁve tweets was enough to signal an alert on May 20th, 2011.
The Early Warning and Response System (EWRS) 1 of the European
Union received a ﬁrst communication by the German authorities on
Sunday May 22. MedISys 2 detected the ﬁrst media report in the
German newspaper Die Welt 3 on Saturday May 21 [Linge et al., 2011]
and ProMED-mail 4 and all other major early alerting systems (e.g.,
ARGUS, Biocaster, GPHIN, HealthMap, PULS) covered the event on
Monday May 23.
1EWRS: ewrs.ecdc.europa.eu .
2MedISys: medusa.jrc.it/medisys .
3Die Welt: welt.de .
4ProMED-mail: promedmail.org .
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Why was this early detection possible with respect to well estab-
lished early warning systems? We tracked only Twitter as source of
information, in contrast to MedISys for example, that tracks hundreds
of news sources on the Internet. We consider Twitter’s diversity was
the key element that helped in the earlier detection of the event.
Twitter is a diverse stream of multiple sources. In Twitter converges
the contribution from the crowd – millions of individual users obscure
and renown; big and small media outlets; global and local newschap-
ters, etc. Our work and that of MedISys focus on an analysis at a
national level, but there are cases where support for the local perspec-
tive is important, for example local and smaller news chapters reaching
a broader audience through Twitter.
A closer look to day May 20, reveals that the ﬁrst alarm was trig-
gered based on ﬁve tweets, the actual messages are shown in Table 6.3,
all of them generated from sources not far from where the ﬁrst cases
of the outbreak were reported. Those users acted as local sensors, pro-
ducing tweets that spread the news faster than major newschapters.
6.2.2 Twitter for Outbreak Analysis and Control
For public health oﬃcials, who are participating in the investigation
of an outbreak, the millions of documents produced over social me-
dia streams represent an overwhelming amount of information for risk
assessment.
To reduce this overload we explore to what extent recommender
systems techniques can help to ﬁlter information items according to
the public health users’ context and preferences (e.g., disease, symp-
toms, location). In particular, we focus on a personalized learning to
rank approach that ultimately oﬀers the user the most relevant and
attractive tweets for risk assessment. In this section, we introduce our
approach and report an experimental evaluation on the EHEC/HUS
dataset collected from Twitter.
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No. Tweet User Location
1 Hannover: Gefahr durch EHEC-
Erreger http://bit.ly/l2bJwN
BS_Zeitung Braunschweig
2 Twitter Hannover: Gefahr
durch EHEC-Erreger
http://bit.ly/l2bJwN
WN_Wolfsburg Wolfsburg
3 20. Mai 2011, 19:48 Uhr -
Mehrere Hamburger mit EHEC-
Erreger inﬁziert: In Hamburg
haben sich mehrere Menschen m...
http://bit.ly/jEfoHw
Hamburg_ Hamburg
4 Mehrere Hamburger mit EHEC-
Erreger inﬁziert: Hamburg
(dpa/lno) - In Hamburg haben
sich mehrere Menschen mit dem...
http://bit.ly/lRM5Kr
Lokales_Hamburg Hamburg
5 Hannover: Gefahr durch EHEC-
Erreger http://bit.ly/l2bJwN
SZ_Zeitung Salzgitter
6 Mehrere Hamburger mit EHEC-
Erreger inﬁziert: Hamburg
(dpa/lno) - In Hamburg haben
sich mehrere Menschen mit dem...
http://bit.ly/m7ZQWp
inselhiddensee Insel Hiddensee
7 Twitter Mehrere Hamburger
mit EHEC-Erreger inﬁziert
http://bit.ly/jt9uHA
schleswigbiz Schleswig
Table 6.3: The early tweets gathered related to the outbreak on May
20, 2011. These few tweets were enough to trigger an alert using a
moving average biosurveillance detection method. The Early Warning
and Response System (EWRS) of the European Union received a ﬁrst
communication by the German authorities on Sunday May 22.
Our Approach: Ranking Tweets for
Epidemic Intelligence
We propose to use the user context as implicit criteria to select tweets
of potential relevance, that is, we will rank and derive a short list of
tweets based on the user context.
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The user context Cu is deﬁned as a triple
Cu = (t,MCu, Lu) , (6.2)
where t is a discrete time interval, MCu the set of medical condi-
tions, and Lu the set of locations of user interest.
We deﬁne three concepts that will help us to discuss our approach
in the rest of this section:
Medical Condition is a string that describes a human medical
condition, such as a disease, disorder or syndrome. We represent the
set of medical conditions as MC.
Location is a string that is used to identify a point or an area
on the Earth’s surface, which can be mapped to a speciﬁc pairing of
latitude and longitude. The set of locations is denoted as L.
Complementary Context is deﬁned as the set of nouns, which
are neither Locations nor Medical Conditions. Complementary Context
may include named entities such as names of persons, organizations,
aﬀected organisms, expressions of time, quantities, etc. We denote the
set of named entities that represents the complementary context as CC,
where CC ∩ (L ∪MC) = ∅.
Our Personalized Tweet Ranking for Epidemic Intelligence algo-
rithm or PTR4EI is shown in Algorithm 3. The algorithm extends a
learning to rank framework by considering a personalized setting that
exploits user’s individual context (see Section 2.2). Table 2.1 gives a
summary of notations used in learning to rank.
More precisely, we consider the context of the user, Cu, and prepare
a set of queries, Q, for a target event (e.g., a disease outbreak). We ﬁrst
compute LDA [Blei et al., 2003] on an indexed collection T of tweets
for epidemic intelligence, where not all tweets are necessarily interesting
for the target event.
We also extract the hash-tags that co-occur with the user context
by considering the medical conditions and locations in Cu as hash-tags
themselves, and ﬁnd which other hash-tags co-occur with them within
a tweet, and how often they co-occur, which will help us to select the
most representative hash-tags for the target event.
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Algorithm 3 Personalized Tweet Ranking algorithm for Epidemic In-
telligence (PTR4EI)
Input: User Context Cu = (t,MCu, Lu), Inverted index T of tweets
collected for epidemic intelligence before time t, and subset of the
tweets Dy ⊂ D.
Output: Ranking Function fCu for User Context Cu.
1: Compute LDA topics (topicsLDA) on T
2: Consider each mc ∈ MCu as a hash-tag, and extract from T all
co-occurring hash-tags: coHashTags
3: Classify the terms in topicsLDA and the hash-tags in coHashTags
as Medical Condition MCx, Location Lx or Complementary
Context CCx
4: Build a set of queries as follows:
Q = {q | q ∈MCu × P({Lu ∪MCx ∪ Lx ∪ CCx})}
5: For each query qi ∈ Q obtain tweets D from the collection T
6: Elicit relevance judgments Y on the given subset Dy ⊂ D
7: For each tweet dj ∈ D, obtain the feature vector φ(qi, dj)
w.r.t. (qi, dj) ∈ Q×D
8: Apply learning to rank to obtain a ranking function for the user
context Cu:
fCu(q, d) = �w · φ(q, d)
9: return fCu(q, d)
The set Q is constructed by expanding the original terms in Cu
with the ones in the LDA topics and co-occurring hash-tags, which are
previously classiﬁed as medical condition, location or complementary
context.
We build the set D of tweets by querying index T using q ∈ Q as
query terms. Next, we elicit judgments from experts on a subset of the
tweets retrieved, in order to construct Dy ⊂ D.
We then obtain for each tweet dj ∈ D its feature vector φ(qi, dj)
with respect to the pair (qi, dj) ∈ Q×D.
Finally and with these elements, we apply a learning to rank algo-
rithm to obtain the ranking function for the given user context.
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In the rest of the section, we evaluate our approach considering as
event of interest the EHEC/HUS outbreak in Germany, 2011.
Experiments and Evaluation
To support users in the assessment and analysis during the EHEC/HUS
outbreak, we set the user context (Eq. 6.2) as Cu = (t,MCu, Lu) =
([2011-05-23; 2011-06-19], {“EHEC"}, {“Lower Saxony"}), in this way,
we are taking into account the main period of the outbreak 5, the disease
of interest, and the German state with more cases reported.
Following Algorithm 3, we computed LDA and extracted the co-
occurring hash-tags using the indexed collection T described in Section
6.2.1. Table 6.4 shows four LDA topics for each week of the time
period of interest, and Table 6.5 presents the hash-tags co-occurring
with #EHEC.
We asked three experts: one from the Robert Koch Institute and the
other two from the Lower Saxony State Health Department (NLGA) 6
to provide their individual judgment on a subset Dy of 240 tweets,
evaluating for each tweet, if it was relevant or not to support their
analysis of the outbreak. Any disagreement in the assigned relevance
scores was resolved by majority voting.
We selected these tweets from the index T as follows: 30 were ob-
tained using as query the term “EHEC", i.e., MCu, together with the
medical conditions identiﬁed using LDA, and 30 using the medical con-
ditions from the hash-tags. We used a similar procedure combining
query “EHEC" with the locations and complementary context extracted
from LDA and hash-tag co-occurrence, obtaining 30 tweets at every
step, for a total of 120 tweets. For the rest 60, we used the query term
“EHEC" alone, then we ordered the result set chronologically based on
the tweets’ publication date, and selected the most recent ones.
5Please note, that even though the main period of the outbreak is consid-
ered for the evaluation, nothing prevents us for building the model during
the ongoing outbreak, and recompute it periodically (e.g., weekly).
6NLGA: nlga.niedersachsen.de .
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Week 21
EHEC (MC) fever (MC) EHEC (MC) EHEC (MC)
cucumbers (CC) pain (MC) casualty (-) pathogen (MC)
Spain (L) headache (MC) women (CC) Northern Germany (L)
tomatoes (CC) sniﬀ (MC) intestinal germ (MC) diarrhea (MC)
salad (CC) pain (MC) panic (MC) dead (MC)
Week 22
EHEC (MC) EHEC (MC) EHEC (MC) EHEC (MC)
dead (MC) intestinal germ (MC) cucumbers (CC) cucumbers (CC)
Germany (L) source (-) pathogen (MC) salad (CC)
people (-) search (-) Spain (L) pain (MC)
live (-) Hamburg (L) farmers (CC) women (CC)
Week 23
EHEC (MC) headache (MC) EHEC (MC) EHEC (MC)
cucumber (CC) pain (MC) cucumbers (CC) sprout (CC)
eu (CC) fever (MC) sprout (CC) source (-)
crisis management (-) people (-) pathogen (MC) suspicion (-)
farmers (CC) cough (MC) salad (CC) hus (MC)
Week 24
EHEC (MC) headache (MC) stomach ache (MC) pain (MC)
germ (MC) fever (MC) sniﬀ (MC) bellyache (MC)
sprout (CC) slept (-) pain (MC) cough (MC)
health (MC) sniﬀ (MC) regions (-) throat (CC)
all-clear (CC) head (CC) examined (-) sniﬀ (MC)
Table 6.4: Four LDA topics (columns) computed weekly during the main
period of the outbreak: from May 23 to June 19, 2011. We classify
terms within each topic as Medical Condition (MC), Location (L), or
Complementary Context (CC).
We prepared ﬁve binary features for each tweet as follows:
Feature Value = True
FMC If a medical condition is present in the tweet
FL If a location is present in the tweet
F#-tag If a hash-tag is present in the tweet
FCC If a complementary context term is present in the
tweet
FURL If a URL is present in the tweet
For learning the ranking function, we used Stochastic Pairwise De-
scent (SPD) algorithm [Sculley, 2009], which solves the same optimiza-
tion problem as Ranking SVM [Joachims, 2002], but using stochastic
gradient descent, whose characteristics make it more appealing to scale
to larger datasets (e.g., [Bottou, 2010]).
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Medical Condition Location Complementary Context
Week 21
bacteria bremen cucumber_salad cdu
diarrhea cuxhaven cucumbers edeka
ehec_victim hamburg ehec_vegetable fdp
hus münster tomatoes merkel
intestinal_infection northern_germany vegetables rki
Week 22
bacteria berlin cucumbers bild
diarrhea germany obst fdp
ehec_pathogen hamburg salad n24
hus lübeck terror rki
intestinal_infection spain tomatoes rtl
Week 23
bacteria bavaria cucumbers ehec_free
diarrhea berlin salad fdp
ehec_pathogen germany sojasprout merkel
hus hamburg sprout n24
intestinal_infection lower_saxony rki
Week 24
bacteria lower_saxony donate_blood
died ehec_free
health sojasprout
hus
Table 6.5: Hash-tags co-occurring with #EHEC during May 23 and June
19, 2011, the main period of the outbreak. The hash-tags are classiﬁed as
entities of typeMedical Condition, Location, or Complementary Context,
hash-tags out of these categories are discarded.
We compared our approach, that expand the user context with la-
tent topics and social generated hash-tags, against two ranking meth-
ods:
• RankMC: It learns a ranking function using only the medical
condition feature FMC . Note that this baseline also considers
related medical conditions to the ones in MCu, which makes it
stronger than non-learning approaches, such as BM25 or TF-IDF
scores, that use only the MCu elements as query terms.
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• RankMCL: It is similar to RankMC, but besides the medical
conditions, it uses a local context to perform the ranking (i.e.,
features: FMC and FL). We expect this method to perform better
than RankMC, since it does not only take into account the spatial
information from the user context, but also additional locations
in the collection.
We randomly split the dataset into 80% training tweets, which will
be used to compute the ranking function, and 20% testing tweets. To re-
duce variability, we performed the experiment using ten diﬀerent 80/20
partitions. The test set is used to evaluate the ranking methods. The
reported performance is the average over the ten rounds.
Evaluation Measures
For evaluation, we used three measures widely used in information re-
trieval, namely precision at position n (P@n), mean average precision
(MAP), and normalized discount cumulative gain (NDCG). Their def-
initions are given in Section 2.6.
Results
The ranking performance in terms of precision is presented in Table 6.6,
MAP and NDCG results are shown in Figure 6.2. As we can appre-
ciate PTR4EI outperforms both baselines. Local information helps
RankMCL to beat RankMC, for example MAP improves from 71.96%
(RankMC) up to 81.82% (RankMCL). PTR4EI, besides local features,
exploits complementary context information and particular Twitter fea-
tures, such as the presence of hash-tags or URLs in the tweets, this
information allows it to improve its ranking performance even further,
reaching a MAP of 91.80%. A similar behavior is observed for precision
and NDCG, where PTR4EI also outperforms RankMC and RankMCL.
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Method P@1 P@3 P@5 P@10
RankMC (baseline) 90 % 73.34 % 64 % 69 %
RankMCL (baseline) 90 % 83.33 % 88 % 85 %
PTR4EI 100 % 90 % 94 % 96 %
Table 6.6: Ranking performance in terms of P@{1, 3, 5, 10}.
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Figure 6.2: MAP and NDCG results.
6.3 Detecting Political Emotions in
Social Web Streams
Real-time analysis of social media streams allows for discovery of latent
patterns in public opinion, which can be exploited to improve decision
making processes. For example, automatically detecting emotions such
as joy, sadness, fear, anger, and surprise in the social web has several
practical applications, for instance, tracking the popularity of political
ﬁgures or public response to new released products. This is the ﬁeld
of sentiment analysis, which involves determining the opinions and pri-
vate states (beliefs, feelings, and speculations) of the speaker towards
a target entity [Wiebe, 1994].
Our goal in this work is to explore the sentiments and emotions
towards political ﬁgures in Latin America. To this end, we analyze
mentions on Twitter and blogs of eighteen Latin American presidents,
between October 1, 2011 and April 1, 2012. The names of the presidents
and their respective country are listed in Table 6.7. By making use of
an emotion lexicon, we study the emotions evoked by each president.
While this approach is standard in many applications (e.g., [Dodds
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et al., 2011; Mohammad, 2011; Demartini et al., 2011]), we felt that a
study on political emotion detection via the social web, covering Latin
America in particular, was necessary.
ID Country President ID Country President
P1 Argentina Cristina Fernández P10 Guatemala Otto Pérez Molina
P2 Bolivia Evo Morales P11 Honduras Porﬁrio Lobo
P3 Brazil Dilma Rouseﬀ P12 Mexico Felipe Calderón
P4 Chile Sebastián Piñera P13 Nicaragua Daniel Ortega
P5 Colombia Juan Manuel Santos P14 Panama Ricardo Martinelli
P6 Costa Rica Laura Chinchilla P15 Paraguay Fernando Lugo
P7 Dominican Republic Leonel Fernández P16 Peru Ollanta Humala
P8 Ecuador Rafael Correa P17 Uruguay José Mujica
P9 El Salvador Mauricio Funes P18 Venezuela Hugo Chávez
Table 6.7: Presidents of Latin America considered in the analysis
(listed alphabetically by country name).
6.3.1 Taking the Pulse of Political Emotions
Our approach consists of the following steps:
1. Data collection process
2. Emotion and polarity analysis
3. Pattern recognition from the sentiment analysis
In this section, we ﬁrst present how we collected the set of docu-
ments used in the study and the dataset statistics. Second, we explain
the preprocessing techniques on the dataset, and ﬁnally, we explain the
approach for emotion analysis employed in this work. In Section 6.3.2,
we present the results and discuss the patterns discovered from the sen-
timent analysis that can help explain the popularity observed in opinion
polls.
Data Collection Process
We perform our study on a collection of 165,484 documents, from them,
155,280 are 140-character Twitter messages or tweets, and 10,204 are
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snippets of weblog posts. The total of documents was produced by
55,013 distinct users during the six-month period between 1st of Oc-
tober, 2011 and 1st of April, 2012. We chose this period of time be-
cause it allowed us to discuss and contrast our ﬁndings against an in-
dependent opinion poll published in April 2012 [Consulta Mitofsky –
www.consulta.mx, 2012]. The same procedure and analytic techniques
discussed in this work can be directly applied on real-time data streams,
as illustrated in Figure 6.3. Both, tweets and blog posts are in Spanish7
and they were collected as follows:
• Twitter messages were retrieved using Topsy8, a Twitter search
engine that indexes and archives messages posted on Twitter9.
For each president name listed in Table 6.7, we issued a query
against Topsy using its API. We forced an exact match on the
name by enclosing it in double quotes. We also included in the
parameters the corresponding start and end date of interest.
• Blog posts were fetched using Google News RSS Feeds10. Similarly
as in the case of tweets, we used as query term the name of the
president and forced an exact match. We restricted the sources
of information to be exclusively blogs in the Spanish language.
Again, the time range was speciﬁed to the period under analysis.
In this case, we consider as document the post’s title and the
short snippet of text (∼300 characters) contained in the item’s
description tag of the RSS result as returned by Google.
7For the president of Brazil, we analyzed a total of 18,933 documents
(tweets and blog posts) in Spanish. Future work includes also the analysis
of documents in the Portuguese language.
8Topsy: topsy.com .
9Please note that Twitter’s search API only allows to retrieve recent tweets
(between 6-9 days old) (https://dev.twitter.com/docs/using-search).
10Google News: news.google.com .
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Figure 6.3: Social Analytics Process. The process monitors in real-time
the interactions of people in the Social Web, e.g., the content they
generate and exchange. The data is analyzed and global-patterns are
discovered. Finally, the loop is closed, and the results are given back to
the web of people.
Emotion Model and Polarity Analysis for
Political Figures
Our objective is to identify the emotions reﬂected in the Social Web
towards a political ﬁgure, in our case, a particular Latin American
president. To this end, we analyze tweets and blog post snippets of
maximum 140-character and 300-character long, respectively. Given
the short text of the documents, we assume that words close to the
president’s name convey the emotion to be captured. In particular, we
focus our analysis on nouns and adjectives.
Our emotion detection approach comprises the following procedure:
1. Create a proﬁle for each president
2. Extract the terms from the proﬁle
3. Associate to each term an emotion and polarity based on an emo-
tion lexicon
4. Compute the emotion vector and polarity for each president
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Figure 6.4: Plutchik’s wheel of emotions (image taken from Wikimedia Commons).
First, we build a proﬁle for each of the 18 presidents. The proﬁle
consists of all tweets and blog post snippets collected for the corre-
sponding president. After building the proﬁles, we use TreeTagger to
perform part-of-speech tagging on each of them [Schmid, 1994]. Then,
based on the output of TreeTagger, we extract the nouns and adjec-
tives. Finally, we use a term-based matching technique to associate
each term with emotion and polarity values.
We used in our study the NRC Emotion Lexicon (EmoLex), a large
set of human-provided word emotion association ratings. EmoLex was
created by crowdsourcing to Amazon’s Mechanical Turk, and it is de-
scribed in [Mohammad and Turney, 2011].
The lexicon contains 3292 distinct words11 annotated according
Plutchik’s psychoevolutionary theory of eight basic emotions, which
form four opposing pairs, joy–sadness, anger–fear, trust–disgust, and
anticipation–surprise [Plutchik, 1980]. This emotion contrast is shown
in Figure 6.4 by the spatial opposition of these pairs. In addition,
EmoLex also includes positive and negative sentiments associated to
the words. For instance, the word friend has the emotion joy and a
11We used EmoLex version 0.5 for academic institutions.
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positive polarity associated to it, whereas the word violent has asso-
ciated the emotions of anger, disgust, fear, surprise, and trust ; and a
negative polarity.
Sentiment Analysis and Multilingualism
Note that the terms in the lexicon are in English, however, the proﬁle
of the presidents contains text in Spanish. One approach to address
this issue is to use machine translation to translate the text of each
document into English, and conduct the analysis in this language, for
example in [Tumasjan et al., 2010] tweets are translated from German
to English to extract the emotions. However, our objective is to process
the social stream in real-time, and translating each and every microblog
post would be costly. Instead, we propose to machine translate the
terms in the lexicon from English to Spanish, in this way, the process is
performed once, oﬄine, and the resulting terms are used to perform the
analysis in the same language of the posts. To this end, we translated
the terms in EmoLex using three diﬀerent services: Google Translate 12,
Bing Translator 13, and Yahoo! Babel Fish14. The resulting terms in
Spanish were associated to the corresponding English term’s emotions
and polarity.
President’s Emotional Vector
We deﬁne the emotional vector, ep, for president p as follows: Let Tp be
the set of terms extracted from the president’s proﬁle p, and Tm the set
of all terms in EmoLex annotated with emotionm, wherem ∈M ;M :=
{joy, sadness, anger, fear, trust, disgust, anticipation, surprise}, i.e.,
Plutchik’s eight basic emotions. Then, the mth dimension of emotional
vector ep ∈ R|M | is given by:
ep[m] :=
�
t∈Tp
Im(t)
12Google Translate: translate.google.com .
13Bing Translator: bing.com/translator .
14Yahoo! Babel Fish: babelﬁsh.yahoo.com .
133
6. Social Media Analytics
where Im(t) is an indicator function that outputs 1 if the term t ∈ Tp is
associated to emotion m, and 0 otherwise. Finally, we normalize vector
ep to produce a probability vector
eˆp =
ep
NM
where NM is a normalization constant that corresponds to the total
number of terms t ∈ Tp associated to an emotion.
For example, the emotional vector for the president of El Salvador
over dimensions [joy, sadness, anger, fear, trust, disgust, anticipation,
surprise], corresponds to : [0.08, 0.18, 0.14, 0.21, 0.15, 0.17, 0.03, 0.04]
(see Figure 6.7i). Note that the components of the probability vector
add up to 1, and each of them is a positive number between 0 and 1.
President’s Polarity
Similarly as in the case of emotions, we compute the polarity tuple
(positive, negative)p of president p as follows:
(positive, negative)p =
(
�
t∈Tp I+(t),
�
t∈Tp I−(t))
Npolarity
where the indicator functions are deﬁned analogously as in the case
of the emotions, and the normalization constant Npolarity is the sum of
terms with a polarity value assigned.
6.3.2 Results
In this Section, we present the results of our investigation. First, we
explore the polarity of the terms in each president’s proﬁle. Second,
we will analyze the emotions associated to each president, and the
extracted patterns that could explain the degree of acceptance of each
political ﬁgure.
As reference we use a survey report published in April 2012 by
the Mexican analytics group Consulta Mitofsky [Consulta Mitofsky –
www.consulta.mx, 2012]. The report is a compilation of the results of
individual opinion polls of Latin American presidents. Note that the
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president of Guatemala was not included in this survey report, hence,
for this particular case we used the results of another poll published in
December 2011 [CID-Gallup – www.cidgallup.com, 2011].
Polarity Detection
The polarity detected for each president is shown in Figure 6.5. Polar-
ity detection provides a quick overview of the sentiment conveyed by
the terms co-occurring with the presidents’ name, but it is too coarse
grained, and as we will discuss later in this section, it does not fully
explain the popularity as measured by the opinion poll.
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Figure 6.5: Polarity analysis.
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Emotion Detection
In order to illustrate the terms behind each of the emotions extracted,
we present in Figure 6.6 a tag cloud per each emotion considered. Each
emotion tag-cloud includes the top-25 most frequent terms aggregated
over all presidents15.
(a) Joy (b) Trust (c) Fear (d) Surprise
(e) Sadness (f) Disgust (g) Anger (h) Anticipation
Figure 6.6: Tag clouds for each emotion. The terms presented in each
tag cloud correspond to the top-25 most frequent terms aggregated over
all presidents. For (a) joy, the salient terms are happy, friend, special,
truly, and powerful (feliz, amigo, especial, verdadero, poderoso); for (b)
trust, the terms important, friend, truly, and main (importante, amigo,
verdadero, principal) are the most mentioned; the most popular terms
in the emotion (c) fear are bad, military, urgent, terrorist, and dictator
(malo, militar, urgente, terrorista, dictador); for (d) surprise, the main
terms are urgent, crazy, terrorist, violent, and diﬀerent (urgente, loco,
terrorista, violento, diferente); for (e) sadness the salient terms are bad,
and dead (malo, muerto); for (f) disgust, the terms bad, strong, prisoner,
false, and powerful (malo, fuerte, preso, falso y poderoso) are the most
mentioned; the most popular terms in the emotion (g) anger are bad,
false, powerful, terrorist, and expensive (malo, falso, poderoso, terrorista,
caro); for (h) anticipation, the main terms are urgent, early, powerful,
superior, and successful (urgente, pronto, poderoso, superior, exitoso).
15The tag clouds were created using Wordle: wordle.net .
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The president emotional vectors are visualized as pie charts in
Figure 6.7.
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Figure 6.7: Emotions detected for each president.
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We can observe that the emotion analysis provides more insights on
the perception of the presidents in the social stream, than the polar-
ity value alone. For example, in the case of the Mexican president F.
Calderón, he has a negative polarity value of 54%, which can be bet-
ter qualiﬁed by the predominant emotions extracted from his proﬁle,
namely: sadness, anger, fear, and disgust.
Emotional Pattern Analysis and Opinion Poll
Can the polarity or emotions, alone or combined, explain the
(un-)popularity of a particular political ﬁgure? and what are the most
inﬂuential emotions that could help predict the outcome of a tradi-
tional opinion poll? In this section, we seek to shed some light on these
questions.
In Table 6.8, we contrast the opinion poll results, polarity (positive–
negative), and Plutchik’s eight basic emotions opposing pairs: joy–
sadness, anger–fear, trust–disgust, and anticipation–surprise. The opin-
ion poll reﬂects the percentage of people’s approval with respect to
the corresponding president’s job performance [Consulta Mitofsky –
www.consulta.mx, 2012; CID-Gallup – www.cidgallup.com, 2011]. if
the percentage of approval is strictly over 50% we depict a black-ﬁlled
triangle pointing up (�), otherwise an empty-ﬁlled triangle pointing
down is presented (�). In the case of polarity and emotion pairs, for
each pair A–B, if the emotional dimension A is grater than emotional
dimension B, i.e., A > B, then a ‘�’ is shown, if A == B, then a
symbol equal (‘=’) is presented, and ﬁnally, a ‘�’ is depicted if A < B.
We can observe that neither the polarity extracted, nor the single
emotion pairs alone can fully explain the results of the opinion poll.
In order to analyze this outcome more in depth, we cast the problem
as a binary classiﬁcation problem [Bishop, 2007], where the objective
is to predict whereas the public would approve (�) or disapprove (�)
the president’s job, we associate the numerical label values of +1 and
−1, correspondingly.
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ID Country opinion poll positive–negative joy–sadness anger–fear trust–disgust anticipation–surprise
P1 Argentina � � � � � �
P2 Bolivia � � � � � �
P3 Brazil � � � � � �
P4 Chile � � � � � =
P5 Colombia � � � � � �
P6 Costa Rica � � � � � �
P7 Dominican Republic � � � � � �
P8 Ecuador � � � � = �
P9 El Salvador � � � � � �
P10 Guatemala � � � � � �
P11 Honduras � � � = � �
P12 Mexico � � � � � =
P13 Nicaragua � � � � = =
P14 Panama � � � � � �
P15 Paraguay � � � � � �
P16 Peru � � � � � �
P17 Uruguay � � � � � �
P18 Venezuela � � � � � =
Table 6.8: Contrast of opinion poll results, polarity (positive–negative),
and Plutchik’s eight basic emotions opposing pairs: joy–sadness, anger–
fear, trust–disgust, and anticipation–surprise. (Presidents are listed al-
phabetically by country name).
As training vectors we will use president’s emotional vectors based
on the emotion opposing pairs, plus the polarity dimensions, i.e., the
training instance, Xp, for president p, is deﬁned as follows:
Xp := [Fpositive–negative, Fjoy–sadness, Fanger–fear,
Ftrust–disgust, Fanticipation–surprise] ,
where FA–B, corresponds to the binary feature for polarity or emotion
pair, A–B. FA–B is equal to +1, if A > B; equal to 0, if A == B; and
equal to -1, if A < B.
For example, the corresponding training instance for the Argen-
tinian president, is as follows: XP1 = [1, 1,−1, 1, 1], and the corre-
sponding label is +1, and for the president of Mexico, the training
instance corresponds XP12 = [−1,−1,−1,−1, 0], with a label −1 (see
Table 6.8).
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The predicted value of the poll is given by:
poll(p) = �w · �Xp
where �w is the weight vector to be learned. Our objective is to ﬁt a
linear model, e.g., using a Support Vector Machine (SVM), that is able
to predict the binary value of the opinion poll. Please note that given
the small amount of training data, we do not expect that this model
will generalize well for unseen data, our objective is to discover what
are the emotional features that are more inﬂuential. To this end, we
will analyze the learned weights �w.
As metric, we use the Area Under ROC Curve (AUC) [Fawcett,
2006] to measure how well the linear model ﬁts the data. The AUC
value will always be between 0.0 and 1.0, being the best classiﬁers the
ones with a higher AUC value. A random guess has an AUC equal to
0.5 .
We train the SVM model using Stochastic Gradient Descent [Bot-
tou, 2010], with a learning rate equal to 0.001 and 5 epochs of 10000
iterations each, the regularization parameter is set to 0.0, since as we
mentioned before, we are interested in ﬁtting the model to the observed
data. The averaged model weights obtained after repeating the proce-
dure 100 times, are as follows:
�w = [0.249, 1.748, 0.265,−1.192, 1.694] .
This particular model achieves an AUC = 0.81. If we use only po-
larity scores as predictors, the AUC drops signiﬁcantly to 0.61. This
indicates that polarity analysis is limited for popularity prediction, and
a combination of emotions is a better approach for short-term popular-
ity forecasts.
Roughly speaking, a high positive (resp. negative) weight indicates
that presidents with these emotional features should be approved (resp.
disapproved) by the people. The features corresponding to the emo-
tional pairs joy–sadness and anticipation–surprise are the dominant
terms of the expression, with weights 1.748 and 1.694, respectively.
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The pair of emotions sadness–fear has a weight still over the polarity
score pair. Note that the negative weight for the pair trust–disgust
suggests a negative correlation with the opinion poll results.
6.4 Related Work
We present in this section related work to the problems discussed in
the chapter, namely, Social Media Analytics for Epidemic Intelligence
and Emotion Detection.
Social Media Analytics for Epidemic Intelligence
In order to detect public health events, supervised [Stewart et al.,
2011b], unsupervised [Fisichella et al., 2011] and rule-based approaches
have been used to extract public health events from social media and
news. For example, PULS [Steinberger et al., 2008] identify the disease,
time, location and cases of a news-reported event. It is integrated into
MedISys, which automatically collects news articles concerning public
health in various languages, and aggregates the extracted facts accord-
ing to pre-deﬁned categories, in a multi-lingual manner.
Other systems have sought to use the web and social media as a pre-
dictor to monitor and gauge the seasonal patterns of inﬂuenza. These
systems correlate the queries used in search behavior with the infection
rates of inﬂuenza-like illnesses statistics [Polgreen et al., 2008; Ginsberg
et al., 2009].
Monitoring analysis has also been carried out on Twitter. The work
of Chew et al. focused on the use of the terms “H1N1" and “swine ﬂu"
during the H1N1 2009 outbreak [Chew and Eysenbach, 2009]. They
showed that the concise and timely nature of tweets can provide health
oﬃcials with the a means to become aware, and respond to concerns
raised by the public.
Culotta applied text classiﬁcation to ﬁlter out tweets that are not re-
porting about inﬂuenza-like illnesses. Further, they modeled inﬂuenza
rates by regression models and compared to U.S. Center of Disease
Control statistics [Culotta, 2010].
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Lampos and Cristianini also presented a monitoring tool for social
media that is based on the textual analysis of micro-blog content [Lam-
pos and Cristianini, 2010], [Lampos et al., 2010]. Their study focused
on inﬂuenza-like illnesses in the UK and showed a correlation with
data from the Health Protection Agency. Another study of Twitter
content concentrated on inﬂuenza-like illnesses in the U.S. [Signorini
et al., 2011]. Paul and Dredze [Paul and Dredze, 2011a,b] introduced
a new aspect topic model for Twitter that associates symptoms, treat-
ments and general words with diseases. Their focus is on general public
health, not necessarily infectious diseases or disease outbreaks.
In contrast to these systems, we seek to not only detect and monitor
potential public health threats, but also provide support for public
health oﬃcials to asses the potential risk associated with the volume
of information that is available within Twitter streams. Moreover, our
proposed approach shows the potential of using Twitter for monitoring
non-seasonal outbreaks in and geo-spacially sparse tweet locations.
Our work is similar to that of [Linge et al., 2011], were media
reports on the 2011 EHEC outbreak in Germany are tracked. Although
in their work no early warning was possible, they identiﬁed key aspects
of developing outbreak stories. In contrast to this work, our approach
exploits social media data and we show that a system can help to get
early warnings on public health threats.
Although some works exist that address the task of ranking tweets,
little eﬀort has been devoted to explore personalized ranking of tweets
in the domain of epidemic intelligence. For example Duan et al. rank
individual generic tweets according to their relevance to a given query
[Duan et al., 2010]. The features used include content relevance fea-
tures, Twitter speciﬁc features and account authority features. In con-
trast, our is a personalized learning to rank approach for epidemic in-
telligence, that exploits an expanded user context by means of latent
topics and on social hash-tagging behavior.
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Social Media Analytics for Emotion Detection
Social media provides a rich and diverse source of users’ opinions that
has shown great potential for political analysis. For example, Demartini
et al. [Demartini et al., 2011] apply sentiment and time series analysis
techniques on blog data to estimate the temporal development of opin-
ions for two candidates, Obama and McCain, during the US presidential
elections in 2008. In contrast, our work applies sentiment analysis on
tweets and small blog post snippets referring to Latin American pres-
idents to estimate the eﬀect that each of them has in the emotions
reﬂected on user generated content. Another contrasting aspect is that
we do not limit the analysis to candidates within the same country, but
we study the presidents of eighteen Latin American countries.
Andranik Tumasjan et al. [Tumasjan et al., 2010], examine whether
Twitter is a vehicle for online political deliberation by looking at how
people use microblogging to exchange information about political is-
sues. The authors evaluate whether Twitter messages reﬂect the cur-
rent oﬄine political sentiment in a meaningful way and analyze whether
the activity on Twitter can be used to predict the popularity of parties
or coalitions in the real world. Similarly, we analyze tweets and blog
snippets as a source of political sentiment, however, our aim is to show
how from these data, it is possible to build a proﬁle of political ﬁgures,
but in particular, current Latin American presidents. Furthermore, our
analysis is performed outside elections period, which gives us interest-
ing insights of how users feel with respect to actual presidents on a
daily basis. The geographical area of our study and the language of the
analyzed tweets and snippets are contrasting aspects as well, since we
consider the area of Latin America and we analyze content written in
Spanish.
Johan Bollen et al. [Bollen et al., 2011] explore how public mood
patterns relate to ﬂuctuations in macroscopic social and economic in-
dicators in the same time period. The authors perform a sentiment
analysis of Twitter data using an extended version of a psychomet-
ric instrument, the Proﬁle of Mood States (POMS). Our work, on the
contrary, focuses on how to exploit Social Media content (tweets and
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snippets) to build a proﬁle of each one of the Latin American presidents
based on what people write about them and the sentiment expressed
on the used vocabulary. Yet another contrast is the fact that we do
not limit our analysis to the emotion or polarity extraction, but also
exploit Plutchik’s four opposing emotions pairs to train a linear model
using SVM that provides insights on which combination of emotions
explains the outcome of people’s opinion.
6.5 Discussion
In the ﬁrst part of the work presented in this chapter, we showed
the potential of Twitter for early warning, we focused on the recent
EHEC/HUS outbreak in Germany, and monitored the social stream.
We applied several biosurveillance methods on a set of tweets collected
in real time during the time of the event using Twitter API. All the
detection methods triggered an alarm on May 20, a day ahead of well
established early warning systems, such as MedISys.
In this particular case of the EHEC/HUS outbreak in German, we
observed a time series with low oscillation beginning of the outbreak
onset. Figure 6.1 shows that the observed variable for the event notice-
ably peaks within the outbreaks period, we note that this is generally
the case of food-borne diseases that cause high international and media
coverage due to the ease with which they spread. Since the number of
tweets is zero outside of the outbreak period, it is expected that none
of the detection methods would have major trouble generating a signal
for this kind of pattern.
In other cases algorithm support is more critical, for example, in
the presence of time series patterns with high oscillation and high mag-
nitudes, exhibited by a disease that occurs continuously in a country,
such as mumps or leptospirosis; or by diseases whose name is highly
ambiguous, such as ‘anthrax’, which can also denote the Rock band.
The number of early (false) alarms in these cases is too large to survey
manually, and it is not trivial to identify signiﬁcant aberrations. More
research work in this direction is necessary in order to be able to detect
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outbreak events for general disease patterns using the abundant but
noisy social media data available.
After the detection of the outbreak, authorities investigating the
cause and the impact in the population were interested in the analysis
of micro-blog data related to the event. Thousands of tweets were pro-
duced every day, which made this task overwhelming for the experts.
We proposed in this work a Personalized Tweet Ranking algorithm
for Epidemic Intelligence (PTR4EI) that provides users a personal-
ized short list of tweets that meets the context of their investigation.
PTR4EI exploits features that go beyond the medical condition and
location (i.e., user context), but includes complementary context in-
formation, extracted using LDA and the social hash-tagging behavior
in Twitter, plus additional Twitter speciﬁc features. Our experimental
evaluation showed the superior ranking performance of PTR4EI.
We are currently working closely with German and global public
health institutions to help them integrate the monitoring of social media
to their existing surveillance systems.
As future work, we plan to scale up our experiments, and to ap-
ply techniques of online ranking in order to update the model more
eﬃciently as the outbreak develops.
We have shown the potential of Twitter to trigger early warnings in
the case of sudden outbreaks and how personalized ranking for epidemic
intelligence can be achieved. We believe our work can serve as a building
block for an open early warning system based on Twitter, and hope
that this chapter provides some insights into the future of epidemic
intelligence based on social media streams.
We also explore a diﬀerent application scenario for Social Web An-
alytics in the second part of the chapter, were we showed how the
real-time nature of social media streams, in particular, Twitter, can be
leveraged to take the pulse of political emotions in emerging regions of
the world, namely: Latin America. We performed a sentiment analysis
of tweets and brief blog posts over a period of six months. We applied
a term-based method to detect the polarity and emotions associated to
eighteen Latin American presidents.
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We conclude that the extracted polarity and isolated emotions alone,
are not good predictors for the opinion captured in an independent opin-
ion poll. But the linear combination of basic emotions opposing pairs
and polarity, achieved a prediction performance of 81% in terms of
AUC, whereas using polarity alone the AUC dropped to 61%. We also
noticed that the pair of emotions joy–sadness dominated the model.
Future work includes an online evaluation of our approach, where
the global patterns discovered in the stream are immediately fed-back
to the social web. We are interested in measuring how this information
and awareness can aﬀect individual and collective behavior.
All the 165,484 documents analyzed were in Spanish, but the emo-
tion lexicon was in English. Previous approaches dealing with multilin-
gualism in sentiment analysis use machine assisted translation to trans-
late all documents to the target language, usually English. However,
our aim is to process the social media stream in real-time, therefore the
translation of documents arriving at high speed becomes problematic.
Instead, we propose to translate the emotion lexicon itself to the orig-
inal language of the documents, from English to Spanish. The trans-
lation of the lexicon is done oﬄine and only once. This methodology
allowed a more ﬂexible architecture and the possibility of processing the
documents more eﬃciently in real-time and in their original language.
Our study has limitations that have to be considered for future
extensions, for example, the data collection process can be reﬁned to
consider more sophisticated named entity recognition, and not just the
exact match of the names, moreover, the term-based sentiment analysis
techniques that we applied are fast, but they do not consider complex
context or senses, e.g., irony and sarcasm. For instance, the term bad
(in Spanish: malo) has several emotions associated, namely, anger,
disgust, fear, sadness, and a negative polarity (see Figure 6.6). More
sophisticated techniques are necessary in order to understand better
what is the context in which the term was used and its meaning in
such situation. This represents an interesting and challenging research
direction.
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Additionally, a lexicon specialized in political sentiment, in the tar-
get language studied, could bring beneﬁts in the precision of the sen-
timent extracted, such a lexicon could be built using crowdsourcing
techniques, as in the case of EmoLex, the one we used in this study.
Finally, we hope that this work provides some insight into the fu-
ture of short-term forecasting of disease outbreaks and political ﬁgures
popularity, both key applications that could help us, as individuals and
society, to gain a better understanding of the reality that surrounds
us.
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7 Conclusions and Further Research
Undoubtedly, analytics methods for the social web are becoming in-
creasingly necessary to make sense out of the huge amount of user gen-
erated content and reduce the complexity for human user understand-
ing. Current research greatly beneﬁts from cross-disciplines, including
machine learning, recommender systems, and computational social sci-
ence. The integration of interdisciplinary evidence also represents an
important ingredient of this work, and our research on collaborative ﬁl-
tering in social media streams and collective intelligence, expands focus
into new directions, namely that of the emerging science of the Web
and Living Analytics.
The main objective of this work is to provide a set of tools to capture
people’s interactions from a highly dynamic stream data, automatically
annotate resources on the Web, and to understand and predict user
actions and preferences. The objective of such Living Analytics models
is to assist people with the overwhelming amount of choices they face as
they consume goods, services, social media and leisure time [Schwartz,
2004].
The main problem is not the actual access to the content
(e.g., Twitter or YouTube), rather the problem is to transform this huge
mass of data into useful insight. Eﬀective recommendation systems and
personalized rankings are key elements in this scenario. In Chapter 3
of this work, we tackle the problem of personalized ranking, that is,
instead of creating one global ranking, the rankings should reﬂect the
individual taste of the users. Based on these ideas, we have introduced
RMFO, a method that in the presence of highly dynamic social media
streams, creates in real-time user-speciﬁc rankings based on individual
preferences that are inferred from users’ past system interactions. We
also proposed RMFX, a novel approach that follows a selective sampling
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strategy to perform online model updates based on active learning prin-
ciples, that closely simulates the task of identifying relevant items from
a pool of mostly uninteresting ones. Both, RMFO and RMFX are online
ranking approaches for collaborative ﬁltering models based on matrix
factorization. At their core stochastic gradient descent is used for opti-
mization, which makes the algorithms easy to implement and eﬃciently
scalable to large-scale datasets.
We demonstrated the usefulness of both methods for the task of
recommending personalized topics to users. Having Twitter as test
bed, we showed that our online approaches largely outperform highly
competitive state-of-the-art matrix factorization techniques for collab-
orative ﬁltering, not only in terms of recommendation quality, but also
in terms of time and space savings.
In Chapter 4, we studied an approach to learn ranking functions
that directly optimize non-smooth IR metrics using Swarm Intelligence.
Our approach, SwarmRank, directly optimizes Mean Average Precision
(MAP), an evaluation measure frequently used in IR, in comparison
with many learning to rank algorithms, which minimize a loss function
loosely related to the IR measures.
In addition, we extended our ideas to address the item recommen-
dation task in the context of recommender systems, to this end, we
presented SwarmRankCF, a collaborative learning to rank algorithm
based on swarm intelligence. While learning to rank algorithms use
hand-picked features to represent items, we learn such features based
on user-item interactions, and apply a PSO-based optimization algo-
rithm that directly maximizes MAP, which lead us to improve the rec-
ommendation performance for the Top-N recommendation tasks.
In Chapter 5, we addressed the cold start problem in online en-
vironments where novel items appear rapidly, we presented our ap-
proach: α-TaggingLDA, which is based on the probabilistic topic model:
Latent Dirichlet Allocation (LDA). We showed the ability of our method
to enrich sparse and limited textual information by means of exploit-
ing the resource redundancy and latent topic overlap between similar
resources found in an auxiliary domain. Our approach has the poten-
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tial to facilitate search, ease navigation (e.g., tag clouds), and improve
personalization.
Finally in Chapter 6 and in the scope of Collective Intelligence [MIT,
2012], we explored and demonstrated the potential of monitoring social
media streams (e.g., Twitter) for early warning of disease outbreaks and
presented an innovative personalized ranking approach that oﬀers deci-
sion makers the most relevant and attractive tweets for risk assessment,
by exploiting latent topics and social hash-tagging behavior in Twitter.
In addition, we also presented an empirical study that shows how the
real-time nature of social media streams can be leveraged to take the
pulse of political emotions in emerging regions of the world, namely:
Latin America. The study provided insights on which combination of
emotions explains better the public’s opinion.
7.1 Summary of Contributions
Our research and contributions made derive from issues that appear
when analyzing the dynamics of the Social Web. These issues were
outlined in Chapter 1. We then devised approaches to tackle some of
these issues, e.g., online collaborative ﬁltering for social media streams,
personalized ranking, automatic tagging, etc., blending together into a
synergetic set of tools for Living Analytics.
These contributions fall mainly into two categories:
• Recommender Systems. The models RMFO and RMFX presented
in Chapter 3 advance the state-of-the-art in Online Collabora-
tive Filtering. Moreover, we proposed a novel approach based on
Swarm Intelligence (SwarmRankCF ) to directly optimize ranking
functions for item recommendations (see Chapter 4). Novel ap-
proaches to address the cold start problem in social recommender
systems are discussed in Chapter 5. In addition, we oﬀer a person-
alized ranking algorithm for epidemic intelligence in Chapter 6.
• Collective Intelligence. Our contributions in the ﬁeld of com-
putational social science are twofold. First, we explored how so-
cial media streams can be exploited for Epidemic Intelligence (see
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Chapter 6) and showed its potential for early warning detection
and outbreak analysis and control. Second, we also showed in
Chapter 6 how the real-time nature of social media streams can
be leveraged to take the pulse of political emotions.
The methods presented in this book constitute a set of tools to
understand and analyze the social web addressing the Living Analytics
challenges (Chapter 1). Note that the analytics toolbox presented is by
no means complete, giving interesting opportunities for future research.
7.2 Outlook and Future Directions
We consider that a major strength of this work lies in its versatility and
variety, making contributions in diverse ﬁelds. The single contributions
are not necessarily conﬁned to the Living Analytics scope, but also
extends to other ﬁelds, for example, latent factor models for stream
data, personalized ranking, and information ﬁltering and retrieval.
There are several potential extensions and applications of the ideas
presented in this work, particularly related to information ﬁltering in
the presence of highly dynamic data.
• Better Learning Algorithms for Online Collaborative
Filtering. The success of collaborative ﬁltering heavily relies
upon the ability to translate the observed behavior to a mean-
ingful cost function. We strongly believe that The Top-N rec-
ommendation task needs to be treated as a ranking problem as
discussed in Chapter 3. The exploration of directly optimizing
information retrieval metrics for personalized ranking has started
and may signiﬁcantly improve recommendation performance.
• Prediction of Individual and Collective Behavior in
Real-Time Context. Modeling complex nonlinear dynamics
and high-dimensional data, such as social media streams, is an
active area of research in machine learning and recommender sys-
tems. Many of the existing models, such as matrix factoriza-
tion and neighborhood based algorithms have been widely used
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in practice. However, these models are limited in the types of
structure they can model. What other methods could potentially
capture nonlinear dynamics and also make multimodal predic-
tions handling missing inputs?
• Real-Time Experimentation. How to conduct experimental
evaluations at large scale in real-time networked settings involv-
ing users and their group interactions? A/B testing is a common
practice in the industry to evaluate new project features and to
support decision making processes, but such evaluations are ex-
pensive and time consuming. The exploration of new approaches
that align long-term goals with the objective functions optimized
by the learning models is an interesting research direction.
We have outlined several potential research directions. However,
research on Living Analytics as uniﬁed ﬁeld is very new, and there are
many broad open questions to consider as outlined in the Introduction.
We believe that answering many of those questions will allow us to
build more intelligent systems for the beneﬁt of society.
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