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Abstract
Phase ﬁeld modeling has become a widely used framework in the computational material science community. Its ability to
model diﬀerent problems by deﬁning appropriate phase ﬁeld parameters and relating it to a free energy functional makes it
highly versatile. Thermodynamically consistent partial diﬀerential equations can then be generated by assuming dissipative
dynamics, and setting up the problem as one of minimizing this free energy. The equations are nonetheless challenging to
solve, and having a highly eﬃcient and parallel framework to solve them is necessary. In this work, a brief review on phase
ﬁeld models is given, followed by a short analysis of the Phase Field Crystal Model solved with Isogeometric Analysis us-
ing PetIGA. We end with an introduction to a new modeling concept, where free energy functions are built with a periodic
equilibrium structure in mind.
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1. Introduction
Materials have been tied to the advancement of societies for a long time, and the ability to tailor them for
speciﬁc applications has been a research topic for years [1]. As is well known today, many material properties
are connected to microstructure, which in turn aﬀects the performance a material has under a certain set of con-
ditions. The path it follows during processing will decide the ﬁnal microstructure, making it the key step in the
development of a material. One would like to know all the paths that can be followed, and conditions that need
to be maintained to get a speciﬁc set of properties. Unfortunately, this would lead to a an impossible number of
experiments that would require an unreal amount of funding to be achieved.
Fortunately, use of physical laws and thermodynamic principles has given us a way of tackling these problems
through mathematical modeling. Theories like continuum mechanics have allowed us to deal with problems deal-
ing with structures [2], in which we look to know how much stress a component can handle before failing, and
theories like quantum mechanics [3] have been used to consider how molecules interact while having a particular
set of atoms. These models have obvious shortcomings, as assumptions are being made with regards to the behav-
ior of their components (constitutive relations, electrostatic interactions between atoms, etc), but in the end what
is wanted is no more than a tool than can help guide scientists and engineers as to what decisions should be taken
in terms of design.
Bearing this in mind, what is wanted from these models is to capture the physical eﬀects that come into play, so
as to guide the experiments that need to be done to conﬁrm the results. Another issue with these physical models
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is that they can only capture some eﬀects at certain scales. It then becomes a coupling problem as to see how
“eﬀective” values from one scale can be incorporated into another. This can be challenging, and one of the ideas
that has been put forth to try to bridge this scale problem is phase ﬁeld modeling [4, 5]. It allows to capture small
scale physics in relevant domain and time scales [6]. Phase ﬁeld models achieve this by setting up the problem as
a minimization of a free energy functional for the given system. The thermodynamically “consistent” setup allows
to model a great deal of problems related to phase transitions, ranging from solidiﬁcation [7] to magnetism [8].
The problem then is to solve the equations generated by this model: the framework is based on solving high order,
non linear partial diﬀerential equation (PDE) under a speciﬁc set of initial / boundary conditions. The discretiza-
tion of these higher order partial-diﬀerential operators is a challenge, and cannot be done using standard ﬁnite
element procedures. Isogeometric Analysis (IGA) gives us a method to overcome this problem, as higher order
continuous basis functions can be generated. A high performance framework to perform Isogeometric Analysis,
called PetIGA [9], has recently been developed. This open source library can be used to assemble the matrices and
vectors which come from a Galerkin weak form, discretized with the Non-Uniform Rational B-Spline (NURBS)
basis, and being heavily based on PETSc, gives us a highly versatile platform to solve these kinds of problems.
In this work, we begin by giving a brief review on phase ﬁeld models, followed by an explanation of the Phase
Field Crystal (PFC) model and how it is solved for the case of polycrystalline growth in an undercooled liquid
using PetIGA. We continue with an idea of how to use the free energy functions to model periodic structures, and
give some concluding remarks.
2. Phase ﬁeld problems
The Stefan problem for solidiﬁcation was one of the initial problems that motivated the development of phase
ﬁeld modeling [6]. In it, the evolution of a temperature distribution is described in a homogeneous medium that
is undergoing a phase change. An interface is placed between the two phases (solid and liquid) and is tracked
explicitly over time. This formulation presents many challenges, as many degrees of freedom need to be placed
on the boundary between the phases, and the spacing between the nodes has to be as small as the size of the
interface to correctly resolve the problem. Also, the position of the nodes evolves in time, through a relationship
for interface velocity. The physical forces inﬂuencing this toy problem are somewhat understood, but that is not
always the case [6]. And last but not least, the boundary conditions at the interface depend on its position: what
should one do if the nodes cross or disappear as time evolves? Arbitrary rules are usually chosen, and accuracy
in the solution can be lost. Although accurate if all the conditions are known, these “sharp” interface models are
diﬃcult to implement, especially in multiple dimensions. They also are very stiﬀ numerically speaking. In the
phase ﬁeld modeling setting, to overcome these diﬃculties, an order parameter φ is associated with each phase
of the material. This variable is then assigned arbitrary scalar values in the ordered and disordered phases, and is
incorporated into a free energy functional that is minimized by these values. For the case in question, φ can take
a value of 0 (1) when the temperature of the system is above (below) the melting temperature, as this corresponds
to the material being in a liquid (solid) state. The interface, which in the Stefan problem was sharp and jumped
from the liquid to the solid, is now allowed to continuously evolve from the liquid to the solid. This is where
the trick comes in when dealing with the interface, which is allowed to have a certain width: φ is continuously
interpolated between the bulk values across the boundary layer. This “eﬀective” width assigned to the interface
makes it easier to solve, as the interface is no longer explicitly tracked, and explains why these models also go
by the name of “diﬀuse interface” models. For the solidiﬁcation example, this interface needs to be energetically
“penalized” while growing, as a system should try to minimize its surface. This is done by including a term
associated with spatial variations in φ. Regarding the mathematical formulation of these problems, one usually
starts by considering the ﬂuxes of the problem and setting an appropriate order parameter for the phenomenon
in question. This is done by taking the variational derivative of a free energy functional, which gives a chemical
potential such that
μ =
δF [φ]
δφ
(1)
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where μ represents the chemical potential, F[φ] represents the free energy functional and φ denotes the order
parameter. Then, considering we are dealing with a ﬂux, Fick’s ﬁrst law can be used
J = −M∇μ (2)
where J represents the ﬂux we are dealing with, and M represents a mobility. If φ is conserved throughout time,
conservation can be enforced through
∂φ
∂t
= −∇. J = −∇.
(
−M∇δF
δφ
)
(3)
Details on this derivation can be found in [6, 5], as well as the particular form of the free energy functional. It
is chosen in such a way as to reﬂect the symmetries present in the phase diagram of the transition that is taking
place. This can be achieved by choosing an appropriate form for the coeﬃcients in the expansion of the Landau
free energy density [10]. This free energy can be assumed to be expressible in a series expansion of the form
f (T, φ) = f (T, φ = 0) +
M∑
n=2
an(T )
n
φn (4)
where T stands for temperature, and an(T ) represents the coeﬃcients present in the expression for the bulk free
energy. The total free energyF is written down as an integral that includes this free energy, and the termmentioned
previously to account for the penalty the growth of the interface entails. In a general case, it takes the form
F [φ, T ] =
∫
V
{
|W0∇φ|2 + f (φ, T )
}
dV (5)
A thing to notice has to do with fact that the coeﬃcient W20 , is always positive: this implies that the free energy
will increase when the interface increases, and that is why it is considered an energetic penalty. With the above
considerations, and only taking into account terms a2 and a4 from the sum in equation (5), we get the following
partial diﬀerential equation
∂φ
∂t
= M∇2(−W0∇2φ + a2φ + a4φ3) (6)
There is more to the derivation of these equations, but the main points have been mentioned. The expansion
presented in equation (4) is one of the simpler choices that can be made from the modeling point of view: more
realistic forms can be assumed by splitting up the internal energy in an enthalpic term and an entropic one.
This is one of the strengths of phase ﬁeld modeling in general, as a correct choice of the free energy will yield
physically meaningful results. This is because the free energy provides a connection to the thermodynamics of the
system. Conservation laws can also be taken into account, as was done through equation (3) (Nonconserved order
parameter models can also be formulated, by “skipping” the mass conservation step. This can be used for modeling
a ferromagnetic transition, in which conservation does not take place and only depends on the temperature and
the external magnetic ﬁeld [8] ). Everything considered so far has assumed thermal equilibrium, but the partial
diﬀerential equation for the phase ﬁeld can also be coupled to the change in temperature [6, 11], allowing for a
way to study non-isothermal systems. A lot of ongoing work focuses on modifying these models, as well as the
physical parameters involved (interfacial energies, correlation functions, mobilities) for very speciﬁc purposes,
in order to try to recover accurate quantitative results. One of the modiﬁcations to deal with a model that could
capture elasticity, resulted in the Phase-ﬁeld crystal model [12]. This model will be discussed in the following
section.
3. Phase-Field Crystal Model
In the previous part, the phase ﬁeld parameter was presented in such a way that its values, uniform and scalar
in each phase, minimized the free energy while at equilibrium. While this setup allows to solve the problems in a
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fast manner, incorporating more physics, such as the diﬀusion of defects, or the inﬂuence of interfaces in polycrys-
talline growth, is nontrivial [13]. This is a concern with these problems, as the evolution of the microstructure can
be inﬂuenced by the interaction of these defects. Taking the case of crystal growth, once there is contact between
two diﬀerent crystals, further motion will be aﬀected by the orientational mismatch of the crystals, as well as
the junctions formed between them. The model should be able to incorporate crystals with multiple orientations,
elasticity, defects (such as grain boundaries, dislocations and vacancies), on well as be able to distinguish the solid
phase from the liquid phase. It turns out that these features are included in models that are spatially periodic in
equilibrium, and one of the models that has tried to exploit this periodicity is the Phase Field Crystal Model (PFC).
It was initially derived from the Swift-Hohenberg equation, noticing that many of the features present in the equa-
tion were similar to what happened in crystal growth [12, 14]. As it turns out, Hooke’s law can be recovered in
systems that possess spatial periodicity [6]. The other key fact about these periodic minimizers of the free energy
is that, if they are able to reproduce the equilibrium structure of what is trying to be modeled, they will inherently
capture the possible defects and their interaction within that structure. By merging the interpretation of the order
parameter in a liquid having a uniform and scalar value, with the solid being represented by a periodic function,
we get a better phase ﬁeld model to tackle the polycrystalline growth problem. More can be said about these
periodic free energies, as well as how the PFC complies with rotational invariance [12], how it can be derived
from density functional theory [15] and how it is connected to elasticity theory [12, 16]. Suﬃce to say, it looks
like a promising way to model polycrystalline solidiﬁcation and topics related to this, such as crack propagation.
The equation will be presented next, as well some details of the implementation with PetIGA.
3.1. Phase ﬁeld crystal equation
As mentioned before, the PFC equation can be used to describe diﬀerent phenomena by making assumptions
about the behavior of a density ﬁeld φ in the liquid (uniform) and the solid (symmetric and periodic) phases. What
was not mentioned was the fact that it deals with atomic length scales, and diﬀusive time scales. This translates
to the equation being able to resolve atoms in space, but being able to advance much faster in time than similar
simulations in Molecular Dynamics [3]. The free energy functional is given by [17]
F (φ) =
∫
Ω
(
Φ(φ) +
D
2
[
(Δφ)2 − 2k2|∇φ|2 + k4φ2
])
(7)
where k and D are positive numbers, related to the wavelength and amplitude of the density ﬁeld, respectively, and
Φ(φ) = − 
2
φ2 − g
3
φ3 +
1
4
φ4 (8)
where  and g are positive constants related to isothermal compressibility and the elastic constants, respectively.
As we are dealing with a conservative process, we will use equation 3 to get
∂φ
∂t
= MΔ
δF
δφ
(9)
and considering M = 1
∂φ
∂t
= Δ(Φ′(φ) + Dk4φ + 2Dk2Δφ + DΔ2φ) (10)
where Φ′(φ) = ∂Φ(φ)
∂φ
. This equation has a ﬁrst-order derivative in time and sixth-order partial derivative in space.
3.2. Initial/Boundary value problem
The problem is stated as follows: over the spatial domain Ω and the time interval (0, T ), given φ0 : Ω¯ −→ R,
ﬁnd φ : Ω¯ × [0, T ] −→ R such that
∂φ
∂t
= Δ(Φ(φ) + Dk4φ + 2Dk2Δφ + DΔ2φ) in Ω × (0, T ), (11)
∇(Φ(φ) + Dk4φ + 2Dk2Δφ + DΔ2φ) · n = 0 on Γ × [0, T ], (12)
1618   Philippe A. Vignal et al. /  Procedia Computer Science  18 ( 2013 )  1614 – 1623 
∇(2Dk2φ + DΔφ) · n = 0 on Γ × [0, T ], (13)
∇φ · n = 0 on Γ × [0, T ], (14)
φ(x, 0) = φ0(x) in Ω¯ (15)
3.3. PFC equation (Weak Form)
Moving all terms of equation (10) to the left side, multiplying by a test function w, and integrating over the
whole domain Ω, we get
∫
Ω
(
w
∂φ
∂t
− wΔ(Φ(φ) + Dk4φ + 2Dk2Δφ + DΔ2φ)
)
dΩ = 0 (16)
Now, using integration by parts, the gradient/divergence theorems, and the boundary conditions (equations (12),
(13) and (14)), as well as the fact that periodic boundary conditions are considered in every direction, we have
0 =
∫
Ω
(
w
∂φ
∂t
− wΔ(Φ(φ) + Dk4φ + 2Dk2Δφ + DΔ2φ)
)
dΩ
0 =
∫
Ω
(
w
∂φ
∂t
+ ∇w∇(Φ(φ) + Dk4φ) − 2Dk2ΔwΔφ + D∇3w∇3φ
)
dΩ
3.4. Numerical formulation
The variational formulation is stated as follows: ﬁnd φ ∈ V ∈ H3 where H3 is the Sobolev space of square
integrable functions with square integrable ﬁrst, second and third derivatives, such that ∀w ∈ V such that
B(w, φ) = 0 (17)
where
B(w, φ) =
(
w,
∂φ
∂t
)
Ω
+ (∇w,∇(Φ(φ) + Dk4φ))Ω − (Δw, 2Dk2Δφ)Ω + (∇3w,D∇3φ)Ω (18)
We are unaware of others using this sixth order approach, but this equation has been solved using diﬀerent mixed
formulations by either splitting the sixth order diﬀerential equation into a fourth order and a second order equation
[17], or by directly splitting it into three second order equations [18].
3.5. Semidiscrete formulation
We now make use of the Galerkin formulation. We approximate (17) by the following variational problem
over the ﬁnite dimensional spaces: ﬁnd φh ∈ Vh ⊂ V such that ∀wh ∈ Vh ⊂ V
B(wh, φh) = 0 (19)
where wh and φh are deﬁned as the linear combination of shape functions
wh =
nb∑
A=1
wANA (20)
φh =
nb∑
A=1
φANA (21)
where NA represents the basis functions associated to the global degree of freedom A, and nb represents the
dimension of the discrete space. Due to the fact that the discrete functional space needs to beH3 conforming, the
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basis functions need to be C 2-continuous. We can satisfy the requirement by using Isogeometric Analysis (IGA)
[19]. It is based on developments of Computer Aided Design (CAD), and the main idea involves using the CAD
parametrizations, deﬁned in terms of Non-Uniform Rational B-Splines, to generate the computational mesh and
the basis functions necessary for analysis. The residual vector can then be deﬁned as
R = {RA} (22)
RA = B(NA, φh)
RA = NA × φht + (− − 2gφh + 3(φh)2 + Dk4)∇NA∇φh
− 2Dk2ΔNAΔφh + D∇3NA∇3φh
and the consistent tangent as
K = NANB + (− − 2gφh + 3(φh)2 + Dk4)∇NA∇NB (23)
+ (−2g + 6φh)NB∇NA∇φh − 2Dk2ΔNAΔNB + D∇3NA∇3NB
An added advantage, besides the savings on time during the meshing/reﬁnement process, is the fact that better
accuracy than classical ﬁnite elements has been observed, on a per-degree-of-freedom basis [19]. Nonetheless,
the added continuity of the basis does present an extra cost with regards to the solvers [20].
Regarding the time discretization, the Generalized-α method for ﬁrst order systems was used [21]. Given Un, U˙n,
we seek Un+1, U˙n+1,Un+α f , U˙n+αm such that
R
(
Un+α f , U˙n+αm
)
= 0
Un+α f = Un + α f (Un+1 − Un)
U˙n+αm = U˙n + αm
(
U˙n+1 − U˙n
)
Un+1 = Un + Δt
(
(1 − γ) U˙n + γU˙n+1
)
(24)
where Δt = tn+1 − tn, and α f , αm, γ are parameters which deﬁne the method. The generalized-α method was
designed to be able to ﬁlter high frequency modes of the solution which are under-approximated. The method
parameters α f , αm, γ can be chosen using the spectral radius ρ∞ ∈ [0, 1] of the ampliﬁcation matrix as Δt → ∞ by
αm =
1
2
(
3 − ρ∞
1 + ρ∞
)
α f =
1
1 + ρ∞
γ =
1
2
− αm − α f
which leads to a second order, unconditionally stable method. This ρ∞ uniquely deﬁnes the method and can be
chosen to ﬁlter a desired amount of high frequency modes. In the simulations that were run, α f = 0.5.
4. PetIGA
An implementation for solving PDEs involves many diﬀerent but common pieces, such as direct and iterative
linear solvers, preconditioners, nonlinear solvers and time stepping schemes, explicit and implicit. PETSc, which
stands for Portable Extensible Toolkit for Scientiﬁc Computation, is a library that has coded these building blocks
generically such that they be used as modules integrated into larger implementations. The tricky part is computing
the vector and the matrix related to the speciﬁc application, built from local contributions in most numerical
methods. The assembly of these vectors and matrices to a globally distributed data structure is hard in distributed
memory architectures. In addition to its variety of solvers, PETSc provides support for the parallel assembly of
distributed matrices and vectors, featuring automatic handling of oﬀ-processor contributions. PETSc provides data
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management facilities which it calls Distributed Arrays (DAs). This component provides an optimal partition of
the domain among processors, making it extremely eﬃcient and fast. These same ideas were used to develop IGAs
on top of the PETSc framework, objects to partition the domain for a single patch of NURBS-based ﬁnite elements
to give as a ﬁnal result the PetIGA library [9]. The whole idea behind PetIGA was to provide an easy and eﬃcient
platform for IGA, where the user is left oﬀ with deﬁning a residual at Gauss points, and evaluating a tangent
(jacobian) in the case of time dependent nonlinear problems. Presented next, we can see a snippet of code that
constitutes the problem that needs to be deﬁned in PetIGA to solve the PFC model. As can be seen by comparing
the implementation to equation (22), the resemblance is remarkable, and makes for easy code debugging.
PetIGA code for the nonlinear, time-dependent residual of the PFC equation
// Physical parameters
PetscReal k4,k2 = user ->k*user ->k; k4 = k2*k2;
PetscReal D = user ->D, eps = user ->Eps , g = user ->g;
PetscScalar Ra = 0; // Residual
// Na . phi_t
Ra += Na * phi_t;
// grad(Na) . ((-epsilon -2*g*phi +3* phi ^2 +D*k^4)).grad(phi)
PetscScalar t1 = -eps - 2.0.g.phi + 3.0. phi.phi + D.k4;
Ra += Na_x * t1 * phi_x;
Ra += Na_y * t1 * phi_y;
// -2*D*k^2 . del2(Na) . del2(phi)
Ra += -2.0*D*k2 * (Na_xx+Na_yy) * (phi_xx+phi_yy);
// D . del3(Na) . del3(phi)
Ra += D * ( (Na_xxx+Na_xyy)*( phi_xxx+phi_xyy) + (Na_xxy+Na_yyy)*( phi_xxy+phi_yyy) );
4.1. Numerical results
This benchmark example presents three crystallites with diﬀerent orientations growing in an undercooled
liquid. It involves the motion of the solid/liquid interfaces as the crystals grow, as well as the motion of the grain
boundaries once these interfaces impinge on each other. The initial conﬁguration was set to the constant value
ρ¯ = 0.285. Three square crystallites are then nucleated as shown in ﬁgure (1). The following expression, which is
a solution to the partial diﬀerential equation, is used to deﬁne them:
ρ(xl, yl) = ρ¯ +C
[
cos
(
q√
3
yl
)
cos(qxl) − 0.5cos
(
2q√
3
yl
)]
(25)
where xl and yl deﬁne a local system of cartesian coordinates, oriented with the crystalline lattice. C and q take
the values of 0.466 and 0.66, respectively. The local coordinates (xl, yl) are deﬁned to generate the crystals with
diﬀerent orientations by using an aﬃne transformation of the (x, y) coordinates, that rotates the crystals by an
angle α. The three α angles chosen were −π/4, 0 and π/2, such that grain boundaries could be observed at the
steady state. If the angles are chosen similar to each other, it is possible for the crystals to merge together through
a reorientation. The computational domain chosen was Ω¯ = [0, 400]2. Some snapshots of the numerical solution
are shown in ﬁgure (1). The crystal growth can clearly be observed, as well as the formation of grain boundaries.
5. A modeling tool: the density ﬁeld building block
The Phase-Field Crystal equation (PFC), as we were looking to see how to calculate the elastic constants
for a speciﬁc crystalline system through the so called amplitude expansions [6, 16, 22], made us realize that the
equilibrium solution to the PDE is really a geometrical description of a speciﬁc crystalline structure. It uses an
amplitude and a frequency, which is deﬁned by the reciprocal lattice vectors of the speciﬁc structure. The values
that the PFC parameters take determine the structures that are reached at equilibrium, and a lot of work in the
ﬁeld has focused on determining the phase diagrams with respect to these diﬀerent parameters. A couple of these
phase diagrams can be found in [14] and [16], and they show that the phase ﬁeld crystal solutions only depend
on the values picked for the average density in the initial condition, and an  parameter that is deﬁned by the
parameters deﬁned in equations (7) and (8). The idea that wants to be conveyed is the fact that diﬀerent values for
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(a) t = 0 (b) t = 250 (c) t = 1000
Fig. 1: Crystal growth in a supercooled liquid. Snapshots of the numerical approximation to the atomistic density
ﬁeld of the phase ﬁeld crystal equation, with D = k = 1, g = 0 and  = 0.25. The computational mesh is composed
of 6502C2 cubic elements. The time step is 0.25.
the parameters involved in the equation will give diﬀerent equilibrium solutions.
The reasoning behind the PFC equation started initially by realizing that many of the features needed to model
crystal growth were described by the Swift-Hohenberg (SH) equation, and that by adding conservation, this could
be achieved [12]. A line of work on PFC has focused since then in trying to develop the model by adding extra
terms, and studying their inﬂuence in the behaviour of the equilibrium density ﬁeld. In this case these “ﬁnal”
states will be predeﬁned by the choices made for the parameters. But, what about looking at the problem from a
diﬀerent perspective? What about working from the equilibrium value seen in an experiment, and building a free
energy capable of capturing the eﬀects reported so far in their phase diagrams? This would give us the possibility
of integrating these parameters in the functional, and by working our way up, ﬁnding the initial functional needed
to achieve those ﬁnal states.
Thinking about Suzana Nunes’ paper on uniform nano channels [23], and just to show how it could work, the
equilibrium function for the density ﬁeld presented before, describing a triangular conﬁguration in 2D in the PFC
case, can again be considered
φ(x, y) = φ¯ + As
(
0.5cos
(
2q√
3
y
)
− cos (qx) cos
(
q√
3
y
))
(26)
where φ¯ represents the average value of the density ﬁeld, As represents an amplitude, and q represents the wave-
length. If we just multiply this by z to add a third dimension, we get
φ(x, y, z) = z
(
φ¯ + As
(
0.5cos
(
2q√
3
y
)
− cos (qx) cos
(
q√
3
y
)))
(27)
By having z = 1, this would give a periodic array of cylinders in 3D, as shown in ﬁgures (2a) through (2d). Values
of amplitude and wavelength are changed between plots, to show how the density ﬁeld could be matched with
experimental results by using the lattice constants obtained from experiments, that are already available as SAXS
experiments have been done on those membranes. This value for the wavelength q would be able to control the
size of the pores. Even though the structure for the membranes is not the same as the one presented here, it should
be possible to ﬁnd a mathematical formulation for something to look like the structure shown in ﬁgure (3), in
which there would be a high density ﬁeld corresponding to the location of the nodes/micelles, and a low density
matching the presence of pores. It then becomes a matter of collecting experimental data that has been obtained so
far, and studying how these parameters could be added to the formulation through their phase diagrams, eﬀectively
constituting a backward procedure to the one used to develop the PFC model.
6. Summary
Phase ﬁeld models in general oﬀer a lot of ﬂexibility in terms of modeling phase transformations. Without
having to worry about the explicit tracking of interfaces, one is left oﬀ with trying to accurately model the form of
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(a) As = 1, a = 1 (b) As = 2, a = 1
(c) As = 1, a = 2 (d) As = 1, a = 4
Fig. 2: Density ﬁeld deﬁned in (27) with φ¯ = 1 and q =
(
2π
a
) ( √
3
2
)
Fig. 3: Geometrical representation of the pores formed in [23], where the red nodes correspond to micelles, and
the center of the hexagons are empty.
1623 Philippe A. Vignal et al. /  Procedia Computer Science  18 ( 2013 )  1614 – 1623 
the free energy function that correctly describes the system under consideration. While uniform ﬁelds to represent
diﬀerent phases are a way to solve phase transition problems [7], it is hard to approximate the appropriate physics
that inﬂuence the problem. Even though the approximation used in the derivation of the PFC model from classical
density functional theory are very crude, and the results predicted are not all that accurate, there are ways to
improve it by ﬁtting the diﬀerent parameters that go into the equation, or by adding others [24]. The question
is still open on whether or not this parameter ﬁtting procedure will be able to lead to a more robust model, that
handles various materials under various conditions, but initial results look promising [25]. It is also worthwhile
mentioning that the dynamical equations written in this work usually include random ﬂuctuations, that are used
to represent the thermal ﬂuctuations in the system. They are crucial to properly describe the degrees of freedom
at the microscopic level that act on length scales below the correlation length (i.e. interface width) which sets the
scale over which changes of order occur. Only the modelling point of view has been approached in this work, but
these models have mathematical and computational issues [17, 26, 27] that are current topics of research. The high
order partial diﬀerential equations obtained, along with their stiﬀ and nonlinear nature, makes them challenging
to solve with the usual numerical techniques, and the approach presented here to handle the sixth order had not
been done before. As scientists come up with harder and harder equations to solve, frameworks such as IGA and
software such as PetIGA will become increasingly necessary.
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