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 This paper introduces a grouped genetic algorithm (GGA) to solve the order 
batching and sequencing problem with multiple pickers (OBSPMP) with the 
objective of minimizing total completion time. To the best of our knowledge, 
for the first time, an OBSPMP is solved by means of GGA considering 
picking devices with heterogeneous load capacity. For this, an encoding 
scheme is proposed to represent in a chromosome the orders assigned to 
batches, and batches assigned to picking devices. Likewise, the operators of 
the proposed algorithm are adapted to the specific requirements of the 
OBSPMP. Computational experiments show that the GGA performs much 
better than six order batching and sequencing heuristics, leading to function 
objective savings of 18.3% on average. As a conclusion, the proposed 
algorithm provides feasible solutions for the operations planning in 
warehouses and distribution centers, improving margins by reducing 
operating time for order pickers, and improving customer service by reducing 
picking service times. 
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The order picking problem is in charge of retrieving the set of items from storage locations to fulfill 
customer orders and deliver them on time, while pickers walk or operate a picking device through the 
warehouse [1, 2]. Manual order picking systems are prevalent in practice involving human operators at large 
scale due to the flexibility and autonomy offered by them [3] and the low labor costs in territories where 
automated systems are not viable [4, 5]. 
Concerning to achieve picking efficiency, the order batching groups customer orders into batches 
with a maximum fixed capacity [6], then the batches are assigned to a picking device and batch sequencing 
determines the picking scheduling and the completion time batches and customer orders [3, 7]. Therefore, the 
joint order batching and sequencing problem with multiple pickers (OBSPMP) is pivotal to enhance the 
efficiency and customer service [8-10]. One of the most important objectives in order picking systems is 
minimizing the maximal completion time (makespan), which allows reducing working time for order pickers, 
improving profit margins for warehouse operations, reducing delivery lead times and improving customer 
services [11]. There are only a few studies considering makespan as their objective to minimize the service 
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time for all possible batches [12], thus, minimize the makespan supports other objectives like minimizing 
total tardiness [13, 14].  
The order batching problem is considered NP-Hard when the number of customer orders per batch 
is greater than two [15], which means it is impossible to obtain a polynomial-time solution for it [16], 
therefore, this type of problem requires to be solved using approximate methods such as metaheuristics  
[17, 18], among which the particle swarm optimization [19], ant colony optimization [20], genetic algorithms 
(GA) [21], among others, can be mentioned. Specifically, group-oriented genetic algorithms (GGA) support 
the successful application to grouping problems because critical information from the chromosome is 
preserved and is correctly transferred in the crossover operators [22]. Thus, making use of a group-oriented 
encoding scheme is sensitive to the group features of the OBSPMP where a gene represents a batch instead of 
a customer order. Moreover, the studies of [22-24] have implemented GGAs to solve the order batching 
problem in warehouses and order picking systems, for which they are used as a reference to jointly solve the 
OBSPMP in this study, which, unlike the models proposed in the literature, includes the assignment of 
batches to multiple picking devices with heterogeneous loading capacity. 
To solve the OBSPMP, Henn [8], Scholz et al. [25], and Van Gils et al. [10] have proposed variable 
neighborhood descent and variable neighborhood search approaches to minimize tardiness and total order 
pick time. Matusiak et al. [26] proposed an adaptive large neighborhood search algorithm considering pickers 
with diverse skills to minimize the total order processing time. Zhang et al. [9] proposed a rule-based 
approach to minimize the maximum completion time of all batches for online environments. However, 
population-based metaheuristics like genetic algorithms have not been found in the literature to solve the 
OBSPMP, as well as no OBSPMP models considering picking devices with heterogeneous load capacity, 
which is a characteristic of modern warehouses and distribution centers.  
Therefore, this paper aims to present for the first time the application of a GGA for the OBSPMP, 
considering picking devices with a heterogeneous load capacity to minimize the maximum completion time 
(makespan). The remainder of this paper is organized as follows. Section 2 introduces the features and 
assumptions for the OBSPMP. In section 3, a GGA to solve the OBSPMP is presented. Section 4 introduces 
the experiments to determine the performance of the proposed model. Section 5 compares the performance of 
the GGA with six benchmarks, showing savings for the makespan. Conclusions are discussed in section 6. 
 
 
2. OBSPMP FEATURES AND ASSUMPTIONS 
The main features and assumptions of the order picking system for the OBSPMP are the following; 
In i) The order picking problem is based on low-level picker-to-parts systems, ii) the warehouse 
configuration is based on a parallel-aisle single-block warehouse, iii) each customer order is composed of 
several items, iv) multiple picking devices with heterogeneous load capacity and constant horizontal speed 
are allowed, and batch size does not exceed the capacity of picking devices (v) each batch is assigned to a 
picking device and it follows the S-shape routing heuristic to retrieve all the items of the batch, vi) the 
completion time of a batch is equal to the completion time of the orders assigned to it, vii) the service time of 
a batch is equal to the travel time, measured as the traveled distance divided the speed of the picking device 
and viii) a picking device can handle the next batch only when a previous batch is finished. The warehouse 
configuration is based on a parallel-aisle single-block warehouse as described in Figure 1, where storage 
locations, aisles width and cross-aisles dimensions are illustrated, as well as an example of the s-shape 
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Given a set of batches 𝑏 ∈ 𝐵, a set of customer orders 𝑜 ∈ 𝑂, a set of storage locations 𝑖, 𝑗 ∈ 𝐿, a 
subset of storage locations 𝑆 ⊂ 𝐿, a set of positions to schedule a batch in a picking device, and a set of 
picking devices 𝑒 ∈ 𝐸, the mathematical formulation of the OBSPMP is described as follows: 
 
Parameters 
𝑤𝑜 = Capacity required for order o 
𝑡𝑖𝑗
𝑒  = Travel time from position i to j for picking device e 
𝐶𝑒 = Maximum capacity of picking device e 
𝑠𝑖𝑜 = {




































𝑒  Completion time for a batch scheduled in position k in picking device e 






𝑏∈𝐵 ≤ 1        ∀𝑘 ∈ 𝐾, 𝑒 ∈ 𝐸 (2) 
 




𝑘∈𝐾𝑒∈𝐸 = 1        ∀𝑜 ∈ 𝑂 (3) 
 
∑ 𝑤𝑜 ∗ 𝑋𝑜
𝑏 ∗ 𝑅𝑘𝑒
𝑏
𝑜∈𝑂 ≤ 𝐶𝑒        ∀𝑏 ∈ 𝐵, 𝑒 ∈ 𝐸, 𝑘 ∈ 𝐾 (4) 
 
𝑍𝑖
𝑏 ≥ 𝑠𝑖𝑜 ∗ 𝑋𝑜




𝑗∈𝐿,   𝑗≠𝑖 = 𝑍𝑖




𝑖∈𝐿,   𝑖≠𝑗 = 𝑍𝑗




𝑖∈𝑆,   𝑗∈𝐿∖𝑆 ≥ 𝑍𝑖
𝑏        ∀𝑏 ∈ 𝐵, 𝑆 ⊂ 𝐿 (8) 
 
∑ (𝑅1𝑒
𝑏 ∗ ∑ ∑ 𝑡𝑖𝑗
𝑒 ∗ 𝑌𝑖𝑗
𝑏
𝑗≠𝑖∈𝐿𝑖≠𝑗∈𝐿 )𝑏∈𝐵 ≤ 𝐶𝑇1
𝑒   ∀𝑒 ∈ 𝐸 (9) 
 
𝐶𝑇𝑘−1
𝑒 + ∑ (𝑅𝑘𝑒
𝑏 ∗ ∑ ∑ 𝑡𝑖𝑗
𝑒 ∗ 𝑌𝑖𝑗
𝑏
𝑗≠𝑖∈𝐿𝑖≠𝑗∈𝐿 )𝑏∈𝐵  ≤ 𝐶𝑇𝑘
𝑒       ∀𝑒 ∈ 𝐸, 𝑘 ∈ 𝐾 ∖ {1} (10) 
 




𝑏∈𝐵𝑘∈𝐾𝑒∈𝐸      ∀𝑜 ∈ 𝑂 (11) 
 
𝐶𝑇𝑘






𝑏 ∈ {0,1}  ∀𝑘 ∈ 𝐾, 𝑒 ∈ 𝐸, 𝑏 ∈ 𝐵, 𝑜 ∈ 𝑂, 𝑖, 𝑗 ∈ 𝐿 (13) 
 
The objective function in (1) minimizes the maximum completion time (makespan). Constraints in 
(2) ensures that at most a batch is scheduled in a specific position in a picking device. Constraints in (3) 
guarantees the assignment of each customer order to a batch. In (4) limits the capacity of the batches assigned 
to each picking device according to the loading capacity of the picking devices. Constraints in (5-8) embody 
the TSP formulation. In (9) and (10) measures the completion time for the batch scheduled in positions 1 and 
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k in each picking device respectively. In (11) calculates the completion time of an order as the completion 
time of the batch where it is assigned. Constraints in (12) and (13) determine the non-negativity and domain 
of the variables. The order batching problem is considered NP-Hard when the number of customer orders per 
batch is greater than two [15], therefore any extension of this problem is considered NP-Hard as well  
[13, 27, 28]. Then, the OBSPMP is considered an NP-hard problem, so it cannot be solved using exact 
solution methods at least for large instances [25], thus metaheuristics like genetic algorithms can provide 
satisfactory solutions in short computing times for combinatorial problems related to logistics and operations 
management [29, 30]. In this study, we introduce a GGA to provide high-quality solutions in short computing 
times for the OBSPMP, satisfying the operating requirements of real warehouses. 
 
 
3. GROUPED GENETIC ALGORITHMS 
The proposed group-oriented encoding scheme represents the assignment of orders to batches and 
the sequencing of batches in picking devices. Due to each gene represents a batch in a picking device; the 
chromosomes are of variable length. In the encoding scheme shown in Figure 2, each gene is composed of 
the number of the picking device, the batch assigned to the picking device, and the customer orders grouped 





Figure 2. GGA encoding scheme 
 
 
To produce the initial population of size P, we follow an order group procedure that uses an order 
pool to place orders that have not yet been assigned to a batch. For each gene, a picking device is randomly 
chosen, and a batch is opened for this picking device, then, an order is randomly chosen from the order pool 
and is assigned to the open batch. Another order is randomly chosen from the order pool and is assigned to 
the opened batch if the capacity requirement of the order is less than or equal to the available capacity of the 
batch, otherwise, another order is randomly chosen from the order pool. If none of the orders in the order 
pool fit on the open batch, then the batch is closed. The order group procedure ends when all customer orders 
are grouped into batches. The fitness function represents the objective function of the OBSPMP, which is 
minimizing total completion time, so the maximum completion time or total completion time (makespan) is 
identical to the time required to collect a given set of customer orders. Given the set of orders, o = 1, ... , O, 
let Co be the completion time of the order o, so the fitness function to minimize with the GGA is MaxoϵO{Co}.  
The selection of parental chromosomes for the crossover operator is based on the linear selection 
ranking method; this method assigns the highest selecting probability to chromosomes with better 
performance, promoting the crossing between parents with high-quality genetic information. Then, the 
number of pairs of parents is determined according to the crossover rate (Cr) and parents are chosen using the 
roulette wheel selection. Figure 3 illustrates the crossover operator that begins with the selection of two 
crossing points delimiting the crossing section (step 1). The exchange of the crossing section between each 
pair of parents may lead to infeasible solutions when an order appears twice on a chromosome (step 2). A 
correction mechanism is applied to fix infeasible offspring, removing old genes containing orders appearing 
on the new genes, and then updates the sequencing of batches in each picking device (step 3). Orders that 
have not yet been assigned to the chromosome become part of the order pool, and the order group procedure 
is applied to complete each chromosome (step 4).  
The survival mechanism ensures that elite individuals prevail in each generation according to the 
survival rate (Sr). The immigration rate (Ir) defines the number of new individuals to create using the order 
group procedure to provide diversity to the population and prevent premature convergence. The mutation 
operator is implemented in a number of individuals defined by the mutation rate (Mr). The mutation 
procedure starts selecting two genes randomly, then the selected genes are removed and the orders of these 
genes become available into the order pool. The sequence of batches in each picking device is updated and 
the remaining orders are assigned to new genes using the order group procedure. Lastly, when G generations 
Gene 1 Gene 2 Gene 3 Gene 4 Gene 5
Picking device 1 3 3 2 2
Batch number 1 1 2 1 2
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are satisfied the genetic algorithm will stop. Figure 4 shows the flowchart of the GGA summarizing the steps 










Figure 4. The flowchart of the proposed GGA 
Picking device 1 3 3 2 2 2 1 1 3
1 27 Batch number 1 1 2 1 2 1 1 2 1
2 38 4 9 2 1 8 2 9 1 7
3 1 5 3 10 10 3 5 6
4 12 7 6 4 8
5 23
6 5 Picking device 1 1 3 3 2 2 2 1 3
7 12 Batch number 1 2 1 2 1 2 1 1 1
8 22 4 1 7 2 1 8 2 9 9
9 36 5 5 6 10 10 3 3
10 7 7 8 6 4
Picking device Capacity Picking device 1 3 3 2 3
1 50 Batch number 1 1 2 1 1
2 45 1 7 2 2 9
3 40 5 6 10 3
8
Picking device 1 3 3 2 1 2 3 2 3 1
Batch number 1 1 2 1 2 1 1 2 2 1
1 7 2 9 4 2 9 5 7 1












Chromome 1 Chromome 2
Orders
Start
Set population size (P), number of generations (G), crossover rate (Cr), mutation rate (Mr), 
survival rate (Sr), immigration rate (Ir)
Crate the chromosome p in the generation g following the order group procedure 
Select P x Sr elite chromosomes from generation g for the next generation (g+1)
¿g=G?
End




¿p=P?p = p + 1
Yes
g = 1; p = 1
Use the linear ranking selection method to randomly select P x 2Cr chromosomes from generation 
g to be pairs of parents
Generate P x Cr offspring by using the crossover operator and add them to generation (g+1)
Create P x Ir new chromosomes by applying the migration operator
Randomly select P x Mr chromosomes from generation (g+1), and apply the mutation operator
g = g + 1
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4. EXPERIMENTS 
In order to determine the performance of the GGA, several experiments are carried out. The results 
of the GGA are compared with six benchmark rules called FCFS-LH, FCFS-HL, SLOS-LH, SLOS-HL, 
LSOS-LH, and LSOS-HL. The abbreviation LH means that batches are first assigned to the picking device 1, 
then to the picking device 2 and so on until the last picking device, after which, the next batches are assigned 
to the picking device 2 and so on until assigning all batches to picking devices. The abbreviation HL means 
that batches are assigned first to the last picking device, then to the penultimate picking device and so on 
until the first picking device, after which, the next batches are assigned to the penultimate picking device and 
so on until assigning all batches to picking devices. Moreover, FCFS means that the assignment of orders to 
batches is based on the first-come-first-served rule. SLOS means that the assignment of orders to batches is 
performed from the smallest-sized order to the largest-sized order. Likewise, LSOS means that the 
assignment of orders to batches is performed from the largest-sized order to the smallest-sized order. Figure 5 





Figure 5. Benchmark heuristics for the OBSPMP 
 
 
The experiments are configured with the parameters described in Table 1. By combining different 
values for O, m, and w, 24 problem classes are generated, and 10 instances are calculated for each problem. 
Therefore, we provide 240 instances in total. The parameters of the GGA are P=20, G=40, Cr=0.85, 
Mr=0.05, Sr=0.1, and Ir=0.05. The experiments are carried out on an Intel Core i5-2300 CPU at 2.8 GHz and 
8 GB RAM. The algorithm is implemented with Visual Basic. 
 
 
Table 1. Order picking simulation environments 
Parameters Values 
Total number of customer orders (O) 10, 30, 50 
Number of items per order (m) U[1, 5], U[5, 15] 
Warehouse layout (storage locations) (w) 400, 900, 1250, 2000 
Routing strategy S-shape 
Storage policy Random-based 
Capacity of the picking device 1, 2, 3 30, 40, 50 
Speed of the picking devices 45 m/min 
 
 
5. RESULTS AND DISCUSSION 
The results of the GGA are compared with the six benchmarks, calculating savings for the total 
completion time. As shown in Table 2, GGA saves on average between 14.3% and 23.5% of total completion 
time when compared to the benchmark heuristics. The proposed GGA indeed offers savings of up to 40.7% 
Picking device 1 2 3 1 2 3 2 1 3 2
1 27 Batch number 1 1 1 2 2 1 1 1 2 2
2 38 1 2 5 8 9 1 2 5 8 9
3 1 3 10 7 3 6 7
4 12 4 4 10
5 23 6
6 5
7 12 Picking device 1 2 3 1 2 3 2 1 3 2
8 22 Batch number 1 1 1 2 2 1 1 1 2 2
9 36 3 8 1 9 2 3 8 1 9 2
10 7 6 5 6 5
10 10
Picking device Capacity 4 4
1 50 7 7
2 45
3 40 Picking device 1 2 3 1 2 3 2 1 3 2
Batch number 1 1 1 2 2 1 1 1 2 2
2 9 1 5 7 2 9 1 8 7
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in total completion time when compared to SLOS-HL when considering 10 orders, items per order between 1 
and 5, and a layout with 2,000 storage positions.  
For all the evaluated instances, the GGA saves on average 18.3% the total completion time when 
compared to the six benchmarks; in this manner, the proposed algorithm improves the efficiency of order 
picking significantly. From the particular results of Table 3, GGA generates average savings of 26.6% when 
O=10. For instances when O=30 and O=50, GGA provides average savings of 15.5% and 12.7% 
respectively. Although minimizing the total picking time is not the objective function in the proposed 
algorithm, for the evaluated instances the GGA offers average savings of 4.6% on picking time when 
compared to the benchmark heuristics, so the GGA in addition to improving customer service through the 
completion time also improves the operating costs of the order picking. Furthermore, the average computing 
times of the algorithm when O=10, O=30, and O=50 are 0.04, 1.60, and 9.89 minutes respectively, which are 
viable for the daily operations planning of warehouses and distribution centers. 
 
 
Table 2. Total completion time savings for GGA 
 
FCFS-LH FCFS-HL SLOS-LH SLOS-HL LSOS-LH LSOS-HL 
Average 14.3% 22.4% 16.3% 23.5% 14.4% 18.8% 
Maximum 27.9% 38.7% 35.5% 40.7% 27.9% 33.4% 
Minimum 5.3% 9.6% 5.7% 12.3% 2.6% 5.4% 
 
 
Table 3. Average saving on total completion time for GGA 
O FCFS-LH FCFS-HL SLOS-LH SLOS-HL LSOS-LH LSOS-HL 
10 20,94% 30,21% 25,66% 30,62% 23,75% 28,68% 
30 11,15% 20,64% 12,54% 21,45% 11,32% 15,65% 




This study addresses the order batching and sequencing problem with multiple pickers (OBSPMP) 
to minimize the makespan. We dealt with the assignment of orders to batches and with the assignment of 
batches to picking devices with heterogeneous load capacity. By means of numerical experiments, it was 
proved that the GGA offers solutions superior to those provided by rule-based heuristics. Consequently, the 
GGA provides average savings of 18.3% on makespan compared to six widely used heuristics in real 
warehouse environments, and the solutions are obtained in feasible computational times that allow their 
application in daily warehouse operations. Therefore, implementing these solutions can improve warehouse 
performance significantly by improving profit margins, reducing operating time for the order pickers, 
improving customer service and reducing picking service times. Future research could address the joint order 
batching, sequencing, assignment and picker routing problem considering 3D warehouses, online customer 
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