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For over a century, electrical microstimulation has
been the most direct method for causally linking
brain function with behavior. Despite this long
history, it is still unclear how the activity of neural
populations is affected by stimulation. For example,
there is still no consensus on where activated cells
lie or on the extent to which neural processes such
as passing axons near the electrode are also acti-
vated. Past studies of this question have proven
difficult because microstimulation interferes with
electrophysiological recordings, which in any case
provide only coarse information about the location
of activated cells. We used two-photon calcium
imaging, an optical method, to circumvent these
hurdles. We found that microstimulation sparsely
activates neurons around the electrode, sometimes
as far as millimeters away, even at low currents.
Our results indicate that the pattern of activated
neurons likely arises from the direct activation of
axons in a volume tens of microns in diameter.
INTRODUCTION
The ability to change the activity of neurons and measure the
consequent effects is critical to a full understanding of the brain.
Electrical stimulation affects neural activity by affecting the
voltage gradient that neurons maintain across their membranes;
a current passed outside of cells can change this voltage and
trigger neuronal responses. This technique was first used in
the 19th century by Fritsch and Hitzig (1870), who stimulated
the brains of dogs and identified the motor cortex, from which
movements could be elicited, thus showing that the brain was
divided into different functional areas. Subsequent stimulation
experiments in motor cortex of humans (Penfield, 1947) and
monkeys (Asanuma et al., 1968) identified a motor homunculus:
an orderly mapping of the muscles of the body onto the cortical
surface. Stimulation has also been long used to map neural
connections between brain regions (Bishop et al., 1962; Bizzi,
1967; Movshon and Newsome, 1996; Sommer andWurtz, 2002).
The ability of stimulation to change neural activity allowed
Newsome and colleagues (Salzman et al., 1992) to link neural508 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.firing in cortical area MT with visual motion perception. Similarly,
electrical stimulation has been used to modulate attention
(Moore and Fallah, 2001), to increase the speed of learning (Wil-
liams and Eskandar, 2006), to identify neural subtypes (Sommer
and Wurtz, 2002), to reorder movement sequences (Histed and
Miller, 2006), to study somatosensory perception (Romo et al.,
1998), and, combined with fMRI, to map connections (Tolias
et al., 2005; Ekstrom et al., 2008; Moeller et al., 2008). Finally,
recent steps toward brain-machine interfaces propose the use
of electrical stimulation to introduce signals directly into the brain
(Schmidt et al., 1996; Chapin, 2000; Lebedev and Nicolelis,
2006; Tehovnik and Slocum, 2007; Pezaris and Reid, 2007; Fitz-
simmons et al., 2007; Schiller and Tehovnik, 2008).
However, all of this work is limited by the fact that the identity
of neurons affected by stimulation remains unknown. As an
example, the motor homunculus’ relation to motor cortex func-
tion is still debated. Some studies have suggested that the
homunculus is an artifact of stimulation on the basis of the
substantial differences between recorded neural responses
and the muscles activated by stimulation at the same site (for
discussion, see: Graziano et al., 2002a, 2002b; Strick, 2002;
Rathelot and Strick, 2006).
The predominant idea in the field is that stimulation leads to
a sphere of activated neurons around the electrode tip that
increases in sizewith increasing current (Stoneyet al., 1968;Rob-
inson and Fuchs, 1969; Ranck, 1975; Tehovnik, 1996; Murasugi
et al., 1993; Tolias et al., 2005). This hypothesis is based on the
data of Asanuma and colleagues (Stoney et al., 1968), who esti-
mated that 10 mA and 100 mA currents activated cells in a radius
of 100 mm and 450 mm around the electrode (cited by e.g., Bruce
et al., 1985; Salzman et al., 1992;Murasugi et al., 1993; Tehovnik,
1996; Moore and Fallah, 2004; Tolias et al., 2005).
However, this idea—that larger currents activate neurons at
a larger distance from the electrode—is based on few studies,
because of two central difficulties. First, it is impossible to record
and stimulate electrically nearby at the same time, due to arti-
facts from the high voltages used in stimulation. This led Stoney
et al. (1968), for example, to use an indirect measure of neural
activation based on the interference between action potentials
evoked by stimulating the cortex locally and stimulating distant
cortical axons. The difficulty of this approach has largely pre-
vented follow-up work. Second, because each recording elec-
trode can only sample a small number of neurons, there is a
needle-in-a-haystack problem of finding the neurons activated
by stimulation. For example, while chronaxie measurements
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Nowak and Bullier, 1998a; Tehovnik et al., 2006), it is not clear
whether initial segments have lower thresholds (especially for
cortico-cortical axons which are often unmyelinated, e.g.,
Tehovnik et al., 2006; Nowak and Bullier, 1998b), which would
cause preferential activation of cells near the electrode tip.
The optical technique of two-photon calcium imaging of
networks of neurons (Stosiek et al., 2003; Ohki et al., 2005;
Kerr et al., 2005; Kerr and Denk, 2008) solves both these prob-
lems. Optical measurements of neural activity are independent
of electrical stimulation and allow for imaging of hundreds of
neurons in a single plane around the electrode tip.
Using this technique, we found that microstimulation directly
activates a sparse, distributed population of neurons. Stimulation
activated cells hundreds of microns from the tip, even near
threshold (4–9 mA), without a strong bias for neurons near the
tip. The pattern of activated cells was sparse; instead of acti-
vating cells at greater distance, we found that increasing current
fills in a large sphere of activated cells. The mechanism of
activation was local and direct; moving the electrode by 30
microns completely changed the patterns of activated cells and
blocking excitatory transmission had little effect on the patterns
of activation.
These data thus suggest an alternative model for how neurons
are activated by electrical stimulation. Instead of activating
a group of cell bodies that increases in size as current is
increased, we propose that stimulation activates a much smaller
volume of neural processes around the electrode tip. The result
is a sparse and widely distributed set of activated cell bodies
whose pattern is highly sensitive to the exact location of the elec-
trode in the neuropil.
One immediate implication is that it is impossible to activate
a set of cells restricted to a small spatial volume, which may
explain why stimulation has principally been successful in areas
like macaque visual area MT (Murasugi et al., 1993) where
neurons of similar function lie near one another. These results
promise to recast the interpretation of past studies that have
used microstimulation to affect brain and behavior and outline
ways in which microstimulation might be used in new experi-
ments to study neural circuits.
RESULTS
Weused two-photon calcium imaging to determine the locations
of the neurons activated by cortical microstimulation. We
imaged layer 2/3 of visual cortex in the rodent (rat and mouse,
area 17) and cat (area 18) while stimulating in the same area
(Figures 1A and 1B). We labeled neurons and astrocytes with
the calcium indicator Oregon Green BAPTA-1 AM (OGB-1) in
a region of 100–600 mm in diameter using the method of Stosiek
et al. (2003) andOhki et al. (2005, 2006) and colabeled astrocytes
with a red dye, sulforhodamine 101 (SR-101; Nimmerjahn et al.,
2004; Schummers et al., 2008). A single imaged plane from cat
visual cortex (Figure 1B) illustrates neurons (green), astrocytes
(yellow or red), and blood vessels of various sizes (black).
Between these features are areas of labeled neuropil (dim green).
From past studies (Smetters et al., 1999; Kerr et al., 2005; Sato
et al., 2007; Greenberg et al., 2008), we know that somaticcalcium in cortical neurons largely reflects action potential firing,
rather than subthreshold events. To a first approximation, the
time course of somatic calcium concentration is the linear
convolution of the spike train with the single-spike calcium
response, which has a rapid rise and a slower exponential decay
(Figure 1C; Helmchen et al., 1996; Yaksi and Friedrich, 2006;
Greenberg et al., 2008). For high spike rates, fluorescence
responses can saturate, depending on the concentration and
affinity of the indicator loaded into the cells (Helmchen et al.,
1996). We therefore limit our analysis to the detection, rather
than quantification, of the large changes in fluorescence evoked
by trains of electrical pulses.
We typically positioned the electrode within the imaged region
at the same depth as the imaging plane (Figure 1B). In some
experiments, we also looked for long-range effects by placing
the electrode some distance away (1–4 mm). We stimulated
with bothmetal electrodesmade of tungsten and Pt-Ir, and glass
pipettes, which are thinner and thus deform and damage the
tissue less than metal electrodes.
Our stimulation protocols matched protocols used in previous
studies of the influence of cortical circuits on behavior. We used
constant-current biphasic square pulses, each phase lasting
200 ms, with the negative pulse first (reviewed in Ranck, 1975;
Tehovnik, 1996) at 250 Hz in trains of 100 to 815ms. We concen-
trated on low currents (10 mA or lower), which have been used in
perceptual studies in visual cortical areas (Salzman et al., 1990;
Bak et al., 1990; Murphey and Maunsell, 2007; Tehovnik and
Slocum, 2007), rather than on the higher currents (10–50 mA)
that have typically been used to evoke motor outputs (i.e., Bruce
et al., 1985; Graziano et al., 2002a). By directly activating fewer
cells, we hoped to minimize the effect of synaptic activation on
our measurements. We also used near-threshold currents to
minimize inhibitory recruitment (Creutzfeldt et al., 1966; Berman
et al., 1991; Chung and Ferster, 1998; Kara et al., 2002), and
avoid axonal block effects (Durand, 2000). Thus, this work pref-
erentially examines the direct mechanisms of neuronal activation
by stimulation.
Activation Is Sparse and Distributed
In response to stimulation near threshold, we observed that
some cells were strongly activated while other nearby cells did
not respond (Figures 2B and 2E). Astrocytes typically showed
no fluorescence changes, perhaps because they respond only
following large firing events in many nearby neurons (Schum-
mers et al., 2008). When we collected data at high frame
rates (31 Hz), we were able to resolve the rising phase of the
response to a 100 ms train (Figure 2F). In the best experiments,
we could even resolve responses in individual trials (Figures 2C
and 2G).
By imaging all the neurons in a single plane around the elec-
trode tip, we found that stimulation at threshold reliably activated
a sparse, distributed set of neurons (Figure 3). Some of these
activated neurons were located hundreds of microns away
from the tip, yet only a small fraction of all neurons were acti-
vated. Results obtained for metal electrodes (Figure 3A) and
glass pipettes (Figure 3C) were qualitatively similar. Based on
the fact that activated cells produced large responses of 20%–
30% (change in fluorescence relative to baseline fluorescence,Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 509
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Figure 1. Using Two-Photon Imaging to Measure the Effects of Cortical Microstimulation
(A) Schematic location of imaging sites in cortex, primary visual cortex of mouse, rat (not shown), and cat (area 18).
(B) Two-photon bulk-loaded calcium imaging in vivo. Femtosecond-pulsed laser light is used to measure calcium-induced fluorescence changes in
neurons. A single plane is imaged at one time. Lower panel: example image. All cells are loaded with OGB-1 AM (green), and astrocytes are labeled with
SR101 (red/yellow).
(C) Relationship between calcium concentration and spiking activity. Top: a simulated train of 5 spikes. Middle: spike rate, computed by smoothing the spike
train with a Gaussian kernel. Bottom: expected somatic calcium concentration, computed by convolving an exponential describing calcium influx with the spike
train.DF/F0, see Experimental Procedures; see Figures S2 and S5
available online), we identified cells showing greater than 20%
response over a 0.75 to 1 s period after stimulus train onset as
showing significant responses to stimulation (Figure 3B). We
used a constant DF/F0 threshold so that we could compare
experiments with different optical properties and thus different
signal-to-noise ratios. In all experiments, this threshold was
well above the empirical noise floor such that the responses to
stimulation were reliably detected (Figures 2, S2, and S5).
Activation thresholds were generally low (Figure 3D), and in the
range previously used to elicit behavioral responses. In a set of
experiments (n = 8) from each species we estimated the number
of activated cells with increasing current. The current needed to
activate at least one cell was 10 mA or less. By comparison,
currents required to evoke saccades from frontal lobe areas510 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.and the superior colliculus are typically between 5 and 50 mA
(Bruce et al., 1985; Schlag and Schlag-Rey, 1987; Stanford
et al., 1996; see Discussion). Some work in motor cortex has
used currents in that range (Graziano et al., 2002a), and other
experiments have seen muscle twitches at currents at 5–10 mA
(reviewed in Taylor and Gross, 2003). In MT, the Newsome group
showed that 10 mA in 1 s trains could produce biases in direction
discrimination without evoking overt movements (Salzman et al.,
1990, 1992). Finally, in cases where animals are asked to detect
the presence of stimulation, thresholds are often below 10 mA
(Doty, 1969; Murphey and Maunsell, 2007).
In the cat but not in the rodent, lateral axons are known to
extend over several millimeters within layer 2/3 of visual cortex
(Gilbert and Wiesel, 1979; Rockland and Lund, 1982; Martin
and Whitteridge, 1984; Gilbert and Wiesel, 1989; Gilbert, 1992).
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Figure 2. Measured Time Courses in Neurons in Response to Microstimulation
(A) Anatomical view of neurons and astrocytes in mouse visual cortex. Electrode is positioned 25 mm to right of image. Arrows point to somas of five cells: four
neurons (1, 2, 3, 5) and one astrocyte (4). Image frames were collected at 2.5 Hz.
(B) Time courses (average of 15 repetitions) of the differential fluorescence signal (DF/F0) from the five cells labeled in (A). Only cell 1 responded. Stimulation with
glass pipette: 100 ms train, 16 mA.
(C) Time courses of single trial responses from cell 1 in (A). Each of 15 repetitions is plotted in a single color and the mean is plotted in black.
(D–E)As in (A) and (B), for asecondexperiment inmousevisualcortex.Here image frameswerecollectedat31Hz.Stimulationwithglasspipette: 100ms trainat10mA.
(F) Expanded view of cell 1’s average trace in (E).
(G) Time courses of individual trials from cell 1 in (E) and (F). Conventions as in (C).In two experiments in the cat, we found that neurons up to 4 mm
away from the stimulation site could be activated with currents
as low as 10 mA (Figure 3E). In all three species, we observed
similar sparse patterns of activation and similar thresholds
(Figure 3D). We proceeded to investigate the mechanism by
which these sparse patterns arose by doing further experiments
in mouse cortex.
Stimulation Activates Neural Elements in a Small
Volume around the Tip
We considered two possibilities to explain the sparse activation
near threshold. First, sparse activation could arise from cell
bodies having different thresholds. The activated neurons might
be those with the lowest thresholds to stimulation such that, as
we increased current, neurons with successively higher thresh-
olds would be recruited. Alternatively, cell processes could be
activated very locally. The activated neurons might simply be
those whose axons or dendrites pass through a small volume
near the tip.We can distinguish between these hypotheses by moving the
electrode tip by small amounts and looking at the resulting
patterns of activation. If cell bodies far away from the electrode
are activated directly, thenmoving the electrode a short distance
should barely change the applied voltage at distant cells and
a similar pattern of activation should be observed. On the other
hand, if stimulation has primarily local effects on cell processes,
then the patterns of activated cells should depend strongly on
electrode position.
We found support for the latter hypothesis: stimulation had
a very local effect near the tip, even though the activated cells
were widely distributed (Figure 4). We measured the patterns
of activation near threshold before and after moving the tip
15 mm and observed that distinct population of cells were
activated (Figures 4B and 4C), with only a few activated cells
common to both stimulation sites. Stimulation with higher
current activatedmore cells (Figure 4D), withmore cells common
to both sites, suggesting the activation of a larger volume of
processes around the tip. To confirm that tip position is theNeuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 511
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Figure 3. The Pattern of Activated Cells Is Sparse
(A) Anatomical images with overlay showing activated neurons for two currents; metal electrode, cat area 18. Pink indicates cells with greater than 20% DF/F0
average response. While no cells are activated at 7 mA, several are activated at 9 mA.
(B) Average DF/F0 responses of all cells for experiment in (A). Pink bars are cells that showed greater than 20% DF/F0 average responses.
(C) As in (A); glass pipette, mouse visual cortex. Number of activated cells increases with current.
(D) Summary of eight experiments in which current was systematically changed. x axis, current. y axis, number of cells activated in imaging plane. Dotted lines:
stimulation applied with pipette; solid lines, metal electrode. Bottom: vertical lines show inferred threshold for each experiment.
(E) As in (A) and (C); metal electrode, cat area 18. Electrode was positioned 4 mm away, to bottom right of image.key determinant of which cells are activated, wemoved the elec-
trode and then repositioned it to its original location (Figure 4E).
In this experiment, we found that some neurons are activated at
the first position both before and after the movement, but not in
the second, deeper, position.
Finally, to quantify the size of the activated volume, we moved
the electrode tip incrementally and measured overlap with the
cells activated at the initial position. We found that, at low
currents, moving the electrode tip 30 mmalmost completely elim-
inated overlap of activated neurons (Figure 4F), indicating that
stimulation excited neural processes within a radius of 15 mm
(Figure 4F).512 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.Direct versus Synaptic Activation
Wenext wished to determine whether our stimulation trains were
directly activating cells (i.e., through passive current spread:
Stoney et al., 1968; Bruce et al., 1985; Moore and Fallah, 2004)
or whether many of the responses were due to postsynaptic
effects, in which directly activated cells were driving other
cells to spike. Most connections between two cells in the
cortex are relatively weak (Galarreta and Hestrin, 1998; but see
Silver et al., 2003) and so a presynaptic neuron’s spike pro-
duces a spike in its postsynaptic partners only rarely (Ts’o
et al., 1986). Although we stimulated only a small proportion of
cells near threshold, we nonetheless wished to rule out the
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Figure 4. Moving the Tip Slightly Yields a Different
Set of Activated Cells
(A) Image showing the position of cells relative to the elec-
trode. Only the region well-loaded by the calcium indicator
is shown. Glass pipette, mouse visual cortex.
(B) Schematic diagram indicating which cells were
activated by stimulation before and after withdrawing the
electrode by 15 mm.While some cells respond both before
and after moving the tip (purple), many respond exclu-
sively before (magenta) or after (cyan). Note: cell outlines
enlarged for clarity. Stimulation: 100 ms train at 10 mA
(interleaved with 25 mA trains, results shown in D).
(C) Responses of all cells, before and after moving the tip.
x axis: average DF/F0 response before moving the
electrode. y axis: response to stimulation after the tip
was moved. Gray data points did not reach activation
threshold. Others colored as in (B).
(D) Distribution of responses for low current (A–C) and
high current (25 mA) conditions. Higher currents activate
more cells, with more overlap between before and after
populations.
(E) Time courses of responses for another experiment in
which electrode was moved 15 mm away and then reposi-
tioned to its original location. Individual trials shown as
different colors. Glass pipette, mouse visual cortex. Stim-
ulation: 100 ms train at 12 mA. Three example cells are
shown here, out of 136 imaged cells. A total of 7 cells
were activated at position 0 (left), 14 at the deeper position
(middle) and 8 when tip was returned to position 0 (right).
Of these, one cell active at position 0 was no longer acti-
vated on return to position 0, and two additional cells
were activated, presumably because the electrode was
not restored to the exact same (micron-level precision)
position in the tissue.
(F) Fraction of cells activated at both electrode positions as
a function of displacement, for four experiments (expt.
1–4). Expt. 1 is data in (B) and (C). Expts. 2–4 are control
experiments in which displacement was increased from
5 to 30 mm. All experiments were done at near-threshold
currents (10, 12, and 10 mA). Fraction at position 0 is
defined at 100%.possibility that the responses were dominated by synaptic
connections.
In order to distinguish between these two possibilities, we
used pharmacological agents (CNQX and APV) to block excit-
atory glutamatergic transmission and measured the effects of
stimulation before and after (Figure 5). As a positive control for
the blockade, we interleaved visual stimuli with electrical stimuli
while applying the drug and then washing it out.
We found the sparse patterns of activation observed at
threshold to be largely independent of synaptic transmission
(Figure 5). Responses to electrical stimulation were generally
unaffected by application of CNQX and APV (Figures 5A–5C).
In contrast, visual responses were almost totally eliminated, sug-
gesting complete blockade of synaptic transmission. These
results hold both for somatic calcium signals (Figures 5A, 5B,
and 5E), and for the average of cell bodies and surrounding
neuropil (Figures 5C and 5D). Because wash-in and wash-out
could take as long as 90 min, and any small shift of the brain
during that time would cause small tip movement and change
the activated population (see above), we could not ensure that
the exact same set of cells were excited throughout. However,in one experiment we were able to make this comparison for
a small number of neurons (Figure 5E).
These results show that even under blockade of excitatory
synaptic transmission, many cells are strongly activated by elec-
trical microstimulation. These cells are thus activated via direct
depolarization. While we cannot completely rule out some
degree of synaptic activation under control conditions, the
proportion of activated cells is similar under control conditions
and synaptic blockade.
Cellular versus Neuropil Responses
While the cell bodies of neurons are identifiable in the images
resulting from two-photon bulk-loaded calcium imaging, the
regions between the neurons are also loaded with calcium indi-
cator. This neuropil region contains many neural processes—
axonsanddendrites—that arebelow the resolution limit of optical
microscopes.We have observed cells that show large responses
and also cells that show little or no response to stimulation. Since
the neuropil is composed of the processes of the surrounding
cells, we might expect it to respond like a spatially-averaged
version of the cells. That is what we observed (Figure 6A).Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 513
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Effects of Cortical MicrostimulationActivated andnon-activatedcells are embedded in a surrounding
region of weakly activated neuropil, but by selecting the cells by
their shape, one can largely isolate neuropil and cell responses
(Figures 6B–6D).
Since activated cells are widely dispersed, we expected
the neuropil signal to be nonzero even at large distances, and
that was the case (Figure 7). Here, in an experiment where the
electrode was positioned at the edge of the field of view, we
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Figure 5. Activation Is Similar after Blocking Excitatory Transmission
(A) Cellular responses before (left), during (center), and after (right) blockade of excitatory glutamatergic synapses with CNQX and APV. Each row shows the
responses of a single cell. Visual stimulus was a drifting square-wave grating in a direction (0 deg) chosen to most strongly excite this region. Electrical stimulus
was a 100 ms train at 250 Hz.
(B) Average time courses of all cells shown in (B). Responses to visual stimuli were abolished by drug application but responses to electrical stimulation were left
intact. Note that electrical responses are larger than visual responses; the amplitude of the visual response is consistent with earlier work (Ohki et al., 2005; Sohya
et al., 2007).
(C) Time course of responses during drug application. Here we averaged DF/F0 responses over neuropil and all cells in the imaged region to be resistant to small
pipette movements.
(D) Results from three experiments (visual cortex; one mouse, two cats). y axis: percent change between predrug baseline and drug application of DF/F0
responses to microstimulation, averaged over entire imaged region. Error bars: 3 standard deviations. Dashed line indicates no change. Stars (*) indicate results
from experiment in (A)–(C); diamond, results from experiment in (E).
(E) Control experiment in which the same cells were imaged throughout the experiment. Stimulation: 100 ms trains at 25 mA.514 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.
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Effects of Cortical MicrostimulationFigure 6. Many Cells Show Large Responses or No Response, While Neuropil Activation Is Homogeneous
(A) Maps of activation as current is increased;DF/F0 was calculated on a per-pixel basis and shown for all pixels (color scale shown at right). Same experiment as
shown in Figures 3B and 5. Stimulation train: 100 ms.
(B) Enlarged view of area indicated with dotted line in (A), 10 mA (rightmost panel of A). Shown here is the average anatomy image, with neurons green and astro-
cytes red/yellow. Electrode tip is visible at top right.
(C) DF/F0 map, same region shown in (B) and indicated with dotted line in (A). White arrows: nonactivated cells; pink arrows: cells that respond strongly to stim-
ulation. Color scale as in (A). Note the activated neuropil region immediately around the tip, which is masked by two less-active cells, one on each side.
(D) Panel showing our method for computing cell responses: cells (white lines) were identified from anatomy image. Average DF/F0 value was computed within
each white region and plotted here in color. Electrode tip position and pink and white arrows, same conventions as (B) and (C). Same color scale as (A) and (C).stimulated with two different currents, 10 mA, near threshold, and
25 mA, well above threshold. The neuropil response is very strong
in a small region around the electrode tip, but falls off slowly at
greater distances, without approaching zero within the imaging
field of view (Figure 7B).
DISCUSSION
We found that stimulation near threshold produces a sparse and
distributed set of activated cells around the electrode. The
effects of stimulation are very local, so that moving the tip by
as little as tens of microns changes the cells that are activated,
implying that we are activating neural processes that run near
the tip (Figure 8A). This leads to a large and sparse region of acti-
vated cell bodies, even at low current (Figure 8B).
This model provides a clearer understanding of how stimula-
tion actually recruits neurons. Previous work relied on the idea
that increasing current activates neurons whose cell bodies are
located at an increasing distance from the tip (e.g., Stoney
et al., 1968; also see Introduction). While that may be a weak
effect, our data shows that by far the most prominent effect is
that increasing current instead fills in a large region of activated
neurons. The pattern of activated cells, moreover, is likely to
reflect the pattern in which axons project through the cortex.
Below, we discuss how cells may be activated through their
processes, and explain why little postsynaptic activation isseen in the near-threshold regime we explored. We discuss
some details of methodology related to stimulation and to
imaging, specifically with respect to distinguishing signals from
cell somata and the surrounding neuropil. We consider the
various types of electrical stimulation used in the brain in vivo
and outline how these relate to our work. Lastly, we discuss
how the wide spatial distribution of activated neurons might
bears on future basic and clinical studies.
Types of Neural Elements Activated
An open question is what types of neural elements mediate this
very local activation (Figure 8C). We think that near threshold
activation is mediated primarily by axons (as opposed to
dendrites), for three reasons. First, dendrites do not extend far
enough laterally to explain the activation of many cells hundreds
of microns or more from the tip. The maximal radius of basal
dendrites is typically 100 mm, while axons can extend 500 mm
or more (Braitenberg and Schu¨z, 2001). Distant cells responded
similarly to those located 100 microns or less from the tip; they
had similar threshold, fluorescence change, and response reli-
ability. Second, axons have lower thresholds than cell bodies
or dendrites (Stuart et al., 1997; Ranck, 1975; Tehovnik, 1996)
in response to the effective current injection produced by extra-
cellular stimulation (Durand, 2000; Rattay, 1999; Merrill et al.,
2005). Third, axons conduct action potentials without loss even
if that action potential is induced externally, whereas dendritesNeuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 515
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Figure 7. Neuropil Activation Shows a Slow Spatial Falloff
(A) Anatomical image, with high signal-to-noise area indicated by black outline. Mouse visual cortex, glass pipette, same experiment as in Figure 4. White lines
indicate contours of constant distance from the tip.
(B) Neuropil response, plotted as a function of distance from the tip. x axis, distance from tip; y axis,DF/F0, averaged over all pixels in the neuropil at that distance;
cell regions are masked out. Note the large neuropil peak near the tip, and the slow falloff at larger distances.
(C) Response as current is increased. Color scale: average DF/F0 response to 30 repetitions of stimulation.are not always perfectly regenerative conductors (Stuart et al.,
2000). Thus, while some cells might be activated through their
dendrites at higher currents, axons are likely to be recruited
first. Data on chronaxies (asymptotes of the strength-duration
curve) support the idea that axons are the main neural elements
activated by stimulation (Nowak and Bullier, 1998a; Tehovnik
et al., 2006).
External stimulation of an axon produces two effects. The
induced action potential travels both backward to the cell body
and forward to the synaptic terminals (Bishopet al., 1962; Lemon,
1984). At the soma, this causes calcium influxes thatwemeasure.
At the presynaptic boutons, it can cause synaptic release.
Stimulation Drives a Small Number of Cells Strongly
We typically observed several neurons, even at low, near-
threshold currents, that showed a very large fluorescence
change. The cells that show large fluorescence changes, even
at low-stimulation currents, are likely to be driven directly to
spike many times by microstimulation trains, as discussed
further below (Calcium Imaging). However, while we did analyze
these in detail in this report, some cells respond with lower fluo-
rescence changes (e.g., Figure 6D), which may correspond to
fewer induced spikes. These cells may be driven postsynapti-
cally by the strongly driven cells, they may be sectioned incom-
pletely by the imaging plane, or they may be driven weakly by
direct depolarization from the stimulation. If driven directly, their
processes may lie farther from the tip than the strongly driven
cells, or they may be driven through their dendrites. Also, while
Figures 4 and S8 show that different processes and thus neurons516 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.are activated by moving the tip, we cannot completely rule out
variations in current threshold across neurons and axons.
Indeed, it is known that smaller diameter axons have higher
thresholds than large axons (Ranck, 1975). However since
many cells appear to be driven very strongly (i.e., show large reli-
able DF/F0 changes; Figures 2, 6, S2, S6, and S10), it is possible
that the slope of the current-activation curve is very steep,
yielding an essentially all-or-nothing response (cf. Huber et al.,
2008).
Effects on Synapses: Implications for Driving
Postsynaptic Responses
To understand how microstimulation affects the cortex, we
studied how cells are directly affected by the applied current.
Our goal was to understand the mechanism by which spikes
are induced in the cortex by stimulation. However, this directly
activated set of neurons has effects onother neurons via synaptic
connections. Indeed, previouswork has shown that cortical stim-
ulation can produce postsynaptic spiking (Stoney et al., 1968;
Butovas, 2003).
In our experiments, postsynaptic effects were far weaker than
direct effects. There are several possible explanations for this.
First, we used low currents. Larger currents recruit more
neurons, producing more opportunity for postsynaptic summa-
tion to result in spikes. Also, it is known that larger currents
can recruit inhibitory neurons (Creutzfeldt et al., 1966; Chung
and Ferster, 1998; Kara et al., 2002). Second, synapses in the
cortex are typically weak, and many presynaptic inputs are
required to produce a spike in a postsynaptic cell (Ha¨usser
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(A) Model of effects at small scales. A small region of directly activated neural processes near the tip yields sparse activated cell bodies at a distance.
(B) Model of effects at large scales. Activating processes near the tip gives a ball of activated cells, but even near threshold this ball is sparse. Increasing current
causes the ball to fill in as more cells are activated throughout.
(C) Schematic showing the large number of potential axons near the electrode tip. Left, two-photon anatomy image showing neural cell bodies, electrode (white)
and neuropil regions between cell somata. Middle: electron micrograph of a 20 mm square region of mouse cortex, from a different animal. Pipette tip is shown
schematically and drawn to approximate scale; two cell bodies are labeled. Right: an enlarged view of a 4 micron square region. N, nuclei; d, dendrites; a, prob-
able axons; m, mitochondria.et al., 2001; Galarreta and Hestrin, 1998). Finally, synaptic
depression is often seen in the cortex (Varela et al., 1997; Deisz
and Prince, 1989; Stratford et al., 1996; Thomson and Deuchars,
1994), and while single stimulation pulses might thus cause the
largest postsynaptic effects, we used typical high-frequency mi-
crostimulation trains that would be likely to induce depression
and decrease postsynaptic spiking.
Future cortical microstimulation studies should consider three
potential effects on synapses. First, the early pulses in a train are
likely to have the biggest effect. This is consistent with a study
that found that spacing early pulses as widely as possible had
a stronger effect on eye movements (Kimmel and Moore,
2007), presumably by reducing synaptic depression at the start
of the train. Second, synaptic effects will be stronger at facili-
tating synapses than at depressing synapses. It may be that,
for example, subcortical projections out of an area facilitate
more than cortico-cortical projections. Third, synaptic recovery
should be considered. The end of a stimulation train may leave
synapses of stimulated cells in a very depressed state, causingthem to have a weaker effect on the circuit right after stimulation
than before the stimulation train.
Electrical Stimulation and In Vivo Calcium Imaging
Because one has tight control over the neural elements being
activated, electrical stimulation can be a simple method for
understanding and calibrating in vivo two-photon calcium
imaging. Microstimulation combined with imaging can provide
an empirical measure of the degree to which neuropil responses
may mix with and contaminate somatic signals (Figure 6). Future
work may exploit the relative homogeneity of neuropil response
that we observed (Figure 7) to measure contamination under
imaging conditions specific to a particular preparation or micro-
scope. Thus, while we have used imaging to calibrate responses
to stimulation, these data can in part be useful to calibrate
imaging.
Cells that are almost completely above or below the imaging
plane will contain components of the neuropil signal below or
above them, because the two-photon imaging plane is notNeuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 517
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study cells which show 20% or greater changes in fluorescence.
Since the neuropil is relatively homogenous and shows less than
a 10% change throughmost of the field of view (Figures 6 and 7),
any neuropil contribution would only dilute stimulation-induced
somatic fluorescence changes.
The relationship between neuronal spiking and the fluores-
cence signal we measured could be complicated by possible
saturation of the calcium indicator’s response. In an indicator’s
linear range—which depends on the baseline cellular calcium
concentration, endogenous buffering, and indicator affinity—
fluorescence responses from several spikes will combine addi-
tively to produce a large change with the same decay constant
(Helmchen et al., 1996; Yaksi and Friedrich, 2006). Saturation
of the indicator would cause responses to sum sublinearly.
This does not materially affect our results because it would
only cause responses to be smaller than expected for a given
number of spikes, not larger.
We frequently observed changes in fluorescence of 20%–30%
ormore as a result of stimulation. Several other laboratories have
seen near 5%changes in fluorescence per spike with OGB-1 AM
(Kerr et al., 2005; Greenberg et al., 2008; Sato et al., 2007), and
while some variation arises from differences in intracellular dye
concentration and background fluorescence, we have observed
4%–6% changes in response to single pulses (Figure S1). Our
large observed fluorescence changes thus are a result of at least
several somatic spikes, and probably more, because indicator
saturation will tend to cause spike numbers to be underesti-
mated. Stimulation responses are also large compared to visual
responses (e.g., Figure 5; see also Ohki et al., 2005).
Regimes of Electrical Stimulation in Cortex
Past work has used stimulation at a variety of currents. Some are
low, similar to our near-threshold levels (as low as 10 mA), used
primarily to modulate perception (Salzman et al., 1992; Moore
and Fallah, 2004; Glimcher and Sparks, 1993) or when animals
were trained to detect minimal current (Doty, 1969; Murphey
and Maunsell, 2007). Other past studies have used higher
currents (up to 50 mA), often to evoke immediate motor behavior
(Bruce et al., 1985; Graziano et al., 2002a). Our results may
provide insight into both regimes.
At low currents, we found that neurons are primarily driven
directly, rather than synaptically. To produce any behavioral
effects, however, some synaptic responses must result from
stimulation. But these postsynaptic responses are likely weak
relative to direct drive, and since only a small number of spikes
are required to produce a behavioral effect (Houweling and
Brecht, 2008), even weak postsynaptic effects could change
behavior. Thus, our data suggest that low currents (as used
e.g., by the Newsome lab in cortical area MT) result in activation
of a set of directly driven neurons which induce only a small
number of spikes in their connected partners.
At higher currents, we found that larger populations of neurons
are driven directly (Figures 5 and S4). Other neurons may be
activated because of summation of many inputs from the direct
population. Thus, postsynaptic effectsmay play a relativelymore
important role than in the near-threshold regime discussed
above. In areas such as the frontal eye fields, the threshold to518 Neuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc.evoke a movement can be as low as 10 mA but is sometimes
as high as 50 mA (Bruce et al., 1985). It is possible that these
higher behavioral thresholds reflect the point where enough
postsynaptic effects occur to trigger a coordinated network
event resulting in a motor output. It may also be the case that
the postsynaptic summation actually occurs in subcortical areas
to which stimulated axons project. Further work is needed to
resolve this issue, and as connection patterns specific to an
area are likely to be important, future studies should be targeted
to specific cortical areas.
We note that microstimulation is very different from deep brain
stimulation (DBS), which is widely used in treatment of Parkin-
son’s disease and other disorders. DBS electrodes have a
much greater surface area than microstimulation electrodes
and thus produce a very low current density at their electrode
surfaces (Johnson et al., 2008; Vitek, 2002). Another clinical
stimulation technique is bipolar cortical surface stimulation (Des-
murget et al., 2009), which our data suggest may induce spikes
in axons of the tissue nearest the electrode, cortical layer I. It
would be of considerable interest to extend the techniques
used here to study these therapeutic stimulation techniques.
Microstimulation Affects Groups of Cells Spread over
the Cortex: Implications for Future Studies
This work raises several issues to consider for the design and
interpretation of microstimulation studies as well as for future
clinical applications.
First, our results indicate that it is nearly impossible to stimu-
late single cells using microstimulation. We found that a change
in current of 1–2 mA often changed the number of visible cells
activated from zero to five or more. Moreover, we have imaged
only a single plane—a single slice through a sphere of several
hundred microns in diameter around the tip—and it is likely
that many cells at different depths were also activated by stimu-
lation (cf. Go¨bel et al., 2007). This implies that extracellular
microstimulation is highly unlikely to ever activate a single cell,
although this can be done with juxtacellular (or cell-attached)
stimulation (Houweling and Brecht, 2008), where the pipette tip
is specifically pressed against the cell’s membrane. Also, ionto-
phoretic application of glutamate can activate a small number of
cells near the pipette tip (Garaschuk et al., 2006), though both
this and juxtacellular stimulation are more technically difficult
than microstimulation in vivo.
Second, we found that microstimulation is extremely sensitive
to small motions of the tip. The small region of activated
processes means that any motion can dramatically change the
set of stimulated cells. Experiments which require very consis-
tent effects on the same cells therefore will require exceptional
electrode stability (e.g., Ekstrom et al., 2008), which may be diffi-
cult or impossible to achieve in practice.
Third, the pattern in which cells are activated will depend on
projection patterns in the cortex. Different cortical areas with
different axonal anatomy and projection patterns may thus
respond differently to stimulation. For example, in the visual
cortex of cats where columns of the same orientation preference
are preferentially connected (Gilbert andWiesel, 1989), or poten-
tially in the direction columns of MT (Albright et al., 1984), high-
current stimulation may activate a set of connected columns.
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with known columnar architecture, possibly because cells of
similar functional properties lie near one another and are there-
fore activated together.
Fourth, the cells whose responses are recorded on an extra-
cellular electrode are likely to be different than the cells activated
when stimulating through that electrode. Extracellular recording
mainly reveals large current flows (Johnston and Wu, 1994;
Henze et al., 2000) coming from the somata of neurons near
the electrode. However, we found that stimulation through that
electrode drives distant cells. Again, experiments exploiting
microstimulation may require brain regions where cells of similar
function are grouped together.
Finally, our data has important implications for brain-machine
interfaces and cortical prosthetics. For example, visual pros-
thetics may someday restore sight to those with damaged
retinas by using a camera to record the visual world and stimu-
lating the visual cortex or visual thalamus (Schmidt et al., 1996;
Pezaris and Reid, 2007; Schiller and Tehovnik, 2008). Because
stimulation of a single site in the cortex activates neurons that
are spread widely from that site, achieving high-resolution ras-
terized visual percepts by electrical stimulation through high-
density electrode arrays may not be possible, unless the brain
can learn to interpret these distributed patterns (e.g., Jackson
et al., 2006; Murphey and Maunsell, 2007; Murphey and Maun-
sell, 2008).
Conclusion
Over its long history, electrical microstimulation has given us
great insight into brain function. Its applicability has nonetheless
been limited by a lack of understanding of its effects on individual
neurons, and the optical technique we have used has yielded
a new understanding of these effects. But this work could not
be a complete study of the many uses of stimulation across
different organisms, brain regions, and behavioral contexts.
Our principal result is that microstimulation creates a sparse
and distributed pattern of activated neurons through axonal acti-
vation. Because cortical anatomy shares common features
across brain regions and species (Douglas and Martin, 1998),
this result is likely to generally apply across different types of
cortex in different species. Specifically, in humans, the applica-
tion of these techniques to clinical stimulation procedures
also promises improvements in the therapeutic use of electrical
stimulation.
EXPERIMENTAL PROCEDURES
Animal Preparation and Surgery
All procedures were conducted in accordance with the ethical guidelines of the
National Institutes of Health and were approved by the IACUC at Harvard
Medical School. Experiments were performed in mice (C57/Bl6; n = 12), rats
(Long-Evans; n = 3), and cats (n = 8). We imaged cat visual cortex to examine
effects of known long-range axonal projections. Animals ranged in age from
P30 to P150. Anesthesia in cats was induced with ketamine and aceproma-
zine, and animals were maintained on isoflurane (1.0%–1.5%), without
paralysis. Rodents were anesthetized with a combination of fentanyl, medeto-
midine, and midazolam (Mrsic-Flo¨gel et al., 2007). Animals’ vital signs were
monitored and temperature was maintained within a physiological range.
Depth of anesthesia was monitored by EEG and/or by assessing the response
to a toe pinch. A craniotomy was made (2–4 mm in diameter), in some casesthe dura was removed to improve optical properties, and agarose (1.5%–
3%; type III-A, Sigma-Aldrich) was placed on top of the brain to suppress
physiological motion. In some cases a cover glass (World Precision Instru-
ments) was used above the agarose to further reduce motion.
We injected dye solution containing Oregon green BAPTA-1 AM (Invitrogen)
with 10% DMSO and Pluronic F-127 in ACSF (Stosiek et al., 2003) approxi-
mately 200 mm below the surface, using either a 2 min pulse or 40–80 short
pulses. The injection solution also contained 50–100 mM sulforhodamine-101
(Nimmerjahn et al., 2004) to label glial cells. Both neurons and glia were labeled
with OGB-1, likely because we injected large volumes of dye in an effort
to label as large a region as possible. Data collection began 30–60 min after
injection.
CNQX (500 mM; Invitrogen) and d-APV (1.5 mM; Sigma-Aldrich) in ACSF
(pH 7.4; 320 mOsm) were applied either in the objective immersion fluid bath
above the agarose covering the brain and dura, or by injecting near the imaging
site through a pipette (1–4 psi). We began the washout by rinsing several times
and then replacing the immersion fluid with ACSF.
Stimulation
We stimulated with electrodes made of tungsten (A-M Systems) or platinum-
iridium (Nanobioprobes, Israel; FHC, Bowdoinham, ME), or used a glass
pipette with a broken tip of outer diameter 3–5 mm filled with ACSF with or
without dye. Glass pipettes were used particularly for experiments in which
the tip was moved because they deform the tissue less than metal electrodes;
they also appeared to produce less tissue damage. Once sited in the
tissue, pipette solution was stably retained in the tip, and was not expelled
by stimulation with our charge-balanced pulses (but could be expelled ionto-
phoretically by steady current injection). After stimulation, metal electrode tip
impedances were 100–500 kOhm, and tip sizes were between 10 mm and
50 mm. Pipette impedances were between 5 and 15 MOhm. We used trains
of 100 ms or 815 ms length composed of short pulses at 250 Hz, beginning
100 ms before the frame on which stimulated responses were computed.
Constant-current pulses were provided by a stimulus isolator (A-M Systems;
Bak Instruments), and pulses were charge balanced. Total loop capacitance
was less than 30 pF. Stimulation was monopolar and the return was a
low-impedance metal connection to the skull. Electrodes were positioned
with a micromanipulator (Sutter Instruments MP-285). In several cases, we
pseudorandomly intermixed the order of trains of different current and saw
no effect on the responses (data not shown), which indicates that there were
no long-term interactions from one train to the next. In Figure 3, train length
was 815 ms in the three metal electrode experiments (all of which had thresh-
olds of 7.5 mA; Figure 3C), and 100 ms in the remainder; we found that train
length had little if any effect on which cells were activated (Figure S7).
Imaging and data collection Imaging was performed with custom-built
microscopes: Leica (Heidelberg) SP3 scan head with Mira or Chameleon laser
(Coherent Inc.), or resonant galvanometer scan head (Electro-Optical Prod-
ucts Corp) with Mai Tai laser (Newport Corp.) and group delay dispersion
compensator. We used a 163 0.8NA objective (Nikon) and used excitation
light of 800 or 920 nm. Frames were acquired at 2.5–31 Hz, corresponding
to a time per line of 0.25–1.25 ms and a pixel dwell time of 0.4–2.5 ms. For
a typical calcium decay—exponential with time constant 2 s (Figure S3; Kerr
et al., 2005; Greenberg et al., 2008)—sampling at 2.5 Hz will only underesti-
mate the peak response by 9% on average (e.g., from 40% peak DF/F, the
peak is reduced to 36.8% on average).
Data Analysis
Data analysis was performed with Matlab (The Mathworks). Field-of-view
average images (e.g., Figures 1B, 2A, 2D, etc.) were generated by averaging
>100 frames. Emitted photons between 500 and 550 nm are plotted as green
in these images; 550-600 nm plotted as red. Cell outlines (e.g., Figure 6D; pink
labels in Figure 3) were identified by morphology in the averaged green image.
Time courses were computed by averaging all pixels within the cell outline for
each frame, and smoothed when collected at high frame rates (Figure 2E)
using a running average filter. To remove effects of bleaching or other slow
variations, time courses were high-pass filtered, removing any component
below about 0.02 Hz. We filtered baseline periods between each stimulus train
with a kernel of 50 s standard deviation; this moving baseline was extrapolatedNeuron 63, 508–522, August 27, 2009 ª2009 Elsevier Inc. 519
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yielded what we term DF. Dividing by the average baseline (a scalar) gave
DF/F0.
Image masks that shade pixels of low signal-to-noise (Figures 4A and 6A)
were computed by spatial low-pass filtering and thresholding average green
images at about 10% of maximum fluorescence. Because the principal source
of noise is photon shot noise, noise levels rise monotonically as pixel intensity
decreases, so that masking pixels of low intensity also masks those of high
noise.
We classified neurons that showed a change of R20% DF/F0 as activated
by stimulation (Results; Figures 3B, S5, and S8). In cases when the frame
time was 100–300 ms, we took the peak response to be the value from the
single frame after the stimulus train, and for faster frame times of 31 ms, we
computed the stimulation response from the five frames immediately after
the stimulus train was ended (Figure 2F). In Figure 3C, inferred thresholds
were the average of the highest current that produced zero responsive cells
and the lowest current resulting in any responsive cells, except in one case
where the lowest current we measured showed a response and we took that
current to be the threshold.
We report DF/F0, even though the usual use of this measure is to quantify
fluorescence changes in a focal volume in terms of the number of fluorophores
in that volume (Helmchen, 1999). Quantifying this requires measurement of all
background fluorescence that does not arise from the focal volume, a difficult
task in bulk-loaded calcium indicator experiments (Helmchen, 1999). We use
this measure because it conveniently normalizes for variation in brightness
across the field of view we image. Because we do not estimate and subtract
background fluorescence, we are likely underestimating DF/F0.
Response maps in Figures 6A and 7C were made by computing the DF/F0
for each pixel; in this case the immediately preceding baseline period was sub-
tracted from each stimulation period to give DF, and F0 was the scalar average
baseline. We limited the F0 divisor to beR10% of the maximum fluorescence
(e.g., 25ADU for an 8-bit image). This was to prevent very large values for dim,
noisy pixels produced by dividing by a small baseline, while still allowing large
cell responses to be seen (e.g., Figure 6A, 10 mA panel, top right, underneath
mask). The masked cell plot in Figure 6F was made by computing the mean
response of the pixels within each cell outline and then filling the entire cell
outline with the color from the colormap (shown in Figure 6A) corresponding
to that mean.
SUPPLEMENTAL DATA
Supplemental Data include ten figures and can be found with this article online
at http://www.cell.com/neuron/supplemental/S0896-6273(09)00545-5.
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