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Abstract
Data from e+e− annihilation into hadrons, taken with the ALEPH detector at the Z resonance,
are analyzed. The four-jet rate is studied as a function of the resolution parameter and
compared to next-to-leading order calculations combined with resummation of large logarithms.
Angular correlations in four-jet events are measured and compared to next-to-leading order QCD
predictions. With these observables two dierent measurements are performed. In a rst analysis
the strong coupling constant is measured from the four-jet rate yielding
s(MZ) = 0:1170 0:0001(stat) 0:0013(sys) .
In a second measurement the strong coupling constant and the QCD colour factors are determined
simultaneously from a t to the four-jet rate and the four-jet angular correlations, giving
s(MZ) = 0:119 0:006(stat) 0:026(sys)
CA = 2:93 0:14(stat) 0:58(sys)
CF = 1:35 0:07(stat) 0:26(sys)
in good agreement with the expectation from QCD.
(Submitted to The European Physical Journal C)
1See next pages for the list of authors.
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1 Introduction
Electron-positron annihilation into hadrons at high energy is a well suited process to test Quantum
Chromodynamics (QCD) since the initial state is well known and long-distance eects are typically
small. Many QCD studies have been carried out at LEP, in particular precise measurements of the
strong coupling constant s(MZ) [1] and tests of the structure of the underlying gauge group [2,3],
which is SU(3) in the case of QCD.
Four-jet events are particularly interesting, since QCD shows its full gauge structure only
from order 2s on. The gluon self-coupling, a consequence of the non-abelian nature of QCD,
leads to an e+e− ! qqgg cross section that dominates over the e+e− ! qqq0q0 process. Thus the
measurement of multi-jet rates could be expected to distinguish between abelian and non-abelian
hypotheses. However, a much more powerful method for testing these hypotheses makes use of the
dierent correlations among the nal-state particles induced by the various contributions to the
cross section. These correlations have their origin in the dierent angular momentum properties
of the nal state.
Here both the four-jet rate and four-jet angular correlations are studied. The four-jet rate
is very sensitive to the strong coupling constant and, as the resummation of large logarithms
exists, its dependence on the renormalization scale is heavily reduced. For the angular observables
the sensitivity to the QCD colour factors is exploited. Their sensitivity to the strong coupling
constant is reduced by normalizing the distributions to unit area. This normalization is performed
in order to suppress the strong scale dependence given by the lack of the resummation of large
logarithms for this set of observables.
Two dierent measurements are performed. In a rst measurement the strong coupling
constant is obtained from the four-jet rate. Then, a combined measurement of the strong coupling
constant and the colour factors using next-to-leading order (NLO) calculations [4{11] is obtained,
by tting the resummed NLO predictions for the four-jet rate and the normalized NLO predictions
for the four-jet angular correlations to ALEPH data.
In the following section the theoretical framework is summarized, after which the ALEPH
detector and the data analysis are described. After introducing the method used for the
measurements, details are shown of the determination of the strong coupling constant from the
four-jet rate, and of the combined t of the strong coupling constant and the QCD colour factors
from four-jet observables. Finally the conclusions are given.
2 Observables and Theoretical Predictions
The NLO dierential cross section for a four-jet observable, O4, can be written as,
1
0
d
dO4
(O4) = ()
2BO4(O4) + ()
3

BO4(O4)0 lnx
2
µ + CO4(O4)

+ O (4 (1)
with
() =

s()CF
2

; (2)
1
where 0 is the Born cross section for e
+e− annihilation into hadrons,  is the renormalization
scale, xµ the ratio of  with respect to the Z boson mass, and BO4 and CO4 are the Born and
NLO scale-independent functions, respectively. They are obtained from the integration of the fully
dierential massless matrix elements for e+e− annihilation into four-parton nal states. In this
paper the integration has been carried out with the Monte Carlo (MC) program DEBRECEN
2.0 [12] by generating more than 100 million events.
For the running coupling the two-loop expression
() =
(MZ)
w()

1− 1
0
(MZ)
ln w()
w()

(3)
is used, with
w() = 1− 0 (MZ) ln

MZ


; (4)
0 =
11
3
x− 4
3
yNf ; 1 =
17
3
x2 − 2 y Nf − 10
3
x y Nf : (5)
The variables x = CA
CF
and y = TR
CF
are the QCD colour factor ratios, and Nf = 5 is the number
of active flavours. Using the expected values from SU(3) for the colour factors, CA = 3 and
CF = 4=3, together with the normalization TR = 1=2, the theoretical prediction for the ratios is
x = 2:25 and y = 0:375.
The measurement of the colour factors using four-jet observables is possible thanks to the
linear and quadratic dependence of the B and C functions,
B4 = B0 + Bx x + By y ; (6)
C4 = C0 + Cx x + Cy y + Cz z + Cxx x
2 + Cxy x y + Cyy y
2 ; (7)
where z = C3
Nc C3F
. C3 is the square of a cubic Casimir operator and Nc is the number of colours.
The Cz functions have been found to be very small and are not taken into account in the present
study.
Expression (1) is used to predict the four-jet rate (R4) at NLO as a function of the clustering
resolution parameter ycut. In order to obtain the proper normalization the relation tot = 0(1+
3
2
)
is used. Jets are dened by the Durham clustering algorithm with the E-recombination scheme
(Durham-E clustering) [13]. Four-jet fractions decrease very rapidly when increasing the resolution
parameter, so most of the data is found at small ycut. However, the xed-order perturbative
prediction is not reliable for small values of ycut, due to terms 
n
s ln
m ycut that enhance the higher
order corrections. The all-order resummation of the leading and next-to-leading logarithmic (NLL)
contributions has to be performed. This resummation is possible with the Durham clustering
algorithm using the coherent branching formalism. The expression for the four-jet rate in the
NLL approximation is given in [11]. As the Durham four-jet rate can be resummed but does
not satisfy a simple exponentiation, the only viable matching schemes are the R matching or the
modied R matching ( [14, 15]). Here the R matching is employed following again Ref. [11].
The following four-jet angular distributions are calculated for selected four-jet events, again
with the Durham-E clustering algorithm, at ycut=0.008:
2
 the Bengtsson-Zerwas angle [16];
j cos (BZ) j= j cos (∠ [(~p1  ~p2) ; (~p3  ~p4)]) j
 the Ko¨rner-Schierholtz-Willrodt angle [17];
cos (KSW) = cos
(
1
2
(∠ [(~p1  ~p4) ; (~p2  ~p3)] + ∠ [(~p1  ~p3) ; (~p2  ~p4)])

 the modied Nachtmann-Reiter angle [18];
j cos (NR) j= j cos (∠ [(~p1 − ~p2) ; (~p3 − ~p4)]) j
 the angle between the two lowest energetic jets [19];
cos (34) = cos (∠ [~p3; ~p4])
where pi are the energy-ordered four-momenta (E1 > E2 > E3 > E4). The theoretical NLO
expression for each of the angular observables is written as
1
4
d
d cos X
(cos X) =
()2 Bcos X(cos X) + ()
3

Bcos X(cos X) 0 ln(x
2
µ) + Ccos X(cos X)

()2 Bcos X + ()3
Bcos X 0 ln(x2µ) + Ccos X (8)
where B and C are obtained by integrating the functions B and C over the t range.
3 ALEPH Detector
The ALEPH detector is described in detail elsewhere [20]. Briefly, at the core of the
tracking system there is a silicon strip vertex detector (VDET). This has two layers providing
measurements in both the r- and r-z projections. The spatial resolution for r- coordinates is
12 m for normal incidence and varies between 12 and 22 m for z coordinates. The angular
coverage of the VDET is j cos j < 0:85 for the inner layer and j cos j < 0:69 for the outer layer.
The VDET lies within a cylindrical drift chamber (ITC), which measures up to eight coordinates
per track in the r- projection, with a resolution of 150 m. The ITC is in turn enclosed in
a large time projection chamber (TPC), which provides up to 21 three-dimensional coordinates
per track, with resolutions in the r- and r-z projections of 180 m and 500 m, respectively.
The three tracking detectors are surrounded by a superconducting solenoid producing a magnetic
eld of 1.5 T. For tracks with two VDET coordinates, a transverse momentum resolution of
pT=pT = 6 10−4pT  0:005 (pT in GeV/c) is achieved.
An electromagnetic calorimeter (ECAL) and a hadron calorimeter (HCAL) are used to
measure the energies of neutral and charged particles over almost the full 4 solid angle. The
ECAL is a lead/wire-chamber sandwich operated in proportional mode and is read out via
projective towers subtending typically 0:9  0:9. A relative energy resolution of 0:18=pE (E in
GeV) is obtained for isolated showers. The HCAL uses the iron return yoke as an absorber, for a
total of 7.5 hadronic interaction lengths. Hadronic showers are sampled by 23 planes of streamer
tubes, which induce an analog signal on pads arranged in projective towers of approximately
3:73:7. The HCAL provides a measurement of the energy of hadrons with a relative resolution
of 0:85=
p
E (E in GeV). Muon chambers consisting of two double layers of streamer tubes surround
the HCAL.
3
Photons can be reconstructed using the ECAL. Electrons are identied with the ECAL and
by using the measured energy loss in the TPC. Muons are seen as tracks giving a series of hits
on digital readout strips in the HCAL and muon chamber streamer tubes.
Combining the information of all subdetectors, an energy-flow algorithm [21] provides a
measurement of the total energy and a list of charged and neutral reconstructed objects, called
energy-flow objects, with measured momentum vectors and information on particle type.
4 Description of the Analysis Method
4.1 Event Selection
Data from 1994 and 1995 are used, taken at and around the Z peak by the ALEPH detector.
In a rst step a hadronic event selection is applied. Good tracks are dened as originating close
to the interaction point (with transverse impact parameter jd0j < 2 cm and longitudinal impact
parameter jz0j < 10 cm), having at least 4 TPC hits, a polar angle in the range 18 <  < 162,
and a transverse momentum pT > 0:2 GeV/c.
Neutral energy-flow objects are dened as good if their polar angle with respect to the beam
axis is in the range 18 <  < 162. Events are selected by requiring at least ve good tracks and
the total energy Ech carried by all good tracks to exceed 15 GeV. Only events with j cos Sphj < 0:9
are kept, where Sph is the polar angle of the sphericity axis, computed from all good charged and
neutral objects as obtained from the energy-flow algorithm. According to the MC simulation,
this basic hadronic event selection is about 90.2% ecient. Non-hadronic background, which is
dominated by +− events, represents about 0.3% of this sample. After the selection a sample of
2.5 million hadronic events remains for further analysis.
All selected charged and neutral energy-flow objects from selected hadronic events are clustered
into jets by means of the Durham clustering algorithm, with the E recombination scheme. The
metric
yij =
2min(E2i ; E
2
j )
E2vis
(1− cos ij) (9)
is used, i.e. those particles (i and j) with the smallest yij are clustered together to form a new
pseudo-particle with four-momentum
Enew = Ei + Ej ; ~pnew = ~pi + ~pj : (10)
The clustering is repeated until the minimum yij is larger than ycut. This procedure is used to
calculate the four-jet rate at each ycut value. In order to avoid high energy photons from nal state
radiation o quarks, the fraction of electromagnetic energy in each jet is required to be smaller
than 90%.
The energies of the jets are rescaled by imposing total energy-momentum conservation keeping
the four-jet directions xed. The Durham metric is recalculated and the event is taken for the
calculation of the angular observables if minij=1,4 yij > ycut, with ycut=0.008 and i; j running over
4
the four jets. For this resolution parameter about 163,000 events are selected. The chosen ycut
value represents a compromise between high statistics and good separation of the four jets.
The analyses also use 5.3 million simulated hadronic events produced with a generator based
on the JETSET 7.4 parton shower model [22]. The production rates, decay modes and lifetimes
of heavy hadrons are adjusted to agree with recent measurements, while heavy quarks are
fragmented using the Peterson et al. model [23]. Detector eects are simulated using the GEANT
package [24].
4.2 Hadronization Corrections
The theoretical predictions at parton level have to be corrected in order to take into account
hadronization as well as detector eects before being compared to data. The analysis is based
on the assumption that hadronization corrections are independent on s and the colour factors.
The hadronization corrections are implemented separately for the four-jet rate and the four-jet
angular correlations as detailed below.
4.2.1 Corrections for R4
For the four-jet rate the hadronization corrections are computed from MC simulations using R4
distributions at parton and at hadron level. Here, the parton level refers to the set of partons
present after the showering process. The correction factors for each ycut are computed according
to
Chad(ycut) =
Rhad4 (ycut)
Rpart4 (ycut)
; (11)
where the superscript \had" (\part") refers to the hadron (parton) level.
The JETSET parton shower model together with the Lund string fragmentation scheme
(PYTHIA 6.1) is employed for the calculation of the hadronization corrections. The model
parameters are taken from Ref. [25], with the exception that nal state radiation is not included
in the simulation. Eects of nal state radiation are considered together with detector eects as
is explained in the next section. A similar approach for the description of the parton level is taken
by the HERWIG 6.1 program [26], which is also used to compute the hadronization corrections.
In this case, the fragmentation is modelled according to the cluster fragmentation scheme.
Another approach is tested by using the matrix element (ME) option in PYTHIA. In the ME
option (PYTHIA,ME) at the parton level two-, three- and four-parton nal states are generated
according to the exact NLO matrix elements, and then the hadronization step is performed via
the string fragmentation scheme. This model should give a better description of four-jet related
quantities. However, it is known not to describe well the energy evolution of basic quantities such
as the charged particle multiplicity [27]. A special PYTHIA production which has on average
four partons after the parton shower is also tested (PYTHIA,Q0). The parton shower cut-o
parameter, Q0, is increased to 4 GeV, and afterwards the fragmentation parameters are retuned
so that the hadron level describes the data.
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4.2.2 Corrections for the Angular Observables
For the angular observables a dierent MC simulation is used. In PYTHIA 6.1 the option to
start a parton shower from a four-parton conguration is chosen [28]. This MC simulation should
better describe the data provided that two- and three-jet backgrounds are negligible, and that the
showering and hadronization processes are well modelled. The parameters for the showering and
hadronization are identical to the simulation used for the four-jet rate.
An important parameter in this four-parton MC simulation is the so called intrinsic resolution
parameter yint. The rejection of four-parton congurations with a y34 (resolution parameter when
going from four to three jets) smaller than yint is used to avoid soft and collinear divergences.
The parameter yint has to be smaller than ycut, but going to very small values is not possible for
technical reasons. Therefore it is not a suitable MC for the four-jet rate, which is calculated at
dierent ycut values over a large range. The value chosen for the MC simulation used to correct
the angular distributions is yint=0.004.
With this four-parton option 15 million events were generated with about 8 million four-jet
events selected at ycut =0.008. The angular distributions are calculated at three levels: parton
level before showering (i.e. using massless LO matrix elements), parton level after showering and
hadron level. In order to correct not only for the hadronization eects, but also for higher orders
contributions, the bin-by-bin ratios of the distribution at hadron level over the parton level are
computed,
Chad(ibin) =
cos Xhad(ibin)
cos Xpart(ibin)
; (12)
where now \part" refers to the parton level before showering.
The simulation of massless four-parton congurations is also possible using the HERWIG 6.1
MC program. About 6 million events were produced, with about 2.5 million events selected as
four-jet events.
The ME option in PYTHIA, as was described for the four-jet rate in Section 4.2.1, is also
tested for the corrections of the angular distributions. Finally, a fourth MC set was produced
with FOURJPHACT [29] in order to check for mass eects. There, the massive LO four-parton
MEs are employed for generating the initial state. The showering and hadronization processes
are modelled using PYTHIA 6.1 (standard parameters).
4.3 Detector Corrections
The theoretical predictions, which are corrected to hadron level, have to be corrected further for
detector eects such as acceptance, eciency and resolution before being tted to data. This is
achieved by computing the observables from a MC before and after the detector simulation and
imposing the same track and event selection criteria as for the data. Then the correction factors
are dened as
Cdet(ibin=ycut) =
Odet4 (ibin=ycut)
Ohad4 (ibin=ycut)
; (13)
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where Odet4 (ibin=ycut) denotes the value of the observable at the detector level. The hadron level
distributions are obtained by switching o any photon radiation in the initial and nal state (ISR,
FSR), both present at the detector level, with all particles having mean lifetimes less than 10−9 s
required to decay, and all other particles being treated as stable. The detector level distributions
are obtained with the MC simulation described in Section 4.1. Typically, the detector correction
factors are found within the 5% range, except at the edges of the phase space where corrections
up to 10-20% are observed.
Another approach is tested for the correction of the angular observables. A detector level
distribution is obtained by passing through the detector simulation events simulated with the
PYTHIA four-parton option, including ISR and FSR. This MC simulation is expected to
describe the data better, which is indeed found for cos BZ or cos 34, but not for cos NR as
shown in Fig. 1. Therefore, this new MC simulation is used to calculate again the correction
factors Cdet for cos BZ and cos 34.
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Figure 1: Comparison of the two sets of MC simulations with respect to ALEPH data at detector level. The
4-parton MC refers to events generated with the PYTHIA option to start a parton shower from a four-parton
conguration, passed through detector simulation.
4.4 Fit Procedure
The measured binned distributions for the four-jet angular correlations and the four-jet rate are
combined to form a vector
D(1...140) = (cos BZ(1...20); cos KSW(1...20); cos NR(1...20); cos 34(1...20); R4 (1...60)): (14)
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The subscripts 1:::20 correspond to the twenty equally-sized bins used for each angular observable,
in case of R4 60 equidistant points, in the range −12  ln(ycut)  −0:2, are used.
A covariance matrix Dij is calculated from data distributions to take into account the statistical
error, correlations between bins of a single distribution, and correlations between bins of dierent
distributions. The covariance matrices of the angular distributions are calculated taking into
account that they are of multinomial type. The terms in the covariance matrix for bins of dierent
angular observables as well as for the various bins of R4 are calculated as
V Wij =

(pp)ij − pipj
 1
Nhad
; pi =
Ni
Nhad
; (pp)ij =
Nij
Nhad2
(15)
where Nij represents the two-dimensional scatter plot of any two distributions V and W and  is
the bin width.
Then a further vector is formed, T1...140, with the theoretical distributions corrected to detector
level. With all these inputs, the following function is computed and minimized with respect to
the tted parameters:
2 =
X
i,j2fit range
i
−1
ij j ; i = Di − Ti ; ij = Dij + Tij ; (16)
where Tij takes into account the statistical uncertainties coming from the theoretical distributions
as well as from hadronization and detector corrections.
4.5 Systematic Uncertainty Studies
Systematic uncertainties can arise from imperfections of the implementation of the physics
processes in the MC as well as from deciencies in the description of the detector performance,
from theoretical uncertainties or missing higher orders in the perturbative series, from the model
used to calculate the hadronization corrections, and from the specic analysis procedure. Sources
of systematic uncertainties are checked for by studying the t range, the selection cuts, the
hadronization and detector corrections, the scale uncertainty and the mass eects.
A method inspired by Bayesian statistics is used [30] in order to obtain the systematic error for
each source, except for the variation of the t range, where the number of tted bins is dierent.
The Bayesian idea is that a priori all models can be considered equally well suited for usage in
the analysis, but from a bad 2 in the t it is deduced that the a posteriori probability of such
a model is low, and therefore this model should get a small weight when estimating the actual
systematic error.
For example, a measurement of two quantities (a; b) results in a set of numbers (a0; b0; 
2
0),
(a1; b1; 
2
1), ..., (an; bn; 
2
n) after (n+1) variations of the analysis procedure, with 
2
0 = mini=0,n
2
i .
First a correlation coecient for the systematic errors is calculated according to
sysa,b =
Pn
i=1(a0 − ai)(b0 − bi)p
(
Pn
i=1(a0 − ai)2) (
Pn
i=1(b0 − bi)2)
: (17)
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Then the elements of the systematic covariance matrix are dened as
p
sysa,a = C max
i=1,n
 
aip
2
!
; sysa,b = 
sys
a,b
p
sysa,a
q
sysb,b ; (18)
with
ai = ja0 − aij ; 2 = max(1; j20 − 2i j) ; C = max

1;
q
20=Ndof

: (19)
The factor C takes into account cases where even the best t gives a bad 2. This scheme is
generalizable to any number of t variables, and it is ensured that models giving a bad t are
properly deweighted. Of course still some unavoidable arbitrariness remains in the choice and
number of variations.
5 Measurements of the Strong Coupling Constant from
the Four-Jet Rate
5.1 Corrections for the Four-Jet Rate
The bin-by-bin hadronization corrections calculated with the various models described in
Section 4.2.1 are computed. The two parton shower models PYTHIA and HERWIG give very
similar corrections, which dier appreciably from unity, by about 20%. The corrections obtained
with the PYTHIA,ME and PYTHIA,Q0 options typically deviate even more from unity and
are quite dierent from the standard corrections. The large discrepancies at the order of 10%
can be traced back to large discrepancies in the four-jet rates at parton and at hadron level. The
parton shower option, for ycut=0.008, gives a four-jet rate of 8.2% (6.9%) at parton (hadron) level,
whereas the matrix element option predicts 10.2% (7.7%).
Taking into account the hadronization and detector corrections, as discussed in Section 4.3,
the total corrections for the four-jet rate can be constructed as:
Ctot(ycut) = C
had(ycut)  Cdet(ycut) : (20)
Figure 2 shows the total bin-by-bin corrections. They amount to about 10% in the central region
of the four-jet rate, but increase rapidly to around 20% or higher when going to small or large ycut
values. The t range is required to be within −6:4 < ln(ycut) < −5:4, where the total correction
is smaller than 10% and non-perturbative eects are expected to be small.
5.2 Results
A 2 is constructed according to Eq. 16, where i and j run over the bins allowed by the t range
requirements. Three dierent minimizations of this 2 are carried out, leading to three dierent
measurements of the strong coupling constant.
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Figure 2: Total corrections for the four-jet rate. The dashed lines show the maximum allowed corrections used
for the t.
 Method I. The minimization is performed with respect to  = αsCF
2pi
, with xµ xed to 1.
Later, all the systematic uncertainty estimations are done at xµ = 1. The scale uncertainty
is estimated as the variation in the tted  when xµ is varied in the range 0:5 < xµ < 2.
 Method II. The minimization is performed with respect to  and xµ. In all the systematic
uncertainty estimations both parameters are tted again. There is no theoretical uncertainty
associated to the scale, as it is a tted parameter.
 Method III. The minimization is rst performed with respect to both  and xµ. The
tted xµ value is taken as the optimized scale, x
opt
µ . Then, all the systematic uncertainty
estimations are calculated by tting only , but with the scale xed to this optimized value.
The scale uncertainty is estimated by the variation in  when xµ is moved in the range
0:5xoptµ < xµ < 2x
opt
µ .
The t results for the three methods can be found in Table 1 and the plots corresponding to
the best ts in Fig. 3.
Table 1: Fit results with statistical errors only for Methods I to III using ALEPH data.
(MZ) xµ 
2=Ndof s(MZ)
Method I 0:02483 0:00003 1: 27:6=5 0:1170 0:0001
Method II 0:02494 0:00004 0:73 0:05 4:8=4 0:1175 0:0002
Method III 0:02494 0:00003 0:73 4:8=5 0:1175 0:0001
A 2 per degree of freedom close to unity is found for methods II and III, where a \preferred"
value xµ=0.73 is obtained. The t result for xµ in Method II, dierent from unity, might be
an indication that missing higher orders in perturbative QCD are still important. This is also
reflected in the large 2 for Method I, where the scale is not allowed to vary and thus to mimic
the contributions from missing higher orders. In Fig. 3 it is illustrated that the tted four-jet rate
deviates signicantly from data for low values of ln ycut outside of the t range.
Finally, Fig. 4 shows the sensitivity of the t to the renormalization scale, leading to a
theoretical uncertainty on  from the scale variation.
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Figure 3: Distribution of the four-jet rate, corrected to detector level and tted to ALEPH data using Method
I (left) and Method II/III (right). Dots correspond to ALEPH data and the solid line to the tted distribution.
Dashed lines indicate the statistical uncertainty. The ratio of data with respect to tted distributions is shown in
the small insert.
5.3 Systematic Studies
Tables 2-4 show the sources of systematic uncertainty that are studied for the three methods. A
description of each uncertainty source is found below.
5.3.1 Fit Range
The sensitivity to the t range is checked by repeating the analyses with the requirement of a total
correction per bin smaller than 20% and 5% for Method I, and smaller than 20% for Methods
II and III. The second variation cannot be used in the last two methods as only two points are
selected and the t of  together with xµ is unstable. The resulting systematic variations due
to these new t ranges are quite dierent for the three cases. For the rst method the range
uncertainty is large with respect to the statistical error, whereas for the two other methods is of
the same order.
5.3.2 Experimental Uncertainties
All cuts imposed in the hadronic selection are varied in order to evaluate the eect on the
measurement. The new values for the selection cuts on track parameters are found by changing
them until the number of selected events per unit luminosity is the same in data and MC. The
analysis is repeated by introducing the following changes (only one at a time): at least six measured
space coordinates from the TPC; a polar angle in the range 20 <  < 160 both for charged and
neutral tracks; transverse momentum pT > 0:205 GeV/c; d0 = 1:867 cm; z0 = 6:64 cm; at least
8 selected charged tracks; minimum charged energy 22 GeV; j cosSphj < 0:85; and fraction of
electromagnetic energy < 20%.
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Figure 4: Dependence of the t results for η and χ2/Ndof on the renormalization scale xµ.
The observed changes when modifying the selection cuts are in all cases negligible. These
uncertainties are smaller than the equivalent ones obtained with three-jet observables, as might
be expected from the quadratic LO dependence on  for four-jet variables instead of the linear
dependence in the case of three-jet variables.
An estimation of the systematic uncertainty due to the detector corrections has been obtained
by repeating the analysis using charged particle tracks only, leading to a variation in  going from
0.6% to 0.3%, depending on the method.
5.3.3 Hadronization Corrections
The hadronization uncertainty is taken as the change in  (using the Bayesian method) when
the corrections are calculated with HERWIG. This results in a systematic uncertainty much
smaller than 1% for the three methods. In methods I and III the 2 of the t when using
HERWIG corrections is almost four times larger than in the standard measurement. Therefore
the uncertainty calculated using the Bayesian method is heavily reduced if compared to the full
dierence between the t results when using PYTHIA or HERWIG. However, even if the full
dierence is taken as an estimate of the hadronization uncertainty, it is smaller than 1% (0.00022).
5.3.4 Theoretical Predictions
The lack of knowledge of higher orders of perturbative QCD is estimated by the impact on  of
the renormalization scale variation for Methods I and III.
An estimate of the eect of using massless theoretical predictions for the four-jet rate is
performed. First new hadronization corrections are calculated following Section 4.2.1, but using
parton and hadron level distributions with u and d quarks only. New detector corrections are
calculated by using the hadron level distribution with u and d quarks only, and a ve flavours
detector level distribution obtained by applying an anti-btag − log10 (Puds) < 0:5. Here Puds gives
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Table 2: Systematic uncertainties for Method I.
(MZ) 
2=Ndof
tot.corr. < 20% 0:02491 0:00002 57:5=8
tot.corr. < 5% 0:02480 0:00003 6:1=1
range sys.  = 0:00008
charged only 0:02500 0:00003 33:6=5
experimental sys.  = 0:00016
HERWIG 0:02461 0:00003 107:3=5
hadr. sys.  = 0:00006
xµ =0.5 0:02519 0:00003 50:0=5
xµ =2. 0:02480 0:00002 195:3=5
scale sys.  = 0:00018
only light flavours 0:02476 0:00004 17:8=5
mass sys.  = 0:00005
total theoretical sys.  = 0:00019
Table 3: Systematic uncertainties for Method II.
(MZ) xµ 
2=Ndof
tot.corr. < 20% 0:02496 0:00003 0:756 0:034 20:3=7
range sys.  = 0:00002 xµ = 0:027
charged only 0:02511 0:00004 0:731 0:046 9:1=4
experimental sys.  = 0:00009 xµ = 0:001
HERWIG 0:02491 0:00005 0:547 0:029 0:7=4
hadr. sys.  = 0:00002 xµ=0.099
only light flavours 0:02471 0:00004 1:575 0:251 4:6=4
mass sys.  = 0:00025 xµ=0.933
the probability that all tracks originate from the main vertex [31]. This selects hadronic events
enriched in light quarks with an eciency of 66% and a purity of 88%. The same anti-btag is
applied to 1994 ALEPH data. Finally, the resummed NLO prediction for the four-jet rate is
corrected to detector level using these massless hadronization and detector corrections and tted
to the data distribution. The resulting uncertainties due to mass eects are 0.00005 for Method
I, 0.00025 for Method II and 0.00001 for Method III.
The scale uncertainty is the largest contribution to the total systematic uncertainty in the case
of Method I as can be seen in Table 2. For Method III, this uncertainty is heavily reduced to
less than 1/3 of its value in the rst case. This is a well known feature of the optimized scale
method [32]. For Method II the mass uncertainty is the largest.
The theoretical uncertainty is estimated as the quadratic sum of the scale and the mass
uncertainty for Methods I and III and is equal to the mass uncertainty for Method II, since
there is no scale uncertainty.
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Table 4: Systematic uncertainties for Method III.
(MZ) 
2=Ndof
tot.corr. < 20% 0:02497 0:00003 20:1=8
range sys.  = 0:00003
charged only 0:02511 0:00003 9:1=5
experimental sys.  = 0:00008
HERWIG 0:02473 0:00003 27:9=5
hadr. sys.  = 0:00004
xµ =0.365 0:02559 0:00004 193:3=5
xµ =1.458 0:02479 0:00003 101:8=5
scale sys.  = 0:00005
only light flavours 0:02487 0:00004 50:8=5
mass sys.  = 0:00001
total theoretical sys.  = 0:00005
5.4 Further Checks
5.4.1 Hadronization Corrections
As a cross-check, the last two models presented in Section 4.2.1 are used to t . The systematic
changes in the tted parameters are covered by the total uncertainty.
5.4.2 Scale Dependence when using PYTHIA or HERWIG
In the results for Method III, the tted scale is found to be quite dierent when using the
hadronization corrections coming from PYTHIA (0.73) or HERWIG (0.55). In order to
understand the origin of such a dierence the t is repeated, for some arbitrarily chosen ranges,
using corrections from both MC programs. The discrepancies in the tted xµ are found to be
larger when going to small values of ln(ycut), where the PYTHIA and HERWIG corrections
dier more from each other. In fact, for the t ranges where the corrections from both models
are similar, also the t results for xµ are compatible within errors. Therefore the dierence in xµ
when using PYTHIA or HERWIG corrections is just a propagation of the discrepancies of the
hadronization corrections and as such covered by the hadronization plus range uncertainties. In
any case, the variations in  due to the dierent ranges considered are small and covered by the
total uncertainty.
5.4.3 Fits over Different Ranges in R4
Dierent ts are performed for small ranges covering in total a large region in terms of ln(ycut).
The method used for the t is always Method I. The uncertainty in , range, is calculated as
the largest dierence between the measurement at a given range and any of the measurements at
other ranges. Then, the scale uncertainty for each range is obtained by varying xµ from 0.5 to
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2. A large correlation between the range uncertainty and the scale uncertainty is observed, which
implies that the \bias" in the tted  which could be introduced by selecting a given range is fully
covered by the scale uncertainty in each case, i.e. the t results for  together with their scale
uncertainty for the dierent ranges are fully compatible.
5.5 Final Results
Combining all systematic uncertainties considered above, the nal results of the measurements of
the strong coupling constant are:
(MZ) = 0:02483 0:00003(stat) 0:00027(sys)
+
s(MZ) = 0:1170 0:0001(stat) 0:0013(sys)
for Method I,
(MZ) = 0:02494 0:00004(stat) 0:00027(sys)
+
s(MZ) = 0:1175 0:0002(stat) 0:0013(sys)
for Method II and, nally for Method III,
(MZ) = 0:02494 0:00003(stat) 0:00011(sys)
+
s(MZ) = 0:1175 0:0001(stat) 0:0005(sys) .
If the Bayesian method is not used, and instead all the contributions for each uncertainty
source are added quadratically, the total systematic uncertainty in s turns out to be 0.0022,
0.0014 and 0.0033 for the three methods. Within the uncertainties the three measurements are
consistent with each other. Method I is taken as the nal result since it allows a better separation
of dierent components of the systematic uncertainty.
6 A Simultaneous Measurement of the Strong Coupling
Constant and the QCD Colour Factors
In this section a new combined measurement of the strong coupling constant and the colour factors
using NLO calculations is presented, by tting the NLO plus resummation predictions for the
four-jet rate and the normalized NLO predictions for the four-jet angular correlations to ALEPH
data. In the following subsections details about corrections, t results and systematic uncertainties
are given.
6.1 Corrections for the Four-Jet Observables
The correction procedure for hadronization is applied, as explained in Section 4.2. Large dierences
are found between the correction factors obtained with HERWIG and PYTHIA. In both cases
15
parameter sets are used which were obtained from a tuning of the standard simulations, namely
starting from qq congurations. This could be an indication for the non-universality of these
parameters.
Taking into account the hadronization and detector corrections, Section 4.3, the total
corrections for each four-jet observable can be constructed as
Ctot(ibin) = C
had(ibin)  Cdet(ibin) : (21)
Figure 5 shows the total bin-by-bin correction factors for the angular observables when using
PYTHIA for the hadronization corrections. Typically the corrections are found within the 5-10%
range.
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Figure 5: Total correction factors for the four-jet angular correlations with PYTHIA. The dashed lines show the
maximum allowed corrections used for the t.
6.2 Results
A 2 minimization is performed with respect to , x and y, using statistical errors only, and taking
into account bin-to-bin correlations. The t range is selected by requiring the total corrections
for each observable to be smaller than 10%. The results are
(MZ) = 0:0255 0:0003(stat)
x = 2:17 0:06(stat)
y = 0:37 0:02(stat)
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with 2=Ndof = 76:8=80 and the correlations ηx = −0:85, ηy = −0:45 and xy = 0:84. They
are in good agreement with both QCD expectations and previous results [2, 3]. However, an
important reduction of the statistical error is achieved.
The tted distributions are illustrated in Figs. 6 and 7. In the case of cos 34 a discrepancy in
the central region of the distribution is observed. This disagreement was already seen in Ref. [3].
For the four-jet rate the disagreement between the tted predictions and the data at small values
of ycut are observed again.
6.3 Systematic Studies
Table 5 shows the systematic uncertainties taken into consideration. A brief description of each
of them is found below.
Table 5: Systematic uncertainties due to the various sources considered for the combined t. (HW=HERWIG,
PY=PYTHIA)
(MZ) x y 
2=Ndof
tot.corr. < 20% 0:02565 0:00021 2:191 0:056 0:387 0:019 89:0=88
tot.corr. < 5% angles 0:02545 0:00031 2:191 0:065 0:376 0:020 67:0=75
tot.corr. < 5% all 0:02548 0:00066 2:196 0:069 0:382 0:031 63:0=71
range sys.  = 0:0001 x = 0:03 y = 0:02
charged only 0:02577 0:00031 2:143 0:062 0:359 0:020 82:5=80
4-partons full MC 0:02584 0:00031 2:082 0:061 0:342 0:020 107:0=80
experimental sys.  = 0:0001 x = 0:02 y = 0:01
HW - all 0:02592 0:00033 2:207 0:072 0:428 0:023 432:=80
HW - angles, PY - R4 0:02508 0:00032 2:225 0:071 0:370 0:023 412:=80
PY - angles, HW - R4 0:02639 0:00033 2:135 0:064 0:417 0:020 79:1=80
hadr. sys.  = 0:0006 x = 0:02 y = 0:03
xµ =0.5 for the angles 0:02545 0:00032 2:193 0:067 0:377 0:021 64:8=80
xµ =2. for the angles 0:02558 0:00030 2:148 0:059 0:361 0:019 87:9=80
xµ =0.5 for R4 0:02352 0:00030 2:265 0:062 0:266 0:018 72:6=80
xµ =2. for R4 0:02712 0:00031 2:096 0:063 0:439 0:021 86:8=80
scale sys.  = 0:0010 x = 0:05 y = 0:05
mass e. - angular obs. 0:02568 0:00035 2:122 0:062 0:354 0:020 75:6=80
mass e. - R4 0:02354 0:00031 2:261 0:061 0:284 0:021 71:9=80
mass sys.  = 0:0009 x = 0:06 y = 0:04
theoretical sys.  = 0:0014 x = 0:09 y = 0:07
6.3.1 Fit Range
The sensitivity to the t range is checked by repeating the analysis with the requirement of a
total correction per bin smaller than 20% and 5%. In the second case only two points are selected
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Figure 6: Comparison of ALEPH data and t results for the angular correlations in four-jet events. The curves
are obtained at detector level. Dots correspond to ALEPH data. The solid lines show the tted distributions while
dashed lines correspond to their statistical uncertainty. The ratio of data with respect to the tted distributions is
shown in the small inserts.
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tted distribution. The statistical uncertainty is
indicated by dashed lines. The ratio of data with respect to the tted distributions is shown in the small insert.
for the four-jet rate. Therefore the t is repeated but now asking for a total correction per bin
smaller than 5% for the angular distributions and 10% for R4. The systematic variation due to
these new t ranges is smaller than or equal to the statistical errors of the measurement.
6.3.2 Experimental Uncertainty
All cuts imposed in the selection of hadronic events are moved in order to evaluate the eect
on the measurement. The new values for the selection are given in Section 5.3.2. The observed
changes when modifying the selection cuts are in all cases negligible.
An estimation of the systematic uncertainty due to the detector corrections is obtained by
repeating the analysis using charged particle tracks only. This change in the measurement
procedure leads to systematic deviations in the parameters of about 1% for  and x, and about
3% for y. Another estimate is obtained by means of the four-parton full MC simulation described
in Section 4.3, which is only used to correct cos BZ and cos 34. It results in variations similar to
using charged particle tracks only. The nal uncertainty due to detector corrections is calculated
by taking into account the two sources described above. The result is 0.0001 for ; for the colour
factor ratios x and y it is 0.02 and 0.01, respectively.
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6.3.3 Hadronization Corrections
The hadronization uncertainty is taken as the change in the tted parameters when the corrections
are calculated with HERWIG. The values can be found in Table 5 and show large systematic
variations, up to 8.5% for y. In this case the 2 increases substantially.
6.3.4 Theoretical Predictions
The lack of knowledge of higher orderQCD corrections is estimated by varying the renormalization
scale in the theoretical predictions. The scale is varied from xµ = 0.5 to xµ=2, and the largest
dierence to the values found for xµ =1 is taken as systematic uncertainty. As the theoretical
predictions for R4 and for the angular observables are known at dierent accuracy, the scale
uncertainty is estimated by varying xµ separately for each of the two types of observables. The
resulting uncertainty is 4% for , 2% for x and 13% for y. It is the dominant source of uncertainty
for all parameters.
The experimentally optimized scale method, applied to the measurement of the strong coupling
constant from the four-jet rate, is not suitable for the combined measurement, since dierent scale
dependences are involved. Moreover, the strong correlations between the colour factor ratios and
the renormalization scale because of the  function (Eq. 5) would introduce instabilities in the t.
An evaluation of mass eects for the angular observables, which are not included in the
theoretical predictions, is attempted by using the FOURJPHACT program. As the parameters
for PYTHIA were optimized for massless partons, the hadronization and background corrections
with massive partons for the angular observables are calculated as follows,
Chad(ibin) =
cos Xpart−4j(ibin)
cos Xpart−py(ibin)
cos Xhad−py(ibin)
cos Xpart−py(ibin)
; (22)
where the index part-4j indicates the parton level in FOURJPHACT, and part-py (had-py)
the parton (hadron) level from PYTHIA. The rst ratio corrects for mass eects in the LO
prediction, and the second ratio assumes that the showering and hadronization corrections do not
depend strongly on the quark masses. It is found that mass eects might be large, up to 0.04 for
x.
Mass eects for the four-jet rate are evaluated in the same manner as explained in Section 5.3.4.
They are found to be large for the three parameters: 0.0009 for  and 0.04 both for x and y.
The total mass uncertainty is obtained by adding quadratically the uncertainties in each
parameter when considering mass eects in the four-jet rate and in the angular observables.
Finally, the total theoretical uncertainty is obtained by adding quadratically the contribution of
the two sources described above, i.e. scale and mass uncertainties.
6.4 Further Checks
6.4.1 Hadronization Corrections
As a cross-check, the last two models presented in Section 4.2.1 are used to t  and the colour
factor ratios. The changes in the tted parameters are of about 2-3%, which is covered by the total
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uncertainty. Finally, also the standard PYTHIA simulation, namely a parton shower starting
from a pair qq, is used to correct the four-jet angular distributions. As expected, the 2 of the
t is much larger than for the nominal t, showing that the PYTHIA simulation which uses
four-parton matrix elements and a parton shower describes better the shape of correlations in
four-jet events.
6.4.2 Two- and Three-Parton Backgrounds for the Four-Jet Angular Correlations
The hadronization corrections used for the four-jet angular correlations are valid provided that
the number of two- and three-parton events that are clustered into four jets after hadronization
is negligible. This is veried by the following study.
Using the PYTHIA ME option as described in Section 4.2.1, 1 million events are generated,
with standard hadronization parameters. The fraction of the number of four-jet events at hadron
level arising from two- and three-parton events with respect to the total number of four-jet events is
found to be much smaller than 1%, and only slightly aecting the shape of the angular observables.
In order to quantify how the two- and three-parton backgrounds could bias the measurement,
a t is performed to the four-jet angular correlations obtained at hadron level from the PYTHIA
ME simulation. The hadronization corrections are calculated using the PYTHIA four-parton
option. Then, the background contributions, i.e. non four-jet congurations, are subtracted and
the resulting distributions are tted again. The dierence in the t results are taken as an estimate
of the two- and three-parton background uncertainty. They are found to be much smaller than
most of the systematic uncertainties and therefore not considered any longer.
6.4.3 Sensitivity Checks
The sensitivity of the analysis to each of the observables is studied. The t procedure is repeated
ve times, excluding one observable at a time. As expected,  is mainly xed by the four-jet rate,
and the colour factor ratios by the angular observables. The sensitivity of the dierent four-jet
angular correlations to the colour factors is quite similar.
6.4.4 Dependence on ycut
It is checked if the present measurement depends on the chosen value of ycut. The analysis is
repeated with four-jet events found for ycut= 0.01, which represents a drop in the four-jet rate
from 7.1% for the nominal ycut value to 5.4%. The results are in agreement with the standard
analysis.
6.5 Final Results
Combining all systematic uncertainties considered above, the nal result of the combined
measurement of  and the colour factor ratios is:
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(MZ) = 0:0255 0:0003(stat) 0:0014(sys)
x = 2:17 0:06(stat) 0:09(sys)
y = 0:37 0:02(stat) 0:07(sys)
(ηx)stat=−0:85 (ηx)sys=−0:74
(ηy)stat=−0:45 (ηy)sys= 0:83
(xy)stat= 0:84 (xy)sys=−0:33
which can also be expressed in terms of the strong coupling constant and the colour factors,
s(MZ) = 0:119 0:006(stat) 0:026(sys)
CA = 2:93 0:14(stat) 0:58(sys)
CF = 1:35 0:07(stat) 0:26(sys) .
Figure 8 shows that the measurement of the colour factor ratios is in agreement with the
expectations from QCD (x=2.25 and y=0.375). The agreement with previous measurements by
ALEPH [33] and lately by OPAL [3] is also observed.
Figure 9 shows the tted colour factor ratios as found for the systematic variations considered
in the analysis, as well as for most of the further checks listed in Section 6.4. It is observed
that most of the variations are well covered by the 68% probability contour dened by the total
systematic uncertainty.
6.6 Light Gluino Hypothesis
A study is carried out in order to test the hypothesis of the existence of a massless gluino [34].
The DEBRECEN program is used again in order to obtain the NLO perturbative prediction.
This MC program provides not only the B and C functions for pure QCD, but also for QCD plus
the contributions from a massless gluino (QCD+gluino hypothesis). Only the four-jet angular
correlations are analyzed, since there is no consistent prediction for R4, where gluino contributions
are not available in the resummation terms.
The measurement of the colour factors is repeated using as perturbative predictions for the
four-jet angular correlations the ones given in Eq. 8. Two cases are considered. First, the B and C
functions are taking into account only pure QCD congurations. Then the gluino contributions
are also included in these functions, and the QCD beta function coecients in Eq. 5 are changed
to [35]
0 =
11
3
x− 4
3

yNf + x
Ng˜
2

;
1 =
17
3
x2 − 2

y Nf + x
2 Ng˜
2

− 10
3

x y Nf + x
2 Ng˜
2

;
(23)
where Ng˜ is the number of gluinos, set to 1 in this analysis. Hadronization and detector corrections
are taken from the nominal analysis. At this stage, there is no MC program which models
the gluino contributions to hadronization. All studies of systematic uncertainties described in
Section 6.3 are repeated.
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dence level contour in the (x = CACF ,y =
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) plane, calculated from statistical plus systematic
uncertainties (shaded region). For comparison also the results from previous measurements are given, as well as
predictions for simple Lie groups.
The results are
x = 2:27 0:09(stat) 0:08(sys)
y = 0:38 0:05(stat) 0:07(sys)
(xy)total = −0:15
for the pure QCD case, and
x = 2:26 0:08(stat) 0:07(sys)
y = 0:15 0:06(stat) 0:06(sys)
(xy)total = −0:19
for the QCD+gluino hypothesis.
Figure 10 shows that these results exclude the existence of a massless gluino at more than
95% condence level, since the measured colour factor ratios do not agree with the expectation of
SU(3) anymore.
In a previous publication by ALEPH [33] a similar analysis allowed to set a limit on the light
gluino mass. At that time only LO predictions existed for the four-jet angular correlations, both
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Results for the various variations of the analysis are also indicated.
for massless and massive quarks. Thus a mass limit consistent at LO QCD could be extracted.
The present study is based on NLO four-jet calculations, which are available only for the massless
case. Therefore it is not possible to compute a consistent gluino mass limit in the context of NLO
QCD, and the previously obtained limit is not superseded.
7 Conclusions
Two dierent kinds of measurements have been presented. First, three measurements of the
strong coupling constant from the four-jet rate have been described. Second, the simultaneous
measurement of the strong coupling constant and the QCD colour factors has been detailed. The
analyses use ALEPH data from 1994 and 1995 and NLO predictions corrected to detector level.
The measurement of the strong coupling constant using NLO resummed predictions for the
four-jet rate is the rst measurement of s from a four-jet observable, yielding
s(MZ) = 0:1170 0:0001(stat) 0:0013(sys) .
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hypotheses, based on four-jet angular correlations. The uncertainties include statistical as well as systematic errors.
This result represents one of the most precise measurements of s at present. It is in good
agreement with previous measurements from ALEPH and other collaborations which used two-
and three-jet observables [25,1].
A stringent test of QCD was performed by measuring simultaneously the strong coupling
constant and the colour factors. The test is based on NLO predictions, corrected to detector level,
for ve four-jet observables: the four-jet rate and four-jet angular correlations. New calculations
and new Monte Carlo programs have allowed for a reduction in the total uncertainty. The results,
s(MZ) = 0:119 0:006(stat) 0:026(sys)
CA = 2:93 0:14(stat) 0:58(sys)
CF = 1:35 0:07(stat) 0:26(sys)
are in agreement with the expectation from QCD as well as with previous results from
ALEPH [33]. A similar analysis, using the four-jet rate and the four-jet angular correlations,
but also the dierential two-jet rate, was performed by the OPAL Collaboration [3]. Again good
agreement is found.
The existence of a massless gluino has been excluded at more than 95% CL by repeating the
measurement taking into account the gluino contributions in the NLO predictions. For this test
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the assumption is made that hadronization corrections are independent of the existence of the
light gluino.
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