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Abstract
We introduce a problem of module composition. Modules are seen as \black boxes"
with input and output ports. A compatibility relation models which input ports
can connected to which output ports. We are given a set of available modules and a
target module. We want to connect available modules into a chain that implements
the target module. Constraints may be given on how many copies of each module
can or should appear in the solution chain. Costs may be given on modules or ports
or connections, so that an optimal solution with respect to these costs is found.
We derive an algorithm to solve the above problem automatically. The algorithm
transforms the problem into a shortest-path problem in a graph.
1 Introduction
Consider the following familiar situation. A user has written a document in
Latex and wants to transform it into PDF. It can do so using two alternative
sequences of transformations, each involving a dierent set of tools:
(i) Compile the .tex le with the latex command to obtain a .dvi le,
then compile the latter with dvips to obtain a .ps le, nally transform
the latter to a .pdf le using ps2pdf.
(ii) Compile directly the .tex le into a .pdf le using pdflatex.
We would like to automate the above process. That is, the user should be
able to say something like \I have a .tex le and I want to obtain a .pdf le
from it", and the system should nd the available tools to perform the task.
The automated solution has a number of advantages over the \manual" one:

It relieves the user from having to know all the related tools.

It is by denition automatically recongurable, and works independently of
the set of tools installed in a given system. For example, if pdflatex is
not installed in a certain machine, then the alternative tool-chain will be
automatically found.
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In case more than one solutions are possible, the user can choose one by
dening an order of preference. For example, pdflatex usually produces
better quality documents than ps2pdf, therefore it should be preferred
whenever possible.
In this paper, we provide a framework and algorithms which yield automation
both possible and eÆcient.
In Section 2 we introduce our framework, which consists of a set of mod-
ules, representing software or hardware components. Modules have a set of
input and a set of output ports: ports represent the dierent inputs a module
can accept and dierent outputs it can produce. Modules can be composed
into a chain, provided that a certain compatibility relation between ports is re-
spected. The module composition problem is, given a set of available modules
and a target module, nd a chain of available modules that implements the
target. We also provide extensions to this basic model. The extensions allow
to express preference of one solution against another, or, more general, costs
of solutions. The extensions also allow us to express constraints such as \use
module M at least l times" or \do not use module M
0
more than u times".
We prove an important property, namely, that no module should appear
more than k + 1 times in the solution, where k = 
i
l
i
, and l
i
is the required
lower bound for each available module M
i
. As a special case of this property,
when l
i
= 0 for all i (i.e., no module is explicitly required), then if a solution
exists, then a solution exists which uses each available module at most once.
The above property is important, because it implies that the space of possible
solutions is nite, thus, its search can be automated.
In Section 3 we provide an algorithm that solves the module composition
problem, by transforming it into a shortest-path problem on a graph. The
worst-case complexity of the above algorithm is O((k + 1)  (n +m)), where
n is the number of available modules and m is the size of the compatibility
relation.
In Section 4 we discuss related work.
2 Framework
In our framework, we view a module as a \black box" with a set of input ports
and a set of output ports. For example, an input port p
tex
might represent
the Latex format (.tex les), an output port q
dvi
the DVI format, and a
module (fp
tex
g; fq
dvi
g) might represent the latex compiler.
In the above example, the module has only a single input and a single
output port. In other cases it might have more than one: for example, the
tool xv can read .gif, .tiff, .jpg, as well as other formats, and can generate
various outputs. The xv tool can then be represented by the module
(fp
gif
; p
tiff
; p
jpg
; :::g; fq
gif
; q
tiff
; q
jpg
; :::g):
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Let P be the set of all possible input ports and Q the set of all output
ports. A compatibility relation C  P  Q denes which input ports can be
connected to which output ports. In the example above, C could be dened
as C = f(p
tex
; q
tex
); (p
gif
; q
gif
); (p
jpg
; q
jpg
); :::g. The fact that C does
not contain (p
tex
; q
gif
) means that a module producing only .gif outputs
cannot be connected to a module accepting only .tex inputs.
We are given a set of modules fM
1
; :::;M
n
g. Each module M
i
is a pair
M
i
= (P
i
; Q
i
), where P
i
 P and Q
i
 Q. That is, a module is dened by its
set of input ports P
i
and its set of output ports Q
i
.
A module chain is a sequence M
i
1
;M
i
2
; :::;M
i
m
, such that:

i
j
2 f1; :::; ng, for j = 1; :::;m,

for every j = 1; :::;m   1, there exist q 2 Q
i
j
and p 2 P
i
j+1
such that
(p; q) 2 C.
The latter condition means that some output port of the j-th module in the
chain is compatible with some input port of the (j + 1)-th module. In what
follows, we will use the notation M
i
! M
j
to mean that some output of
module M
i
is compatible with some input of M
j
, that is:
(P
i
; Q
i
)! (P
j
; Q
j
)9p 2 P
j
; q 2 Q
i
: (p; q) 2 C:(1)
Notice that the same module may appear more than once in a chain, while
some modules might not appear at all. Also note that the understanding of
a module specication M
i
= (P
i
; Q
i
) is that from any input in P
i
the module
can produce any output in Q
i
. This justies the denition of module chain.
Module chains can be seen as implementations of target modules. More
precisely, given a module chain (P
j
; Q
j
), j = 1; :::;m, and a target module
(P
0
; Q
0
), we will say that the chain implements the target if P
0
 P
1
and
Q
0
 Q
m
. This means that (P
0
; Q
0
) can be used as if it were a \real" module:
every time (P
0
; Q
0
) appears in another chain, it can be replaced by the chain
implementing it without any interfacing problems.
Denition 2.1 [Module Composition Problem (MCP)] Given
(a) a set of input ports P and a set of output ports Q,
(b) a set of available modules A = fM
1
; :::;M
n
g, M
i
= (P
i
; Q
i
), P
i
 P ,
Q
i
 Q, i = 1; :::; n,
(c) a target module M
0
= (P
0
; Q
0
), P
0
 P , Q
0
 Q,
(d) a compatibility relation C  P Q,
nd a module chain M
i
1
; :::;M
i
m
, i
j
2 f1; :::; ng, such that the chain imple-
ments the target.
2.1 The \Latex-to-PDF" example modeled as an MCP
We can easily model the \Latex-to-PDF" example introduced in the introduc-
tion in the above framework, as shown in Figure 1. There are four available
modules, latex, dvips, ps2pdf, pdflatex, and a target module, user.
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latex
--
.tex .dvi
dvips
- -
.dvi .ps
pdflatex
- -
.pdf.tex
ps2pdf
- -
.pdf.ps
- -
.tex .pdf
user
Fig. 1. The \Latex-to-PDF" example.
Each module has a single input port and a single output port. The ports
are labeled so that two ports are compatible if and only if they have the same
label. The two possible module chains implementing the user module are
shown in Figure 2.
2.2 Extensions to the basic model
In this section we present some useful extensions to the basic model. These
extensions increase the expressiveness of the model, without adding any over-
head to the algorithmics, as we will show in the following section. The rst
extension allows the user to express preferences among solutions (in general,
there might be more than one solutions, as the example of Figure 2 shows).
The second extension permits the denition of requirements of the form \mod-
ule A must be included in the solution chain", or \no more than k copies of
module B can appear in the solution chain".
latex
--
.tex .dvi
ps2pdfdvips
pdflatex
- -
.pdf.tex
module chain 2
--
.pdf.ps
module chain 1
Fig. 2. Two module chains implementing the \Latex-to-PDF" target.
2.2.1 Preference constraints
Since there may be more than one module chains implementing a certain
target, it is reasonable to permit the user to dene a preference order on
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the solutions, so that the most preferred solution is selected. We incorporate
this into our framework by including a cost function in the denition of the
problem.
There are various ways to dene a cost function. One possibility is to
specify a cost c(M
i
) for each available module M
i
and dene the cost of a
chain to be the sum of the costs of all modules appearing in the chain. Then,
between two chains, the most preferred one is the least costly. For the Latex
example, it might be reasonable to give a higher cost to ps2pdf than pdflatex,
since the former usually produces lower quality output.
Another possibility is to dene a cost function on the connections of mod-
ules, rather than individual modules. For example, it might be known that a
given module A works better when connected to module B rather than mod-
ule D, even though connecting A to D is also possible. Then, for every pair
of modules A and B such that A! B, we could dene a cost c(A;B).
A third possibility is to dene a cost function on the ports, rather than
the modules. For example, if, in transforming .jpg to .ps, we can use a
transformation either via the bitmap format or via the .gif format, we could
implicitly forbid the production of any intermediate bitmap les by raising
the cost of any bitmap ports very high.
For any choice of the cost function, the cost of a module chain M
j
=
(P
j
; Q
j
), j = 1; :::;m, can be dened as follows. If costs are given to modules,
then the cost of the chain will be the sum 
j=1;:::;m
c(M
j
). If costs are given to
connections, then the cost of the chain will be the sum 
j=1;:::;m 1
c(M
j
;M
j+1
).
If costs are given to ports, then let m
c
(M
j
;M
j+1
) be the minimum of the costs
of all output ports ofM
j
compatible with input ports ofM
j+1
. Then, the cost
of the chain will be the sum 
j=1;:::;m 1
m
c
(M
j
;M
j+1
).
Once the cost of a chain is dened, then we can modify the denition of
MCP to reect this: we simply request to nd a minimum-cost chain im-
plementing the target. Notice that in general there may be more than one
minimum-cost chains (e.g., when all costs are set to 0).
2.2.2 Lower and upper bounds on the availability of modules
The user might have reasons to explicitly require a module to be included in
the solution chain, or explicitly forbid it. Also, some modules might not be
replicatable, in the sense that only one of them (or, at most a given number of
them) can be used in a chain
2
. Forbidding a module is trivial: simply remove
it from the set of available modules.
Placing general upper and/or lower bounds on the modules can be also
easily incorporated in the framework: we can dene a function f
b
which, for
each module M , assigns an interval f
b
(M) = [l; u] (l may be 0 if there is no
lower bound, and u may be 1 if there is no upper bound). Then, in the
denition of MCP, the requirement is added that the module M appear at
2
For instance, this is the case when some modules represent hardware components.
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least l and not more than u times in the module chain.
2.3 An important property of the solutions
The following property is essential for bounding the set of possible solutions.
Lemma 2.2 Let A be the set of all available modules and B = fB
1
; :::; B
k
g
be the multiset of required modules (i.e., if the lower bound on a module A is
two, then B contains two copies of A). If a solution chain  exists, then there
exists a solution chain  such that no module in A appears more than k + 1
times in .
Proof. Without loss of generality, let  = A
1
; :::; A
l
. Suppose there exists
some module A 2 A, such that A appears at least k + 2 times in . That is,
 = 
1
; A; 
2
; A;    ; 
k+2
; A; 
k+3
, where 
i
are sub-chains of  with j
i
j  0.
Since  is a solution, every B
i
, for i = 1; :::; k, appears in . That is, there
is a function f : f1; :::; kg ! f2; :::; k+2g such that B
i
2 
f(i)
. By the pigeon-
hole principle, there exists j 2 f2; :::; k + 2g such that for all i 2 f1; :::; kg,
f(i) 6= j. Now, consider the new chain

0
= 
1
; A; 
2
; A;    ; 
j 1
; A; 
j+1
; A;    ; 
k+2
; A; 
k+3
:
That is, 
0
has been obtained by removing from  the sub-chain 
j
; A. Since
j
j
; Aj  1, we have j
0
j < jj.
We claim that 
0
is a valid solution. Indeed, it respects all the connectivity
constraints: after 
j 1
there is still module A, and before 
j+1
there is still
module A. It also includes all modules in B.
Now, if there is no module in A which appears more than k + 1 times in

0
, then we are done:  = 
0
. Otherwise, we continue reducing the length of

0
, like we did with . Since the initial length of  is nite and it is reduced
by at least 1 at each iteration, the process will eventually stop, yielding the
desired . 2
3 Algorithms
In this section we provide algorithms that solve the Module Composition Prob-
lem.
Let the available modules be M
i
= (P
i
; Q
i
), i = 1; :::; n, and let the target
module be M
0
= (P
0
; Q
0
). For i = 1; :::; n, let f
b
(M
i
) = [l
i
; u
i
] (recall that
these are the lower and upper bounds on availability of modules). Without
loss of generality, we can assume that for all i, u
i
 k + 1, where k = 
i
l
i
:
indeed, if u
i
> k + 1 and a solution exists which uses more than k + 1 copies
of module M
i
, then we know, by Lemma 2.2, that there is also a solution that
uses at most k + 1 copies of M
i
, thus, we can restrict ourselves only to this
set of solutions.
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The rst step of the algorithm is to built a graph G, as shown in Figure 3.
G has n+2 nodes. Each node labeledM
i
corresponds to the available module
M
i
. Nodes S (called the initial node) and F (called the nal node) correspond
to the input and output of the target module. The links of G are constructed
as follows:

For each available module M
i
such that M
0
!M
i
, there is a link from S to
M
i
.

For each available module M
i
such that M
i
! M
0
, there is a link from M
i
to F .

For each pair of available modulesM
i
, M
j
, i 6= j, such thatM
i
!M
j
, there
is a link from M
i
to M
j
.


F
-
P
P
q

*
1
.
.
.


S
-


1
H
H
j
1
.
.
.
s.t. M
0
!M
i
To every M
i
node
s.t. M
i
!M
1
From every M
i
node


M
2


M
n


M
1


1
H
H
j
.
.
.
P
P
q

*
.
.
.


1
H
H
j
.
.
.


1
H
H
j
.
.
.
P
P
q

*
.
.
.
P
P
q

*
.
.
.
.
.
.
s.t. M
1
!M
i
To every M
i
node
From every M
i
node
s.t. M
i
!M
0
Fig. 3. Transforming the MCP to graph.
From the way the graph G is constructed, it is easy to see that a solution
chain exists i G has a path from S to F , such that the path visits every node
M
i
at least l
i
times and at most u
i
times. Such a path can be found using a
depth-rst search (DFS) on G, with the following additional rules:

A node cannot be visited more than u
i
times.

Success is announced only when F is reached and the stack contains each
node M
i
at least l
i
times.
The worst-case complexity of the above algorithm is O((k+1)(n+m)), where
m is the size of the compatibility relation C (i.e., the number of edges in G).
This is because no node or edge of G can be visited more than k + 1 times
during the DFS.
It is worth noting that in the special case where no module is explicitly
required, that is, for all i, l
i
= 0, the worst-case complexity is linear in the
size of the MCP.
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3.1 Examples
3.1.1 The \Latex-to-PDF" example
Figure 4 illustrates the transformation for our \Latex-to-PDF" example. The
graph G is shown on the left of the gure, and the two possible solutions
(paths) are shown on the right. The rst solution is a path visiting nodes S,
latex, dvips, ps2pdf and F , in that order. The second solution is a path
visiting nodes S, pdflatex and F . The numbers 1 on the edges signify that
each link is used once in the solution.
Æ

S
Æ

F
Æ

S
Æ

F


S


F
Æ

Æ

Æ

Æ









-
@
@
@
@R
 
 
 
 
-
-
 
 
 
 



1
?
?
-
-
 
 
 
 
 
 

@
@
@
@
@
@
@R
 
 
 
 
 
 





1
?
?
-
solution 1
solution 2
latex
pdflatex
ps2pdf
dvips
Fig. 4. Solving the \Latex-to-PDF" composition problem.
3.1.2 A more complicated example
Another example is shown in Figure 5. There are three available modules, A,
B and D, and it is required that D should appear in the solution chain at
least once, that is, l
D
= 1. Then, the shortest chain satisfying this constraint
is A ! D ! A ! B. Notice that, in this case, k = 1, therefore, the upper
bound k + 1 = 2 of Lemma 2.2 is attained by module A, which appears twice
in the solution.


S


D


A


B


F
-



>
-
@
@
@
R
A
A
A
A
A
U
B
B
B
B
B
BM
-
Fig. 5. An MCP and its solution (assuming one copy of module D is required).
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3.2 Taking into account optimality
The algorithm discussed above can easily be modied to take into account
costs on modules, connections between modules, or ports. It suÆces to search
for a shortest path that satises the constraints given above, instead of any
path. Shortest is to be understood with respect to an appropriate metric.
For example, if the MCP associates costs to modules, then we will assign the
corresponding cost to each node of the graph G. If costs are associated to
connections between modules, then we will assign the corresponding cost to
each edge of G. A standard shortest-path algorithm can then be used to nd
an optimal path.
4 Related work
Automating software composition is not a new idea. Tools such as make are
widely used to automate compilation or any other software transformation,
taking into account dependencies, and so on. The major dierence of these
tools with our approach is, however, that in make, all alternative rules (i.e.,
possible solution chains) have to be a-priori known and hardcoded in the
makefile. Another drawback is that hardcoding preferences among alterna-
tive solutions is not always easy in tools like make.
Our work is also related toArchitecture Description Languages (e.g., see [1]),
as well as to Software Architectures (e.g., see [7]) and other component models
(e.g., see [10]). Rather than focusing on methodology, we have been interested
in obtaining an automatic and eÆcient procedure for a clearly dened prob-
lem, which has obvious practical applications. We have also been interested
in a \light-weight" approach. Our framework is intentionally simple: for ex-
ample, it cannot impose global constraints on a solution and modules do not
have operational semantics. This simplicity makes automation in the large
possible.
The works of Steen et al [8,6] and Kloukinas et al [3] appear to be the
closest to our work.
[8,6] propose a framework based on linear temporal logic [5,4]. They can
express constraints on the order of modules in a chain (e.g., A must appear
before B), however, it is not clear whether preference constraints or bounds on
the number of modules can be expressed. Another dierence with our frame-
work is that they are interested in obtaining all possible solutions, represented
as a graph. [8,6] do not report on the complexity of their synthesis algorithm.
The problem in [3] is to automatically generate all possible congurations
of middleware architectures. Here, too, all possible solutions are found. Their
framework is not restricted to linear architectures, however, the number of
components to be used in a solution is xed in advance, and preference con-
straints cannot be expressed. Like Steen et al, Kloukinas et al. also use
algorithms inspired by model-checking and formal verication techniques.
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A framework related to ours is also that of the component-modeling lan-
guage Alloy, for which it is possible to perform automatic analysis in a rst-
order logic [2]. The analysis is sound but not complete, since the logic is
undecidable. We do not know yet whether it is possible to express some type
of module composition and automate it within the Alloy framework.
This paper continues the work began in [9]. There, we present a dierent
framework, allowing for arbitrary architectures rather than just linear (that
is, a solution is not a chain, but a graph). We show that the problem is NP-
complete, and identify special cases where it can be solved polynomially (e.g.,
when the set of modules that must be used in a solution is known in advance).
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