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Die Arbeiten von Alexander Michailowitsch Lyapunov (1857-1918) waren der
Anfangspunkt intensiver Erforschung des StabilitÄ atsverhaltens von Di®eren-
tialgleichungen.
In seiner Habilitationsschrift mit dem Titel "Das allgemeine StabilitÄ ats-
problem der Bewegung\1, die im Jahr 1892 erschien und 1907 ins FranzÄ osiche
Ä ubersetzt wurde, fÄ uhrt er das Problem stabiler Bewegung auf das Problem
der Untersuchung der StabilitÄ at der trivialen LÄ osung
x1 = x2 = x3 = ::: = xn = 0
des Systems gewÄ ohnlicher Di®erentialgleichungen
dxs
dt
= fs(x1;:::;xn;t); s = 1;:::;n (0.0.1)
zurÄ uck, wobei die fs fÄ ur s = 1;:::;n Potenzreihen in den Variablen x1;:::;xn
sind, die in einer Umgebung von x1 = x2 = x3 = ::: = xn = 0 konvergieren2.
Zur Untersuchung der trivialen LÄ osung von (0.0.1) setzt Lyapunov zwei
von ihm entwickelte Methoden ein. FÄ ur die vorliegende Arbeit relevant ist
davon die sogenannte zweite Methode, in der die Existenz von Funktionen
V (x1;:::;xn;t);
die zusammen mit ihren Ableitungen in t entlang einer LÄ osung von (0.0.1)
W(x1;:::;xn;t) =
dV
dt
=
@V
@t
+
n X
s=1
@V
@xs
fs
1vgl. [4], S. 290 sowie [43], S. vii
2vgl. [45], S. IV
ivEINLEITUNG v
bestimmte Eigenschaften besitzen mÄ ussen, hinreichende Bedingung fÄ ur Sta-
bilitÄ at bzw. InstabilitÄ at der trivalen LÄ osung von (0.0.1) ist.
Solche Funktionen hei¼en Lyapunovfunktionen. Der Vorteil der zweiten
Methode von Lyapunov besteht darin, dass wir weder Eigenwerte bzw. cha-
rakteristische Exponenten der Gleichungen zu kennen, noch das Verhalten
von LÄ osungen in einer Umgebung der zu untersuchenden LÄ osung zu studie-
ren brauchen. Der Nachteil besteht darin, dass eine geeignete Funktion V oft
mÄ uhsam konstruiert werden muss3.
Viele Autoren haben den Ansatz von Lyapunov aufgegri®en und weiter-
entwickelt, besonders bekannt sind hier unter anderem die BÄ ucher von W.
Hahn, [21] und V.I. Zubov, [45]. In dieser Arbeit werden wir uns oft auf T.
Yoshizawa beziehen, der 1966 mit [43] ein sehr umfangreiches und ausfÄ uhrli-
ches Buch Ä uber StabilitÄ atstheorie und Lyapunovs zweite Methode vorgelegt
hat, in dem unter anderem hinreichende und notwendige Bedingungen von
StabilitÄ at diskutiert und viele verschiedene ExistenzsÄ atze fÄ ur Lyapunovfunk-
tionen bewiesen werden.
Einige der Ergebnisse bezÄ uglich der StabilitÄ at linearer Systeme wurden
z.B. von S.N. Elaydi, [15] sowie V. Lakshmikantham und D. Trigiante, [31]
unter Annahme einiger Zusatzbedingungen und mit kleinen Modi¯kationen
in die Theorie der Di®erenzengleichungen Ä ubersetzt.
S. Hilger fÄ uhrte 1989 in seiner Dissertation4 das ZeitskalenkalkÄ ul ein, eine
Theorie die es ermÄ oglicht, kontinuierliche und diskrete Gleichungen gleichzei-
tig zu untersuchen, weil als Zeitmengen beliebige, abgeschlossene Teilmengen
von R zugelassen werden. Bis dahin behandelten z.B. die LehrbÄ ucher von H.
Amann, [3], B. Aulbach, [4] sowie P. Hartman, [22] lediglich den kontinuier-
lichen Fall mit ganz R als zugrundeliegender Zeitmenge, wÄ ahrend Lakshmi-
kantham und Trigiante 1988 in der Erstau°age von [31] sich auf den diskreten
Fall, also Z als Zeitmenge beschrÄ anken.
Zum ZeitskalenkalkÄ ul und dessen Verallgemeinerung, dem Massketten-
kalkÄ ul macht A. DÄ o±nger in ihrer Diplomarbeit folgende AusfÄ uhrungen:
"Durch die vielfÄ altigen, bekannten Analogien in den Konzep-
ten der Di®erenzenrechnung (...) unter Verwendung des Di®eren-
3vgl. dazu unter anderem N. Rouche, P. Habets, M. Laroy, [20], S.12 und J. Cronin,
[13], S. 191 sowie J. Ombach, [35], S. 225
4vgl. [24]EINLEITUNG vi
zenoperators
¢
¢¿
f(¿) :=
f(¿ + h) ¡ f(¿)
h
einerseits und der Di®erentialrechnung mit dem Di®erentialope-
rator
d
d¿
f(¿) := lim
h¡!0
f(¿ + h) ¡ f(¿)
h
andererseits inspiriert, wurde ein hÄ oherrangiger KalkÄ ul, der soge-
nannte Ma¼kettenkalkÄ ul entwickelt, der es erlaubt, (...) diskrete
und kontinuierliche Prozesse einer einheitlichen Theorie zu un-
terwerfen (...).
Es soll an dieser Stelle nicht auf das Axiomensystem eingegan-
gen werden, das eine Teilmenge von R zu einer Ma¼kette macht;
es genÄ ugt zu wissen, da¼ sie alle Eigenschaften besitzt, die fÄ ur die
Entwicklung einer umfassenden, verallgemeinerten Di®erential-
und Integralrechnung vonnÄ oten sind.\5.
M. Bohner und A. Peterson greifen in [11] S. Hilgers Ansatz auf, fassen die
Theorie zusammen und bearbeiten ganze Klassen von verschiedenen Glei-
chungen auf Zeitskalen, mittlerweile liegt mit [12] eine Zusammenfassung
neuerer Enwicklungen vor.
In der vorliegenden Arbeit sollen Lyapunovfunktionen auf Zeitskalen in
Bezug auf das StabilitÄ atsverhalten des homogenen linearen Systems6
x
¢ = A(t)x (0.0.2)
untersucht werden.
Dabei wird zunÄ achst eine EinfÄ uhrung in die Zeitskalenrechnung gegeben,
in der bereits auf besondere Vorbedingungen der im zweiten Kapitel zusam-
mengefassten Theorie der dynamischen Gleichungen und linearen Systeme
auf Zeitskalen eingegangen werden soll.
In diesem Zusammenhang ist insbesondere zu erwÄ ahnen, dass die Existenz
und Eindeutigkeit von LÄ osungen von zeitskalenspezi¯schen Zusatzvorausset-
zungen abhÄ angen. Diese sollen benannt und in Bezug auf lineare Systeme
diskutiert werden.
5vgl. [14], S.3
6Das hochgestellte ¢ (Delta) steht hier fÄ ur die Ableitung von x in AbhÄ angigkeit von
der zugrunde liegenden Zeitskala.EINLEITUNG vii
Im dritten Kapitel werden wir StabilitÄ at im Sinne von Lyapunov sowie
Lyapunovfunktionen einfÄ uhren und nach einigen allgemeinen Bemerkungen
beginnen, strikte Lyapunovfunktionen fÄ ur autonome lineare Systeme (0.0.2)
mit Hilfe der Gleichung
A
TP + (A¹(t) + I)
TPA = ¡Q(t) (0.0.3)
zu beschreiben, wobei ¹ eine Funktion ist, welche die Struktur der zugrunde
liegenden Zeitskala wiedergibt, P eine symmetrische, positiv de¯nite Matrix
und Q eine in einem noch zu erlÄ auternden Sinne symmetrische und positiv
de¯nite, matrixwertige Abbildung.
Gleichung (0.0.3) spielt bereits bei S. Hilger und P. Kloeden in [23], Prop. 1,
S. 4 fÄ ur Zeitskalen mit Ä aquidistanter Schrittweite und konstanter Matrix Q,
also von t unabhÄ angig, als Lyapunovgleichung eine Rolle, nicht aber bei V.
Lakshmikantham, B. Kaymak» calan und S. Sivasundaram in [30], die einen
allgemeineren Ansatz wÄ ahlen.
Wie wir sehen werden, ist die Existenz einer durch (0.0.3) gegebenen
strikten Lyapunovfunktion allein in den wenigsten FÄ allen hinreichend fÄ ur die
asymptotische StabilitÄ at von (0.0.2). Wir kÄ onnen jedoch einen Satz darÄ uber
formulieren, dass die Existenz einer strikten Lyapunovfunktion mit einigen
weiteren zeitskalenspezi¯schen Bedingungen im Allgemeinen hinreichend fÄ ur
die asymptotische StabilitÄ at von (0.0.2) ist.
Im Folgenden soll bei zeitabhÄ angig gewÄ ahltem P in (0.0.3) der nichtau-
tonome, lineare Fall untersucht werden. Eine Verallgemeinerung des oben
genannten Satzes mit hinreichenden Bedingungen fÄ ur StabilitÄ at wird bewie-
sen.
Im letzen Abschnitt wollen wir uns den von Yoshizawa in [43] so genann-
ten "converse theorems on asymptotic stability\7, also SÄ atzen, mit denen aus
asymptotischer StabilitÄ at eines linearen Systems die Existenz einer strikten
Lyapunovfunktion gefolgert werden kann, widmen.
Den Ansatz, mit Hilfe von (0.0.3) strikte Lyapunovfunktionen zu beschrei-
ben, werden wir nur im autonomen Fall weiterverfolgen. Dort werden wir
schlie¼lich, unter der Bedingung, dass die zugrunde liegende Zeitskala von
sehr einfacher Struktur ist, hinreichende und notwendige Bedingungen fÄ ur
asymptotische StabilitÄ at von (0.0.1) formulieren kÄ onnen.
7vgl. [43], S. 91, x19EINLEITUNG viii
Im nichtautonomen Fall werden wir auf ein anderes, allgemeineres Kon-
zept aus [43] zurÄ uckgreifen und dessen Anwendbarkeit auf Zeitskalen zeigen.
In dessen Rahmen werden wir nur unter Voraussetzung eines strengeren Sta-
bilitÄ atsbegri®s, der exponentiellen StabilitÄ at8 von (0.0.2), die Existenz einer
strikten Lyapunovfunktion folgern kÄ onnen.
8vgl. [39], Def. 2, S.4Notation
N natÄ urliche Zahlen einschlie¼lich der 0
Z ganze Zahlen
hZ die Menge fhk : k 2 Zg fÄ ur h > 0
R, R+ reelle Zahlen, nichtnegative reelle Zahlen
C, komplexe Zahlen
C¡ lÄ angs der negativen reellen Achse geschlitzte Ebene
Q rationale Zahlen
K R oder C
T Zeitskala (vgl. De¯nition 1.1.1)
Ch Hilger-komplexe Zahlen (siehe De¯nition 1.2.3)
Zh, Z0
h
©
z 2 C : ¡¼
h < Im(z) · ¼
h
ª
,
©
z 2 C : ¡¼
h < Im(z) < ¼
h
ª
Rh Hilger-relle Achse (siehe De¯nition 1.2.3)
Ah Hilger-alternierende Achse (siehe De¯nition 1.2.3)
Rn£n, Rd£d Raum der n £ n bzw. d £ d Matrizen Ä uber R, n;d 2 N
B Banachalgebra Ä uber K
X, Y, Z BanachrÄ aume
L(X;Y) lineare beschrÄ ankte Abbildungen von X nach Y
L(X) lineare beschrÄ ankte Abbildungen von X nach X
C(T;X) stetige Abbildungen von T nach X
Crd(T;X) rd-stetige Abbildungen von T nach X (siehe De¯nition 1.2.1)
S+Crd(T;Rn£n) Menge aller positiv de¯niten, symmetrischen Q 2 Crd(T;Rn£n),
vgl. hierzu De¯nition 3.2.4
CrdR(T;X) Menge aller regressiven, rd-stetigen Abbildungen von
T nach X (siehe De¯nition 2.1.4)
§(A) Spektrum einer Abbildung A 2 L(X)
Br(a) o®ene Kugel um a 2 C mit Radius r > 0
AT transponierte Matrix zu A 2 Rn£n
I IdentitÄ atsmatrix auf Rn£n
ixNOTATION x
id IdentitÄ atsabbildung auf X
¹ KÄ ornigkeit einer Zeitskala (siehe De¯nition 1.1.4)
k¢k Norm auf dem zu Grunde liegenden Banachraum X
beziehungsweise eine zugehÄ orige Operatornorm (siehe unten)
Ende eines Beweises
Treten innerhalb einer Aussage mehrere BanachrÄ aume auf, so sind diese stets
Ä uber demselben KÄ orper K de¯niert.
Seien X, Y BanachrÄ aume, k¢k1 eine Norm auf X sowie k¢k2 eine Norm auf
Y, dann wird fÄ ur beliebige x 2 X und y 2 Y durch
k(x;y)k := kxk1 + kyk2
eine Norm auf X £ Y de¯niert; der Raum L(X;Y) wird vermÄ oge der Opera-
tornorm
kAk := supfkAxk2 : kxk1 · 1g
fÄ ur A 2 L(X;Y) seinerseits zu einem Banachraum.Kapitel 1
Grundlagen des
ZeitskalenkalkÄ uls
1.1 Analysis auf Zeitskalen
1.1.1 Der Begri® der Zeitskala
Der Begri® "Zeitskala\ wurde 1988 von S. Hilger in seiner Dissertation (vgl.
[24]) eingefÄ uhrt und sollte dort der Vereinheitlichung von diskreter und kon-
tinuierlicher Analysis dienen.
Seitdem wurde er von vielen Autoren aufgegri®en und in Bezug auf dyna-
mische Systeme weiterentwickelt, wie z.B. in der Dissertation von S. Keller
(vgl. [28]), in Papieren von P. Kloeden (vgl. [23], [19] und [18]), B. Aulbach
(vgl. [6]), C. PÄ otzsche und S. Siegmund (vgl. [39], [38] und [37]) sowie in
BÄ uchern von V. Lakshmikantham et al. (vgl. [30]) oder auch von M. Bohner
und A. Peterson (vgl. [11], [12]).
Im ersten Kapitel soll es um die Vorstellung und Zusammenfassung der
grundlegenden Begri®e des ZeitskalenkalkÄ uls gehen.
1.1.2 Grundlegende De¯nitionen
De¯nition 1.1.1. Eine Zeitskala T sei eine nichtleere, abgeschlossene Menge
der reellen Zahlen.
Beispiel 1.1.1 (vgl. [11], S.1). Folgende Mengen kÄ onnen nach De¯nition
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1.1.1 als Zeitskalen aufgefasst werden:
R; N; Z
sowie
hZ := fhk : k 2 Z; h > 0g;
aber auch Mengen mit komplizierterer Struktur wie
[0;1] [ [2;3]; [0;1] [ N;
die Cantormenge oder deren Vereinigungen mit abgeschlossenen Intervallen
sind denkbar.
Sei (xn)n2N in R eine Folge mit
lim
n¡!1
xn = x:
Dann ist die Menge
fxn : n 2 Ng [ fxg
ebenfalls eine Zeitskala.
Die Mengen
Q; R n Q; C; ]0;1[
sind hingegen keine Zeitskalen.
Bemerkung 1.1.2. Insbesondere sind Zeitskalen als Teilmengen der reellen
Zahlen stets total geordnet.
Die Relativtopologie auf Zeitskalen bezÄ uglich R stimmt mit der von der Ord-
nung auf T induzierten Topologie Ä uberein (vgl. [37], Satz 4.4, S.8 und [24],
Satz 1.1, S.1).
Mit den folgenden Funktionen werden die Punkte in T klassi¯ziert:
De¯nition 1.1.2. Sei T eine Zeitskala und t 2 T. Dann hei¼e ¾ : T ¡! R
de¯niert durch
¾(t) := inf fs 2 T : s > tg (1.1.1)
VorwÄ artssprungoperator und ½ : T ¡! R de¯niert durch
½(t) := supfs 2 T : s < tg (1.1.2)
RÄ uckwÄ artssprungoperator. Wir setzen ¾(t) = t, falls t = maxT gilt und
½(t) = t, falls t = minT.KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 3
De¯nition 1.1.3. t 2 T hei¼e
i.) rechts zerstreut, falls ¾(t) > t
ii.) links zerstreut, falls ½(t) < t
iii.) rechts dicht, falls ¾(t) = t
iv.) links dicht, falls ½(t) = t
v.) isoliert, falls ½(t) < t < ¾(t)
vi.) dicht, falls ½(t) = t = ¾(t)
q
t1
t1 ist dicht, bzw. links und rechts dicht
q
t2
t2 ist links dicht und rechts zerstreut q q
q q
t3
t3 ist links zerstreut und rechts dicht
q q q
t4
t4 ist isoliert, bzw. links und rechts zerstreut
Abbildung 1.1: Lage von Punkten auf einer Zeitskala
De¯nition 1.1.4. Die Funktion ¹ : T ¡!]0;1[ de¯niert durch
¹(t) = ¾(t) ¡ t
hei¼e KÄ ornigkeit.
Diese gibt Ä uber die Struktur der Zeitskala Auskunft.
Ist ein Punkt t 2 T rechts dicht, so gilt insbesondere
¹(t) = 0;KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 4
ist er rechts zerstreut, so gilt
¹(t) > 0:
Der Funktionswert von ¹ an der Stelle t beschreibt dabei die GrÄ o¼e des
Sprungs zwischen t und dem folgenden Punkt der Zeitskala.
Wir werden sehen, dass die KÄ ornigkeit bei der Analysis auf Zeitskalen
und insbesondere auch bei Di®erentialgleichungen auf Zeitskalen eine gro¼e
Rolle spielen wird.
1.1.3 Di®erentiation und Integration auf Zeitskalen
Als nÄ achstes soll Di®erentiation und Integration auf Zeitskalen eingefÄ uhrt
werden.
Sei dazu im Folgenden X ein Banachraum Ä uber K.
Damit die Ableitung in allen Punkten, in denen sie existiert, eindeutig
ist (vgl. [11], Th.8.5., S. 316), muss man ein eventuelles links zerstreutes
Maximum der Zeitskala von der Di®erentiation ausschlie¼en.
Dazu dient die folgende De¯nition:
De¯nition 1.1.5. Sei T eine Zeitskala. Dann sei die Menge Tk de¯niert
durch
T
k :=
½
Tn]½(supT);supT]; falls supT < 1
T; falls supT = 1 (1.1.3)
In vielen Arbeiten zu Zeitskalen (vgl. hierzu z.B. [36], [28]) wird das Pro-
blem mit einem links zerstreuten Maximum umgangen, indem nur nach oben
unbeschrÄ ankte Zeitskalen betrachtet werden.
De¯nition 1.1.6. Sei t 2 Tk und x : T ¡! X.
Falls x¢(t) 2 X existiert, so dass zu jedem " > 0 eine Umgebung U" von t
existiert mit
°
°x(¾(t)) ¡ x(s) ¡ x
¢(t)(¾(t) ¡ s)
°
° · "j¾(t) ¡ sj
fÄ ur alle s 2 U", hei¼e x¢(t) (Delta-) Ableitung von x an der Stelle t und x
(Delta-) di®erenzierbar an der Stelle t.
Existiert x¢ fÄ ur alle t 2 T·, so hei¼e x (Delta-) di®erenzierbar.
Die Funktion x¢ : Tk ¡! X hei¼e (Delta-) Ableitung von x auf Tk.KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 5
Satz 1.1.3 (vgl. [24], S. 27). Sei g : T ¡! X und t 2 Tk.
Dann gilt:
i.) Wenn g in t di®erenzierbar ist, so ist g stetig in t.
ii.) Sei g stetig und rechts zerstreut in t. Dann ist g in t di®erenzierbar mit
g
¢(t) =
g(¾(t)) ¡ g(t)
¹(t)
:
iii.) Sei g di®erenzierbar und rechts dicht in t, dann gilt:
g
¢(t) = lim
s¡!t
g(t) ¡ g(s)
t ¡ s
:
iv.) Sei g di®erenzierbar in t. Dann gilt:
g(¾(t)) = g(t) + ¹(t)g
¢(t):
Bemerkung 1.1.4. Insbesondere folgt aus Satz 1.1.3, dass die Ableitung an
einem rechts zerstreuten Punkt stets existiert und mit Hilfe der KÄ ornigkeit
explizit berechnet werden kann.
Der nÄ achste Satz fasst eine Summen- und eine Produktregel fÄ ur die Delta-
Ableitung zusammen.
O®ensichtlich sind diese Verallgemeinerungen der Ableitungsregeln aus
dem reellen Fall.
Die in [30] eingefÄ uhrte Kettenregel ist nur fÄ ur den Fall T = R gÄ ultig und
im Allgemeinen falsch.
Die Verallgemeinerung der Kettenregel auf Zeitskalen ist mÄ oglich, aber
nicht unmittelbar einsichtig und recht schwer zu handhaben, weil ein Integral
auf Zeitskalen dazu ausgewertet werden muss, vgl. hierzu C. PÄ otzsche, [38].
Sie wird bei der EinfÄ uhrung von Lyapunovfunktionen ErwÄ ahnung ¯nden.
Satz 1.1.5 (Ableitungsregeln). i.) Seien f;g : T ¡! X di®erenzierbar
in t 2 T·.
Dann ist ®f + ¯g mit ®;¯ 2 K di®erenzierbar in t mit
(®f + ¯g)
¢(t) = ®f
¢(t) + ¯g
¢(t):KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 6
ii.) Seien X, Y und Z BanachrÄ aume Ä uber K und h¢;¢i : X £ Y ¡! Z eine
stetige, bilineare Abbildung.
Seien au¼erdem f : T ¡! X und g : T ¡! Y in t 2 T· di®erenzierbar.
Dann ist hf(t);g(t)i di®erenzierbar mit
hf(t);g(t)i
¢ = hf(¾(t));g
¢(t)i + hf
¢(t);g(t)i:
Beweis: vgl. C. PÄ otzsche, [37], Satz 6.10, S.25, S. Keller, [28], Satz 1.2.3,
S.3.
Beispiel 1.1.6. Sei T = R.
Da alle Punkte rechts dicht sind, folgt aus Satz 1.1.3, dass f : T ¡! R
genau dann in t 2 R Delta-di®erenzierbar ist, wenn
lim
s¡!t
g(t) ¡ g(s)
t ¡ s
in R existiert, insbesondere gilt dann
f
0(t) = f
¢(t)
fÄ ur alle t 2 R.
Beispiel 1.1.7. Sei T = Z.
Dann folgt aus Satz 1.1.3, dass f : T ¡! R Delta-di®erenzierbar in t 2 Z ist
mit
f
¢(t) =
f(¾(t)) ¡ f(t)
¹(t)
=
f(t + 1) ¡ f(t)
1
= ¢f(t);
wobei ¢f der aus der Theorie der Di®erenzengleichungen hinreichend be-
kannte Di®erenzenoperator (vgl. z.B. [31], Def. 1.1.1, S. 2) ist.
Beispiel 1.1.8. Sei f : T ¡! R mit
f(t) := ®
mit ® 2 R fÄ ur alle t 2 T konstant.
Dann gilt
f
¢(t) = 0
fÄ ur alle t 2 T·.KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 7
Beispiel 1.1.9. Sei f : T ¡! R mit
f(t) := t
fÄ ur alle t 2 T.
Dann ist
f
¢(t) = 1
fÄ ur alle t 2 T· nach Satz 1.1.3, denn es gilt
f
¢(t) =
¾(t) ¡ t
¹(t)
=
¹(t)
¹(t)
= 1;
falls t 2 T· rechts zerstreut ist und
f
¢(t) = lim
s¡!t
t ¡ s
t ¡ s
= 1
fÄ ur t 2 T· rechts dicht.
Beispiel 1.1.10. Sei f : T ¡! R mit
f(t) := t
2
fÄ ur alle t 2 T.
Dann gilt nach Satz 1.1.3 fÄ ur rechts zerstreutes t 2 T·
f
¢(t) =
(¾(t))2 ¡ t2
¾(t) ¡ t
= ¾(t) + t;
fÄ ur rechts dichtes t 2 T· erhalten wir
f
¢(t) = lim
s¡!t
t2 ¡ s2
t ¡ s
= 2t:
Wegen ¾(t) = t fÄ ur rechts dichtes t 2 T gilt in beiden FÄ allen
f
¢(t) = t + ¾(t):
Wie man hier sieht, unterscheiden sich die Ableitungsregeln fÄ ur Polynome
auf Zeitskalen von denen im reellen Fall.
Es treten auch hier stets AusdrÄ ucke auf, in denen die Struktur der Zeitskala
zum Tragen kommt.
Das obere Beispiel 1.1.10, im reellen Fall eine beliebig oft di®erenzierbare
Funktion mit stetigen Ableitungen, verliert auf Zeitskalen betrachtet die-
se Glattheitseigenschaften, da der VorwÄ artssprungoperator im Allgemeinen
nicht di®erenzierbar und nicht stetig sein muss.KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 8
Beispiel 1.1.11. Sei f : T ¡! Rn mit
f = (f1;:::;fn)
und fi : T ¡! R Delta-di®erenzierbar fÄ ur i = 1;:::;n in t 2 T·.
Dann gilt:
f
¢(t) = (f
¢
1 (t);:::;f
¢
n (t)):
Aus Satz 1.1.3 folgt die Behauptung direkt durch Fallunterscheidung fÄ ur
t 2 T· rechts dicht oder rechts zerstreut und Einsetzen in die entsprechenden
Ableitungsformeln.
De¯nition 1.1.7. Sei G : T ¡! R eine di®erenzierbare Funktion mit
G¢(t) = g(t) fÄ ur alle t 2 T· und a 2 T·.
Dann sei das Integral bezÄ uglich der Zeitskala de¯niert durch
Z t
a
g(s)¢s = G(t) ¡ G(a):
Zur ausfÄ uhrlichen EinfÄ uhrung des Cauchy - Riemann - Integrals sowie
des allgemeineren Riemann - Stieltjes - Integrals auf Zeitskalen sei auf die
Diplomarbeit von S. Hock verwiesen (vgl. [27]).
1.2 RegressivitÄ at und Rd-Stetigkeit
Um Existenz und Eindeutigkeit der LÄ osung von Anfangswertproblemen auf
Zeitskalen im nÄ achsten Kapitel angehen zu kÄ onnen, fehlen uns noch die zeits-
kalenspezi¯schen Eigenschaften RegressivitÄ at und Rd-Stetigkeit, die im Fol-
genden vorgestellt werden sollen.
Beide Eigenschaften spielen nur dann eine Rolle, wenn unsere Zeitskala
rechts zerstreute Punkte enthÄ alt.
1.2.1 Rd-stetige Funktionen
Eine natÄ urliche Verallgemeinerung der Stetigkeit fÄ ur Zeitskalen, ist der Begri®
der Rd-Stetigkeit, wobei der Ausdruck "rd\ die AbkÄ urzung fÄ ur rechts dicht
ist.
De¯nition 1.2.1. Eine Funktion f : T ¡! X hei¼e rd-stetig in t 2 T, wenn
gilt:KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 9
i.) lims!t f(s) = f(t) fÄ ur t rechts dicht
ii.) lims%t f(s) = f(t¡), mit f(t¡) 2 X fÄ ur t links dicht.
Ist f in allen Punkten t 2 T rd-stetig, so hei¼e f rd-stetig auf T.
Beispiel 1.2.1. Eine Funktion
f : T ¡! C; f = Re(f) + iIm(f)
mit Re(f) : T ¡! R, Im(f) : T ¡! R hei¼e rd-stetig in t0 2 T, falls Re(f)
und Im(f) rd-stetig in t0 2 T sind.
Beispiel 1.2.2. Eine Funktion g : T ¡! Rn mit g := (g1;:::;gn) und
gi : T ¡! R hei¼e rd-stetig in t0 2 T, wenn gi stetig in t0 ist fÄ ur alle
i = 1;:::;n.
Lemma 1.2.3. Seien f, g : T ¡! K rd-stetig in t 2 T und X ein Banach-
raum.
Dann sind auch:
i.) f + g
ii.) ¸f; ¸ 2 K
iii.) f ¢ g
iv.)
f
g
; g 6= 0,
v.) h ± f, h : K ¡! X stetig
im Punkte t 2 T rd-stetig.
Beweis: Die Behauptungen i:) bis iv:) folgen direkt aus De¯nition 1.2.1 und
den Rechenregeln fÄ ur Limiten.
Die Behauptung v:) folgt aus [28], Satz 1.3.3, S. 8.
Bemerkung 1.2.4. Behauptungen i:) und ii:) sowie Behauptung v:) aus
Lemma 1.2.3 gelten weiterhin fÄ ur g;f : T ¡! X und h : X ¡! Y, wenn X,
Y beliebige BanachrÄ aume sind (vgl. [28], Satz 1.3.3, S. 8).KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 10
De¯nition 1.2.2.
C
rd(T;X) := ff : T ¡! X; f rd-stetig auf Tg
hei¼e Menge aller auf T rd-stetigen Funktionen.
Bemerkung 1.2.5. Es folgt sofort, dass die Menge aller auf T stetigen Funk-
tionen C(T;X) eine Teilmenge der auf T rd-stetigen Funktionen ist.
FÄ ur T = R gilt insbesondere Crd(R;X) = C(R;X).
Korollar 1.2.6. Sei f 2 Crd(T;X) dann ist auch
jfj := maxff;¡fg 2 C
rd(T;X):
Beweis:
Da mit f auch ¡f = ¡1 ¢ f nach Lemma 1.2.3 und Bemerkung 1.2.5
rd-stetig ist, folgt die Behauptung nach De¯nition von jfj, da das Maximum
zweier rd-stetiger Funktionen wieder rd-stetig ist.
1.2.2 Hilger-komplexe Zahlen
Im nÄ achsten Kapitel wollen wir die explizite Darstellung von LÄ osungen einer
Klasse von Di®erentialgleichungen auf Zeitskalen nach z.B. S. Hilger in [25]
und [26], C. PÄ otzsche in [37], M. Bohner und R.P. Agarwal in [1], S. Keller
in [28] sowie B. Aulbach und S. Hilger in [6] betrachten.
Als Vorbereitung dafÄ ur werden wir die Zylindertransformation einfÄ uhren,
eine Funktion deren De¯nitionsmenge die sogenannten Hilger-komplexen Zah-
len1 ist.
Auch fÄ ur die RegressivitÄ at einer Funktion f : T ¡! K, so wie wir sie im
Folgenden de¯nieren wollen, wird ein verallgemeinerter Begri® der Hilger-
komplexen Zahlen eine Rolle spielen.
De¯nition 1.2.3. Sei h > 0.
Ch :=
½
z 2 C : z 6= ¡
1
h
¾
1Benannt nach Stefan Hilger, der das KalkÄ ul auf Zeitskalen eingefÄ uhrt hat, vgl. hierzu
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hei¼e Hilger-komplexe Zahlen. Au¼erdem sei
Zh :=
n
z 2 C : ¡
¼
h
< Im(z) ·
¼
h
o
:
Von einigem Interesse fÄ ur die Geometrie der weiter unten de¯nierten Zylin-
dertransformation sowie fÄ ur die Eigenschaften der Exponentialfunktion auf
Zeitskalen sind folgende Mengen:
Rh :=
½
z 2 Ch : z > ¡
1
h
¾
(1.2.1)
Ah :=
½
z 2 Ch : z < ¡
1
h
¾
: (1.2.2)
Dabei hei¼e Rh Hilger-reelle Achse und Ah Hilger-alternierende Achse. FÄ ur
h = 0 sei de¯niert:
C0 := C; Z0 := Z; R0 := R; A0 := ;:
De¯nition 1.2.4. Sei h > 0 und z 2 Ch. Dann hei¼e
Reh(z) :=
j1 + zhj ¡ 1
h
Hilger-Realteil von z. FÄ ur h = 0 setze:
Re0(z) := Re(z)
De¯nition 1.2.5. Die Funktion »h : Ch ¡! Zh de¯niert durch:
»h(z) :=
( 1
h Log(1 + zh) fÄ ur h > 0
z fÄ ur h = 0
hei¼e Zylindertransformation, wobei Log : C¤ ¡! C der Hauptzweig des
komplexen Logarithmus ist mit
Log(z) := logjzj + i'; ¡¼ < ' · ¼: (1.2.3)KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 12
0
-R
iR
6
t
¡1
h
Abbildung 1.2: Lage von Ch, Rh und Ah in der komplexen Ebene fÄ ur h > 0
Bemerkung 1.2.7. Die Zylindertransformation »h bildet fÄ ur h > 0 die
Hilger-reelle Achse Rh auf die reelle Achse R in Zh und die Hilger-alternierende
Achse Ah auf die horizontale Gerade durch i¼
h ab.
Das Bild der punktierten Kreisscheibe mit Mittelpunkt ¡1
h und Radius
1
h liegt im Schnitt der imaginÄ aren Achse iR mit Zh.
Allgemein werden fÄ ur h > 0 o®ene, von ¡1
h ausgehende Strahlen in Ch zu
horizontalen Geraden in Zh, punktierte Kreisscheiben mit Mittelpunkt ¡1
h
werden zu vertikalen Linien in Zh, beziehungsweise, wenn wir R£
©
i¼
h
ª
und
R £
©
¡i¼
h
ª
zusammenkleben und so fÄ ur Zh einen unendlich langen Zylinder
erhalten, zu Kreisen auf seinem Mantel (vgl. [26], Abschnitt 3, S. 6 sowie [11],
S. 57f, Def. 2.21, Ex. 2.22), so dass daher auch der Name "Zylindertransfor-
mation\ motiviert ist.
De¯nition 1.2.6. Sei T eine Zeitskala mit KÄ ornigkeit ¹. Eine Funktion f :
T ¡! K hei¼e regressiv in t 2 T, falls gilt:
f(t) 2 C¹(t) (1.2.4)
Gilt dies fÄ ur alle t 2 T, so hei¼e f regressiv auf T.
Bemerkung 1.2.8. FÄ ur Zeitskalen T mit KÄ ornigkeit ¹ ´ h fÄ ur ein h ¸ 0
und t 2 T ist Bedingung (1.2.4) Ä aquivalent zu (vgl. [26], Sec. 4):
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0
-R
iR
6
q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q q
i¼
h
¡i¼
h
Abbildung 1.3: Lage von Zh in der komplexen Ebene fÄ ur h > 0
Bemerkung 1.2.9. Sei T eine Zeitskala mit KÄ ornigkeit ¹ und f 2 Crd(T;K)
regressiv in t 2 T, dann gilt insbesondere
1 + ¹(t)f(t) 6= 0
und damit ist die VerknÄ upfung der Zylindertransformation mit f und ¹ in
t 2 T mit
»¹(t)(f(t)) :=
8
<
:
Log(1 + ¹(t)f(t))
¹(t)
; falls ¹(t) 6= 0;
f(t); sonst
(1.2.5)
wohlde¯niert.
1.2.3 Integrierbarkeit der Zylindertransformation
Zur expliziten Darstellung von LÄ osungen einer Klasse von Di®erentialglei-
chungen auf Zeitskalen nach z.B. S. Hilger in [25] und [26], C. PÄ otzsche in
[37], M. Bohner und R.P. Agarwal in [1], S. Keller in [28] sowie B. Aulbach
und S. Hilger in [6] benÄ otigen wir des Weiteren die Integrierbarkeit der Ver-
knÄ upfung der in De¯nition 1.2.5 eingefÄ uhrten Zylindertransformation » mit
einer auf T regressiven Funktion f 2 Crd(T;K) und der KÄ ornigkeit ¹ von T.
Nach [11], Th.1.74, S. 27 sind alle rd-stetigen Funktionen Delta-integrierbar.KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 14
Die Rd-Stetigkeit der oben genannten VerknÄ upfung von Zylindertransfor-
mation » mit f und ¹ wird oft mit dem Argument der VerknÄ upfung zweier
rd-stetiger Funktionen mit einer stetigen Funktion nach Lemma 1.2.3 abge-
tan. » ist aber nach De¯nition 1.2.5 mit Hilfe des Hauptzweigs des komplexen
Logarithmus erklÄ art, der auf der negativen, reellen Achse der komplexen Ebe-
ne nicht stetig ist.
Diese Tatsache wird in der Literatur bis auf einige vage Hinweise auf
mÄ ogliche Potenzreihendarstellungen in [25], S. 53 und [37] kaum untersucht.
Dennoch wird z.B. in [26], Abschnitt 4, S. 7 sowie [11], Def. 2.30, S. 59 Ä uber
die VerknÄ upfung von f und ¹ mit der Zylindertransformation integriert, ohne
dass deren Integrierbarkeit vorher ErwÄ ahnung ¯nden wÄ urde.
Im Folgenden wollen wir unter BerÄ ucksichtigung der oben genannten Hin-
weise die Delta-Integrierbarkeit zeigen, indem wir zeigen, dass »¹(f) rd-stetig
auf T ist.
Bemerkung 1.2.10. Sei f : T ¡! K regressiv, rd-stetig. Dann gilt fÄ ur jedes
t 2 T entweder
1 + ¹(t)f(t) 2 ChAh; (1.2.6)
die Werte von 1 + ¹(t)f(t) liegen also in einer lÄ angs der negativen reellen
Achse ab ¡1
h geschlitzten Ebene, oder es gilt
1 + ¹(t)f(t) 2 Ah; (1.2.7)
womit die Werte von 1 + ¹(t)f(t) auf der negativen reellen Achse ab ¡1
h
liegen.
Ob »¹(t)(f(t)) fÄ ur t 2 T die VerknÄ upfung zweier rd-stetiger mit einer sogar
holomorphen und damit insbesondere stetigen Funktion ist, hÄ angt davon ab,
ob die am Ende des letzten Abschnitts eingefÄ uhrte RegressivitÄ atsbedingung
im Sinne von (1.2.6) oder im Sinne von (1.2.7) erfÄ ullt ist.
Gilt (1.2.6) fÄ ur t 2 T, dann ist »¹(f(t)) die VerknÄ upfung einer rd-stetigen
und einer stetigen Funktion und damit nach Lemma 1.2.3 sofort rd-stetig.
Eine negative RegressivitÄ atsbedingung fÄ ur t 2 T nach (1.2.7) zuzulassen,
ist aber aufgrund interessanter Eigenschaften (vgl. [11], Th. 2.44., S. 66,
Lemma 2.47, S. 67, Theorem 2.48, S.67) sinnvoll2.
2In [11], Th. 2.44., S. 66, Lemma 2.47, S. 67, Theorem 2.48, S.67 wird u.a. erlÄ autert,
warum fÄ ur t 2 T und f 2 Crd(T;R) bei negativer RegressivitÄ atsbedingung die Verallge-
meinerung der Exponentialfunktionen fÄ ur Zeitskalen an jedem Punkt t 2 T das Vorzeichen
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Um in spÄ ateren Kapiteln mit expliziten Darstellungen von LÄ osungen ska-
larer Di®erentialgleichungen auf Zeitskalen nach [11], Th. 2.33, S. 59 und Th.
2.74, S. 77 arbeiten zu kÄ onnen, ohne die Klasse der zulÄ assigen Funktionen auf
diejenigen mit positiver RegressivitÄ atsbedingung auf ganz T einschrÄ anken zu
mÄ ussen, wollen wir die Rd-Stetigkeit von »¹(t)(f(t)) auch in t 2 T mit (1.2.7)
nachweisen.
Lemma 1.2.11. Sei h > 0 und »h(z) die Zylindertransformation (vgl. De¯-
nition 1.2.5) fÄ ur z 2 Ch.
Dann gilt
lim
h¡!0
»h(z) = »0(z) = z (1.2.8)
bezÄ uglich kompakter Konvergenz in C.
Beweis: Sei z 2 Ch fest.
Nach [40], S. 121 konvergiert die Potenzreihe
1 X
v=1
(¡1)v¡1
v
(e z ¡ 1)
v (1.2.9)
bezÄ uglich kompakter Konvergenz fÄ ur alle e z 2 B1(1) gegen Log(e z).
Damit ist Log auf B1(1) eine stetige und sogar holomorphe Funktion.
Sei nun
e z =: 1 + zh; z 2 Ch; h > 0:
Dann gilt e z 2 B1(1) genau dann, wenn jzhj < 1, also z 2 B 1
h(0).
Sei (hn) ½ R mit limn¡!1 hn = 0, dann existiert zu z 2 Ch ein n0 2 N,
so dass jzhnj < 1 ist fÄ ur alle n ¸ n0, also konvergiert die Potenzreihe
1 X
v=1
(¡1)v¡1
v
(zhn)
v
absolut und gleichmÄ a¼ig gegen Log(1 + zhn) fÄ ur alle z 2 K, K ½ B 1
h(0)
kompakt fÄ ur jedes n ¸ n0, so dass man die Reihenfolge der Grenzwertbildung
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FÄ ur alle Folgen (hn) ½ R mit limn¡!1 hn = 0 und z 2 B 1
h(0) gilt dem-
nach:
lim
n¡!1
Log(1 + hnz)
hn
= lim
n¡!1
1
hn
1 X
v=1
(¡1)v¡1
v
(zhn)
v
= lim
n¡!1
z
1 X
v=1
(¡1)v¡1
v
z
v¡1h
v¡1
n
= lim
n¡!1
z
1 X
v=0
(¡1)v
v + 1
(zhn)
v
= z:
Dies ist Ä aquivalent zu:
lim
n¡!1
»h(z) = »0(z) = z:
Proposition 1.2.12. Sei T eine Zeitskala mit KÄ ornigkeit ¹, p 2 Crd(T;C)
regressiv auf T und » die Zylindertransformation nach De¯nition 1.2.5.
Dann ist die VerknÄ upfung »¹(p) von Zylindertransformation mit ¹ und p
(vgl. (1.2.5)) wohlde¯niert und rd-stetig auf T.
Beweis: Die Wohlde¯niertheit folgt sofort aus Bemerkung 1.2.9, da p(t)
nach Voraussetzung fÄ ur alle t 2 T regressiv ist.
Um die Rd-Stetigkeit zu beweisen, unterscheiden wir zwei FÄ alle:
i.) Sei t 2 T rechts dicht, dann ist ¹(t) = 0 und es ist die Stetigkeit in t
zu zeigen. Da ¹ und p auf T rd-stetig und damit in t stetig sind, gibt
es eine Umgebung U von t, so dass fÄ ur alle ¿ 2 U
j¹(¿)p(¿)j < 1 (1.2.10)
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FÄ ur alle ¿ 2 U konvergiert die Potenzreihe
p(¿)
1 X
v=0
(¡1)v
v + 1
(¹(¿)p(¿))
v
bezÄ uglich kompakter Konvergenz gegen »¹(¿)(p(¿)), denn fÄ ur ¿ 2 U
gilt entweder ¹(¿) = 0, womit die Behauptung sofort folgt, da alle
Summanden der Potenzreihe bis auf den ersten verschwinden oder es
gilt ¹(¿) > 0 und dann folgt die Behauptung analog zu Lemma 1.2.11,
denn es gilt in jedem Fall (1.2.10).
Wiederum die Rd-Stetigkeit von ¹ und p verwendend, gilt:
lim
s¡!t
»¹(s)(p(s)) = lim
s¡!t
p(s)
1 X
v=0
(¡1)v
v + 1
(¹(s)p(s))
v
= p(t)
1 X
v=0
(¡1)v
v + 1
(¹(t)p(t))
v
= »¹(t)(p(t));
da analog zu Lemma 1.2.11 aus der kompakten Konvergenz fÄ ur alle
¿ 2 U folgt, dass die Reihenfolge der Grenzwertbildung vertauscht
werden darf.
ii.) Sei t 2 T links dicht. Zu zeigen ist, dass
lim
s%t
»¹(s)(p(s)) =: »¹(t¡)(p(t
¡))
existiert.
Ist t 2 T gleichzeitig rechts dicht, dann folgt sogar die Stetigkeit von t
aus dem ersten Fall.
Sei also t 2 T links dicht und rechts zerstreut, dann ist insbesondere
¹(t) 6= 0.
Sei (¿n) ½ T mit limn¡!1 ¿n = t und ¿n < t fÄ ur alle n 2 N, dann gilt:
¿n 2
(
(¿nk); k 2 N; falls ¹(¿n) = 0
(¿nj); j 2 N; falls ¹(¿n) > 0
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Da die Folge (¿n) gegen t konvergiert, folgt sofort, dass auch die beiden
Teilfolgen (¿nk) und (¿nj) gegen t konvergieren.
Konvergieren »¹(¿nk)(p(¿nk)) und »¹(¿nj)(p(¿nj)) gegen den gleichen Grenz-
wert, konvergiert auch »¹(¿n)(p(¿n)) dagegen, denn jedes Folgenglied von
¿n liegt entweder in der Teilfolge (¿nk) oder in der Teilfolge (¿nj).
Da die Funktion p nach Voraussetzung rd-stetig ist, gilt fÄ ur die Folge
»¹(¿nk)(p(¿nk)):
lim
k¡!1
»¹(¿nk)(p(¿nk)) = lim
k¡!1
»0(p(¿nk))
= lim
k¡!1
p(¿nk)
= p(t
¡): (1.2.12)
Um den Grenzwert von »¹(¿nj)(p(¿nj)) zu bestimmen, machen wir fol-
gende VorÄ uberlegung:
Wegen ¿n < t fÄ ur alle n 2 N folgt:
¾(¿n) = inf fs 2 T : ¿n < sg · t:
Daraus ergeben sich folgende Ä Aquivalenzen:
¾(¿n) · t , ¾(¿n) ¡ ¿n · t ¡ ¿n , 0 · ¹(¿n) · t ¡ ¿n:
Wegen
lim
n¡!1
¿n = t
folgt
lim
n¡!1
t ¡ ¿n = 0:
und damit aus den oberen Umformungen auch
lim
n!1
¹(¿n) = 0
Da ¹(¿nj) eine Teilfolge von ¹(¿n) ist, gilt ebenfalls
lim
j¡!1
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Die Funktion p ist nach Voraussetzung rd-stetig, also gilt limj¡!1 p(tnj) =
p(t¡) und somit gibt es ein n0 2 N, so dass fÄ ur alle j ¸ n0 gilt:
¯
¯p(¿nj)¹(¿nj)
¯
¯ < 1:
Damit lÄ asst sich fÄ ur alle j ¸ n0 analog zu (1.2.10)
Log(1 + p(¿nj)¹(¿nj))
¹(¿nj)
mit Hilfe der Potenzreihe
p(¿nj)
1 X
v=0
(¡1)v
v + 1
(p(¿nj)¹(¿nj))
v
darstellen.
Da fÄ ur alle j 2 N nach (1.2.11) ¹(¿nj) > 0 gilt, folgt bezÄ uglich kompak-
ter Konvergenz:
lim
j¡!1
»¹(¿nj)(p(¿nj)) = lim
j¡!1
Log(1 + p(¿nj)¹(¿nj))
¹(¿nj)
= lim
j¡!1
p(¿nj)
1 X
v=0
(¡1)v
v + 1
(p(¿nj)¹(¿nj))
v
= p(t
¡):
Mit (1.2.12) gilt also:
lim
j¡!1
»¹(¿nj)(p(¿nj)) = lim
k¡!1
»¹(¿nk)(p(¿nk))
= p(t
¡)
und somit folgt
lim
n¡!1
»¹(¿n)(p(¿n)) = p(t
¡): (1.2.13)
Damit ist alles bewiesen und aus beiden FÄ allen folgt die Rd-Stetigkeit der
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Das folgende Korollar bedient sich des von u.a. in [11] formulierten Zusam-
menhangs zwischen Rd-Stetigkeit einer Funktion und ihrer Integrierbarkeit.
Die Integrierbarkeit der Zylindertransformation bei ihrer Anwendung auf
rd-stetige Funktionen ist ihrerseits unverzichtbar fÄ ur die explizite Darstellung
von LÄ osungen skalarer Di®erentialgleichungen auf Zeitskalen, wie zu Anfang
des Abschnitts schon erwÄ ahnt wurde.
Es sei hier nur angemerkt, dass die Schwierigkeiten mit der Integrierbar-
keit von Funktionen dem sehr eng gefassten Begri® vom Integral als zur Dif-
ferentiation inverser Operator geschuldet sind, wie er z.B. in [11] eingefÄ uhrt
und auch in dieser Arbeit verwendet wird.
Ein eleganterer und allgemeinerer Zugang ist die Entwicklung eines Inte-
gralbegri®s Ä uber ma¼theoretische Ä Uberlegungen (vgl. hierzu die Diplomarbeit
von S. Hock, [27] sowie L. Neidhart, [34] und [5]).
Korollar 1.2.13 (Integrierbarkeit der Zylindertransformation). Sei
p 2 Crd(T;K) regressiv und » die Zylindertransformation nach De¯nition
1.2.5.
Dann existiert Z
»¹(¿)(p(¿))¢¿:
Beweis: Mit Proposition 1.2.12 folgt die Rd-Stetigkeit von »¹(p) auf T. Da-
mit folgt die Behauptung aus [11], Th. 1.74, S.27.
1.3 Matrizen und vektorwertige Funktionen
Bevor Begri®e wie LÄ osung oder StabilitÄ at von linearen Systemen auf Zeits-
kalen eingefÄ uhrt und deren Eigenschaften diskutiert werden kÄ onnen, muss
grundsÄ atzlich das KalkÄ ul vektor- und matrixwertiger Funktionen betrachtet
werden, deren De¯nitionsbereich in einer Zeitskala T liegt.
Im Folgenden wollen wir daher nochmal ausfÄ uhrlich auf deren Di®eren-
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De¯nition 1.3.1. Gegeben sei die zeitabhÄ angige Matrix
A(t) = (aij(t))1·i·n
1·j·m
(1.3.1)
mit aij : T ¡! R fÄ ur alle 1 · i · n sowie 1 · j · m.
i.) Sei ¾ der VorwÄ artssprungoperator auf T (vgl. (1.1.1)), A wie in (1.3.1)
und t 2 T.
Dann sei
A
¾(t) := A(¾(t)) = (aij(¾(t)))1·i·n
1·j·m
:
ii.) Sei A wie in (1.3.1) gegeben mit aij 2 Crd(T;R) fÄ ur i = 1;:::;n sowie
j = 1;:::;m.
Dann ist unter Z t
t0
A(s)¢s (1.3.2)
die konstante Matrix
µZ t
t0
aij(s)¢s
¶
1·i·n
1·j·m
(1.3.3)
zu verstehen.
Nach [11], Theorem 1.74, S.27 existiert dieses Integral fÄ ur jede rd-stetige
Funktion und ist damit fÄ ur alle aij 2 Crd(T;R) und i = 1;:::;n sowie
j = 1;:::;m wohlde¯niert.
Bemerkung 1.3.1. Sei
A(t) = (aij(t))1·i·n
1·j·m
mit aij : T ¡! K di®erenzierbar in t 2 T· fÄ ur alle 1 · i · n sowie 1 · j · m.
Dann ist A in t 2 T· di®erenzierbar mit
A
¢(t) =
¡
a
¢
ij(t)
¢
1·i·n
1·j·m
:KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 22
Beweis: Die Behauptung folgt direkt aus Satz 1.1.3 und Beispiel 1.1.11.
Als Vorbereitung fÄ ur StabilitÄ atsbetrachtungen nichtautonomer, linearer
Systeme auf Zeitskalen wollen wir als nÄ achstes Ableitungsregeln fÄ ur zeitabhÄ angi-
ge Matrizen zusammenstellen.
Wir gehen hier auf den endlichdimensionalen Fall nochmal gesondert ein,
weil wir die in De¯nition 1.3.1 eingefÄ uhrte explizite Darstellung fÄ urs Inte-
gral und die in Bemerkung 1.3.1 eingefÄ uhrte explizite Darstellung fÄ ur die
Delta-Ableitung bei der Diskussion von Lyapunovfunktionen in den folgen-
den Kapiteln brauchen werden.
M. Bohner und A. Peterson betrachten in [11], Th. 5.3., S. 189 nur den
Rn£n.
Der grÄ o¼te Teil des dann elementaren Beweises be¯ndet sich ebenda als leich-
te Ä Ubungsaufgabe (vgl. [11], Ex. 5.4., S. 190).
Satz 1.3.2. Seien n;m;r 2 N und
A := (aij)1·i·m
1·j·n
; B := (buv)1·u·n
1·v·r
mit aij;buv : T ¡! K di®erenzierbar in t 2 T·.
Dann gilt:
i.) (A + B)¢(t) = A¢(t) + B¢(t);
ii.) (® ¢ B)¢(t) = ® ¢ B¢(t) fÄ ur ® 2 Rm£n konstant;
iii.) (AB)¢(t) = A¢(t)B¾(t) + A(t)B¢(t) = A¾(t)B¢(t) + A¢(t)B(t);
iv.) Falls A¾ und A¡1 invertierbar in t 2 T· sind
¡
A
¡1¢¢ (t) = ¡(A
¾)
¡1 (t)A
¢(t)A
¡1(t) = ¡A
¡1(t)A
¢(t)A
¾(t):
Beweis: Behauptungen i:) und iii:) folgen direkt als endlichdimensionale
SpezialfÄ alle von Satz 1.1.5; durch Anwendung der Produktregel von iii:) auf
I = A(t)A¡1(t) folgt Behauptung iv:).
Zu zeigen bleibt ii:), sei dazu
® := (®ij)1·i·m
1·j·nKAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 23
mit ®ij 2 R.
Dann gilt:
(® ¢ B)
¢ (t) = (civ)
¢
1·i·m
1·v·r
(t)
mit
c
¢
iv(t) :=
Ã
n X
j=1
®ijbjv
!¢
(t)
fÄ ur jedes 1 · i · m und jedes 1 · v · r.
Aus den Ableitungsregeln in Satz 1.1.5 folgt fÄ ur 1 · i · m sowie 1 · v ·
r:
(civ)
¢ (t) =
n X
j=1
®ijb
¢
jv(t)
und daraus
(civ)
¢
1·i·m
1·v·r
(t) = ®B
¢(t):
Die nÄ achsten Eigenschaften zeitabhÄ angiger n £ n Matrizen werden wir bei
der Abhandlung von Lyapunovgleichungen fÄ ur lineare Systeme auf Zeitskalen
benÄ otigen.
Wir werden zunÄ achst weit ausholen und mit Hilfe von [37] den Begri® der
Involution auf Banachalgebren einfÄ uhren, um dann fÄ ur eine zeitabhÄ angige, in
t0 2 T· di®erenzierbare Matrix A sofort die Ableitung von AT an der Stelle
t0 angeben zu kÄ onnen.
De¯nition 1.3.2 (vgl. [37], S. 27). Sei B eine Banach-Algebra Ä uber K mit
Einselement IB.
Eine Abbildung ¢¤ : B ¡! B hei¼e Involution, falls
i.) (X + Y )¤ = X¤ + Y ¤
ii.) (XY )¤ = Y ¤X¤
iii.) (®X)¤ = ®X¤
iv.) X¤¤ = X
v.) kX¤k = kXkKAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 24
gilt fÄ ur alle ® 2 K und X;Y 2 B.
Lemma 1.3.3 (vgl. [37], Lemma 6.12, S. 27). Ist B eine Banachalgebra
mit der Involution ¢¤ : B ¡! B und F : T ¡! B di®erenzierbar in t0 2 T·,
so ist auch G(t) := F(t)¤ di®erenzierbar in t0 mit der Ableitung
G
¢(t0) =
£
F
¢(t0)
¤¤
:
Beweis: Nach C. PÄ otzsche, [37], S. 27 folgt die Behauptung sofort, da In-
volutionen stetige Isometrien auf B sind.
Bezeichnet (¢)T : Kn£n ¡! Kn£n diejenige Abbildung, die eine Matrix
(aij)i;j=1;:::;n in die transponierte Matrix (aji)j;i=1;:::;n Ä uberfÄ uhrt, dann gilt:
Korollar 1.3.4. Aus Lemma 1.3.3 folgt fÄ ur A : T ¡! Kn£n di®erenzierbar
in t0 2 T·
£
A
T(t0)
¤¢
=
£
A
¢(t0)
¤T
;
da die Abbildung (¢)T eine Involution auf der Banachalgebra B := Kn£n der
n £ n Matrizen Ä uber K ist.
Lemma 1.3.5. Sei B 2 Kn£n eine Matrix und x : T ¡! Kn di®erenzierbar
fÄ ur ein t 2 T·.
Dann gilt
(Bx(t))
¢ = Bx
¢(t):
Beweis: Sei
B := (bij)i;j=1;:::;n ;
dann gilt nach Satz 1.1.5:
(B(x(t))
¢ =
Ã
n X
i=1
bij xj(t)
!¢
j=1;:::;n
=
Ã
n X
i=1
[bij xj(t)
¢
!
j=1;:::;n
= Bx
¢(t):KAPITEL 1. GRUNDLAGEN DES ZEITSKALENKALKÄ ULS 25
Lemma 1.3.6. Sei A(t) 2 Kn£n wie in (1.3.1) fÄ ur t 2 T· di®erenzierbar.
Dann gilt:
A
¾(t) = A(t) + ¹(t)A
¢(t):
Beweis:
A
¾(t) = aij(¾(t))i;j=1;:::;n
=
¡
a
¢
ij(t) ¢ ¹(t) + aij(t)
¢
i;j=1;:::;n
= a
¢
ij(t)
i;j=1;:::;n ¢ ¹(t) + (aij)i;j=1;:::;n
= A
¢(t)¹(t) + A(t):Kapitel 2
Dynamische Gleichungen und
lineare Systeme
2.1 Grundlagen
Im folgenden sei T eine nach oben unbeschrÄ ankte Zeitskala.
2.1.1 Exponentialfunktion auf Zeitskalen
Mit Hilfe der Exponentialfunktion auf Zeitskalen lassen sich, wie wir im Fol-
genden zeigen werden, LÄ osungen von dynamischen Gleichungen direkt ange-
ben.
De¯nition 2.1.1.
C
rdR(T;K) := ff : T ¡! K; f 2 C
rd(T;K); f regressivg
sei die Menge aller rd-stetigen, regressiven Funktionen f : T ¡! K.
De¯nition 2.1.2. Sei p 2 CrdR(T;K). Dann hei¼e
y
¢ = p(t)y (2.1.1)
regressive, dynamische Gleichung.
De¯nition 2.1.3. Sei p 2 CrdR(T;K) und t;t0 2 T. Dann hei¼e
ep(t;t0) := exp
µZ t
t0
»¹(¿)(p(¿))¢¿
¶
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Exponentialfunktion auf Zeitskalen, wobei » die Zylindertransformation nach
De¯nition 1.2.5 ist.
Bemerkung 2.1.1. Sei p 2 CrdR(T;K) und T = R.
Da jeder Punkt t 2 R rechts dicht ist, ist p insbesondere stetig und aus der
De¯nition 1.1.7 des Integrals auf Zeitskalen sowie aus der De¯nition 1.2.5 der
Zylindertransformation folgt
ep(t;t0) = exp
µZ t
t0
(p(¿))d¿
¶
:
Somit ist ep(t;t0) fÄ ur T = R eindeutige LÄ osung der Anfangswertaufgabe
y
0 = p(t)y; p(t0) = 1:
Die nÄ achsten SÄ atze werden einige Eigenschaften der Exponentialfunkti-
on zusammenfassen, die sich aus dem reellen Fall auf beliebige Zeitskalen
Ä ubertragen lassen:
Satz 2.1.2 (vgl. [11], Th. 2.36, S. 62). Sei p 2 CrdR(T;K) und t;s;r 2 T.
Dann gilt:
i.) e0(t;s) ´ 1 fÄ ur alle t;r;s 2 T, falls 0 2 T.
ii.) ep(t;t) = 1 fÄ ur alle t 2 T.
iii.) ep(¾(t);s) = (1 + ¹(t)p(t))ep(t;s) fÄ ur alle t;s 2 T.
iv.) ep(t;s) =
1
ep(s;t)
fÄ ur alle t;s 2 T.
v.) ep(t;s)ep(s;r) = ep(t;r) fÄ ur alle t;s 2 T (Halbgruppeneigenschaft).
Dass ebenfalls die Eigenschaften aus Bemerkung 2.1.1 sich verallgemei-
nern lassen, davon handelt der folgende Satz:
Satz 2.1.3 (vgl. [11], Th. 2.23, S. 59). Sei (2.1.1) eine regressive, dyna-
mische Gleichung.
Dann ist ep(t;t0) die eindeutige LÄ osung des Anfangswertproblems
y
¢ = p(t)y; y(t0) = 1 (2.1.2)
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Beweis: Mit Hilfe der Eigenschaften der Exponentialfunktion aus Satz 2.1.2
auf Zeitskalen folgt sofort, dass ep(t;t0) den Anfangswert erfÄ ullt.
Um zu zeigen, dass ep(t;t0) die regressive, dynamische Gleichung (2.1.1)
lÄ ost, wird danach unterschieden, ob t 2 T ein rechts dichter oder rechts
zerstreuter Punkt ist.
Wenn t 2 T rechts zerstreut ist, kÄ onnen wir mit Hilfe der Formel fÄ ur
Di®erenzierbarkeit in rechts zerstreuten Punkten aus Satz 1.1.3 e¢
p (t;t0) di-
rekt angeben und kommen mit Hilfe einiger Umformungen zum gewÄ unschten
Ergebnis.
Wenn t 2 T rechts dicht ist, gehen wir direkt auf die De¯nition der Delta-
Di®erenzierbarkeit aus 1.1.6 ein und zeigen mit Hilfe der Rd-Stetigkeit der
Zylindertransformation und der Regeln von de L'H^ opital (vgl. [11], Th. 1.119,
S. 48), dass zu " > 0 eine Umgebung U" von t existiert mit
jep(t;t0) ¡ ep(s;t0) ¡ p(t)ep(t;t0)(t ¡ s)j · "jt ¡ sj
fÄ ur alle s 2 U".
Die Eindeutigkeit folgt durch einfache Rechnung aus [11], Th. 2.35, S. 61.
2.1.2 Existenz und Eindeutigkeit von LÄ osungen linea-
rer Systeme
Sei im Folgenden X ein beliebiger Banachraum und
L(X) := fA : X ! X;A linear und beschrÄ anktg
die Menge aller beschrÄ ankten, linearen Abbildungen von X in sich.
Gegenstand der Untersuchung soll zunÄ achst Existenz und Eindeutigkeit
der LÄ osung eines Anfangswertproblems
x
¢ = A(t)x; x(t0) = x0 (2.1.3)
mit A 2 Crd(T;L(X)), t0 2 T und x0 2 X sein.
Dies motiviert die Verallgemeinerung von De¯nition 1.2.6 fÄ ur einen belie-
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De¯nition 2.1.4. f : T £ X ¡! X hei¼e regressiv in t 2 T, wenn die
Abbildung
id+f(t;¢)¹(t) : X ¡! X;
mit id IdentitÄ atsfunktion auf X, invertierbar ist.
Ist f in jedem t 2 T regressiv, so hei¼e f regressiv.
Weiterhin sei
C
rdR(T;X) := ff : T ¡! X : f 2 C
rd(T;X); f regressivg
die Menge aller regressiven und rd-stetigen Funktionen f : T ¡! X.
Mit Hilfe von De¯nition 2.1.4 kÄ onnen wir Abbildungen, fÄ ur die (2.1.3)
eindeutig lÄ osbar ist, klassi¯zieren:
Bemerkung 2.1.4. Die Eindeutigkeit und Existenz der LÄ osung des An-
fangswertproblems (2.1.3) mit A 2 Crd(T;L(X)) folgt aus dem allgemeinen
Existenz- und Eindeutigkeitssatz (vgl. [28], Satz 2.1.6, S. 13 oder [11], Th.
8.20, S. 324), wenn A regressiv ist.
Nach [28], Satz 2.1.8, S. 14 existieren maximale LÄ osungen von linearen
Gleichungen auf der ganzen Zeitskala T, sofern ihre rechte Seite auf ganz T
erklÄ art ist.
De¯nition 2.1.5. Gegeben sei das lineare System (2.1.3).
Dann hei¼e die nach [28], Satz 2.1.6, S. 13 oder [11], Th. 8.20, S. 324
eindeutige LÄ osung des Anfangswertproblems
Y
¢ = A(t)Y; Y (t0) = id
mit id IdentitÄ at auf L(X) und t0 2 T Ä Ubergangsabbildung von t0 nach t und
werde mit eA(t;t0) bezeichnet.
Bemerkung 2.1.5. Nach [28], Def. 2.2.4, S. 18 lassen sich alle Eigenschaften
von Satz 2.1.2 auf eA(t;t0) verallgemeinern.
Schwieriger ist es um eine explizite Darstellung der Ä Ubergangsabbildung
eA(t;t0).
Vergleiche hierzu fÄ ur X = Rn [11] im autonomen Fall, [39] im nichtauto-
nomen Fall.
Mit Hilfe von eA(t;t0) lÄ a¼t sich der Satz von der Variation der Konstanten
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Satz 2.1.6 (vgl. [28], Satz 2.2.6, S.19). Sei A 2 CrdR(T;L(X)) und
f 2 Crd(T;X).
Sei t0 2 T und y0 2 X.
Dann hat das Anfangswertproblem
y
¢ = A(t)y + f(t); y(t0) = y0 (2.1.4)
eine eindeutige LÄ osung y : T ¡! X mit
y(t) = eA(t;t0)y0 +
Z t
t0
eA(t;¾(¿))f(¿)¢¿:
Beweis: Die Existenz von y auf ganz T folgt aus der Existenz von eA(t;t0)
auf ganz T.
Mit Hilfe der Halbgruppeneigenschaft von eA(t;t0) (vgl. Bemerkung 2.1.5)
lÄ a¼t sich unter Anwendung der Produktregel (vgl. Satz 1.1.5) zeigen, dass y
das Anfangswertproblem (2.1.4) lÄ ost.
Die Eindeutigkeit folgt wiederum unter Anwendung der Halbgruppenei-
genschaft von eA(t;t0).
FÄ ur einen ausfÄ uhrlichen Beweis vgl. z.B. [11], Th. 5.24, S. 195.
Dort wird zwar nur der Sonderfall X = Rn betrachtet, der Beweis behÄ alt
seine GÄ ultigkeit aber ohne EinschrÄ ankung fÄ ur beliebige BanachrÄ aume X.
Zum Abschluss noch eine fundamentale Eigenschaft linearer Systeme im
Reellen, die sich auf Zeitskalen vÄ ollig analog Ä ubertragen lÄ asst:
Lemma 2.1.7 (Superpositionsprinzip). Seien t0 2 T, x;x0 2 X sowie
x(t;t0;x), x(t;t0;x0) LÄ osungen von (2.1.3) zu den Anfangswerten x(t0) = x
bzw. x(t0) = x0.
Dann lÄ ost
x(t;t0;x ¡ x
0) := x(t;t0;x) ¡ x(t;t0;x
0)
(2.1.3) mit Anfangsbedingung x(t0) = x ¡ x0.
Beweis: Wegen
x(t0;t0;x ¡ x
0) = x(t0;t0;x) ¡ x(t0;t0;x
0) = x ¡ x
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ist die Anfangsbedingung erfÄ ullt.
Weiterhin gilt:
x
¢(t;t0;x ¡ x
0) = (x(t;t0;x) ¡ x(t;t0;x
0))
¢
= x
¢(t;t0;x) ¡ x
¢(t;t0;x
0)
= A(t)x(t;t0;x) ¡ A(t)x(t;t0;x
0)
= A(t)(x(t;t0;x) ¡ x(t;t0;x
0))
= A(t)(x(t;t0;x ¡ x
0)):
2.2 RegressivitÄ at und Ä Ubergangsabbildung fÄ ur
Matrizen
Da wir in den nÄ achsten Kapiteln die StabilitÄ at linearer Systeme fÄ ur X = Rn
untersuchen wollen, werden wir im Folgenden auf RegressivitÄ atsbedingungen
fÄ ur zeitabhÄ angige, matrixwertige Funktionen nÄ aher eingehen.
Ferner werden wir eine Darstellung der Ä Ubergangsabbildung im endlich-
dimensionalen Fall mit Hilfe der Jordanschen Zerlegung angeben.
Dieses Ergebnis wird in [14] fÄ ur Zeitskalen mit konstanter KÄ ornigkeit
ausfÄ uhrlich diskutiert und lÄ asst sich leicht auf Zeitskalen mit variabler KÄ ornig-
keit verallgemeinern (vgl. hierzu [39]).
Die explizite Darstellung der Ä Ubergangsabbildung fÄ ur Matrizen wird spÄ ater
bei der Untersuchung hinreichender Bedingungen fÄ ur die Existenz von Lyapu-
novfunktionen eine Rolle spielen.
De¯nition 2.2.1 (vgl.[39], S.15).
x
¢ = A(t)x (2.2.1)
mit A 2 Crd(T;Kn£n) hei¼e Jordan zerlegbar, wenn eine regulÄ are Matrix
T 2 Kn£n existiert, so dass fÄ ur jedes t 2 T
J(t) := T
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gilt, wobei Ji(t) 2 Kni£ni mit n1 + ::: + nk = n fÄ ur 1 · i · k · n und jedes
t 2 T ein Jordanblock ist, de¯niert durch
Ji(t) :=
0
B
B
B
@
¸i(t) 1 0 ::: 0
¸i(t) 1 ::: 0
... . . .
¸i(t)
1
C
C
C
A
:
Falls (2.2.1) zeitunabhÄ angig ist, dann ist A 2 Kn£n konstant und jedes ¸i
fÄ ur i = 1;:::;k Eigenwert von A.
Weiterhin existiert eine regulÄ are Matrix T 2 Kn£n, so dass T ¡1AT eine
Jordanmatrix ist (vgl. z.B. [8], S. 132).
Falls (2.2.1) Jordan zerlegbar ist, so folgt aus der Eindeutigkeit der Jordan-
schen Normalform (vgl. [8], Bemerkung 5.37, S. 132) fÄ ur A(t) in jedem t 2 T
die Eindeutigkeit von T ¡1A(t)T, wobei ¸i(t) mit 1 · i · k · n Eigenwert
von A(t) fÄ ur jedes t 2 T ist.
2.2.1 RegressivitÄ atsbedingungen
Beispiel 2.2.1. Nach De¯nition 2.1.4 hei¼t eine Abbildung A : T ¡! Rn£n
regressiv, wenn die zeitabhÄ angige Matrix
I + A(t)¹(t) 2 R
n£n
fÄ ur alle t 2 T invertierbar ist.
Das folgende Lemma gibt den Zusammenhang zwischen der RegressivitÄ at
und dem Spektrum einer Matrix A 2 Kn£n an.
Es handelt sich hierbei um die AusfÄ uhrung einer Ä Ubungsaufgabe aus [11],
Ex. 5.6, S. 190.
Lemma 2.2.2. Sei (2.2.1) Jordan zerlegbar.
A 2 Crd(T;Kn£n) ist regressiv genau dann, wenn die Abbildungen
¸i : T ¡! C; i = 1;:::;k
mit ¸i(t) 2 §(A(t)) fÄ ur alle t 2 T und alle i = 1;:::;k regressiv sind.KAPITEL 2. DYNAMISCHE GLEICHUNGEN UND LINEARE SYSTEME33
Beweis: Sei t 2 T.
Da (2.2.1) nach Voraussetzung Jordan zerlegbar ist, existiert nach De¯-
nition 2.2.1 eine regulÄ are Matrix T 2 Kn£n mit
TA(t)T
¡1 = diag(J1(t);:::;Jk(t)); k · n; Ji : T ¡! C
ni£ni;
wobei jedes Ji(t) Jordanblock von A(t) bezÄ uglich des Eigenwerts ¸i(t) ist fÄ ur
i = 1;:::;k.
Weil T regulÄ ar ist, gilt
det(A(t)¹(t) + I) 6= 0 , det
¡
T[I + ¹(t)A(t)]T
¡1¢
6= 0:
Der linke Ausdruck lÄ a¼t sich des Weiteren umformen zu
det(T[I + ¹(t)A(t)]T
¡1) = det(TT
¡1 + ¹(t)TA(t)T
¡1)
= det(I + ¹(t) ¢ diag(J1(t);:::;Jk(t))
= det(diag(In1 + J1(t)¹(t);:::;Ink + Jk(t)¹(t)))
mit
Ji(t) ¢ ¹(t) + Ini =
0
B
B
B
B
B
B
B
B
@
¹(t)¸i(t) + 1 ¹(t) ::: 0
0 ¹(t)¸i(t) + 1 ... . . .
. . . ... ... ¹(t)
0 ::: 0 ¹(t)¸i(t) + 1
1
C
C
C
C
C
C
C
C
A
(2.2.2)
fÄ ur i = 1;:::;k.
Da (2.2.2) eine obere Dreiecksmatrix ist, folgt
det(A(t)¹(t) + I) 6= 0 , ¹(t)¸i(t) + 1 6= 0 (2.2.3)
fÄ ur alle i = 1;:::;k und alle t 2 T.
Nach der De¯nition von RegressivitÄ at folgt direkt aus der Ä Aquivalenz der
Aussagen in (2.2.3) die Behauptung in beide Richtungen, denn A(t)¹(t) + I
ist genau dann invertierbar fÄ ur ein t 2 T, wenn det(A(t)¹(t) + I) 6= 0 gilt.KAPITEL 2. DYNAMISCHE GLEICHUNGEN UND LINEARE SYSTEME34
2.2.2 Ä Ubergangsabbildung und Jordansche Zerlegung
Der folgende Satz stellt den Zusammenhang zwischen Jordanscher Zerlegung
des linearen Systems (2.2.1) und der in De¯nition 2.1.5 eingefÄ uhrten Ä Uber-
gangsabbildung her.
Satz 2.2.3 (vgl. [39], Theorem 12, S. 15). Sei A 2 CrdR(T;Kn£n), so
dass (2.2.1) Jordan zerlegbar ist.
Dann gilt fÄ ur t;t0 2 T:
eA(t;t0) = T (diag(eJ1(t;t0);:::;eJk(t;t0)))T
¡1
mit T;Ji(t) wie in De¯nition 2.2.1 fÄ ur i = 1;:::;k und alle t 2 T .
Beweis: Zum Beweis des Satzes vgl. [39], S. 15.
2.3 StabilitÄ at und lineare Systeme
Im Folgenden sei T wieder eine nach oben unbeschrÄ ankte Zeitskala.
Da wir das Langzeitverhalten eines linearen Systems
x
¢ = A(t)x (2.3.1)
mit A 2 CrdR(T;Rn£n) untersuchen wollen, wÄ urde es nicht mehr reichen,
ein eventuelles links zerstreutes Maximum von T durch Ä Ubergang nach T·
auszuschlie¼en, um die Eindeutigkeit der Delta-Ableitung an jedem Punkt
zu gewÄ ahrleisten.
Vielmehr mÄ ussen wir eine nach oben unbeschrÄ ankte Zeitskala T voraus-
setzen, um (2.3.1) Ä uberhaupt lange genug beobachten zu kÄ onnen.
2.3.1 StabilitÄ at auf Zeitskalen
Bevor wir uns jedoch dem speziellen Fall der linearen Systeme zuwenden,
wollen wir klÄ aren, was im allgemeinen Fall unter der StabilitÄ at im Sinne von
Lyapunov1 zu verstehen ist.
1Alexander Michailowitsch Lyapunov (1857-1918) verÄ o®entlichte fundamentale Ergeb-
nisse zur StabilitÄ atstheorie gewÄ ohnlicher Di®erentialgleichungen in seiner Habilitations-
schrift "Das allgemeine StabilitÄ atsproblem der Bewegung\ im Jahre 1892 (vgl. [4], S. 290).KAPITEL 2. DYNAMISCHE GLEICHUNGEN UND LINEARE SYSTEME35
De¯nition 2.3.1. Sei I ½ T nach oben unbeschrÄ ankt und G ½ X ein Gebiet.
Sei
x
¢ = f(t;x) (2.3.2)
mit f : I £ G ¡! X regressiv, rd-stetig auf I, stetig auf G.
Sei J ½ I nach oben unbeschrÄ ankt und v : J ¡! X eine LÄ osung von
(2.3.2).
Ferner existiere fÄ ur jedes t0 2 J ein e " > 0, so dass gilt:
f(t;») 2 J £ X : t ¸ t0; k» ¡ v(t)k · e "g ½ I £ G:
Dann hei¼e v
i.) stabil, falls zu jedem " > 0 und jedem t0 2 J ein ± > 0 existiert, so dass
zu jedem Anfangswert » 2 G mit k» ¡ v(t0)k < ± die LÄ osung ¸(t;t0;»)
fÄ ur t ¸ t0 existiert und
k¸(t;t0;») ¡ v(t)k < " (2.3.3)
fÄ ur alle t ¸ t0 erfÄ ullt ist.
Andernfalls hei¼e v instabil.
ii.) attraktiv, wenn zu jedem t0 2 J ein ´ > 0 existiert, so dass zu jedem
Anfangswert » 2 G mit k» ¡ v(t0)k < ´ die LÄ osung fÄ ur t ¸ t0 existiert
mit
lim
t¡!1
k¸(t;t0;») ¡ v(t)k = 0: (2.3.4)
iii.) Ist die LÄ osung v stabil und attraktiv, so hei¼e sie asymptotisch stabil.
Zu den in De¯nition 2.3.1 getro®enen Voraussetzungen noch einige er-
klÄ arende Bemerkungen:
O®ensichtlich sind, da bei der StabilitÄ atsbetrachtung das Langzeitverhal-
ten von v auf J untersucht wird, nur diejenigen LÄ osungen v interessant, bei
denen der De¯nitionsbereich J nach oben unbeschrÄ ankt ist.
Dies setzt voraus, dass f auf einer nach oben unbeschrÄ ankten Teilmenge I
von T existiert.
Ferner ist die obere De¯nition der StabilitÄ at nur dann schlÄ ussig, wenn
zu jedem t0 2 J ein e " > 0 existiert, so dass fÄ ur alle t ¸ t0 die Umgebung
Be "(v(t)) noch ganz in G enthalten ist.
Im Fall T = R entspricht dies der Existenz eines e "-Schlauchs um v (vgl.
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Beispiel 2.3.1. Sei
T := fq
n : n 2 N0; q > 1g
und
x
¢ = ®x; x(1) = 1 (2.3.5)
ein Anfangswertproblem mit regressiver Konstante ® 2 R.
Nach [11], Bsp. 1.41, S. 16 gilt bezÄ uglich der KÄ ornigkeit ¹ fÄ ur alle t 2 T
¹(t) = (q ¡ 1)t
und nach [11], Bsp. 2.55, S.70 gilt weiterhin:
e®(t;1) =
Y
s2T\]0;t[
(1 + (q ¡ 1)s ¢ ®)
=
Y
s2T\]0;t[
(1 + ¹(s)®):
Betrachte nun
lim
t¡!1
Y
s2T\]0;t[
(1 + ¹(s)®) =
Y
s2T\]0;1[
(1 + ¹(s)®):
Wegen
lim
t¡!1
¹(t) = lim
t¡!1
(q ¡ 1)t
= 1
folgt
lim
t¡!1
ke®(t;1)k =
°
°
°
°
°
°
Y
s2T\]0;t[
(1 + ¹(s)®)
°
°
°
°
°
°
= 1:
Damit kann unabhÄ angig von der Wahl der Konstante ® allein wegen der
Struktur der Zeitskala keine LÄ osung von (2.3.5) attraktiv und somit erst
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Um diese und Ä ahnliche SonderfÄ alle bei der Diskussion von StabilitÄ at und
Lyapunovfunktionen auszuschlie¼en, wollen wir in den nÄ achsten Kapiteln
stets Zeitskalen mit beschrÄ ankter KÄ ornigkeit, also mit
sup
t2T
j¹(t)j · K; K > 0
betrachten.
FÄ ur die Praxis handelt es sich dabei um keine zu gro¼e BeschrÄ ankung der
Allgemeinheit, wenn man bedenkt, dass z.B. vom numerischen Standpunkt
Verfahren mit beliebig gro¼er Schrittweite keinen Sinn machen.
2.3.2 Asymptotische StabilitÄ at linearer Systeme
Gegenstand der folgenden Abschnitte werden homogene, lineare Systeme der
Form
x
¢ = A(t)x (2.3.6)
mit A 2 CrdR(T;L(X) sein, wobei sich die meisten spÄ ateren Betrachtungen
auf X = Rn beschrÄ anken werden, weil man fÄ ur diesen Fall zu einem gegebenen
Anfangswert oft eine explizite Darstellung der Ä Ubergangsmatrix von (2.3.6)
angeben kann.
Der Einfachheit halber wollen wir solche A betrachten, die auf ganz T
de¯niert sind, ohne EinschrÄ ankung der Allgemeinheit kÄ onnte der De¯niti-
onsbereich von A jedoch auch eine nach oben unbeschrÄ ankte Teilmenge von
T sein.
Im linearen Fall sind StabilitÄ atsaussagen einfach zu Ä uberprÄ ufen. GenÄ ugt
eine Gleichung dem allgemeinen Existenz- und Eindeutigkeitssatz, so folgt
sofort, dass jede ihrer LÄ osungen auf ganz T (vgl. [11], Th. 8.20, S. 324 und
Th. 8.24, S. 325) existiert.
Die aus der Theorie der reellen Di®erentialgleichungen bekannte Aussage,
dass alle LÄ osungen eines linearen Systems dasselbe StabilitÄ atsverhalten auf-
weisen, lÄ asst sich fÄ ur nach oben unbeschrÄ ankte Zeitskalen mit beschrÄ ankter
KÄ ornigkeit verallgemeinern (vgl. [28], S. 28).
Zur asymptotischen StabilitÄ at von linearen Systemen auf Zeitskalen gilt
au¼erdem folgender Satz:KAPITEL 2. DYNAMISCHE GLEICHUNGEN UND LINEARE SYSTEME38
Satz 2.3.2 (vgl. [28], Th. 2.5.7, S.28). Sei A 2 CrdR(T;L(X)).
Die lineare Gleichung
x
¢ = A(t)x (2.3.7)
ist genau dann asymptotisch stabil, wenn
lim
t¡!1
keA(t;¿)k = 0
mit eA(t;¿) wie in De¯nition 2.1.5 fÄ ur ein und damit nach den oberen AusfÄ uhrun-
gen fÄ ur jedes ¿ 2 T gilt.
Der obere Satz hat ganz konkrete Auswirkungen fÄ ur die Ä UberprÄ ufung der
asymptotischen StabilitÄ at bei linearen Gleichungen:
Bemerkung 2.3.3. Sei das lineare System (2.3.7) mit A 2 CrdR(T;L(X))
attraktiv. Dann ist (2.3.7) ebenfalls asymptotisch stabil.
Sei x(t;t0;x0) LÄ osung von (2.3.7) zum Anfangswert x(t0) = x0 mit t0 2 T.
Der Einzugsbereich
n
(t;x0) 2 T £ X : lim
t¡!1
kx(t;t0;x0)k = 0
o
der konstanten LÄ osung x ´ 0 und damit jeder LÄ osung von (2.3.7) ist ganz
T £ X.
Beweis: Sei t0 2 T fest gewÄ ahlt.
Dann gibt es ein ´ > 0, so dass
lim
t¡!1
kx(t;t0;x0)k = lim
t¡!1
keA(t;t0)x0k = 0 (2.3.8)
fÄ ur kx0k < ´, da sich nach Satz 2.1.6 jede LÄ osung x von (2.3.7) mit x(t0) = x0
mit Hilfe der Ä Ubergangsabbildung als
x(t;t0;x0) = eA(t;t0)x0
darstellen lÄ a¼t.
Weiterhin gilt:
lim
t¡!1
keA(t;t0)k = lim
t¡!1
supfkeA(t;t0)xk; x 2 X : kxk · 1g
=
2
´
lim
t¡!1
sup
n°
°
°eA(t;t0)
´
2
x
°
°
°; x 2 X : kxk · 1
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Aus kxk · 1 folgt
°
°´
2x
°
° < ´.
Aus der AttraktivitÄ at von (2.3.7) mit (2.3.8) folgt daher
lim
t¡!1
sup
n°
°
°eA(t;t0)
´
2
x
°
°
°; x 2 X : kxk · 1
o
= 0
und damit
lim
t¡!1
keA(t;t0)k = 0:
Somit ist (2.3.7) asymptotisch stabil nach Satz 2.3.2 und fÄ ur die Unter-
suchung der asymptotischen StabilitÄ at von (2.3.7) genÄ ugt es, AttraktivitÄ at
nachzuweisen.
FÄ ur beliebige t0 2 T und x0 2 X gilt
lim
t¡!1
kx(t;t0;x0)k = lim
t¡!1
keA(t;t0)x0k · lim
t¡!1
keA(t;t0)kkx0k = 0
und daher ist der Einzugsbereich von x ´ 0 sowie jeder anderen LÄ osung von
(2.3.7) ganz T £ X.Kapitel 3
Lyapunovfunktionen und
StabilitÄ at
3.1 Lyapunovfunktionen
Die geometrische Bedeutung der Existenz von Lyapunovfunktionen1 lÄ asst
sich fÄ ur den reellen Fall anhand des folgenden Beispiels verdeutlichen2:
Sei
V (x) := x
TQx;
mit Q positiv de¯nite, symmetrische n £ n Matrix und x 2 Rn. Dann ist V
eine positiv de¯nite, quadratische Form und die Gleichung
V (x) = K; x 2 R
n (3.1.1)
beschreibt fÄ ur K > 0 ein Ellipsoid im Rn, dessen Achsen umso steiler sind,
je grÄ o¼er K ist.
Die Ableitung V 0(y) bezÄ uglich einer LÄ osung y der Di®erentialgleichung
y
0 = Ay (3.1.2)
1benannt nach Alexander Michailowitsch Lyapunov (1857-1918)
2vgl. hierzu auch J. Cronin, [13], S. 194. Dort wird dieser Zusammenhang anhand einer
allgemeinen Di®erentialgleichung x0 = f(t;x) diskutiert. DafÄ ur muss angenommen werden,
dass die Lyapunovfunktion V autonom ist. Dies ist fÄ ur unser Beispiel (3.1.2) unmittelbar
einsichtig.
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mit einer regulÄ aren Matrix A 2 Rn£n gibt an, wie sich V fÄ ur t 2 R entlang
von y(t) 2 Rn verÄ andert.
Ist V 0(y) negativ semide¯nit und tritt die LÄ osung y von (3.1.2) in das
durch (3.1.1) beschriebene Ellipsoid ein, dann bleibt sie fÄ ur alle Zeiten darin,
die konstante LÄ osung y ´ 0 von (3.1.2) ist somit stabil3.
Ist V 0(y) sogar negativ de¯nit, dann verbleibt die LÄ osung nicht nur in
dem von (3.1.1) beschriebenen Ellipsoid, sondern tritt in darin enthaltene,
kleinere Ellipsoide ein.
Die konstante LÄ osung y ´ 0 von (3.1.2) ist in diesem Fall asymptotisch
stabil4.
Existiert V bezÄ uglich eines linearen Systems und erfÄ ullt V 0(y) fÄ ur dessen
LÄ osung y eine der oberen Bedingungen, so ist V eine Lyapunovfunktion.
In den nÄ achsten Abschnitten wird es darum gehen, den hier im reellen Fall
sehr anschaulich und lose dargestellten Zusammenhang zwischen Lyapunov-
funktionen und StabilitÄ at in klarer, mathematischer Sprache zu formulieren
und auf Zeitskalen zu Ä ubertragen.
Damit aufgrund der Struktur der Zeitskala T nach den Ä Uberlegungen des
letzten Abschnitts Aussagen Ä uber StabilitÄ at Ä uberhaupt mÄ oglich sind und um
FÄ alle auszuschlie¼en, in denen bereits wegen der KÄ ornigkeit, wie in Beispiel
2.3.1, asymptotische StabilitÄ at nicht vorliegen kann, sei im Folgenden T stets
eine nach oben unbeschrÄ ankte Zeitskala mit beschrÄ ankter KÄ ornigkeit.
3.1.1 Delta-Di®erenzierbarkeit und Kettenregel
Wie bereits in der Einleitung zu dieser Arbeit, aber noch viel konkreter in
dem das Kapitel 3 einleitenden Beispiel klar wurde, spielen bei Lyapunov-
funktionen ihre Ableitungen bezÄ uglich einer LÄ osung der gegebenen Di®eren-
tialgleichung eine Rolle.
Daher wollen wir de¯nieren, was wir auf Zeitskalen unter der Ableitung
einer Funktion V bezÄ uglich einer anderen, geeigneten Funktion x verstehen,
au¼erdem wollen wir an einigen Beispielen ihre Berechnung untersuchen.
3vgl. [13], S. 194
4vgl. [13], S. 196; dort sind die Voraussetzungen an V 0(y) etwas anders, da eine allge-
meine Di®erentialgleichung x0 = f(t;x) zugrunde liegt.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 42
In diesem Zusammenhang sei auch die Kettenregel von C. PÄ otzsche erwÄ ahnt,
die er 1998 als Erster formuliert und in seinem Artikel mit dem Titel "Chain
Rule and invariance principle on measure chains\ (vgl. [38]) vorstellt.
De¯nition 3.1.1. Seien X, Y BanachrÄ aume, V : T£X ¡! Y und x : T ¡!
X.
V hei¼e (Delta-) di®erenzierbar bezÄ uglich x an der Stelle t0 2 T, wenn fÄ ur
die Funktion V¤ : T ¡! Y de¯niert durch
V¤(t) := V (t;x(t)) (3.1.3)
eine Zahl V ¢
¤ (t0) 2 Y existiert, so dass zu jedem " > 0 eine Umgebung
U" ½ T von t0 existiert mit
°
°V¤(s) ¡ V¤(¾(t0)) ¡ V
¢
¤ (t0)(¾(t0) ¡ s)
°
° · "j¾(t0) ¡ sj (3.1.4)
fÄ ur alle s 2 U".
Weiterhin hei¼e V ¢
¤ (t0) (Delta-) Ableitung von V bezÄ uglich x in t0.
Existiert V ¢
¤ (t) in allen t 2 T, so hei¼e V ¢
¤ : T ¡! Y (Delta-) Ableitung
von V bezÄ uglich x.
Beispiel 3.1.1. Beim folgenden Beispiel handelt es sich um die Kettenregel
auf Zeitskalen von C. PÄ otzsche, [38].
Sei I ½ T o®en, J ½ Rn o®en und t0 2 I.
Seien g : I ¡! J sowie f : I £ J ¡! R Funktionen mit folgenden
Eigenschaften:
i.) Die Funktionen g, t ¡! f(t;g(t0)) mit t 2 I sind Delta-di®erenzierbar
in t0, wobei mit ¢1f(t0;g(t0)) die Delta-Ableitung der Funktion t ¡!
f(t;g(t0)) an der Stelle t0 bezeichnet werde.
ii.) Es existiert eine Umgebung U ½ I von t0 so dass
D2f(t;¢) :=
df(t;x)
dx
fÄ ur alle x 2 J und festes t 2 U \ f¾(t0)g existiert.
iii.) D2f(¾(t0);¢) ist stetig auf
fg(t0) + h¹(t0)g(t0) 2 R
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iv.) D2f ist stetig in (t0;g(t0)).
Dann ist die Abbildung F : I ¡! R mit F(t) := f(t;g(t)) di®erenzierbar in
t0 mit
F
¢(t0) = ¢1f(t0;g(t0)) +
·Z 1
0
D2f(¾(t0);g(t0) + h¹(t0)g
¢(t0))dh
¸
¢ g
¢(t0)
(3.1.6)
Es gilt au¼erdem
F
¢(t0) = f
¢
¤ (t0):
Beweis: C. PÄ otzsche beweist die obere Behauptung in [38] gemÄ a¼ der De¯-
nition von Delta-Di®erenzierbarkeit auf beliebigen BanachrÄ aumen (vgl. De-
¯nition 1.1.6), indem er zeigt, dass es zu jedem " > 0 eine Umgebung U" ½ I
von t0 gibt, so dass
°
°
°
°F(s) ¡ F(¾(t0)) ¡ (¾(t0) ¡ s)
·Z 1
0
D2f(¾(t0);g(t0) + h¹(t0)g
¢(t0))dh
¸
¢ g
¢(t0)
°
°
°
°:
· " ¢ j¾(t0) ¡ sj
fÄ ur alle s 2 U" gilt.
Beispiel 3.1.2. Sei durch V : Rn ¡! R
V (x) := x
TPx (3.1.7)
mit P 2 Rn£n symmetrisch eine quadratische Form im Rn gegeben und
x
¢ = Ax (3.1.8)
ein lineares System mit A 2 Rn£n regressiv.
Sei x : T ¡! Rn eine LÄ osung von (3.1.8), dann gilt fÄ ur allt t 2 T:
V¤(t) = x
T(t)Px(t)
und
V
¢
¤ (t) = (x
T(t)Px(t))
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Daher lÄ a¼t sich V ¢
¤ mit Hilfe der Produktregel auf Zeitskalen (vgl. Satz 1.1.5)
sowie Lemmata 1.3.3 und 1.3.6 folgenderma¼en berechnen:
V
¢
¤ (t) = (x
T(t)Px(t))
¢
= x
T(¾(t))Px
¢(t) + x
T(t))
¢Px(t): (3.1.10)
Der Ausdruck (3.1.10) ist wohlde¯niert, da x nach Voraussetzung eine LÄ osung
des linearen Systems (3.1.8) ist; setzen wir (3.1.8) ein, dann erhalten wir unter
Verwendung der Rechenregeln fÄ ur Matrizen und Lemma 1.3.3
x
T(¾(t))Px
¢(t) + (x
T(t))
¢Px(t) = x
T(¾(t))PAx(t) + (x
¢(t))
TPx(t)
= x
T(¾(t))PAx(t) + x
T(t)A
TPx(t):
(3.1.11)
Nach Lemma 1.3.6 und unter Verwendung von (3.1.8) gilt stets:
(x(¾(t))
T = x
T(t)(A¹(t) + I)
T:
Eingesetzt in (3.1.11) ergibt dies:
x
T(¾(t))PAx(t) + x
T(t)A
TPx(t) = x
T(t)
£
(A¹(t) + I)
TPA + A
TP
¤
x(t):
Somit erhalten wir fÄ ur die Delta-Ableitung von V bezÄ uglich x
V
¢
¤ (t) = x
T(t)
£
(A¹(t) + I)
TPA + A
TP
¤
x(t)
nach Produktregel, wobei V ¢
¤ nicht nur von x(t), sondern auch von t allein
abhÄ angt.
Beispiel 3.1.3. Die Kettenregel aus Beispiel 3.1.1 liefert fÄ ur V ¢
¤ bei V wie
in Beispiel 3.1.2 das gleiche Ergebnis.
Die Berechnung ist zugleich ein schÄ ones Beispiel fÄ ur ihre praktische An-
wendung, daher hat die folgende Rechnung im Rahmen dieser Arbeit ihre
Berechtigung.
Da V in unserem Fall nur von der Variable x abhÄ angt, entfÄ allt ¢1 in der
Formel (3.1.6) fÄ ur die Kettenregel.
Wir berechnen zunÄ achst D2V fÄ ur V (x) = xTPx mit x 2 Rn.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 45
Da P 2 Rn£n symmetrisch ist, existiert eine regulÄ are Matrix T 2 Rn£n
mit
TPT
¡1 = diag(¸1;:::;¸n)
wobei ¸i 2 R fÄ ur i = 1;:::;n die Eigenwerte von P sind.
Sei P daher im weiteren Beispiel in der Diagonalform.
Dann gilt:
x
TPx =
n X
i=1
¸ix
2
i
und D2V berechnet sich wie folgt:
D2(x
TPx) = D2
Ã
n X
i=1
¸ix
2
i
!
=
d
dx
Ã
n X
i=1
¸ix
2
i
!
=
Ã
@
@x1
n X
i=1
¸ix
2
i;:::;
@
@xn
n X
i=1
¸ix
2
i
!
:
FÄ ur alle i;j = 1;:::;n gilt:
@
@xj
n X
i=1
¸ix
2
i =
@
@xj
¸1x
2
1 + ::: +
@
@xj
¸jx
2
j + ::: +
@
@xj
¸nx
2
n
= 2¸jxj:
Daraus folgt:
d
dx
Ã
n X
i=1
¸ix
2
i
!
= 2(¸1x1;:::;¸nxn):
= 2x
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Also gilt nach der Formel fÄ ur die Kettenregel (3.1.1):
V
¢
¤ (t) =
·Z 1
0
2(x(t) + h¹(t)x
¢(t))
TP) dh
¸
x
¢(t)
=
·Z 1
0
2(x(t) + h(x(¾(t)) ¡ x(t)))
TP dh
¸
Ax(t)
= [2(x
T(t)P +
1
2
x
T(t)(A¹(t) + I)
TP ¡
1
2
x
T(t)P)]Ax(t)
= x
T(t)PAx(t) + x
T(t)(A¹(t) + I)
TPAx(t):
Die Funktion
e V (x;y) := x
TPy
ist fÄ ur alle x;y 2 Rn eine symmetrische Bilinearform, da P nach Vorausset-
zung eine symmetrische Matrix ist (vgl. [9], S. 255).
Somit gilt:
e V (x;y) = e V (y;x)
fÄ ur alle x;y;2 Rn.
Daraus folgt:
x
T(t)PAx(t) = e V (x(t);Ax(t))
= e V (Ax(t);x(t))
= (Ax(t))
TPx(t)
= x
T(t)A
TPx(t)
und somit liefert die Kettenregel mit
V
¢
¤ (t) = x
T(t)[A
TP + (A¹(t) + I)
TPA]x(t)
das gewÄ unschte Resultat.
Wie wir an (3.1.12) und an Beispiel 3.1.3 und 3.1.2 sehen, kann V ¢
¤
bezÄ uglich (3.1.8) von t und x(t) abhÄ angen, auch wenn V nur von x(t) abhÄ angt,KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 47
denn in allen AusdrÄ ucken der Di®erentiation kommt die Struktur der Zeits-
kala in Form des VorwÄ artssprungoperators ¾ bzw. der KÄ ornigkeitsfunktion ¹
zum Tragen.
HÄ angt die KÄ ornigkeit unserer Zeitskala von t 2 T ab, dann erhalten wir
trotz von t unabhÄ angiger Funktionsgleichung (3.1.7) fÄ ur V einen nichtauto-
nomen Ausdruck fÄ ur V ¢
¤ bezÄ uglich (3.1.8).
Dieses Problem werden wir im nÄ achsten Abschnitt bei der Formulierung
von SÄ atzen, in denen V ¢
¤ eine Rolle spielt, zu berÄ ucksichtigen haben.
3.2 Lyapunovfunktionen und asymptotische
StabilitÄ at
Mit Hilfe der Delta-Ableitung entlang der LÄ osung einer gegebenen Gleichung
werden wir Lyapunovfunktionen charakterisieren kÄ onnen.
Die Unterscheidung von Lyapunovfunktion und strikter Lyapunovfunkti-
on, die wir in diesem Abschnitt machen werden, trÄ agt dem Anspruch Rech-
nung, das StabilitÄ atsverhalten des linearen Systems
x
¢ = A(t)x
mit A 2 CrdR(T;Rn£n) durch die spezi¯schen Eigenschaften der zugehÄ origen
Lyapunovfunktion analog zum reellen Fall vollstÄ andig beschreiben zu kÄ onnen,
obwohl diese Arbeit sich nur dem Zusammenhang zwischen Lyapunovfunk-
tionen und asymptotischer bzw. exponentieller StabilitÄ at widmen wird.
Ferner sind aus der gleichen Motivation heraus die folgenden De¯nitionen
allgemein genug gefasst, dass damit auch der nichtlineare Fall untersucht
werden kÄ onnte.
Sie sollen au¼erdem eine Alternative zum Konzept von [30], S. 81-99,
darstellen.
Dort bleibt nicht nur der Begri® der InstabilitÄ at fÄ ur Zeitskalen vÄ ollig
unklar, sondern auch, warum als Charakteristikum einer Lyapunovfunktion
V (t;x) mit t 2 T und x 2 Rn fÄ ur eine LÄ osung x mit einer gegebenen Dif-
ferentialgleichung auf Zeitskalen eine verallgemeinerte Ableitung bezÄ uglich
(t;x(t)) betrachtet wird, die, wenn V in (t;x(t)) di®erenzierbar ist, nach
Gleichung (3.1.6.), S. 90 o®ensichtlich nicht einmal mit V ¢(t;x(t)) identisch
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Ferner wird bei fast allen SÄ atzen eine abgeschwÄ achte lokale Lipschitzei-
genschaft von V in x gefordert, welche in die De¯nition von V im Gegensatz
zu [43], S. 3 im reellen Fall nicht eingebaut wird.
O®en bleibt bei [30] ebenfalls der Zusammenhang zwischen einer Bemer-
kung auf S. 95, die besagt, dass ein vorher bewiesenes Theorem (vgl. Th.
3.2.1, S. 92) nur unter VerÄ anderungen ein zum reellen Fall analoges Ergebnis
bezÄ uglich der StabilitÄ at liefert und dem folgenden Korollar (vgl. Kor. 3.2.2,
S. 95), das eben dieses Ergebnis ohne genauere Hinweise auf Modi¯kation
direkt aus dem oben genannten Theorem (vgl. Th. 3.2.1, S. 92) folgert.
Unsere Ideen fÄ ur die De¯nition von Lyapunovfunktionen sind angelehnt
an [43], [4] im Reellen, vgl. auch [31] sowie [15] fÄ ur Di®erenzengleichungen
und wurden fÄ ur Zeitskalen verallgemeinert.
3.2.1 Lyapunovfunktionen auf Zeitskalen
De¯nition 3.2.1. Sei I ½ T, J ½ Rn o®en.
V : I £ J ¡! R hei¼e positiv de¯nit, wenn e V : J ¡! R+ mit e V (x) > 0
fÄ ur alle x 2 J mit x 6= 0 existiert, so dass
V (t;x) ¸ e V (x) (3.2.1)
fÄ ur alle x 2 J mit x 6= 0 und alle t 2 I gilt.
Ist e V (x) ¸ 0 fÄ ur alle x 2 J mit x 6= 0 und gelte weiterhin (3.2.1), so hei¼e
V positiv semide¯nit.
De¯nition 3.2.2. Sei I ½ T o®en, G ½ Rn ein Gebiet und sei y : I ¡! Rn
LÄ osung von
y
¢ = f(t;y): (3.2.2)
mit f : I £ G ¡! Rn.
V : I £ G ¡! R hei¼e Lyapunovfunktion, wenn gilt:
i.) V ist rd-stetig in t und stetig in x fÄ ur alle t 2 I und alle x 2 G
ii.) V ¢
¤ (t) bezÄ uglich y existiert fÄ ur alle t 2 I und es gilt:
V
¢
¤ (t) · ¡W¤(t) (3.2.3)
mit W : I £ G ¡! R positiv semide¯nit.
V hei¼e strikte Lyapunovfunktion, wenn sowohl V als auch W positiv
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3.2.2 Positiv de¯nite, symmetrische Matrizen
Da wir im Folgenden zeigen wollen, dass Ä ahnlich wie im reellen Fall, qua-
dratische Formen als Lyapunovfunktionen fÄ ur lineare Systeme auf Zeitskalen
gewÄ ahlt werden kÄ onnen, wenn diese einer zeitabhÄ angigen Matrizengleichung
genÄ ugen, werden wir als Vorbereitung noch einige spezielle Bezeichungen
einfÄ uhren mÄ ussen:
De¯nition 3.2.3. Eine zeitabhÄ angige Matrix Q 2 Crd(T;Rn£n) hei¼e symmetrisch,
falls fÄ ur jedes t 2 T
Q
T(t) = Q(t)
gilt.
De¯nition 3.2.4. Eine symmetrische, zeitabhÄ angige Matrix Q 2 Crd(T;Rn£n)
hei¼e positiv de¯nit (bzw. positiv semide¯nit), falls die durch sie induzierte
zeitabhÄ angige quadratische Form
Qt;x : T £ R
n ¡! R
de¯niert durch
(t;x) ¡! x
TQ(t)x; t 2 T; x 2 R
n
positiv de¯nit (bzw. positiv semide¯nit) ist.
Dies bedeutet insbesondere, dass ein c > 0 (bzw. c ¸ 0) existiert mit
n X
i=1
¸
Q
i (t)x
2
i ¸
n X
i=1
cx
2
i
fÄ ur alle t 2 T, x 2 Rn mit x 6= 0 und ¸
Q
i (t) 2 §(Q(t)) fÄ ur jedes t 2 T,
i = 1;:::;n.
Diese Bedingung beinhaltet, dass Q(t) an jeder Stelle t 2 T eine positiv
de¯nite (bzw. positiv semide¯nite) Matrix sein soll, verlangt bei positiver
De¯nitheit aber zusÄ atzlich, dass die durch Q induzierte quadratische Form
fÄ ur alle t 2 T gleichmÄ a¼ig von der 0 weg beschrÄ ankt ist.
Ferner sei
S
+C
rd(T;R
n£n) :=
©
Q 2 C
rd(T;R
n£n) symmetrisch; positiv de¯nit
ª
die Menge aller positiv de¯niten, symmetrischen Matrizen.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 50
3.2.3 Quadratische Lyapunovfunktionen und asympto-
tische StabilitÄ at linearer Systeme
Wie man bezÄ uglich eines autonomen, linearen Systems auf einer nach oben
unbeschrÄ ankten Zeitskala mit beschrÄ ankter KÄ ornigkeit eine quadratische Lyapu-
novfunktion beschreiben kann, darÄ uber gibt das nÄ achste Lemma Auskunft.
Lemma 3.2.1. Sei A 2 Rn£n regressiv und
x
¢ = Ax (3.2.4)
ein lineares System.
Sei P 2 Rn£n symmetrisch mit
A
TP + (A¹(t) + I)
TPA = ¡Q(t); (3.2.5)
und Q 2 Crd(T;Rn£n) symmetrisch und positiv semide¯nit. Dann ist
V (x) := x
TPx (3.2.6)
mit x 2 Rn eine Lyapunovfunktion bezÄ uglich (3.2.4).
Beweis: Es gilt nach Beispiel 3.1.2 und Beispiel 3.1.3
V
¢
¤ (t) = (x
T(t)Px(t))
¢
= x
T(t)[(A¹(t) + I)
TPA + A
TP]x(t):
Daraus folgt mit (3.2.5) sowie nach De¯nition 3.2.4
V
¢
¤ (t) = x
T(t)(¡Q(t))x(t):
Die Behauptung folgt somit direkt aus De¯nition 3.2.2.
Da V als quadratische Form im Rn stetig und von t 2 T unabhÄ angig ist,
gilt die erste Bedingung.
Weil Q nach Voraussetzung positiv semide¯nit ist, folgt die zweite Bedin-
gung von De¯nition 3.2.2.
Setzt man in Lemma 3.2.1 P und Q in S+Crd(T;Rn£n) voraus, so ist V
sogar eine strikte Lyapunovfunktion.
Das folgende technische Lemma fehlt noch fÄ ur das erste Resultat Ä uber
Lyapunovfunktionen in Bezug auf asymptotische StabilitÄ at linearer Gleichun-
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Lemma 3.2.2. Sei f 2 CrdR(T;K) und »¹(¢)f(¢) wie in Bemerkung 1.2.9,
Gleichung (1.2.5) de¯niert, wobei » die Zylindertransformation nach De¯ni-
tion 1.2.5 sei.
Es gelte weiterhin:
sup
t2T
Re(»¹(t)(f(t))) = ¡K; K > 0:
Dann ist
lim
t¡!1
ef(t;t0) = 0:
Beweis: Wegen
lim
t¡!1
¡jef(t;t0)j · lim
t¡!1
ef(t;t0) · lim
t¡!1
jef(t;t0)j (3.2.7)
reicht es zu zeigen:
lim
t¡!1
jef(t;t0)j = 0: (3.2.8)
Dabei gelten folgende AbschÄ atzungen:
jef(t;t0)j =
¯
¯
¯
¯ exp
µZ t
t0
»¹(¿)(f(¿))¢¿
¶¯
¯
¯
¯
=
¯
¯
¯
¯ exp
µZ t
t0
£
Re
¡
»¹(¿)(f(¿))
¢
+ i ¢ Im
¡
»¹(¿)(f(¿))
¢¤
¢¿
¶¯
¯
¯
¯
=
¯
¯
¯
¯ exp
µZ t
t0
Re
¡
»¹(¿)(f(¿))
¢
¢¿ + i ¢
Z t
t0
Im
¡
»¹(¿)(f(¿))
¢
¢¿
¶¯
¯
¯
¯
=
¯
¯
¯
¯ exp
µZ t
t0
Re
¡
»¹(¿)(f(¿))
¢
¢¿
¶¯
¯
¯
¯ ¢
¯
¯
¯
¯ exp
µ
i ¢
Z t
t0
Im
¡
»¹(¿)(f(¿))
¢
¢¿
¶¯
¯
¯
¯:
Wegen ¯
¯e
i®¯
¯ = 1
fÄ ur alle ® 2 R folgt:
¯
¯
¯
¯ exp
µ
i ¢
Z t
t0
Im
¡
»¹(¿)(f(¿))
¢
¢¿
¶¯
¯
¯
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und
jef(t;t0)j =
¯
¯
¯
¯ exp
µZ t
t0
Re
¡
»¹(¿)(f(¿))
¢
¢¿
¶¯
¯
¯
¯
·
¯
¯
¯
¯ exp
µZ t
t0
¡K¢¿
¶¯
¯
¯
¯
= j exp((t ¡ t0) ¢ (¡K))j:
Dies fÄ uhrt zur Ungleichung
0 · lim
t¡!1
jef(t;t0)j · lim
t¡!1
j exp((t ¡ t0) ¢ (¡K))j = 0 (3.2.10)
und daraus folgt die Behauptung nach (3.2.7).
Mit Hilfe der oberen Ä Uberlegungen kÄ onnen wir einen ersten Satz Ä uber den Zu-
sammenhang von Lyapunovfunktionen und hinreichenden Bedingungen fÄ ur
asymptotische StabilitÄ at autonomer linearer Systeme auf nach oben unbe-
schrÄ ankten Zeitskalen mit beschrÄ ankter KÄ ornigkeit formulieren.
Die Beweisidee hierzu stammt von P. Kloeden, [29], S. 14/3 fÄ ur den reellen
Fall, um diese auf Zeitskalen Ä ubertragen zu kÄ onnen, waren einige technische
Zusatzannahmen nÄ otig. Dabei musste der Tatsache Rechnung getragen wer-
den, dass bei einer Zeitskala mit nichtkonstanter KÄ ornigkeit die ZeitabhÄ angig-
keit ebenfalls in die Lyapunovgleichung eingeht.
Proposition 3.2.3. Sei A 2 Rn£n eine regressive Matrix und
x
¢ = Ax (3.2.11)
ein lineares System auf T.
Sei x 2 Rn und
V (x) := x
TPx;
P 2 S+Crd(T;Rn£n) konstant mit grÄ o¼tem Eigenwert ¸P
max = 1 gegeben durch
A
TP + (A¹(t) + I)
TPA = ¡Q(t) (3.2.12)
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Sei au¼erdem ¸
Q
min(t) fÄ ur jedes t 2 T kleinster Eigenwert von Q(t), so
dass die Funktion ° : T ¡! R de¯niert durch
°(t) := ¡¸
Q
min(t) (3.2.13)
regressiv ist und die Bedingung
sup
t2T
Re(»¹(t)(°(t))) = ¡K (3.2.14)
fÄ ur ein K > 0 erfÄ ullt.
Dann ist die LÄ osung x ´ 0 von (3.2.11) asymptotisch stabil.
Beweis: Sei x : T ¡! Rn£n eine LÄ osung von (3.2.11) mit
x(t) = (x1(t);:::;xn(t))
T
und xi : T ¡! R fÄ ur alle i = 1;:::;n.
P 2 Rn£n ist symmetrisch und positiv de¯nit, daher gibt es eine regulÄ are
Matrix T 2 Rn£n mit
TPT
¡1 = diag(¸
P
1 ;:::;¸
P
n)
mit Eigenwerten ¸P
i 2 R+ n f0g fÄ ur i = 1;:::;n.
Sei deshalb P im weiteren Beweis in der Diagonalform.
Q(t) lÄ a¼t sich als symmetrische Matrix fÄ ur jedes t 2 T ebenfalls diagona-
lisieren mit Eigenwerten ¸
Q
i (t) 2 R und i = 1;:::;n.
Weil Q positiv de¯nit ist, folgt fÄ ur t 2 T:
x
TQ(t)x =
n X
i=1
¸
Q
i (t)x
2
i ¸
n X
i=1
cx
2
i
fÄ ur ein c > 0 sowie alle x 2 Rn und damit ist auch ¸
Q
i (t) 2 R+ n f0g fÄ ur alle
t 2 T und i = 1;:::;n.
Sei also Q(t) im weiteren Beweis ebenfalls in der Diagonalform fÄ ur jedes
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Nach Lemma 3.2.1 gilt fÄ ur t 2 T
V
¢
¤ (t) = x
T(t)[A
TP + (A¹(t) + I)
TPA]x(t)
= x
T(t)(¡Q(t))x(t)
= ¡
n X
i=1
¸
Q
i (t)x
2
i(t):
Sei ¸
Q
min(t) der kleinste Eigenwert von Q(t), dann erhalten wir wegen ¸P
max = 1
die AbschÄ atzung
¸
Q
min(t)V¤(t) = ¸
Q
min(t)x
TPx(t)
= ¸
Q
min(t)
n X
i=1
¸
P
i x
2
i(t)
· ¸
Q
min(t)
n X
i=1
x
2
i(t)
·
n X
i=1
¸
Q
i (t)x
2
i(t)
· x
T(t)Q(t)x(t)
= ¡V
¢
¤ (t):
Multiplikation mit ¡1 liefert
V
¢
¤ (t) · ¡¸
Q
min(t)V¤(t) = °(t)V¤(t):
Aus der Rd-Stetigkeit von Q folgt die Rd-Stetigkeit von ¸
Q
min auf T, da
wir Q(t) in der Diagonalform fÄ ur jedes t 2 T wÄ ahlten, folgt Rd-Stetigkeit
aller ¸
Q
i mit i = 1;:::;n auf T unmittelbar aus der Rd-Stetigkeit von Q auf
T.
Wegen n 2 N folgt daraus die Rd-Stetigkeit von ¸
Q
min auf T als Minimum
Ä uber endlich viele rd-stetige Funktionen.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 55
Weil ° nach Voraussetzung regressiv ist, folgt mit den oberen Ä Uberlegun-
gen ° 2 CrdR(T;R) und wegen V¤ : T ¡! R ist e°(t;t0)V¤(t0) nach Satz
2.1.3 eindeutige LÄ osung des Anfangswertproblems
V
¢
¤ (t) = °(t)V¤(t); V¤(t0) = V (t0;x(t0):
Dies fÄ uhrt zur Ungleichung
V¤(t) · e°(t;t0)V¤(t0): (3.2.15)
Mit (3.2.14) erfÄ ullt ° die Voraussetzungen von Lemma 3.2.2 und daraus folgt
lim
t¡!1
e°(t;t0) = 0: (3.2.16)
Sei ¸P
min der kleinste Eigenwert von P.
Dann gilt fÄ ur alle x 2 Rn
¸
P
min kxk
2 · V¤(t): (3.2.17)
Daher folgt aus (3.2.15), (3.2.16) und (3.2.17)
0 · lim
t¡!1
¸
P
min kx(t)k
2
· lim
t¡!1
V¤(t)
· lim
t¡!1
e°(t;t0)V¤(t0)
= 0:
Daraus folgt
lim
t!1
kx(t)k = 0:
fÄ ur jede beliebige LÄ osung x von (3.2.11) und damit ist die LÄ osung x ´ 0 von
(3.2.11) attraktiv.
Daraus folgt die asymptotische StabilitÄ at von x ´ 0 mit Bemerkung 2.3.3.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 56
Ä Uber den Zusammenhang zwischen der Existenz einer Lyapunovfunktion
und der StabilitÄ at bzw. InstabilitÄ at von (3.2.11) liefert Proposition 3.2.3 keine
Aussagen.
Obwohl wir in Proposition 3.2.3 ein autonomes, lineares System betrach-
ten, folgt aus Lemma 3.2.1, dass wir im Allgemeinen eine nichtautonome
Lyapunovgleichung (3.2.12) zu lÄ osen haben, weil durch die Anwendung der
Produktregel auf Zeitskalen AusdrÄ ucke hineinkommen, die von der KÄ ornig-
keit der Zeitskala abhÄ angig sind.
Nur wenn T konstante KÄ ornigkeit besitzt, ist die Lyapunovgleichung au-
tonom, in diesem Fall wollen wir von einer homogenen Zeitskala sprechen.
3.3 Beispiele
Im Folgenden werden wir versuchen, Proposition 3.2.3 mit Hilfe einiger Be-
merkungen und Beispiele zu ergÄ anzen sowie Untersuchungen auf asymptoti-
sche StabilitÄ at eines konkreten linearen Systems durchzufÄ uhren.
Bemerkung 3.3.1. i.) Gegeben sei das lineare System (3.2.11) mit LÄ osung
x : T ¡! Rn.
Sei x 2 Rn und
V (x) := x
TPx;
mit P 2 Rn£n symmetrische, positive LÄ osung von (3.2.12) und damit
eine strikte Lyapunovfunktion nach Lemma 3.2.1.
Dann ist ®V fÄ ur jedes ® > 0 ebenfalls eine strikte Lyapunovfunktion.
ii.) Sei ¸P
max der grÄ o¼te Eigenwert von P. Dann hat
e P := P ¢
1
¸P
max
(3.3.1)
1 als grÄ o¼ten Eigenwert und
e V (x) := x
T e Px (3.3.2)
erfÄ ullt die Eigenschaften (3.2.12) und (3.2.13) von Proposition 3.2.3.
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i.) Sei ® > 0.
Dann gilt nach (3.2.12)
[®V ]
¢
¤ (t) = ® ¢ V
¢
¤ (t)
= ® ¢ x
T(t)(¡Q(t))x(t)
= x
T(t)(¡® ¢ Q(t))x(t): (3.3.3)
Aus Q symmetrisch folgt ®Q symmetrisch mit Eigenwerten ®¸
Q
i (t) fÄ ur
i = 1;:::;n und jedes t 2 T.
Da xTQ(t)x positiv de¯nit ist fÄ ur alle x 2 Rn und alle t 2 T, existiert
ein c > 0 so da¼ fÄ ur alle t 2 T und alle x 2 Rn; x 6= 0 gilt
n X
i=1
¸
Q
i (t)x
2
i ¸
n X
i=1
cx
2
i: (3.3.4)
Wegen ® > 0 folgt aus (3.3.4)
n X
i=1
®¸
Q
i (t)x
2
i ¸
n X
i=1
(®c)x
2
i
und damit ist xT(®Q(t))x ebenfalls positiv de¯nit.
Da die Multiplikation mit einer positiven Konstante nichts an der Ste-
tigkeit von V Ä andert, folgt die Behauptung aus den Eigenschaften von
V und (3.3.3) direkt aus De¯nition 3.2.2.
ii.) Nach i.) ist e V (x) wieder eine Lyapunovfunktion. Seien ¸P
1 ;:::;¸P
n die
Eigenwerte von P. Dann gilt fÄ ur die Eigenwerte von e P:
¸
e P
i =
¸P
i
¸P
max
· 1 (3.3.5)
insbesondere ist
¸
e P
max =
¸P
max
¸P
max
= 1: (3.3.6)
Wie wir an der letzten Bemerkung sehen, kÄ onnen wir die Forderung
¸
P
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von Proposition 3.2.3 bezÄ uglich des grÄ o¼ten Eigenwerts von P, die fÄ ur die
Rechnungen im Beweis sehr praktisch war und daher ihre Berechtigung hatte,
weglassen.
Hat die Lyapunovgleichung (3.2.12) eine beliebige, positiv de¯nite und
symmetrische LÄ osung P 2 Rn£n, so kann man ¸P
max nach Bemerkung 3.3.1
durch Multiplikation mit einer geeigneten Konstante ® > 0 stets auf Eins
normieren.
Beispiel 3.3.2. Sei T = R, dann gilt ¹(t) = 0 fÄ ur alle t 2 T.
Die Lyapunovgleichung (3.2.12) ist fÄ ur T = R von t unabhÄ angig und hat
folgende Gestalt:
A
TP + PA = ¡Q: (3.3.7)
Dies entspricht der fÄ ur den reellen Fall bekannten Gleichung (vgl. z.B [43],
S. 86 und [29], S. 14/3).
Weil Q 2 S+C(R;Rn£n) eine konstante Matrix ist, gilt
¸
Q
min(t) = ¸
Q
min;
fÄ ur alle t 2 R, woraus sofort
° ´ ¡¸
Q
min
auf T folgt und damit
sup
t2T
Re
¡
»¹(t)(°(t))
¢
= Re
³
»0(¡¸
Q
min)
´
= ¡¸
Q
min:
Somit impliziert im reellen Fall die Existenz einer positiv de¯niten LÄ osung
von (3.2.12) bereits Bedingung (3.2.14), da alle ® 2 R bezÄ uglich T = R
regressiv sind.
Von den Bedingungen aus Proposition 3.2.3 bleibt also nur zu Ä uberprÄ ufen,
ob die Lyapunovgleichung (3.3.7) eine positiv de¯nite und symmetrische
LÄ osung besitzt.
Damit liefert Proposition 3.2.3 im reellen Fall das bekannte Ergebnis (vgl.
z.B. [29], S. 14/3), dass die Existenz einer positiv de¯niten, symmetrischen
LÄ osung P von (3.2.12) die asymptotische StabilitÄ at von (3.2.11) impliziert.
Beispiel 3.3.3. Sei T = Z.
Wegen ¹(t) = 1 fÄ ur alle t 2 T ist Q eine beliebige konstante, symmetrische
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WÄ ahlt man Q als IdentitÄ atsmatrix I, so ergibt sich folgende, autonome
Lyapunovgleichung:
A
T + (A + I)
TBA = ¡I: (3.3.8)
Sei C 2 Rn£n, so dass (C ¡ I) regressiv ist und
x(t + 1) = Cx(t) (3.3.9)
eine Di®erenzengleichung.
Dann gilt:
x
¢(t) =
x(¾(t)) ¡ x(t)
¹(t)
x
¢(t) = x(t + 1) ¡ x(t)
x
¢(t) = Cx(t) ¡ x(t)
x
¢(t) = (C ¡ I)x(t):
Aus der allgemeinen Formel (3.3.8) fÄ ur die Lyapunovgleichung auf T = Z
ergibt sich die fÄ ur Di®erenzengleichungen bekannte Lyapunovgleichung (vgl.
z.B. [31], S. 130):
(C ¡ I)
TB + (C ¡ I + I)
TB(C ¡ I) = ¡I
(C ¡ I)
TB + C
TB(C ¡ I) = ¡I
C
TB ¡ B + C
TBC ¡ C
TB = ¡I
C
TBC ¡ B = ¡I:
Beispiel 3.3.4. Sei T = hZ; h > 0. Dann ist ¹(t) = h fÄ ur alle t 2 T.
Sei A 2 Rn£n.
Die inverse Matrix zu Ah + I ist fÄ ur kAhk < 1 durch die von Neumann-
Reihe (vgl. [44], S. 69) gegeben:
(Ah + I)
¡1 = (¡1 ¢ (¡Ah ¡ I))
¡1
= ¡(¡Ah ¡ I)
¡1
= ¡
1 X
k=0
(¡Ah)
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da die von Neumann-Reihe fÄ ur
k¡Ahk = kAhk < 1 (3.3.10)
konvergiert.
A ist somit regressiv auf allen Zeitskalen T = hZ, fÄ ur deren KÄ ornigkeit h
die Beziehung (3.3.10) gilt.
Insbesondere existiert h¤ > 0, so dass (3.3.10) gilt fÄ ur alle h < h¤.
Damit ist jede beliebige Matrix A 2 Rn£n regressiv auf einer Zeitskala T1
mit konstanter KÄ ornigkeit h1, wenn nur h1 klein genug ist.
FÄ ur das lineare System (3.2.11) mit zugrunde liegender Zeitskala T1 gilt
dann der allgemeine Existenz- und Eindeutigkeitssatz (vgl. [11], Th. 8.20, S.
324).
Dies motiviert die Untersuchung der Lyapunovgleichung auf T = hZ,
wenn die KÄ ornigkeit h gegen 0 geht.
Wegen ¹ ´ h auf T ist die linke Seite von (3.2.12) autonom und wir
kÄ onnen Q 2 S+Crd(T;Rn£n) konstant wÄ ahlen.
FÄ ur Q = I ergibt sich dann aus (3.2.12) die Lyapunovgleichung
A
TP + (Ah + I)
TPA = ¡I: (3.3.11)
Au¼erdem gilt:
lim
h¡!0
A
TP + (Ah + I)
TPA = A
TP + PA;
also konvergiert (3.3.11) fÄ ur h ¡! 0 gegen die Lyapunovgleichung in T = R
(vgl. Beispiel 3.3.2).
In Bezug auf asymptotische StabilitÄ at des linearen Systems (3.2.11) bleibt
nach Proposition 3.2.3 Bedingung (3.2.14) zunÄ achst auch im Fall einer ho-
mogenen Zeitskala mit KÄ ornigkeit h 6= 0 zu Ä uberprÄ ufen.
Wegen 1 ¡ h 6= 0 fÄ ur alle h < 1 folgt die RegressivitÄ at von ° ´ ¡1 auf
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Betrachten wir Gleichung (3.2.14) fÄ ur h < 1, so erhalten wir
sup
t2T
Re
¡
»¹(t)(°(t))
¢
= Re(»h(¡1))
= Re
µ
Log(1 ¡ h)
h
¶
=
log(1 ¡ h)
h
< ¡Kh
fÄ ur ein Kh > 0 wegen log(1 ¡ h) < 0 fÄ ur 0 < h < 1.
Damit ist Bedingung 3.2.14 auf T = hZ trivialerweise erfÄ ullt, wenn h < 1
ist.
Analog zum reellen Fall (vgl. Beispiel 3.3.2) folgt dann aus der Existenz einer
positiv de¯niten, symmetrischen LÄ osung P von (3.3.11) bereits die asympto-
tische StabilitÄ at von (3.2.11).
Ein entscheidender Vorteil des ZeitskalenkalkÄ uls gegenÄ uber der Theorie
der Di®erenzengleichungen (vgl. [15], [31]), ist die MÄ oglichkeit, mit wenig
Aufwand Di®erentialgleichungen auf periodischen Zeitskalen der Bauart
Ta;b :=
1 [
n=0
[n(a + b);n(a + b) + a]; a;b > 0
lÄ osen zu kÄ onnen.
Diese Zeitskalen eignen sich besonders gut, um Probleme aus der Biolo-
gie zu modellieren, in denen Wachstumsperioden immer wieder von Ruhe-
perioden unterbrochen werden und danach auf hÄ oherem Niveau fortfahren,
wie z.B. Lebenszyklen von Insektenpopulationen (vgl. [11], Ex. 1.39, S. 15)
oder die mehrjÄ ahrige Entwicklung des Bestands einjÄ ahriger P°anzen, die im
FrÄ uhjahr aus den Samen des Vorjahresbestands zu wachsen beginnen und im
Herbst absterben (vgl. [11], Ex. 2.58, S.72).
Das folgende Beispiel soll anhand von
T1;1 =
1 [
n=0
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verdeutlichen, dass im Falle eines linearen Systems auf T1;1 durch einfaches
LÄ osen von linearen Gleichungssystemen gegebenenfalls eine strikte Lyapu-
novfunktion explizit angegeben werden kann.
Alle Bedingungen aus Proposition 3.2.3 sind durch Fallunterscheidung fÄ ur
t 2 [2n;2n + 1[ und t = 2n + 1 mit n 2 N von t 2 T unabhÄ angig, so dass die
Untersuchung eines linearen Systems auf asymptotische StabilitÄ at praktisch
gut durchfÄ uhrbar ist.
Beispiel 3.3.5. Sei
A :=
0
@
¡1
3 0 0
0 ¡1
4 1
0 0 ¡1
4
1
A: (3.3.12)
Sei au¼erdem
x
¢ = Ax (3.3.13)
ein lineares System auf einer periodischen Zeitskala
T :=
[
n2 N
[2n;2n + 1]: (3.3.14)
Dann sind alle Punkte auf ]2n;2n + 1[ rechts dicht und links dicht.
Insbesondere gilt ¹(t) = 0 fÄ ur alle t 2 ]2n;2n + 1[.
Ebenfalls ist t = 2n mit n = 1;2;::: rechts dicht, denn
¾(2n) = inf fs 2 T : s > tg = 2n (3.3.15)
also auch ¹(2n) = 0 mit n = 1;2:::.
Dagegen ist t = 2n fÄ ur n = 1 als Minimum von T links dicht und fÄ ur
n 6= 1 links zerstreut.
Insbesondere gilt:
½(2n) = supfs 2 T : s < tg =
(
2 fÄ ur n = 1;
2n ¡ 1 sonst
0 1 2 3 4 6 5
q q q q q q q
Abbildung 3.1: Die Zeitskala T :=
S
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Die Punkte t = 2n + 1 mit n = 1;2::: sind rechts zerstreut und links dicht,
denn:
¾(2n + 1) = 2n + 2
und
½(2n + 1) = 2n + 1:
Daraus folgt ¾(t) > t fÄ ur t = 2n + 1 und
¹(t) = 2n + 2 ¡ (2n + 1) = 1:
Auf [2n;2n + 1[ ergibt sich wegen ¹ ´ 0 nach (3.2.12) die autonome Lyapu-
novgleichung
A
TP + PA = ¡Q1:
FÄ ur alle t = 2n+1 mit n 2 N gilt ¹(t) = 1 und damit ebenfalls nach (3.2.12)
A
TP + (A + I)
TPA = ¡Q2:
Dies fÄ uhrt zu folgendem Gleichungssystem fÄ ur (3.2.12) auf T:
A
TP + PA = ¡Q1 (3.3.16)
A
TP + (A + I)
TPA = ¡Q2: (3.3.17)
Einsetzen in (3.3.17) ergibt:
A
TP + (A + I)
TPA = A
TP + A
TPA + PA
= A
TP + PA + A
TPA
= ¡Q1 + A
TPA:
WÄ ahle Q1 = I.
Dann ist die LÄ osung des linearen Gleichungssystems (3.3.16) gegeben
durch
P =
0
B
B
B
@
3
2 0 0
0 1
2 4
0 4 18
1
C
C
C
A
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P lÄ asst sich vollstÄ andig diagonalisieren mit positiven Eigenwerten
¸
P
1 =
3
2
¸
P
2 =
¡10240 + 128
p
5120
¡512
¸
P
3 =
¡10240 ¡ 128
p
5120
¡512
und ist daher fÄ ur h = 0 positiv de¯nit nach dem TrÄ agheitssatz von Sylvester
(vgl. [9], S.273).
Es bleibt nach (3.3.18) zu Ä uberprÄ ufen, ob P auch (3.3.17) lÄ ost. Dazu
setzen wir alle bekannten Werte in (3.3.17) ein und diskutieren, ob wir fÄ ur
Q2 dann eine positiv de¯nite, symmetrische Matrix erhalten:
A
TPA ¡ Q1 =
0
B
B
B
B
@
¡5
6 0 0
0 ¡31
32
1
8
0 1
8 ¡11
8
1
C
C
C
C
A
= ¡1 ¢ Q2;
Q2 lÄ asst sich vollstÄ andig diagonalisieren mit Eigenwerten
¸
Q2
1 =
5
6
> 0
¸
Q2
2 =
75
64
+
1
64
p
233 > 0
¸
Q2
3 =
75
64
¡
1
64
p
233 > 0
und ist somit positiv de¯nit nach dem TrÄ agheitssatz von Sylvester (vgl. [9],
S.273) und
Q(t) :=
(
Q1; falls t 2 [2n;2n + 1[
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ist fÄ ur alle t 2 T positiv de¯nit, symmetrisch und o®ensichtlich regressiv und
rd-stetig.
WÄ ahle daher fÄ ur x 2 Rn
V (x) := x
TPx: (3.3.19)
Dann ist (3.3.19) nach Proposition 3.2.3 eine mÄ ogliche Lyapunovfunktion fÄ ur
die gegebene Gleichung (3.3.13).
Um zu Ä uberprÄ ufen, ob (3.3.13) auch tatsÄ achlich asymptotisch stabil ist,
bleiben die Ä ubrigen Bedingungen von Proposition 3.2.3 zu betrachten:
°(t) := ¡¸
Q(t)
min =
8
<
:
¡
5
6
; falls t = 2u + 1
¡1; sonst
also insbesondere rd-stetig auf T.
Weiterhin gilt
1 + ¹(t)°(t) =
8
<
:
2
3
; falls t = 2u + 1
1; sonst
und damit ist ° auch regressiv auf T.
FÄ ur die VerknÄ upfung von ° mit ¹ und Zylindertransformation (vgl. Pro-
position 3.2.3, Bedingung 3.2.14) gilt
»¹(t)(°(t)) =
8
<
:
log
µ
2
3
¶
; falls t = 2u + 1
¡1; sonst:
Also ist »¹(t)(°(t)) in R und wir haben:
sup
t2T
Re(»¹(t)(°(t))) = log
µ
2
3
¶
< 0;
und damit ist die konstante LÄ osung x ´ 0 von (3.3.13) nach Proposition 3.2.3
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Beispiel 3.3.6. Wir betrachten erneut das lineare System (3.3.13), diesmal
auf T = hZ oder T = R, also ¹(t) = h fÄ ur alle t 2 T und h ¸ 0.
Wir wollen im Folgenden untersuchen, fÄ ur welche KÄ ornigkeiten h ¸ 0 die
Lyapunovgleichung (3.3.11) eine symmetrische und positiv de¯nite LÄ osung
besitzt.
Setze dafÄ ur
Ph :=
0
@
p11 p12 p13
p21 p22 p23
p31 p32 p33
1
A:
Dann ergibt sich aus (3.3.11) folgendes lineare Gleichungssystem bezÄ uglich
Ph:
¡1
3p11 ¡ 1
3
¡
¡1
3h + 1
¢
p11 = ¡1
¡1
3p12 ¡ 1
4
¡
¡1
3h + 1
¢
p12 = 0
¡1
3p13 ¡
¡
¡1
3h + 1
¢
p12 ¡ 1
4
¡
¡1
3h + 1
¢
p13 = 0
¡1
4p21 ¡ 1
3
¡
¡1
4h + 1
¢
p21 = 0
¡1
4p22 ¡ 1
4
¡
¡1
4h + 1
¢
p22 = ¡1
¡1
4p23 ¡
¡
¡1
4h + 1
¢
p22 ¡ 1
4
¡
¡1
4h + 1
¢
p23 = 0 = 0
¡p21 ¡ 1
4p31 + 1
3hp21 ¡ 1
3
¡
1
4h + 1
¢
p31 = 0
¡p22 ¡ 1
4p32 + 1
4hp22 ¡ 1
4
¡
¡1
4h + 1
¢
p32 = 0
¡p23 ¡ 1
4p33 + hp22 ¡
¡
¡1
4h + 1
¢
p32 + 1
4hp23 ¡ 1
4
¡
¡1
4h + 1
¢
p33 = ¡1
und daraus folgende LÄ osung fÄ ur h 2 R+ n f6;8g:
Ph =
0
B
B
B
B
B
B
@
¡9
¡6 + h
0 0
0
¡16
h ¡ 8
64 ¢
h ¡ 4
(h ¡ 8)2
0 64 ¢
h ¡ 4
(h ¡ 8)2 ¡16 ¢
17h2 ¡ 144h + 576
(h ¡ 8)3
1
C
C
C
C
C
C
A
: (3.3.20)
O®ensichtlich ist Ph fÄ ur h 2 R+ n f6;8g eine symmetrische Matrix.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 67
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Abbildung 3.2: Funktionsgraph von ¸P
1 (h)
Es bleibt also zu untersuchen, fÄ ur welche KÄ ornigkeit h ¸ 0 diese positiv
de¯nit ist.
Als symmetrische Matrix ist Ph vollstÄ andig diagonalisierbar mit reellen
Eigenwerten.
Nach dem TrÄ agheitssatz von Sylvester (vgl. [9], S.273) ist Ph positiv de¯nit,
wenn alle Eigenwerte positiv sind.
Diese haben in AbhÄ angigkeit von h folgende Gestalt:
¸
P
1 (h) =
¡9
¡6 + h
¸
P
2 (h) =
1
2
¢
¡288h2 + 2560h ¡ 10240 + 128
p
®(h)
(h ¡ 8)3
¸
P
3 (h) =
1
2
¢
¡288h2 + 2560h ¡ 10240 ¡ 128
p
®(h)
(h ¡ 8)3
wobei
®(h) = 5h
4 ¡ 88h
3 + 720h
2 ¡ 2861h + 5120KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 68
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Abbildung 3.3: Funktionsgraph von ¸P
2 (h)
fÄ ur alle h 2 R positiv ist.
Somit sind ¸P
1 (h);¸P
2 (h) sowie ¸P
3 (h) fÄ ur alle h 2 R+ nf6;8g reelle Funk-
tionen (vgl. Abbildungen 3.2, 3.3 und 3.4 mit den zugehÄ origen Funktionsgra-
phen).
Au¼erdem gilt:
¸
P
1 (h) > 0 , h 2 [0;6[
¸
P
2 (h) > 0 , h 2 [0;8[
¸
P
3 (h) > 0 , h 2 [0;8[;
also sind alle drei Eigenwerte von Ph genau dann positiv, wenn h 2 [0;6[ und
somit ist V (x) := xTPhx fÄ ur h 2 [0;6[ eine strikte Lyapunovfunktion nach
Lemma 3.2.1.
Sei h > 0.
Wegen
0 <
h
¸P
max(h)
< 1KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 69
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Abbildung 3.4: Funktionsgraph von ¸P
3 (h)
fÄ ur alle h 2]0;6[ ist
1
h
¢ log
¯
¯
¯
¯1 ¡
h
¸P
max(h)
¯
¯
¯
¯ < ¡Kh; Kh > 0
und die Bedingung (3.2.14) aus Proposition 3.2.3. erfÄ ullt.
Nach Beispiel 3.3.2 ist im Fall h = 0 nichts mehr zu Ä uberprÄ ufen.
Aus Proposition 3.2.3 folgt somit, dass die LÄ osung x ´ 0 von (3.3.13) mit
A wie in (3.3.12) fÄ ur T = hZ, h 2]0;6[ und T = R asymptotisch stabil ist.
Proposition 3.2.3 vermag jedoch nicht den Zusammenhang zwischen der
De¯nitionslÄ ucke von ¸P
i (h) fÄ ur i = 1;2;3 und der StabilitÄ at von (3.3.13) zu
fassen.
Obwohl wir wissen, dass fÄ ur h ¸ 6 keine asymptotische StabilitÄ at vorlie-
gen kann, erhalten wir keine Auskunft darÄ uber, wann immerhin noch Stabi-
litÄ at und wann InstabilitÄ at vorliegen kÄ onnte.
Diesen Zusammenhang kÄ onnen liefern z.B. die Ergebnisse von A. DÄ o±n-
ger (vgl. [14], Kor. 3.2.4, S. 59) fÄ ur homogene Zeitskalen.KAPITEL 3. LYAPUNOVFUNKTIONEN UND STABILITÄ AT 70
Betrachtet man die Eigenwerte von A
¸
A
1 = ¡
1
4
¸
A
2 = ¡
1
3
;
so ergeben sich folgende Ungleichungen bezÄ uglich ihres Realteils in AbhÄ angig-
keit von der KÄ ornigkeit h ¸ 0:
Reh(¸
A
1 ) < 0 ,
¯
¯1 ¡ h
4
¯
¯ ¡ 1
h
< 0 , h 2 [0;8[
und
Reh(¸
A
2 ) < 0 ,
¯
¯1 ¡ h
3
¯
¯ ¡ 1
h
< 0 , h 2 [0;6[;
was sich mit unseren Ergebnissen fÄ ur asymptotische StabilitÄ at deckt.
FÄ ur h = 6 gilt
Re6 ¸
A
2 = 0
und damit ist nach [14], Kor. 3.2.4, S. 59 das lineare System (3.3.13) in diesem
Fall immerhin noch stabil.
FÄ ur h > 6 gilt
Re6 ¸
A
2 > 0
und damit ist (3.3.13) in diesem Fall instabil nach [14], Kor. 3.2.4, S. 59.
Der Zusammenhang zwischen der StabilitÄ at bzw. InstabilitÄ at eines linea-
ren Systems auf einer Zeitskala mit Hilfe von Lyapunovfunktionen wÄ are also
noch zu formulieren.
WÄ unschenswert wÄ are eine Verallgemeinerung von [4], Satz 7.9.1, S. 347
aus dem reellen Fall auf Zeitskalen, in dem die Existenz einer Lyapunovfunk-
tion StabilitÄ at eines linearen Systems impliziert, sowie eine Verallgemeine-
rung des Zusammenhangs zwischen strikter Lyapunovfunktion und Instabi-
litÄ at (vgl. z.B. [4], Satz 7.9.3, S. 350) auf Zeitskalen.
Dadurch, dass bei nichthomogenen Zeitskalen P in der Lyapunovglei-
chung durch eine matrixwertige Abbildung Q beschrieben wird, ist die prak-
tische Berechnung von Lyapunovfunktionen mit Hilfe von (3.2.14) schon fÄ ur
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Wir werden im nÄ achsten Kapitel zu zeigen versuchen, dass es trotzdem
einen Unterschied macht, ob man Lyapunovgleichungen fÄ ur autonome oder
nichtautonome, lineare Systeme untersuchen will.Kapitel 4
Nichtautonome, lineare
Systeme
Bei der Betrachtung von Lyapunovfunktionen fÄ ur nichtautonome, lineare
Gleichungen werden wir uns weiterhin des Konzepts aus De¯nition 3.2.2 be-
dienen, das dafÄ ur allgemein genug ist.
Ziel des Abschnitts ist es, Proposition 3.2.3 auf den nichtautonomen Fall
auszuweiten.
Dazu werden wir in Anlehnung an P.C. MÄ uller, der in [33], Abschnitt 3.3, S.
81-83, den nichtautonomen, reellen Fall diskutiert, auf einer nach oben un-
beschrÄ ankten Zeitskala T mit beschrÄ ankter KÄ ornigkeit P 2 S+Crd(T;Rn£n)
zeitabhÄ angig wÄ ahlen und so die Lyapunovgleichung (3.2.12) aus Proposition
3.2.3 verallgemeinern.
4.1 Asymptotische StabilitÄ at nichtautonomer,
linearer Systeme
4.1.1 ZeitabhÄ angige Lyapunovfunktionen
Sei
x
¢ = A(t)x; (4.1.1)
A 2 CrdR(T;Rn£n) ein lineares System auf einer nach oben unbeschrÄ ankten
Zeitskala T mit beschrÄ ankter KÄ ornigkeit.
72KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 73
Das nÄ achste Beispiel gibt darÄ uber Auskunft, wie eine quadratische Lyapu-
novfunktion fÄ ur (4.1.1) aussehen kÄ onnte:
Beispiel 4.1.1. Sei V : T £ Rn ¡! R de¯niert durch
V (t;x) := x
TP(t)x (4.1.2)
mit P 2 Crd(T;Rn£n) symmetrisch und Delta-di®erenzierbar.
Sei x : T ¡! Rn eine LÄ osung von (4.1.1).
Dann gilt fÄ ur jedes t 2 T
V
¢
¤ (t) = x
T(t)
£
H
T(t)P
¢(t)H(t) + H
T(t)P(t)A(t) + A
T(t)P(t)
¤
x(t)
(4.1.3)
mit
H(t) := A(t)¹(t) + I:
Beweis: Mit Hilfe der Produktregel fÄ ur Ableitungen auf Zeitskalen nach
Satz 1.3.2 gilt fÄ ur jedes t 2 T
V
¢
¤ (t) =
£
x
T(t)P(t)x(t)
¤¢
=
£
x
T(t) ¢ P(t)x(t)
¤¢
= x
T(¾(t)) ¢ [P(t)x(t)]
¢ +
¡
x
¢(t)
¢T
¢ P(t)x(t): (4.1.4)
Durch erneute Anwendung der Produktregel auf (4.1.4) ergibt sich durch
Einsetzen
£
x
T(t)P(t)x(t)
¤¢
= x
T(¾(t))
£
P
¢(t)x(¾(t)) + P(t)x
¢(t)
¤
+
¡
x
¢(t)
¢T
¢ P(t)x(t)
= x
T(¾(t))P
¢(t)x(¾(t))
+ x
T(¾(t))P(t)x
¢(t) +
¡
x
¢(t)
¢T
¢ P(t)x(t)
= x
T(¾(t))P
¢(t)x(¾(t))
+ x
T(¾(t))P(t)A(t)x(t)
+ x
T(t)A
T(t)P(t)x(t): (4.1.5)KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 74
UnabhÄ angig davon, ob t 2 T rechts dicht oder rechts zerstreut ist, ist die
folgende Umformung wahr nach Lemma 1.3.6
x(¾(t)) = x
¢(t) ¢ ¹(t) + x(t): (4.1.6)
Eingesetzt in Gleichung (4.1.5) folgt aus (4.1.6):
£
x
T(t)P(t)x(t)
¤¢
= (x
¢(t)¹(t) + x(t))
TP
¢(t)(x
¢¹(t) + x(t))
+ (x
¢(t)¹(t) + x(t))
TP(t)A(t)x(t) + x
T(t)A
T(t)P(t)x(t)
= x
T(t)(A(t)¹(t) + I)
TP
¢(t)(A(t)¹(t))x(t)
+ x
T(t)(A(t)¹(t) + I)
TP(t)A(t)x(t) + x
T(t)A
T(t)P(t)x(t)
= x
T(t)
£
H
T(t)P
¢(t)H(t) + H
T(t)P(t)A(t) + A
T(t)P(t)
¤
x(t):
Weil P Delta-di®erenzierbar ist und damit nach [11], Th. 8.5, S. 316 auch
stetig, ist V stetig in beiden Komponenten.
Damit V alle Eigenschaften einer Lyapunovfunktion erfÄ ullt, muss nach
De¯nition 3.2.2 eine positiv semide¯nite Funktion W : T £ Rn ¡! R, rd-
stetig auf T und stetig auf Rn existieren mit
V
¢
¤ (t) · ¡W¤(t): (4.1.7)
fÄ ur alle t 2 T.
Sei Q 2 Crd(T;Rn£n) symmetrisch und positiv semide¯nit mit
V
¢
¤ (t) = x
T(¡Q(t))x(t);
dann ist V eine Lyapunovfunktion.
Sind Q und P sogar in S+Crd(T;Rn£n), dann ist V eine strikte Lyapu-
novfunktion.
Im nÄ achsten Abschnitt wollen wir zeigen, dass aus der Existenz einer strik-
ten quadratischen Lyapunovfunktion, die durch eine positiv de¯nite LÄ osung
von (4.1.3) aus Beispiel 4.1.1 beschrieben wird, fÄ ur (4.1.1) mit einigen zeits-
kalenspezi¯schen Zusatzannahmen asymptotische StabilitÄ at von (4.1.1) ge-
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4.1.2 Hinreichende Bedingungen fÄ ur asymptotische Sta-
bilitÄ at
Mit den Ä Uberlegungen des letzten Abschnitts werden wir Proposition 3.2.3
im Folgenden fÄ ur den nichtautonomen Fall verallgemeinern.
Als Voraussetzung fÄ ur asymptotische StabilitÄ at von (4.1.1) reicht im All-
gemeinen die Existenz einer strikten, quadratischen Lyapunovfunktion
V (t;x) = x
TP(t)x; x 2 R
n; t 2 T
mit geeignetem P 2 S+Crd(T;Rn£n) nicht aus. Wir mÄ ussen die gleichen
technischen Zusatzbedingungen annehmen wie schon in Proposition 3.2.3,
um den Beweis Ä ubertragen zu kÄ onnen.
Proposition 4.1.2. FÄ ur das lineare System (4.1.1) mit A 2 Crd(T;Rn£n)
sei V : T £ Rn ¡! R de¯niert durch
V (t;x) := x
TP(t)x; (4.1.8)
wobei P 2 S+Crd(T;Rn£n) durch
H
TP
¢H + H
TPA + A
TP = ¡Q; H := A¹ + I; (4.1.9)
mit Q 2 S+Crd(T;Rn£n) gegeben sei.
Sei au¼erdem ¸
Q
min(t) fÄ ur jedes t 2 T der kleinste Eigenwert von Q(t) und
¸P
max(t) fÄ ur jedes t 2 T der grÄ o¼te Eigenwert von P(t).
Die Funktion ° : T ¡! R de¯niert durch
°(t) :=
¡¸
Q
min
¸P
max
(t)
sei regressiv mit
sup
t2T
Re
¡
»¹(t)(°(t))
¢
= ¡K (4.1.10)
fÄ ur ein K > 0.
Dann ist die konstante LÄ osung x ´ 0 von (4.1.1) asymptotisch stabil.
Beweis: Sei x : T ¡! Rn eine LÄ osung von (4.1.1) mit
x(t) = (x1(t);:::;xn(t))
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und xi : T ¡! R fÄ ur i = 1;:::;n.
Da P(t) fÄ ur jedes t 2 T eine symmetrische n £ n - Matrix ist, lÄ asst sich
P(t) vollstÄ andig diagonalisieren mit reellen Eigenwerten (vgl. [16], S. 312).
Seien also ¸i : T ! R so dass ¸P
i (t) fÄ ur alle i = 1:::n und jedes t 2 T
Eigenwerte von P(t) sind und P(t) im weiteren Beweis eine Diagonalmatrix.
Aus der positiven De¯nitheit von P folgt weiterhin fÄ ur ein c > 0 und alle
t 2 T:
x
TP(t)x =
n X
i=1
¸
P
i (t)x
2
i ¸
n X
i=1
cx
2
i (4.1.11)
Somit gilt sogar ¸i : T ! R+ n f0g fÄ ur alle i = 1;:::;n, d.h. die Eigenwerte
von P(t) sind strikt positiv fÄ ur jedes t 2 T, da P gleichmÄ a¼ig von der 0 weg
beschrÄ ankt ist.
Nach Beispiel 4.1.1 und Lyapunovgleichung (4.1.9) gilt
V
¢
¤ (t) = x
T(t)[H
T(t)P
¢(t)H(t) + H
T(t)P(t)A(t) + A
T(t)P(t)]x(t)
= x
T(t)(¡Q(t))x(t)
Da Q 2 S+Crd(T;Rn£n), sei Q(t) fÄ ur jedes t 2 T mit dem gleichen Argument
wie P(t) im weiteren Beweis in der Diagonalform mit strikt positiven, reellen
Eigenwerten ¸
Q
1 (t);:::;¸Q
n(t).
Daraus folgt
¸
Q
min(t)
¸P
max(t)
V¤(t) =
¸
Q
min(t)
¸P
max(t)
x
TP(t)x
= ¸
Q
min(t) ¢
n X
i=1
¸P
i (t)
¸P
max(t)
x
2
i(t)
· x
T(t)Q(t)x(t):
Multiplikation mit ¡1 liefert zusammen mit (4.1.12) folgende AbschÄ atzung
fÄ ur V¤(t); t 2 T:
V
¢
¤ (t) ·
¡¸
Q
min(t)
¸P
max(t)
x
TP(t)x
= °(t)V¤(t):KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 77
Aus der Rd-Stetigkeit von P und Q folgt mit Lemma 1.2.3 Rd-Stetigkeit
von ° analog zu Proposition 3.2.3.
Wegen V¤ : T ¡! R und ° regressiv nach Voraussetzung ist e°(t;t0) nach
Satz 2.1.2 eindeutige LÄ osung des Anfangswertproblems
V
¢
¤ (t) = °(t)V¤(t); V¤(t0) = V (t0;x(t0)) (4.1.12)
Dies fÄ uhrt zur Ungleichung
V¤(t) · e°(t;t0)V¤(t0): (4.1.13)
Mit (4.1.10) erfÄ ullt ° die Voraussetzungen von Lemma 3.2.2 und es gilt
lim
t¡!1
e°(t;t0) = 0:
Wegen (4.1.11) und (4.1.13) ist die folgende Ungleichungskette wahr:
0 · lim
t¡!1
ckx(t)k
2
· lim
t¡!1
V¤(t)
· lim
t¡!1
e°(t;t0)V¤(t0)
= 0:
Daraus folgt
lim
t!1
kx(t)k = 0
fÄ ur jede beliebige LÄ osung x von (4.1.1) und damit ist die konstante LÄ osung
x ´ 0
von (4.1.1) attraktiv und wegen Satz 2.3.2 sowie Bemerkung 2.3.3 asympto-
tisch stabil.
Bemerkung 4.1.3. Sogar wenn wir in Proposition 4.1.2 als Voraussetzung
die RegressivitÄ at von P und Q fordern wÄ urden, mÄ ussten wir die RegressivitÄ at
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Impliziert zwar die RegressivitÄ at von P und Q, da beide als Diagonal-
matrizen gewÄ ahlt werden kÄ onnen, die RegressivitÄ at aller ihrer Eigenwerte
nach Lemma 2.2.2, jedoch ist der Quotient zweier regressiver Funktionen im
Allgemeinen nicht wieder regressiv.
Bemerkung 4.1.4. Sei V wie in Proposition 4.1.2 gegeben.
i.) FÄ ur P 2 S+Crd(T;Rn£n) konstant und A 2 Rn£n gilt insbesondere
P
¢ ´ 0
und damit erhalten wir fÄ ur (4.1.9) die aus Lemma 3.2.1 bereits bekannte
Lyapunovgleichung
V
¢
¤ (t) = x
T(t)(A
TP + (A¹(t) + I)
TPA)x(t) = x
T(t)(¡Q(t))x(t):
(4.1.14)
Somit ist Proposition 3.2.3 ein Sonderfall von Proposition 4.1.2.
ii.) Betrachten wir ein autonomes, lineares System
x
¢ = Ax (4.1.15)
mit A 2 Rn£n regressiv, so ist die Delta-Ableitung V ¢
¤ (t) bezÄ uglich ei-
ner LÄ osung x : T ¡! Rn£n von (4.1.15) nach (4.1.14) durch eine nicht-
autonome Gleichung gegeben, in der immerhin die Delta-Ableitung von
P verschwindet, was die Berechnung konkreter Lyapunovfunktionen fÄ ur
autonome, lineare Systeme weniger aufwendig macht.
Die LÄ osbarkeit der Lyapunovgleichung (4.1.9) fÄ ur nichtautonome, linea-
re Systeme mÄ ussen wir mit Hilfe des allgemeinen Existenz- und Eindeu-
tigkeitssatzes fÄ ur Zeitskalen (vgl. [11], Th. 8.20, S. 324) untersuchen1,
eine Methode dafÄ ur soll im nÄ achsten Abschnitt vorgestellt werden.
4.2 Existenz und Eindeutigkeit
Bemerkung 4.2.1. In diesem Abschnitt sollen einige allgemeine Ä Uberlegun-
gen dazu angestellt werden, wann die Lyapunovgleichung (4.1.9) auf Zeits-
kalen zu einem Anfangswert P(t0) = P0 2 Rn£n eindeutig lÄ osbar ist.
1Der Unterschied, ob man (4.1.9) fÄ ur autonome oder fÄ ur nichtautonome lineare Systeme
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Es wird ein Verfahren skizziert werden, mit dem (4.1.9) auf eine Form ge-
bracht werden kann, in der (RegressivitÄ at und Rd-Stetigkeit vorausgesetzt)
mit Hilfe des allgemeine Existenz- und Eindeutigkeitssatzes (vgl. [11], Th.
8.20, S. 324) eine zum gegebenen Anfangswert eindeutige LÄ osung nachgewie-
sen werden kann.
Seien hierzu A 2 CrdR(T;Rn£n) de¯niert durch
A(t) := (aij(t))i;j=1;:::;n (4.2.1)
fÄ ur jedes t 2 T, sei P 2 Crd(T;Rn£n) mit
P(t) := (pij(t))i;j=1;:::;n (4.2.2)
fÄ ur jedes t 2 T sowie Q 2 S+Crd(T;Rn£n) mit
Q(t) := (qij(t))i;j=1;:::;n (4.2.3)
fÄ ur jedes t 2 T.
Mit den gleichen Ä Uberlegungen wie im Beweis von Proposition 4.1.2 sei
Q(t) eine Diagonalmatrix fÄ ur jedes t 2 T, um die Rechnungen zu vereinfa-
chen.
Wegen A regressiv ist die Abbildung H de¯niert durch
H(t) = (hij(t))i;j=1;:::;n := (A(t)¹(t) + I)
¡1 t 2 T; (4.2.4)
wohlde¯niert und rd-stetig fÄ ur alle t 2 T.
Mit diesen Bezeichnungen wird die Lyapunovgleichung (4.1.9) jetzt mit
Hilfe einfacher Ä Aquivalenzumformungen umgestellt, so dass P ¢ alleine steht:
P
¢(t) = ¡P(t)A(t)H(t) ¡ H
T(t)A
T(t)P(t)H(t) ¡ H
T(t)Q(t)H(t) (4.2.5)
fÄ ur t 2 T.
Die rechte Seite von (4.2.5) wird mit Matrixmultiplikation zusammenge-
fasst. Wir sortieren die Koe±zienten danach, ob sie EintrÄ age von P enthalten
und klammern diese gegebenfalls aus.
Damit ist (4.2.5) Ä aquivalent zu
P
¢(t) = (bij(t))i;j=1;:::;n + (rij(t))i;j=1;:::;n; (4.2.6)KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 80
wobei (rij(t))i;j=1;:::;n fÄ ur jedes t 2 T eine n£n Matrix ohne EintrÄ age (pij(t))i;j=1;:::;n
ist.
Die EintrÄ age der Matrix (bij(t))i;j=1;:::;n in (4.2.6) lassen sich fÄ ur jedes
t 2 T mit Hilfe des euklidischen Skalarprodukts im Rn2 wie folgt schreiben:
bij(t) = ¡h
¡ !
l
ij(t);
¡ !
P (t)i
wobei ¡ !
P (t) = (p11(t);:::;pnn(t))
T
fÄ ur jedes t 2 T die Matrix P(t) als Spaltenvektor im Rn2 darstellt und
¡ !
l
ij(t) = (l
ij
11(t);:::;l
ij
nn(t)) 2 R
n2
(4.2.7)
fÄ ur jedes t 2 T keine EintrÄ age von P(t), dafÄ ur aber fÄ ur i;j = 1;:::;n Aus-
drÄ ucke aus Koe±zienten von A(t), H(t) sowie Q(t) enthÄ alt.
Damit lÄ asst sich (bij(t))i;j=1;:::;n aus (4.2.6) fÄ ur jedes t 2 T als Produkt
einer Matrix und eines Spaltenvektors im Rn2 darstellen:
0
B
@
b11(t)
. . .
bnn(t)
1
C
A = L(t) ¢
³¡ !
P (t)
´
mit
L(t) :=
0
B
@
¡ !
l11(t)
. . .
¡ !
lnn(t)
1
C
A 2 R
n2£n2
;
wobei die Zeilenvektoren
¡ !
lij(t) fÄ ur t 2 T in (4.2.7) de¯niert wurden.
Insbesondere enthÄ alt L(t) fÄ ur jedes t 2 T ebenfalls keine Koe±zienten
von P(t).
Schreibt man auch alle EintrÄ age von P ¢(t) und (rij(t))i;j=1;:::;n fÄ ur jedes
t 2 T als Spaltenvektoren im Rn2, also
¡ !
P
¢(t) :=
0
B
@
p¢
11(t)
. . .
p¢
nn(t)
1
C
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und
¡ ! r (t) :=
0
B
@
r11(t)
. . .
rnn(t)
1
C
A;
so erhÄ alt man folgende Darstellung von (4.2.6) als lineares System auf T£Rn2:
¡ !
P
¢ = L ¢
¡ !
P + ¡ ! r : (4.2.8)
Nach dem allgemeinen Existenz- und Eindeutigkeitssatz (vgl. [28], S. 13,
oder auch [11], Th. 8.20, S. 324) sowie Satz 2.1.6 Ä uber die Variation der
Konstanten existiert fÄ ur (4.2.8) eine eindeutige LÄ osung P 2 Crd(T;Rn2) zu
jedem gegebenen Anfangswert P(t0) = P0 2 Rn2, falls L 2 CrdR(T;Rn2£n2)
und (rij)i;j=1;:::;n auf T rd-stetig ist.
Beispiel 4.2.2. Gegeben seien A, P , Q und H im R2£2 wie in (4.2.1),
(4.2.2), (4.2.3) sowie (4.2.4) de¯niert.
Die Gleichung 4.2.5 ist dann Ä aquivalent zu:
P
¢ =
µ
b11 b12
b21 b22
¶
+
µ
r11 r12
r21 r22
¶
mit:
b11 = ¡(a11h11 + a12h21 + h
2
11a11 + h11h21a21)p11
¡(a21h11 + a22h21 + h11h21a11 + h
2
21a12)p12
¡(h
2
11a21 + h11h21a22)p21
¡(h11h21a21 + h
2
21a22)p22
b12 = ¡(a11h12 + a12h22 + h11a11h12 + h21h12a12)p11
¡(a21h12 + a22h22 + h11h22a11 + h22h21a12)p12
¡(h11a21h12 + h21h12a22)p21
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b21 = ¡(h12h11a11 + h22a12h11)p11
¡(h21h12a11 + h21h22a12)p12
¡(a11h11 + a12h21 + h11h22a22)p21
¡(a21h11 + a22h21 + h21h12a21 + h21h22a22)p22
b22 = ¡(h
2
12a11 + h12h22a12)p11
¡(h22h12a11 + h
2
22a12)p12
¡(a11h12 + a12h22 + h
2
12a21 + h12h22a22)p21
¡(a21h21 + a22h21 + h22h12a21 + h
2
22a22)p22
und
r11 = ¡h
2
11q11 ¡ h
2
21q22
r12 = ¡h11q11h12 ¡ h21q22h22
r21 = ¡h11q11h12 ¡ h21q22h22
r22 = ¡h
2
12q11 ¡ h
2
22q22:
Sei ¡ !
P = (p11;p12;p21;p22)
T:
Dann lÄ a¼t sich (4.2.5) mit Hilfe der oberen Bezeichnungen umformen zu:
P
¢ =
0
@
¡h
¡ !
b 1;
¡ !
P i ¡h
¡ !
b 2;
¡ !
P i
¡h
¡ !
b 3;
¡ !
P i ¡h
¡ !
b 4;
¡ !
P i
1
A +
µ
r11 r12
r21 r22
¶
(4.2.9)
wobei mit h¢;¢i das euklidische Skalarprodukt auf dem R4 gemeint ist.
Weiterhin enthalten die Vektoren
¡ !
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e±zienten von A, H und Q:
¡ !
b 1 =
0
B
B
@
a11h11 + a12h21 + h2
11a11 + h11h21a21
a21h11 + a22h21 + h11h21a11 + h2
21a12
h2
11a21 + h11h21a22
h11h21a21 + h2
21a22
1
C
C
A
¡ !
b 2 =
0
B
B
@
a11h12 + a12h22 + h11a11h12 + h21h12a12
a21h12 + a22h22 + h11h22a11 + h22h21a12
h11a21h12 + h21h12a22
h11h22a21 + h21h22a22
1
C
C
A
¡ !
b 3 =
0
B
B
@
h12h11a11 + h22a12h11
h21h12a11 + h21h22a12
a11h11 + a12h21 + h11h22a22
a21h11 + a22h21 + h21h12a21 + h21h22a22
1
C
C
A
¡ !
b 4 =
0
B
B
@
h2
12a11 + h12h22a12
h22h12a11 + h2
22a12
h11a21h12 + h21h12a22
a21h21 + a22h21 + h22h12a21 + h2
22a22
1
C
C
A:
Damit ergibt sich aus (4.2.9) fÄ ur
L =
0
B
B
B
@
¡
¡ !
b T
1
¡
¡ !
b T
2
¡
¡ !
b T
3
¡
¡ !
b T
4
1
C
C
C
A
und
¡ ! r =
0
B
B
@
r11
r12
r21
r22
1
C
C
A
sowie fÄ ur ¡ !
P
¢ = (p11;p12;p21;p22)
T
folgendes lineare System im T £ R4:
¡ !
P
¢ = L
¡ !
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Ist L 2 CrdR(T;R4£4) und ¡ ! r 2 Crd(T;R4), liefert [28], S. 13 bzw.
[11], Th. 8.20, S. 324 zusammen mit Satz 2.1.6 eine eindeutige LÄ osung P 2
Crd(T;R4) fÄ ur (4.2.10) zum Anfangswert P(t0) = P0 fÄ ur t0 2 T und P0 2 R4.
Damit ist Ä uber positive De¯nitheit bzw. Symmetrie von P noch nichts
ausgesagt; um diese Untersuchen zu kÄ onnen, mÄ ussten wir uns erst um eine
explizite Darstellung von P bemÄ uhen.
Ist P konstant, dann ist diese durch den Putzer-Algorithmus auf Zeitska-
len (vgl. [11], Th. 5.35, S. 201) mit Hilfe von Satz 2.1.6 gegeben.
Ist P Jordan zerlegbar, dann liefert [39], Lemma 16, S. 17 zusammen mit
Satz 2.2.3 eine explizite Darstellung.
4.3 Beispiele
In Proposition 4.1.2 haben wir gesehen, dass fÄ ur die asymptotische StabilitÄ at
des linearen Systems
x
¢ = A(t)x
mit A 2 CrdR(T;Rn£n) auf einer nach oben unbeschrÄ ankten Zeitskala mit
beschrÄ ankter KÄ ornigkeit unter anderem die matrixwertige, lineare Gleichung
(4.2.5) eine LÄ osung P 2 S+Crd(T;Rn£n) besitzen muss.
Mit der Existenz und Eindeutigkeit dieser LÄ osung von (4.2.5) haben wir
uns im vorigen Abschnitt beschÄ aftigt und konnten feststellen, dass diese von
der RegressivitÄ at und Rd-Stetigkeit der Gleichung (4.2.8) abhÄ angt, die eine
Darstellung von (4.2.5) im Rn2 ist.
Somit ist es im nichtautonomen Fall um Beispiele fÄ ur Lyapunovfunktionen
auch deshalb schwierig, weil kein allgemeines Verfahren zur direkten Bestim-
mung der LÄ osung von (4.1.9) auf beliebigem T zur VerfÄ ugung steht. Existenz
und Eindeutigkeit einer LÄ osung mÄ ussen mÄ uhsam Ä uberprÄ uft werden.
Im Folgenden wollen wir Existenz sowie positive De¯nitheit und Symme-
trie von LÄ osungen der Lyapunovgleichung (4.1.9) zumindest bezÄ uglich zweier
einfacher Zeitskalen diskutieren, fÄ ur die wir auf bekannte Resultate aus der
Theorie der reellen Matrizen zurÄ uckgreifen kÄ onnen.
Daher fangen wir mit dem einfachsten Beispiel T = R an und wollen in
Bezug darauf zusammenfassen, welche Bedingungen gelten mÄ ussen, damitKAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 85
(4.1.9) lÄ osbar ist und die LÄ osung P von (4.1.9) in S+Crd(T;Rn£n) liegt fÄ ur
vorgegebenes Q 2 S+Crd(T;Rn£n).
Die Ä Ubertragung bekannter Ergebnisse aus [7] in die Sprache der Zeitska-
len soll dabei auch der SelbstverstÄ andigung darÄ uber dienen, welche Ergebnis-
se auf beliebigen unbeschrÄ ankten Zeitskalen T mit beschrÄ ankter KÄ ornigkeit
zu verallgemeinern wÄ unschenswert wÄ are.
Beispiel 4.3.1. Sei T = R und
x
¢ = A(t)x (4.3.1)
ein lineares System mit A 2 C(R;Rn£n).
O®ensichtlich gilt dann ¹(t) = 0 und ¾(t) = t fÄ ur alle t 2 R und daraus
ergibt sich aus der allgemeinen Lyapunovgleichung (4.1.9) in Proposition
4.1.2 die folgende Riccati-Matrizengleichung:
P
¢ = ¡A
TP ¡ PA ¡ Q (4.3.2)
mit Q 2 S+C(R;Rn£n).
Da wir uns im reellen Fall be¯nden, ist jede Gleichung regressiv und we-
gen A nach Voraussetzung stetig, existiert zu jedem beliebigen Anfangswert
P(t0) = P0 nach Bemerkung 4.2.1 eine eindeutige LÄ osung P von (4.3.2).
ZunÄ achst wollen wir eine explizite Darstellung von P angeben und danach
hinreichende und notwendige Bedingungen, unter denen P symmetrisch und
positiv de¯nit im Sinne von De¯nition 3.2.3 und De¯ntion 3.2.4 ist.
Unsere Ergebnisse sind aus [7], [32] und [17] fÄ ur den reellen Fall entnom-
men und in die Zeitskalenschreibweise Ä ubertragen worden.
Die Formel fÄ ur P liefert dabei der folgende Satz:
Satz 4.3.2 (vgl. [7], Th. 5.3, S.108). Gegeben sei die Anfangswertaufgabe
P
¢ = ¡A
TP ¡ PA ¡ Q; P(t0) = P0 (4.3.3)
mit A 2 C(R;Rn£n), Q 2 S+C(R;Rn£n), P0 2 Rn£n und t0 2 R.
Weiterhin sei P1 2 C(R;Rn£n) LÄ osung von
P
¢
1 = ¡A
TP1; P1(t0) = I (4.3.4)
Dann ist
P(t) = P1(t)
½
P0 +
Z t
t0
P
¡1
1 (s)(¡Q(s))
¡
P
T
1
¢¡1
(s)¢s
¾
P
T
1 (t) (4.3.5)
eindeutige LÄ osung von (4.3.3).KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 86
Der nÄ achste Satz behandelt Bedingungen fÄ ur positive De¯nitheit und
Symmetrie von P:
Satz 4.3.3 (vgl. [7], Th. 5.4, S.110). Unter den Voraussetzungen von Satz
4.3.4 sei das Anfangswertproblem (4.3.3) mit P0 2 Rn£n symmetrisch und
eindeutiger LÄ osung P 2 C(R;Rn£n) durch (4.3.5) fÄ ur jedes t 2 R gegeben.
Dann ist P 2 S+C(R;Rn£n) genau dann wenn
P0 +
Z t
t0
P
¡1
1 (s)(¡Q(s))
¡
P
T
1
¢¡1
(s)¢s
fÄ ur t ¸ t0 symmetrisch und positiv de¯nit ist.
Beispiel 4.3.4. Sei
T :=
[
n2 N
[2n;2n + 1]:
und
x
¢ = A(t)x (4.3.6)
mit A 2 CrdR(T;Rd£d) ein lineares System mit folgenden Eigenschaften:
i.) Es existiert eine Funktion V : T £ Rd£d ¡! R mit V (t;x) := xTP(t)x
fÄ ur t 2 T, x 2 Rd und P 2 S+Crd(T;Rd£d).
ii.) FÄ ur t 2 [2n;2n + 1[ sei P(t) LÄ osung von
¡Q(t) = P
¢(t) + A
T(t)P(t) + P(t)A(t) (4.3.7)
mit Q 2 S+Crd(T;Rd£d).
iii.) FÄ ur Pn := P(2n + 1), Qn := Q(2n + 1) und alle n 2 N lÄ ose Pn die
Gleichung
¡Qn = (A(2n + 1) + I)
TPnA(2n + 1) + A
T(2n + 1)Pn: (4.3.8)
iv.) FÄ ur ¸
Qn
min kleinster Eigenwert von Qn, ¸Pn
max grÄ o¼ter Eigenwert von Pn
und jedes n 2 N sei
°n :=
¸
Qn
min
¸Pn
max
in t = 2n + 1 regressiv und
sup
n2N
logj1 ¡ °nj = ¡K (4.3.9)
fÄ ur ein K > 0.KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 87
Dann ist das nichtautonome, lineare System (4.3.6) asymptotisch stabil.
Insbesondere implizieren die dritte und vierte Bedingung die asymptoti-
sche StabilitÄ at des autonomen, linearen Systems
x
¢ = A(2n + 1)x (4.3.10)
fÄ ur alle n 2 N auf T1 := Z.
0 1 2 3 4 6 5
q q q q q q q
Abbildung 4.1: Die Zeitskala T :=
S
n2N[2n;2n + 1]
Beweis: Nach De¯nition 3.2.1 ist V mit den Eigenschaften aus i.) und ii.)
eine strikte Lyapunovfunktion fÄ ur t 2 [2n;2n + 1[, n 2 N.
Wegen ¹ ´ 0 auf [2n;2n + 1[ mit n 2 N folgt fÄ ur ¸
Q
min(t) kleinster Eigen-
wert von Q(t), ¸P
max(t) grÄ o¼ter Eigenwert von P(t) die Beziehung
sup
t2T
Re
Ã
»¹(t)
Ã
¡
¸
Q
min
¸P
max
(t)
!!
= sup
t2T
¡
¸
Q
min
¸P
max
(t) ·
c2
c1
mit c1;c2 > 0 und t 2 [2n;2n + 1[, n 2 N; denn aus der positiven De¯nitheit
von P folgt die Existenz von c1 > 0 mit
d X
i=1
¸
P
i (t)x
2
i ¸
d X
i=1
c1x
2
i
fÄ ur alle x = (x1;:::;xd)T 2 Rd, ¸P
i (t) 2 §(P(t)) fÄ ur t 2 [2n;2n + 1[.
Analog folgt aus der positiven De¯nitheit von Q die Existenz von c2 > 0
mit
d X
i=1
¸
Q
i (t)x
2
i ¸
d X
i=1
c2x
2
i
fÄ ur alle x = (x1;:::;xd)T 2 Rd und ¸
Q
i (t) 2 §(Q(t)) fÄ ur t 2 [2n;2n + 1[.KAPITEL 4. NICHTAUTONOME, LINEARE SYSTEME 88
FÄ ur t = 2n + 1 und alle n 2 N ist ¹(2n + 1) = 1 und Vn := xTPnx nach
De¯nition 3.2.1 eine strikte Lyapunovfunktion.
°n ist fÄ ur jedes n 2 N nach Voraussetzung regressiv in t = 2n + 1, daher
ist »1(°n) fÄ ur alle n 2 N wohlde¯niert und nach (4.3.9) gilt:
Re(»1 (°n)) = Re(Log(1 ¡ °n))
= logj1 ¡ °nj
= logj1 ¡ °nj
· sup
n2N
logj1 ¡ °nj
= ¡K:
Daraus folgt
Re(»1 (°n)) · ¡K
fÄ ur jedes n 2 N.
Wegen P 2 S+Crd(T;Rd£d) ist V rd-stetig auf T und als quadratische
Form bei festem t 2 T stetig auf Rd und damit nach De¯nition 3.2.1 eine
strikte Lyapunovfunktion auf ganz T.
Weiterhin gilt
sup
t2T
»¹(t) (°(t)) · ¡C
fÄ ur
C := min
½
K;
c2
c1
¾
:
Daher folgt die Behauptung aus Proposition 4.1.2.
Betrachtet man nur die dritte und vierte Bedingung, so sind fÄ ur alle n 2 N
die Voraussetzungen von Proposition 3.2.3 erfÄ ullt.
Daher folgt die asymptotische StabilitÄ at von (4.3.10) mit Proposition
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Bemerkung 4.3.5. Nach Satz 4.3.3 ist (4.3.7) fÄ ur t 2 [2n;2n + 1[ und
n 2 N zu einem gegebenen Anfangswert eindeutig lÄ osbar, wenn (4.3.4) eine
eindeutige LÄ osung besitzt.
Dies gilt, weil nach Voraussetzung A 2 Crd([2n;2n + 1[;Rd£d) fÄ ur jedes
n 2 N wegen ¹(t) = 0 fÄ ur alle t 2 [2n;2n + 1[ und alle n 2 N stets regressiv
ist, nach [11], Th. 8.20, S. 324.
Weiterhin ist (4.3.8) fÄ ur jedes n 2 N durch ein lineares Gleichungssystem
gegeben und damit lÄ osbar, wenn A(2n + 1) und Qn fÄ ur alle n 2 N vollen
Rang haben.
Falls eine LÄ osung P von (4.3.7) und (4.3.8) existiert, haben wir eine
LÄ osung von (4.1.9) auf T gefunden.
Auf [2n;2n + 1[ liefert dann Satz 4.3.3 die Stetigkeit von P fÄ ur alle n 2 N.
Da t = 2n + 1 rechts zerstreut und links dicht ist fÄ ur alle n 2 N, folgt die
Rd-Stetigkeit von P auf ganz T.
Unter der Voraussetzung, dass die LÄ osung von (4.3.7) existiert, liefert Satz
4.3.3 hinreichende und notwendige Bedingungen fÄ ur Symmetrie und positive
De¯nitheit.
Da die LÄ osung von (4.3.8), falls diese existiert, fÄ ur jedes n 2 N eine kon-
stante Matrix ist, lassen sich fÄ ur jedes n 2 N positive De¯nitheit mit Hilfe der
Eigenwerte Ä uberprÄ ufen, denn eine symmetrische Matrix ist genau dann po-
sitiv de¯nit, wenn sie vollstÄ andig diagonalisierbar mit positiven Eigenwerten
ist (vgl. [16], Kor.1, S. 321).
In der Praxis ist diese Ä UberprÄ ufung aber leider nicht so einfach durchfÄ uhr-
bar, da wir Symmetrie und positive De¯nitheit der LÄ osung von (4.3.8) fÄ ur
jedes n 2 N fordern.Kapitel 5
Existenz von
Lyapunovfunktionen
Als NÄ achstes wollen wir uns mit asymptotischer StabilitÄ at als hinreichender
Bedingung der Existenz von Lyapunovfunktionen beschÄ aftigen.
ZunÄ achst interessiert uns, ob, analog zum autonomen, reellen Fall (vgl.
[33], Satz 4.3.1.3, S. 101), auf beliebigen nach oben unbeschrÄ ankten Zeitskalen
mit konstanter KÄ ornigkeit asymptotische StabilitÄ at eines linearen Systems die
Existenz einer strikten, quadratischen Lyapunovfunktion impliziert, die mit
Hilfe eines konvergenten, uneigentlichen Integrals dargestellt werden kann
(vgl. hierzu [7], [32], [21] sowie [41]).
Im zweiten Abschnitt wollen wir uns dann dem allgemeinen nichtauto-
nomen Fall auf einer nach oben unbeschrÄ ankten Zeitskala mit beschrÄ ankter
KÄ ornigkeit zuwenden und einen Existenzsatz fÄ ur Lyapunovfunktionen formu-
lieren, mit dem wir uns recht weit vom bisherigen Konzept entfernen.
Weder werden die Lyapunovfunktionen stets quadratisch sein, noch wird
asymptotische StabilitÄ at eines nichtautonomen, linearen Systems fÄ ur die Exis-
tenz einer strikten Lyapunovfunktion hinreichen, wir werden dafÄ ur den stren-
geren Begri® der exponentiellen StabilitÄ at zugrunde legen mÄ ussen.
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5.1 Existenz von Lyapunovfunktionen im au-
tonomen Fall
Wir werden den Zusammenhang zwischen Lyapunovfunktionen und asym-
ptotischer StabilitÄ at autonomer, linearer Systeme auf homogenen Zeitskalen
mit Hilfe eines Konzepts abhandeln, welches aus [7], [32] sowie [17], entlehnt
und fÄ ur Zeitskalen verallgemeinert wurde.
Als Vorbereitung dafÄ ur muss die LÄ osung der folgenden linearen Matrizen-
gleichung auf Zeitskalen genauer betrachtet werden, dabei kÄ onnen wir noch
beliebige KÄ ornigkeit annehmen.
5.1.1 LÄ osung einer Matrizengleichung auf Zeitskalen
Sei T eine nach oben unbeschrÄ ankte Zeitskala mit beliebiger KÄ ornigkeit.
Dann liefert die nÄ achste Proposition eine explizite Darstellung der LÄ osung
einer matrixwertigen linearen Gleichung auf T, die nur durch die KÄ ornigkeit
¹(t) von t 2 T abhÄ angt.
Vergleicht man den Ansatz mit Satz 4.3.4 aus dem vorigen Abschnitt,
kann man die Idee erkennen, mit deren Hilfe diese Darstellung gefunden
werden konnte (vgl. hierzu [7], S. 85-113, insbesondere Theorem 5.4, S. 110,
[32], Theorem 8.5.1, S. 262, Theorem 8.5.2, S. 263 sowie Abschnitt 8.7, S.
267-270, [17], S. 120 sowie 5, S. 185-189 aber auch [21], Theorem 27.3, S. 119),
sie beruht auf einer Verallgemeinerung des dort diskutierten reellen Falls fÄ ur
Zeitskalen.
Lemma 5.1.1. Sei A 2 Kd£d und X : T ¡! Kd£d LÄ osung des Anfangswert-
problems
X
¢ = A
TX; X(t0) = I:
Dann lÄ ost XT das Anfangswertproblem
Y
¢ = Y A; Y (t0) = I:
Beweis: FÄ ur die Anfangswertbedingung gilt:
(X(t0))
T = I
T = I:
Weiterhin ist nach Lemma 1.3.3:
¡
X
T¢¢
=
¡
X
¢¢T
=
¡
A
TX
¢T
= X
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Proposition 5.1.2. Sei A;Q 2 Kd£d regressiv und t0 2 T mit
Z
¢ = A
TZ + (A¹(t) + I)
TZA; Z(t0) = Q: (5.1.1)
Dann existiert eine eindeutige LÄ osung Z1 fÄ ur
Z
¢
1 = A
TZ1; Z1(t0) = I (5.1.2)
und
Z := Z1QZ
T
1
lÄ ost das Anfangswertproblem (5.1.1).
Beweis: Die Existenz einer eindeutigen LÄ osung von (5.1.2) folgt wegen A 2
Kd£d regressiv aus [11], Th. 8.20, S. 324.
Wir zeigen zunÄ achst, dass Z die Gleichung (5.1.1) lÄ ost.
Mit Lemma 1.3.2 gilt nÄ amlich:
Z
¢ = (Z1QZ
T
1 )
¢
= Z1(¾(t))Q(Z
T
1 )
¢ + Z
¢
1 QZ
T
1 :
Mit Hilfe von 1.3.6 folgt weiterhin fÄ ur jedes t 2 T:
Z1(¾(t)) = Z
¢
1 (t)¹(t) + Z1(t)
= A
TZ1¹(t) + Z1(t)
= (A
T¹(t) + I)Z1(t)
= (A¹(t) + I)
TZ1(t):
Daraus folgt mit Lemma 5.1.1:
Z
¢ = (A¹(t) + I)
TZ1Q(Z
T
1 )
¢ + Z
¢
1 QZ
T
1
= (A¹(t) + I)
TZ1QZ
T
1 A + A
TZ1QZ
T
1
= (A¹(t) + I)
TZA + A
TZ:KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 93
Z erfÄ ullt die Anfangswertbedingung, denn aus
Z1(t0) = Z
T
1 (t0) = I
folgt
Z(t0) = Z1(t0)QZ
T
1 (t0) = Q:
Bemerkung 5.1.3. Die Eindeutigkeit der LÄ osung von (5.1.1) ist mit der
gleichen Methode, wie sie in Abschnitt 4.2 vorgestellt und angewendet worden
ist, zu untersuchen.
Falls die Methode aus Abschnitt 4.2 eine regressive n2£n2 - Matrix liefert,
folgt die Eindeutigkeit der LÄ osung aus [11], Th. 8.20, S. 324.
5.1.2 Hinreichende Bedingungen der Existenz von Lyapu-
novfunktionen
Im Folgenden werden wir das lineare System
x
¢ = Ax (5.1.3)
mit A 2 Kd£d und homogene, nach oben unbeschrÄ ankte Zeitskalen betrach-
ten.
Wir mÄ ussen uns auf homogene Zeitskalen beschrÄ anken, denn fÄ ur diese
kÄ onnen sowohl hinreichende als auch notwendige Bedingungen fÄ ur asympto-
tische StabilitÄ at von (5.1.3) aus der Lage der Eigenwerte von A in der komple-
xen Ebene (vgl. [4], Satz 7.5.5, S. 309, fÄ ur den reellen Fall und [14], Korollar
3.2.4, S. 59, fÄ ur den allgemeinen Fall einer homogenen Zeitskala) gefolgert
werden.
Keller erwÄ ahnt in seiner Dissertation (vgl. [28], Satz 2.5.8, S. 29), dass
auf Zeitskalen mit beschrÄ ankter KÄ ornigkeit die Lage der Eigenwerte von A 2
Rd£d in der komplexen Ebene immerhin noch hinreichende Bedingung der
asymptotischen StabilitÄ at von (5.1.3) ist.
Ein allgemeineres Konzept mit Hilfe von einer Art Lyapunovexponenten
fÄ ur Gleichungen auf Zeitskalen entwickeln C. PÄ otzsche, S. Siegmund und F.
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Ziel dieses Abschnitts ist zu zeigen, dass asymptotische StabilitÄ at von
(5.1.3) die Existenz einer strikten Lyapunovfunktion bezÄ uglich (5.1.3) impli-
ziert, als Vorbereitung dazu sollen die folgenden Ergebnisse dienen:
Lemma 5.1.4. Sei A 2 Kd£d eine Matrix.
Dann haben A und AT dieselben Eigenwerte.
Beweis:
det(A
T ¡ ¸I) = det(A
T ¡ I
T¸) = det((A ¡ ¸I))
T = det(A ¡ ¸I):
Mit Hilfe des nÄ achsten, von A. DÄ o±nger in ihrer Diplomarbeit (vgl. [14],
Korollar 3.2.4, S. 59) bewiesenen Satzes sowie eines Lemmas Ä uber Konver-
genz, welches von C. PÄ otzsche, S. Siegmund und F. Wirth in [39], Lemma
17, S. 17, bewiesen wird, lÄ asst sich das Hauptergebnis dieses Kapitels formu-
lieren:
Satz 5.1.5 (vgl. [14], Korollar 3.2.4, S. 59). FÄ ur ein n 2 N und A 2 Kn£n
sei ein lineares System
x
¢ = Ax (5.1.4)
auf einer homogenen Zeitskala T mit KÄ ornigkeit h ¸ 0 gegeben.
Dann gelten die folgenden Aussagen:
i.) Das System (5.1.4) ist genau dann stabil, wenn fÄ ur den Hilger-Realteil
aller Eigenwerte ¸ von A die Beziehung
Reh(¸) · 0
erfÄ ullt ist und alle Eigenwerte von A mit Reh(¸) = 0 halbeinfach1 sind.
ii.) Das System (5.1.4) ist genau dann asymptotisch stabil, wenn fÄ ur alle
Eigenwerte ¸ von A die Beziehung
Reh(¸) < 0
erfÄ ullt ist.
1d.h. algebraische und geometrische Vielfachheit des Eigenwerts stimmen Ä ubereinKAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 95
iii.) Ist das System (5.1.4) auf T stabil (bzw. asymptotisch stabil), so gilt
dies auch fÄ ur jede homogene Zeitskala T1 mit ¹(T1) · ¹(T).
Ist dagegen das System (5.1.4) instabil auf T, dann auch auf jeder ho-
mogenen Zeitskala T2 mit ¹(T2) ¸ ¹(T).
Lemma 5.1.6 (vgl. [39], Lemma 17, S. 17). Seien ® 2 Crd
+ R(T;R) und
¸ 2 CrdR(T;C) auf einer unbeschrÄ ankten Zeitskala mit
lim
t¡!1
¹(t) = h < 1:
Falls ein T 2 T existiert, so dass gilt:
0 < inf
t2[T;1[\T
£
®(t) ¡ Re¹(t)(¸(t))
¤
:
Dann ist
lim
t¡!1
m
n
¸(t;t0)e¸ª®(t;t0) = 0; t0 2 T; n 2 N;
mit
¸ ª ® := ¸ +
¡®
1 + ®¹
+ ¸ ¢
¡®¹
1 + ®¹
wobei mn
¸ : T £ T ¡! C fÄ ur n 2 N wie folgt de¯niert sind:
m
0
¸(t;t0) :´ 1
m
n
¸(t;t0) =
Z t
t0
m
n¡1
¸ (s;t0)
1 + ¹(s)¸(s)
¢s:
Bemerkung 5.1.7. Falls ¸ 2 C konstant und regressiv auf einer homogenen
Zeitskala mit KÄ ornigkeit h ¸ 0 ist, so dass au¼erdem
Reh(¸) < 0
gilt, dann folgt
lim
t¡!1
m
n
¸(t;t0)e¸(t;t0) = 0 t0 2 T; n 2 N:
Beweis: Wegen
Reh(¸) < 0 ,
j1 + h¸j ¡ 1
h
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folgt sofort fÄ ur jedes beliebige T 2 T und ®(t) ´ 0
0 < inf
t2[T;1[\T
[¡Reh(¸)]:
Damit folgt die Behauptung aus Lemma 5.1.6.
Proposition 5.1.8. Sei
x
¢ = Ax (5.1.5)
ein asymptotisch stabiles, lineares System auf einer homogenen Zeitskala T
mit KÄ ornigkeit h ¸ 0 und A 2 Rd£d Jordan zerlegbar und regressiv.
Dann existiert eine positiv de¯nite, symmetrische Matrix P, die fÄ ur ein
vorgegebenes, symmetrisches und positiv de¯nites Q 2 Rd£d die Lyapunov-
gleichung
A
TP + (Ah + I)
TPA = ¡Q (5.1.6)
lÄ ost.
Beweis: Betrachte das Anfangswertproblem
Z
¢ = A
TZ + (Ah + I)
TZA; Z(t0) = Q (5.1.7)
mit t0 2 T.
Nach Proposition 5.1.2 hat (5.1.7) die LÄ osung:
Z = Z1QZ
T
1
mit Z1 eindeutige LÄ osung des Anfangswertproblems
Z
¢
1 = A
TZ1; Z1(t0) = I: (5.1.8)
Daraus folgt fÄ ur t 2 T nach De¯nition 2.1.3
Z1(t) = eAT(t;t0); Z
T
1 (t) = (eAT(t;t0))
T :
Die LÄ osung Z ist di®erenzierbar, also insbesondere stetig (vgl. [11], Th. 1.16,
S.5), aus AT konstant folgt AT stetig.
Damit ist auch Summe, Multiplikation mit einer Konstanten aus R sowie
das Produkt von AT und Z stetig und damit insbesondere rd-stetig, so dass
nach [11], Th. 1.74, S. 27 beide Seiten integriert werden dÄ urfen.KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 97
Also gilt
Z 1
t0
Z
¢(¿)¢¿ =
Z 1
t0
£
A
TZ(¿) + (Ah + I)
TZ(¿)A
¤
¢¿:
Dies ist Ä aquivalent zu:
lim
t¡!1
Z(t) ¡ Z(t0) =
Z 1
t0
£
A
TZ(¿) + (Ah + I)
TZ(¿)A
¤
¢¿: (5.1.9)
Damit das uneigentliche Integral in (5.1.9) konvergiert, mu¼ der Limes auf
der linken Seite exististieren (endlich).
Wir wollen zeigen, dass sogar
lim
t¡!1
Z(t) = 0 (5.1.10)
gilt.
Da (5.1.10) zu
lim
t¡!1
eAT(t;t0)Q(eAT(t;t0))
T = 0
Ä aquivalent ist, wird im Folgenden
lim
t¡!1
eAT(t;t0) = 0
zu zeigen sein.
Aus Lemma 5.1.4 folgt
§(A) = §(A
T)
und damit ist mit A auch AT Jordan zerlegbar.
Sei also
J := diag(J1;:::;Jk); Ji 2 C
di£di; 1 · i · k · d (5.1.11)
mit d1 + ::: + dk = d die Darstellung von AT in Jordan-Normalform.
Dann gibt es eine regulÄ are Matrix S mit S¡1ATS = J und nach Satz 2.2.3
gilt
eAT(t;t0) = S
¡1eSATS¡1(t;t0)S = S
¡1diag(eJ1(t;t0);:::;eJk(t;t0))S:KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 98
Daraus folgt:
lim
t¡!1
Z(t) = 0 , lim
t¡!1
eJi(t;t0); i = 1;:::;k: (5.1.12)
Da das System (5.1.5) nach Voraussetzung asymptotisch stabil ist, gilt nach
Satz 5.1.5 fÄ ur alle Eigenwerte ¸1;:::;¸k 2 §(AT):
Reh(¸i) < 0; i = 1;:::;k:
Daraus folgt nach Bemerkung 5.1.7:
lim
t¡!1
m
n
¸(t;t0)e¸(t;t0) = 0 t0 2 T; n 2 N: (5.1.13)
Mit Hilfe der in [39], Lemma 16, S. 17 eingefÄ uhrten Darstellung von eJi(t;t0)
mit i = 1;:::;k folgt wegen (5.1.13)
lim
t¡!1
e0(t;t0)eJi(t;t0) = lim
t¡!1
eJi(t;t0) = 0
fÄ ur alle i = 1;:::;k.
Somit ist nach (5.1.12) die Behauptung
lim
t¡!1
Z(t) = 0
gezeigt und das uneigentliche Integral in (5.1.9) konvergiert mit
¡Q =
Z 1
t0
A
TZ(¿) + (Ah + I)
TZ(¿)A¢¿:
Da A, AT, (Ah + I)T nicht von ¿ abhÄ angen, erhalten wir
¡Q = A
T
Z 1
t0
Z(¿)¢¿ + (Ah + I)
T
½Z 1
t0
Z(¿)¢¿
¾
A: (5.1.14)
Insbesondere konvergiert also das uneigentliche Integral
Z 1
t0
Z(¿)¢¿:
Daraus folgt, dass
P :=
Z 1
t0
Z(¿)¢¿ =
Z 1
t0
eAT(t;t0)Q(eAT(t;t0))
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LÄ osung von (5.1.6) ist.
Bleibt zu zeigen, dass P symmetrisch und positiv de¯nit ist.
Sei dazu Q 2 Rd£d nach Voraussetzung symmetrisch und positiv de¯nit
gewÄ ahlt.
Dann ist
Z(t) = eAT(t;t0)Q(eAT(t;t0))
T (5.1.15)
fÄ ur jedes t 2 T durch eine Ä Ahnlichkeitstransformation aus Q entstanden und
damit fÄ ur jedes t 2 T eine symmetrische und positiv de¯nite Matrix.
Aus der Symmetrie von Z(t) fÄ ur jedes t 2 T folgt weiterhin:
P
T =
µZ 1
t0
zij(¿)¢¿
¶T
i;j=1;:::;n
=
µZ 1
t0
zji(¿)¢¿
¶
i;j=1;:::;n
=
µZ 1
t0
zij(¿)¢¿
¶
i;j=1;:::;n
= P:
Zu zeigen bleibt, dass P positiv de¯nit ist.
Sei dazu x 2 Rd mit x 6= 0, dann gilt
x
TPx =
Z 1
t0
x
TZ(¿)x¢¿:
Wegen Z(t) positiv de¯nit fÄ ur alle t 2 T und alle x 2 Rd mit x 6= 0 folgt
xTZ(¿)x > 0 fÄ ur alle ¿ 2 [t0;1[\T und wegen der PositivitÄ at des Cauchy-
Integrals auf Zeitskalen (vgl. [11], Th. 1.77, S. 29)
x
TPx =
Z 1
t0
x
TZ(¿)x¢¿ > 0;
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Bemerkung 5.1.9. Proposition 5.1.8 liefert im Allgemeinen jedoch nicht
die Bedingungen, die nach Proposition 3.2.3 Ä uber die Existenz einer strikten
Lyapunovfunktion hinaus als hinreichende Bedingungen fÄ ur die asymptoti-
sche StabilitÄ at des linearen Systems (5.1.5) gefordert werden.
Daher gilt die Ä Aquivalenz der Aussagen
² (5.1.5) ist asymptotisch stabil
² Es existiert eine positiv de¯nite, symmetrische LÄ osung P 2 Rn£n von
(5.1.6) mit Q 2 Rn£n symmetrisch, positiv de¯nit, so dass bezÄ uglich
des kleinsten Eigenwerts ¸
Q
min von Q und des grÄ o¼ten Eigenwerts ¸P
max
von P
° := ¡
¸
Q
min
¸P
max
(5.1.16)
regressiv ist und Ä uberdies
Re(»h(°)) < ¡K (5.1.17)
fÄ ur ein K > 0 gilt
nur, wenn im Falle der Existenz von P (5.1.16) und (5.1.17) wegen der
KÄ ornigkeit h der Zeitskala T trivialerweise erfÄ ullt sind, also fÄ ur h = 0 (vgl.
Beispiel 3.3.2) und auch fÄ ur 0 < h < 1 (vgl. Beispiel 3.3.4).
Diese Tatsache motiviert den folgenden Satz:
Satz 5.1.10. Sei T eine nach oben unbeschrÄ ankte, homogene Zeitskala mit
KÄ ornigkeit 0 · h < 1.
Dann sind die folgenden Aussagen Ä aquivalent:
i.) (5.1.5) ist asymptotisch stabil
ii.) (5.1.6) besitzt eine positiv de¯nite, symmetrische LÄ osung P 2 Rn£n.
Beweis: Die Behauptung folgt mit Bemerkung 5.1.9 aus Proposition 5.1.8,
Proposition 3.2.3 sowie Beispiel 3.3.2 und Beispiel 3.3.4.KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 101
5.2 Existenz von Lyapunovfunktionen im nicht-
autonomen Fall
Gegeben sei das nichtautonome, lineare System
x
¢ = A(t)x (5.2.1)
mit A 2 Crd(T;Rn£n) auf einer nach oben unbeschrÄ ankten Zeitskala T mit
beschrÄ ankter KÄ ornigkeit.
Ziel des folgenden und letzten Abschnitts ist es, einen allgemeinen Satz
mit Bedingungen der Existenz einer Lyapunovfunktion fÄ ur (5.2.1) zu formu-
lieren.
DafÄ ur werden wir einen fÄ ur den reellen Fall in [43] bewiesenen Satz auf
Zeitskalen verallgemeinern.
Die Umkehrfunktion der in Kapitel 1, De¯nition 1.2.5 eingefÄ uhrten Zylin-
dertransformation » wird dabei eine AbschÄ atzung fÄ ur die Delta - Ableitung
entlang der LÄ osung von (5.2.1) eines geeigneten Kandidaten fÄ ur die Lyapu-
novfunktion liefern, die fÄ ur T = R mit der AbschÄ atzung aus [43] identisch
ist.
5.2.1 Umkehrung der Zylindertransformation
Wir beginnen mit einer Diskussion der Existenz einer Umkehrfunktion »¡1
der Zylindertransformation und ihrer Eigenschaften:
Lemma 5.2.1. Sei h > 0, Z0
h :=
©
z 2 C : ¡¼
h < Im(z) < ¼
h
ª
und »h : Ch n
Ah ¡! Z0
h de¯niert durch
»h(z) :=
1
h
Log(1 + zh);
wobei Log : C¡ ¡! C der Hauptzweig des komplexen Logarithmus in der
lÄ angs der negativen reellen Achse geschlitzten Ebene sei.
Dann wird Ch n Ah fÄ ur jedes h > 0 vermÄ oge »h biholomorph auf Z0
h abge-
bildet, die Umkehrabbildung »
¡1
h : Z0
h ¡! Ch n Ah ist gegeben durch
»
¡1
h (z) :=
exp(zh) ¡ 1
h
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Beweis: Sei z 2 Ch n Ah, dann ist 1 + zh 2 C¡ und
»h(z) =
1
h
Log(1 + zh) =
logj1 + zhj
h
+ i ¢
Arg(1 + zh)
h
mit ¡¼ < Arg(1 + zh) < ¼.
Daraus folgt
¡
¼
h
<
Arg(1 + zh)
h
<
¼
h
und damit »h(z) 2 Z0
h, woraus wiederum »h (Ch n Ah) ½ Z0
h folgt.
Stets gilt
»
¡1
h (z) 2 Ah , exp(zh) = exp(hx)exp(ihy) < 0 , exp(ihy) = ¡1: (5.2.2)
Sei z = x + iy 2 Z0
h, dann ist ¡¼
h < y < ¼
h und x 2 R beliebig und wegen
(5.2.2) folgt also »
¡1
h (z) 2 Ch n Ah und »
¡1
h (Z0
h) ½ Ch n Ah.
FÄ ur z 2 ChnAh gilt weiterhin exp(Log(1+zh) = 1+zh nach [40], S. 120
und S. 126, daraus folgt fÄ ur z 2 Ch n Ah und h > 0
exp
¡
h ¢ 1
h Log(1 + zh)
¢
¡ 1
h
=
1 + zh ¡ 1
h
= z:
Umgekehrt gilt fÄ ur z 2 Z0
h stets ¡¼
h < Im(z) < ¼
h und damit Log(exp(zh)) =
zh nach [40], S. 125 und S. 126, woraus fÄ ur z 2 Z0
h und h > 0 folgt:
1
h
Log
µ
1 + h ¢
exp(zh) ¡ 1
h
¶
=
1
h
Log(exp(zh)) = z:
Nach [40], S. 64 ist damit » : Ch n Ah ¡! Z0
h bijektiv mit Umkehrabbildung
»
¡1
h : Z0
h ¡! ChnAh, wegen der Holomorphie von exp auf C und Log auf C¡
folgt die Holomorphie von »h auf Ch n Ah sowie von »
¡
h auf Z0
h fÄ ur h > 0.
Somit ist »h bzw. »
¡1
h biholomorph fÄ ur h > 0 nach [40], S. 64.
Bemerkung 5.2.2. FÄ ur h = 0 ist nach De¯nition 1.2.5 »0 ´ id auf C und
damit gilt auch »
¡1
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Im Folgenden werden wir »¡1 fÄ ur ein festes c 2 R als Funktion der KÄ ornig-
keit ¹(t) mit t 2 T betrachten.
De¯niere hierzu fÄ ur ein festes c 2 R und t 2 T
»c(t) := »
¡1
¹(t)(c):
Wie wir sehen werden, besitzt »c viele nÄ utzliche Eigenschaften:
Bemerkung 5.2.3. Sei c 2 R.
De¯niere »c : T ! R durch
»c(t) :=
8
<
:
exp(¹(t) ¢ c) ¡ 1
¹(t)
; t < ¾(t);
c; t = ¾(t).
(5.2.3)
Setz man jetzt z(t) := ¹(t) ¢ c fÄ ur t 2 T, dann lÄ a¼t sich (5.2.3) umschreiben
zu
»c(t) =
8
<
:
exp(z(t)) ¡ 1
z(t)
¢ c; t < ¾(t);
c; t = ¾(t).
(5.2.4)
Da die KÄ ornigkeit auf T stets rd-stetig ist, folgt z(t) stetig fÄ ur alle t 2 T und
mit (5.2.4) folgt, da die Funktion
f(x) :=
( exp(x) ¡ 1
x
; x 6= 0;
1; x = 0
fÄ ur alle x 2 R stetig ist, die Rd-Stetigkeit von »c als VerknÄ upfung einer
stetigen mit einer rd-stetigen Funktion nach Satz 1.2.3.
Wegen f(x) > 0 fÄ ur alle x 2 R gilt weiterhin »c(t) > 0 fÄ ur alle t 2 T, falls
c > 0 und »c(t) < 0 fÄ ur alle t 2 T, falls c < 0.
Insbesondere gilt »c(t) = c fÄ ur alle rechts dichten Punkte t 2 T.
Ist ¹ ´ h mit h ¸ 0 auf T, so ist
»c(t) =
( exp(h ¢ c)
h
; h > 0;
c; h = 0.
fÄ ur alle t 2 T konstant.KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 104
Sei k ¸ 0 mit supt2T ¹(t) · k.
Da f(x) fÄ ur alle x 2 R streng monoton wÄ achst, ist »c beschrÄ ankt auf T mit
c · lim
t¡!1
sup»c(t) ·
exp(kc) ¡ 1
k
:
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10
y
–2 –1 1 2
x
Abbildung 5.1: f(x) =
exp(kx)¡1
x fÄ ur
x 2 R; k = 1;2;3
–10
–8
–6
–4
–2
2
y
–2 –1 1 2
x
Abbildung 5.2: f(x) =
exp(¡kx)¡1
x fÄ ur
x 2 R; k = 1;2;3.
5.2.2 Ein allgemeiner Existenzsatz
Beim nÄ achsten Ergebnis handelt es sich um die oben angekÄ undigte Verallge-
meinerung eines Satzes, der von Yoshizawa in [43] fÄ ur den kontinuierlichen
Fall bewiesen worden ist:
Satz 5.2.4 (vgl. [43], Th. 19.1, S.92). Sei K > 0, c 2 R und x(t;t0;x0)
eine LÄ osung des linearen Systems
x
¢ = A(t)x; A 2 C
rdR(T;R
n£n) (5.2.5)
zum Anfangswert x(t0) = x0 mit
kx(t;t0;x0)k · Ke
¡c(t¡t0) kx0k (5.2.6)
fÄ ur alle t ¸ t0.
Dann existiert eine stetige Funktion V : T £ Rn ¡! R mit folgenden
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i.) kxk · V (t;x) · K kxk fÄ ur alle (t;x) 2 T £ Rn
ii.) jV (t;x) ¡ V (t;x0)j · K kx ¡ x0k fÄ ur alle (t;x);(t;x0) 2 T £ Rn
iii.) V ¢
¤ (t) · »¡c(t)V¤(t) fÄ ur alle t 2 T.
Bemerkung 5.2.5. Nach Eigenschaft ii:) genÄ ugt V einer globalen Lipschitz-
Bedingung bezÄ uglich x.
Au¼erdem ist V nach Eigenschaft iii:) und Bemerkung 5.2.3 durch eine
rd-stetige Funktion von t nach oben beschrÄ ankt.
Gilt (5.2.6) fÄ ur c > 0, so ist nach Bemerkung 5.2.3 »¡c < 0 auf T und V
damit nach De¯nition 3.1.1 eine strikte Lyapunovfunktion.
Beweis: Im Folgenden sei fÄ ur t 2 T die Menge At ½ R de¯niert durch
At := fy 2 [0;1[: t + y 2 Tg
und
V (t;x) := sup
¿2At
kx(t + ¿;t;x)ke
c¿ (5.2.7)
fÄ ur alle t 2 T und alle x 2 Rn.
ZunÄ achst beweisen wir Eigenschaft i:) und damit insbesondere BeschrÄ ankt-
heit und positive De¯nitheit von V :
Sei dazu V gemÄ a¼ (5.2.7) gewÄ ahlt, dann gilt kxk · V (t;x), denn ¿ = 0
ist in At und somit
kx(t + 0;t;x)ke
c¢0 = kx(t;t;x)k = kxk
zur Supremumsbildung zugelassen.
Daraus folgt
kxk · V (t;x):
Wegen (5.2.6) gilt andererseits:
kx(t + ¿;t;x)k · Ke
¡c(t+¿¡t) kxk = Ke
¡c¿ kxk:KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 106
Daraus folgt
V (t;x) = sup
¿2At
kx(t + ¿;t;x)ke
c¿
· sup
¿2At
Ke
¡c¿ kxke
c¿
= sup
¿2At
K kxk
= K kxk (5.2.8)
und damit wÄ are die erste Eigenschaft bewiesen.
Als nÄ achstes zeigen wir, dass V einer Lipschitz-Bedingung bezÄ uglich x
genÄ ugt.
Sei t 2 T und x 2 Rn, dann ist kx(t + ¿;t;x)kec¿ mit ¿ 2 At wegen
(5.2.8) beschrÄ ankt; aus der Dreieckungleichung ergibt sich daher die folgende
AbschÄ atzung:
jV (t;x) ¡ V (t;x
0)j =
¯
¯
¯
¯sup
¿2At
kx(t + ¿;t;x)ke
c¿ ¡ sup
¿2At
kx(t + ¿;t;x
0)ke
c¿
¯
¯
¯
¯
=
¯
¯
¯
¯sup
¿2At
e
c¿(kx(t + ¿;t;x)k ¡ kx(t + ¿;t;x
0)k)
¯
¯
¯
¯
·
¯
¯
¯
¯sup
¿2At
e
c¿(kx(t + ¿;t;x) ¡ x(t + ¿;t;x
0)k)
¯
¯
¯
¯
Aus Lemma 2.1.7 (Superpositionsprinzip) folgt weiter
jV (t;x) ¡ V (t;x
0)j · sup
¿2At
e
c¿ kx(t + ¿;t;x ¡ x
0)k
= V (x ¡ x
0)
· K kx ¡ x
0k;
womit gezeigt ist, dass V einer Lipschitz-Bedingung bezÄ uglich x genÄ ugt.
Zu zeigen ist ebenfalls die Stetigkeit von V in allen (t;x) 2 T £ Rn.KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 107
Sei dazu " > 0. Gesucht sind ±1;±2 > 0 und o®ene Kugeln B±1(t) ½ T von
t, B±2(x) ½ Rn von x, so dass
jV (t
0;x
0) ¡ V (t;x)j < " (5.2.9)
gilt fÄ ur alle (t0;x0) 2 B±1(t) £ B±2(x).
FÄ ur beliebiges ± > 0 und t 2 T folgt aus t0 2 B±(t) stets t0 = t + º oder
t0 = t ¡ º, fÄ ur ein v 2 At mit 0 · º < ±.
Setze zunÄ achst t0 = t + º mit º 2 At, dann folgt aus (5.2.9)
jV (t
0;x
0) ¡ V (t;x)j = jV (t + º;x
0) ¡ V (t;x)j
· jV (t + º;x
0) ¡ V (t + º;x)j
+ jV (t + º;x) ¡ V (t + º;x(t + º;t;x))j
+ jV (t + º;x(t + º;t;x)) ¡ V (t;x)j: (5.2.10)
Da V in x eine Lipschitz-Bedingung erfÄ ullt, gilt fÄ ur jedes t + º 2 T
jV (t + º;x
0) ¡ V (t + º;x)j · K kx ¡ x
0k;
wÄ ahle also ±2 < "
3 ¢ 1
K und eine o®ene Kugel B±2(x) um x, dann gilt
jV (t + º;x
0) ¡ V (t + º;x)j <
"
3
fÄ ur alle x0 2 B±2(x).
Weiterhin gilt mit demselben Argument:
jV (t + º;x) ¡ V (t + º;x(t + º;t;x))j · K kx ¡ x(t + º;t;x)k: (5.2.11)
Wegen x = x(t;t;x) und weil x(t + º;t;x) fÄ ur alle º 2 At stetig ist, folgt
lim
º¡!0
x(t + º;t;x) = x
und damit existiert ein ±0
1 > 0, so dass fÄ ur alle º 2 At mit 0 · º < ±0
1 gilt:
kx ¡ x(t + º;t;x)k <
"
3
¢
1
K
:
Daraus folgt mit (5.2.11):
jV (t + º;x) ¡ V (t + º;x(t + º;t;x))j ·
"
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fÄ ur alle º 2 At mit 0 · º < ±0
1.
Um den letzten Summanden von (5.2.10) abzuschÄ atzen, betrachte erneut
das durch (5.2.5) gegebene lineare System.
Sei ¿ 2 At+º und x(t + º + ¿;t + º;x(t + º;t;x)) eine LÄ osung von (5.2.5)
zum Anfangswert x(t + º;t;x).
Gleichzeitig ist ¿ = 0 2 At+v und damit
x(t + º + 0;t;x) = x(t + º;t;x):
Daraus folgt
x(t + º + ¿;t + º;x(t + º;t;x)) = x(t + º + ¿;t;x)
nach [11], Th. 8.20, S.324.
De¯niere
¢V := jV (t + º;x(t + º;t;x)) ¡ V (t;x)j;
dann folgt
¢V =
¯
¯
¯
¯ sup
¿2At+º
kx(t + º + ¿;t;x)ke
c¿ ¡ sup
¿2At
kx(t + ¿;t;x)ke
c¿
¯
¯
¯
¯: (5.2.12)
Setze ¿0 := ¿ + º, dann folgt fÄ ur ¿ 2 At+º
¿
0 2 fy 2 [º;1[: t + y 2 Tg:
wegen der oberen Umformung erhalten wir
sup
¿2At+º
kx(t + º + ¿;t;x)ke
c¿ = sup
¿02fy2[º;1[:t+y2Tg
kx(t + ¿
0;t;x)ke
c¿0
= sup
¿02fy2[º;1[:t+y2Tg
kx(t + ¿
0;t;x)ke
c¿e
cº
= sup
¿2fy2[º;1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿e
¡cº
und daraus folgt nach (5.2.12):
¢V =
¯
¯
¯
¯
¯
sup
¿2fy2[v;1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿e
¡cº ¡ sup
¿2fy2[0;1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿
¯
¯
¯
¯
¯
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Setze fÄ ur º 2 At
®(º) := sup
¿2fy2[v;1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿:
Dann gilt
¢V ·
¯
¯®(º)e
¡cº ¡ ®(0)
¯
¯ (5.2.13)
mit
®(º) · ®(0);
denn fÄ ur º 2 At gilt nach De¯nition º ¸ 0.
Insbesondere ist ® als Funktion von º damit nicht aufsteigend und wegen
kx(t + ¿;t;x)kec¿ stetig in allen t + ¿ 2 T, ¿ 2 At mit
®(º) · ®(0) = sup
¿2At
kx(t + ¿;t;x)ke
c¿ · K kxk:
Daraus folgt
lim
º¡!0
º2At
®(º) = ®(0)
und wegen (5.2.13) existiert daher ein ±00
1 > 0, so dass fÄ ur alle v 2 At mit
0 · º · ±00
1
¢V <
"
3
gilt.
WÄ ahle nun
B±1(t) := B±0
1(t) \ B±00
1(t)
FÄ ur t0 = t + º;º 2 At mit 0 · º < minf±0
1;±0
2g sowie x0 2 B±2(x) folgt
(t0;x0) 2 B±1(t) £ B±2(x) und
jV (t
0;x
0) ¡ V (t;x)j <
"
3
+
"
3
+
"
3
= ":
Analog folgt die Behauptung fÄ ur alle t0 = t¡º mit 0 · º · minf±0
1;±0
2g durch
Ä Ubergang zu º 2 At := fy 2 [0;1[: t ¡ y 2 ¿g sowie durch Betrachtung von
®(¡º) mit º 2 At bei der AbschÄ atzung des letzten Summanden von (5.2.10)
und damit ist die Stetigkeit von V gezeigt.
Zu zeigen bleibt also Eigenschaft iii:).KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 110
Da V bezÄ uglich t 2 T gleichmÄ a¼ig beschrÄ ankt und x als LÄ osung von
(5.2.6) di®erenzierbar in allen t + ¿ mit ¿ 2 At ist, existiert
V
¢
¤ (t) = V
¢(t;x(t)) =
µ
sup
¿2At
kx(t + ¿;t;x)ke
c¿
¶¢
:
Zu zeigen bleibt:
V
¢
¤ (t) · »¡c(t)V¤(t)
Wir unterscheiden zwei FÄ alle:
i.) Sei ¾(t) = t, dann gilt
V
¢
¤ (t) = lim
h¡!0
V (t + h;x(t + h)) ¡ V (t;x(t))
h
:
Setze x0 := x(t + h;t;x), dann folgt
V (t + h;x(t + h)) = sup
¿2At+h
kx(t + h + ¿;t + h;x
0)ke
c¿
= sup
¿2fy2[h;1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿e
¡ch
· V (t;x(t))e
¡ch:
Daraus folgt:
V (t + h;x(t + h)) ¡ V (t;x(t))
h
·
V (t;x(t))e¡ch ¡ V (t;x(t))
h
= V (t;x(t)) ¢
e¡ch ¡ 1
h
;
Limesbildung auf beiden Seiten ergibt:
V
¢
¤ (t) = lim
h¡!0
V (t + h;x(t + h)) ¡ V (t;x(t))
h
· lim
h¡!0
V (t;x(t)) ¢
e¡ch ¡ 1
h
= V (t;x(t)) ¢ (¡c)
= V¤(t) ¢ »
¡1
0 (¡c):KAPITEL 5. EXISTENZ VON LYAPUNOVFUNKTIONEN 111
ii.) Sei ¾(t) > t. Dann gilt:
V
¢
¤ (t) =
V (¾(t);x(¾(t))) ¡ V (t;x(t))
¹(t)
mit
V (t;x(¾(t))) = sup
¿2A¾(t)
kx(¾(t) + ¿;¾(t);x)ke
c¿
= sup
¿2A¹(t)+t
kx(¹(t) + t + ¿;¹(t) + t;x)ke
c¿
= sup
¿2fy2[¹(t);1[:t+y2Tg
kx(t + ¿;t;x)ke
c¿e
¡¹(t)c
· V (t;x(t))e
¡c¹(t):
Daraus folgt:
V
¢
¤ (t) =
V (¾(t);x(¾(t))) ¡ V (t;x(t))
¹(t)
·
V (t;x(t))e¡c¹(t) ¡ V (t;x(t))
¹(t)
= V (t;x(t)) ¢
e¡c¹(t) ¡ 1
¹(t)
= V (t;x(t)) ¢ »¡c(t)
= V¤(t) ¢ »¡c(t):
Und damit wÄ are der Satz bewiesen.
Bemerkung 5.2.6. C. PÄ otzsche, S. Siegmund und F. Wirth fÄ uhren in [39],
De¯nition 2, S. 4 den Begri® der exponentiellen StabilitÄ at fÄ ur nichtautonome,
lineare Systeme ein.AUSBLICK 112
(5.2.5) hei¼e danach exponentiell stabil, falls ® > 0 existiert, so dass zu
jedem t0 2 T ein K(t0) ¸ 1 existiert mit
keA(t;t0)k · Ke
¡®(t¡t0) (5.2.14)
fÄ ur t ¸ t0.
Mit (5.2.14) folgt dann fÄ ur jedes t0 2 T
lim
t¡!1
keA(t;t0)k · lim
t¡!1
Ke
¡®(t¡t0) = 0
und daraus die asymptotische StabilitÄ at eines exponentiell stabilen, linearen
Systems nach Satz 2.3.2.
Falls (5.2.5) exponentiell stabil ist, so gilt fÄ ur jede LÄ osung x(t;t0;x0) mit
t;t0 2 T und x0 2 Rn von (5.2.5) nach Satz 2.1.6
kx(t;t0;x0)k = keA(t;t0)x0k · Ke
®(t¡t0) kx0k
und damit ist Voraussetzung (5.2.6) von Satz 5.2.4 fÄ ur ® > 0 erfÄ ullt, so dass
V nach Bemerkung 5.2.5 eine strikte Lyapunovfunktion ist.
Wie wir also sehen, folgt im allgemeinen Fall einer nichtautonomen, li-
nearen Gleichung auf einer nach oben unbeschrÄ ankten Zeitskala T mit be-
schrÄ ankter KÄ ornigkeit aus exponentieller StabilitÄ at die Existenz einer strikten
und sogar in beiden Komponenten stetigen Lyapunovfunktion.
Da, wie oben ausgefÄ uhrt, exponentielle StabilitÄ at asymptotische Stabi-
litÄ at impliziert, kann somit zumindest fÄ ur eine kleinere Klasse asymptotisch
stabiler, linearer Systeme Existenz von Lyapunovfunktionen im allgemeinen
Fall aus Satz 5.2.4 gefolgert werden.
Da Satz 5.2.4 ein reiner Existenzsatz ist, kÄ onnen wir weder etwas darÄ uber
aussagen, unter welchen Bedingungen unsere Lyapunovfunktionen quadra-
tisch sind, noch darÄ uber, wie sie sich Ä uberhaupt explizit darstellen lassen.Ausblick
Gegenstand dieser Arbeit waren Lyapunovfunktionen und asymptotische Sta-
bilitÄ at von homogenen, linearen Systemen
x
¢ = A(t)x (5.2.15)
auf einer Zeitskala T2.
Wie wir gesehen haben, lie¼en sich viele wÄ unschenswerte Ergebnisse aus
dem reellen Fall auf T verallgemeinern. Je einfacher die Struktur der Zeiskala,
umso mehr Ä ahneln die Ergebnisse den bekannten Resultaten im Reellen, so
z.B. Satz 5.1.10, der hinreichende und notwendige Bedingungen fÄ ur Lyapu-
novfunktionen liefert, wenn die KÄ ornigkeit der Zeitskala konstant und klein
genug ist.
Gerade in diesem Zusammenhang wÄ are es spannend zu untersuchen, wie
weit sich die in Proposition 3.2.3 und Proposition 4.1.2 postulierten, zeitska-
lenspezi¯schen Zusatzbedingungen fÄ ur asymptotische StabilitÄ at von (5.2.15)
noch abschwÄ achen lie¼en.
Dabei wÄ are es realistisch zu versuchen, die technische Bedingung
sup
t2T
Re»¹(t)(°(t)) < ¡K; K > 0
fÄ ur ° 2 CrdR(T;R)3, die in beiden Propositionen fÄ ur die Konvergenz von
e°(t;t0)4 eine entscheidende Rolle spielt, durch eine zu ersetzen, in der an-
statt des Supremums Ä uber alle t 2 T nur noch der Limes superior vorkommt,
2Es macht allerdings nur bei nach oben unbeschrÄ ankten Zeitskalen Ä uberhaupt Sinn, von
StabilitÄ at des Systems (5.2.15) zu sprechen. Je komplizierter die Struktur der Zeitskala und
damit ihre KÄ ornigkeit, desto schwerer ist es im Allgemeinen um die StabilitÄ at von (5.2.15).
3°(t) ist dabei fÄ ur jedes t 2 T der Quotient von Eigenwerten symmetrischer und positiv
de¯niter Matrizen, vgl. hierzu Proposition 3.2.3 sowie Proposition 4.1.2.
4vgl. hierzu Proposition 3.2.3 sowie Proposition 4.1.2.
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was vielleicht auch die praktische Ä UberprÄ ufung asymptotischer StabilitÄ at kon-
kreter linearer Systeme mit Hilfe von Proposition 3.2.3 bzw. Proposition 4.1.2
bei Zeitskalen mit nichtkonstanter KÄ ornigkeit vereinfachen kÄ onnte.
Die Anwendung der oben genannten Propositionen betre®end wÄ are Ä uber-
haupt wÄ unschenswert, Beispiele fÄ ur autonome Systeme auf inhomogenen Zeits-
kalen sowie fÄ ur nichtautonome Systeme zu ¯nden, in denen eine Lyapunov-
funktion existiert und berechnet werden kann oder zumindest Kriterien dafÄ ur
angegeben werden kÄ onnten, wann die Lyapunovgleichung lÄ osbar und ihre
LÄ osung positiv de¯nit und symmetrisch ist. Diese sind bisher nur fÄ ur T = R
bekannt (vgl. Beispiel 3.3.2).
Ein Nachteil bei der Untersuchung des StabilitÄ atsverhaltens von (5.2.15)
mittels der in der vorliegenden Arbeit Ä uber asymptotische StabilitÄ at und
Lyapunovfunktionen formulierten SÄ atze ist, dass wir noch nicht in der Lage
sind, auch Aussagen Ä uber StabilitÄ at bzw. InstabilitÄ at von (5.2.15) zu tre®en.
Betrachten wir (5.2.15) mit A 2 Rn£n auf einer homogenen Zeitskala T,
so liefert A. DÄ o±nger in ihrer Diplomarbeit notwendige und hinreichende Be-
dingungen fÄ ur asymptotische StabilitÄ at, StabilitÄ at und InstabilitÄ at mit Hilfe
der Lage des Spektrums von A in der komplexen Ebene (vgl. [14]). Keller
bemerkt in seiner Dissertation (vgl. [28], Satz 2.5.8, S. 29), dass wenn die
KÄ ornigkeit von T zeitabhÄ angig ist, die Lage des Spektrums von A in der
komplexen Ebene nur noch hinreichende Bedingung ist.
In der Arbeit von C. PÄ otzsche, S. Siegmund und F. Wirth5 werden un-
ter anderem hinreichende sowie notwendige Bedingungen fÄ ur exponentielle
StabilitÄ at von (5.2.15) fÄ ur A 2 CrdR(T;Rn£n) diskutiert.
In Bezug auf Lyapunovfunktionen existieren keine SÄ atze Ä uber InstabilitÄ at
fÄ ur Di®erenzengleichungen bei Lakshmikantham und Trigiante (vgl. [31]),
fÄ ur Zeitskalen werden in [30] eine grÄ o¼ere Klasse von Gleichungen als in der
vorliegenden Arbeit mit Hilfe von allgemeineren Lyapunovfunktionen auf ver-
schiedene Arten asymptotischer StabilitÄ at untersucht.
Aufgrund der erzielten Ergebnisse wÄ are jedoch zu erwarten, dass fÄ ur
(5.2.15) auch Aussagen Ä uber StabilitÄ at und InstabilitÄ at mit Hilfe von Lyapu-
novfunktionen zu tre®en mÄ oglich sei, dies zu untersuchen wÄ are zumindest
interessant.
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UnabhÄ angig von den oberen Ä Uberlegungen wÄ are ein weiterer Aspekt zukÄ unf-
tiger Forschung auch die Untersuchung der expliziten Darstellbarkeit der
Lyapunovfunktionen aus Satz 5.2.4.
Dort haben wir gesehen, dass exponentielle StabilitÄ at von (5.2.15) die
Existenz einer strikten Lyapunovfunktion impliziert.
Es wÄ are sicherlich sinnvoll, Kriterien dafÄ ur zu kennen, wann diese quadratisch
ist.
Letzendlich stellt sich die Frage nach dem Sinn und der praktischen An-
wendbarkeit des ZeitskalenkalkÄ uls im Allgemeinen und der Verallgemeine-
rung der Theorie von Lyapunovfunktionen elementarster, linearer Systeme
auf Zeitskalen im Besonderen.
So gibt es in der Tat nur wenige Anwendungen, fÄ ur die Di®erenzengleichun-
gen nicht ausreichen, eine solche AnwendungsmÄ oglichkeit aus der Biologie
wird in Beispiel 3.3.12 erwÄ ahnt.
Dabei handelt es sich jedoch eines von wenigen Standardbeispielen aus der
Literatur (vgl. z.B. [11], Ex. 1.39, S. 15 und [1], Ex. 4.3, S. 11), fÄ ur die allein
die EinfÄ uhrung eines neuen KalkÄ uls nicht unmitelbar einsichtig ist.
Vom theoretischen Standpunkt liefert das ZeitskalenkalkÄ ul eine Verein-
heitlichung von diskreter und kontinuierlicher Analysis und erlaubt in unse-
rem Fall die Untersuchung der Existenz von Lyapunovfunktionen bezÄ uglich
(5.2.15) gleichzeitig fÄ ur diskrete und kontinuierliche zugrundeliegende Zeit-
mengen, sowie fÄ ur Mischformen davon.
Dadurch erÄ o®net sich die MÄ oglichkeit, VerÄ anderungen des StabilitÄ atsverhal-
tens von (5.2.15) bei sich Ä andernder Struktur von T zu studieren und zu
verstehen.
Da nicht nur Anwendungen, sondern auch theoretisches Interesse legi-
time Motivation der Auseinandersetzung mit einem Forschungsgegenstand
sein kann, war die Untersuchung von Lyapunovfunktionen auf Zeitskalen ein
spannendes und lohnenswertes Unterfangen.Literaturverzeichnis
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