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Abstract
Quantum dots are man-made nanoscale structures. As they show typical atomic proper-
ties they are often referred to as artiﬁcial atoms. The wave functions, shell structure, and
energy levels are usually reminiscent of real atomic systems. A wide variety of geometries
is possible by choosing appropriate materials and external conﬁnement: one-dimensional
rods, two-dimensional pancakes, or three-dimensional spheres. Since quantum dots are
nanoscale systems, quantum mechanics is required for their accurate description. How-
ever, the electronic structure of these systems is very hard or even impossible to solve
exactly even in the case of a few electrons, and approximations must be used.
This thesis concentrates on electronic structure calculations of two-dimensional quantum
dot systems, using the density-functional approach. The spin-density-functional theory
(SDFT) and the current-spin-density-functional theory (CSDFT) are applied to study
the ground-state properties of quantum dot systems in zero and ﬁnite magnetic ﬁelds.
Especially the eﬀects of complex electron-electron interactions are studied.
Emphasis has also been set on developing and testing various methods and approxima-
tions. This is done by comparing the ground-state energy and other observables to those
obtained using the variational quantum Monte Carlo method. The Kohn-Sham equa-
tions of the density-functional theories are solved in real-space by using the Rayleigh
quotient multigrid method. This approach is compared to the traditional plane-wave
solving methods.
The systems under consideration in this work include single quantum dots with diﬀerent
conﬁning potentials, double quantum dot 'hydrogen' molecule, and a superconductor-
normal quantum dot-superconductor (SNS) structure. Symmetry-breaking solutions
emerge in these calculations. These include spin-density-wave-like solutions, charge-
density-wave-like solutions, Wigner molecule formation, and solutions with vortex struc-
tures. The structure and properties of these solutions have been calculated and the
interpretation of the broken symmetry is discussed.
i
Preface
This thesis has been prepared in the Laboratory of Physics at the Helsinki University
of Technology during the years 19992003. I have been working in the Computational
Condensed-Matter and Complex Materials group (COMP).
I wish to express my gratitude to Academy Professor Risto Nieminen for suggesting
this research topic to me and providing facilities and conditions for the research. I am
indebted to Professor Martti Puska for excellent guidance and supervision during the
research work and preparation of the papers. I would also like to thank the members
of the Electronic Properties of Materials group for a pleasant research atmosphere. I
especially wish to thank M.Sc. Esa Räsänen, Dr. Ari Harju, M.Sc. Sami Siljamäki, and
Dr. Tuomas Torsti for contributing to this work, and M.Sc. Klas Engström and Dr.
Jari Kinaret in Chalmers University of Technology for fruitful collaboration, Professor
Matti Manninen and Dr. Jere Kolehmainen for valuable information and fruitful discus-
sions, and M.Sc. Ivan Degtyarenko for providing and administering excellent computer
facilities in the Laboratory. I gratefully acknowledge the ﬁnancial support of the Kalle
Väisälä foundation of the Finnish Academy of Science and Letters which has given me
the opportunity to participate in international conferences and present my work there.
Finally I would like to thank Tuuli for proofreading and for her invaluable support during
the preparation of this thesis.
Helsinki, May 2003.
Henri Saarikoski
ii
Contents
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . i
Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Contents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
List of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
1 INTRODUCTION 2
2 QUANTUM DOTS 4
2.1 Artiﬁcial atoms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Fabrication methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Technological applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
3 THEORETICAL BASIS 8
3.1 Quantum theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
3.2 Approximations in many-body physics . . . . . . . . . . . . . . . . . . . . 9
3.3 Eﬀective-mass theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.4 Electrons in 2D electron gas . . . . . . . . . . . . . . . . . . . . . . . . . . 11
4 VARIATIONAL QUANTUM MONTE CARLO METHOD 12
5 DENSITY-FUNCTIONAL APPROACH 14
5.1 Spin-density-functional theory . . . . . . . . . . . . . . . . . . . . . . . . . 14
5.1.1 Exchange-Correlation functional . . . . . . . . . . . . . . . . . . . 16
5.2 Current-spin-density-functional theory . . . . . . . . . . . . . . . . . . . . 17
5.2.1 Kohn-Sham equations . . . . . . . . . . . . . . . . . . . . . . . . . 17
5.2.2 Gauge invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
5.2.3 Exchange-correlation functional in ﬁnite magnetic ﬁeld . . . . . . . 19
5.3 Symmetry breaking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
iii
6 NUMERICAL METHODS 21
6.1 Real space approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6.2 Rayleigh quotient multigrid method . . . . . . . . . . . . . . . . . . . . . 22
6.3 Eﬀective atomic units . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
7 PHYSICAL PHENOMENA IN QUANTUM DOT SYSTEMS 25
7.1 Eﬀects of geometry in rectangular quantum dots . . . . . . . . . . . . . . 25
7.2 Wigner-molecule formation . . . . . . . . . . . . . . . . . . . . . . . . . . 27
7.3 Quantum dots in a magnetic ﬁeld . . . . . . . . . . . . . . . . . . . . . . . 29
7.4 SNS junction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
8 SUMMARY 36
A Abstracts of the publications IVII 38
Bibliography 40
iv
List of publications
This thesis consists of an overview and the following publications:
I H. Saarikoski, E. Räsänen, S. Siljamäki, A. Harju, M. J. Puska, and R. M. Nieminen,
Electronic properties of model quantum-dot structures in zero and ﬁnite magnetic ﬁelds,
European Journal of Physics B, 26, 241252 (2002) © 2002 EDP Sciences, Società
Italiana di Fisica, Springer-Verlag 2002
II H. Saarikoski, M. J. Puska, and R. M. Nieminen, Electronic structure calculations for
two-dimensional quantum dots and laterally coupled quantum-dot molecules in magnetic
ﬁelds, International Journal of Quantum Chemistry 91 (3): 490497 (2003)© 2003 John
Wiley & Sons, Inc.
III H. Saarikoski, E. Räsänen, S. Siljamäki, A. Harju, M. J. Puska, and R. M. Nieminen,
Testing of two-dimensional local approximations in the current-spin and spin-density-
functional theories, Physical Review B 67, 205 327 (2003) © 2003 American Physical
Society
IV E. Räsänen, H. Saarikoski, V.N. Stavrou, A. Harju, M. J. Puska, and R. M. Nieminen,
Electronic structure of rectangular quantum dots, Physical Review B 67, 235 307 (2003)
© 2003 American Physical Society
V E. Räsänen, H. Saarikoski, M. J. Puska, and R. M. Nieminen, Wigner molecules in
polygonal quantum dots: A density-functional study, Physical Review B, 67, 035 326
(2003) © 2003 American Physical Society
VI Klas Engström, Jari Kinaret, Robert I. Shekhter, Martti Puska, and Henri Saarikoski,
Inﬂuence of electron-electron interactions on current through SNS structures, Low Tem-
perature Physics (Fizika Nizkikh Temperatur), 29, 546 (2003) © 2003 American Insti-
tute of Physics
VII Klas Engström, Jari Kinaret, Robert I. Shekhter, Henri Saarikoski, and Martti
Puska, Interaction eﬀects in superconductor-normal quantum dot-superconductor struc-
tures, Submitted to Computational Materials Science.
The research presented in this dissertation has been carried out in the Laboratory of
Physics in the Computational Condensed-Matter and Complex Materials group (COMP)
at the Helsinki University of Technology. The author has had an active role in all the
published papers. He has designed the computer programs which have been used to
calculate the results in papers IV and provided program code for the calculations in
the preparation of papers VIVII. The author has written the overview and papers IIII,
and contributed to the writing process of papers IVVII.
v
Taking Three as the subject to reason about
A convenient number to state
We add Seven, and Ten, and then multiply out
By One Thousand diminished by Eight.
The result we proceed to divide, as you see,
By Nine Hundred and Ninety and Two:
Then subtract Seventeen, and the answer must be
Exactly and perfectly true.
Lewis Carroll, The Hunting of the Snark
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Chapter 1
INTRODUCTION
Since the advent of the modern microelectronics there has been a constant demand of
miniaturization of the electronic circuits towards faster operation speeds and more com-
pact size. This has lead to rapid increase in the computing power and the memory storage
capability of the integrated circuits, and to high-performance devices for scientiﬁc and
industrial applications. The development has triggered a transition from microelectronics
towards the nanometer-scale electronics and nanotechnology. The ﬁrst milestone in this
ﬁeld was the invention of the semiconductor superlattice by Esaki and Tsu in the early
1970's resulting in a new class of transport and optoelectronic devices such as the quan-
tum well lasers. There have been proposals for new device structures and new concepts
for the future computers and other electronics devices. For instance, quantum computing
could provide a new fruitful approach in supercomputing. New types of nanostructures
have been proposed which could provide components for the present day computers as
well as for future quantum computers. Especially the quantum dots, man-made nanoscale
droplets of electrons trapped in all spatial directions, have many possible technological
applications.
The main objective of this work is to study theoretically electronic structures of quantum
dot systems by using numerical computations. The physics of such systems is versatile
and has received much attention from physicists during recent years. In particular, the
complex interplay between interference and interaction eﬀects is a challenging problem
and opens new prospects for studying many-body physics both experimentally and theo-
retically. Results of the theoretical calculations can be compared to experimental data of
e.g. conductance and scattering measurements. Moreover, results of calculations provide
also valuable information of other fermionic systems in diﬀerent environments.
The reliability and accuracy of the various numerical algorithms and approximations in
this ﬁeld of physics have been subjects of an on-going discussion. Therefore, emphasis
has also been set in this work on developing and testing numerical methods. This work
adds new data and results which can be used to improve the numerical methods and
give qualitative and quantitative conditions when the methods and approximations can
provide reliable results.
The organization of the thesis is as follows. Quantum dots and their fabrication methods
2
will be brieﬂy overviewed in chapter 2. The theoretical basis of this work will be presented
in chapter 3. Computational schemes used in the electronic structure calculations are
presented in chapters 4 and 5. The spin-density-functional and current-spin-density-
functional theories, central in this work, will be presented in detail in chapter 5. The
real-space approach used in the numerical calculations will be overviewed in chapter 6.
Results of the computations will be presented in chapter 7. And ﬁnally the work will be
concluded with a summary and discussion in chapter 8. The abstracts of the papers will
be found in the appendix.
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Chapter 2
QUANTUM DOTS
2.1 Artiﬁcial atoms
Quantum dots are small man-made objects which have dimensions of the order of 10−8−
10−6 m. They can be manufactured from semiconductor materials using modern crystal
growth techniques [13]. They contain a small controllable number of electrons, usually
from 1 to 1000. The droplet of charge is trapped in all spatial dimensions. Depending on
the geometry and fabrication techniques, the droplet can be a three-dimensional sphere,
a two-dimensional disc, or a one-dimensional rod. Further, there are various ways to
control the shape of the dots. For example, two-dimensional dots can be made circular
or rectangular. Two quantum dots can be combined in such a way that the electrons
move between the dots and form a quantum dot 'molecule' [4].
The word 'quantum' in the name refers to the fact that the physics of quantum dots is de-
scribed by quantum mechanics, which was developed to describe the physics of atomistic
systems at the typical length scales of 10−9 to 10−10 m. In experiments quantum dots
show electronic properties which are reminiscent of real atoms, despite a huge diﬀerence
in size between these systems. Quantum dots have increased stability at certain electron
numbers corresponding to closed-shell noble gas atoms. Hund's rules are also often fol-
lowed. Therefore quantum dots are sometimes called artiﬁcial atoms. The origin of the
similarities between atoms and quantum dots can be explained with quantum theory.
A droplet of electrons in quantum dots must obey the uncertainty relations, the Pauli
exclusion principle, and the other laws of quantum theory.
As well as being possible candidates for nanoscale electric components quantum dots
have attracted a considerable theoretical interest. They are excellent model systems in
studying fermionic properties of matter and testing quantum theory. The characteristic
energy scale of these systems is of the order of millielectronvolts (meV) instead of elec-
tronvolts in a real atomic system. Due to the large length scale and the low energy scale
relatively weak external magnetic ﬁelds can cause measurable changes in the electronic
structures of the dots. In real atomic systems such changes would occur at magnetic
ﬁelds well beyond those attainable in laboratory environments. Therefore, such transi-
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tions and their relation to various theoretical models can be studied using quantum dots
as model systems.
2.2 Fabrication methods
In the conduction bands of metals and semiconductors electrons are free to move in all
three spatial directions. To trap electrons into a quantum dot we need to restrict their
movement to a small volume. There are a number of ways to do this. The present
work concentrates on two-dimensional (2D) quantum dots made using semiconductor
interfaces, where the movement of electrons is not possible perpendicular to the interface.
In terms of quantum mechanics the energy diﬀerence between the ground state and the
ﬁrst excited state of the momentum in perpendicular direction is very large. Therefore,
transitions to these excited states are not possible in low temperatures. The movement
in the remaining two spatial dimensions can be controlled by tailoring the geometry of
the structure.
Semiconductor layers can be grown very accurately using techniques such as molecular
beam epitaxy (MBE) or chemical vapour deposition (CVD). A semiconductor can be
grown one atomic layer at a time and abrupt interfaces can be formed between materials
of diﬀerent band gaps, for instance GaAs and AlxGa1−xAs. Figure 2.1 shows the energybands at the GaAs/AlGaAs interface [5]. There is a relatively high density of electrons
in the thin accumulation zone in GaAs originating from the donors in AlGaAs. The
thickness of this zone is typically of the order of a few nanometers or less. This conﬁnes
the movement of electrons into two dimensions. The resulting structure is known as the
two-dimensional electron gas (2DEG). There is a positive depletion space-charge in the
AlGaAs near the 2DEG (see ﬁgure 2.1). An undoped spacer layer of ﬁnite thickness
can be further grown in between the layers of AlGaAs and GaAs to separate the ionized
donors from the 2DEG. This greatly enhances the electron mobility due to the reduced
impurity scattering.
The earliest man-made quantum dots were made by etching slim pillars from a large sheet
of structure which contained a 2DEG. The formed structure is called a vertical quantum
dot. If a voltage is applied over the structure the number of conﬁned electrons in the
dot can be controlled. The potential aﬀecting the electrons is approximately constant
inside the quantum dot and the electrons are conﬁned inside the etched walls of the dot.
Therefore a hard-wall well-like potential is a good model potential for these quantum
dots. Another way to create quantum dots is to use lithographic patterning methods to
form lateral quantum dots. Metal electrodes are deposited on top of the semiconductor
structure which contains the 2DEG. When voltage is applied over the electrodes, electrons
in the electron gas are conﬁned. Again, the number of electrons trapped in the dot can
be controlled with the voltage. In this case, the external conﬁning potential is varying
smoothly and its shape depends on the form of the deposited electrodes. Usually a
parabolic potential is chosen as the model potential.
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Figure 2.1: Energy bands at the semi-insulating GaAs/n-type AlxGa1−xAs heterostruc-ture. The Fermi level must remain constant over the whole sample. There is a high
concentration of free electrons in the space-charge zone in the GaAs, since the Fermi
energy is above the conductance band minimum in this region. The ionized donors have
given electrons to the energetically more favourable potential well in the accumulation
zone of GaAs. This thin layer of mobile electrons at the interface region is known as
the two-dimensional electron gas (2DEG). The system remains charge neutral due to the
neutralizing positive depletion space-charge in AlGaAs. In theoretical models the eﬀect
of the positive space-charge can be included in the external potential of the electron gas.
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2.3 Technological applications
The versatile physics of quantum dots creates a promising ﬁeld of possible applications.
The ﬁeld eﬀect transistors (FETs) in computers could be replaced by quantum-dot logic
gates [6]. There have been proposals of using a double-dot 'hydrogen' molecule as the
basic elementary gate in quantum computers [7]. In this component the electron spins
are entangled and serve as the qubit.
Quantum dots can also be combined with superconductors. Numerical simulations per-
formed in this work for the superconductor-quantum dot-superconductor (SNS) junction
show that the electron-electron interactions in quantum dots aﬀect the supercurrent. This
phenomenon opens a possible way to control the supercurrent using the gate voltage of
the quantum dot. Some results suggest that the interaction eﬀects may even enhance the
supercurrent. Applications of this structure include the Josephson ﬁeld eﬀect transistor
and the injected current SNS transistor. The physics of these system is, however, not
yet fully understood and the work is in progress.
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Chapter 3
THEORETICAL BASIS
3.1 Quantum theory
The physics of quantum dots is most accurately described by quantum theory. It was
conceived in the beginning of the 20th century to describe the physics of the microscopic
world of atoms [8]. Up to this day there are no experiments that violate the principles
of quantum theory. Therefore it is a fundamental theory of physics. After the special
theory of relativity was combined with quantum theory by P.A.M. Dirac and others in the
1920's the theoretical basis of chemistry and condensed-matter physics was completed.
All the chemical reactions of atoms and molecules and the structure and properties of
matter can in principle be explained within the framework of quantum theory.
The basic equation for non-relativistic interacting particles in quantum mechanics is the
Schrödinger equation
HΨ =

N∑
i
− ~
2
2mi
∇2i +
∑
i<j
V (ri − rj) + U(ri)
Ψ = i~∂Ψ∂t , (3.1)
where N is the number of particles in the system, H is the total energy operator (Hamil-
tonian), ri are position coordinates of the particles, V is the inter-particle potential and
U is the external potential [9]. The eﬀect of external magnetic ﬁelds as well as some other
details have been suppressed here but, in principle, the equation (3.1) captures all the
physics of N -particle systems. The Hamiltonian is a partial diﬀerential operator which
operates on the 3N -dimensional (many-body) wave function Ψ, which is the description
of a physical system and its state
Ψ = Ψ(r1, r2, ..., rN ). (3.2)
All the physical properties and results of the measurements can be predicted from the
wave function. In the Copenhagen interpretation of quantum mechanics the wave func-
tion is the complete and only description of a physical system. There are no other entities
or 'hidden variables' in nature which are not included in the wave function itself. This
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leads to a probabilistic interpretation of quantum theory. The statistical transformation
theory states that prior to the measurement of a physical observable the outcome of the
measurement is a statistical variable and the wave function of the system exists in the
superposition of several states. The measurement of the observable ﬁxes its value and the
wave function of the system transforms to correspond to the eigenstate of the observed
value. The transformation theory furnishes a machinery to calculate the probability
distribution of such observables from the wave function.
The mathematical formulation and the principles of quantum mechanics are known, but
this does not directly allow us to understand the physical phenomena. Due to the high
dimensionality of the wave function, the Schrödinger equation (3.1) can be solved exactly
only in the case of very simple systems consisting of a few particles. One example of such
systems is the hydrogen atom. As the number of particles in the system increases,
the dimensionality of the wave function grows and an exact solution becomes quickly
impossible. The analytical solutions of simple few-particle systems in some cases help
us understand the physics of larger many-body systems. This is, however, not always
the case. Knowing only the basic forces and the constituent particles of the system does
not usually allow us to understand the physics of the system. For instance, the physics
of superconductivity was not properly understood until the advent of the BCS-theory
of superconductivity in the late 1950's, more than 30 years after the formulation of
quantum mechanics [10]. The independent electron approximation was then abandoned
and it turned out that at low temperatures the pair interaction of the electrons via the
quanta of the lattice vibrations (phonons) formed a superconducting bound state, the
so-called Cooper pairs. Therefore superconductivity is a true many-body phenomenon.
The physics of few-particle systems cannot in this case account for the physics of complex
(in this case even macroscopic) systems. This has some profound consequences for the
understanding of physics. New kind of physics can emerge as the complexity of the system
increases. Nobel laureate Philip Anderson coined the phrase emergent phenomena for
this [11]. More complex systems in nature are diﬀerent from systems of low complexity
and it is not possible to naively extrapolate the physics of complex systems from the
physics of simple systems.
These observations apply also to quantum dots. Many-body calculations of these systems
reveal a rich variety of unexpected physical phenomena. These calculations oﬀer insight
to the behaviour of fermionic systems as well as a basis for possible future applications
of quantum dots.
3.2 Approximations in many-body physics
The physical properties of quantum dots, e.g. conductivity, heat capacity and light
absorption, have their origin in the complex many-body physics of constituent parts of
the system, the electrons and the nuclei. The quantum theory must therefore be applied
to predict and understand such phenomena. However even the smallest quantum dots
contain thousands of electrons and nuclei and solving the Schrödinger equation (3.1)
exactly for such systems is an impossible task since the wave function is 3N -dimensional.
Even if the wave function is discretized the amount of computer memory needed to store
the wave function grows exponentially as the number of particles in the system increases.
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Terabytes of computer memory would be needed to store the discretized wave function
for a system of as few as 4 particles and for 20 particles the amount of memory bytes
required exceeds the estimated number of atoms in the universe. Therefore, a central task
in solving a physical problem is ﬁnding a suitable computational approach and plausible
approximations which make the solution of the equations tractable. Such approximations
must not fail to capture the essential properties of the exact but inaccessible solutions of
quantum mechanical equations.
3.3 Eﬀective-mass theory
The approximations in the calculations must obey the principles of quantum mechanics
in order to be successful. Such principles are often related to the symmetries of the sys-
tem under consideration. Using the group theoretical analysis it can be shown that the
symmetries impose conservation laws in the system [12]. Therefore a successful approx-
imation must preserve these conserved quantities. The most important consequences of
this are the spin-statistics theorem and the Pauli exclusion principle. In quantum theory
the particles are indistinguishable quanta of the ﬁelds. As a direct consequence, the wave
function should not make any distinction between the diﬀerent particles. It can be shown
that the wave function must be antisymmetric with respect to the exchange of two par-
ticles in the notation of the wave function, if it is to describe electrons or other fermions
with a half-integer spin. In the case of bosons, particles with integer spin, the wave func-
tion must be symmetric with respect to the particle exchange. In the case of fermions
this symmetry leads to the Pauli exclusion principle and the Fermi-Dirac statistics. Even
crude approximations which take this symmetry property into account can turn out to
be very successful. The independent-electron approximation takes the Pauli exclusion
principle into account, but ignores complicated electron-electron Coulomb interactions.
It turns out that this elementary free-electron gas model can be readily solved for even
a macroscopic system and the result gives a good picture of the metallic state of matter.
We now turn our attention to an extension of this this model since it provides us the
eﬀective-mass theory which will be used throughout the present work.
Metals and semiconductors are ordered systems, where atoms are arranged in a ﬁxed
lattice structure and at least some of atom's electrons (or holes) are generally free to
move in all three spatial directions [13]. These electrons are referred to as conduction
or valence electrons. The mass of the electron is much smaller than the mass of an ion
so the electrons move faster and the electron distribution in metals usually relaxes very
fast after even the slightest changes in the positions of the nuclei. Therefore we can in
most cases assume that the electron distribution is in the ground state of the current ion
distribution. This is known as the adiabiatic or Born-Oppenheimer approximation [14].
At low temperatures the electrons and the ions can then be treated separately and we
can assume that the position of the ions are ﬁxed. This approximation usually greatly
simpliﬁes the electronic structure calculations, but it ignores the interaction eﬀects be-
tween the dynamics of a lattice of ions and the electrons. For instance, in metals these
eﬀects become noticeable at low temperatures when the interactions of the quanta of
lattice vibrations and the electrons may give rise to superconductivity.
The electrons in valence shells of metals and semiconductors are moving in a periodic
10
potential of the lattice of charged ions. By taking the Fermi-Dirac statistics into account
and ignoring the electron-electron interactions we can analyze the movement of the semi-
classical electrons in this periodic potential. This analysis results in a remarkably good
picture for metals. The wave functions of such electrons can be shown to be Bloch waves.
Due to the periodic potential these electrons have an eﬀective mass m∗, which usually
depends on the kinetic energy of the electron. If m∗ turns out to be approximately a
constant, the problem of calculating the electronic structure is greatly simpliﬁed. This
collection of approximations is known as the eﬀective-mass theory. This model will be
used in this work to describe the electrons in the 2D electron gas. For GaAs m∗ is 0.067
times the mass of a free electron.
3.4 Electrons in 2D electron gas
An approximate condition where quantum eﬀects become non-negligible can be obtained
from the Fermi wave length λF of the electron, which is the wavelength of the mostenergetic electrons. In metals, where valence electrons are free to move in all three
spatial directions, the Fermi energy is of the order of several electronvolts. Therefore λFis very small for metals and is of the order of 0.5 nm.
For 2D electron gas in semiconductor heterostructures the Fermi wave length is larger
than that for metals. Deﬁne the coordinate system so that x and y are parallel to the
plane of 2D electron gas and z is perpendicular to this plane. The kinetic energy of the
electrons can be approximated as
Ekin =
~2
2m∗
k2x +
~2
2m∗
k2y, (3.3)
where m∗ is the eﬀective mass of the electron (approximated to be the same in both
x and y directions). Since the density of states is energy independent for 2D electron
gas, the electron density n and the Fermi energy EF are linearly related. For GaAs weget [13,15]
n = m∗EF/pi~2. (3.4)
Combining (3.3) and (3.4) we get for GaAs Fermi wavelength which is of the order of
40 nm. [15]. The corresponding Fermi energy is about 13 meV. In the particle-in-a-box
picture the energy in the conﬁned z dimension is quantized to
Ez(ni) =
~2pi2n2i
2m∗d2
, (3.5)
where ni = 1, 2, 3, ... and d is the thickness of the layer. This energy corresponds to theenergy levels in the inﬁnite quantum well. For a 10 nm thick layer of GaAs, Ez(1) '
50 meV showing that there are no excitations in the z direction if the layer is thin
enough. Since the Fermi wave length is of the order of the size of the quantum dot,
quantum mechanics must be applied to obtain the correct physical description of the
droplets of charge in these structures.
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Chapter 4
VARIATIONAL QUANTUM
MONTE CARLO METHOD
The expectation values of quantum mechanical observables can be calculated from the
state vector Ψ using the equation
〈Oˆ〉 = 〈Ψ|Oˆ|Ψ〉〈Ψ|Ψ〉 , (4.1)
where Oˆ is the operator which corresponds to the observable in question. The varia-
tional principle states that for an arbitrary state vector Ψ′ the expectation value for the
Hamiltonian operator is always greater than or equal to that for the ground state Ψ0.Denoting E as the energy eigenvalue of the ground state
E ≤ E′ = 〈Ψ
′|Hˆ|Ψ′〉
〈Ψ′|Ψ′〉 . (4.2)
The inner product in the equation (4.1) is an integral in the 3N -dimensional space of the
wave function. The convergence of the conventional numerical integration schemes like
the trapezoidal rule and the Simpson's rule strongly depends on the dimensionality of
the integration space. In two-dimensional or three-dimensional space these schemes work
well and give accurate results, but the convergence becomes increasingly slow in higher
space dimensions which renders these methods unusable to evaluate the integrals in equa-
tion (4.1). It can be shown that in high-dimensional spaces the Monte Carlo method is a
more eﬃcient means for estimating the integrals. The Monte Carlo method is a collection
of techniques which utilize statistical random sampling to get approximate solutions of
mathematical problems [16,17]. It can be applied to the numerical integration of the in-
tegrals in the equation (4.1). Unlike the conventional numerical integration quadratures,
the Monte Carlo method converges at the same rate in any dimension. Therefore it is
well suited for the calculation of high-dimensional integrals in the equation (4.1). This
numerical integration technique combined with the variational principle (formula (4.2))
is the basis of the variational quantum Monte Carlo method.
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The variational quantum Monte Carlo method (VMC) [16] is a computational approach
for approximating the many-body wave function Ψ and the associated eigenvalues. A
trial wave function Ψ′ is chosen with a set of parameters that can be adjusted so that E′
in the formula (4.2) is minimized. E′ is approximated by using statistical sampling in the
numerical evaluation of the 3N -dimensional integrals. The result of this minimization
is then taken as the approximation for the true ground-state wave function Ψ with the
associated energy eigenvalue E. In many-body physics the success of this approach
depends on the choice of the trial wave functions and the parametrization. However the
variational principle (4.2) guarantees that the approximation of the ground-state energy
E′ cannot be less than the true ground state energy E.
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Chapter 5
DENSITY-FUNCTIONAL
APPROACH
The density-functional theory (DFT) for the solution of many-body problems in physics
and chemistry was in its earliest form proposed by Hohenberg, Kohn and Sham in the
1960's [18, 19]. It is based on the mean-ﬁeld approach, i.e., electrons are considered one
at a time in the one-particle picture and the eﬀect of the other electrons is averaged
out and included in an eﬀective potential felt by each electron. This leads to Kohn-
Sham equations which include an eﬀective one-particle Schrödinger equation and rules
on calculating the electron density and the eﬀective potential.
The density-functional theory has turned out to be one of the most successful computa-
tional methods in condensed-matter physics. It can predict the electronic structures of
atoms, molecules, solids, and semiconductors with good accuracy. It is also applicable to
time-dependent systems within the framework of the time-dependent density-functional
theory (TDDFT). The DFT is an especially powerful method when dealing with large
systems of tens or hundreds of particles. For his pioneering work with DFT, Walter Kohn
was awarded the Nobel price in chemistry in 1998.
The cornerstone of the density-functional theory is the Hohenberg-Kohn theorem [18],
which states that even if the wave function is 3N -dimensional, the ground-state properties
of the system are determined by the particle density alone. This is a remarkable simpli-
ﬁcation since the ground-state properties can, in principle, be calculated using the much
simpler three-dimensional particle density instead of the complicated 3N -dimensional
wave function. Later, the density-functional theory has been extended to excited states
for which a generalization of the Hohenberg-Kohn theorem can be introduced [20].
5.1 Spin-density-functional theory
The original density-functional theory did not take into account the eﬀects of a non-zero
spin-polarization and currents induced by e.g. an external magnetic ﬁeld. In open-shell
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atoms, ferromagnetic systems, and systems in an external magnetic ﬁeld there are ﬁnite
spin and current densities in the ground state of the system. Through the work by
Gunnarsson and Lundqvist and that by von Barth, the density-functional theory was
generalized for systems with non-zero spin-polarization in the spin-density-functional
theory (SDFT) [21, 22]. Later, however, it was shown that the potentials in this theory
are not necessarily unique functionals of the spin densities [23, 24]. As a consequence
there exists no extension of the Hohenberg-Kohn theorem in the SDFT, which casts
a shadow on the generality of this theory. Despite this weakness the SDFT has been
successfully applied to systems exhibiting broken spin symmetry.
The Hamiltonian for a system of N non-relativistic electrons moving in the scalar poten-
tial Vext and vector potential A can be written in the eﬀective-mass theory as 1
H =
1
2m∗
N∑
i=1
[−i~∇i + eA(ri)]2 + 12
1
4pi
∑
i 6=j
e2
|ri − rj | +
N∑
i=1
Vext(ri). (5.1)
From this, the self-consistent Kohn-Sham equations can be derived. They include the
Poisson equation for the solution of the Hartree potential VH, i.e. the Coulomb potentialfor the electronic charge density n,
∇2VH = −n

, (5.2)
where  is the dielectric constant of the medium. Moreover, the equation for spin densities
is
nσ(r) =
Nσ∑
i
|ψi,σ(r)|2, (5.3)
where σ =↑, ↓ is the spin index, Nσ is the number of electrons in the spin direction σ and
ψi,σ's are the one-particle wave functions. The summation is over the Nσ lowest states inenergy. Finally, the Schrödinger equation for one-particle wave functions of the system{
1
2m∗
[p+ eA(r)]2 + Veff,σ(r)
}
ψi,σ = i,σψi,σ. (5.4)
The eﬀective scalar potential
Veff,σ(r) = Vext(r) + VH(r) + Vxc,σ(r) + VZ (5.5)
consists of the external scalar potential Vext, Hartree potential VH, the exchange-cor-relation potential Vxc and the Zeeman-term VZ = g∗µBBsσ, where µB is the Bohrmagneton, sσ = ±1/2, B is the magnetic ﬁeld and g∗ is the gyromagnetic ratio. TheHartree potential contains a spurious Coulomb self-interaction potential of each electron
with itself. This spurious potential is partially removed by the self-interaction part
of the exchange-correlation potential. In the calculations usually more than N states
are solved by introducing an occupation number for each state of the system. This
allows calculations at ﬁnite temperature. In the case of electrons and other fermions the
occupation numbers are between 0 and 1, and they are obtained from the Fermi-Dirac
distribution.
1The equations are given in SI-units. e = +1.602 · 10−19C is the (absolute) charge of electron.
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The Kohn-Sham equations are usually solved by minimizing the total energy functional
directly or by a self-consistent iteration procedure. The iterations start with an initial
guess for the eﬀective potential for which the one-particle states of the system are solved.
Then the electron densities are calculated using the equation (5.3) and a new eﬀective
potential is calculated using the equations (5.2) and (5.5). This procedure is repeated
until a converged self-consistent solution for the Kohn-Sham equations is obtained.
5.1.1 Exchange-Correlation functional
The SDFT ignores eﬀects of currents induced into the system by the external magnetic
ﬁeld B. Therefore, Vxc depends only on the spin densities. In general the exchange-correlation potential Vxc depends on the symmetries of the system. In the absence ofa recipe on how to choose this Vxc in the actual calculations Vxc is usually taken asthe exchange-correlation potential of the uniform electron-gas. In the local spin-density
approximation (LSDA) Vxc is taken to be a local function of the spin densities,
Vxc,σ(n↑(r), n↓(r)) =
∂(nexc(n↑(r), n↓(r)))
∂nσ(r).
, (5.6)
where n↑ and n↓ are the spin-up and spin-down densities, respectively, and exc(n↑, n↓) isthe exchange-correlation energy per electron in the homogeneous electron gas. The total
exchange correlation energy in the LSDA is then
Exc =
∫
exc(r)n(r)dr. (5.7)
Tanatar and Ceperley performed diﬀusion quantum Monte Carlo simulations for the 2D
electron gas and obtained a functional for exc that has been widely used [25]. Deﬁningpolarization ξ = (n↑ − n↓)/n and x = √m∗e/[~(pin)1/4], the functional is written as
eTCxc = ex(x, ξ) + ec(x, ξ) =
me4
2~2
[
1 + ξ2
x4
− 4
√
2
3pix2
[
(1 + ξ)3/2 + (1− ξ)3/2
]]
+ ec(x, ξ),
(5.8)
ec(x, ξ) = a0
1 + a1x
1 + a1x+ a2x2 + a3x3
, (5.9)
where ai(ξ)'s are ξ-dependent parameters, and ex and ec are the exchange and correla-tion parts of the energy, respectively2. Tanatar and Ceperley performed Monte Carlo
calculations only for spin-compensated (ξ = 0) and spin-polarized (ξ = 1) systems [25].
For the correlation potential in intermediate polarizations the Tanatar-Ceperley data is
often used with the exchange-like interpolation [26]
ec(x, ξ) = ec(x, ξ = 0) +
(1 + ξ)3/2 + (1− ξ)3/2 − 2
23/2 − 2 [ec(x, ξ = 1)− ec(x, ξ = 0)]. (5.10)
2The exchange-correlation energy is in SI-units. The numerical value for a0 (not given here) depends
on the chosen system of units. Tanatar and Ceperley used in their work Rydbergs for the unit energy
and Bohr radius for the unit of length.
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Recently, Attaccalite, Moroni, Gori-Giorgi, and Bachelet made ﬁxed-node diﬀusion quan-
tum Monte Carlo calculations for the 2D electron gas with improved accuracy and pro-
posed a new analytic representation of the correlation energy [27, 28]. The exchange-
correlation energy reads now as
exc(rs, ξ) = ex(rs, ξ) + (e−βrs − 1)e(6)x (rs, ξ) + α0(rs) + α1(rs)ξ2 + α2(rs)ξ4. (5.11)
The exchange energy ex is the same as in the equation (5.8) and rs = m∗e2/(√pin~2) is
the dimensionless density parameter. In the equation (5.11), e(6)x contains the terms ofthe Taylor expansion of ex with respect to ξ at ξ = 0 which are beyond the fourth orderin ξ, α's are density dependent functions of the generalized Perdew-Wang form [29], and
β = 1.3386. Compared to the work by Tanatar and Ceperley there are a number of
improvements in the numerical calculations. For instance, so called backﬂow correlations
in many-body wave functions have been included, and inﬁnite size extrapolations have
been performed in the Monte Carlo data.
5.2 Current-spin-density-functional theory
In the spin-density-functional theory the exchange-correlation potentials do not depend
on the currents induced into the system. The eﬀect of these currents on the exchange-
correlation energy is non-negligible if the applied magnetic ﬁeld is large. To overcome
this problem Vignale and Rasolt presented the current-spin-density-functional theory for
electronic systems in arbitrary strong magnetic ﬁelds in 1988 [30].
5.2.1 Kohn-Sham equations
Consider a 2D system of electrons in the eﬀective-mass theory. The electrons are mov-
ing in an external scalar potential Vext,σ(r) and a homogeneous external magnetic ﬁeldperpendicular to the movement of the electrons. A set of self-consistent single-particle
equations can be derived in the CSDFT. In the SI-units they can be written as(
1
2m∗
[−i~∇+ e[A(r) +Axc,σ(r)]]2 + e
2
2m∗
[A2(r)− [A(r) +Axc,σ(r)]2]
+Vext,σ(r) + VH(r) + Vxc,σ(r)
)
ψi,σ(r) = i,σψi,σ(r), (5.12)
where σ is the spin index, i is the state index, Vxc,σ is the exchange-correlation scalarpotential, VH is the Hartree potential, A is the vector potential of the external magneticﬁeld, Axc,σ is the exchange-correlation vector potential, ψi,σ are the one-particle wavefunctions and i,σ are the corresponding energy eigenvalues. The Zeeman term VZ canbe included in the external scalar potential (see section 5.1.1). By collecting the scalar
terms in the brackets in the equation (5.12), the eﬀective scalar potential can be deﬁned
as
Veff,σ =
e2
2m∗
[A2(r)− [A(r) +Axc,σ(r)]2] + Vσ(r) + VH(r) + Vxc,σ(r) + VZ. (5.13)
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Quantity Before transformation After transformation
Vector potential A(r) A(r)−∇Λ(r)
Eﬀective scalar potential Veff,σ(r) Veff,σ(r)Exchange and correlation energy exc,σ(r) exc,σ(r)One-particle wave functions ψi,σ(r) exp(ieΛ/~)ψi,σ(r)Spin density nσ(r) nσ(r)Paramagnetic current density jp(r) jp(r) + en(r)∇Λ(r)/m∗Physical current density j(r) j(r)
Total energy Etot Etot
Table 5.1: Transformation of self-consistent quantities in the CSDFT when another gauge
is used for the vector potential. The physical observables are gauge invariant.
The generalized Hohenberg-Kohn theorem [30] can be formulated using the paramagnetic
current density deﬁned as
jp(r) =
∑
i,σ
− i~
2m∗
{
ψ†σ,i∇ψσ,i − ψσ,i∇ψ†σ,i
}
. (5.14)
The physical current density j is related to the paramagnetic current density jp by theequation
j(r) = jp(r) +
e
m∗
n(r)A(r). (5.15)
The generalized Hohenberg-Kohn theorem now states that in the CSDFT the ground
state is uniquely determined by the paramagnetic current density and the spin densi-
ties. Therefore the CSDFT is constructed using the paramagnetic current density in
the exchange-correlation energy functional. The ground state, however, is not a unique
functional of the physical current density. The consequences of this problem are not yet
fully understood [24].
5.2.2 Gauge invariance
The vector potential is chosen so that it corresponds to the external magnetic ﬁeld B via
the relation B(r) = ∇×A(r). A widely used form for the vector potential corresponding
to the uniform magnetic ﬁeld along the z-axis is A(r) = 12B(−yi + xj). This is notthe unique solution for the vector potential. It can be shown that the magnetic ﬁeld is
invariant under the gauge transformation deﬁned as A(r) → A(r) −∇Λ(r), where Λ is
an arbitrary function. Therefore the physical measurable quantities should not depend
on the chosen gauge if the theory is physically sound. In table 5.2.2 the transformations
of the quantities in the CSDFT are shown. It should be noted that the paramagnetic
current density jp is not invariant. The physical current density on the other handis gauge invariant as well as the other observable quantities, the total energy and the
particle densities. This means that the CSDFT satisﬁes the gauge invariance.
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5.2.3 Exchange-correlation functional in ﬁnite magnetic ﬁeld
In the CSDFT exc is a functional of n, ξ and jp. It can be shown [30] that in the lowestorder local approximation the exchange-correlation energy density is a local function of
the electron density, the polarization and a quantity called vorticity, which is deﬁned as
z-component of ∇× (jp/n), i.e.
γ = ∇× jp(r)
n(r)
∣∣∣∣
z
. (5.16)
Then, explicitly, exc = exc(n(r), ξ(r), γ(r)). The exchange-correlation scalar potential
Vxc is obtained in the local approximation by calculating the functional derivative
Vxc,σ(n↑, n↓, γ) =
∂(nexc)
∂nσ.
(5.17)
The exchange-correlation vector potential Axc depends on the derivative of the exc withrespect to the vorticity. The x and y components of the Axc are
Axc,x =
1
n
∂
∂y
∂(nexc)
∂γ
, (5.18)
Axc,y = − 1
n
∂
∂x
∂(nexc)
∂γ
. (5.19)
Therefore, the contribution of the exchange-correlation energy to the total energy de-
pends on the value of exc at the given spin densities and vorticity and its derivatives withrespect to both spin densities and the vorticity.
The accuracy of the CSDFT depends strongly on a suitable choice of the exchange-
correlation functional. The exact form for this is not known and a poor choice for exccan lead to signiﬁcant errors in the results. Approximate forms can be obtained by using
the simulation data for the homogeneous 2D electron gas. If the eﬀect of currents can be
assumed small the exchange-correlation vector potential Axc can be neglected and theKohn-Sham equations of the CSDFT reduce to those of the SDFT. Therefore the limit
of exc in zero-ﬁeld can be taken as the exchange-correlation functional of the 2D electrongas in the zero ﬁeld (see section 5.1).
The vorticity dependence in the high magnetic ﬁeld-limit can be obtained using the
results by Levesque, Weis, and MacDonald [31].
eLWMxc (n, γ) = −0.782133
√
2pin
(
1− 0.211ν0.74 + 0.012ν1.7) , (5.20)
where ν = 2pin/γ is the Landau-level ﬁlling factor3. Data for the totally polarized 2D
electron gas in magnetic ﬁelds can be found in the works by Fano and Ortolani [32],
and by Price and Das Sarma [33]. Several interpolation schemes between the high and
low vorticity values have been suggested [3436]. Ferconi and Vignale applied a Padé
3Eﬀective atomic units (see section 6.3) are used in this section for easier comparison with the original
papers.
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approximant, ﬁtting the high γ limit by Levesque and coworkers to the zero magnetic
ﬁeld functionals [37], i.e.,
ePADExc (n, ξ, ν) = (e
LWM
xc (n, ν) + ν
4eB=0xc (n, ξ))/(1 + ν
4), (5.21)
Koskinen and coworkers ﬁtted their functionals to the data by Fano and Ortolani and
used the following formula for the interpolation to the zero-ﬁeld limit [36]
eKxc(n, ξ, ν) = −0.782
√
2pine−f(ν) + eB=0xc (n, ξ)(1− e−f(ν)), (5.22)
where f(ν) = 1.5ν+7ν4. These interpolation forms diﬀer especially in the region where ν
is of the order of 1. This is because simulation data for the 2D electron gas in this region
is scarce and data for the partially polarized 2D electron gas is missing. This hampers
the establishing of accurate interpolation forms between the low and high magnetic ﬁeld
limits.
5.3 Symmetry breaking
According to quantum mechanics, the wave function of the system should reﬂect the
symmetries of the Hamiltonian. Therefore the electron density in the rotationally sym-
metric potential should also be rotationally symmetric. Jahn and Teller, however, found
out in an early work in molecular systems that rotational symmetry can be broken [38].
Their conclusion is the Jahn-Teller theorem which states that any non-linear molecular
system in a degenerate electronic state will be unstable and will undergo distortion to
form a system of a lower symmetry and reduce energy by removing the degeneracy.
Similar solutions that break rotational symmetry both in the particle and spin densities
can be found in the density-functional studies of quantum dot systems. An on-going
discussion is whether they are artifacts of the mean-ﬁeld theory or if they have a special
meaning. Reimann and Manninen pointed out that symmetry-breaking solutions can be
rotated by an arbitrary angle and the solution is still an equivalent solution. Therefore,
the symmetry-violating solution can be considered as an intrinsic state of the system [39].
Symmetry-breaking solutions arise in the density-functional studies of quantum dot sys-
tems in a wide variety of contexts. Quantum dots in parabolic conﬁnement potentials
show spin-density wave (SDW) and charge-density wave (CDW) type solutions. They
can be found especially in high magnetic ﬁelds. In the spin-density-functional studies
of double-dot systems, the breaking of the spin symmetry leads to the lowering of the
total energy and the solution is closer to the exact energy than that of the symmetry-
preserving density-functional solution. Therefore, this symmetry-breaking solution re-
ﬂects the many-body properties of the inaccessible many-body wave function.
Broken rotational symmetry in the spin densities can also be found to arise due to
the mixing of states of diﬀerent total spin (S) and the total angular momentum (L)
quantum numbers. Only the z-component of the total spin can be speciﬁed in the local
approximations in the density-functional theories. The total spin is an unknown quantity
in these formalisms. According to Hirose and Wingreen [40] the solution of the Kohn-
Sham equations is a state which is a mixture of several eigenstates corresponding to
diﬀerent S and L quantum numbers and the resulting spin densities break the rotational
symmetry of the problem.
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Chapter 6
NUMERICAL METHODS
6.1 Real space approach
The density-functional theories can be formulated in real space or in momentum space
(k-space). For actual calculations with computers the chosen space must be discretized
using a ﬁnite set of points to represent the wave function and other quantities. In the
real-space formulation the values of functions are directly given in the real space grid
points. In the momentum space formulation the values correspond to the amplitudes
of the plane-wave components, which are eigenfunctions of the momentum operator for
zero potential. Fourier transformations can be used to transform the momentum space
values to real-space values and the other way round. In the actual calculations this is
done using the Fast Fourier Transformation (FFT) algorithm.
In the momentum-space representation the plane-wave components are periodic functions
eiki·r in real space. Therefore, only periodic functions can be represented using this basis.
In consequence, the system in the calculations is an inﬁnite lattice. If the actual system
is ﬁnite, this may cause inaccuracy in the calculations. The real-space representation is
more ﬂexible as it allows a free selection of the boundary conditions at the edges of the
calculation region. Finite systems can therefore be easily modeled by setting the wave
function to zero at the boundaries.
The solution of the discretized Kohn-Sham equations in real space is the most time
consuming part of the density-functional calculations. For a review of real space solving
techniques in density-functional theories see e.g. reference [41]. In the ﬁnite diﬀerence
method (FD) the derivatives in the Kohn-Sham equations are converted to diﬀerence
operators. The discretizations used in the present electronic structure calculations are
of the 4th order in the grid spacing. Therefore they are suﬃciently accurate to be
used in grids of reasonable sizes. The Kohn-Sham Schrödinger equation then becomes a
discretized eigenproblem
Hu = λBu, (6.1)
where H and B are matrix operators, u is the solution vector and λ is the energy
eigenvalue. A similar discretization can be made for the Poisson equation (equation
(5.2)) or VH can be directly calculated using numerical integration.
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The discretized kinetic energy operator (∇2-operator) usually underestimates the true
kinetic energy [41]. Therefore the total kinetic energy is lower than that at the limit
of the inﬁnitely ﬁne grid. Consequently the variational principle (4.2) is lost. In the
plane wave methods this does not occur because the plane waves are eigenstates of
the kinetic energy operator. To estimate the error in the real space calculations it is
usually necessary to perform the same calculation with diﬀerent grid sizes and then
extrapolate the results to an inﬁnite grid size by using e.g. Richardson extrapolation [42].
This usually leads to a fairly good error estimate. There are propositions for diﬀerence
operators which give an upper bound estimate of the derivative and thus preserve the
variational principle [43]. However, in the tests such schemes are found to be less accurate
compared to the conventional ﬁnite-diﬀerence methods [44].
6.2 Rayleigh quotient multigrid method
Elementary solvers for the equation (6.1) use relaxation iteration algorithms or the
conjugate-gradient method. These methods are very uneconomical if high accuracy of
the solution is pursued. More advanced solvers in real space are based on the multigrid
approach. The main idea of the multigrid approach is to use simple relaxation methods,
such as the Jacobi iteration or the Gauss-Seidel iteration, in grids of ﬁne and coarse spac-
ing [45]. The Gauss-Seidel iteration is a simple iteration method and uses only the data
of the near lying grid points so that the propagation of the information from one side of
the grid to the other takes a large number of iterations in the ﬁne grids. This leads to the
critical slowing down phenomenon (see ﬁgure 6.1). Relaxation iteration methods in the
ﬁne grid quickly eliminate the high-frequency (short wavelength) part of the error but
the convergence is very slow for the low-frequency components. The problem is overcome
by using several grids with diﬀerent grid spacings. The low-frequency part of the error
is eliminated by projecting the solution of the ﬁne grid to a coarse grid and performing
relaxation iterations in this grid. Since the grid spacing is now larger, the low-frequency
part of the error in the ﬁne grid has a relatively higher frequency in the coarse grid and
the error can now be eliminated using the Gauss-Seidel iteration. Interpolation schemes
are used to inject the solution back to the ﬁne grid to correct again for the high-frequency
part of the error. Successive iterations in the diﬀerent grids lead to an accurate solution
in a fraction of computer time that is needed for the conjugate-gradients methods. It
is also possible to reﬁne the grid in the regions where greater accuracy is needed. The
multigrid solvers are also suitable for parallel computing, which makes them powerful
computational tools.
In this work the Rayleigh quotient multigrid (RQMG) solver was used for the solution
of the discretized Kohn-Sham Schrödinger equation [46]. It uses the variational principle
(4.2), which states that the true solution of the discretized eigenproblem of the equation
(6.1) is obtained by minimizing the Rayleigh quotient,
〈u|H|u〉
〈u|B|u〉 . (6.2)
RQMG was originally developed to ﬁnd the lowest eigenenergy and the ensuing eigen-
function [47], but the method has been extended to the simultaneous solution of several
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Figure 6.1: Critical slowing down of the Gauss-Seidel relaxation iteration. a) In the
ﬁne grid Gauss-Seidel iteration removes the high-frequency component of the error fast
but leaves the low-frequency part of the error nearly intact. The main contributing
component of the error has a periodicity of about 24 grid spacings in the picture on the
right hand side. b) If the coarse grid is used for the same problem the low frequency part
of the error has a periodicity of about 8 grid spacings only and the Gauss-Seidel method
eliminates the error fast. Combination of iterations in the coarse and ﬁne grids leads to
fast convergence and good accuracy.
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lowest eigenstates [46]. In the calculations all the states below the Fermi level and a
few states above the Fermi level are solved using the RQMG solver. This allows a ﬁ-
nite temperature to be applied to the system in order to stabilize the self-consistency
iteration.
6.3 Eﬀective atomic units
The eﬀective-mass approximation leads to new natural units of physical quantities, which
simpliﬁes the formulas in the numerical work. Setting the eﬀective mass m∗ = 1 and the
dielectric constant of the medium  = 1, Plancks constant ~ = 1 and the absolute charge
of the electron e = 1 in the CGS-unit system, we get the eﬀective atomic units. Then the
units of length, energy and magnetic ﬁeld change according to the following formulae.
If the Bohr radius is denoted by aB = ~2/(me2) = 0.529 × 10−10 m and the unit ofenergy, Hartree, is Ha = ~2/(mee2) = 27.2116 eV, then the eﬀective unit of length is
a∗B = aB/m
∗ and the eﬀective unit of energy is Ha∗ = m∗/2 Ha. For GaAs  = 12.40and m∗ = 0.067me, so that a∗B ≈ 9.79 nm and Ha∗ = 3.622×10−4 Ha. Therefore typicalenergies of electrons moving in GaAs lattice are of the order of meVs.
The unit of time is mea∗B/~ = 2.4189× 10−17s, which gives c = 137.036 for the velocityof light. For the unit of eﬀective magnetic ﬂux density the conversion formula
1T = 4.254× 10−62/(m∗)2 T∗ (6.3)
can be derived using the fact that the unit of B2r2e2/m∗ is the unit of energy, where r is
the distance. In the CGS-units the velocity is scaled with c (see [48], Appendix A). and
the above energy is written as B2r2e2/m∗c2. c is incorporated in the deﬁnition of T ∗ in
(6.3). The coupling of the electron spin to the external magnetic ﬁeld gives rise to the
Zeeman energy. In eﬀective atomic units the Zeeman energy is EZ = 12g∗sσB(T ∗)m∗ Ha∗,where sσ = ±1/2 and g∗ = −0.44 is the gyromagnetic ratio in GaAs [49].
Eﬀective atomic units are used in the numerical calculations in this work and the results
will often be given in those units.
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Chapter 7
PHYSICAL PHENOMENA IN
QUANTUM DOT SYSTEMS
In this work physical phenomena in quantum dot systems are studied theoretically using
the computational approaches presented in the previous chapters. The systems under
consideration are quantum dots in the heterostructure of the GaAs/AlGaAs interface.
The model for such quantum dots is the system of interacting electrons in the eﬀective-
mass approximation. The electron energies are assumed to be so small that no excited
states in the conﬁned z-direction are possible (i.e. n = 1 in the equation (3.5)). Therefore
the system is approximated to be two-dimensional.
In lateral quantum dots electrons are conﬁned into the dot by the electric ﬁeld of the
external gate electrodes. This is modeled by using a parabolic potential
Vext(r) =
1
2
m∗ω20r
2, (7.1)
where r2 = x2+y2 and ~ω0 is the conﬁnement strength. In the etched (vertical) quantumdots the conﬁnement of the electrons is due to the edges of the dot. This is modeled
using an inﬁnite potential well potential, where
Vext(x, y) =
{
0, in the dot
∞, elsewhere. (7.2)
In this work the focus will be on the eﬀects of geometry on the electronic structure of the
quantum dots, the formation of the Wigner molecules in the weak conﬁnement limit, and
the eﬀects of the magnetic ﬁeld on quantum dot systems. An overview of the electronic
structure calculations of SNS-junctions is also presented.
7.1 Eﬀects of geometry in rectangular quantum dots
The electronic structure of square-shaped quantum dots has been previously studied the-
oretically by Bryant by using the conﬁguration interaction method [50] and by Akbar
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and Lee by using the spin-density-functional theory [51]. The theoretical considerations
are in this work generalized to allow arbitrary rectangular form in paper IV. In experi-
ments these have been realized by Austing et. al who applied electron-beam lithography
with etching techniques on a double barrier heterostructure to form rectangular mesas
of vertical quantum dots [52].
In the rectangular quantum dot the deformation parameter is deﬁned as the ratio between
the side lengths of the rectangle β = Lx/Ly. An inﬁnite hard-wall potential is chosen todescribe the external conﬁnement of the electrons
Vext(x, y) =
{
0, 0 ≤ x ≤ βL, 0 ≤ y ≤ L
∞, elsewhere. (7.3)
The single electron states in a two-dimensional rectangular box can be written as
ψnx,ny =
2
L
√
β
sin(
nxpix
βL
) sin(
nypiy
L
), (7.4)
where nx = 1, 2, 3, ... and ny = 1, 2, 3, ... are quantum numbers which label the eigen-functions. The eigenenergies of these states are
Enx,ny =
~2pi2
2L2
(
n2x
β2
+ n2y
)
. (7.5)
In the non-interacting electron picture at zero temperature the lowest single electron
states are occupied by one spin up and down electrons.
Calculations using the spin-density-functional theory (SDFT) have been performed in
paper IV to determine the total energies of the rectangular quantum dots with diﬀerent
deformation parameters for up to 16 electrons. The results have also been obtained
using the variational quantum Monte Carlo (VMC) method. The chemical potentials are
calculated from the deﬁnition
µ(N) = E(N)− E(N − 1), (7.6)
where E(N) is the total energy for a system of N electrons. The addition energies are
then deﬁned as µ(N + 1)− µ(N) which in terms of the total energies can be written as
E(N − 1)− 2E(N) + E(N + 1).
For the square quantum dot (β = 1) the computational results are in good agreement
with those by Akbar and Lee [51]. In that case the addition energies are higher for
the 'magic numbers' N = 2, 6, 8, 12, ... which correspond to closed shells (see ﬁgure 7.1
for explanation of the magic numbers). It turns out that the addition energies are
very sensitive to the deformation parameter. E.g. the peak at N = 8 vanishes rapidly
as the deformation parameter increases to β = 1.2. The results have been compared
to experiments by Austing and coworkers [52]. The comparison is, however, diﬃcult
because of irregularities in the experimental dots and uncertainty in the deformation
parameter. In spite of these problems similarities in the addition energy spectra can be
found between the calculations and the experiments. The hard-wall potential (equation
(7.3)) has been found to be a slightly better approximation than the elliptical potential
described in the paper by Austing et al..
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The non-interacting electron picture determines the general electronic structure of rect-
angular quantum dots. The eﬀect of electron-electron interactions has been studied using
the SDFT and the VMC methods. The evolution of the ground-state spin S has been
calculated as a function of the deformation parameter and the number of electrons. Par-
tial polarizations have been found close to every degenerate point in the single electron
spectrum which is in accord with Hund's rule. Spin-density-wave (SDW) -like solutions,
which are mixtures of several paramagnetic states having S = 0 but diﬀerent Sz, havebeen found close to the points where transition to spin-polarized S = 1 state takes place.
The interpretation of these states is that breaking the internal spin symmetry lowers the
total energy and keeps the quantum dot in the paramagnetic S = 0 state.
The SDFT was also used to study the quasi one-dimensional limit (Lx  Ly) whichcorresponds to a quantum-wire-like system. From the equation (7.5) one can see, that
the second term of this expression, which corresponds to the energy of the the 2D-wave
component in the squeezed direction, becomes very large in comparison to the component
parallel to the long side of the rectangle. Therefore the lowest one-electron states in
energy are the states (nx, 1). In the low density limit the system exists in a SDW-likestate with N peaks. This corresponds to a Wigner molecule like electron density in
which the electrons are localized on the 1D lattice sites [53]. In higher densities the
spin densities start to overlap more and ﬁnally there is a transition to a spin symmetric
charge-density wave (CDW) state with N/2 peaks. In this solution the electrons occupy
delocalized one-electron states with one spin up and one spin down electron in each
occupied state. The general behavior has been found out to be rather insensitive to the
number of electrons in the system.
7.2 Wigner-molecule formation
The low density limit of the electron gas was considered by Wigner in 1934 [53]. He
pointed out that if electrons had no kinetic energy, they would localize in conﬁgurations
which correspond to the absolute minima of the potential energy. These conﬁgurations
are close-packed lattice conﬁgurations of classical electrons known as Wigner crystals. In
the electron gas the onset of a transition to a Wigner crystal happens already in ﬁnite
kinetic energies and ﬁnite densities when the potential energy of the electron-electron
interactions begins to dominate the kinetic energy. Quantum Monte Carlo simulations
predict [54] that in the 3D electron gas the Wigner crystallization occurs in density for
which rs = 100 ± 20, where the dimensionless parameter rs is the radius of the sphere(or disc in 2D) which encloses one electron on the average.
For the 2D electron gas theory predicts a transition at rs = 1/(√pina∗B) ' 37 [25]. In theexperiments Wigner crystallization has been reported to happen in 2D electron gas at
Si-MOSFETs accumulation layers [55]. The data in these experiments present evidence
of a low temperature metal-insulator transition which is consistent with the picture of
the 2D Wigner crystallization. The transition density corresponding to rs ' 10, however,was much higher than the theory predicted. This discrepancy was attributed to disorder
in the Si samples. Perturbation calculations and Monte Carlo simulations conﬁrmed
that impurity eﬀects shift the transition in the 2D electron gas to densities which are
consistent with the experiments [56].
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Theoretical calculations show that electrons in quantum dots undergo a similar transition
at low densities. By making the external potential suﬃciently weak or the conﬁning box
large the electron-electron interactions ﬁnally localize the electrons. The resulting state is
called a Wigner molecule. Various theoretical models have been used in the calculations,
including exact diagonalization [57], quantum Monte Carlo [58], unrestricted Hartree-
Fock [59] and spin-density-functional theory [60].
In this work the low density limit and the Wigner-molecule formation was studied in
polygonal quantum dots by using the spin-density-functional theory (SDFT) in paper
V. The model potentials are triangular, square, pentagonal and hexagonal in shape with
hard-wall boundaries (equation (7.2)) The electron density is controlled by adjusting the
size of the quantum dot.
Calculations have been performed ﬁrst for the two-electron square dot and the results
have been compared with the earlier work by Creﬃeld and coworkers [57]. In the calcu-
lations the total Coulomb energy becomes increasingly more dominant over the kinetic
energy as the size of the dot is enlarged. Following Creﬃeld and coworkers, the criterion
for the onset of Wigner-molecule formation in the case of the two-electron dot has been
chosen to be the appearance of a minimum in the center of the dot. The transformation
has been found to occur at rs ' 3 and is independent of the chosen geometry. This isconsistent with the calculations by Creﬃeld and coworkers. Calculations with the SDFT
in this work show appearances of spin-density-wave (SDW) -like ground states after the
onset of the Wigner-molecule formation. In the case of triangles these appear at rs ' 3.5and for squares, pentagons and hexagons at rs ' 4.5.
The Wigner-molecule formation has also been studied in larger systems up to 12 elec-
trons in diﬀerent geometries. The calculations have been performed to ﬁnd out the
electron density at the onset of the Wigner-molecule formation, and whether it depends
on the electron density alone or if it depends on the chosen geometry and the number
of electrons. In this case, the criterion of the Wigner-molecule formation is chosen as
the appearance of as many density peaks as there are electrons in the system. The main
result of these calculations is that the Wigner-molecule formation starts at rs ' 4.0 andis largely independent of the chosen geometry and the number of electrons in the sys-
tem. This ﬁgure can be compared to the Wigner crystallization of the 2D electron gas
which, according to the simulations, occurs at rs ' 36 (or rs ' 7.5 in the presence ofimpurities). Higher transition density for the onset of Wigner-molecule formation can be
attributed to the ﬁnite size of the system. This can be explained as follows: Assume an
inﬁnite close-packed Wigner lattice of electrons in 2D electron gas. Select a ﬁnite num-
ber of electrons by putting a hard-wall box (of insulating material) around the selected
electrons. Imagine now that the negative charge of the surrounding electrons outside the
box is removed. This causes the electrons inside the box to move closer to the hard-wall
boundaries. The conﬁnement also increases the kinetic energy of the electrons in the box,
but calculations show, that the Coulomb energy dominates in this case. Therefore the
localization of the electrons is increased and the onset of Wigner-molecule formation in
a ﬁnite box happens at higher densities. When the number of selected electrons is very
large the eﬀect of surrounding electrons outside the box is negligible and the transition
density to a Wigner molecule should shift close to the transition density in 2D electron
gas. For systems consisting of up to 12 electrons we ﬁnd, however, that the transition
density is approximately constant.
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7.3 Quantum dots in a magnetic ﬁeld
The Schrödinger equation for a single electron moving in a 2D harmonic potential and
uniform magnetic ﬁeld is(
1
2m∗
[−i~∇+ eA(r)]2 + 1
2
m∗ω20r
2
)
ψ = Eψ. (7.7)
This equation can be analytically solved [61]. The resulting states are known as the
Fock-Darwin states which can be expressed using two quantum numbers n = 0, 1, 2, ...
and l = 0,±1,±2, ..., i.e. the principal quantum number and the angular momentum
quantum number, respectively. Using ωc = eB/m∗ to denote the cyclotron frequency ofthe electron the energy eigenvalues are
En,l = (2n+ |l|+ 1)~ω − ωc~l2 , (7.8)
where ω = √ω20 + (ωc/2)2. The energy levels bunch in high magnetic ﬁelds to formthe Landau-levels (see ﬁgure 7.1). This exact solution is of limited use in the electronic
structure calculations of the quantum dots because it applies only to the single-electron
quantum dot with parabolic conﬁnement. However, the Fock-Darwin states are useful in
the classiﬁcation of the one-electron states of the density-functional calculations.
In the interacting many-electron case, the Schrödinger equation cannot be solved exactly.
One of the widely used tools in the electronic structure calculations of the few-electron
systems is exact diagonalization [62]. The exact solution of the Schrödinger equation
is a state vector in a Hilbert space which has an inﬁnite set of basis vectors. In the
exact diagonalization technique, only a ﬁnite set of basis vectors is used and the solution
is calculated in this subspace. The eigenenergies obtained in this subspace obey the
variational principle. Contrary to its name, exact diagonalization does not provide an
exact solution to the many-body problem but a solution that can be made arbitrarily
accurate by making the subspace larger. Unfortunately, exact diagonalization becomes
computationally heavy as the number of particles in the system increases. With present
day computers this method is limited to systems consisting of at most 5 electrons.
In the present work the electronic structure calculations have been performed for a six-
electron quantum dot in parabolic conﬁnement with the spin-density-functional theory
(SDFT) and current-spin-density-functional theory (CSDFT). The results are compared
to variational quantum Monte Carlo results for magnetic ﬁeld up to 11 T. The qualitative
results1 for the six-electron quantum dot in high magnetic ﬁelds are shown in ﬁgures 7.2
and 7.3. The ﬁgure 7.2 shows the evolution of the electron density and the ﬁgure 7.3
shows the physical current density at 18 T. Similar vortices were found by Reimann and
coworkers in the CSDFT calculations using the plane-wave approach [63]. There is a
formation of a symmetric ﬂat electron density with sharp edges at about 4.8 T. This is
known as the maximum density droplet (MDD) and is totally spin polarized, with the
z component of the total spin Sz = 3. The one-electron states n = 0, l = 0, 1, 2, ..., 5are occupied in the MDD state giving the z-component of the total angular momentum
Lz = 15. After the MDD state at about 10 T there is a charge density wave (CDW)
1These results are unpublished.
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Figure 7.1: Fock-Darwin states for a single electron moving in a 2D harmonic potential
and a uniform magnetic ﬁeld perpendicular to the plane. Only the ﬁrst 18 levels which
are the lowest lying levels at B = 0 are shown. The energy levels bunch in high magnetic
ﬁelds to form the lowest Landau-level (solid line) for the n = 0, m = 0, 1, 2, ... , the second
Landau-level (dash-dotted line) for the n = 0, m = −1 and n = 1, m = 0, 1, 2, ... and
the higher Landau-levels (dashed and dotted lines). The ﬁgure also explains the magic
numbers in the addition energy spectrum of the 2D quantum dots. In zero magnetic ﬁeld
the lowest one-electron state has the degeneracy of 1. The second lowest state is ~ω0higher in energy and has the degeneracy of 2 and so on. If we assume that each state
can occupy one-spin up and one spin-down electron, we get closed shells at the electron
numbers 2, 6, 12, 20, .... This can be compared to the magic numbers for electrons in 3D
harmonic potential 2, 10, 18, ..., which are the atomic numbers of noble gas atoms.
30
solution with six peaks which breaks the rotational symmetry. Numerically calculated
Lz for the CDW solution gets a fractional value and increases as the magnetic ﬁeld isincreased. In very high magnetic ﬁelds vortices start to form in the quantum dot. There
is a jump in the Lz when the number of vortices increases. The Lz is increased to about40 at 20 T. Calculations show that the vortex structure is sensitive to variations in the
strength of the conﬁning potential.
A double dot 'hydrogen molecule' system in a magnetic ﬁeld has been studied in paper
I. The inter-dot distance has been chosen to be 2.73 a∗B and the conﬁnement strength ofthe two dots are ~ω0 = 3 meV. The ground states of the double dot with the total spinS=0 (singlet) and S=1 (triplet) provide a possible realization for a cubit of the quantum
computer [64]. The model potential has been chosen to be a quartic potential
Vext(x, y) =
m∗ω20
2
[
1
4a2
(x2 − a2)2 + y2
]
, (7.9)
where the centres of the dots are at x = ±a . The inter-dot distance d = 2a. The
singlet-triplet energy separation has been calculated with the CSDFT as a function of
magnetic ﬁeld up to 6 T. The exchange-correlation energy exc has been chosen to bethe Padé approximant (5.21) and the Tanatar-Ceperley functionals (5.8) are used for the
zero-ﬁeld limits of exc. The evolution of the electron density is shown in the ﬁgure 7.4and the singlet-triplet separation is shown in the ﬁgure 7.5. The ﬁrst transition from
triplet state to singlet state has been found to be at about 1.4 T. A similar system
has been considered by A. Harju and coworkers by using direct diagonalization of the
Hamiltonian. They found the ﬁrst transition at 1.25 T which agrees quite well with
the CSDFT calculations. The Hund-Mulliken and Heitler-London approximations give
transition magnetic ﬁeld which are in qualitative agreement with the CSDFT results [64].
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Figure 7.2: Electron density of a six-electron quantum dot in high magnetic ﬁelds. The
conﬁnement is parabolic with ~ω0 = 5meV. The ﬂat electron density is a characteristicof the maximum density droplet (MDD) solution at 6 T. At 10 T a charge-density-wave
(CDW) solution appears. In high magnetic ﬁelds vortices start to form in the dot. The
physical current density in the case of 4-vortex solution is shown in the ﬁgure 7.3.
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Figure 7.3: Physical current density in a 6-electron dot at 18 T. The conﬁnement is
parabolic with ~ω0 = 5meV. The picture shows four vortices around which the currentis circulating.
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Figure 7.4: Evolution of the electron density of the double dot system. The inter-dot
distance is 2.73 a∗B and the conﬁnement strengths of the dots are ~ω0 = 3 meV. At 0 Tthe ground state is the singlet state. There is a transition to triplet state at B ' 1.4 T.
The electron density of the triplet state is more localized to the dot centres.
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Figure 7.5: Two-electron double dot. The inter-dot distance is 2.73 a∗B and the con-ﬁnement strengths of the dots are ~ω0 = 3 meV. The singlet-triplet energy separation(solid line) is given as a function of the external magnetic ﬁeld B. The calculations
were performed using the CSDFT within the LSDA. The results corresponding to the
symmetry-preserving, spin-compensated CSDFT-LDA are also shown (dashed line). The
magnitude of the Zeeman term is also plotted (dash-dotted line).
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7.4 SNS junction
The combination of quantum dots with superconducting materials creates an interest-
ing system both for basic research and for potential applications. Josephson predicted
in 1962 that a supercurrent can persist in a superconducting lead if a thin insulator is
put between the leads to form a superconductor-insulator-superconductor (SIS) struc-
ture [65]. The theoretical explanation is that due to the large coherence length of the
superconductors the Cooper pairs forming the supercurrent can tunnel across the junc-
tion. Since in certain SIS junctions the superconducting current is highly sensitive to
a magnetic ﬁeld this phenomenon allows construction of fast electronic switches known
as superconducting quantum interference devices (SQUIDs). In general superconduc-
tors can also be combined with a mesoscopic weak link to form superconductor-normal
metal-superconductor (SNS) structures. This creates a ﬁeld of potential applications,
e.g. Josephson ﬁeld eﬀect transistors (JOFETS) and injected-current SNS transistor.
In the superconductor-normal quantum dot-superconductor structure the gate electrode
attracts and conﬁnes electronic charge to the quantum dot. The Cooper pairs of the su-
percurrent are then transported through the normal region in the process which is called
Andreev reﬂection [66, 67]. In the Andreev reﬂection an electron-like quasi-particle con-
verts to a hole-like quasi-particle in the normal quantum dot-superconductor interface
which then reﬂects back to the dot and a Cooper pair is transmitted into the supercon-
ductor. This process creates states in the normal quantum dot which are called Andreev
bound states. These states carry most of the current through the structure in a short
junction [68].
The eﬀect of electron-electron interactions on the supercurrent has been investigated
analytically and computationally in papers VI and VII. The numerical analysis is done
using two-component density-functional theory (DFT). In paper VI this is done in 1D
and the method is generalized to 2D in paper VII. The Andreev state charge is solved
using the Bogoliubov-de Gennes equation(
H(x) ∆(x)
∆∗(x) −H(x)
)(
uκ(x)
vκ(x)
)
= κ
(
uκ(x)
vκ(x)
)
, (7.10)
where uκ and vκ are the two components of the wave function Ψ(x) = (u(x), v(x)), His the eﬀective Hamiltonian, κ is the energy eigenvalue, and ∆ is the pair potential.The equation (7.10) is discretized and the problem reduces to a generalized eigenvalue
problem K()Ψ = Ψ, where K is a matrix operator and Ψ = (u, v) is the state vector.
Since the K() matrix depends on the eigenvalue  an iterative Arnoldi method has been
applied for the solution of the generalized eigenvalue problem. The localized states in the
normal quantum dot are solved using a multigrid method for the 1D Schrödinger equation
in the 1D formulation of the problem. A self-consistent density-functional formalism is
used in the 2D formulation.
The main result of these calculations is that the supercurrent is enhanced in the presence
of Coulomb interactions in the normal quantum dot compared to the noninteracting
electron approximation. Thus, the supercurrent can be controlled by the gate voltage of
the quantum dot.
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Chapter 8
SUMMARY
The main objectives of this work have been the electronic structure calculations of quan-
tum dots. Emphasis has also been set on developing and testing the various methods and
approximations which are useful in these calculations. The methods have been applied
to the study of quantum dot systems in zero and ﬁnite magnetic ﬁelds.
The spin-density-functional theory (SDFT) and the current-spin-density-functional the-
ory (CSDFT) have been used in the electronic structure calculations in real space. These
theories have been used in combination with local approximations for the exchange-
correlation energy. In papers IIII the reliabilities of these methods have been studied
by comparing the results with the quantum Monte Carlo calculations. The model sys-
tem in the tests has been a six-electron quantum dot with a parabolic conﬁnement. The
conﬁnement strength has been chosen to be ~ω0 = 5 meV. The results of these tests indi-cate that the CSDFT gives a better approximation for the ground-state energy than the
SDFT for the spin-polarized maximum-density-droplet (MDD) solution and for states
beyond this MDD state. The transition to the MDD state occurred in the model system
at B ' 5T.
The ground-state energy and the electronic structure turn out to be sensitive to the
choice of the exchange-correlation energy functional, especially in the CSDFT. The exact
form of this potential is not known and several functionals have been proposed. They
give accurate results for the totally spin-polarized states but the accuracy is worse for
the partially polarized states. The result of the present work calls for further Monte
Carlo simulations for partially polarized 2D electron gas in an external magnetic ﬁeld.
Moreover, Monte Carlo simulation data is needed for a satisfactory interpolation formula
between the high and low vorticity limits of the exchange-correlation energy.
The ground-state electronic structures of quantum dot systems in external magnetic ﬁelds
have been studied in papers IIII. Symmetry-breaking solutions emerge in high magnetic
ﬁelds. These include spin-density-wave-like solutions, charge-density-wave-like solutions,
and solutions with vortex structures. The structure and properties of these solutions
have been calculated and the interpretation of the broken symmetry discussed.
The ground-state properties of quantum dots have also been studied in zero magnetic
ﬁeld. The Wigner-molecule formation has been studied in paper V. The eﬀects of the
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shape of the dot and the number of electrons in the system have been studied. The results
are rather insensitive to both parameters. An approximate criterion for the onset of the
Wigner-molecule formation has been calculated, and can be compared to results from
experiments. In paper IV calculations have been done for the ground-state of rectangular
quantum dots. This paper includes also a tentative comparison with the experiments by
Austing and coworkers. The results suggest that the rectangular model potential gives a
somewhat better ﬁt to the experimental data compared to the elliptical model potential.
Finally, this work includes a theoretical study of a superconductor-normal quantum dot-
superconductor (SNS) junction in papers VI and VII. In these papers numerical solution
techniques for Andreev states are combined with the numerical solution techniques de-
veloped and tested in the preparation of this thesis. Calculations are then performed
to investigate the eﬀect of electron-electron interactions in the dot on the supercurrent
through the SNS junction. The results indicate that these interactions enhance the su-
percurrent and therefore the supercurrent can be controlled by using the gate electrode
of the quantum dot.
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Appendix A
Abstracts of the publications
IVII
I H. Saarikoski, E. Räsänen, S. Siljamäki, A. Harju, M. J. Puska, and R. M. Nieminen,
Electronic properties of model quantum-dot structures in zero and ﬁnite magnetic ﬁelds,
European Journal of Physics B, 26, 241252 (2002). In this paper ground-state electronic
structures of quantum dots and a quantum dot molecule in external magnetic ﬁeld are
studied using the spin-density-functional theory and the current-spin-density-functional
theory. The methods are applied using a symmetry-unrestricted real space approach.
Reliability of the results is discussed by comparing the results with those obtained with
the variational quantum Monte Carlo method. The structure and role of the symmetry-
breaking solutions are discussed.
II H. Saarikoski, M. J. Puska, and R. M. Nieminen, Electronic structure calculations for
two-dimensional quantum dots and laterally coupled quantum-dot molecules in magnetic
ﬁelds, International Journal of Quantum Chemistry 91 (3): 490497 (2003). This paper
is a conference paper of the DFT2001 conference. Quantum dot systems are studied
using the spin-density-functional theory and the current-spin-density-functional theory.
The paper concentrates on the electronic structure of a six-electron quantum dot and a
double dot 'hydrogen' molecule. The computational method is presented with details.
III H. Saarikoski, E. Räsänen, S. Siljamäki, A. Harju, M. J. Puska, and R. M. Nieminen,
Testing of two-dimensional local approximations in the current-spin and spin-density-
functional theories, Physical Review B 67, 205 327 (2003). This paper deals with the
problem of choosing an accurate exchange-correlation potential. A model quantum dot
system in an external magnetic ﬁeld is studied by using both the spin-density-functional
theory and the current-spin-density-functional theory. The theories are used with lo-
cal approximations for the spin-density and the vorticity. The reliabilities of diﬀerent
parametrizations for the exchange-correlation functionals are tested by comparing the
ensuing energetics with quantum Monte Carlo results. The limit where the vorticity de-
pendence should be used in the exchange-correlation functionals is discussed. New LSDA
functional by Attaccalite et al. gives in the zero magnetic ﬁeld much better results for
the total energy than the old form by Tanatar and Ceperley. The tests indicate that
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exchange-correlation potentials in CSDFT are accurate for the zero ﬁeld case and for
spin-polarized systems, but the accuracy is worse for the partially spin-polarized systems
due to lack of relevant Monte Carlo simulation data for 2D electron gas.
IV E. Räsänen, H. Saarikoski, V.N. Stavrou, A. Harju, M. J. Puska, and R. M. Niem-
inen, Electronic structure of rectangular quantum dots, Physical Review B, 67, 235 307
(2003). Ground-state properties of rectangular quantum dots are studied using the spin-
density-functional theory and the variational quantum Monte Carlo method. The results
indicate that the electronic structure is very sensitive to deformation. Spin-density-wave
and charge-density-wave states are found as well as strongly localized states. Tentative
common features with the experiments are found in the addition energy spectra. The
results suggest that the rectangular model potential gives a somewhat better ﬁt to the
experimental data compared to the elliptical model potential.
V E. Räsänen, H. Saarikoski, M. J. Puska, and R. M. Nieminen, Wigner molecules in
polygonal quantum dots: A density-functional study, Physical Review B, 67, 035 326
(2003). Spin-density-functional theory is applied in studying the electronic structure
of the polygonal (triangle, square, pentagonal and hexagonal) quantum dots in zero
magnetic ﬁeld. Transition to the Wigner molecule state is studied and compared to the
results of the exact diagonalization. We ﬁnd out that the density in which the transition
to a Wigner molecule occurs is rather insensitive to both the shape of the dot and the
number of electrons. From the calculations we obtain an approximate criterion rs ' 4.0for the onset of Wigner-molecule formation.
VI Klas Engström, Jari Kinaret, Robert I. Shekhter, Martti Puska, and Henri Saarikoski,
Inﬂuence of electron-electron interactions on current through SNS structures, Low Tem-
perature Physics (Fizika Nizkikh Temperatur), 29, 546 (2003). Superconductor-normal
quantum dot-superconductor (SNS) structure is considered. The eﬀect of the electron-
electron interactions on the supercurrent is studied. The SNS junction is modeled using
the Bogoliubov-de Gennes-Kohn-Sham equations in one-dimensional space. The local-
ized normal states in the quantum dot are solved using the multigrid method. It is shown
that the gate voltage in the quantum dot can be used to control the supercurrent.
VII Klas Engström, Jari Kinaret, Robert I. Shekhter, Henri Saarikoski, and Martti
Puska, Interaction eﬀects in superconductor-normal quantum dot-superconductor struc-
tures, Submitted to Computational Materials Science. Superconductor-normal quantum
dot-superconductor (SNS) structure is analyzed using a two-dimensional model for the
junction. The electron density of the conﬁned charge in the quantum dot is solved using
the density-functional theory. Results indicate that interactions in the normal quantum
dot increase the supercurrent through the structure.
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