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Abstract 
 The virtual patient is a tool for improving the current 
clinical system. Its main use is in the assistance provided to 
facilitate at students study of health environment in order to 
avoid risks and emergency situations due to lack of inexpe-
rience of those students. 
 
1 Introduction 
The study was based on the choice of different arti-
cles, which will be explained below each. The thematic of 
this studio is the virtual patient, where the articles explain 
the cause of their use and the need, how the interface of the 
virtual patient simulator is implemented and areas where it 
has more utility this learning method. 
 
 
2 Why? 
   “Virtual patient simulators: 8 reasons to incor-
porate VPS into healthcare training”  
 
Keywords: costs, consistency, available, realism. 
 
       When you want to optimize economic resources and 
security of a medical training system, one aspect to consider 
is the inclusion of a virtual patient simulator. 
           This likely helps to improve patient safety and quali-
ty of care but is certainly not maximizing the training budg-
et. 
 
 Lower initial investment and operating costs.  
High-fidelity simulated patient hardware requires a large 
initial investment, whether it involves adding a simulated 
patient manikin or a complete medical simulation environ-
ment. 
 
 Simulation metrics mean measurable outcomes.  
It presents a patient, an environment, and a scenario, with 
which the learner must interact. Actual parameters for the 
interface so that the software represents reality through 
certain configurable parameters depending upon specialty 
treated are used.  
 
 Virtual scenario versatility, realism and experimental 
learning.  
In VPS scenarios, human actors portray patients with a 
variety of diseases and therapeutic conditions. Learners 
interact with the patient simulation similar to how they 
would conduct a real medical visit. They reviewing vitals 
and medical history and they have the compendium of diag-
nosis and treatments accessible at the click of a button. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Replication and consistency. 
In practice, very few clinical situations are the same for 
everyone, and there is not just one correct response. Virtual 
patient simulation training provides consistent feedback 
with feedback that easily absorbed by learners. 
 
 Always available. 
The application is available 24 hours a day to be an online 
application, and cuts that can occur due to errors or updates 
are minimal. 
 
 Beyond psychomotor simulation. 
High fidelity manikins provide risk-free simulation for the 
critical psychomotor skills such as intubation, sutures, or 
injections. 
VIRTUAL PATIENT 
Paula Delgado López 
Health’s engineering 
University of Seville 
paudellop1@us.es 
Figure 1: Screenshot of the user interface 
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 Constantly integrate new medical knowledge. 
It is a challenge for health care training institutions to keep 
up with the ever growing and changing compilation of med-
ical knowledge, and it is nearly impossible to quickly inte-
grate changes into standard simulation platforms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Ease of use – for instructors and learners.  
Virtual patient simulators are easy to use and there are tuto-
rials to explain in a detailed way. 
 
 
       To improve patient safety, a good option is to include a 
virtual patient in a healthcare organization’s training 
system. 
 
 
 
 
3 How? 
“Virtual Patient Simulator for Distributed Collab-
orative Medical Education”  
 
Keywords: virtual patient, artificial intelligence, medical 
education, patient simulation, problem-based learning, 
TOUCH (Telehealth Outreach for Unified Community 
Health). 
 
 
             The main objective of the TOUCH project is to 
develop a computing environment computer that it is facili-
tate students to perform health studies through the telemedi-
cine determining whether an integrated, collaborative and 
immersive virtual environment can be developed to facili-
tate enhanced human comprehension. 
 
              In the first stage a scan has been performed and has 
involved initial development of advanced computing tools 
by using virtual reality and a newly developed virtual pa-
tient simulator making use of a novel virtual environment 
development tool called Flatland distributed to distant learn-
ing sites. 
          The students interact with the virtual patient through 
the virtual reality (VR). The TOUCH demonstration case is 
composed of three Flatland application modules:  
 
 The Virtual Patient Environment 
 The Artificial Intelligence simulator 
 The Spycam 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
 
       
 
           A typical Access Grid (AG) studio consists of a 
meeting room with a multi-projector wall screen, multiview 
cameras, microphones and speakers. On the screen are live 
images of remote collaborators, a Spycam view into Flat-
land. 
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Diagram showing the relationships between the 
components of the TOUCH System. The user interacts with 
the scene through hand-held joywands represented was a 
floating hand with the corresponding orientation. 
Figure 6:  
A. A view of the TOUCH system in a standard Flatland 
environment, showing the virtual patient with a set of the 
medical devices. 
B. Vital signs and data are presented to the immersed user 
upon their “head up” display.  
C. The artificial intelligence timeline in the virtual reality 
patient becoming cyanotic at which point an airway must be 
inserted or death ensues. 
D. After the airway is inserted, the patient regains hue. 
 Figure 2: standard high-fidelity mannequin. 
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            The TOUCH project is determining the feasibility 
of using emerging technologies to overcome geographic 
barriers to delivery of medical education and to enhance 
the learning process with immersive virtual reality. 
 
 
 
 
4 Where? 
“Developing Clinical Skills Using a Virtual 
Patient Simulator in a Resource-Limited Setting” 
 
Keywords: virtual patient, telemedicine, virtual patient sim-
ulator. 
The concept of virtual patient simulator is to per-
form a simulation of a medical practice, focuses on gather-
ing critical information for diagnosis and appropriateness of 
medical decisions. 
 
The main objective is to measure the effect of train-
ing with a patient simulator system virtual clinical skills of 
health professionals in Africa, because this continent is a 
resource-constrained environment and the role of telemedi-
cine is one of the major medical challenges. This article 
performed to find the various advantages and disadvantages 
of the use of this interface. It uses an objective, structured 
clinical examination (OSCE = Objective Structured Clinical 
Examination). 
 
 
One the other hand, the intervention consisted of 
two groups training on one of the two clinical vignettes 
implemented in the VP simulator. The performance score of 
participants were assessed on both clinical vignettes.  
 
 
 
 
The participants were divided into two groups, 
each of them received knowledge about one of the two vi-
gnettes developed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Advantages 
 
 Validity. The virtual patients are carefully informed to 
simulate real patients with specific medical conditions. 
 
 Availability. The VP is available at any time. 
 
 Security (Precision). The roles of VP are standardized 
and repeatable. 
 
 Is enforceable. The situation, the stage and level of diffi-
culty are flexible and controllable. 
 
 Adaptability. There are no time constraints, scenarios 
can be modified as needed. 
 
 No risk. No causes discomfort or inconvenience as is the 
case with the real patient. 
 
 Feedback. Immediate and constructive, participants ben-
efit listening to the perspectives of patients. 
 
 
 Moreover, the difference in overall score was ob-
served between participants who received training from the 
virtual patient system and those who did not receive the 
training.   
 
 
 
 
 
 
 
 
Figure 7: Study Design 
Figure 5: A view of the Access Grid studio during one of the 
experimental sessions.  
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The task was to make a medical consultation, after 
which they must identify the problem by asking questions, 
and then take appropriate decisions for the proper manage-
ment of the case. Data were analyzed with statistical pro-
gram SPSS 17.0. 
 
 
 
 
 
Scores 
 0: if the item was ignored by the participant. 
 1: It was assigned if the participant considered the issue, 
but not optimally. 
 2: It was assigned if it was included in the medical con-
sultation. 
 
 
Limitations 
 
  Difficulty in recruiting participants, so that the validity 
of the results and the inability to make a generalization is 
reduced.    
Furthermore, has not been investigated monitoring the 
progress of a group, before and after using VIPS, to assess 
the impact of training. 
 
 
 
Conclusions 
To conclude, this study suggests that the training with 
a medical consultation VP simulator can develop the opera-
tional clinical skills of the user. 
 
 Mean performance scores obtained by participants who 
had been trained with VIPS were higher than those obtained 
by the participants belonging to the control group (who had 
not received such training). 
 
 Therefore, the results suggest that people who were 
trained by a virtual patient whose educational activity is 
based on the medical consultation tends to significantly 
improve their clinical skills, compared with those who re-
ceived no such training. 
 
 This study demonstrates the relevance and feasibility of 
this type of continuing medical education for education in 
the African context, offering new opportunities for medical 
education in countries with limited resources. Using a pa-
tient simulator provides an opportunity to supplement or 
offset the lack of teachers required for the supervision of 
students during medical training, and the lack of hospital 
infrastructure as seen in most African countries. 
 
 It was demonstrated the evaluation the feasibility of 
clinical skills with standardized patients. 
 
 
 
   This study suggests that the training with a medical 
consultation VP simulator can develop the operational 
clinical skills of the user.  
 
 
 
 
Example 
 
        It can find different online virtual patient simulators 
with which it can observe the operation of the study. One 
advantage of this particular example it is available in several 
(INMEDEA Simulator). 
 
Definition 
 The users browse the interactive virtual patients in a clin-
ic. In a playful way improve their basic medical knowledge 
and learn to make clinical decisions. 
 
Table 1: Summary of clinical vignettes implemented in the 
virtual patient system (VIPS) 
Table 2: Overall group scores for each vignette and their 
comparison. 
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 It has examples of real cases enriched with multimedia 
content. 
 Based on playful learning to transfer the theoretical medi-
cal knowledge. 
 
 Learning-centered skills and competencies related to 
dealing with patients. 
 
 Users should make independent decisions after evaluating 
the case and are then evaluated. 
 
 It is possible to have contents as the center. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Content 
 Disease patterns are represented by cases of actual pa-
tients. 
 
 The multimedia library includes documents enlargement 
as scripts, reference books, medical journals or videos. 
 
 Each teacher has their own virtual clinic. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 In the area of Internet Café users can directly contact with 
tutors and other users through the chat boards and virtual 
ads. 
 
 Administration online. Includes various editing tools.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This simulator can ask the relevant questions in the 
medical record or communicate directly with the patient. 
You can also examine the patient in the recognition room 
with the tools available and to request laboratory tests or it 
can refer the patient for further testing with the requirements 
of review. 
Diagnoses, tests or patient records are stored in a 
knowledge base. 
 
 When you have already made the diagnosis, it has to 
assign a given therapy to the patient. For this, it set a plan of 
treatment for the diagnosed disease states. Then, it select 
from the following options: prescription drugs, surgery, 
non-drug treatments or referral to a specialist. 
 
 
       Improve patient safety by incorporating a virtual 
patient simulator into your health care organization’s 
training system. 
 
 
 
Conclusions 
 
  The studies show multiple advantages of using a vir-
tual patient in the health sector and how it can be a useful 
tool in such an environment. 
 
         One of the main advantages is the possibility of that 
interface with practices, avoiding potential risks with real 
cases due to the inexperience of the students. 
         However, it is shown that by using this interface the 
student training is not complete and it could produce mis-
dealing with real patients. 
 
 
Figure 8: The reception of the simulator virtual patient.  
Figure 9: Screenshot of the examination requirements where 
it can find many exams and tests to patients. Depending on 
the clinical specialty where it is, these tests can vary. 
Figure 10: Screenshot of the performance and evaluation of 
the patients. These data can be compared with the ideal 
values to address the case properly. 
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Hi-Res activity recognition system based on EEG and WoT
L.M. Soria, M.A. Alvarez, J.A. Ortega, R. Vergara
Computer Languages and Systems Dept
University of Sevilla
lsoria, maalvarez, jortega, rvergara@us.es
Abstract
Nowadays, the recognition of physical activity (PA)
is a well-known problem with many solutions. Sev-
eral kind of algorithms, using MEMS sensors, al-
low determine the most likely activity. Indeed,
these applications work well when physical activity
is performed for long periods of time and steadily.
However, indoors, these systems are not entirely
suitable and have several problems. In this paper,
thanks to the introduction of new context infor-
mation, such as EEG, and through communication
between WoT based elements interface at home,
it would be possible to perform a more accurate
and low-level recognition. By using uPnP proto-
col and additional services, information from other
smart housing elements with user device itself can
be shared, enriching traditional systems based on
ac-celerometry.
1 Introduction
Just 30 minutes of moderate activity five days a week, can im-
prove your health according to the Centers for Disease Con-
trol and Prevention. By enabling activity monitoring on an
individual scale, over an extended period of time in a ubiqui-
tous way, physical and psychological health and fitness can be
improved. Studies performed by certain health institutes ini-
tiative [Manson et al., 2002, Ellekjaer et al., 2000, Sattelmair
et al., 2010, Lee, 2001] have shown significant associations
between physical activity and reduced risk of incident coro-
nary heart disease and coronary events. Their results can be
seen in Figure 1, where the inverse correlation between the
risk of cardiovascular incidents and physical activity level is
shown through the comparison of four separate studies.
In recent years, thanks largely to the increased interest in
monitoring certain sectors of the population such those of
as elderly people with dementia and of people in rehabilita-
tion, activity recognition systems have increased in both num-
ber and quality. Furthermore, communication between rela-
tives, friends and professionals can be improved by means of
graphs of weekly activity (high relevant for sportsmen and
for the relatives of elderly people) whereby the doctor can be
automatically alerted if any strange activity is detected. By
using data acquired from accelerometer, NFC, or even micro-
phone sensors and applying some classification algorithm, it
is possible to recognize human activities. Artificial neural
networks (ANN) method will be analyzed and compared with
our work. Results show the main differences between differ-
ent studies, and certain drawbacks are determined which rules
them out for development on users’ smartphones To reduce
the cost related to process accelerometer signals, this paper
opts for an innovative technique, through which the work is
performed in the field of discrete variables. Thanks to a dis-
cretization process, the classification cost is much lower than
that obtained when working with continuous variables. Any
dependence between variables during the recognition process
is therefore eliminated and, on the other hand, energy con-
sumption from the process itself is minimized.
Activity recognition
1.1 Data Collection
Certain related studies attain results on activity recognition
off-line. A comprehensive training set from the accelerome-
ter output is first needed before data can be classified into any
of the recognized activities. However, this paper has sought
to minimize the waiting time for recognition, thereby pro-
viding valid information of the activity very frequently. To
this end, both training and recognition sets are obtained us-
ing time windows of fixed duration. After having conducted
a performance and system accuracy analysis, it is determined
that the optimum length for these windows is 5 seconds. Five
seconds windows was chosen due to for our system it’s ex-
tremely important to ensure that in each time window there
is, at least, one activity cycle. Where activity cycle is define
as an complete execution of some activity pattern. For in-
stance, two steps are an activity cycle for walking and one
pedal stroke is the activity cycle for cycling. If at least one
activity cycle can not be ensure in each time window, it’s not
possible to determine, basing on accelerometer patterns, the
activity performed. This statement could be seen in the next
example. Suppose a two second cycle is having and the actor
is jumping continuously, that is, we have a cadence of one
jump for each two seconds. The system is configured with
one second time window and thus, for each activity cycle will
have two windows. In the first one, while the user is rising,
vertical acceleration is negative. In the other one, because the
Workshop on Ambient Intelligence for Telemedicine and Automotive
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2 
The first difference observed between the systems developed so far is the type of sensors used. There are systems that use 
specific hardware (Nishkam Ravi, Nikhil D, Preetham Mysore, 2005) [10] [11], while others use general purpose hardware 
[12] [13] [6]. Obviously, generic hardware use is a benefit for users, since the cost of such devices and versatility are assets 
in their favour and the risk of loss and of leaving the hardware behind is decreased since objects, like users’ smartphones, 
have already been integrated into the users’ daily life. However, general purpose devices are used for other purposes, such as 
making phone calls, surfing the Internet, and listening to music. For this reason, the physical activity recognition system must 
be executed in background mode and cause the least possible impact on the system, in terms of complexity and energy 
consumption. 
Another difference found between related studies is the number and position of the sensors. In [14], it can be seen that the 
accelerometer sensor is placed in a glove, which user must wear, and it can recognize a multitude of activities depending on 
the movement of the hand. In contrast, certain studies use various sensors all over the body to recognize these activities [15] 
[16]. In recent years, as a result of technological progress, it has been possible to build sensors of such a diminutive size that 
they can be installed into users’ clothes [17] or attached to the user’s body [18] [19]. 
According to certain comparative studies and research based on multiple sensors, this type of sensor produces results of 
higher accuracy, although, in work such as that by [12], it is shown that it is more comfortable for the user when the sensor 
placed in the user's pocket. This is because installing them in the under monitoring persons’ body is easier, not to mention 
that infrastructure is much lower. 
Once the most comfortable alternative for users is determined, then the various sensors can be analyzed in terms of the 
way basis data is obtained to perform the activity recognition. As noted above, certain related work has made use of sensors 
such as GPS, accelerometers and microphones, and the most efficient sensor with which to obtain the highest accuracy must 
be selected. 
In order to determine the method which provokes the least drain of energy, a comparison between the energy 
consumption of the most frequently used sensors in the literature is made. This is critical in choosing the best sensor method 
since, together with performance, these constitute the two main issues upon which the final decision is based. To this end, an 
application is developed which measures the battery energy consumed by each sensor. To prevent problems arising from the 
use of certain devices, the application was installed on 60 users’ smartphones with different features. The 8 most used 
sensors (microphone, GPS, Wi-Fi, accelerometer, NFC, Bluetooth, electrocardiograph connected by Bluetooth and 
gyroscope) from the literature in the field of activities recognition were analyzed. The result of this comparison is shown in 
Figure 2, where the time is represented on the horizontal axis, and on the vertical axis the battery level at a specific instant of 
time appears. It can be seen in the figure, that the lowest power consumption is given by the microphone, followed by that of 
the accelerometer sensor. Therefore, from these results it can be deducted that the use of GPS or Bluetooth does not 
constitute a good choice for the development of an energy-efficient physical-activity recognition system. 
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Figure 1: Associations between physical activity and reduced risk of incident coronary heart disease and coronary events Figure 1: Associations between physical activity and reduced risk of incident coronary heart disease and coronary events
user is falling, vertical acceleration will positive. If user in-
crease the cadence by two, mean between acceleration set is
close to , due to vertical positive and negative accelerations
will be counteracted. For this reason, it’s very important to
ensure that one cycle of all activities, regardless of the speed
performed, is contained in a time window. Segmentation pro-
cess and activity cycle is shown in Figure 2.
Based on these time windows, which contain data for each
acceleromet axis, the signal modul has been chosen in or-
der to r duce the computational cost of the new sol tion. In
addition to rendering the system m re effici nt, this choice of
module eliminates the problem caused by device rotation [He
and Jin, 2009]. Furthermore, user comfort with the system
is decreased by removing the restriction that forces its ori-
entation to be maintained during the process of learning and
recognition. Using the accelerometer module, a data from
each of the different readings taken within a time window
ai = (ax,i, ay,i, az,i) for the x, y, and z axes is defined as
follows
|ai| =
√
(ax,i)2, (ay,i)2, (az,i)2 (1)
For each temporal window is obtained Arithmetic Mean,
Minimum, Maximum, Median, Std deviation, Geometric
mean and other measures. In addition to the above variables,
hereafter called temporal vari bles, a new set of statistics
from the frequency domain of the problem is g nerated. This
second set of variables will b c lled frecuencial variables. In
order to obtain the frequency characteristics, the Fast Fourier
Transform (FFT) for each time window is applied. In this
way, and based on the frequency components obtained.
2 Qualitative meth d
2.1 Ameva Algorithm
Let X = {x1, x2, . . . , xN} be a data set of a continuous at-
tribute X of mixed-mode data such that each example xi be-
longs to only one of ` classes of the variable denoted by
C = {C1, C2, . . . , C`}, ` ≥ 2
A continuous attribute discretization is a functionD : X → C
which assigns a class Ci ∈ C to each value x ∈ X in the
domain of the property that is being discretized.
Let us consider a discretization D which discretizes the
continuous domain of X into k discrete intervals:
L(k;X ; C) = {[d0, d1], (d1, d2], · · · , (dk−1, dk]}
In this discretization, d0 is the minimum value and dk is the
maximum value of the attribute X , and the di values are in
sce ent order.
If L1 i the interval [d0, d1] and Lj i the int rval
(dj−1, dj ], j = 2, 3, . . . , k, then
L(k;X ; C) = {L1, L2, · · · , Lk}
Therefore, the aim of the Ameva method [Abril et al.,
2009] is to maximize the dependency relationship between
the class labels C and the continuous-values attribute L(k),
and at the same time to minimize the number of discrete in-
tervals k.
As a result from applying the above algorithm to each sta-
tistical value of the system, a series of intervals associated
with a particular C tag is obtained. Thus, after processing all
system st tistics, a three-dimensional matrix is obtained. In
the first two dimensions, the label f the activity C a sociated
with the intervalLi = (Lli, L
s
i ], as well as with the lower limit
Lli and the upper limit L
s
i of that range is stored. In a thi d di-
mension, the matrix contains the above data for each statistic
S = {S1, S2, ..., SS},S ≥ 2 . This three-dimensional matrix
containing the set of interval limits for each statistic is called
the Discretization Matrix and is denoted by Dm{C, Ll,s,S}.
The Discretization Matrix therefore determines the interval to
which each item of data belongs with respect to each statis-
tical value, by means of carrying out a simple and fast dis-
cretization process.
Class Integration
The next step of the algorithm determines the probability
associated with the statistical data for each of the activities
based on previously generated intervals. To this end, each el-
ement of the training set x = {X ; C} is processed, to which,
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Figure 2: Time windows split method over accelerometer signal
in addition to the value of each statistic whose calculation is
based on the time window, is also associated the label of the
specific activity in the training set. In order to carry out this
process, Class-Matrix is denoted by Cm{x, Li,S} and is de-
fined as a three-dimensional matrix that contains the number
of data x from the training set associated with each Li inter-
val for each statistical S of the system. This matrix is defined
as follows,
Cmx,i,s = |x ∈ X |x ≥ Lli ∧ x < Lsi ∧ x{C} = Cs (2)
Therefore, by this definition, each position in the Class-
Matrix is uniquely associated with a position in the
Discretization-Matrix, as determined by its range.
At this point not only is it possible to determine the dis-
cretization interval likelihood, but the Class-Matrix also helps
to obtain the probability associated with the discretization
process performed with the Ameva algorithm.
Activity-Interval Matrix
The next step in the learning process is to obtain the matrix of
relative probabilities. This three-dimensional matrix, called
the Activity-Interval Matrix and denoted by AIm{x, Li,S}
, determines the likelihood that a given value x associated
to an S statistic corresponds to a specific Ci activity. This
ratio is based on the quality of the discretization performed by
Ameva, and in order to determine the most probable activity
from the generated data and the intervals of the training set.
First the contents of the array AIm is defined as follows,
AImc,i,s =
Cmc,i,s
totalc,s
· 1
`− 1
∑`
j=1,j 6=c
(1− Cmj,i,s
totalj,s
) (3)
where totalc,s is the total number of time windows of the
training process labeled with the c activity for the ∫ statistic.
Figure 3 shows the overall process described on this section
for carry on data analysis and interval determination.
2.2 Classification Process
Having obtained the discretization intervals and the probabil-
ities of belonging to each interval, the process by which the
classification is performed can be described. This classifica-
tion is based on data from the analysis of time windows. The
process is divided into two main steps: the way in which to
perform the recognition of physical activity is first described;
and the process to determine the frequency at which some
particular activity is then presented.
Classifying Data
For the classification process, the most probable activity is de-
cided by a majority voting system. This process starts from
the Activity-Interval Matrix and uses a set of data x ∈ X for
each of the statistics belonging to the S set. The process con-
sists of finding an activitympa ∈ C such that the likelihood is
maximized. The above criterion is included in the following
expression,
mpa(X ) = max
s∑
s=1
AImc,i,s|xs ∈ (Lli, Lsi ] (4)
Figure 4 shows the overall process described on this section
for recognition process from Activity-Interval Matrix calcu-
lated in the previous stage.
The expression shows that the weight contributed by each
statistic to the calculation of the probability is identical. This
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Recovery data from 
accelerometer 
sensor
End of temporal 
window?
No
Build temporal 
window data set
Yes
Get time-domain 
measures
Apply Fast Fourier 
Transform 
processing
Get frequency-
domain measures
Remove noise 
applying filters
Execute Ameva 
algorithm over each 
variable
Get intervals for 
each measure and 
associated activity 
(Discretization-
Matrix)
number of data 
from the training 
set included on 
each interval  (Class-
Matrix)
Obtain relative 
probabilities of each 
activity of belong to 
each interval f 
Class-Matrix 
(Activity-Interval 
Matrix)
Recovery data from 
accelerometer 
sensor
End of temporal 
window?
No
Build temporal 
window data set
Yes
Get time-domain 
measures
Apply Fast Fourier 
Transform 
processing
Get frequency-
domain measures
Find an activity such 
that the sum of 
each interval 
associated 
probabilities (in 
Activity-Interval 
Matriz) is 
maximized
Save most-likely 
activity into user 
activity log
Save Activity-
Interval Matrix into 
user profile
Figure 4: Overall recognition process from data sensors
AITA 2013
10
can be carried out under the assumption that all statistics pro-
vide the same information to the system, and that there is
no correlation between them. Thus, the most probable activ-
ity, or mpa, represents those activities whose data, obtained
through the processing time window, is more suited to the
AIm set values. In this way, the proposed algorithm not only
determine the mpa, but also its associated probability. From
this likelihood, certain activities that do not adapt well to sets
of generic classification can be identified. This could be an in-
dication that the user is carrying out new activities for which
the system has not been previously trained.
3 Conclusions and future work
In this work, a highly successful recognition system based
on discrete variables is presented, which uses the Ameva dis-
cretization algorithm and a new Ameva-based classification
system. It has therefore been possible to achieve an aver-
age accuracy of 98% for the recognition of 8 types of activ-
ities. Furthermore, working with discrete variables has sig-
nificantly reduced the computational cost associated to data
processing during the recognition process. By using this pro-
cess to increase recognition frequency, it has been possible
to obtain a physical activity reading every 5 seconds and to
enter these readings into the user activity log. However, the
main problem of this system based on statistical learning is
the limit to the number of activities that can be recognized.
Working only with accelerometer sensors implies a limit to
the number of system variables and therefore may lead to a
strong correlation between these variables.
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Abstract
The impact of stress of every human being has be-
come a serious problem. The result is a higher
rate of health disorders like heart disorders, obe-
sity, asthma, diabetes, depressions and many oth-
ers. An individual in a stressful situation has to
deal with altered cognition as well as an affected
decision making skill and problem solving. This
could lead to a higher risk in dynamic environments
like in automotive. Different papers faced the esti-
mation as well as prediction of drivers’ stress level
during driving. Another important question is not
only the stress level of the driver himself, but also
the influence on and of a group of other drivers in
the near area. This paper proposes a system, which
determines a group of drivers in a near area as clus-
ters and it derives or computes the individual stress
level. This information will be analyzed to detect
anomalies in groups’ stress level and when indi-
cated notify the considered persons. As well as the
corresponding group as a warning and therefore in-
crease the potential risk of accidents.
1 Introduction
Stress has become a great problem in daily life of every
human being. A long-term influence of stress could lead
to health disorders like heart diseases, obesity, diabetes,
depressions, burn-out and many others. Another aspect is the
short-term influence of stress. Persons in a stressed state not
only have an altered cognition, but they are affected in deci-
sion making and problem solving [Lisetti and Nasoz, 2004;
Fernandez et al., 2009]. These impacts can result in misbe-
havior in unpredictable environments as for example driving
and therefore is one of the most important causes for car
accidents [R.G. et al., 2005].
The stress level of drivers can be based on different
factors external and internal. External factors are consid-
ered as not driving-dependend in fact they might occur
before starting to drive. Some of these sources are based
on financial, economical, political or social aspects like
unemployment, financial issues and others. Based on this,
internal stress factors can increase the basic stress level of the
driver during a trip as for example time pressure, information
overload (e.g. observing navigation system, check traffic
notifications, usage of smartphone) or the behaviour of other
drivers on the street.
Thinking not only about an individual driver but a group of
drivers on the road with the same stress level respectively
monotonic stress level can significant increase the common
risk of car accidents. Because of the external influence of
members of a near area group on an individual. It would be
interesting to estimate the influence of individuals on a group
and vice-versa. Estimate the influence among each other and
compare the individuals with the whole group. This paper
proposes a system that supports automatic clustering of
neighbourhood drivers into a driver’s group, monitoring and
analyzing an individual stress level and disseminate relevant
information to the group in order to improve driving security.
In the following section, different projects and approaches
supporting a driver’s stress level determination are shown.
In section 3 a basic model for clustering groups of people
is described. Dynamic changes based on mobility and the
corresponding information exchange are taken into account
for all members of a group. Likewise a concrete model for
the automotive domain will be presented. A short conclusion
with an outlook on the future work will conclude the paper.
2 State of the Art
Researches as well as industry are very interested in the area
of stress measurement and detection. Many papers were
published addressing this area. In [Yamakoshi et al., 2008] a
method was introduced to estimate drivers’ stress level based
on differential skin temperature measurement. Another ap-
proach was described in [Choi and Gutierrez-Osuna, 2009],
using unobtrusive wearable sensors to detect mental stress.
The authors used accessed information to estimate the state
of the the autonomic nervous system adapted from analysis
of heart rate variability (HRV). Likewise [Salahuddin et al.,
2007] extend the basic idea of mental stress detection based
on HRV, they tried to relate given stress factors and the age
of the person to find a corresponding influence on the status
of the mental stress level. A potentially raising of drivers’
stress level is motivated in information overload like road
signs and traffic lights [Nakamura et al., 2013].
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But not only a high stress level is a risk for a driver,
another important aspects are the drowsiness of a driver
[Vicente et al., 2011] and a monotonous driving-behaviour.
A lot of drivers are daily faced with monotonous situations,
without the need for long-term driving-tasks. For example
routes which are well known for the driver like the workplace
or home. The result of this is an increasing monotonic
stress level [Yamakoshi et al., 2006]. For improving driving
security, drivers’ stress level have to be on a moderate level
to afford a higher performance [Yerkes and Dodson, 1908],
which has influence on its attention during driving.
Numerous scientific papers attempt to combine stress
detection or the prediction of drivers’ stress level as a base
for intelligent car assistance systems (ICAS). An analysis of
HRV parameters aiming to detect the most promising HRV
parameters for workload measurement during real world
driving, was published in [Eilebrecht et al., 2012]. In [Rigas
et al., 2008] a reasoning-based framework was introduced
to predict stress level of drivers due specific driving events.
Based on salivary amylase as biomarkers the authors in
[Yamaguchi et al., 2006] evaluated drivers’ stress potential
using a driving simulator. All described references used only
an individual driver and an individual driver’s stress level for
stress detection or prediction. The influence of other drivers’
stress level or the monitoring of a group of drivers was not
considered.
For interchanging information between cars in close areas
vehicular communication systems (VCS) were introduced
as a base for intelligent transport systems (ITS) targeted
the increase of road safety, as proposed in [802.11p, 2010;
Lee et al., 2011]. Information exchange among each car,
called Vehicle-to-Vehicle (V2V) or with a given infrastru-
cure (V2I) are provided by Vehicular AdHoc NETworks
(VANETs). This solution becomes less effective when the
group of vehicles, which build a network is sparse so the
number of network nodes are low. A proposal to close
this gap is given in [Kloiber et al., 2012]. The authors
used a VANET as one cluster respectively as a group of
vehicles, to interchange information with another cluster not
near, e.g. a reason like low density of equipped vehicles, a
satellite system is used as a notification dispatcher. With this
approach different clusters (of grouped vehicles) can share
information among each other. But distributed information
examine only the cluster in its entirety but not the individuals
in a group as against the common group.
In the following section a basic architecture will be proposed
for clustering a group of vehicles, analyze additional infor-
mation given by the vehicle itself and/or the driver, compare
it with the own cluster and distribute notifications within and
among clusters.
3 Architecture Model
The system is based on a client-server architecture. Basic
information interchange is demonstrated in Figure 1. The
server is represented by a backbone connected to the Internet.
The client is gathering location based and external sensor
data (e.g. heart rate, stress level) data and forward all
collected information either via Global System for Mobile
Communications (GSM), Universal Mobile Telecommu-
nications System (UMTS) or Long Term Evolution (LTE)
periodically to the server.
Figure 1: Basic information exchange between clients (vehi-
cle) and server
The components are described in detail as follows:
1. Communication interface
The communication interface is the connection part be-
tween client (e.g. vehicle), the logical service compo-
nents (software parts) and therefore the communication
access point. It works as information dispatcher, which
has to assimilate all communication between client and
server. So the communication interface use basic tech-
niques such as sockets to comply the given requirements.
2. Clustering service
The clustering service uses received location-based in-
formation for clustering individual clients into concrete
groups. For the estimation of clusters, known algorithms
of the area of data mining or image processing can be
used like k-Means1 or Spectral Clustering2. The cal-
culated clusters will be forwarded with all gathered in-
dividual’s information to the analyzing and processing
component.
3. Data analyzing and processing
The main component of the system is the data analyz-
ing and processing component. This component uses ac-
cessible information of the group to compare one group
1http://en.wikipedia.org/wiki/K-means clustering
2http://en.wikipedia.org/wiki/Spectral clustering
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with another and monitor individuals against the group.
Previous recorded data of all clients will be used as a
reference to detect anomaly in the dynamic behaviour in
groups. For example one client has completely different
information sent as the other in the group, and to predict
possible influence and behaviour for each group and/or
among different groups recorded data is necessary. De-
tected exceptions will lead to notifications, to inform af-
fected clients (groups) or external observers like traffic
supervisors or intelligent driving assistance systems.
4. Notification service
As well as the analyzing of data the requisite notification
of clients is required. Based on the calculated results of
the data analyzing and processing component, the notifi-
cation service is adopting this task and assigns important
information, like an increasing stress level of surround-
ing drivers, to the corresponding receivers, like in this
case groups, individuals or external observers. The no-
tification will broadcasted via the communication inter-
face directly to the clients.
5. Database
Long-term observations raw and/or analyzed data should
be saved in a persistence environment with ordinary
methods of searching and combining like in databases.
Because of a high amount of received data, special types
of databases should be used to handle an easy and fast
access. This information source could be interesting on
the one hand for external persons like traffic supervisors
to analyze anomalies in a given area and on the other
hand as base for further calculation resulting in predic-
tions of the data analyzing and processing component.
The architecture of the server software is shown in Figure
2. The software architecture is layered-based with different
service components aggregating and interchanging informa-
tion among each other.
Figure 2: Layered architecture of server system
We designed this abstract model to facilitate the usage of it
in different kind of fields or domains like for example crowd
clustering in events. In the following subsection, this model
will be used to apply as an use case to the area of automotive.
3.1 Use case
A suitable scenario is shown in Figure 3 where one vehicle
(V1) is driving on a long-way route (e.g. highway), it is on a
constant level of speed as well as its driver being on a constant
level of stress. For a long distance, the vehicle is part of a
group (Cluster B) with the same conditions. After a few min-
utes a vehicle (V2) is entering the group with a much higher
speed and a driver’s stress level higher than the current group.
The basic question is, what influence has the new vehicle on
the group.
Figure 3: Scenario of a dynamic cluster change of one vehicle
In this scenario the system works as follows:
1. The estimation of the stress level will be done with an
external sensor and transmitted to the smartphone or
navigation system with the ability to use external sen-
sors. Each individual vehicle sends its own GPS position
combined with the gathered information to the server,
via internet.
2. On the server side, the received location data of every
client will be used to determine the clusters of vehicles
on the road. After that the remaining information about
the stress level of each driver will be analyzed and com-
pared with the group. If there are no anomalies detected,
no notification will be broadcasted out.
3. As described in the scenario, a new vehicle is entering
the area of an existing cluster. Its driver’s stress level
is significant different to the average of the group and
consequently higher then most of each individual of the
current cluster. The position update and the stress mea-
surement of each vehicle and its driver will be done pe-
riodically and send to the server.
4. The same procedure like in step two will be executed on
the server. The server detects a new member in the area
of cluster B and appends it to the corresponding cluster.
The analyses of the gathered stress level of all clients
of cluster B shows a rising of their individual stress level
since the entering of the new member (V2) to the cluster.
Even the increasing of one individual’s stress level (e.g.
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the vehicle directly in front of V2) will be detected be-
cause it is higher than the average of the cluster. The in-
creased stress level of the cluster represents a higher ac-
cident potential to the whole group. As a consequence,
the notification service will be instructed to notify all in-
dividuals of cluster B about the potential risk as well as
clusters near the affected group (e.g. cluster A) to rise
drivers’ attention level. Also possible traffic supervisors
or intelligent traffic systems can be informed about this
situation.
5. All individuals which are concerned about the potential
risk, will receive a notification with the current situation
of their environment. Furthermore can contain advices
to improve the safety for example original members of
cluster B will be delegated how each vehicle has to be
ordered so V2 has the possibility to leave the cluster as
fast as it can.
Due to the fact that this is a concrete scenario, we should
bear in mind that the possibilities of two or more vehicles
are able to leave/enter a cluster simultaneous. Another aspect
could be to inform clusters which have a higher distance but
depending on their speed level could be potentially affected
by an accident of a measured group and other aspects. We
deal with these factors after a first prototype.
4 Conclusion and Future work
Stress has a big influence on individuals behaviour like atten-
tion level or decision making. In a dynamic environment like
in automotive, is may result a higher risk for accidents. To de-
crease the hazard, this approach proposes to relate individual
stress levels to clustered dynamic groups of nearby, creating a
group dependent stress level. This concept has not been tack-
led by other studies. Automatic detection of stress influences
or a common stress raising will be used for notifications to the
affected drivers/groups to improve driving safety with current
technologies. The next step will be the implementation of
model as a prototype, to deal with the factors described, and
to extend the model/prototype to handle several vehicles en-
tering a cluster. Finally it has to be evaluated how intelligent
traffic control system can be incorporated.
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Abstract 
The efficiency in the management of public re-
sources is on of the main pillars of the welfare 
state. The objective of this work is to analyze the 
efficiency of the public resources that regional 
governments invest in health systems. To this end, 
Data Envelopment Analysis (DEA) is applied 
which enable researchers and managers to obtain 
measurements of efficiency of the analyzed re-
gions, and proposing corrective steps to achieve ef-
ficiency for non-efficient regions. 
Results show that not every health systems present 
technical efficiency, nor scale efficiency. 
 
Keywords: efficiency, public health, regional 
public health, DEA, public resources. 
1 Introduction 
In the last decades the Spanish public health system has 
been radically transformed. The universality, equity and 
solidarity are the basic pillars of the current health system 
due to “individuals’ health and the quality of health systems 
are essential signs of the level of welfare and social protec-
tion of the society” (CES 2010). Decentralization of the 
health system and giving the governance to the regions in-
creased region development itself by managing health ser-
vices in a better manner for each region, taking always into 
account the solidarity between each region of the nation. 
This decentralization motivated the creation of a public 
health service in each region. The efficiency of these ser-
vices is nowadays under study, proposing private manage-
ment of services as an alternative to better management. 
This is the main reason for analyzing the efficiency of pub-
lic resources in general and health services particularly, 
even more in this current economic situation. 
The objective of this work is to study the efficiency of pub-
lic regional health systems through the management of the 
resources invested in them and how much of these resources 
are invested in employing and by studying the frequency of 
admissions in hospitals, specialists or primary attention, 
nursing etc. that citizens receive. The fact of analyzing in-
vestments in employees is motivated by: the weight of the 
costs in employees comparing to the total cost of health sys-
tems (from 30% to 50% of costs) and motivated by the ef-
fects of investments in employing over the welfare status, 
even more with a rate of unemployment of 26%. 
The analysis of the efficiency can be performed from two 
perspectives [Gonzalez, 2010] a) using managements indi-
cators based on the analysis of ratios, which could return 
conflicting results depending on the indicators used [Smith, 
2003], and b) using global indicators of efficiency that 
measure distances between the analyzed units (DMUs) and 
the production frontier which is established by the efficient 
units depending on the resources and obtained results. 
DEA is a method of analysis of the second (b) perspective, 
considered as a very accepted system of measurement of 
efficiency of the public sector [Lowell, 2003]. DEA has the 
benefit of being able of including several variables as inputs 
and several variables as outputs. This system began as an 
extension of the work from Farrel in 1957, where it is 
shown a satisfactory measurement of the productive effi-
ciency and how it can be computed [Coelli, 1996], [Coll, 
2006], [Cooper, 2007]- 
Performing DEA provide the distances between non-
efficient units and the frontier established by the production 
functions of efficient units, when production factors operate 
in variable scale or constant scale, that means when the pe-
culiarities of each measurement units (each health system) 
are taken into account or when the global efficiency is the 
main objective and not taking into account these peculiari-
ties. 
DEA analysis technique requires an input or output orienta-
tion. Researches has to choose between one or another de-
pending on which variables are susceptible to be changed or 
not. The input-orientated model should be chosen when 
inputs variables are adaptable, while output-oriented model 
should be chosen when output variables are adaptable [Ra-
manathan, 2003]. 
In this work the model input-oriented is going to be chosen 
due to inputs variables include: expenses per individual, 
percentage of expenses to cover employing costs. Regional 
governments control both variables. Outputs variables are 
the number of health visits for 1000 inhabitants and the 
number of primary and nursing attention for 1000 inhabit-
ants. These variables depend on factors that are not con-
trolled by regions like times individuals ask for attention or 
the type of attention required. However, in this second case 
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variables could be controlled applying management systems 
based on objectives or incentives. 
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Abstract
The standard backward propagation of errors algo-
rithm (abbreviated as back-propagation algorithm)
is commonly used for decision making in medicine.
Using the back-propagation algorithm in medical
diagnosis is desirable since it avoids human sub-
jectivity and applies a large knowledge base, which
makes this algorithm very reliable. However, it is
generally believed that it is very slow if it does con-
verge, especially if the network size is not of suf-
ficient size compared to the problem at hand. A
drawback of the back-propagation algorithm is that
it has a constant learning rate coefficient, while dif-
ferent regions of the error surface may have differ-
ent characteristic gradients. Variation in the nature
of the surface may require a dynamic change of
learning rate coefficient. A new back-propagation
algorithm with momentum has been developed in
order to be used to speed up the learning pro-
cess, which accelerates the convergence of back-
propagation algorithm.
1 Introduction
In many real-world situations, we are faced with incomplete
information or noisy. It is also important to be able to make
reasonable predictions on new cases of information available
and a backpropagation network adapts its weights to acquire
learning from a training set.
Back propagation is to propagate error backwards, ie, from
the output layer to the input layer, through intermediate hid-
den layers and adjusting the weights of the connections in
order to reduce the error. There are various versions of the
backpropagation algorithm rules and connectionist different
architectures to which they can be applied.
Examples of possible applications are the diagnosis of car-
diac abnormalities, prescription diets or the diagnosis of ab-
normalities in electrocardiograms.
The backpropagation network is based on the generaliza-
tion of the delta rule. Like the perceptron, Adaline and
Madaline[Widrow and Lehr, 1990], backpropagation network
is characterized by a layered architecture and strictly forward
connections between neurons. Use supervised gradient-based
network error with respect to weights learning neural net-
works.
The advantages and the disavantages of the artificial neural
networks are described below[Tu, 1996].
1.1 Advantages of ANNs
• Are not linear distributed systems: a neuron it is a non-
linear element so that interconnect them (neural net-
work) will also be a nonlinear device. This property
allows the simulation of nonlinear and chaotic systems,
simulation with the linear classical systems, can not be
performed.
• Are fault tolerant systems: a neural network, as a dis-
tributed system, allows the fault of some individual el-
ements (neurons) without significantly altering the total
system response. This makes them particularly attractive
compared to existing computers, typically such systems
are sequential so that a failure in one of its components
implies that the whole system does not work.
• Adaptability: a neural network has the ability to mod-
ify the parameters which influence its operation accord-
ing to the changes that occur in their work environment
(changes in the inputs, the presence of noise, etc..). Re-
garding adaptability to be taken into account that it can
not be excessively large since it would lead to an unsta-
ble system have to respond to small disturbances.
• Establish nonlinear relationships between data: neural
networks are able to relate two sets of data by complex
relationships.
• Possibility of VLSI implementation: this capability al-
lows these systems to be applied in real-time systems,
simulating biological systems using silicon elements.
• Learning capability (automatic): neural models elimi-
nate the need for adaptation of expert systems. The data
inputs are fed directly to the prediction software, without
interpretation or modification (not previously involved
an expert who takes a mental model).
1.2 Disadvantages of ANNs
• It is necessary to know well the problem to be modeled.
• The black box effect: the data enters into the black box
and the predictions are obtained, but are not usually re-
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veals the nature of the relationships between the inde-
pendent and dependent variables. In some cases, the
neural networks do not explain, as with other traditional
approaches.
• Lengthy processes.
• Require the definition of many parameters before apply-
ing the methodology.
2 PROBEN1
The PROBEN1 benchmark[Prechelt and others, 1994] is a
collection of problems prepared for learning ANNs in order
to test different algorithms and get a direct comparison of re-
sults. PROBEN1 contains 15 problems divided into 12 differ-
ent areas, and also provides a set of rules and conventions ad-
vised regarding documentation of the results. The problems
cover arguments in classification problems and functional in-
terpolation. In our case it is used to test the operation of the
developed system.
2.1 Backpropagation algorithm
The training of the neural network using the multi-
propagation algorithm or propagation or back-propagation of
errors consists of the following steps:
1. The structure of the network (number of layers and of
neurons in each layer) is decided: L layers, n neurons in
the input layer (layer 1), m in the output (layer L).
2. An activation function of neurons differentiable is cho-
sen. Usually sigmoidal type[Harrington, 1993] (ie S-
shaped), ie the logistic function g(x) = 11+e−x .
3. The wij weights and the polarizations are randomly ini-
tialized and with small values (−0.5, 0.5).
4. The training data is generated: set of tuples inputs - de-
sired outputs, ie, if there are 2 inputs, 2 outputs and M
training tuples are necessary:
{(x11, x12), (yd11, yd12)}, {(x21, x22), (yd21, yd22)},
. . . , {(xM1, xM2), (ydM1, ydM2)}
5. A training data is chosen, ie r:
{(xr1, xr2), (ydr1, ydr2)}.
6. The outputs of the network (xr1, xr2) with available
weights propagating the values from the input neurons
to forward are calculated, ie from l = 1 to L:
• ini = input receiving a i unit.
• ai = output of the i unit.
• If i is an input neuron (l = 1)→ ai = xri.
• In a i neuron of layer l (with l 6= 1):
ini =
∑
j
wijaj , ai = g(ini)
7. The difference between the outputs of the network for
xr data (i outputs of neurons output layer) obtained with
current weights (ai) and desired outputs (ydri), so we get
the error vector with the error of each output neuron for
that data is calculated.
8. The weights of the network so that the error is minimized
are adjusted. In the output layer:
wji(t+ 1) = wji(t) + ηaj∆i,∆i = g
′(ini)(ydri − ai)
But if the neuron does not belong to the output layer do
not know what is the expected value of output: the same
formula can not be used. How to update the connection
weights of the hidden layers? Come back ∆j calculating
the error of each unit of the hidden layer l−1 from error
units layer l with which they are connected j.
wkj(t+1) = wkj(t)+ηak∆j ,∆j = g
′(inj)
∑
i
wji∆i
Ie, each unit j is ”responsible” for the error that each
of the units to which sends its output, contributing in
proportion to their weight. To calculate the modification
of the weights, the error is calculated in the output stage
and the change propagates backward: backpropagation.
9. The above steps for each pair of training (time) are re-
peated and iterated until the error for all training sets is
acceptable.
3 Momentum
The system is an improved version of backpropagation,
which uses a term called Momentum[Phansalkar and Sastry,
1994] for the elimination of local minimum.
The term Momentum introduces error of the previous
weight as a parameter for the computation of the new change.
This avoids the problems common swing with backpropaga-
tion algorithm when the error surface has a minimum very
narrow area. Calculating weights corresponding to:
δj =
{
(f ′j(netj) + c)(tj − oj), if j neuron is output
(f ′j(netj) + c)
∑
k δkwjk, if j neuron is hidden
The effect of these improvements is that the flat spots on
the error surface are traversed relatively quickly with some
big steps while the step size is decreased when the surface is
irregular. This adaptation of the step size increases learning
speed significantly.
Keep in mind that the above change in weight is lost every
time the parameters are changed, new patterns are loaded, or
network changes.
Momentum is a heuristic optimization technique while
other techniques of numerical optimization. Examples of
other optimizations backpropagation algorithm are:
• The QuickProp algorithm that significantly speeds up
the gradient descent backpropagation algorithm.
• The LMBP is the fastest algorithm that has been proven
to train multilayer neural networks of moderate size. Its
main drawback is the memory requirements, if the net-
work has more than a few hundred parameters the algo-
rithm becomes impractical.
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• The cascade-correlation algorithm has the particularity
of hidden neurons use to minimize the residual error that
is output to an input pattern, in addition to grow to reach
their optimum size.
4 Experimentation
In our algorithm we used basic data types such as arrays, for
example, to optimize the execution time, code is more com-
plex to use these data types as it does not give us the ease of
implementation that would give us other non-core types like
lists but has advantages in runtime.
For each experiment we tested our algorithm with various
inputs of hidden (hidden layer), string length n (learning fac-
tor). Mostly what we can change is the learning factor to
bring us closer to the results obtained in the benchmark. For
each example we calculate the mean square error, standard
deviation and by the time it stops.
Figure 1: Table of results
Some conclusions we can take from the tests performed.
First the mean of the times out relevant PROBEN1 documen-
tation different from this may be because the algorithm im-
plemented for this work that is more effective. But the results
in the stdev column of Total Epochs and Revelants Epochs,
are too low compared with respect to the document because
each RUN out these results are very similar. Finally, the col-
umn Overfit values goes too high, this may be shaped by the
algorithm is implemented.
Meanwhile, here in this document have not included all
the examples to classify the test set. This is because the ex-
amples are not included in this table because their values did
not correspond to the table and also proben learning factors
were difficult to predict its range. This may be due to several
reasons, one of them that this work has not been taken into
account that the inputs or outputs can be negative as well as
having problems in finding their learning facto. The forego-
ing on negative values, could be a point when an improved
algorithm in the future.
This table contained a number of problems, all problems
table PROBEN1 not be classified by the algorithm imple-
mented in this work because when you find a learning fac-
tor that approximates the results to the table PROBEN1, if
we make several executions , we do very different values at
Figure 2: Problems that has no a classification in the test set
relevant times and total times, for example in learning build-
ing3.dt with factor 3.18, at different values minds if we com-
plete several RUN.
5 Conclusions
The conclusions of this work can make training an artificial
neural network, is that for almost all problems proben the tar-
get will reach. For other deployment for various reasons, has
not been po-dido achieve the overall objective of the work.
As future work and extension could be discover-fix two
problems in the previous sections, trying to give the reason
why no data required is the PROBEN1. The algorithm is also
able to expand not only have the input layer and out-put but it
includes a hidden or intermediate layer endow a more general
approach to ANN work.
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Abstract 
Energy-efficiency and safety became an important 
factor for car manufacturers. Thus, the cars have 
been optimised regarding the energy consumption 
and safety by optimising for example the power 
train or the engine. Besides the optimisation of the 
car itself, energy-efficiency and safety can also be 
increased by adapting the individual driving behav-
iour to the current driving situation. This paper in-
troduces a driving system, which is in develop-
ment. Its goal is to optimise the driving behaviour 
in terms of energy-efficiency and safety by giving 
recommendations to the driver. For the creation of 
a recommendation the driving system monitors the 
driver and the current driving situation as well as 
the car using in-vehicle sensors and serial-bus sys-
tems. On the basis of the acquired data, the driving 
system will give individual energy-efficiency and 
safety recommendations in real-time. This will al-
low eliminating bad driving habits, while consider-
ing the driver needs. 
1 Introduction 
As the result of the climate change and society’s awareness 
of the finiteness of oil, which increased due to several oil 
crises in the past, saving energy and protecting the environ-
ment became fundamental for politics and society [Yay, 
2010]. Additionally, statistics showed that the increasing 
number of cars and drivers increased the accidents and fatal-
ities on the road [Statistical Office, 2011]. Fan et al. [Fan et 
al., 2011] revealed that driving behaviour has a great factor 
to safety. Furthermore, an adaptation of the driving behav-
iour can save energy up to 30% [Haworth and Symmons, 
2001; Helms et al., 2010; Van Mierlo et al., 2004]. 
On the basis of the above facts a driving system is presented 
in this paper, which has the goal to optimise the driving 
behaviour with respect to safety and energy-efficiency by 
giving adequate driving recommendation for the current 
driving situation. The recommendations will depend on the 
chosen are of improvement like safety and/or energy-
efficiency. It is possible to fulfil energy-efficiency and safe-
ty potential, if the driver follows the given recommenda-
tions. 
There are already several driving systems with the goal to 
optimise the driving behaviour by giving energy-efficiency 
or safety relevant hints [Fiat, 2013, Kia 2013; Lotan and 
Toledo, 2006]. These driving systems, however, cover either 
the area of energy-efficiency or safety. In contrast, our driv-
ing system will try to improve both areas. By using a driv-
ing profile, which represents the typical driving behaviour, 
our driving system will adapt itself to the individual driving 
behaviour. This will allow creating a warning based on any 
negative change of the driving behaviour or the driver con-
dition. Furthermore, the acceptance of the driving system 
will be increased as it generates only useful recommenda-
tions. These recommendations will be given on time, as the 
driving system predicts the car state. Thus, the reaction of 
the driver to a dangerous driving situation will be appropri-
ate. The first prototype of the driving system will be devel-
oped on the basis of a driving simulator. The second proto-
type will be connected to a real car, to test the driving sys-
tem in a real environment. 
2 Related Work 
The goal of energy-efficient and safe driving is to change 
the driving habits of the driver to reduce the energy demand 
of the car and to increase the road safety. Energy-efficient 
and safe driving are described by a set of rules, why the 
cooperation for the driver is needed to achieve the goal of 
the reduced energy consumption and increased road safety. 
In [Van Mierlo et al., 2004] driving rules for energy-
efficient driving are evaluated. The results showed that the 
correct interpretation of the driving rules decreases the en-
ergy consumption and vehicle emissions. The drivers de-
creased the driving speed during the practice of the driving 
rules as well. As revealed in [Haworth and Symmons, 
2001], the reduced driving speed leads to an increase of the 
road safety. 
Beside the driving systems in the research area, there are 
also driving systems with the focus on energy-efficiency or 
ecological driving developed by the car manufacturers Kia 
and Fiat. The driving system of the manufacturer Kia [Kia 
2013] gives feedback to the driver by activating different 
coloured lamps, which stand for energy-efficient driving, 
stand-by of the driving system or normal fuel consumption 
of the car. However, this driving system shows neither the 
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wrongdoings of the driver nor generates recommendations 
to eliminate the bad driving habits, which are the causes of 
the inefficient driving behaviour. 
In contrast to the Kia’s driving system, Fiat [Fiat, 2013] 
tries to improve the energy-efficient driving by analysing 
and rating the recorded driving behaviour on the Fiat web-
site. Therefore, the driving system of Fiat first collects in-
formation about the driving behaviour, which the driver has 
then to upload the collected data on the Fiat website. How-
ever, this approach does not include a real-time feedback, 
which would allow an improvement of the driving behav-
iour by alerting human errors in terms of energy-efficiency. 
Another eco-driving system is introduced in [Magana and 
Munoz Organero, 2011], which is based on the interaction 
between a car and a mobile device. The focus of this driving 
system is to educate the driver in eco-driving by giving hints 
to eliminate the bad driving habits. The driving system runs 
on a mobile device, why the needed information is gathered 
through the diagnostic port of the car and the internet con-
nection of the mobile device. However, the driving system 
relies on an internet connection, why it is not guaranteed 
that it is able to obtain all needed data during the journey, as 
the internet connection may not be available during the 
whole journey. Furthermore, the driving system does not 
consider the individual driving behaviour, which can be 
used for the generation of individual driving hints. 
Beside these driving systems with the focus on energy-
efficiency, there are also driving systems with the goal to 
increase the road safety. However, an energy-efficient driv-
ing behaviour has also a positive effect on road safety, as it 
prevents an aggressive driving behaviour, which is the main 
cause of accidents [Haworth and Symmons, 2001]. 
Several safety relevant driving systems are trying to in-
crease the road safety by warning the driver on recognition 
of a dangerous driving situation, like the driving system 
DAISY [Onken, 1994]. It monitors therefore the current 
driving situation and the driver condition. On the basis of 
the gathered information it recognises and warns the driver 
in dangerous situations, especially in situations, which are 
susceptible for distractions. However, DAISY does not try 
to improve the driving behaviour although the bad driving 
habits of the driver might have caused the dangerous situa-
tion. 
Another driving system with the focus on safety is Drive-
Diagnostics [Lotan and Toleda, 2006]. In contrast to 
DAISY, it has the goal to educate the driver in safe driving. 
Therefore, it indicates the trip safety by monitoring and 
analysing the car movement. The real-time feedback warns 
the driver when his current driving behaviour does not 
match his typical driving behaviour or when the driver 
drives aggressively. In addition, DriveDiagnostics provides 
also an offline feedback by recording the trip and showing 
the average trip safety to the driver afterwards. However, 
the road safety could be increased more by observing the 
driver condition. This would allow recognising an untypical 
driver conditions like fatigue using tracking systems [Singh 
et al., 2010] and drowsiness using vital sensors [Sahayadhas 
et al., 2012]. Thus, dangerous driving situations could be 
detected also on the basis of the driver condition. 
The driving systems presented in this chapter cover either 
the area of energy-efficiency or safety. Furthermore, they do 
not consider the individual driving behaviour or the driver 
condition, which are important factors in energy-efficiency 
and safety as well. In contrast to the presented driving sys-
tems, our driving system adapts itself to the individual driv-
ing behaviour as well as considers the driver condition. 
Furthermore, our driving system covers both areas: energy-
efficiency and safety. This allows the generation of individ-
ual energy-efficiency and safety relevant recommendations 
in real-time, while considering the driver needs. 
3 Architecture 
Our driving system is based on the multi-tier architecture. 
Figure 1 shows the three main components of our driving 
system, which will be described in the following: 
• Data Layer: It gathers all necessary data from the car, 
the driver and the environment. It is connected to the 
in-car serial-bus systems to gather data from the car, to 
vital sensors for monitoring the driver condition and to 
other sensors, which are relevant for acquiring infor-
mation about the environment, like the current weather 
condition. The collected data is then fuzzified using 
fuzzy logic, as some data has more value when they 
are fuzzified. On the basis of the incoming data, the 
 
Figure 1: Architecture of our driving system 
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data layer creates a driving profile, which describes the 
typical driving behaviour of the driver. Beside the de-
scribed tasks, the data layer administrates all relevant 
information, which is needed for further processing, as 
well. 
• Processing Layer:  The collected information and 
driver profile are used to analyse the driving behaviour 
in the Processing Layer. Additionally, it predicts the 
state of the car using the collected information stored 
in the Data Layer. Based on the prediction and the 
analysis of the driving behaviour, recommendations 
are generated, which guide the driver to drive energy-
efficient or safe. 
• Graphical Layer: Its main purpose is the rendering of 
the graphical user interface on the in-vehicle display 
unit. Furthermore, it shows the generated recommen-
dations to the driver for example using the graphical 
user interface or an acoustic signal. The Graphical 
Layer provides also the opportunity to configure the 
driving profile by choosing an area of improvement: 
energy-efficiency, safety or both. 
3.1 Data Layer 
The Data Layer acquires all necessary data from the sensors 
and the in-car serial-bus system. Based on the gathered 
information it generates a driving profile, which represents 
the typical driving behaviour of the driver, and aggregates 
the incoming data using fuzzy logic. All necessary infor-
mation for further processing such as the driving rules, the 
car facts, the collected and aggregated information are 
stored in the Data Layer. Figure 1 shows the different mod-
ules of the Data Layer, which will be described in the fol-
lowing. 
Interface Module 
The Interface Module is responsible for the communication 
with the in-car serial-bus systems and with the connected 
sensors. For the communication with the serial-bus systems 
it passes the message identifier of the desired information to 
the serial-bus system interface, which forwards then the 
corresponding data to the Interface Module. In contrast, the 
connected sensors send their data to the Interface Module 
without registering any identifier. After the collection of the 
data, it will be passed to the Data Aggregation and Profile 
Update Module for further processing. 
Data Aggregation Module 
The incoming data is prepared in the Data Aggregation 
Module using fuzzy logic, as some information has more 
value when it is fuzzy, for example it is clearer to define the 
manner of driving as high instead of using the crisp value1 
of the engine speed to describe the manner of driving. 
For the preparation of the incoming data the Data Aggrega-
tion Module uses Fuzzy logic. Its main purpose is to inter-
pret fuzzy information with the help of fuzzy sets and fuzzy 
rules. Fuzzy sets are described by sets of elements, which 
have a degree of membership. Fuzzy rules are conditional 
statements, which are often used for control purposes. Table 
1 shows an excerpt of fuzzy sets and rules used in the Data 
Aggregation Module to prepare the incoming data. 
The first step of the Data Aggregation Module is the trans-
formation of the incoming crisp data into grades of member-
ships of linguistic terms with the help of the defined fuzzy 
sets. This process is called the fuzzification. For example, 
the engine speed value 2000 rpm is transformed into the 
degree of membership of two linguistic terms: 80% low and 
20% very low. The next step applies the defined fuzzy rules 
on the fuzzy values. The fuzzy rules allow the aggregation 
of different fuzzy values to get more information out of the 
existing data. For instance a dangerous driving weather 
condition is the result of heavy rain and temperature below 
freeze point. 
Finally, the Data Aggregation Module transforms the lin-
guistic terms, including the results of the fuzzy rules, into 
crisp values. This process is called defuzzification. There 
are different methods to transform the linguistic terms into 
crisp values. The simplest method is to choose the set with 
the highest degree of membership and ignore the other sets. 
Thus, in our example with the engine speed the defuzzifica-
tion process would transform the 80% low into a crisp val-
ue, which represents a low engine speed.  
The result of the defizzification process is then passed to the 
Profile Update Module. Simultaneously, the aggregated data 
                                                 
1
 A crisp value is an exact value like a real number. It is the 
opposite of a fuzzy value. 
Raw Data Fuzzy set Fuzzy rule 
Engine speed Very low - … - very high - 
Manner of driving - IF Engine speed low THEN driving style low speed; … 
Acceleration High  negative - … - high positive - 
Weather condition  - IF temperature at freeze point OR temperature less then 
freeze point AND is raining THEN danger is high; … 
Rain No rain - less - … - heavy rain - 
Temperature Less than freeze point - at freeze 
point - higher than freeze point 
- 
 Table 1: Excerpt of the fuzzy sets and rules 
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is stored along with the incoming data, which were not 
relevant to the fuzzification process, in the working 
memory. 
Profile Update Module 
The Profile Update Module is responsible for creating and 
updating the driving profile, which is used to describe the 
typical driving behaviour of the driver. The basis for the 
driving profile is the incoming data from the Interface- and 
the Data Aggregation Module. First, the Profile Update 
Module checks if a driving profile is available for the driver 
and creates a driving profile if it is not available. Every 
entry in the driving profile is described by the name of the 
value, the value itself, which represents the average value of 
that entry, and the update count of that value. For example 
the driving profile stores the driving behaviour, while a 
certain speed limit: 
• Name of the value: Average speed at speed limit of 70 
km/h 
• Value:72 km/h 
• Update count: 2000 
In our example the value represents the average driving 
speed of the car during the speed limit of 70 km/h. The 
update process calculates the average the mean of the value 
by using the update count, the value itself and the incoming 
value. The update count is increased by one on every update 
of the value. The following formula shows the calculation of 
the average value: 
newValue =
	count × profileValue + incomingValue
count + 1
 
Based on the calculation done by the Profile Update Module 
the driving profile represents the average or typical driving 
behaviour of the driver. The calculation is done and stored 
for every journey separately. This allows the driving system 
to analyse the driving behaviour over time to find positive 
or negative changes in the driving behaviour. However, 
when the Profile Update Module creates the driving profile, 
it has to be updated a couple times until the driving profile 
is able to represent the typical driving behaviour. 
Short Term Knowledge Base 
The prepared data from the Data Aggregation Module as 
well as the incoming data form the Interface Module are 
stored in the working memory, which is placed in the Short 
Term Knowledge Base. The stored information is used in 
the Processing Layer for further processing. The following 
list shows an excerpt of the stored values. 
• speed 
• speed limit 
• distance to preceding car 
• current gear 
• acceleration force 
Mid Term Knowledge Base 
The driving profile, which is created and updated by the 
Profile Update Module, is stored in the Mid Term 
Knowledge Base. It contains information about the driving 
behaviour, the already given recommendations and the area 
of improvement that the driver has chosen. The stored in-
formation is used for the analysis of the driving behaviour 
and the generation of recommendations. The following list 
shows an excerpt of the stored values in the Mid Term 
Knowledge Base. 
• Average Manner of driving 
• Average Driving Speed 
• Average Distance to preceding car 
• Area of improvement 
• History of given recommendations 
• Adherence to the recommendations 
Long Term Knowledge Base 
The Long Term Knowledge Base is separated in two parts. 
One store the driving rules for energy-efficient and safe 
driving and the other part describes the facts about the car 
like the mileage, maximum speed or rpm. Both parts are the 
basis for the generation of the recommendations and will be 
described in the following: 
Safety relevant driving rules 
• Keep enough distance to preceding car 
• Look ahead and anticipate to surrounding traffic 
• Adapt your speed to the given situation 
• Don’t exceed the speed limit 
• Avoid any distractions, for example don’t use the mo-
bile phone during the journey 
Energy-efficient driving rules 
• Shift the gear as soon as possible 
• Drive at steady speed using the highest gear 
• Skip gears when it is appropriate 
• Decelerate smoothly by releasing the accelerator on 
time, while the car is in gear 
3.2 Processing Layer 
The Processing Layer is responsible for the analysis of the 
driving behaviour regarding the aspects of energy-efficiency 
and safety and for the generation of the recommendations, 
based on the individual driving behaviour. For these proce-
dures an expert system is used, which is separated in two 
modules: the Rule- and Data Element Selector and Inference 
Engine. Furthermore, as our driving system tries to prevent 
bad driving habits, the Prediction Engine predicts the state 
of the car. This allows the expert system to generate a rec-
ommendation before a braking of a driving rule occurs. The 
data used in the expert system is gathered from the Long-, 
Mid- and Short Term Knowledge Base, which are placed in 
the Data Layer. The correlation between the different mod-
ules is illustrated in Figure 1. In the following chapters the 
modules of the Processing Layer will be described in detail. 
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Prediction Engine Module 
Our driving system has the goal to show energy-efficient 
and safe driving recommendations to the driver before a 
breaking of a driving rule occurs. Therefore, it is necessary 
to know the future state of the car. The Prediction Engine 
Module tries to predict the state of the car for the next cy-
cles. A cycle is defined by passing the Processing Layer 
once from the Prediction Engine Module to the Inference 
Engine Module. It has to be figured out how many cycles 
are appropriate for the prediction. As the prediction is done 
in real-time and the performance is an important point, the 
Prediction Engine Module predicts only the values speed, 
distance to the preceding car and the engine speed. So, these 
values represent the state of the car in the Prediction Engine 
Module, as these values are the core values for the detection 
of the breakings of the rules. The prediction allows the ex-
pert system an early recognition of any breakings of the 
driving rules. Thus, the expert system can prevent the break-
ing of the driving rules by giving driving recommendations 
to the driver before the driver does a driving mistake. 
There are prediction algorithms, which allow the prediction 
of the car state like the Kalman filter [Welch and Bishop, 
2006] or the Auto-Regressive Moving-Average (ARMA) 
[Brockwell and Davis, 2002]. The car state in our case is 
represented by the values car speed, engine speed ant the 
distance to the preceding car. 
The modelling and recognition of simulated driving behav-
iour is presented in [Pentland and Liu, 1999] using a Mar-
kov chain2 with sequenced Kalman filters. According to 
Pentland and Liu the Kalman filter is only useful in short 
time prediction, for instance for the prediction of a quick 
hand motion. Thus, Pentland and Liu use the Kalman filter 
for a small-scale structure of the driving behaviour and 
coupled these together with a Markov chain, which repre-
sented the large-scale structure. The evaluation of this ap-
proach showed a prediction accuracy of 95% can be 
achieved. In contrast to the statement of Pentland and Liu, 
                                                 
2
 A Markov chain describes the transition probability from one 
state to another state. Thus, it consists of states and transitions. The 
Markov chain is often used to model real world processes statisti-
cally. 
Bossanyi used the Kalman filter for the prediction of the 
short-term wind speed, where the Kalman filter predicted 
well for time periods below 10 minutes [Bossanyi, 1985]. 
The ARMA is another statistical prediction algorithm, 
which combines the autoregressive and the moving-average 
model. The output of the autoregressive model depends 
linearly on the previous output values. In contrast, the mov-
ing-average model is used to describe the mean of the time 
series data. The ARMA prediction is used for example in 
the area of econometrics, statistics or for wind speed predic-
tion. In [Lujano-Rojas et al., 2011] an approach is presented 
for the hourly prediction of the average wind speed. The 
evaluation showed that the prediction accuracy for the time 
between one and then hours ahead can be improved about 
17% using the presented approach. 
The presented prediction algorithms have different ap-
proaches for the prediction of the values. Thus, we evaluat-
ed of the prediction algorithms using the data from the driv-
ing simulator. We collected the driving speed information of 
about 15 minutes of a journey. The result of the evaluation 
(see Figure 2) showed a more accuracy using the ARMA, as 
it considers the history of the values.  
Rule and Data Element Selector Module 
The Rule- and Data Element Selector Module is responsible 
for detecting any braking of a driving rule, deviation from 
the typical driving behaviour and any condition of the driv-
er, which can be prejudicial for the driving task like anger, 
fatigue and so on. Thus, it compares the data from the work-
ing memory against the driving rules and car facts, which 
are stored in the Long Term Knowledge Base in the Data 
Layer. The data from the working memory is compared 
against the driving profile as well. The content of the work-
ing memory is not passed directly to the Rule and Data 
Element Selector Module. It is first passed to the Prediction 
Engine, which adds the predicted data to the data set of the 
working memory, and passes then the whole information to 
the Rule and Data Element Selector Module. On Recogni-
tion of a breaking of a driving rule, any deviation from the 
typical driving behaviour or an uncommon driver condition 
the associated data including the predicted data and the 
recognised abnormality is passed to the Inference Engine 
Module for further processing. 
 
Figure 2: Result of 100 seconds prediction ahead using ARMA and Kalman filter 
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The recognition of an abnormality in the driving behaviour 
is done by comparing each driving rule against the incoming 
data using fuzzy and crisp logic. Furthermore, the incoming 
data is also compared against the driving profile to detect 
any untypical driving behaviour or an uncommon driver 
condition. As there are only few driving rules for energy-
efficient and safe driving and energy-efficient driving has a 
positive effect on safety, the module has not to deal with 
performance and contradictory driving rules. Hence, the 
Rule and Data Element Selector Module checks every single 
driving rule or value stored in the driving profile against the 
incoming data. However, if more driving rules or values to 
the driving profile are added, a solution to increase the per-
formance and to solve driving rule conflicts has to be con-
sidered. A solution could be to weight manually the driving 
rules and values stored in the driving profile in relation to 
their importance to safety or energy-efficiency and to order 
them according to their relations to each other. 
Inference Engine Module 
The Inference Engine Module decides whether to generate 
and show a recommendation to the driver or not. Therefore, 
it checks the driver profile, especially the already given 
recommendations and the past reactions to them, if it is 
necessary to show the recommendation to the driver in order 
not to bother him. The reactions to the given recommenda-
tions will be analysed by checking the changes of the values 
during the next cycles, which are important for a specific 
recommendation. As there are delays until the driver is able 
to notice and to react to the given recommendation, the 
Inference Engine Module will wait a certain time until it 
starts the analysis of the driver reaction to the given recom-
mendation. For example, after showing the recommendation 
“increase the distance to the preceding car” to the driver, the 
Inference Engine waits until it starts to measure the reaction. 
During the next cycles the distance to the preceding car will 
be analysed and checked if the distance is increased. On 
recognition of an increase the Inference Engine Module will 
assume that the given recommendation has been adhered. If 
an increase of the distance cannot be noticed, the Inference 
Engine Module will wait a certain time until a recommenda-
tion is given again, as it does not want to bother the driver 
by giving the same recommendation. In case of repeated 
ignorance of that recommendation, the Inference Engine 
will decrease the generation frequency of that ignored rec-
ommendation. This allows the driving system to consider 
the driver needs by adapting itself to the individual reaction 
to a given recommendation. Thus, the acceptance of the 
driving system can be increased as it avoids recommenda-
tions, which are unimportant in the sense of the driver. 
Conclusion & Further Work 
We presented in this paper an adaptive driving system, 
which is in development. The focus of the driving system is 
the analysis of the driving behaviour and the generation of 
adequate recommendations to improve the driving behav-
iour in terms of energy-efficiency and safety. In contrast to 
other existing driving systems the presented driving system 
considers energy-efficiency and safety as well as the indi-
vidual driving behaviour and the driver condition while 
generation a recommendation. Furthermore, the driving 
system allows creating recommendations before the driver 
breaks a driving rule by predicting the car state. 
As the driving system is under development, it has to be 
figured out, which algorithm fits the needs of the Inference 
Engine Module and the Rule- and Data Element Selector. 
Furthermore, a user friendly concept for the graphical user 
interface has to be worked out according to the usability 
guidelines for human-machine interfaces for in-vehicle 
systems [EU HMI, 1998]. Finally, the generated recommen-
dations have to be displayed in a noticeable way without 
distracting the driver during the journey. 
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Abstract 
A novel approach for traffic sign representation 
and classification is presented in this paper. Its 
main aim is to show that qualitative descriptions of  
shape, color and orientation combined with similar-
ity methods can be useful for traffic sign recogni-
tion. An experiment is carried out using real color 
sign images and the results obtained are very prom-
ising.  
1 Introduction 
For car drivers, correctly identifying traffic signs at the right 
time and place plays a crucial role in ensuring their and their 
passengers’ safety. Due to changing weather conditions or 
viewing angles, traffic signs are sometimes not easily seen 
until it is too late. Therefore the development of automatic 
systems for recognition of traffic signs is an important ap-
proach to improve driving safety [Handman et al. 2000; 
Hsien 2003; Liu et al. 2002; Yen et al. 2004].  
In traffic sign recognition, feature representations should be 
robust and invariant to possible transformations of shapes 
and changing illumination conditions of colors, as it hap-
pens real in driving situations (i.e. foggy weather). Qualita-
tive descriptions can deal with this kind of uncertainty, then  
they are expected to be useful for this task, and this paper is 
intended to demonstrate this statement.  
In the process of recognizing traffic signs, first a method to 
detect the sign within an image is needed, and then the sign 
description and classification is done.  
A method for sign description and classification is presented 
in this paper. With respect to the sign detection inside a real 
image, any method previously developed in other ap-
proaches [Hibi 1996; Miura et al. 2000; Fang 2003; Viola 
2004; Barnes et al. 2004; Loy and Barnes 2004; Perez and 
Javidi 2002] can be used. Hence, the proposed approach is 
applied once the sign has been extracted from the real im-
age.  
For the recognition of traffic signs, other approaches in the 
literature have applied neural networks [Escalera et al. 2003; 
Kanda et al. 2000; Hsu and Huang 2001] or support vector 
machines (SVM) [Gil-Jiménez et al. 2007]. However, the 
proposed approach does not develop a neural network or a 
SVM, instead, traffic signs are classified only using a simi-
larity measure between the qualitative description of the 
sign to classify and a set which contains all the possible 
signs defined and described offline, prior to the beginning of 
the experiment.  
It is worth noting that qualitative models for shape descrip-
tion and approximate matching have been successful applied 
in object similarity calculus [Falomir et al. 2013a] and also 
in mosaic assembling combined with qualitative models for 
color description [Falomir et al. 2013b]. Here these ap-
proaches are extended to consider the inner figures of the 
objects and their orientation. 
The proposed system, given a digital image with a single 
traffic sign, first applies an image segmentation method as 
explained by Falomir et al. [2012], and then the next infor-
mation is automatically extracted: the shape and color of the 
exterior border of the sign, its interior color, and the shape 
and color of each object inside the sign. Using this informa-
tion, each sign can be described and then classified. Each 
sign is described using a Qualitative Shape Description 
theory, which is presented in Section 2. The colors in each 
sign are also described qualitatively using a Qualitative 
Color Description theory presented in Section 3. Section 4 
describes qualitatively how inner objects are located inside a 
sign. Section 5 describes how the similarity of each feature 
is calculated. The experimentation carried out and the re-
sults obtained are discussed in Section 6 and Section 7, 
respectively. Finally, some conclusions and ideas for future 
work are given in Section 8. 
2 Qualitative Shape Description (QSD) 
The QSD is based on segmenting an image and automati-
cally extracting the boundary of any object contained within 
it. Then, the relevant points that characterize the shape of 
the object (mainly vertices and points of curvature) are 
obtained by analyzing the slope, defined by groups of points 
contained in the boundary. Finally, each relevant point (P) is 
described by a set of features, <ECp, Ap or TCp, Lp, Cp>, 
defined as follows:  
• Edges Connection (EC) by the relevant point P, de-
scribed as {line_line, line_curve, curve_line, 
curve_curve, curvature_point}; 
Using qualitative methods for describing and recognizing traffic signs 
Lledó Museros1, Zoe Falomir2, Ismael Sanz1, Luis Gonzalez-Abril3 
1Universitat Jaume I; 2Bremen University; 3Universidad de Sevilla 
 
Workshop on Ambient Intelligence for Telemedicine and Automotive
29
• Angle (A) at the relevant point P, described as 
{very_acute, acute, right, obtuse, very_obtuse}; 
• Type of Curvature (TC) at the relevant point P, de-
scribed as {very_acute, acute, semicircular, plane, 
very_plane}; 
• Compared Length (L) of the two edges connected 
by P, described as {much_shorter (msh), half-
length (hl), a_bit_shorter (absh), similar_length 
(sl), a_bit_longer (abl), double_length (dl), 
much_longer (ml)}; 
• Convexity (C) at the relevant point P, described as 
{convex, concave}. 
Let us indicate that the vertices are arranged and the first 
vertex is always that located at the upper-left part in the 
image..  
An example of a qualitative shape description of a traffic 
sign is shown in Fig. 1, where there are four relevant points 
which have the same representation.  
Fig. 1. QSD of a traffic sign. 
3 Qualitative Color Description (QCD) 
This approach is based on the standard Red, Green and Blue 
color channels (sRGB) of the predominant color of the ob-
ject (the mean of the sRGB color channels of all the pixels 
of the image), which are translated into coordinates of Hue, 
Saturation and Lightness (HSL) color space in order to give 
a name to the color of the objects.  
From the HSL color coordinates obtained, a reference sys-
tem for qualitative color naming is defined as QCRS = {UH, 
US, UL, QCLAB1..5, QCINT1..5} where UH is the Unit of Hue; 
US is the Unit of Saturation; UL is the Unit of Lightness; 
QCLAB1..5 refers to the color names; and QCINT1..5 refers to the 
intervals of HSL color coordinates associated with each 
color name. In the application considered in this paper, the 
QCLAB and QCINT are follows: 
QCLAB1 = {black (bk), dark_ grey (dg), grey (g), 
light_grey (lg), white (w)} 
QCLAB2 = {red (r), orange (o), yellow (y), green (gn), tur-
quoise (t), blue (b), purple (pu), pink (pk)} 
QCLAB3 = {pale_ + QCLAB2} 
QCLAB4 = {light_ + QCLAB2} 
QCLAB5 = {dark_ + QCLAB2} 
 
The US coordinate of the HSL color space determines if the 
color corresponds to the grey scale or to the rainbow scale: 
QCLAB1 and QCLAB2, respectively. This coordinate also de-
termines the intensity of the color (pale or strong). The 
colors in the rainbow scale are considered as the strong 
ones, while the pale colors are given an explicit name in 
QCLAB3. The UH coordinate determines the division into 
color names inside each scale. This value is circular, for 
example, both 0 uh and 360 uh represent the color red. Fi-
nally, the UL coordinate determines the luminosity of the 
color: dark and light colors are given an explicit name in 
QCLAB4 and QCLAB5, respectively. The intervals of HSL 
values which define the color names (QCINT1..5) have been 
calibrated to the images to be described, in this case the 
traffic sign images. And, for example, the colors names 
given to the sign in Fig. 1 is red for the boundary and white 
for the interior. 
4 Qualitative Orientation Description (QOD) 
In the recognition of a traffic sign, it is very important to 
take into account the orientation of the inner objects in order 
to correctly classify the traffic sign. Thus, in order to define 
the orientation of an object A with respect to (wrt) an object 
B, the centroids of both objects, named a(x,y) and b(x,y) 
respectively, are considered (A and B are oriented objects, 
with a front and a back, such as arrows). Hence, two orien-
tation tags are established: the first one is defined in order to 
determine the horizontal orientation relation of A wrt B as 
follows: 
 
If b.x < a.x±t1 then “left” 
Else if b.x=a.x±t1 then “equal” 
Else “right” 
 
Analogously, it is defined in order to define the vertical 
orientation relation of A wrt B: 
 
If b.y < a.y±t2 then “up” 
Else if b.y=a.y±t2 then “equal” 
Else “down” 
 
where, the symbols t1 and t2 represent the thresholds used to 
compare the coordinates x and y, respectively. It is neces-
sary to define these thresholds because it is very difficult to 
find two centroids perfectly aligned with the exact x, and y 
coordinates. The thresholds have to be established experi-
mentally according to the image size.  
5 Shape, Color, and Orientation Similarity 
The approach to obtain dissimilarity values between qualita-
tive parameters of shape, between qualitative colors and 
between qualitative orientation is based on Conceptual 
Neighborhood Diagrams (CNDs).  
Freksa [1991] determined that two qualitative terms are 
conceptual neighbors if “one can be directly transformed 
into another by continuous deformation”. Thus, for exam-
ple, acute and right angles are conceptual neighbors since an 
extension of the angle acute causes a direct transition to the 
right angle. CNDs can be described as graphs containing: (i) 
nodes that map to a set of individual relations defined on 
intervals, and (ii) paths connecting pairs of adjacent nodes 
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that represent the continuous transformations which can 
have assigned weights in order to establish priorities.  
For each of the features given in the models for QSD and 
QCD, a CND has been defined by Falomir et al. [2010]. 
Then, dissimilarity matrices are defined to map the pairs of 
nodes in each CND to the minimal path distance between 
them. 
As the qualitative shape of an object is described by means 
of all its relevant points (RPs), in order to define a similar-
ity measure between shapes, first a similarity between 
relevant points has to be obtained. Hence, given two rele-
vant points, denoted by RPA and RPB, belonging to the 
shapes of the objects A and B respectively, a similarity be-
tween them, denoted by SimRP(RPA, RPB), is defined as: 
 
€ 
SimRP(RPA ,RPB ) =1 − wi
dsShape( i)
DsShape(i)i∈{KEC,A∨TC, L,C}∑
           (1) 
 
where dsShape(i) denotes the dissimilarity between RPA and 
RPB with respect to feature i, obtained from the dissimilarity 
matrices constructed. DsShape(i) denotes the maximum 
dissimilarity in the dissimilarity matrix related to the feature 
i. The parameter wi is the weight assigned to feature i, and it 
holds that wEC+wA|TC+wL+wC = 1 and wi ≥ 0. 
Note that, by dividing dsShape(i) and DsShape(i) the pro-
portion of dissimilarity between RPA and RPB related to 
feature i is obtained. Furthermore, let us considered that 
wEC=wA|TC=wL=wC= 0.25 as a baseline. The final value 
given in (1) is subtracted from 1 in order to provide a simi-
larity between relevant points, instead of a dissimilarity. 
 
In order to compare two shapes A and B, with n and m rele-
vant points, the similarity between A and B (SimQSD(A,B)) 
is calculated from (1) as an arithmetic mean of the similarity 
between relevant points of both shapes in a clockwise direc-
tion. If n ≥ m, then there are some relevant points of A with 
no corresponding points in B. In this case, the points with no 
corresponding pairs are compared to the void relevant point 
and the similarity between both points is zero. Therefore the 
similarity between A and B is:  
€ 
SimQSD(A,B) = 1n SimRP(RPA ∈ARPB ∈B
m
∑ RPA ,RPB )             (2) 
With respect to the color similarity calculus, let QCA and 
QCB be the colors of objects A and B respectively, then a 
similarity between them, denoted by SimQCD(QCA,QCB), is 
defined in function of their conceptual neighborhood as 
follows:  
• 1.0, if both colors have the same qualitative label;  
• 0.95, if the colors of A and B have a conceptual 
neighborhood distance of 1;  
• 0.9, if they have a conceptual neighborhood distance 
of 2, and  
• 0, otherwise.  
For example, red has a distance of 1 wrt red, of 0.95 wrt 
orange and pink, of 0.9 wrt green and purple, and 0 wrt the 
rest of the colors. All the above values have been estab-
lished experimentally.  
With respect to the orientation similarity calculus, a CND 
for each orientation tag is also defined, and shown in Fig. 2. 
 
 
 
 
 
 
 
 
Fig. 2. CNDs for the QOD model 
 
Given the above CNDs, SimQOD(QCA,QCB) is obtained by 
the similarity matrices shown in Table 1 and 2. Also the 
values in the matrices have been established experimentally. 
 
 left equal right 
left 1 0.95 0 
equal 0.95 1 0.95 
right 0 0.95 1 
Table 1. Qualitative similarity matrix for the horizontal qualitative 
orientation. 
 
 up equal down 
up 1 0.95 0 
equal 0.95 1 0.95 
down 0 0.95 1 
Table 2. Qualitative similarity matrix for the vertical qualitative 
orientation. 
6 Traffic sign description and recognition 
The initial set of images considered in this paper is shown in 
Fig. 3. The set of images have been divided into four cate-
gories: warning, danger, prohibition and priority. 
 
Fig. 3 Set of images considered. 
 
In the system developed for traffic sign classification, first 
each traffic sign of the database is described as shown in the 
example of Fig. 4. For each sign, the QSD of the boundary 
is obtained, including also its number of vertices and its 
color. Then, the background color of the traffic sign is also 
stored qualitatively. If the traffic sign has inner objects, then 
the boundary, number of vertices, and qualitative color of 
 
left equal right 
up equal down 
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each object are calculated. If there is more than one object 
inside the traffic sign, the qualitative horizontal and vertical 
orientations of the objects are also obtained.  
Then, when a new image of a traffic sign is introduced into 
the system, in order to determine which specific sign it is, it 
has to be described following also the same scheme.  
After obtaining the description of all the images of the data-
base and the description of the image to classify (target 
sign) the recognition process starts by calculating the simi-
larity of the exterior description of the target sign wrt the 
ones in the database. Using only this similarity, the system 
can determine the category of the sign (warning, danger, 
prohibition and priority). The exterior similarity (SimEx) is 
calculated as follows:  
 
SimEx(QCA, QCB)= 0.3*SimBoundCol(QCA, QCB) +… 
                                0.2*SimBackGrCol(QCA, QCB) +… 
                                0.5*SimBoundShape(QCA,QCB)  
 
where SimBoundCol is the similarity between the boundary 
colors of both traffic signs, and SimBackGrCol is the simi-
larity between their background colors. Both similarities are 
calculated as described in previous Section. SimBoundShape 
is the similarity between the boundary shapes of the images, 
also calculated as described in Section 5, following a cyclic 
comparison. The weights (0.3, 0.2, and 0.5) have been es-
tablished experimentally to account for the importance of 
each feature for the traffic sign classification.  
 
Graphic 
Repre-
senta-
tion 
 
Inter-
preta-
tion 
Warning: Give priority to vehicles from the opposite 
direction 
 
Bound-
ary 
QSD N. 
Ver-
tices 
Bound-
ary C. 
Bac
kgr. 
C. 
 
 
4 White Blue 
Nº  QSD C N
V 
O. 
1 
 
 
Red 7  
2 
 
 
White 7 equal 
and 
right 
wrt 1 
Fig. 4. Example of the description of a traffic sign image. 
 
SimEx is calculated for the target sign wrt all the categories 
of traffic signs in the database. Then, the type of the target 
sign is determined by choosing the categories that have the 
maximum (it can be one maximum or more) value of SimEx.  
Once the type or types are determined, the final classifica-
tion step starts in which the specific traffic sign inside the 
category is specified.  
In the last step, for each type selected, the target sign is 
compared with all the traffic signs inside a category by 
calculating also a the similarity between the inner objects. 
This similarity is calculated in differently depending of the 
number of inner objects. A traffic sign is only compared 
with other ones with the same number of inner objects. If 
the signs have no inner objects, the similarity between the 
signs is calculated as SimEx (SimIn = SimEx). If they have 
only one inner object, the similarity is calculated as: 
 
SimIn(QCA, QCB)=0.5*SimColor(QCA, QCB) +… 
  0.5*SimShape(QCA, QCB); 
 
where SimColor is the color similarity between the color of 
both inner figures, and SimShape their shape similarity, both 
calculated as in Section 5, but in this case, as orientation 
matter the comparison is not cyclically done. 
If the traffic signs have more than one inner object, then the 
similarity is calculated as:  
SimIn(QCA, QCB)=  (0.15*SimVO(QCA, QCB) +  
   0.15*SimHO(QCA, QCB) +  
   0.40*SimColor(QCA, QCB) + 
   0.30*SimShape(QCA, QCB)) 
where SimVO and SimHO are the similarity between the 
qualitative vertical orientation and the qualitative horizontal 
orientation, respectively of both inner objects, and N is the 
number of inner objects. Again the weights (0.15, 0.3, and 
0.4) have been established experimentally to account for the 
importance of each feature for the traffic sign classification. 
Then, the final similarity between two traffic signs is calcu-
lated as: 
 
SimF(QCA,QCB)=0.5*(SimEx(QCA,QCB)+SimIn(QCA,QCB)) 
 
Therefore, the target sign will be classified as the specific 
sign which has a bigger SimF. If several maximums were 
obtained, then the sign would be classified as all the signs 
with the maximum SimF. 
7 Experimentation and results 
In order to test the approach presented, the images in the 
database were digitally created using an image editor (Pho-
toshop Elements), and the images to classify where obtained 
from photographs taken with a digital camera (Sony DSC-
W290). From each photograph, only the sign was extracted 
and described. Fig. 5 shows an example of one photo-
graphed traffic sign, that was correctly classified as a 
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as a “Warning: Give priority to vehicles from the opposite 
direction” sign with a 95.5% of similarity.  
Fig 5. (a) Traffic sign photograph; (b) its equivalent image in the 
database 
 
Table 3 shows several real images, their classification result 
and the similarity obtained with the presented method.  
 
Target sign Classified as Final Similarity 
 
 
 
Traffic light 
 
 
64% 
 
 
 
Give priority to 
vehicles from the 
opposite direction 
 
 
95.5% 
 
 
 
One-way traffic, 
two lane road 
 
 
97.19% 
 
 
 
Danger 
 
 
93.64% 
 
 
 
Parking area 
 
 
88.63% 
 
 
 
Crossroads with 
right-of-way from 
the right 
 
 
97% 
 
 
 
Crossroads ahead 
 
 
99% 
 
 
 
Junction with a 
minor side-road 
right 
 
 
98.75% 
 
 
 
Junction with a 
minor side-road 
left  
 
 
99% 
 
 
 
Start of a third 
lane  
 
 
96.25% 
 
 
 
Give way over 
oncoming traffic 
 
 
85.81% 
Table 3. Example of photographs successfully classified 
 
The experiments were carried out on a Dell XPS m1330 
portable computer, with a M1330 CORE 2 DUO T9500 
2.60GHZ CPU.  
With a set of more than 50 photographs to classify, the sys-
tem has obtained a recognition rate of 87% with a temporal 
cost of 77.64 milliseconds as average for the classification 
of a traffic sign.  
The recognition rate of traffic signs that have not curvilinear 
segments is higher, 91%, because the segmentation process 
followed to obtain the curvature information has to be im-
proved in order to get better recognition rates.  
 
        
           a)            b) 
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An example of a traffic sign that has not been successfully 
classified is presented in Fig. 6. It represents a false posi-
tive. This sign is a “humps” sign but it has been classified 
as a “Left Priority Intersection” with a similarity measure of 
92.81%. The reason is that the inner object has not been 
correctly described because of its curvature elements.  
 
 
 
 
 
 
 
Fig. 6. Photograph of a traffic sign that has been classified incor-
rectly. 
 
The images shown in Table 3 also demonstrate that the 
traffic signs in the photograph have noise associated (differ-
ent shapes due to e.g. the angle of the picture, or color dif-
ferences,) and the use of the qualitative method here de-
scribed has been able to manage this problem. 
Although the image database used in this experimentation is 
small and may not indicate the correct performance of the 
proposed method in more realistic settings, it shows the 
ability of qualitative theories to deal with the problem of 
traffic sign recognition. The comparison (Table 4) of the 
initial results presented in this paper with previous work 
demonstrates that they are promising enough to continue 
research in this field.  
Method Recognition Rate 
Legendre moments 97.5% 
Invariant features  94.5% 
Fuzzy sets and shape measures 88.4% 
Eigenvector based 96.8% 
Color distance 93.5% 
The proposed method 91.0% 
Table 4. Comparison of the presented method with other methods 
in the literature.  
The proposed method can be classified as a shape measures-
based method, and the recognition rate is competitive with 
that obtained by other methods of the same kind.  
An important point is that a good traffic sign recognition 
system has to be able to recognize signs that are rotated 
and/or partially occluded. An advantage of the presented 
method is that it is invariant to small rotations, and the rec-
ognition rate does not decrease with images rotated slightly 
with respect to the pattern sign. As future work, the ap-
proach will be extended and tested with partially occluded 
signs.  
Finally, it is usual that traffic sign recognition methods, 
such as the presented method, get different rates in function 
of the type of segments of the objects (straight-lines or cir-
cular lines).  
8 Conclusions and future work 
This paper has demonstrated that it is possible to use quali-
tative representations of shape, color and orientation for 
traffic sign description and classification. The approach 
presented is also able to manage the noise associated to a 
real digital image of a traffic sign. 
For the traffic sign recognition only a similarity measure is 
defined based on conceptual neighborhoods, which does not 
need training. As future work it would be useful to use this 
similarity as part of a learning process using neural net-
works or SVMs and test whether the recognition rate is 
improved. 
If the sign has curvilinear segments, the recognition is less  
accurate because the segmentation process used does not 
obtain the all the curvature information needed. Therefore, 
another improvement would be to develop a new method to 
extract curvilinear information or to approximate the curves 
to small straight segments.  
Also, the system has to be extended in order to recognize all 
legally defined traffic signs and test if the recognition rate is 
still the same.  
Finally, using qualitative representations to describe and 
classify traffic signs allows the gathering of semantic infor-
mation from the signs. Therefore, using the approach here 
described makes it possible to develop a learning system to 
support the teaching of traffic signs.  
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Abstract 
 
The Self-aware driver architecture is made in order 
to design a system using sensor technology that sup-
ports drivers to inform about their stress level during 
the driving process. Multiple advances in automo-
bile technology are used to help and protect drivers 
in the road. However, the stress state is yet not con-
sidered as an important feedback data for the driver. 
This work takes into consideration the negative in-
fluences of stress on individuals and proposes a sys-
tem designed to support drivers by providing them 
with information that can reduce the risky stress sit-
uations on the road, birding this information gap. As 
a starting print, biometric sensors are used to collect 
data associated with stress and open source drive 
simulation software is used in order to simulate the 
driving task 
 
 
1 Introduction 
 
Increasing automobile security is good researched and 
studied field. Most of these studies are focused on creating 
systems and technologies that are aimed to avoid accidents 
(passive security) or to reduce the consequences in case of ac-
cident (active security). 
This research is based on our previous studies and models 
of stress level measurement technologies [M. Fernández et al., 
2012]. In current studies, we have used corresponding meth-
ods to develop instruments for measuring a driver’s stress 
level. As the driver plays the main role in the driving process, 
his stress level can affect the driving process turning into one 
of the key risk factors. To help the drivers to be aware of their 
stress level, we have used the Self-Aware architecture that 
measures the stress level and reports it to the driver as a “pas-
sive security system”, suggesting the driver to follow one of 
the risk decreasing scenarios (reduce the speed, make a pause, 
turn off the heating, etc.) 
The growing availability of low cost sensor technology on 
the commercial market, enables the possibility to install a real 
time stress level informational from the driver and there are 
endless simulation possibilities of a driving environment [A. 
Hess et al., 2012]. 
Furthermore, the system has been extended into supporting 
an external monitoring that could be widely used in the train-
ing simulators. Our research have shown that the simulation 
quality has a very important role for the data acquisition and 
the data quality [D. PUZENAT and I. VERLUT 2010]. It has 
to be taken in consideration that the simulation has to be re-
alistic enough to cause lifelike reactions of the driver. As 
there is a large amount of the factors influencing the driver’s 
actions as well as driver’s stress level, the simulation has to 
be advanced enough to produce a real life effect on the 
Driver.  
 
The continues section State of the art we will talk about the 
current technologies and compare them. In section 3 the ar-
chitecture model is described and a use case is explained. The 
paper concludes whit a brief conclusion and a some future 
steps to take in consideration. 
 
2 STATE OF THE ART 
 
To be able to collect significant information for the measure-
ments of stress and be able to make pseudo realistic risk alerts 
it’s very important to consider that there are a loot variables 
that influences this process. 
 
To make the simulation Process we have tested two driver 
simulations software. Each of them had some advantages and 
disadvantages. 
The openDS simulator is an open source project for research. 
It is written in Java [R. Math, et al., 2013]. The alternative 
simulation program is Vdrift [F. Kehrle, et al., 2011]. Cur-
rently the advantages from openDS to Vdrift is that openDS 
is a driver simulator that is not lap based and Vdrift is cur-
rently more a video game that is track based. 
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The measurement of the biometric data from the driver and 
so acquire the drivers stress is also necessary and to accom-
plish this task we can use two different sensors.  
The emWave sensor is from Institute of HeartMath. This sen-
sor was used in a first approach used in [M. Fernández et al., 
2012]. This sensor allows measuring coherence/stress level 
in real time with only one sensor in the ear (allowing move-
ments with the head). It is based on a USB Plethysmographic 
pulse sensor for ear (ECG and Heart rate), optionally for fin-
ger with a sample rate of 360 samples/sec. The gain (increase 
needed for the amplitude of the signal) setting adjusts auto-
matically via LED duty cycle (ratio between the pulse dura-
tion and the period of a rectangular waveform). The photo 
diode operating range is 30 - 140 beats/sec 
.  
The E-Healt Stet is a sensor platform developed by the Li-
belium. The set consists of 10 different body sensors: 
Pulse, Oxygen in blood (SPO2), Airflow, (breathing) Body 
temperature, Electrocardiogram (ECG), Glucometer, Gal-
vanic skin response (GSR - sweating), Blood pressure 
(sphygmomanometer), Patient position (accelerometer), 
Muscle/electromyography sensor (EMG).   
 
The main difference between the emWave and the E-health 
set is that the emWave gives us already a stress measurement 
and the E-health set gives us Biological data that can be used 
for estimating the stress level.   
In the following section is going to be used to explain and 
describe the system architecture where the sensors and the 
simulator are used and how is expected that the system works.  
 
3 System Architecture  
This chapter is devoted to the architecture that are used in 
the architecture to collect biometric data (e.g. heart rate, EEG) 
the driving parameters/simulation data (e.g. speed, gear) and 
the interaction whit the driver as shown in figure 1.  
 
Figure 1 Self-Aware Model Architecture 
 
The architecture enables to monitor the driver while using the 
simulator locally and/or remotely by an observer. All the data 
from the biometric sensor and the driving simulator can be 
computed together and stored on a local database. The infor-
mation stored in the database is used by an expert system that 
is in charge of generating alerts to the driver. At the same 
time the data base can be used for an external monitoring. The 
expert system alerts the driver when one of the analysed pa-
rameters becomes critical.  
 
The architecture is based on the client server model concept.  
The main elements of the architecture are the driving simula-
tor, the driving data collection, the biometric sensor, the bio-
metric data collection, the data storage and the expert system. 
 Driving simulation: In our studies we use OpenDS 
that is an open source driving simulator written in 
Java. The code of OpenDS has to be specifically 
modified so that the required driving data can be ex-
tracted.  
 Biometrical sensors: We use the emWave sensor 
that was used in our previous studies of the stress 
measurement by traders [J. Martinez et al., 2012] 
and the e-Health Sensor Platform V2.0. 
 In a first approach the stored information can be an-
alysed by two entities. The first entity is the local 
system that warns the driver in case of any of the key 
parameters are out of range so that the driver makes 
decision about his further actions aimed to ensure 
his safety. The second entity is an external monitor-
ing that can be used by an observer. In the following 
subchapter we describe the use case for the architec-
ture.  
 In a second approach we could add a bigger sensor 
set to get more data that could be analysed.   
 
In the following subsection we present a use case to see how 
this system can works. 
 
Use case 
 
A driver is placed in the simulator and his vital biological 
signals are collected by the emWave Sensor. While driving 
in the simulation software the driver is exposed to different 
stressful and complicated situations. This data obtained from 
the sensors is collected and stored together with the driving 
information as time, gear, gas/brake pedals position, etc. The 
expert system analyses the stored information in real time and 
gives the driver feedback; depending of the definitions of the 
rules the driver gets an alert and recommendation or just no-
tification. Figure 2 shows a test user driving in openDS and 
whit an emWave. 
 
Figure 2 Driver Simulator and emWave 
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Figure 3 shows us the Data gathering and visualisation of the 
collected data.   
 
 
 
 
Figure 4 shows us the data dashboard. On the Left side we 
can see the Heart rate and the stress level being indicated whit 
different colours. When the bar becomes red the Driver is 
stressed, when orange then he is under some stress and if it’s 
green the driver stress it’s minimal or not stressed. 
 
 
This is one of the possible use cases for this architecture whit 
the use of the emWave. Only in future Steps when we use a 
different sensor set e.g. E-health Kit we can do a more precise 
statement. The use case might be subject to changes in this 
case. In the following section Conclusion and future work we 
will discuss introduce to different possibility and steps that 
could be done next. 
 
 
4 Conclusions and Future work 
In this paper we presented a Self-Aware Model application 
in a driving scenario that tries to close the gap about the stress 
and tries to give useful information about the stress to the 
driver.  
Now it’s important to find and determine which infor-
mation gives us the relevant information about stress and find 
the correlation. Not all sensor data will have a direct influence 
in the stress of the driver that can be measured directly. 
 
In a second approach we will use the e-Health Sensor that 
connected whit Arduino board and will collected the data and 
sent to the simulator. The revised data can be computed and 
integrated with the data that is extracted from the simulator 
(e.g. speed, rpm, gear….) and stored in the database.  
The comparison between both measurements emWave and 
a different sensor set can show and tell us which parameters 
and or biometric signal are closer and more relevant for an 
optimal estimation of the stress level.        
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Abstract 
In this paper, we propose a new methodology to 
compare and promote efficient driving by provid-
ing feedback to the user. The proposed methodolo-
gy uses Data Envelopment Analysis (DEA) to ena-
ble comparisons between drivers and vehicles, by 
including parameters retrieved from vehicle as in-
puts or output for DEA method. 
Providing feedback to the user is essential in driv-
ing eco-systems for changing bad driving habits 
and not returning back to driving bad-habits. In our 
case, feedback is provided once the driver has fin-
ished some routes, by proposing which corrections 
or improvement has to deal with for future trips. 
The required vehicle’s telemetry data is obtained 
through the OBD2 port using an OBD2 adapter. 
1 Introduction 
The driving style is has a direct effect on the energy con-
sumption of vehicles. The more aggressive a driver is the 
more waste of energy makes. Energy-saving behaviors in-
clude: not exceeding driver speed limits, accelerating and 
decelerating smoothly, using appropriate gears depending 
on speed, and keeping constant speeds. These behaviors 
among others provide a positive contribution in saving fuel 
and reducing greenhouse gas emissions, up to 25% of fuel 
could be saved [1] [2]. Moreover, other benefits include 
improving comfort, reducing risks and increasing the life of 
vehicle components. 
 
Motivation drivers to change driving style is crucial, but 
before automated systems should be able to detect these 
behaviors and compare drivers each other.  
Smart cities should provide its citizens of smart information 
about their behaviors and the behaviors of the rest of the 
citizens, analyzing data in any form, from any source, merg-
ing the more information the better. 
In this sense, authors propose the creation of Ranks for 
comparing citizens’ efficiency in several fields such us 
residential environments, offices and buildings and of 
course travelling. Among others Ranks, we present in this 
paper a rank of drivers using their own vehicles by applying 
DEA to datasets including the parameters meaningful when 
analyzing driving and drivers efficiency. 
2 Data Envelopment Analysis 
Data Envelopment Analysis (DEA) is a nonparametric 
method to provide a relative efficiency assessment (called 
DEA efficient) for a group of decision-making units (DMU) 
or for productive efficiency (aka technical efficiency) with a 
multiple number of inputs and outputs. DEA was first pro-
posed in 1978 [Charnes, 1978] and is commonly used in 
operations research and economics to empirically measure 
productive efficiency of DMUs. In order to determine 
whether a DMU is efficient is as easy as checking if the 
DMU is on the "frontier" of the production possibility set. In 
this way, DEA identifies a "frontier" on which the relative 
performance of all utilities in the sample can be compared. 
In recent years, a great variety of applications of DEA have 
appeared for the evaluation of the performances of many 
kinds of entities engaged in various contexts. DEA is espe-
cially useful when examining the nature of complex (often 
unknown) relations between multiple inputs and multiple 
outputs. DEA has been used both in private [Emrouznejad, 
2008], [Eilat, 2008], [Amirteimoori, 2012], [Chian, 2010] 
and in public contexts [Gonzalez-Rodriguez, 2010], [Afon-
so, 2010]. 
Regarding energy efficiency studies, DEA is commonly 
applied for the study and comparison of the performance 
and efficiency of energy industries, above all in the elec-
tricity industry, see [Weyman-Jones, 1991], [Pombo, 2006], 
[Vaninsky, 2006], [Perez-Reyes, 2009] and [Tovar, 2011]. 
More recently, it has also been applied to IT companies in 
[Serrano-cinca, 2005] and [Fernández-Montes, 2012]. Re-
cently, it has also been popularized in environmental per-
formance measurement due to its empirical applicability. 
 
In this work, DEA is used as a method to compare energy-
consumption efficiency between each various drivers and 
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between various vehicles, where productive efficiency is 
measured as the energy consumed to make some trips. 
 
3 Inputs and outputs selected 
DEA study can be done under two models: CRS and VRS. 
CRS assumes that the relation between inputs and outputs 
are constants. That means that relation between inputs and 
outputs is lineal and can be represented by a rect. On the 
other hand VRS assumes the relation between inputs and 
outputs is variable, which is a more realistic model. 
Moreover DEA can be performed with three orientations: 
input oriented, output oriented and input-output oriented. 
Each of these orientations assumes that we are capable of 
modifying inputs, outputs or inputs and outputs respective-
ly. Figure 1 shows orientations and models samples. 
 
Once DEA is performed, it establishes the frontier whether 
the best efficient DMUs are, and less efficient DMUs has to 
tend to this frontier. In Figure 1, A belongs to the frontier 
for both models CRS and VRS. B should improve any in-
puts or outputs in order to be more efficienct. For example, 
in VRS, input oriented, it should decrease its inputs while 
maintaining its outputs in order to be projected in the fron-
tier at B1 point. 
 
In order to compare drivers and vehicles, about one hundred 
of trips where analyzed from the retrieving of parameters 
sensed by the car. Not every parameter should be taken into 
account for efficient study so the following parameters 
where selected: 
• Inputs: 
o Number of hard accelerations (greater than 2.5 
m/s2) 
o Times a hard negative acceleration has been 
made (sharply breaks) (less than -2.5m/s2) 
o RPM. Revolutions per minute 
o PKI1 (Relative cinetic power) which is computed 
by (currentSpeed2-previousSpeed2)/ space 
o Engine load 
• Outputs 
o Average fuel consumption 
o Duration of the trip / consumption 
o Total time in movement 
Acknowledgments 
This research is partially supported by the projects of the 
Spanish Ministry of Economy and Competitiveness 
ARTEMISA (TIN2009-14378-C02-01) and Simon (TIC-
8052) of the Andalusian Regional Ministry of Economy, 
Innovation and Science. 
References 
[Charnes, 1978] W. Charnes, Others, Measuring the eciency 
of decision making units, European journal of operation-
al research 2 (1978) 429-444. 
[Emrouznejad, 2008] A. Emrouznejad, B. R. Parker, G. 
Tavares, Evaluation of research in efficiency and 
productivity: A survey and analysis of the first 30 years 
of scholarly literature in DEA, Socio-Economic Planning 
Sciences 42 (2008) 151-157. 
[Eilat, 2008] H. Eilat, B. Golany, A. Shtub, R&D project 
evaluation: An integrated DEA and balanced scorecard 
approach, Omega 36 (2008) 895-912. 
[Amirteimoori, 2012] A. Amirteimoori, A. Emrouznejad, 
Optimal input / output reduction in production processes, 
Decision Support Systems 52 (2012) 742-747. 
[Chian, 2010] K. Chiang, S.-N. Hwang, Efficiency meas-
urement for network systems IT impact on firm perfor-
mance, Decision Support Systems 48 (2010) 437-446. 
[Gonzalez-Rodriguez, 2010] Gonzalez-Rodriguez, M., Ve-
lasco-Morente, F., & González-Abril, L. (2010). La efi-
ciencia del sistema de protección social español en la re-
ducción de la pobreza. Papeles de población, 16, 123–
154. 
[Afonso, 2010] Afonso, A., Schuknecht, L., & Tanzi, V. 
(2010). Public sector efficiency: Evidence for new EU 
member states and emerging markets. Applied Econom-
ics, 42, 2147–2164. 
[Weyman-Jones, 1991] Weyman-Jones, T. (1991). Produc-
tive efficiency in a regulated industry: The area electrici-
ty boards of England and Wales. Energy Economics, 
116–122. 
[Pombo, 2006] Pombo, C., & Taborda, R. (2006). Perfor-
mance and efficiency in Colombia’s power distribution 
                                                
1 This depends on the number of times accelerations are 
made, the frequency and the measure of the acceleration. It 
is usually defined as the aggressiveness of the driver. 
Figure 1: DEA models, orientations and frontiers 
AITA 2013
40
system: Effects of the 1994 reform. Energy Economics, 
28, 339–369. 
[Vaninsky, 2006] Vaninsky, A. (2006). Efficiency of elec-
tric power generation in the United States: Analysis and 
forecast based on data envelopment analysis. Energy 
Economics, 28, 326–338. 
[Pérez-Reyes, 2009] Pérez-Reyes, R., & Tovar, B. (2009). 
Measuring efficiency and productivity change (PTF) in 
the Peruvian electricity distribution companies after re-
forms. Energy Policy, 37, 2249–2261. 
[Tovar, 2011] Tovar, B., Javier Ramos-Real, F., & de Al-
meida, E. F. (2011). Firm size and productivity. Evi-
dence from the electricity distribution industry in Brazil. 
Energy Policy, 39, 826–833. 
[Fernández-Montes, 2012] Fernández-Montes, A., Velasco, 
F., Ortega, J.A. (2012). Evaluating decision-making per-
formance in a grid-computing environment using DEA. 
Expert Systems with Applications, 39, 12061–12070. 
[Serrano-Cinca, 2005] Serrano-Cinca, C., & Fuertes-calle, 
Y. (2005). Measuring DEA efficiency in Internet com-
panies. Decision Support Systems, 38, 557–573. 
Workshop on Ambient Intelligence for Telemedicine and Automotive
41
Abstract 
The interest about Smart City concept has in-
creased in recent years.  In fact, Smart Cities is ex-
pected to improve cityzens life experience by driv-
ing the next digital revolution, moving from the 
personal area (mobile computing, smart home) to 
the urban area (collective computing and collective 
intelligence). But the development of Smart Cities 
is not being as fast as expected. Several problems 
need to be undertaken in order to achieve the ob-
jectives of the paradigm. This paper presents an 
approach to address one of these problems: to or-
chestrate the platform that is required for gathering 
information about city, store it in a model and ena-
ble it for exploitation. The heterogeneity of the po-
tential data sources available and the complexity of 
the information nature and structure, make it a non-
trivial task that have to be solved before commer-
cial solutions appear and provide specific and non-
interoperable solutions. 
 
1. Introduction 
 
According to Unied Nations, more than 50 percent of all 
people, 3.3 billion lived in urban areas.  By 2030 this num-
ber is expeted to be increased until 5.5 billion.  This urban 
growth rate impulse goverments to look for solutions and 
smarter ways to manage and organize cities. 
  
At the same time, evolution of electronics is increasing its 
capabilities and changing the way in which humans interact 
with technology. Computing devices are becoming part of 
our daily life. 
 
But now, these devices jump from personal environment to 
the city area, improving the way in which humans and city 
interact, and creating smart cities.   
 
Several definitions of smart city can be found in bibliog-
raphy: 
 
• The use of smart computing technologies to make 
the cirtical infrastrcuture componets and service of 
a city more intelligent, interconnected, and effi-
cient. 
• A city well performing in a formard-looking way 
in economy, people, governance, mobility, envi-
ronment, and living, built on the smart combination 
of endowments and activities of self-decisive, in-
dependent and aware citizens. 
• A city striving to make intself “smarter” (more ef-
ficient, sustainable, equitable, and livable). 
• A city that monitors and integrates conditions of all 
of its critical infrastructures, even major buildings, 
can better optimize its resources, plan its preven-
tive maintenance activities, and monitor security 
aspects while maximizing services to its citizens. 
• An instrumented, interconnected and intelligent 
city.  Instrumentation enables the caputre and inte-
gration of live real-world data through the use of 
sensors and other devices.  Interconnected means 
the integration of those data into a computing plat-
form and the communication of such information 
among the city services.  Intelligent refers to the 
inclusion of complex analytics, modeling, optimi-
zation and vistualization to the operational business 
processes to make better operational decisions. 
• A city where the ICT strengthen the freedom of 
speech and the accessibility to public information 
and services. 
 
From these definitions, can be emphasized some key con-
cepts related to smart cities: infrastructure, communications, 
computing, information, technology, services, efficience, 
citizens, sustainability, livable, quality of life, integration, 
resources, optimization and accesibility. 
 
An approach to a reference model for a sentient smart city 
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Smart Cities have been identified as one of the central topics 
in European Research Program because of its potential, and 
its decisive contribution to quality of life in coming years.  
The evolution of the paradigm will create also an emerging 
market around it, and provide an important impulse for 
economy. 
 
European Commission affirms that there is a need to reach a 
high level of agreement at an industrial level to overcome 
the increasing market fragmentation caused by isolated 
partial or specific solutions (vertical), commercial oriented, 
that already exists in the smart city initiatives. 
 
Smart City concept is expected to be an important economic 
engine in coming years, because of the implications that its 
development has for people, bussiness and administrations.  
In fact, the paradigm implies a joint effort between them. 
 
The project European Smart Cities identifies six smartness 
dimensions for smart evaluation: economy, people, govern-
ance, mobility, environment and living. 
 
The paradigm will improve cities in each one of these di-
mensions. 
 
• Information and communicatinos networks 
• Engineering 
• Energy and cooling networks 
• Responsible mobility 
• Distribution of drinking water 
• Smart building management 
• Waste collection and recovery 
• Public lighting networks 
• Garden city 
• Wastewater recovery 
• Energy management 
 
These dimensional developments will be translated in more 
concrete benefits for society as are the following facts: 
 
• Reducing resource consuption: energy, water, 
hence CO2 emissions 
• Optimizing infrastructure utilization, and so im-
proving quality of life 
• Developing new services for citizens (collective, 
real-time city information, forecasting, health mon-
itoring, bussines opportunities) 
• Improving commercial relationships for providers 
and consumers 
 
According to Gartner, in 2012 there were 143 smart city 
projects ongoing along the world.  Distributed as follow: 
North America (35), South America (11), Europe (47), Asia 
(40) and the Middle East & Africa (10).  But the number is 
growing. 
 
Research programs are driving this trend and spend large 
amounts on this issue to encourage the creation of a market 
to strengthen business involvement and smart cities devel-
opment. 
   
Nevertheless, because of the early stage in which Smart 
Cities are, the challenges for a smart city are very general 
[Batty, 2012]: 
• A new understanding of urban problems 
• Effective and feasible ways to coodinate urban 
technologies 
• Models and methods for using urban data across 
saptial and temporal scales 
• Developing new technologies for communicatinos 
and dissemination 
• New forms of urban governance and organisation 
• Defining critical problmes relating to cities, 
transport, and energy 
• Risk, uncertainty and hazard in the smart city 
 
But not only exist challenge in smart city design, yet also 
about research in smart city: 
• To relate the infrastructure of smart cities to ther 
operational functioning and planning through 
managemente, control and optimization 
• To explore the notion of the city as a laboratory 
for innovation 
• To provide portfolios of urban simulation which 
inform future designs 
• To develop technologies that ensure equity, fair-
ness and realise a better quality of city life 
• To develop technologies that ensure widespread 
participation 
 
The objective of this paper is to describe a reference model 
for the architecture of a smart city that develops interopera-
bility (service composition thinking) and infrastructure 
integration (multiple-device platform, networks and inte-
Figure 1 - Smart Cities dimensions 
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grated data center). This is, to orchestrate the information 
gathering, processing, publication and use.   
 
2. Background 
 
Several Smart Cities projects are presented, analyzing espe-
cially how their functinonality is organized.  
 
The smart city development pyramid [Al-Hader et al., 2009] 
is an example of functionality organization for smart city.  
The reference model proposed in this paper uses a similar 
approximation in the low layers, but is significantly differ-
ent in top layers. 
 
A service oriented architecture, in this case, of smart city 
geospatial management can be found in bibliography [Al-
Hader et al., 2009a]. It seeks an efficient resource planning, 
management and quality of service. 
 
Other proposal for an integrated service management plan-
form, called ISMP [Jungwoo et al., 2011], divides it in thre 
layers: Infrastructure component (sensors and actuators), 
Middleware (Gateway service, Mobility manager, Ubiqui-
tous information, Operation management and Integrated 
database) and Service.   
 
A low level architecture for monitoring public spaces is 
proposed in SOFIA project [Filipponi et al., 2010].  It fol-
lows an event driven architechture, collected form wireless 
sensor networks, and use two main building blocks: 
Knowledge Processors and Semantic Information Brokers.  
It has an aggregation and correlation system to create event 
of a high level abstraction. This way, an Interoperability 
Open Platform manages heterogeneous data sources. 
  
3. Reference Model 
 
The reference model proposed (Figure 2) is organized in 
four levels, which divide responsibility of functionality 
implementation. 
 
In the first layer, called Infrastructure Level, resides the 
complexity of to manage heterogeneous sensors, and other 
real world information sources, deployed in the urban spac-
es.   
 
There is a core feature in this layer, which is Urban Com-
munications Abstraction.  In other words, how to connect 
the huge number of elements deployed along the city (sen-
sors, actuators, gateways, etc). The specification for a WSN, 
in example, will reside in this level. 
 
The second layer, called Information Level, aggregates and 
consolidates information gathered.  Data is generated and-
collected have to be orchestrated in order to build a sustain-
able model that could be exploited by services and applica-
tions. 
 
Basically in this level resides a real world model to store the 
data in a useful way and the procedures to transform plain 
information, gathered from sources, in data.  The sources for 
the information of each dimension are heterogeneous, and 
complicated to aggregate.  It is necessary a process to enrich 
with semantic information the data gathered.  The Unified 
Urban Information Model will store the enormous quantity 
of information generated, to be exploited by services in the 
next level. This level should be able to measure, optimize, 
control and monitor complex systems from urban life. 
 
Open Data philosophy encourage guvermental transparency 
and open innovation for smart cities, giving free access to 
data retrieved along the city. It empowers user driven inno-
vation through open data platform strategy.  This set of data 
would be at this level. 
 
The third level, called Service level, by following SOA 
architecture, defines a suit of open and standardized ena-
blers to facilitate the composition of interoperable smart city 
services. This ecosystem allows providing services to high-
level applications.  This is, an open urban service develop-
ment, which supply interoperability between applications 
and service levels, and thus another key feature in the plat-
form design. 
 
In the top, application level is ubicated.  These applications, 
use services provided in the previous layer, for implements 
complex task over city environment.   
 
 
 
 
 
Figure 2 - Vision of the reference model proposed 
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4. Conclussions 
Smart Cities are on the track.  The paradigm is not yet total-
ly defined, but smart cities are starting to implement it and 
are going to be very much more in next years. 
 
The succesful development of Smart Ctites paradigm will 
require a unified ICT infrastructure to allow a sustainable 
growth. 
 
The evolution of the paradigm will create a bussiness oppor-
tunity in an emerging market.  It will impulse the economy, 
and will constitute a research opportunity. 
 
Information will be in the heart of the city.  Data adquisition 
and sharing will play a crucial role in the game.  Data man-
agement will be a complex task and the urban information 
model is one key aspect in the design.  
 
Whole people implicated: researchers, enterpises, citizens, 
goverments, etc, have to row in the same direction, provid-
ing horizontal and interoperable solutions.  In fact, service 
interoperability is essential for the good development of 
applications. 
 
A reference model is necessary to orchestrate how the re-
sponsabilities and functions are divided among the solution 
in a more efficient, scalable and suitable way, that support 
new generations of services that have not been defined yet. 
 
5. Future Work 
 
The Reference Model has to increase the detail specification 
level, by explaining levels separately and defining the char-
acteristics and singularities of them. 
 
A demostration implementation is also needed in order to 
validate and show the utility of the reference model. 
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Abstract 
 
There are different ways how to reach a destina-
tion. The fastest or the shortest are typical exam-
ples.  However, a person’s preference to ap-
proach in a convenient and less risky way is of-
ten neglected. This approach is going to add 
stress-level information before taking a decision 
and proposing route. The use case of an automo-
tive environment can serve as an example to 
benefit from new technologies transferred from 
the medical domain. We restrict our attention to 
the automotive field of application and are inter-
ested in the stress level of a driver.  Therefore, 
we will look on physical surroundings, e.g. the 
number of driving lanes, traffic signs, load of 
traffic, crossroads and roadwork apart from inad-
vertence caused by mobile devices (texting), 
sleepiness etc.  We propose a system that indi-
cates stress level like a map overlay and based on 
biometrical measurements from car drivers to im-
prove health, a feel-good factor and avoid more 
accidents. 
1   Introduction 
The term ‘stress’ is used in very different context and the 
meaning of stress varies from content to context: Stress in 
work, stress while driving, stress caused by unstable work-
ing conditions, stress during vacation, stress during an exam 
etc. A further factor is the individual view on the term. 
While some people may consider to ‘be under stress’ when 
solving a new task for the first time, others may consider 
stress as a part of the daily life but nothing exceptional. 
However, the majority agrees that stress is something to be 
avoided as much as possible. Furthermore, the majority 
agrees that stress is something no healthy when present over 
a longer time frame. For sure, stress is not positive when a 
person misses the focus during decision taking, and, as a 
consequence, the decision increases the risk for an accident 
or even when the decision reduces the quality of life. In the 
case of this paper, the term stress should be related to a geo-
graphical area and not purely to a person, like it is typically 
assumed.  The background is the following: We asking peo-
ple to define conditions provoking stress, the condition is 
associated to a scenario, typically clearly related to a loca-
tion. The location can be a room (in case of an exam), a shop 
(when hunting for Christmas gifts), the car (traffic) when 
driving etc. The last example is something we would like to 
investigate in more details because commuters report about a 
very different behavior when arriving to the workplace in 
the morning and when returning home.  
From an objective point of view, the starting time in the 
morning is mostly fix and that means, the commuter feels a 
high pressure to arrive on time. In the evening, the situation 
varies (in most cases) because a delay does not have direct 
impact, like colleagues waiting to start the meeting etc. The 
exception might be the kid waiting to be picked up by their 
parents at a fixed time. However, it is notable, that some 
people prefer to select a return trip possibility not optimal 
with respect to driving time but less challenging or stressful. 
That means that preferences change comparing the arrival 
and return trip. Other criteria, like that you are more tired 
and you would like to have a more decent way back home 
are considered as well. Always assuming that there is a 
choice available to select from.  
In summary, the decision can be taken on base of the 
knowledge whether a certain route will produce more or less 
stress on a driver at a certain point of time. Since routes can 
be associated to geographic areas, we would like to develop 
a stress map providing criteria to compose a route. Of 
course, this idea may be broadened to switch the point of 
interest: A city could provide a map showing zones clustered 
by stress parameters. A simple decision could be to enter or 
avoid certain areas or even to promote a low-stress city to 
potential visitors or citizens. Returning to the case under 
consideration for route detection, approximately 1.600.000 
accidents per year are caused by texting, strengthens the 
accident possibility 23 times and slows the driver’s reaction 
speed by 20 percent approximately [Raychelle Lohmann, 
2013].  
Since higher stress lowers a driver’s attention, this paper 
focuses on reduction of stress situations in combination with 
route selection and it tries to lower some risky situations, 
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and as a result, preventing accidents. The first navigation 
system developed for the automotive sector has been deliv-
ered in 1981 from Honda in cooperation with Alpine Elec-
tronics [Wikipedia, 2013] lacks this possibility due to the 
impossibility to gather the required data. However, today’s 
systems still lack this feature. 
2. State of the art 
2.1 Analyze biometrical data 
In general, a stressor is a stimulus that causes stress. Some-
times the stressor is easy to detect, repeat and tune. In the 
case of this study, the stimulus is something that occurs in 
our mind, spirit or activity1. The stressor can be an environ-
mental condition that repeats every day (like to travel to the 
workplace). In order to restrict the parameters to a reasona-
ble amount, it is assumed that we don’t take into account 
general changes in life condition, like for example divorce-
ment, workplace stressors, chemical stressors induced by 
drugs or social stressors.  
In fact it is crucial to separate the different preconditions, 
cluster them and sort them according to the relevance of the 
current problem. The following cluster sets belong to the 
preconditions: 
• Noise 
• Colors, intensity of sunlight, daytime 
• Air quality 
• Insects 
• Crowd 
• Passengers 
• Too much information (traffic signs, lights) 
In out first attempt, we concentrated on individual character-
istics/parameters of a single user. Just enough information 
should be gathered to detect a situation before an objectively 
stressful task is carried out. For example, measuring the 
blood hormone level during a stress situation would increase 
the cortisol, adrenalin and noradrenalin level within 1 to 2 
seconds [Smyth et al., 1998].  Cortisol needs 1 to 2 minutes 
to pass the saliva [Smyth et al., 1998].  It is not the purpose 
of this paper to understand our biological system in detail 
but to indicate the possibilities to make a statement with 
only few data.  
Nonetheless  [Stevens et al., 2008] states that ’measurements 
of cortisol in saliva are as much as 100 times lower than in 
blood, it is thought that salivary cortisol and free cortisol in 
blood correlate more closely with stress than does total 
blood cortisol’. The system that considers this correlation is 
called SPR (surface plasmon resonance) Biosensor System. 
                                                
1 Webster's Third New International Dictionary, Unabridged 
ISBN-13: 978-0877792017. 
Another system developed by ETH Zürich measured the 
stress level with the discriminative power of electrodermal 
activity of fingers, heart- and breathing rate, cortisol in sali-
va. Measurements with 33 test subjects showed 83% hits of 
the proper stress level [Setz et al., 2010]. 
2.2 Geo information and routing 
Information for routing support can be obtained from several 
sources. Google maps could initially be used because of its 
simple directions service and widespread available geo-
graphical data. However, it has limitations with respect to 
requests (2500) where transit requests costs 4 and walking 
up to 8 requests.  
Thus we look for open source solutions that provide land-
mark information to combine our biometrical data. For ex-
ample, OpenStreetMap and GeoNames.  MapQuest offers a 
free routing service with maps from OpenStreetMap or the 
commercial product NAVTEQ. A brief comparison of some 
(web) map services is given in Table 12.  
Besides differences in the license model, the way in which 
the location is identified doesn’t vary fundamentally. Open-
StreetMap differs slightly from the two others, when looking 
for walking routes, multiple directions or the incorporation 
of online traffic information. The missing API is assumed 
the most relevant limitation for our approach. 
 
 
 
Table 1: Comparison of web map services 
                                                
2 http://en.wikipedia.org/wiki/Comparison_ 
of_web_map_services (last accessed 29/01/14) 
Feature Google 
Maps 
MapQuest OpenStreetMap 
License Proprietary Proprietary ODbL 
Location Post 
Code, 
Street 
Name, 
Town, 
Neigh- 
borhood, 
City, 
Long/Lat 
Post 
Code, 
Street 
Name, 
Town, 
State 
Post       Code, 
Street   Name, 
Town, Neighbor- 
hood/Suburb, 
State/Region, 
City,  Country, 
Long/Lat 
Walking/ 
Bicycle 
Directions 
Yes Yes Yes, third- 
party 
Multiple 
Directions 
Yes Yes No 
Live 
Traffic In- 
formation 
Yes Yes No 
API Avail- 
able 
Yes Yes No 
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2.3 Navigation systems 
There are several navigation systems on the marked. Some 
of the known manufactures are: Falk, Becker, TomTom, 
Navigon, etc.   They usually work with a device for position-
ing, visualizing geo information like street cards and if 
needed an Internet can be associated. Users of these systems 
enter a destination and may be several intermediate stops. 
Besides simple optimization criteria like the fastest route or 
the shortest route, some devices allow individual profiles to 
be defined and applied. However, not all systems provide 
the same functionality, besides the basic routing. For exam-
ple, TomTom [TomTom, 2013] uses a system called HD 
Traffic to provide traffic information or IQ Routes using 
anonymous travel time data from other users when looking 
for the fastest route.  In this case the current situation (like 
traffic jam etc.) can be taking into account when calculating 
the route. In this case, an Internet connection is mandatory.  
3 Model of the stress map 
According to the additional service mentioned, other data 
like the one we are proposing to track could be added as 
well. That means, each volunteer participating can collect 
data and push it to a centralized server. The server can apply 
an algorithm to ‘draw’ a map characterizing an area (or a 
street on a route) with a certain stress value. Due to the large 
amount of data, a database (like MySQL) should be used on 
the server side. Of course, individual data can be associated 
also to clusters (areas) in case these areas exist in advance.  
 
 
Figure 1: Stress map model 
 
These two possibilities can be further subdivided. The cur-
rent work leaves open this fact and does not investigate pros 
and cons at this stage. In the first prototype, the server will 
provide the maps attributed with stress values as specific 
weights and it will also calculate the route. The result will be 
passed to the client (typically a smartphone). In a second 
step, routes can be revised when server data changes, like for 
example, in case the stress level change causes a re-
calculation of the route providing a different result. The 
principle architecture is sketched out in Figure 1.  
As a new option, our proposed system would offer a service, 
like for example ’low-stress’ routing. This option might be 
the only relevant or it will be combined (and weighted) 
together with others (like the distance), in order to define a 
user’s profile. Profiles may depend on the time of the day or 
the mode of the user (catch a flight or drive a safe route – 
with less accidents). Biometrical data from the user and 
traffic situation together with other values of environmental 
conditions are considered in the computation.  
In a first approach, we assess the stress level of a user from 1 
to 10 where one is the lowest and ten the highest level. A 
person can enable to upload biometric data to the server 
database. It should be mentioned that the current system 
does not consider a protection of user personal data; a re-
quirement to be considered in future versions. As well as 
other external factors occurring and influencing the condi-
tion of streets, like winter condition, daylight etc. The influ-
ence can be measured via biometrical data and other external 
data like weather, speed etc. and calculates the route.  
4 Scenario in a city 
It’s 3 p.m.  Sally sits in her car and wants to drive to her 
boyfriend. The car is equipped with a navigation system 
including our stress map system. Sally has no time con-
straints, so she clips the biometrical sensor to her ear. Sal-
ly’s stress level, which is an individual one, is compared to 
her profile and matched to her preferences for this travel.  
 
 
Figure 2: Use case for Sally’s route 
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As a result, we might consider to select a route imposing less 
stress on Sally and allowing her to drive relaxed and safe 
(less risk for accident) to her boyfriend. Her boyfriend lives 
on the opposite side of town. In principal, Sally had two 
choices: drive along the ring road or meander through the 
city centre. Her navigation system with stress level map 
knowledge would select the first one, while it would propose 
the second option in case not taking into account her person-
al stress level and preference. Figure 2 shows the players in 
the use case. Besides the upload of her biometrical data and 
the mapping on the route from the start to the destination, 
the system does not look different to a traditional navigation 
system with server-side calculated routing. The collection of 
Sally’s biometrical data could be done as a permanent pro-
cess removing a separate save of biometrical data in the very 
first step. 
5 Conclusion and next steps 
The proposed system helps a driver to select a navigation 
route based on biometrical data and personal preferences. 
The system can be extended by external data to provide a 
more accurate decision, not only based on experience but on 
online data. The key component is a stress map derived from 
multiple user input. The user input is not a recommendation 
but a stress level indicator, individual to each user but gen-
eralized from many input values. As a result, areas can be 
clustered or streets can be attributed with a new parameter 
characterizing the stress imposed on a user entering the zone 
or selecting a road. With small extensions, the information 
can be added to traditional navigation system flows. Also 
from the opposite position, the information could be valua-
ble: A city could detect areas of more or less stress. A citi-
zen or visitor could be guided to areas of lower stress, in 
case they are looking for a relaxing walk but also for a 
(more) relaxing shopping zone. In general, the level of stress 
over all zones might be considered to rate a larger area. The 
stress levels quality, the effort to capture them and the pro-
tection of data for individual volunteers pushing stress-level 
data, is a future step to be investigated. 
References 
[Raychelle Lohmann, 2013] LPC R. Lohmann, MS. Why    
shouldn’t I text while driving? URL: http://www. 
sharecare.com/health/safetypreparedness/ 
textwhiledriving, 2013. [Online; accessed 21-January-
2014]. 
[Setz et al., 2010] C. Setz, B. Arnrich, J. Schumm, R. La 
Marca, G. Tröster, and U. Ehlert.  Discriminating 
stress from cognitive load using a wearable EDA de-
vice. IEEE Transactions on Information Technology in 
Biomedicine, 14(2):410–417, 2010. 
[Smyth et al., 1998] J. Smyth, M. C. Ockenfels, L. Porter, C. 
Kirschbaum, D.H. Hellhammer, and A.A. Stone, 
Stressors and mood measured on a momentary basis 
are associated with salivary cortisol secretion.   
Pschoneuroendocrinology, 23(4):353–370, 1998. 
[Stevens et al., 2008] R.C. Stevens, S.D. Soelberg, S. Near, 
and C.E. Furlong.  Detection of cortisol in saliva with a 
flow-filtered, portable surface plasmon resonance bio-
sensor system.  Analytical Chemistry, 80(17):6747–
6751, 2008. PMID: 18656950. 
[TomTom, 2013] TomTom. http://www.tomtom.com/ 
en_us,  2013. [Online;  accessed 21-November-2013]. 
[Wikipedia, 2013] Wikipedia. Automotive navigation sys-
tem. URL: http://http://en.wikipedia.org/ wiki/ 
Automotivenavigationsystem, 2013. [Online; accessed 
21-January-2014]. 
Workshop on Ambient Intelligence for Telemedicine and Automotive
49
Abstract 
Telemedicine is becoming an increasingly im-
portant approach to diagnostic, treat or prevent dis-
eases. However, the usage of Information Commu-
nication Technologies in healthcare results in a 
considerable amount of data that must be efficient-
ly and securely transmitted. Many manufacturers 
provide telemedicine platforms without regarding 
interoperability, mobility and collaboration. This 
paper describes a collaborative mobile telemonitor-
ing platform that can use the IEEE 11073 and HL7 
communication standards or adapt proprietary pro-
tocols. The proposed platform also covers the secu-
rity and modularity aspects. Furthermore this work 
introduces an Android-based prototype implemen-
tation. 
1 Introduction 
Cardiovascular disease is one of the most common causes 
for deaths in Germany, representing 43% of the cases (status 
2007). Statistically one out of two adults suffer from hyper-
tonia (high blood pressure), more specifically, 44% of the 
female and 53% of the male population, in an age group 
from 18 to 79. [Jahnsen et al., 2008]  
 Hypertonia is economically one of the most important 
diseases in Germany, with a cost of about 8.6 billion euros 
in 2006 [Jahnsen et al., 2008]. 
In most cases the persons who are concerned, especially 
elder people, need to visit a physician, either in his or her 
office or in a medical center, to be examined. This scenario 
results in jammed anterooms and medical staff busy measur-
ing blood pressure and the already limited healthcare re-
sources cannot be deployed efficiently [Sufi et al., 2006]. 
In this context telemedicine is becoming a more and more 
important approach to this problem [Bärwolf et al., 2006]. 
By the interconnection of patients, physicians, medical 
centers and health insurance funds, virtual medical rounds 
are already reality [Bärwolf et al., 2006]. TEMPiS1 is a 
telemedicine project started in 2005 that provides provision 
for apoplexy patients in Bavaria [Bärwolf et al., 2006]. 
                                                            
1 TEMPiS project, www.tempis.de  
2 I.E.M. GmbH, www.iem.de  
3 Health Level 7 Standard, www.hl7.de  
 
Telemedicine can be used to diagnostic and treat diseases or 
even to prevent them [Lehmann, 2005]. A further benefit of 
telemedicine is distance overbridging for elderly and disa-
bled people [Lehmann, 2005]. Besides, this approach gives 
them the opportunity to stay in their homes (Ambient As-
sisted Living) and be with their family [Sufi et al., 2006].  
However the use of Information Communication Tech-
nologies in healthcare produces a huge amount of infor-
mation that needs to be exchanged and accessed from many 
heterogeneous systems [Iroju and Soriyan, 2013]. The cur-
rent market situation presents developers with a challenge: 
many healthcare device manufacturers offer complete sys-
tems (hardware and software) without considering the as-
pects of interoperability, since most of the available devices 
for vital parameter measurement use proprietary data for-
mats and protocols [Ibánez et al., 2011]. As a consequence, 
interoperability between stakeholders (users, physicians, 
hospitals and other medical institutions) is barely possible. 
An example is the telemonitoring system of the medical 
device manufacturer I.E.M. GmbH in Germany2. The com-
pany provides various monitoring devices, which transfer 
vital parameters using proprietary protocols via Bluetooth to 
a terminal. After that, the terminal sends the data within a 
SMS in PDU mode to a Short Message Service Center 
(SMSC). The SMSC transmits the short message to a na-
tional Remote Operating System (ROS), which forwards the 
information to the eHealth database server. Physicians are 
now able to fetch the data and manage it using the compa-
ny’s Hypertonia Management System (HMS Client-Server 
software) [I.E.M.]. Fig. 1 illustrates this data management 
concept. 
This paper describes a model for a collaborative standard-
based mobile telemonitoring platform to provide interopera-
bility in information exchange in healthcare. Tough it is 
based on communication standards, the platform can also 
modularly adapt proprietary protocols to interconnect non-
standard devices. 
As a first step, a prototypic home based blood pressure 
monitoring scenario, from the admission of a new patient to 
                                                            
2 I.E.M. GmbH, www.iem.de  
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data transmission, has been designed. The endpoint will be a 
hospital, which will store and analyze the measurements.  
Figure 1: I.E.M. GmbH telemonitoring design [I.E.M.] 
In this prototype, the mobile gateway will be a smartphone 
receiving measurements via Bluetooth in different data 
formats (proprietary or IEEE 11073) and forwarding them 
within an HL73 message to a server. 
This paper is organized as follows: Section 2 describes 
the state of the art and introduces the technologies used for 
implementation. Section 3 presents the proposal for a mo-
bile-based telemonitoring platform and its architecture. 
Section 4 gives a short description about the implemented 
features in the current version. The last section gives a con-
clusion of this work and some future outlook.   
2 State of the art 
This section presents similar telemedicine work followed by 
a short introduction to the technologies and standards used 
for this paper.  
2.1 Related work  
A similar approach to a mobile phone based telemonitoring 
platform is described in [Sufi et al., 2006]. There, a tele-
monitoring system is presented, which uses mobiles for 
patients and healthcare service providers. The mobile devic-
es run JavaTM software and do the core communication. The 
system pursues a generic solution and provides different 
functions, like acquired biological signals submission, 
emergency notification, or a detection algorithm for abnor-
mal situations. However there is no use of any healthcare 
communication standards as IEEE 11073 or HL7. 
Another example is presented in [Ibánez et al., 2011]. It 
suggests to put the measurement submission functions into a 
Residential Gateway. The data processing is unitized in 
                                                            
3 Health Level 7 Standard, www.hl7.de  
OSGi4 bundles. This system proposes a standardized tele-
monitoring system, which uses UPnP (Universal Plug & 
Play) standardized and non-standardized medical devices 
and the HL7 standard to transmit all gathered vital parame-
ters. But this example does not cover any mobility or securi-
ty aspects. 
2.2 Technologies 
This section describes the technologies used and required 
for implementation. 
These technologies are the Android platform, the 
healthcare messaging standards IEEE 11073 and HL7, and 
the I.E.M. proprietary protocol and OSGi. 
2.2.1 Android 
In November 2007 Google announced the first version of an 
Android SDK. This was the first time when developers 
could implement Android applications and test them in an 
emulator. [Künneth, 2012] 
Since then the Android platform is constantly improving 
and has the largest share of smartphone operating systems in 
the US [Llamas et al., 2013].  
Android applications are run on a virtual machine called 
Dalvik, which was designed for mobile devices and is dif-
ferent than typical Java runtime environments [Künneth, 
2012]. Dalvik is register-based and has its own bytecode 
format and instruction set [Künneth, 2012]. Therefore all 
compiled Java bytecode must be transformed into Dalvik 
Executables (.dex) [Künneth, 2012]. 
2.2.2 Health Level 7 
HL7 is a widely used standard for data exchange in clinical 
domains [Martín et al.]. In this work HL7 version 2.5.1 is 
used for exchanging blood pressure measurements and pa-
tient information.  
An HL7 message, which is the basic data unit, is hierar-
chically structured and consists of segments, fields and 
components [Lu et al., 2010]. Further, an HL7 message is 
generated after a specific event occurs. An event means that 
there is some new data available which needs to be transmit-
ted amongst different systems [Lu et al., 2010]. Another 
important HL7 feature is that the exchange of information 
needs to be done asynchronously. Following this, all rele-
vant HL7 elements are introduced…  
• Segments: A segment (see Fig. 2) is a group of 
fields segregated by a “<cr>”. Every segment 
begins with a three-character code, which identi-
fies the segment: MSH (Message Header), PID 
(Patient Identification) or OBX (Observation 
Result). [Lu et al., 2010] 
                                                            
4 OSGi Alliance, www.osgi.org  
Figure	  2:HL7	  PID	  and	  PV1	  Segments 
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• Fields:	  Fields	  are	  strings,	  which	  represent	  the	  content	   of	   a	   message.	   The	   strings	   within	   a	  field	  are	  called	  components.	  Each	  field	  has	  its	  specific	  order	  and	  can	  be	  optional	  or	  obligato-­‐ry.	   These	   attributes	   can	   be	   found	   in	   the	  HL7	  specification	   tables.	   Fields	   are	   separated	   by	  an	   arbitrary	   character	   (defined	   in	   MSH	   Seg-­‐ment).	  But	  the	  HL7	  authority	  recommends	  to	  use	  “|”	  for	  field	  separation.	  Figure	  3	  illustrates	  the	  date	  of	  birth	  and	  patients	  name	  fields.	  
Figure 3: HL7 Fields 
• Components: As mentioned above, components 
are strings representing the data within a field. 
There can be zero or more components within a 
field. Its order can also be taken from the speci-
fication. Fig. 3 illustrates the patient’s name field 
consisting of two components (first name and 
last name).  
2.2.3 IEEE 11073 
The goal of the ISO/IEEE 11073 standard is to enable in-
teroperability and interconnection between medical devices 
[Martín et al.]. Therefore it provides a set of different device 
specializations for any kind of medical devices like 11073-
10407 for blood pressure monitors. However there are hard-
ly monitoring devices implementing the standard [Ibánez et 
al., 2011]. 
2.2.4 I.E.M. blood pressure monitor protocol 
The Android application discussed in chapter 4 has the 
ability to process blood pressure measurements gathered by 
the Stabil-O-Graph (see Fig. 4) blood pressure monitor. The 
device was manufactured by I.E.M. GmbH and uses a pro-
prietary protocol to exchange information.  
Figure	  4:	  Stabil-­‐O-­‐Graph	  blood	  pressure	  monitor	  
After a successful measurement the following parameters 
are transmitted: Systolic value, Diastolic value, Heart rate, 
time of acquisition, time when the measurement was trans-
mitted and the serial number of the device.  
2.2.5 OSGi 
OSGi is a component-oriented framework for networked 
devices. Deploying the framework gives the ability to man-
age the lifecycle of a software component (bundle) (install, 
uninstall, start, stop) remotely. [OSGi Alliance, 2007] 
There are a few different OSGi frameworks available. For 
this work Apache Felix5 OSGi will be used.  
There are a few steps that need to be done before Felix 
can be started in Android, as Android does not run a stand-
ard Java Virtual Machine but a special Virtual Machine 
called Dalvik 6. Dalvik cannot deal with Java Bytecode but 
with a special format called DEX [Apache, 2009] so any 
classes within a Jar bundle need first to be formatted into 
DEX files. 
3 Design of the mobile telemonitoring plat-
form 
The goal of this work is to design a telemonitoring system 
where the central component is a smartphone gateway. The 
advantages of such a system are wireless data transmission, 
mobility and interoperability due to the fact that we can 
implement the wireless-based proprietary protocols and 
healthcare standards introduced in section 2.2.  
3.1 Architecture 
The architecture shown in Fig. 5 uses a mobile gateway, 
which will permanently receive measurements, save them 
temporarily and send an HL7 message to any given health 
data server within a medical center. The measurements can 
come from telemonitoring devices compliant with the IEEE 
11073-X protocols, but also from devices with proprietary 
protocols and from other type of home-located or personal 
devices like biometric or AAL sensors. 
Using mobile devices gives also the patient more mobility 
and freedom as both the monitoring device and the gateway 
can be carried anywhere. Many modern smartphones can 
transmit the collected measurements both via WiFi or via 
cellular networks. This is an important feature if a patient, 
for example, needs to be monitored around the clock (mo-
bile ECG).  
A major issue, especially for elderly patients, is to reach a 
good acceptance of the platform by considering several 
aspects of usability. In this scenario, a tablet that provides a 
user-friendlier graphical interface could also replace the 
smartphone.  
Implementing well-known healthcare standards makes 
this telemonitoring system very flexible and interoperable 
since any wireless medical device can be used. It is also 
possible to transmit the information to any medical facility 
if their systems are able to manage Health Level 7 Messag-
es.  
Once the data has been stored persistently, physicians or 
care service staff can access and evaluate the measurements. 
                                                            
5 Apache Felix OSGi Framework, http://felix.apache.org  
6 Dalvik Technical Information, 
 http://source.android.com/devices/tech/dalvik 
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Therefore, a mobile visualization application will be devel-
oped. This ensures the permanent access to health infor-
mation for medical staff either at the patients home or at  
the physician’s office.  
3.2 Security 
The collected patient information is very sensible and needs 
to be protected. It is very important that a patient or its ad-
dress cannot be identified by the collected data [Fong et al., 
2011]. 
In general, security is characterized by the following con-
cepts: 
• Integrity:	   The	   information	   should	   stay	   in	   its	  original	  form.	  
• Privacy:	   Only	   authorized	   personal	   can	   access	  the	  data.	  
• Confidentiality:	  All	   critical	   information	  must	  be	  handled	  with	  confidence.	  
• Availability:	   The	   system	   must	   be	   available	   all	  the	  time.	  
Hence we need to apply security at patients home (Blue-
tooth data transfer, secret PIN usage for device pairing pro-
cess), cryptography and certificates for secure information 
exchange from gateway to health data server and within 
medical centers (unauthorized access, health data manipula-
tion). 
Furthermore, we need to deal with problems like loss of 
mobile devices containing critical information, electricity 
failures or fire [Fong et al., 2011]. 
4 Current Status 
In the context of a Bachelor Thesis a first version of a proto-
type has been implemented. Figure 6 shows the available 
features. This system provides a module for parsing proprie-
tary protocols developed by I.E.M. GmbH. The current 
version implements only the Stabil-O-Graph protocol.  
For this implementation we decided to use an Android 
smartphone running API level 14 (Ice Cream Sandwich) and 
above.  This requirement must be fulfilled since older An-
droid APIs do not implement the IEEE 11073 Bluetooth 
Profile7, which will be used in an advanced version of the 
application. During the implementation process a Samsung 
GT-N7100 Smartphone was used (1.6GHz Quad-Core Pro-
cessor, 2GByte RAM). Another benefit of using Android is 
that it is based on the widely used programming language 
Java and therefore it is possible to deploy OSGi bundles. 
The following sections describe the workflow from the 
addition of a new patient to the transmission of blood pres-
sure measurements to a file server. 
4.1 Application Features 
Before starting the monitoring process, a new patient needs 
to be acquired (see Fig. 7).   
 
 
                                                            
7 Android BluetoothHealth profile, developer.android.com 
/reference/android/bluetooth/BluetoothHealth.html 
  
 
Figure	  6:	  Prototypic	  Android	  monitoring	  application 
Figure	  5:	  Telemonitoring	  platform	  design 
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In order to generate an HL7 PID segment, the following 
information is needed: first and last name, date of birth and 
gender. The next step is to assign monitoring device. This 
can be done by selecting them from a list of all paired and 
available devices. Another click on the device will start an 
Android Service8 (see Fig. 8).  
The service now runs in the background and waits until a 
new measurement is available. After the measurement has 
been successfully received, it will be temporarily stored in 
an SQLite database (see Fig. 9). Otherwise the data would 
be lost if no connection with the file server could be estab-
lished. The last step is to generate an HL7 message (see Fig. 
10), containing all measurements and patient information, 
and upload it to a file server.  
                                                            
8 Android Started Service,  
http://developer.android.com/guide/components/services.html  
5 Conclusion and future work 
A mobile-based telemonitoring platform concept and a 
prototypic implementation have been introduced. To face 
the interoperability problem, the platform complies with the 
presented well-known healthcare standards IEEE 11073 and 
Health Level 7. The system is also able to deal with proprie-
tary protocols developed by I.E.M GmbH and receive 
measurements from all their monitoring devices. Google’s 
mobile operating system Android was equipped with Blue-
tooth Profile in the version 4.0 and is a good choice for an 
interoperable gateway because it supports both the needed 
wireless communications and the modular execution envi-
ronment OSGi. 
In future work the functionality of the application will be 
extended. At this point only a parser for the Stabil-O-Graph 
blood pressure monitor has been developed. Beyond that, 
some security techniques like cryptography and certificates 
must be implemented. But there are also a lot of non-
technological issues that must be researched in future.  
Aspects like acceptance or usability are very important for 
both sides of the target audience, namely patients and physi-
cians.    
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Abstract
Within a business framework, one of the challenges
of marketing and sales departments is to ensure that
sales managers of the company have updated infor-
mation about their customers’ interests. In order to
help commercial representatives in their day-to-day
work, it is important to offer them technologies able
to identify opportunities for each of their assigned
points of sale.
Such technology should be based on proactive and
context aware systems, i.e. these systems should
automatically warn sales managers when an op-
portunity in a close point of sale is detected. In
addition, these systems should be personalised (to
the profile of the commercial representative) and
should show adaptive features, i.e. providing an
adequate response to changes in the environment
(such as the adaptation of thresholds according to
some economic data). Finally, these technologies
should be naturally integrated and embedded into
the devices used by sales managers to interact with
the information system of the firm, i.e. employing
both digital and physical sensors (by continuously
taking into account updates of the sales data for ad-
justing the definition of opportunity, or by detecting
the location of the sales manager for the system to
provide information about the nearest shops).
Having this in mind, in this paper a system allow-
ing the commercial representatives to obtain an au-
tomatic description of the different groups of points
of sale is introduced. This will permit the sales
manager to rely on a quick and updated overview
of the environment in which s/he is placed. Specif-
ically, the project refers to the design of a natural
language generation (NLG) system to qualitatively
describe the most important characteristics of each
class, cluster or segment of points of sale previ-
ously defined. An adaptation of a generic archi-
tecture for data-to-text systems consisting of four
stages is proposed. It includes the detection of the
most relevant patterns of the data and the definition
of a grammar that generates the natural language
description of the considered clusters. A case study
addressing a challenge in a marketing environment
is included. The study takes place in a business-to-
business (B2B) environment, in which a firm dis-
tributes its products via other firms.
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Abstract 
This paper introduces the concept of cloud robot-
ics, a recent trend in robotics research, which uses 
all the advantages of Internet as a resource for mas-
sively parallel computation and real-time sharing 
of vast data resources. A design of an application 
based on cloud robotics is also presented, which 
consists in combining the user’s knowledge and the 
knowledge provided in the cloud to enable a NAO 
robot learn about its context. 
1 Introduction 
In 2010, James Kuffner at Google introduced the term 
Cloud Robotics to describe a new approach to robotics that 
takes advantage of the Internet. Cloud robotics is an emerg-
ing field of robotics rooted in cloud computing, cloud stor-
age, and other Internet technologies centered around the 
benefits of converged infrastructure and shared services. It 
allows robots to benefit from the powerful computational, 
storage, and communications resources of modern data 
centers. In addition, it removes overheads for maintenance 
and updates, and reduces dependence on custom middle-
ware. 
The Google autonomous driving project [Thrun, 2010] 
exemplifies this approach: the system indexes maps and 
images that are collected and updated by satellite, Street-
view, and crowdsourcing to facilitate accurate localization.  
The Cloud has been used as a metaphor for the Internet 
since the inception of the World Wide Web in the early 
1990’s. As of 2012, researchers are pursuing a number of 
cloud robotics and automation projects ([Guizzo, 2011; 
Tenorth et al., 2012]). New resources range from software 
architectures ([Arumugam et al., 2010; Du et al., 2011; Hu 
et al., 2012]) to computing resources [Hunziker et al., 
2013]. The RoboEarth project [Waibel et al., 2011] aims to 
develop “a World Wide Web for robots: a giant network and 
database repository where robots can share information and 
learn from each other about their behavior and their envi-
ronment”1. 
                                                
1 http://www.roboearth.org/what-is-roboearth. 
As it is stated by Goldberg and Kehoe [2013], Cloud Ro-
botics has potential to improve performance by means of: 
(1) providing access to global libraries of images, maps, and 
object data, eventually annotated with geometry and me-
chanical properties (Big Data); (2) offering massively paral-
lel computation on demand for costly tasks such as optimal 
motion planning and sample-based statistical modeling; (3) 
robot knowledge sharing of outcomes, trajectories, and 
dynamic control policies, 4) human knowledge sharing i.e. 
open source code, data, and designs for programming, ex-
perimentation, and hardware construction, and (5) on-
demand human guidance (“call centers”) for exception han-
dling and error recovery. 
Big Data involves data sets with sizes beyond the ability 
of commonly used software tools to capture, curate, man-
age, and process the data within a tolerable elapsed time. 
Therefore, big data could include the growing library of 
images, maps, and many other forms of data relevant to 
robotics and automation on Internet. The robots can acquire 
information and knowledge to execute tasks using these 
databases in the cloud. They may avoid dealing with the 
creation and maintenance of such data. 
Therefore, cloud robotics, and specifically big data, offers 
interesting opportunities and challenges to some traditional 
robotic problems, such as the SLAM (Simultaneous Local-
ization And Mapping) task, grasping objects and planning 
in navigation.  
The SLAM problem [Durrant-Whyte and Baikey 2006] 
involves the building by a robot of a map of the environ-
ment without a prior knowledge, and its simultaneously 
localization by itself in the unknown environment. SLAM is 
data- and computation-intensive.  The steps of data fusion 
and filtering for state estimation can be processed in parallel 
and in a cloud, as showed by the DavinCi project [Aru-
mugam et al., 2010] which implements the SLAM problem 
in the Hadoop2 map-reduce framework. 
Robotic navigation refers to the capacity of the robot to 
determine its own position with respect to a certain refer-
ence and then to plan a path to reach a desired location. 
Inside this field, most of the approaches rely on a map, 
                                                
2 http://hadoop.apache.org/ 
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which construction requires large amount of storage space 
and is computationally intensive. Therefore, once again, 
cloud robotics and big data provide a very promising solu-
tion to these problems. Moreover, using the cloud it is pos-
sible to extract information from commercially available 
maps that can facilitate the task. Planning algorithms usu-
ally involve complex heuristics and/or reasoning depending 
on the context. Those methods can be computationally in-
tense, but they may be solved quickly by parallel computing 
in the cloud and so that the robot could obtain the most 
appropriate route to its goal. 
Robotic grasping has been an active research topic over 
the last few decades, but there are still challenges to solve 
such as obtaining creative object affordances and graspings. 
Inside the grasping field, now there are online datasets 
which can be searched to determine suitable grasping points 
of known objects [Goldfeder et al., 2009; Kasper et al., 
2012]. In addition, the knowledge acquired by robots when 
graping objects can be shared in the cloud for future usage 
by other robots. This knowledge can also be used to inspire 
different object affordances to other robots in order to de-
velope creative task-problem solving, such as: what to use 
to get water if there is not a glass available? 
The use of online datasets may help robots learning when 
getting knowledge from vision data, because it is possible to 
store in the cloud data related to objects images, affordances 
and tasks. Moreover, managing data sets in the cloud can 
allow the application of human skills and experience to help 
in usual robotic tasks, as for instance to label the objects in 
an image acquired by a robot. 
In this paper, we propose to take advantage of these latter 
features of cloud robotics, that is: (i) using the common 
knowledge about grasping found in the cloud, (ii) adding 
user-provided expert knowledge to the cloud and (iii) using 
the online datasets (big data) to develop a robot able to 
continuously learn from these data  
Our purpose is to develop a platform that allows a NAO 
robot3 to communicate with a tablet PC in order to retrieve 
user knowledge to identify an unknown object in the envi-
ronment. Using the information provided by the user, the 
robot will search the cloud to find information about the 
object (i.e. semantic knowledge, affordances, grasping in-
formation, and even social information) and semantically 
annotate the object as learned. The spatial and topological 
situation of the object in the scene can be also qualitatively 
described using the approach by Falomir et al., [2013] and 
then this description can be used not only to compare the 
object against others but also to describe it in natural lan-
guage [Falomir et al., 2012] to improve human-robot com-
munication and also to get the user confirmation regarding 
the suitability of the object for the task to carry out. 
                                                
3 http://www.aldebaran-robotics.com/en/ 
2 Designing the Framework 
So that robots could perform tasks cooperating with hu-
mans, they must be able to access and manage a broad set of 
contextual knowledge about the environments in which they 
operate.  
One unachieved goal of robotics is to develop an inex-
pensive robot that can tidy rooms, floors, dinning tables, and 
desks by identifying the objects in these scenes, grasping 
them accurately and transporting them to their suitable 
“tidy” place. This task implies that the robot should recog-
nize and grasp common household objects. The challenge 
here is that this set of objects is an unbounded set which 
depends on the context (i.e. house, office, school, bank, 
supermarkt) it is dynamically growing always due to fashion 
trends, the appearance of new inventions, new gadgets, and 
so on.  
We believe that the cloud is a vast potential source for 
computation and data storing about objects, their semantics, 
and how to manipulate them and, therefore, the main objec-
tive of this paper is to develop an architecture (Figure 1) that 
allows a robot to learn about unknown objects in the envi-
ronment using the cloud and human interaction.  
Figure 1. Framework of the application 
Figure 1 shows the robot in a real environment, such as 
an office. If it finds an unknown object, first of all, it will 
ask to the cloud about information about it. Two situations 
may happen: (i) if the robot finds reliable information about 
the object, then it can ask to the user whether the unknown 
object is what the user guesses (using the information from 
the cloud); (ii) if the robot does not find reliable information 
about the object in the cloud, then it can ask the user about 
all the information that the user have about it.  
Consider the following scenario, based on the image in 
Figure 1 which shows a desktop in an office. The robot does 
not know what is the circled object signed in the image. 
Therefore, it looks for something about it using Google 
Googles, Google Images and Web Catalogues about house-
hold objects. Then it can guess that it may be a microphone, 
and therefore it asks the user: “Is the object at the bottom-
left of the image and left of the tablet a microphone?”; alter-
natively, if the robot does not find reliable information to 
make a guess then it can ask  “What is the object at the 
bottom-left of the image and left of the tablet?”.  Moreover, 
the user can not only answer with textual information (a 
“yes/no” response and the name of the object) but also 
he/she can use the tablet in order to delimitate the boundary 
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of the unknown object, which will improve the process of 
shape description.  
Once the robot has the confirmation of the class of the 
object, then it can use the cloud again to get more informa-
tion about it, such as information about its qualities, affor-
dances, grasping points, and so on. Therefore, by using the 
cloud, the image of the object will be semantically anno-
tated and the robot can learn more about the specific object. 
Finally, the result (the annotated object with all its relevant 
features) will be stored again in the web catalog of the robot 
(as the long term memory of the robot) so that the robot can 
use the knowledge acquired later and create ontologies of 
the objects of its environment.  
Therefore, the robot will use the web or the information 
in the cloud and the feedback provided by the users to learn 
about the real environment. All the acquired knowledge will 
enable the robot to intelligently perform tasks such as, for 
instance, assisting a person by grasping objects from a place 
(home, office, etc.) and do something with them for the 
user. Moreover, this system also allows that the environ-
ment in which the person/user is, can be different from the 
one in which the robot is, and then the person can ask the 
robot a find-and-deliver task to a desired place of a common 
office object.  
3 Conclusions and Future Work 
This paper outlines an approach to such a cloud robotic 
system, which involves developing a human-machine inter-
action framework based on the cloud so that a robot could 
acquire knowledge about the environment. This framework 
would apply qualitative methods because they are suitable 
to develop a good human-computer interaction.  
In order to be able to build such a system, at least we 
have to be able:  
1. To segment an image and locate an object in it, as we 
have demonstrated in [Falomir et al., 2011b]. These 
methods will be customized for the desired application 
and will be improved by applying methods to remove 
the background of the image [Rother et al., 2004], and 
by studying methods of geometry simplification [Lue-
bke 2001], and therefore improve boundary detection;  
2. To create software which allows a user to sketch the 
boundary of the object in order to help the process of 
shape detection and description. In order to develop this 
software we plan to use our experience in Museros et 
al., [2013]. 
3. To describe the objects in an image and relate them 
with respect other objects in the image, as it is done 
inby Falomir [2011];  
4. To classify an object in an image as a specific class of 
object (for instance “a table”, “a chair”) using similarity 
measures between objects (as the one in [Falomir et al., 
2013]) and other clustering and learning techniques. We 
plan to develop Support Vector Machines (SVM) tech-
niques as the ones developed in [González Abril et al., 
2013] to try to solve this problem;    
5. To semantically annotate the images, using techniques 
as the one presented in [Pérez-Catalán et al., 2013]. 
6. To implement methods to describe the image, and the 
objects in it in natural language, which are good enough 
to be comprehensible by the user, as the one presented 
in [Falomir, 2013].  
7. To use and create an ontology for objects present in the 
intended robot environment, as the one in Falomir et al. 
[2011], which will be increased with new types of 
household objects;  
8. To exploit resources such as a furniture web catalog, as 
the one presented in [Martinez Mozos et al., 2011], 
which has to be dynamically and continuously up-
loaded.  
Therefore, this is a position paper of a challenging system, 
for which there are still a lot of steps to carry out, some of 
them, detailed before. 
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Abstract
This article is about a project proposal of using
robotics as a facilitator to create a context suitable
to train social skills among children for educational
purposes, as well as use them with children with
needs of these social skills (mainly Autistic chil-
dren). As a result, a compendium of robot based ac-
tivities should be delivered in which the main work-
ing tool and interaction is a social robot. Finally,
activities will be evaluated in real environments to
assess the quality of the interaction with the robot,
satisfaction, motivation, engagement with the ac-
tivity and the improvement in the intended social
skills.
1 Introduction
This article is about a project proposal of using robotics
as a facilitator to create a context suitable to train social
skills among children for educational purposes [Heerink et
al., 2012], as well as use them with children with needs of
these social skills (mainly Autistic children) [Albo-Canals et
al., 2013a]. Robotics is itself something that is easy to be
accepted by children, even those with Autistic Spectrum Dis-
order (ASD). Robotics as a tool can contribute to collabora-
tive work, adapting the level of the sessions according to the
children’s educational performance [Dı´az et al., 2011].
Besides, robots can support teachers/therapists collecting
data that can be useful to better evaluate and monitor the
level of success acquired during educational activity. As a
result, a compendium of robot based activities should be de-
livered in which the main working tool and interaction is a
social robot. Three platforms has been chosen to take advan-
tage of the capabilities from two different robotic concepts,
in one side the NXT MINDSTORMS LEGO [Behrens et al.,
2011] robot and the Innvo Labs Pleo rb robot [Fernaeus et al.,
2010], and in the other hand the humanoid NAO robot from
Aldebaran Robotics [Pardo et al., 2012].
Designing activities with different robotic platforms is cur-
rently possible thanks to the standardization process that has
∗This work has been partially supported by the Spanish Min-
istry of Economy and Competitiveness under the project PATRICIA
(TIN2012-38416-C03-{01,02,03}).
undergone robotics in recent years, as in the field of house-
hold or industry. This process has opened the influence of
educational robots to educational centers.
Finally, activities will be evaluated in real environments to
assess the quality of the interaction with the robot, satisfac-
tion, motivation, engagement with the activity and the im-
provement in the intended social skills. The activities are go-
ing to take place in the Special Unit for Developmental Dis-
orders (UETD) at Sant Joan de De´u Hospital. This unit is
specifically dedicated to the diagnosis, counseling to individ-
uals and families affected by ASD.
2 Objectives and Expectations
Previous studies completed by the team have proved that
robot features and behaviors can induce social behaviors in
children. Furthermore, customizing and setting up robots that
interact to complete a collaborative task reinforce social inter-
action and facilitates cooperative and collaborative behavior
between peers and between children and the therapist or edu-
cator.
2.1 Previous Work
These previous studies include:
• A comparison US-EU about first experimentation in
robotics-based interventions for social skills training
with children with ASD [Albo-Canals et al., 2013a].
• Analyzing human-robot interaction in interventions for
social skills training with children with ASD
• Introduction of a study to compare different treatments
within a program of counseling and education directed
to parents with a cognitive rehabilitation program aimed
at children through robotics - TBI’s children (traumatic
brain injury) [Barco et al., 2013].
• Analyzing emotional factors in HRI. The studies would
be extrapolated to children [Dı´az et al., 2013; Heerink et
al., 2013].
• Defining instruments for measuring HRI. They would be
employed in our project.
• Examples of experimentation to be developed in deep
along several sessions during the project [Angulo et al.,
2011; Pardo et al., 2012].
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• Analyzing what it means to introduce robots in an hos-
pital context, from the point of view of professionals
[Chang et al., 2012].
• Early experimentation with children at school. Studies
of social presence in order to improve educational skills
[Heerink et al., 2012].
The motivation of the project proposal is based on the fol-
lowing points:
• Inclusion of ASD (Autistic Spectrum Disorder) Children
in the Society. Although there is no treatment that elim-
inates the impairments on communication, socialization
and behavior, it is demonstrated that the training of
strategies, techniques improve global performance and
adaptation to real life. One reason that more strongly
interferes with the quality of life for people diagnosed
with ASD is its inability to communicate effectively and
respond appropriately to social situations.
• Increase of Children with ASD worldwide. At epidemi-
ological level, there has been a gradual increase in the
prevalence of ASD. The Centers for Disease Control and
Prevention (CDC, 2012) estimated a rate of 1/88 people
within ASD.
• Adaptation of the activities to regular schools [Wakeling,
2008]. The advantages of this kind of activities are that
its problem-based learning bridges the gap between the
classroom and the real-life experiments in laboratory.
• The impact of robotics in our society in coming years.
In 2006, Bill Gates published that the current state of
robotics was equivalent to that of the 80’s with comput-
ers, and that soon we would live the boom of the robot
as long as we will have a robot in every home and a
robot in every working place. Moreover, in December
2013, Google completed the acquisition of robot-maker
Boston Dynamics, as well as 8 robotics companies in the
last 6 months.
These robots will be tools, colleagues, and superiors with
the skills to help humans with a performance more effi-
cient that human in their working areas. Robotics concepts
have revolutionized the manufacturing processes in indus-
tries since the industry revolution. Now, they begin to be
integrated into everyday life environments such as vehicles,
homes, offices and schools. Living with Robots is already a
reality, as happened with the interaction with computers.
The teams that participate in this project have proven ex-
perience related to Robotics and Education:
• In 2012, the team composed by La Salle, UPC and HSJD
presented the early results obtained from a session using
the LSMaker Robot with Autistic Children.
• In 2012 the same team, together with researchers from
the Adaptive Systems Group at the University of Hert-
fordshire, United Kingdom, carried out a series of tests
with children patients of HSJD to observe and assess the
interaction with the robot NAO in the context of the de-
velopment of a coach robot for educational purposes for
children suffering from diabetes.
• In 2013 the same team, together with Tufts Univer-
sity from US, presented recommendations to set-up this
type of intervention for children with ASD with LEGO
robots.
2.2 Objectives
The main objective is to design and implement a therapeu-
tic and educational program of robot based activities with the
group of Social Skills Intervention (GHS) to encourage social
interaction and improve social skills in children with ASD.
Robot based activities provide an educative environment that
facilitates enjoyable play, exploration and discovering, col-
laborative and cooperative activities, social interaction, (i.e.
joint attention, sharing material, negotiate plans) discovering
learning challenges.
Intended objectives of this robot-based program are:
1. Provide a complementary tool in the therapy-room to es-
tablish an understanding of the content provided.
2. Increase social skills like following instructions, turn
taking, asking for help, and sharing resources.
3. Facilitate the task of teaching and, at the same time,
equalize the level of the different participants.
4. Evaluate the quality of interaction with the robot and
with the programming interface.
5. Obtain empirical data to better design effective robot-
based program to improve social skills of autistic chil-
dren.
2.3 Expectations
The robot should act as a facilitator of social interaction. The
robot itself is an element that interacts with the environment
and with the children. Furthermore, to fulfill the proposed
activity, children would have to exercise social skills. Chil-
dren following the program of robot based activities would
improve in attention and other therapy related variables, as
well as in educational objectives.
Optimizing the cost of ICT resources in therapy classrooms
is a second expectation. The advantage of use a multipurpose
reconfigurable device becomes obvious in terms of saving re-
sources, as far as the same educational material is used among
different sessions. The same example exists with computers,
whit which I can process a document or a complex equation,
but also I can play or watch a video.
3 Working Plan
The experience acquired in the LSMaker project with TBI
children [Albo-Canals et al., 2013b; Barco et al., 2013] in-
duces to imitate the methodology and timing for the project
schedule. So the different project phases are structured as
follows:
1. The pre-screening and baseline evaluation. Selection of
participants.
In this phase of the project the tasks are: 1) to contact to
the centers and institutions, 2) to introduce the project,
3) to visit centers and to get informed consent letters, 4)
to confirm the ASD diagnostic, 5) to select families and
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centers that collaborate with the project, and 5) to es-
tablish a base-line for the project (pre-intervention mea-
sures).
2. Interface adapted to ASD.
Analysis of School Curriculum seeking more appropri-
ate activities to work with a robot. Implementation of the
robot programming and configuration interface adapted
to children with ASD based on previous studies.
3. Beginning of the sessions and data collection.
Implementation of the robot programming and configu-
ration interface. Since not all activities will consist of
programming the robot by teachers or students, but also
there will be activities that consist on setup and interact
with the robot, will need to make a platform based on a
graphic environment such as LabVIEW, on which it will
download the applications, while high-level interactions
will be done with the robot.
4. Robotic activities set-up.
Study the requirements and configuration necessary for
robot to carry out the activities. Design the activities us-
ing the Robots. The activities are the so-called ecologic
activities, what means that are mapped in real life chal-
lenges or festivities. Those ones that require a more so-
cial interaction are done using NAO Robot, while those
ones that require building, planning, etc. are performed
with the LEGO NXT.
5. Processing samples and preliminary results.
Activities test.
6. Data analysis and dissemination.
Data analysis of the results obtained with the method-
ology based on the robot. The results obtained will be
presented in scientific forums.
7. Activity collection and Good manners guide.
Data analysis of the results obtained with the methodol-
ogy based on the robot. Write a documentation of ac-
tivities so that therapists, doctors,... could have a guide
that allows them to use resources in a completely au-
tonomous and independent mode, making unnecessary
the technician/engineer intervention during the activity.
4 Outputs
There are different experiences in different parts of the
world in the use of robots to improve the social skills of
children with autism. Projects like AURORA, IROMEC...
(http://www.autistec.com) show promising results in the use
of robotics for improving the symptoms of children with
ASD.
Our expectations are focused on the use of the robot as
a facilitator of the game with others, and at the same time,
sharing the center of attention, respecting turns, and creating
teamwork and imitation games. So if children with ASD im-
prove their social skills will have higher expectations of suc-
cess in social interactions, decrease conflicts, improve their
self-esteem and this will become a protective factor against
possible comorbidities such as anxiety disorders or depres-
sion. In summary, we will improve their quality of life.
As a result of the project we will develop a collection of
Robotic Activities to elicit social behavior. Also, we hope to
generate a “good practice guide” for professionals working in
the field of treatment for people with ASD using these tools
and make the most possible from an educational, clinical and
social, through a study based on efficiency and supported by
professionals in ASD.
The activities planned in this project may be used in all
Spanish and international institutions, providing the transfor-
mations aspects listed above. This extensive distribution ser-
vice to marginal areas where the level of treatments is not
adequate to provide an optimal training. As an example we
are running a similar experience in Panama.
As we work with textbooks, digital or paper, these activi-
ties can be distributed as part of their own teaching materials
in schools.
The content will be protected by the copyright of all mate-
rials created within the framework of the team’s institutions.
Being possible agreements with other educational entities to
use them.
5 Conclusions
Robotics concepts have revolutionized the manufacturing
processes in industries since the industry revolution. Now,
they begin to be integrated into everyday life environments
such as vehicles, homes, offices and schools. Living with
Robots is already a reality, as happened with the interaction
with computers. This article is about a project proposal of us-
ing robotics as a facilitator to create a context suitable to train
social skills among children for educational purposes, as well
as use them with children with needs of these social skills
(mainly Autistic children). As a result, a compendium of
robot based activities should be delivered in which the main
working tool and interaction is a social robot.
Future research lines include (i) Parent Training Courses,
which are offered information, resources and strategies on us-
ing technological supports to implement specific applications
at home to improve learning, communication and leisure op-
portunities and relationship of the children with ASD; (ii) Us-
ing FAROS, a portal to health from the Sant Joan de De´u
Hospital.
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Abstract 
This paper presents a new European initiative to 
support the sustainable empowerment of the ageing 
society. Empowerment in this context represents 
the capability to have a self-determined, autono-
mous and healthy life. The paper  justifies the need 
of such an initiative and highlights the role that tel-
emedicine and ambient assisted living can play in 
this environment. 
1 Motivation 
The demographic change has profound effects on societies, 
due to alteration in age, birth rate or migration movements. 
One effect is the ageing of societies, which challenges so-
cieties either to enlarge institutional care or to find alterna-
tive solutions to care the elderly. One of the biggest current 
challenges is to sustainably empower the individuals and 
communities of the ageing society. For us, empowerment 
characterizes the strategies and the process to enable indi-
viduals to have a self-determined, autonomous and healthy 
life and additionally to support communities by incorporat-
ing new technological and management approaches in inte-
grated home care to better provide for its (elderly) people. 
Considerable hopes are placed on Ambient Assisted Living 
(AAL) and e-health (telemedicine) technologies to cope 
with those emerging confronts. The new technologies are 
expected to withdraw pressure from health and social care 
systems by assisting elderly people in independent living. 
However, most of these new technologies currently address 
a narrow spectrum of daily needs for elder citizens with 
dysfunctions: security (e.g. red buttons); health monitoring; 
extending certain functional capacities (e.g. different tech-
nical aids); social ties (e.g. various communication plat-
forms). Comparing this technical status quo with the hierar-
chy of needs of individuals as well as of collectives reveals 
obvious gaps between available technologies and crucial 
aspects of quality of life. Activities and demands of daily 
living are not completely manageable by technical assis-
tance but also need human capacities and contributions (e.g. 
support in dressing, feeding, household activities). Particu-
larly rural communities envisage an extraordinary chal-
lenge: Local resources are often diminished due to migra-
tion of professionals and young people to cities, leading to 
the deterioration of services and assistance formerly provid-
ed by professionals or neighbourhood and family networks. 
Several components influence a satisfying and healthy life. 
The World Health Organization (WHO) formulated in 1948: 
‘Health is a state of complete physical, mental and social 
wellbeing and not merely the absence of disease or infirmi-
ty’1. This definition has been recently enlarged, and charac-
terizes a healthy life first of all with the prevention of dis-
eases and secondly, in the case of the presence of disease, 
with the ability to adapt and self manage [Hub11], a concept 
also known as resilience. Resilience in our understanding 
leads to empowerment, thus enabling systems to better cope 
with its challenges. This work adopts the concept of resili-
ence to the context of an ageing society. It focuses on the 
individual or unit (such as a household or family), living in 
a certain community/society. To enable such a unit to gain 
and reach empowerment is the ultimate goal. To our 
knowledge, resilience as a strategy has not been implement-
ed on a unit/household level nor exits a way of indexing to 
measure “empowerment” in such a context.   
The ageing society refers not only to elderly people. Ageing 
is a process that begins at conception and goes on through-
out life. We develop while ageing and interact with the envi-
ronment thus shaping and influencing our own health and 
wellbeing. Yet the environment also shapes our health and 
wellbeing, it is a circular process. Declining functionality 
has a close relationship with healthy lifestyle and ageing. 
Elder people may suffer some physical or mental dysfunc-
tionality as a consequence of ageing. People with other ca-
pacities grow older today than ever before in history, thus 
also profiting from the overall ageing of the society. Handi-
capped people suffer additional illnesses as a consequence 
of the duration of their dysfunctionality and of age. 
This paper presents the goals and background of a new re-
search initiative (TING-NET) on empowerment of the age-
ing society. It takes a holistic approach to empowerment and 
considers the infrastructure and systems that provide not 
                                                
1 http://www.who.int/about/definition/en/print.html 
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only health and household services, but also therapeutic-
pedagogical and trustees services in the different participat-
ing countries. The research will apply the locality principle 
to bring the services close to the citizens and help them stay 
as long as possible in their area, their city/village and their 
private living space.  
TING-NET aims to: 
• Analyse how health, household, therapeutic-
pedagogical and trustees services are implemented 
and interrelated in the different countries  
• Analyse how new ICT technologies may be com-
bined with care and home management services to 
improve both the services and their integration in a 
given community  
• Find a European or international consensus on how 
to define and measure ‘empowerment’ in face of 
different practices 
• Establish ‘best practice’ models as to how to inte-
grate and personalize services and sets (interna-
tional) defacto standards or guidelines for a sus-
tainable service model with transferable structures 
and technologies 
• Develop examples of transferring the best practices 
model to concrete, local user communities joining 
together professionals and practitioners, relatives, 
friends, neighbours and volunteers. The Action 
calls this local user community a TING. 
• Consider how local user communities (cf. Figure 1) 
interact, help and learn from each other, building a 
network of communities (TING-NET). 
The word “TING” has two meanings: in Germanic and 
Scandinavian countries, it represented the people’s assembly 
in a community and it also denotes an ancient Chinese ves-
sel. It symbolizes therefore both the community and the 
integration ideal. 
The rest of this paper is organized as follows. Section 2 
comments on the state of the art of research on AAL, tele-
medicine or therapeutics pedagogy applied to the empow-
erment of ageing societies. Section 3 presents the detailed 
objectives of the TING-NET research initiative. Section 4 
shows initial ideas on a possible mapping of a TING in a 
rural community. Finally, Section 5 closes the paper with 
some conclusions. 
2 State of the Art 
The WHO European Centre for Environment and Health 
identified the unequal distribution of health and wellbeing 
as a major challenge for health governance.  Environmental 
(health) inequalities exist in all regions and countries. Dif-
ferent population groups may face a wide range of inequali-
ties within one country and the results are very diverse be-
tween countries. The WHO recommends a general im-
provement of environmental conditions, and they recom-
mend to share experiences and case studies on successful 
interventions [WHO1]. This research initiative will address 
these recommendations by integrating key expertise from 
different domains, countries and disciplines.  
 
Several classical research areas are related to this research: 
Firstly, Ambient Assisted Living (AAL) focus on providing 
support for a population group with disabilities, representa-
tives are JADE (FP7 no. 266422), Synergy-COPD (FP7-
ICT-2009-270086), ARMOR (no. FP7-287729) or 
REACTION (no. FP-7248590), which focus on chronic 
diseases or HAPPY AGEING that focuses on ICT support 
for home care (AAL no. AAL-2008-1-113). AAL with fo-
cus on advancement of social interaction: CONNECTED 
CO-LIVING (AAL no. AAL-2009-2-097) or USEFIL (no. 
FP7-ICT-2011-7) focusing on addressing the elderly social 
interaction or ALIAS with focus on adaptable ambient liv-
ing assistance (AAL no. AAL-2009-2). All mentioned clus-
ter examples have a narrow, typically ICT driven focus. 
This research initiative will exploit links with the European 
Regional and Local Health Authorities (EUREGHA) to con-
tribute towards the creation of sustainable synergies and 
policies between regional and local authorities and EU 
stakeholders in the field of health care systems. 
A second area strongly related to this research area is tele-
medicine, ranging from remote recommendation, chronic 
care management up to telemetric devices. Example projects 
are MOMENTUM (no. CIP-ICT-PSP.2011.3.4), a thematic 
network focused on telemedicine, or DECIPHER PCP (no. 
FP7–288028) that focused on mobile EHR, national hospital 
cooperation networks like national telemetric projects or 
networks of telemedicine centers in some countries. Fur-
thermore, implemented patient care via telemedicine care 
management in other countries or a project like Unit-
ed4Health (no. CIP-ICT-PSP-2012-6) are also related to this 
challenge. Pilot projects like SMARTCARE (ICT PSP no. 
325158, a telemedicine platform to deliver care services for 
older citizen neglect the effect of population ageing and 
other projects are too narrow and more dedicated to a spe-
cific disease like dementia in VPH Dementia Research Ena-
bled by IT (FP7-ICT no. 601055 ) or rehabilitation from 
strokes like in CONTRAST (no. FP7-ICT-2011 ID-
287320). The Virtual Physiological Human network of ex-
cellence offers a roadmap named DISCIPULUS (FP7/2007-
2013) that plans for personalized treatment focusing on 
healthcare prediction and GRANATUM (ICT-2009.5.3) 
providing limited focus how to bridge information among 
biomedical researchers; both are not covering the objectives 
of this research initiative. 
A third area is the non-medical therapeutic intervention. 
This is particular important to enhance the possibility of 
 
 
Figure 1: A TING is based on a set of basic services 
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communicating in high age. Associated with medical chal-
lenges is a loss of functions for mastering tasks of everyday 
life. These losses can be prevented or improved through 
medical rehabilitation such as physical therapy but also 
through the knowledge gained with therapeutic pedagogy. 
There are useful inventories for assessment of functioning 
for independent living for various groups with special 
needs, which have been developed by occupational thera-
pists and nurses in the USA [Hor13]. Further examples are 
the EHLE project promoting health education for older citi-
zens (GRUNDTVIG no. 134023-2007-IT-GRUNDTVIG-
GMP) and the initiatives to promote healthy nutrition for the 
group 50+ (in age) by the Association for Health Promotion 
(ARGEF, Austria) both without integrating trans-domain 
relevant knowledge; furthermore, the project Empowering 
Socially Excluded Elderly within Russian Minority 
(NTERREG IV A project SFE1) with focus on the integra-
tion on minority groups at the age of 65 and over. 
Finally, the household service and care service area is relat-
ed to this initiative. As reported in [Ang11, Ang12] two 
processes are not in line: supporting services professionali-
zation and formalization. As a result illegal employment 
rises. Two years later, there is no general movement in for-
malization visible. Regional initiatives try to focus only on 
specific groups like ‘Elderly Men Homely in Kitchen 
groups’ supported by the project Active Ageing in Tampere 
Region (www.piramk.fi/aip) or like in the project Design-
led Innovations for Active Ageing (DAA a Interreg IVC 
project) on elder people living in larger cities and develop-
ing sustainable solution for senior care but neglecting cru-
cial zones like rural areas. 
One important technique to tackle the large set of open is-
sues yet not covered in documented projects is the applica-
tion of CASE management. Case Management is a collabo-
rative process which assesses, plans, implements, co-
ordinates, monitors and evaluates the options and services 
required to meet an individuals health, social care, educa-
tional and employment needs, using communication and 
available resources to promote quality cost effective out-
comes [Cms13].- 
3 Objectives  
The first objective of TING-NET is to create a (meta-) mod-
el for empowerment. The goal of the meta-model is to pro-
vide the scientific community with a possible standard 
(‘ideal’) to which against ‘real’- local models- can be com-
pared and improved. 
The meta-model will extract the best practices from the par-
ticipating countries in terms of organisation of their health 
(system), household and therapeutic-pedagogical systems 
and the current application of technologies. The meta-model 
can be mapped as an empowerment model in the coun-
tries/regions/communities, taking into account the different 
contexts in terms of legal, political, ethical, cultural and 
financial differences. Therefore the meta-model will also be 
an instrument for the stakeholder community to deploy their 
changes leading to empowerment. 
Beyond the innovation aspect, i.e. development of new 
technologies to facilitate independent living in a community 
setting, the issues of technology acceptance and financial 
affordability play a major role. The existence of suitable 
technologies is a necessary, but not a sufficient condition for 
achieving an improved quality of life for citizens and in-
creased efficiency of health and social care systems. There 
are currently significant gaps between advances in technol-
ogy and the actual adoption of these technologies by social 
and health care systems as well as by (older) citizens in their 
home settings. Several barriers exist at various levels and 
need to be overcome to achieve actual technology ac-
ceptance and penetration into social and health care systems. 
As authors of technology acceptance models have indicated 
[Dil96, Ven08], one of the core issues is use-friendliness of 
various technologies themselves. Across many European 
countries, there is still a significant scope for ’translating’ 
and transferring the various new technologies into the so-
cial, cultural and institutional context of given countries. At 
the level of users (or potential users), technology acceptance 
is a function of age, gender and prior experience of the us-
ers. This is partly influenced by a digital divide, which is 
both economic (affordability of respective technologies) as 
well as cognitive (willingness to adopt respective technolo-
gies). At the level of social and health care service provision 
systems, the challenge is mainly related to costs and finan-
cial efficiency – whether the adoption of new technologies 
helps to constrain costs or at least prevent these from accel-
erating. Additional complication relates to the fragmentation 
of institutional set-up of service delivery in several countries 
(additional spending on new technologies of some service 
providers may entail savings for other service providers, 
which are under a different administration or financing sys-
tem) and the lack of active coordination to facilitate the 
transfer of new technologies into those systems. 
The second objective of TING-NET is to allow sustainabil-
ity and resilience.  Resilience describes the tolerance of a 
system against perturbations and is meant as an ‘outcome’ 
of empowerment, since it makes systems more prone to sus-
tain and function. This process involves technologies and 
services. 
The core issue is to empower citizens and facilitate their 
independent living through the new technologies. Technolo-
gies have to transfer innovations into the daily practice of 
citizens and into the regular practice of social and health 
service providers. Sustainability is therefore reached by 
keeping the stakeholders in the loop, sending the necessary 
input to them and receiving their feedback  
The two cornerstone elements for sustainability have al-
ready been taken into account in the meta-model: user ac-
ceptance and financial affordability. Developments at very 
different fronts are needed, both at supply and demand side:  
• Continuing innovation of user-friendly ICT ena-
bled products and services to address the daily 
needs of people; 
• Adaptation of such products and services into the 
widely varying contexts of community settings 
across many European countries; 
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• Advancing technology acceptance in the relevant 
customer groups with due consideration to the so-
cial and cultural contexts and needs; 
• Addressing financial affordability to customer 
groups and financial efficiency for service provid-
ers; 
• Addressing fragmentation of institutional (adminis-
trative and financial) set-up of service provision 
and providing for effective brokerage of ICT ena-
bled services and products. 
Referring to Roger’s theory of diffusion of innovations 
[Rog03], the practical question is what are the possible 
strategies to win the early majority to adopt the ICT enabled 
services and products. On one hand we may expect that the 
following generations of older persons are more apt to use 
new technologies as they have used similar technologies 
earlier over their life course. On the other hand, as the speed 
of technology advancement increases, adaptation to state-of-
art technologies remains an issue for each cohort of older 
citizens. 
The final objective of TING-NET is to establish and consol-
idate a (European) community for sustainable empowerment 
of the ageing society. 
Ageing society urges for a seamless fusion of different types 
of services that aim at enhancing the empowerment of indi-
viduals and decrease the need for institutionalized support. 
In fact three communities are envisioned. The goal of estab-
lishing these communities is to achieve a long-term basis for 
research and deployment.  
In the first phase, a scientific community will be established 
to further develop the transdomain, user-centred research on 
empowerment integrating, harmonizing and possibly stand-
ardizing the developments ICT, health, household and ther-
apeutic pedagogics. The knowledge created in TING-NET 
will be expanded in a second phase to a stakeholder com-
munity. The stakeholder community can be further hierar-
chically organized in two categories. On the one hand, 
stakeholders can be organized in user stakeholder communi-
ties, consisting of directly associated organizations and in-
dividuals, who locally map and implement the created meta-
model, and their direct users. These communities need to be 
involved in all partner countries and future joining coun-
tries. They have very different situations to address. This 
needs to be evaluated, before planning networking activities. 
The situations depend on the development of the individual 
societies with regard to macro economic and demographic 
conditions.  
On the other hand, stakeholders can also be organized in a 
planning stakeholder community, composed of government 
and non-government organizations, but also manufacturers 
in the different countries, who are involved in planning the 
application of the resulting model. Currently, critical gaps 
reside between non-scientific stakeholders. For example, the 
engineering solutions with advanced capabilities suffer from 
a lack of awareness at the medical organizations, as well as 
lack of interest of the manufacturers to develop a wide mar-
ket for these solutions affordable for all people in need. The 
question of finances arises and is a crucial inhibitor for a 
faster empowerment of people to be able to improve their 
independent living. The establishment of this planning 
stakeholders community can show, through focused com-
munication, how to importantly reduce healthcare expenses 
by applying the created knowledge (the best-practices meta-
model). At the same time, it can draw attention of policy-
makers across national frontiers. The TING-NET specially 
aims at contributing with this community to speed up the 
development of the health and care systems of some of the 
emerging European countries. 
4 A TING Prototype Model  
As stated in the previous section, TING-NET aims at devel-
oping a meta-model, a kind of guideline on how to assess 
the citizen and combine different services to support em-
powerment of the ageing society. This meta-model will later 
on be mapped to concrete models for specific countries or 
regions, taking into account their differences and possibili-
ties both in terms of infrastructure and of social and cultural 
habits. One possible prototype model for a TING in a rural 
environment is presented in this section.  
The process of empowerment is incremental. A self-
determined, autonomous, healthy life is not a status reached 
at some point, but a continuous process of improvement.  
The first thing that needs to be done is to capture the cur-
rent, subjective quality of life of a person and his/her needs 
or improvement wishes. Very different circumstances may 
lead to the desire or need to capture the current quality of 
life; examples are (sudden) dysfunction, decreasing poten-
tial or performance or temporal absence of certain abilities 
(cf. Figure 2).  
The current quality of life depends on the abilities (sensori-
al, motoric, intellectual capacities or chronic diseases), the 
lifespan (i.e. the age) and the living environment (rural, cit-
ies, alone, in family, retirement home).  
In order to increase empowerment, the desired quality of life 
has to be stated. Individual subjective preferences are com-
bined together with objective measured potential. The result 
will be the future quality of life. The distance between both 
points is the delta empowerment. The target state can be 
achieved by applying suited transformations. The selection 
and parameterization of the proposed transformations will 
be supported by a recommendation expert system. This em-
powerment improvement process can be iteratively applied. 
The research activities in this part will address: 
1. Definition of a measureable model for (subjective) 
quality of life.  
 
 
Figure 2: Delta-empowerment 
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2. Definition of empowerment as a distance in the 
quality of life space. 
3. Formalization of transformation actions consider-
ing their impact on the quality of life model. 
The abstract transformation actions will be mapped to in-
struments offered by the infrastructure. The classical in-
struments are personal care at home by members of a care 
service and personal visits of patients to physicians. This 
project proposes to extend this infrastructure by an integrat-
ed e-health platform. The research activities in this phase 
will be: 
1. Definition, implementation and evaluation of the e-
health platform. 
2. Mapping of the transformations to the infrastruc-
ture instruments. 
3. Definition of a usability concept for the platform 
based on user-friendliness and trust to improve the 
acceptance of the system by its users (patients and 
health-professionals). 
The planned infrastructure can be seen in Figure 3.  
The requirements for this part are: (a) trust and security 
through encryption, (b) lower-cost through integration of 
standards and open interfaces for HW and SW, (c) mobility 
through the use of wireless solutions, (d) scalability and 
flexibility through a modular architecture (e.g. OSGi), and 
(e) application of standards (e.g. IEEE11073 for telemedi-
cine devices and HL7). The home infrastructure will also 
integrate other biometric sensors like stress sensors and 
AAL-sensors. These sensors should be used to profile and 
predict the behaviour of the patient within the common liv-
ing environment. This profile together with the health 
measures will be used to characterize the current quality of 
life, support recommendations and evaluate the achieved 
empowerment. The necessary profiling and behavioural 
description algorithms will be developed in this project. 
The infrastructure mentioned serves as a typical installation 
that is locally available and provides e-health services to 
each individual. This service is considered to be only one 
competence needed for an aging society. Other services are 
for instance domestic services, trustee services and thera-
peutic pedagogy services.  
Currently, some of these services are partially offered to 
individuals by different providers. For these individual per-
sons, it is quite difficult to sort out and decide the need of 
support and the provider. It would be desirable to link ser-
vice providers and citizens through a local service centre 
that is called TING (cf. figure 1). TING can on the one side 
collect the information of local/regional professional and 
non-professional service providers (cf. Figure 4).  
On the other side, it can help to analyse the level of service 
needed by the citizens and support them to find the adequate 
measures and providers. TING provides a case-management 
for a whole (rural) community incorporating a network with 
all stakeholders. 
Finally, the idea of a TING can be spread to other communi-
ties as well, so that, in case of telemedicine, it can form a 
cluster of TINGs interconnected for service provisioning 
and data derivation. In the latter case, statistical measures 
can be taken on a large range of cases, and therefore, help to 
provide general support to health management and preven-
tion. A possibility that nowadays is not available even in 
areas of intensive medical research like oncology and its 
statistical data used for empiric derivation of prognosis. 
 
 
Figure 3: Telemedicine infrastructure 
 
 
Figure 5: Citizens advice process 
 
 
Figure 4: Assessment of providers’ competences 
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5 Conclusions 
This paper presents the basic research objectives of a new 
European initiative to support the sustainable empowerment 
of the ageing society. Empowerment in this context repre-
sents the capability to have a self-determined, autonomous 
and healthy life. The complexity in coping with empower-
ment comes from the fact that it is an extremely heterogene-
ous field. Several disciplines play a major role and have to 
be joined together: medicine, ICT, social sciences, therapeu-
tic pedagogics up to legal aspects. Furthermore, different 
countries/regions/communities have different levels of de-
ployment of infrastructures and also different cultural habits 
in integrating the ageing society. The current situation in the 
different countries will be analysed and out of the best prac-
tices, a meta-model to support empowerment will be gener-
ated. This meta-model will be mapped to the different re-
quirements of the particular real communities. For this me-
ta-model to be sustainable, two main aspects have to be ex-
plicitly tackled: user acceptance and political and adminis-
trative support, therefore it is very important to create the 
appropriate stakeholder communities. 
An example has been given of a mapping of this meta-
model to a concrete model for rural communities, where the 
community would be organized as a kind of service broker-
age centre that would both assess the providers’ competence 
and the citizens’ needs and accompany the citizens in a pro-
cess of recommendation, application and evaluation of 
measures. 
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