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Time-reversal and fluctuations in open quantum systems
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5.2.1 Konstrukce dekoherenčńıho funkcionálu . . . . . . . . . . . . . . . . . . 53
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A Důkaz vztahu mezi Gibbsovou a Shannonovou entropíı 75
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Role statické fyziky a nerovnovážných proces̊u
Fyzika makroskopických proces̊u se od počátku vyv́ıjela nezávisle na fyzice hmotných bodů ob-
sažené v Newtonově kinematické teorii, Maxwellově teorii elektromagnetického pole, či později
v kvantových teoríıch zformulovaných Schrödingerem, Heisenbergem, Diracem, Schwingerem,
Feynmanem a daľśımi. Všechny tyto teorie v zásadě pracuj́ı s úplným popisem uzavřeného
systému a jejich rovnice jsou deterministické a v jistém smyslu vždy symetrické v̊uči záměně
minulosti a budoucnosti.
Věťsina systémů kolem nás jsou však charakteristické velkým počtem stupň̊u volnosti,
který nejenže vylučuje plné analytické či numerické řešeńı pohybových rovnic, ale v principu
je nelze popisovat jinak než vhodně zvoleným a typicky malým souborem makroskopických
parametr̊u. Časový vývoj těchto makroskopických pozorovatelných veličin může být determi-
nistický nebo stochastický, a narozd́ıl od zákonů mikrosvěta věťsina jev̊u okolo nás prob́ıhá
nevratným zp̊usobem. Typickými př́ıklady jsou materiálová fyzika a mechanika tekutin. Daľśı
základńı vlastnost́ı makroskopických systémů je, že se zpravidla nevyv́ıjej́ı izolovaně, ale in-
teraguj́ı se svým okoĺım — docháźı k výměně tepla apod. Mnohé makroskopické pohybové
zákony jsou dávno známy: př́ıkladem budiž Navier-Stokesovy rovnice mechaniky kontinua
nebo Maxwell-Lorenzovy rovnice popisuj́ıćı interakci elmag. pole s hmotou. Vysvětleńı, proč
tyto nevratné makroskopické zákony nejsou v rozporu s mikroskopickými zákony, bylo jedńım
z d̊uležitých objev̊u 19. stolet́ı, d́ıky pr̊ukopnickým praćım Maxwella a Boltzmanna. 20. stolet́ı
potom přineslo systematickou teorii tepla — statistickou fyziku — a dalo základy porozuměńı
chováńı systémů složených z velkého počtu částic.
Role fluktuaćı
Základńı veličinou, která v jistém smyslu “měř́ı”, kolika r̊uznými mikroskopickými stavy lze
zrealizovat tentýž makroskopický stav, je entropie a jej́ı ztotožněńı s Clausiovou entropíı (Bol-
zmann) udělalo ze statistické fyziky skutečnou mikroskopickou teorii k termodynamice. Druhý
termodynamický zákon pak ř́ıká, že tato entropie v libovolném uzavřeném systému typicky
pouze roste a pravděpodobnost jej́ıho poklesu je v makroskopických systémech naprosto za-
nedbatelná, stejně jako pravděpodobnost makroskopických fluktuaćı. S rozvojem technologie
na mikro- a nanometrové škále vyvstala otázka, jakou roli fluktuace skutečně hraj́ı — at’ už
konstruktivńı nebo naopak destruktivńı — jaké zákony pro ně plat́ı a jakým zp̊usobem je
poč́ıtat. Původńı myšlenky Boltzmanna a jeho současńık̊u si vyžádaly nový pohled a revizi.
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Jedńım z výsledk̊u těchto snah bylo nové porozuměńı vztahu mezi změnami entropie a naru-
šeńım symetrie v̊uči časové inverzi: změna entropie podél libovolného termodynamického děje
je mı́rou jeho nevratnosti a současně kvantitativně určuje pravděpodobnost poklesu entropie
podél náhodné realizace děje. Tyto a podobné úvahy vedli k nalezeńı nových symetríı ve fluk-
tuačńıch zákonech pro změny entropie, disipovaného tepla, práce, apod. (Evans, Gallavotti,
Cohen, Jarzynski,. . . ). Na matematické úrovni pak problém spoč́ıvá v d̊ukladném porozu-
měńı, jakou roli hraje symetrie v̊uči časové inverzi a jej́ı narušeńı v otevřených systémech
modelovaných jako náhodné procesy.
Od klasické ke kvantové teorii
Základńım nedostatkem výše zmı́něných nových výsledk̊u je, že jsou zpravidla omezeny na
systémy, které se chovaj́ı klasicky — typicky jde o mezoskopické procesy, které lze dobře po-
psat stochastickými (věťsinou markovovskými) modely. Rozš́ı̌reńı na ryze kvantové systémy,
v nichž kvantové koherence hraj́ı nezanedbatelnou roli, neńı dosud uspokojivě vyřešený pro-
blém a existuj́ı r̊uzné (i vzájemně protikladné) návrhy a postupy. Základńı problém zpoč́ıvá
v tom, že disipace termodynamicky otevřených systémů je popsána veličinami, které nezáviśı
pouze na konkrétńım termodynamickém stavu (jako je např. energie, magnetizace, nebo en-
tropie), ale na celé realizaci (termodynamické trajektori). Na rozd́ıl od klasických systémů,
pojem trajektorie ztráćı dobrý smysl v kvantovém př́ıpadě a to vede k nejednoznačné definici
pojmů jako je fluktuace tepla apod.
Existuje několik zp̊usob̊u, jak tento problén překlenout. Jednou možnost́ı je úplný popis
celého termodynamického systému, včetně zahrnut́ı rezervoár̊u s nimiž systém interaguje.
Řešeńı spoč́ıvá v tom, že teplo vyměněné s každým jednotlivým rezervoárem je v tomto
popisu rovno změně energie tohoto rezervoáru, jinými slovy, teplo se tak opět stává stavovou
veličinou (resp. rozd́ılem). Nevýhoda je v tom, že rezervoár je nekonečný systém, což popis
výrazně komplikuje. Druhou základńı možnost́ı je omezit se pouze na (typicky malý) systém
a jeho (kvantovou) stochastickou dynamiku a pokusit se rozš́ı̌rit známé metody pro klasické
stochastické procesy. Toto je také cesta, kterou sledujeme v této práci.
Ćıle a výsledky
Tato práce si klade za ćıl zformulovat základńı problémy popisu otevřených kvantových sys-
témů z hlediska jejich vlastnost́ı v̊uči časové inverzi a nast́ınit některá řešeńı. Protože problém
sám je velmi složitý, omezujeme se jen na některé vybrané aspekty a otázky. Předpokládáme,
že systém lze popsat jako kvantový markovovský proces představuj́ıćı zobecněńı klasických
markovovských model̊u, a že popisuje efektivńı dynamiku systému navázaného slabě na jeden
resp. v́ıce rezervoár̊u. Tato tzv. slabá vazba paťŕı mezi režimy kvantové dynamiky, které jsou
nejlépe teoreticky zvládnuté. Mikroskopická dynamika je časově symetrická a jej́ım d̊usled-
kem na úrovni kvantového markovovského procesu je (kvantová) detailńı rovnováha. Protože
jej́ım klasickým d̊usledkem je symetrie dráhové mı́ry v̊uči časové inverzi na úrovni trajektoríı,
zkoumáme, jak se tato symetrie projev́ı pro kvantové zobecněńı dráhové mı́ry — tzv. deko-
herenčńı funkcionál. Výsledkem je jistá symetrie tohoto funkcionálu, kterou dále diskutujeme
a porovnáváme s klasickým př́ıpadem.
Diagonálńı elementy dekoherenčńıho funkcionálu maj́ı specifický fyzikálńı význam: odpo-
v́ıdaj́ı pravděpodobnosti trajektorie generované spojitým měřeńım ve zvolené bázi. Triviálńım
režimem je v připadě uvažované ťŕıdy modelu měřeńı v energetické bázi systému, nebot’ ne-
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ovlivňuje dynamiku systému — diagonálńı elementy matice hustoty v energetické bázi se
vyv́ıjej́ı nezávisle podle klasických markovovských pravidel. Netriviálńı př́ıpady, pro něž nee-
xistuje př́ımá klasická analogie, odpov́ıdaj́ı měřeńım v jiné (obecně časově závislé) bázi. Jak
ukazujeme, v těchto př́ıpadech se výsledky lǐśı od klasických a vrhaj́ı tak do určité mı́ry nové
světlo na omezeńı a předpoklady, na nichž stoj́ı dnešńı — v́ıceméně klasické — porozuměńı
vztahu narušeńı symetrie v̊uči časové inverzi, disipace a nevratnosti. Tyto neklasické modifi-
kace demonstrujeme prosťrednictv́ım nejjednodušš́ıch model̊u otevřených systémů. Skutečné
systematické porozuměńı těmto kvantových modifikaćım však z̊ustává otevřeným problémem
a bude vyžadovat daľśı studium.
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Kapitola 2
Úvod do klasické nerovnovážné
fyziky
Cı́lem bude shrnout základńı principy, na nichž stoj́ı fyzika nerovnovážných proces̊u, a přede-
vš́ım ukázat, v jakém smyslu v nich docháźı k disipaci a změnám entropie. Na závěr uvedeme
některé př́ıklady fluktuačńıch relaćı a ukážeme jejich vztah k časové symetrii nerovnovážných
systémů. V této části budeme postupovat předevš́ım ve shodě s [MN03] a [Mae03].
2.1 Obecný formalizmus
V této úvodńı části zrekapitulujeme standardńı konstrukci klasických makrostav̊u a dynamiky
na nich. Předevš́ım nás bude zaj́ımat konstrukce makroskopické dynamiky z mikroskopické
a aspekty okolo detailńı rovnováhy.
2.1.1 Mikrostavy a makrostavy
Začneme konstrukćı makrostav̊u z mikrostav̊u a zavedeńım souvisej́ıćıch pojmů. Zaved’me
množinu všech fyzikálńıch stav̊u tohoto systému v libovolném čase t a označme ji Ω. Prvky
množiny Ω nazveme mikrostavy. Dále je nutné zavést makrostavy. Na množině Ω pak mějme
pravděpodobnostńı mı́ru ρ. Mějme měřitelnou veličinu At, která explicitně záviśı na čase a jej́ı
možné hodnoty jsou a ∈ V (At). Označme pak Ωa množinu mikrostav̊u, které maj́ı hodnotu
veličiny At rovnu a, tj.
Ωa = {q ∈ Ω;At (q) = a} ⊆ Ω,
kde At (q) je zobrazeńı z Ω na V (At), charakterizuj́ıćı veličinu At. Pokud pro typické Ωa plat́ı,
že jeho velikost roste s velikost́ı systému charakterizované parametrem N , konkrétněji tedy
pokud plat́ı
ρ (Ωat) ∼ esN ,
kde s je nějaká reálná konstanta, pak at nazveme makrostavy makroskopické veličiny At.
Záměrně zde nedefinujeme slovo typické, protože to se může lǐsit př́ıpad od př́ıpadu. Pokud
chceme definovat sadu makroskopických veličin Ait, postupujeme obdobně s t́ım, že nejprve
definujeme pomocnou pozorovatelnou Bt, jej́ıž jednotlivé hodnoty odpov́ıdaj́ı sadám hodnot




















× · · · = bt ∈ V (Bt)⇔
⋂
i
Ωait = Ωbt .
4
Názorně to je ukázáno na obr. 2.1. Sada veličin Ait je sada makroskopických veličin tehdy,
pokud je pomocná pozorovatelná Bt taktéž makroskopická. Za makrostavy v př́ıpadě v́ıce
makroskopických veličin pak považujeme prvky množiny Ωbt .
Ω








Ω1 Ω2 Ω3 Ω4
Ω5 Ω6 Ω7 Ω8
Ω9 Ω10 Ω11 Ω12
Ω13
Ω14 Ω15 Ω16
Obrázek 2.1: Dvojice pozorovatelných A1, A2 a jejich pomocná veličina B.
V klasické mechanice N -částicovému systému odpov́ıdá volba
Ω = {(~xi, ~pi) , i = 1 . . . N} ⊆ R6N ,
kde ~xi je poloha i-té částice a ~pi je jej́ı hybnost. Tedy Ω je fázovým prostorem a ρ je Liou-
villeova mı́ra. A jako př́ıklad makroskopické veličiny pak může být sťredńı hustota n∆V (~x)







kde χ~x,∆E (~xi) ∈ {0, 1} je charakteristická funkce dané oblasti. Možné hustoty pak jsou




, k = 0 . . . N
}
N→∞−−−−−→ [0,∞) ,





∼ (∆V )N .
Daľśım př́ıkladem modelu může být mř́ıžový plyn, kde prostor všech fyzikálńıch stav̊u je
dán
Ω = {0, 1}N ,
kde N je počet uzl̊u mř́ıže a ρ je pak poč́ıtaćı mı́ra. Makroskopickou veličinou bude sťredńı













, i = 0 . . . N
}
N→∞−−−−−→ [0, 1] ,


















eN [−(1−x) ln(1−x)−x lnx],
kde je patrné, že tento rozvoj plat́ı pro všechna x ∈ (0, 1), a tedy v typických př́ıpadech
velikost makrostav̊u je opět dána charakteristikou esN .
2.1.2 Dynamika na fázovém prostoru
Mikroskopická dynamika
Dynamika na mikrostavech je prosté, spojité zobrazeńı ϕt0,t1 , kde t0, t1 ∈ R, zobrazuj́ıćı
množinu Ω na sebe, splňuj́ıćı grupovou podmı́nku
ϕt0,t2 = ϕt1,t2 ◦ ϕt0,t1,
a zachováváj́ıćı mı́ru na prostoru Ω
∀t0, t1 ∈ R ρ ◦ ϕt0,t1 = ρ,
tj. splňuj́ıćı Liouvil̊uv teorém. Z existence inverze a grupové podmı́nky pak v́ıme, že plat́ı
ϕ−1t1,t0 = ϕt0,t1 .
















kde −→exp znač́ı časově uspořádánou exponenciálu.
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Takto zavedená dynamika splňuje podmı́nku mikroreverzibility ve smyslu, že existuje tzv.
opačná dynamika zavedená dle vztahu
∀t1 ∈ R ←−ϕ t0+tfin−t,tfin = π ◦ ϕ−1t0,t ◦ π, (2.1.1)
kde π je tzv. kinematická inverze (otáč́ı znaménka u hybnost́ı, spin̊u, . . . ), což je prosté
zobrazeńı na Ω, je invariantńı v̊uči mı́̌re ρ, tj.
ρ ◦ π = ρ (2.1.2)
a splňuje π ◦ π = id. t0, tfin tvoř́ı pevný časový interval [t0, tfin], v̊uči kterému je dynamika
zavedena. Obecně pak dosazeńım do definice pro každé t1 < t2 ∈ [t0, tfin] plat́ı
←−ϕ t1,t2 =←−ϕ t1,tfin ◦ ←−ϕ−1t2,tfin
= π ◦ ϕ−1t0,t0+tfin−t1 ◦ ϕt0,t0+tfin−t2 ◦ π
= π ◦ ϕ−1t0+tfin−t2,t0+tfin−t1 ◦ π.
Je patrné, že opačná dynamika, je vždy zavedena v̊uči nějakému počátečńımu a koncovému
stavu, přičemž pro dynamiku explicitně nezávislou na čase se tato závislost vytráćı. Tedy pro
dynamiku nezávislou explicitně na čase plat́ı
←−ϕ t1 = π ◦ ϕ−1t1 ◦ π.
Explicitńı tvar opačné dynamiky pak je





ds π ◦ ηs ◦ π

 .
V př́ıpadě explicitně časově nezávislého vývoje, za předpokladu, že nezáviśı na žádných vněj-
š́ıch magnetických poĺıch, požadujeme po kinematické inverzi
η = −π ◦ η ◦ π,
č́ımž dostaneme
←−ϕ t,t′ = ϕt,t′ . (2.1.3)
Dále se nyńı omeźıme na makrostavy At, takové že jsou v̊uči π invariantńı tj. At ◦ π = At.
Trojice (Ω, ϕt, ρ) pak kompletně popisuje systém a jeho dynamiku.
Detailńı rovnováha
Důsledkem mikroskopické reverzibility na makroskopické úrovni je detailńı rovnováha pro
pravděpodobnosti přechodu mezi jednotlivými makrostavy. Mějme dva makrostavy at0 , bt1
a k nim odpov́ıdaj́ıćı množiny mikrostav̊u Ωat0 a Ωbt1 . Pak pravděpodobnost, že stav at0
v čase t0 přejde na stav bt1 v čase t1 odpov́ıdá












Dále se omezme na časový rámec daný těmito časy a zaved’me v̊uči tomuto časovému inter-
valu opačnou dynamiku. Pokud pak využijeme invariance mı́ry ρ v̊uči časovému vývoji ϕt0,t1





= Ωat0 ), pak můžeme předešlý vztah dále upravit do tvaru





































































kde P (at0 ← bt1) znač́ı pravděpodobnost přechodu od bt1 k at0 vzhledem k opačné dynamice.
Ve výsledku pak máme detailńı rovnováhu ve tvaru
P (at0 → bt1)










Pokud dynamika a makrostavy explicitně nezáviśı na čase, tak z (2.1.3) dostaneme detailńı
rovnováhu ve standardńım tvaru
P (a→ b)





Vždy lze zavést makroskopickou dynamiku, jako projekci mikroskopické dynamiky na ma-
krostavy, avšak ve vš́ı obecnosti je tato dynamika stochastická. Často však pozorujeme na
makroskopických škálech deterministickou mechaniku, zde se tedy budeme věnovat podmı́n-
kám nutným k pozorováńı deterministické mechaniky i na makroskopických škálách. Poža-
davek na deterministickou mechaniku na makrostavech pak vede na požadavek na to, aby
se každý makrostav vlivem mikroskopického časového vývoje zobrazil do jiného makrostavu.
Pokud toto mikroskopická dynamika splňuje, pak mluv́ıme o tzv. autonomńı dynamice, sym-
bolicky pak





Takto striktně zavedená makroskopická dynamika má však některé problémy, jmenovitě se
pak jedná o:
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Poincarého paradox: Poincarého paradox je tvrzeńı o tom, že v př́ıpadě striktně auto-
nomńı dynamiky na konečném systému, konečném ve smyslu ρ (Ω) <∞, nedocháźı ke změnám
entropie a tedy k relaxaci systému do rovnováhy, což je d̊usledek toho, že všechny makrostavy
maj́ı stejnou mı́ru. Na chv́ıli se nyńı omeźıme na dynamiku s diskrétńım časem. Potom plat́ı,
že systém se vrát́ı do p̊uvodńıho makrostavu a nejpozději v časovém kroku ρ(Ω)
ρ(Ωa)
. Tj. ve vš́ı
obecnosti plat́ı
∃t0 < t1 < t2 ∈ R ∃a, b : ϕt0,t2 (Ωa) ⊆ ϕt1,t2 (Ωb) ⊆ Ωa,
ze které již jednoznačně plyne ϕt0,t1 (Ωa) ≡ Ωb a z invariance mı́ry v̊uči dynamice nám pak
plyne požadované tvrzeńı. Pozn.: Explicitńı časová závislost toto neovlivńı.
Lochschmidt̊uv paradox: Lochschmit̊uv paradox je pak vyjádřeńım nekonzistence auto-
nomńı dynamiky s existenćı mikroskopické reverzibility. Tj. opět nedostaneme relaxaci u uza-
vřených systémů, kterou často pozorujeme u reálných makroskopických systémů. Tento vý-
sledek plyne ze stejných princip̊u jako princip detailńı rovnováhy. Mějme makrostavy a a b,
pro něž plat́ı ϕt0,t1 (Ωa) ⊆ Ωb, a x ∈ Ωa, a dále se omezme na př́ıpad, kdy plat́ı ←−ϕ = ϕ, pak
plat́ı
∀x ∈ Ωa : ϕt0,t1 ◦ π ◦
∈Ωb︷ ︸︸ ︷
ϕt0,t1 (x)︸ ︷︷ ︸
∈Ωb
≡ π (x) ∈ Ωa.
Tj. docháźı k rezonanci a t́ım pádem k tomu, že se makrostavy v̊ubec nevyv́ıjej́ı.
Problémy jež má autonomńı dynamika, řeš́ı předpoklad, že makroskopická dynamika je
autonomńı v méně restriktivńım smyslu. Řekněme, že systém má nějaký parametr reprezen-
tuj́ıćı jeho velikost, označme ho N (N typicky reprezentuje počet částic, objem, rozměr atd.).
Je zřejmé, že dynamika, fázový prostor i mı́ra záviśı na parametru N . Pak dynamiku nazveme
makroskopicky autonomńı, když plat́ı




ϕNt0,t1 (x) ∈ ΩNb
∣∣ x ∈ ΩNa
)
= 1,
tj. když je dynamika autonomńı v limitě nekonečně velkého systému. Makroskopická dynamika
pak je definována vzhledem k limitńı dynamice. Typickými př́ıklady takových dynamik jsou
dynamiky ř́ızené Boltzmanovou rovnićı nebo Navier-Stokesovými rovnicemi.
2.2 Entropie a jej́ı změny
V této sekci pak ukážeme standradńı argument, že 2. termodynamická věta je konzistentńı
s mikroskopickou reverzibilitou, kde kĺıčovou roli hraje pojem entropie a jej́ı změny pak cha-
rakterizuj́ı relaxaci systému do rovnováhy.
2.2.1 Entropie
Ještě před samotným zavedeńım entropie zavedeme některé pomocné pojmy. Prvńım z nich
je projekce distribuce na mikrostavech na distribuci na makrostavech. Zaved’me funkci p̂
zobrazuj́ıćı distribuci na mikrostavech µ na distribuci na makrostavech (jedná se v podstatě
o projekci a budeme je značit se sťŕı̌skou) následuj́ıćım předpisem
p̂ [µ] (a) = µ (Ωa) . (2.2.1)
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A obdobně provedeme rozš́ı̌reńı distribuce na makrostavech ν̂ na distribuci na mikrostavech
x









kde M (x) přǐrad́ı mikrostavu x odpov́ıdaj́ıćı makrostav (srovnej se sekćı 2.1.1). Z definic je
patrné, že plat́ı p̂ [ν̂ × ρ] = ν̂.
Nyńı zavedeme entropii. Začneme Shannonovou entropíı, kterou definujeme jako







kde µ (x) je libovolná pravděpodobnostńı distribuce. Pozn.: Ve fyzice se entropie definuje
pomoćı přirozeného logaritmu a pokládá se úměrně Boltzmanově konstantě (zde pro jednodu-
chost kB = 1), naproti tomu v informatice se často použ́ıvá logaritmus o základu 2. Obdobně
pak zavedeme Shannonovu entropii pro makroskopickou distribuci
S (µ̂) = −
∑
a
µ̂ (a) ln µ̂ (a) .
Termodynamicky vyznaměǰśı je Gibbsova entropie zavedená podle vztahu
SG (µ̂) = S (µ̂× ρ) . (2.2.4)
Pro Gibbsovu entropii odvod́ıme ještě jeden tvar dosazeńım do definičńıho vztahu definice
Shannonovy entropie (2.2.3) a definice (2.2.2).
SG (µ̂) = −
∫
Ω




















µ̂ (m) ln µ̂ (m) +
∑
m
µ̂ (m) ln ρ (Ωm)︸ ︷︷ ︸
=SB(m)
= S (µ̂) +
∑
m
µ̂ (m) SB (m)
SG (µ̂) = S (µ̂) + 〈SB〉µ̂ . (2.2.5)
Tedy ve výsledku pak máme, že Gibbsova entropie je součtem Shannonovy entropie na
makrostavech a sťredńı Boltzmanovy entropie, kterou jsme zavedli vztahem
SB (m) = ln ρ (Ωm) . (2.2.6)
Abychom pochopili fyzikálńı význam jednotlivých entropíı je ťreba si uvědomit, proč se
provád́ı děleńı na makro- a mikro-stavy. Typickou fyzikálńı situaćı je, že máme nějaký makro-
skopický systém, u kterého jsme schopni sledovat pouze některé (převážně právě makrosko-
pické) charakteristiky. Těmto naměřeným hodnotám pak odpov́ıdá určitý makrostav, avšak
fyzikálńı stav (tomu odpov́ıdá právě jeden mikrostav) systému tak neńı určen jednoznačně.
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Pak požadavek na autonomńı resp. makroskopicky autonomńı dynamiku znamená, že z da-
ného makrostavu jsme schopni určit makrostav daľśı (př́ıpadně jsme ho schopni odhadnout
s velkou pravděpodobnost́ı). Tj. neńı nutné znát konkretńı mikroskopický fyzikálńı stav k sle-
dováńı vývoje systému.
Začneme od konce a to entropíı Boltzmanovou. Ta je definována pouze pro konkrétńı
makrostav a odpov́ıdá Shannonově entropii pro př́ıpad rovnoměrného rozděleńı na zvoleném
makrostavu. Dá se ukázat, že je to zároveň maximálńı Shannova entropie pro př́ıpad, kdy
jsme omezeni na jeden makrostav (d̊ukaz obecněǰśıho tvrzeńı je v dodatku A). Zároveň je
Boltzmanova entropie rovná Gibbsově entropii ve speciálńım př́ıpadě distribuce
µ̂m (a) =
{
1 a = m
0 jinak
,
tj. v př́ıpadě ostré lokalizace do jednoho makrostavu. To předurčuje jej́ı použit́ı jako entropie
jednoho makrostavu, respektive je to maximálńı entropie pro daný makrostav.
Nyńı poukážeme na daľśı z d̊uležitých vztahů mezi Gibbsovou a Shannonovaou entropíı
a to
SG (µ̂) = sup
ν:p̂[ν]=µ̂








Důkaz je proveden v dodatku A. Tedy Gibbsova entropie maximalizuje Shannonovu pro př́ıpad
daného rozděleńı na makrostavech, které je často jedinou informaćı, kterou o systému máme.
Jak se ukáže později je Gibbsova entropie právě ta pro kterou plat́ı H-teorém. Narozd́ıl však
od Boltzmanovy entorpie ji neumı́me měřit př́ımo, protože v př́ıpadě jednoho měřeńı vždy
sledujeme určitou trajektorii makrostav̊u a tedy koncový makrostav je jednoznačně určen.
Gibbsovu entropii pak typicky muśıme určit podle rovnice (2.2.5), často však stač́ı určit
Boltzmanovu entropii. Důvod je ten, že Boltzmanova entropie na typických makrostavech je
extenzivńı veličinou, a tedy je úměrná velikosti systému. Naproti tomu Shannonova entropie na
makrostavech, typicky extenzivńı veličinou neńı, nebot’ se nedá předpokládat, že v běžných
systémech počet makrostav̊u roste exponenciálně s velikost́ı systému. Tı́m je pak dáno, že
distribuce na makrostavech v limitě nekonečného systému pak vyb́ırá ostrou hodnotu. Je
tedy jasné, že v typických př́ıpadech je Boltzmanova entropie dominantńı.
SG
.
= SB + o (N) .
2.2.2 Dráhová mı́ra a H-teorém
Doposud’ jsme se v této části zabývali pouze definićı jednotlivých entropíı a vztahy mezi nimy
bez ohledu jak na mikroskopickou tak makroskopickou dynamiku. V této části, kde budeme
postupovat ve shodě s [Mae03] a [MN03], zavedeme dráhovou mı́ru a formulujeme H-teorém.
Jak jsme avizovali, zavedeme nejprve dráhovou mı́ru. K tomu je poťreba zavést trajektorii
na makrostavech ω (t) z času t0 do tfin, jako funkce času na sadě makrostav̊u, a k ńı trajektorii
časově invertovanou
Θω (t) = πω (tfin + t0 − t) , (2.2.8)
kde π je kinematická inverze na ma makrostavech. Dráhovou mı́ru v̊uči počátečńımu distribuci
makrostav̊u µ̂ pak definujeme jako















































kde jsme již pro zjednodušeńı použili vlastnosti, že kinematická inverze je sama sobě inverźı






















































= SB (ω (t))− SB (ω (t0)) + ln µ̂ (ω (t0))− ln ν̂ (ω (t)) ,
kde poprvé pozorujeme rozd́ıl entropíı. Tento tvar poměru dráhových měr plat́ı ve vš́ı obec-
nosti.
Uvažujme nyńı stochastickou dynamiku utfin,t0 na makrostavech, a speciálńı volbu
ν̂ = µ̂tfin = utfin,t0 (µ̂t0) .















) = µ̂tfin (ω (tfin)) , (2.2.11)
kde druhý člen odpov́ıdá podmı́něné pravděpodobnosti přechodu z makrostavu ω (t0) do


















kde jsme použili Jensenovu nerovnost ve tvaru
〈ex〉 ≥ e〈x〉.
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SB (ω (t0))− SB (ω (tfin)) + ln µ̂tfin (ω (tfin))− ln µ̂t0 (ωt0)
)
≤ 0,
kde si všimneme, že pravá strana záviśı pouze na krajńıch bodech trajektorie, a tedy desazeńım


















SB (ω (t0))− SB (ω (tfin)) + ln µ̂tfin (ω (tfin))− ln µ̂t0 (ω (t0))
)
≤ 0,



















SB (ω (tfin))− ln µ̂tfin (ω (tfin))
)
,
kde nalevo dostáváme Gibbsovu entropii v čase t0. Dále pak použijeme vztah 2.2.11 a dostá-
váme H-teorém ve tvaru
SG (t0) ≤ SG (tfin) , (2.2.12)
kde vid́ıme, že Gibbsova entropie neklesá. Logaritmický pod́ıl mezi dráhovými mı́rami trajek-
torie a jej́ı časově inverze pak můžeme chápat jako změnu entropie podél dané trajektorie. V
př́ıpadě, že máme makroskopicky autonomńı dynamiku, tak dostáváme situaci, kdy Boltzma-
nova entropie neklesá, což je již př́ımo měřitelná veličina. Argumentem pro toto tvrzeńı, je
že typicky Shanonova entropie neńı extenzivńı veličinou a tedy v limitě nekonečného systému
distribuce na makrostavech konverguje k ostré hodnotě.
Ukázali jsme tedy, že dráhové mı́ry otevřených systémů maj́ı jistou symetrii v̊uči časové
inverzi, v ńıž podstatnou roli hraje změna entropie. Dále jsme demonstrovali jak využit́ım
této symetrie lze odvodit řadu fluktuačńıch relaćı platných pro vekou ťŕıdu reálných systémů.
2.3 Markovovské modely otevřených systémů
Doposud jsme se zabývali pouze uzavřenými systémy, popisem jejich dynamiky a některými
vlastnostmi. Nyńı rozš́ı̌ŕıme náš popis i o aspekty otevřených systémů v Markovovském při-
bĺıžeńı. V této části budeme převážně vycházet z praćı [Cro98] a [Cro00], které navazuj́ı na
práce Jarzynského. Daľśı možné odvozeńı pak najdeme např́ıklad v [Mae03].
Jak jsme v předchoźıch částech uvedli kompletńı popis sytému je tvořen trojićı (Ω, ϕ, ρ),
kde Ω je fázový prostor, ϕ je popis dynamiky na systému a ρ je stacionárńı distribuce. Tato
trojice se lǐśı od modelu k modelu, avšak některé charakteristiky maj́ı jak pro uzavřené tak
otevřené systémy společné. Zat́ımco v uzavřených systémech byla dynamika na mikrostavech
ϕ deterministická, nyńı ji muśıme nahradit dynamikou stochastickou. Daľśım rozd́ılem pak
je samotná stacionárńı distribuce, jež je charakterizována inverzńı teplotou β, př́ıslušného
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tepelného rezervoáru, se kterým je systém svázán. Stacionárńı distribuce na mikrostavech




e−βE(x) = exp [βF − βE (x)] ,
kde E (x) je energie př́ıslušného mikrostavu x, Z je partičńı suma a F je volná energie defi-
novaná jako
F = − 1
β
lnZ.
Pokud se dále omeźıme na markovovské modely otevřených systémů, pak samotnou dy-
namiku můžeme popsat pomoćı rychlost́ı přechod̊u M (x (t+ ∆t) , x (t) ; t) mezi jednotlivými
stavy charakterizovanou
M (x (t+ ∆t) , x (t) ; t) = P (x (t+ ∆t) |x (t)) ,
Často pak můžeme přej́ıt od dynamiky v diskrétńım čase k dynamice se spojitým časem
pomoćı vhodně provedené limity ∆t → 0. Pokud je systém konečný, můžeme pak rychlost
přechod̊u považovat za matici přechod̊u Mij (t), i a j označuj́ı koncový a počátečńı vztah. Pro
danou matici pak muśı platit
∀i, j, t : Mij (t) ≥ 0,




Mij (t) = 1.
Pro vývoj libovolné pravděpodobnostńı distribuce na mikrostavech charakterizovanou vek-












 · ρ (t0) ,
kde exponenciálu uvažujeme časově uspořádanou. Takto zavedené matice přechodu tedy plně
charakterizuj́ı markovovskou dynamiku.
Pro stacionárńı distribuci π (t) pak plat́ı,
π (t) = M (t) · π (t) .
Kde stacionaritu uvažujeme ve smyslu, že systém se od času t dále vyv́ıj́ı podle matice M (t).
Dále v textu pak budeme nav́ıc předpokládat, že takováto stacionárńı distribuce v každém
čase odpov́ıdá kanonické distribuci, kde E (x) nahrad́ıme E (x; t) tj. energie systému může
explicitně záviset na čase. Pokud tvrd́ıme, že stacionárńı distribuce splňuje detailńı rovnováhu,
pak splňuje podmı́nku
MTij (t)πi (t) = Mij (t) πj (t) ,
kdeMT je transponovaná matice k matici M . Jak je patrné detailńı rovnováha plat́ı v obdobné
podobě jako v předchoźı části (2.1.4).
Vrat’me se na chv́ıli zpět k systémům v diskrétńım čase. Pokud pak budeme vyšeťrovat
celkovou změnu energie ∆E během jednoho časového skoku, můžeme dospět k tomu, že změna
celkové energie je dána dvěma př́ıspěvky. Prvńı z nich je pak dána t́ım, že systém přejde ze
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stavu x (t) do stavu x (t+ ∆t), což může být spojeno se změnou energie systému a druhý je
samotná změna energie v d̊usledku vněǰśıch vliv̊u. Prvńı část pak považujeme za disipované
teplo během přeskoku a druhou část za disipovanou práci. Pro N takových časových krok̊u








[E (x (t+ (i+ 1) ∆t) , t+ (i+ 1) ∆t)− E (x (t+ (i+ 1) ∆t) , t+ i∆t)] ,
∆E [x] = Q [x] +W [x] ,
dále pak zavedeme vratnou práci
WR = F (β,E (t))− F (t, E (t0)) ,
což je rozd́ıl volných energíı definovaných skrze kanonické rozděleńı, avšak v̊uči r̊uzným ener-
getickým spektr̊um. Je to zároveň nejmenš́ı možná práce nutná k přechodu mezi těmito distri-
bucemi. Disipativńı část práce pak chápeme rozd́ıl celkové práce a vratné práce. Ve spojitém
čase je teplo dáno změnou (derivaćı) pravděpodobnostńı distribuce v čase a práce změnou
energie v pr̊uběhu času.
Dále pak zavedeme časově obrácenou trajektorii jakožto
Θx (t) = x (T − t) ,
kde T je celková doba procesu, který nás zaj́ımá, a otoč́ıme protokol udávaj́ıćı hodnoty vněǰśıch
veličin, což se nám projev́ı v podobě opačné časové závsilosti energie tj. mějme
E# (x; t) = E (x;T − t) .
Taktéž je ťreba zavést časově obrácenou dynamiku a to následuj́ıćı zp̊usobem
M
#
ij (t) = πi (T − t)Mji (T − t)
1
πj (T − t)
, (2.3.1)
takto zavedená matice automaticky splňuje požadavky na dynamiku. Požadavek na pozitivitu






πj (T − t)
πj (T − t)
= 1
ze stacionatrity π. Dále pak pro stacionárńı distribuci plat́ı
[






Mji (T − t) πi (T − t) = πi (T − t) ,
tj. π (T − t) je stacionárńı k M# (t), což vzhledem k definici časové inverze energie se dá
přeformulovat jako
M# (t) · π# (t) = π# (t) .
A v př́ıpadě, že stacionárńı distribuce splňuje detailńı rovnováhu pak plat́ı
M# (t) = M (T − t) .
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Opět se budeme zaj́ımat o poměr dráhových měr P (x|x (0) ,M), což je pravděpodob-






P (x|x (0) ,M)
P (Θx|Θx (0) ,M#) =
(N−1)∆t∏
t=0
P [x (t)→ x (t+ ∆t)]
(N−1)∆t∏
t=0




π (x (t+ ∆t) ; t)






[E (x (t+ ∆t) ; t)− E (x (t) ; t)]


= exp (−βQ [x]) , (2.3.2)
kde v prvńım kroku jsme použili Markovovskost dynamiky, v druhém pak definici (2.3.1)
a nakonec jsme dosadili z definice kanonické matice hustoty a źıskali podle definice teplo. Jak
je vidět, zat́ımco v př́ıpadě uzavřených systémů se jedná o změnu entropie, mezi krajńımi
polohami systému, zde dostáváme př́ımo entropii v podobě disipovaného tepla.
Pokuśıme se výše odvozené symetrie využ́ıt a poukázat na jej́ı d̊usledky v podobě kon-





π (x (0) |β,E (0))P [x|x (0) ,M ]X [x] .
Dále s využit́ım symetrie (2.3.2) a použit́ım podmı́nek mikroskopické reverzibility dostaneme
ρ (x (0) |β,E (0))P [x|x (0) ,M ]
ρ# (Θx (0) |β,E# (0))P [Θx|Θx (0) ,M#] = e
β∆E−β∆F−βQ[x] = eβW [x]−β∆F = eβWD[x],










kde index # znač́ı, že dynamika je časově invertovaná stejně jako veškeré veličiny. Tj. pro-
hod́ıme časovou osu (t → T − t) a otoč́ıme znaménka hybnost́ı, moment̊u hybnost́ı a daľśıch
veličin, jež při časové inverzi měńı znaménko.
Jarzynského fluktuačńı relace Jarzynského fluktuačńı relaci dostaneme dosazeńım za X













〈f (−W ) e−βW 〉#
.
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Tranzientńı fluktuačńı teorém Tento vyjadřuje vztah pro pravděpodobnostńı distribuce
disipativńı části práce. Pokud zvoĺıme
f (W ) = δ (βWD − βWD [x]) ,
pak
f# (W ) = δ (βWD + βWD [x]) ,
a dosazeńım do symetrie (2.3.3) dostaneme
P (βWD) e
−βWD = P# (−βWD) ,
tj. disipativńı část práce při časově inverzńım procesu má pro kladné βWD pravděpodobnost
nižš́ı faktorem exp [−βWD].
Podařilo se nám tedy ukázat, že jak v př́ıpadě otevřených systému tak v př́ıpadě uzavře-
ných systému, plat́ı určitá symetrie mezi dráhovými mı́rami a jejich časovou inverźı s typickým
parametrem v podobě entropie. Dále se ukazuje, že využit́ım této základńı symetrie dostaneme
celou řadu užitečných fluktuačńıch relaćı, které plat́ı pro velkou ťŕıdu reálných systémů.
2.4 Od klasického ke kvantovému popisu
V prvńı části této úvodńı kapitoly jsme se věnovali klasickým systémům, zavedeńı a popisu
dynamiky mikro a makrostav̊u. Dále jsme se zaměřili na pojem detailńı rovnováhy, entropie
a dráhové mı́ry, které se ukázali kĺıčové pro formulaci disipace, narušeńı časové symetrie na
makroskopické úrovni a dále pak pro formulaci fluktuačńıch relaćı pro práci. V této části
se budeme nejprve věnovat kvantovým uzavřeným systémům, zavedeńı makrostav̊u, entropie
a konstrukci práce a tepla v kvantových sytémech. Je to př́ıparava pro daľśı kapitoly, kde se vě-
nujeme d̊ukladně otevřeným kvantovým systémům a ukazujeme některé jejich charakteristiky
a problémy s nimy spojené.
2.4.1 Makrostavy v kvantové mechanice
Abychom mohli postupovat obdobně jako v prvńı části, je nejprve nutné vyjasnit nekteré
pojmy ohledně stavového prostoru a dynamiky. Budeme postupovat odbobně jako v [CRJ+04].
V kvantové mechanice pojem fázového prostoru přecháźı na obecný Hilbert̊uv prostor, kde
jednotlivé vektory reprezentuj́ı fyzikálńı (mikro) stavy. Z těchto vektor̊u je možné zkonstruovat
matici hustoty ρ vyjadřuj́ıćı stav celého systému a reprezentuj́ıćı distribuci na mikrostavech.
Posledńı podstatnou klasickou veličinou pro popis stav̊u byla stacionárńı mı́ra na fázovém
prostoru. Ta je v př́ıpadě kvantové mechaniky nahrazena stopou s př́ıslušnou matićı hutstoty.
Po připomenut́ı základńıch pojmů se nyńı můžeme věnovat definici makrostav̊u. Mějme
Hilbert̊uv prostor HN , kde N znač́ı velikost systému. Dále mějme nějakou měřitelnou veličinu
AN na prostoru HN , jej́ıž spektrum odpov́ıdá měřitelným hodnotám. Každé hodnotě α ze
spektra pak př́ısluš́ı projektor PN (α). Veličinu AN pak budeme považovat za makroskopickou,
pokud pro typická α plat́ı
Tr PN (α) ∼ esN .
A podprostory př́ıslušné jednotlivým vlastńım č́ısl̊um pak budeme považovat za makrostavy.
Tato definice se tedy velmi dobře shoduje s t́ım, co jsme zavedli pro poťreby klasické fyziky,
hlavńı změnou, která zde je, že obecně všechny makroskopické veličiny spolu nekomutuj́ı
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a tedy nemuśı existovat vhodná báze, ve které lze popsat všechny relevantńı makroskopické
aspekty. Přesto pro řadu typických veličin plat́ı, že v jistém smyslu skoro komutuj́ı, tj. pro













což je d̊usledek komutačńıch relaćı pro spin a toho, že použ́ıváme hustoty. Hustoty použ́ıváme,
ze dvou d̊uvod̊u, typicky částice reaguj́ı na hustotu poĺı v nějakém mı́stě, nikoliv na jejich
celkovou velikost, a druhý d̊uvod je, že maj́ı typicky omezené spektrum.
Úvahu nad skoro komutuj́ıćımi veličinami se nyńı pokuśıme o něco zformalizovat v duchu
práce [CRJ+04]. Mějme sadu fyzikálńıch veličin ~XN = XNk , kde N určuje velikost systému,
dále mějme sad̊u projektor̊u PN . Pokud pro sadu hodnot xk a libovolnou spojitou funkci












= f (xk) ,
pak tvrd́ıme, že sada projektor̊u PN koncentruje do ~x. Pokud taková sada projektor̊u existuje
pro všechny možné hodnoty ~x, pak tvrd́ıme, že pro sadu operátor̊u Xk existuje sada navzájem
komutuj́ıćıch operátoru X̃k, které je v dobrém smyslu approximuj́ı. Pokud nav́ıc velikost
daných podprostor̊u vykazuje př́ıslušnou závislost na velikosti systému, budeme o projektorech
PN mluvit jako o projekćıch do makrostav̊u. Zde je nav́ıc daľśı podstaný rozd́ıl oproti klasické
mechanice, kde nám makrostavy rozkládaly prostor disjunktně. To v kvantové mechanice
nemuśı platit, avšak překryv muśı s velikost́ı systému limitně vymizet.
Je vhodné ještě vyšeťrit chováńı takovéto sady projektor̊u na nekomutativńıch funkćıch.
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= g (~x) ,

























































kde jsme označili celou prvńı část polynomu Y a pak jsme použili nejrpve trojúhelńıkovou
nerovnost pro absolutńı hodnotu, a dále u prvńıho členu Schwarzovu nerovnost. Prvńı člen
jde k nule z definice koncentruj́ıćıch projekćı, zat́ımco druhý má řád o jedna menš́ı, tedy
postupujeme indukćı.
Pro př́ıpad otevřených systémů pak mı́sto projekćı můžeme definovat koncentruj́ıćı stavy
ωN jež dávaj́ı odpov́ıdaj́ıćı sťredńı hodnoty. Tı́m zobecńıme pojem makrostavu i na otevřené
systémy, kde neńı vždy ostrá hodnota přesně určena. Tı́mto bysme uzavřeli část věnuj́ıćı se
makrostav̊um a pokročili k dynamice a entropii.
2.4.2 Dynamika v kvantové mechanice, entropie a fluktuačńı relace
V této části se omeźıme pouze na unitárńı dynamiku, nebot’ disipativńı dynamika v režimu
slabé vazby je diskutována v daľśıch kapitolách. Tedy budeme se věnovat uzavřeným sys-
témů v kvantové mechanice s hamiltonovskou dynamikou. V prvńı řade nás bude zaj́ımat jak
zkonstruovat obdobu mikroskopické dynamiky ϕ v kvantovém př́ıpadě. V těchto systémech






[H (t) , ρ (t)] ,
kde H (t) je hamiltonián v čase t a ρ (t) je matice hustoty, která obsahuje úplnou informaci o
systému. Pokud pak zavedeme unitárńı operátor časového vývoje U (t, t0) tak, že plat́ı
ρ (t) = U (t, t0) ρ (t0)U
† (t, t0) ,
U (t2, t0) = U (t2, t1)U (t1, t0) ,
U † (t1, t0) = U (t0, t1) ,




= H (t)U (t, t0) .
Operátor U (t, t0) p̊usob́ı již př́ımo na vektory hilbertova prostoru, které reprezentuj́ı jed-
notlivé stavy systému. Tedy unitárńı operátor časové evoluce na stavech v rámci hilbertova
prostoru, je obdobou naš́ı mikroskoskopické dynamiky v klasických systémech.
Budeme pokračovat v našem hledáńı analogíı s klasickou fyzikou dále. Entropii pak za-
vedeme obdobně jako v klasickém př́ıpadě, tedy Boltzmanova entropie v klasickém př́ıpadě
odpov́ıdala logaritmu objemu daného stavu ve fázového prostoru. Vzhledem k tomu, že v
kvantové mechanice roli Liouvilovy mı́ry plńı stopa zavedeme Boltzmanovu entropii jako
SB (ψ) = ln Tr P (ψ) ,
kde P (ψ) je projektor do stavu ψ, kde velikost stavu je tedy dána dimenźı projektoru. Dále
zavedeme kvantovou obdobu Shannonovy entropie na mikrostavech v podobě
SS (ρ) = −Tr ρ ln ρ,
kde ρ je matice hustoty. Abychom ukázali souvislost s Shanonovou entropíı v klasické fyzice,
tak do definice entropie dosad́ıme diagonalizovanou matici hustoty (tj. provedeme spektrálńı
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rozklad na nějakou ťŕıdu projektor̊u)
SS (ρ) = −Tr
∑
ψ






















dψp (ψ) ln p (ψ) ,
kde jsme označili p (ψ) pravděpodobnost nalezeńı systému ve stavu ψ a dψ je dimenze projek-
toru P (ψ), tj. dψ = Tr P (ψ). Při odvozeńı jsme použiji vzájemnou ortogonalitu projektor̊u
a vlastnost P (ψ)2 = P (ψ). A daľśım kroku pak jsme použili vlastnost lnP (ψ) = 0, č́ımž
jsme nakonec dostali klasickou shanonovu entropii, pro rozdělěńı p (ψ). Daľśım přirozeným
krokem je zavedeńı obdoby Gibbsovy entropie, která se v kvantovém př́ıpadě nazývá Gibbs-
Neumannovou entropíı. Definici tentokrát provede přes extremalizaci Shannonovy entropie za
určitých omezuj́ıćıch podmı́nek. Mějme množinu stav̊u α s pravděpodobnostńım rozděleńım
p (α) pak Gibbs-Neumanova entropie je definována jako
SN (p (α)) = sup
ρ:Tr ρP (α)=p(α)
SS (ρ) ,
explicitně, pak dosazeńım z Schannonovy entropie a využit́ım metody Lagrangeových mul-
tiplikátor̊u, dostaneme explicitńı tvar
SN (p (α)) = 〈SB (α)〉p(α) + SS (p (α)) .
Je vidět, že Gibbs-Neumanova entropie má shodné charakteristiky s Gibbsovou entropíı.
Pokud bychom nás zaj́ımal H-teorém v kvantovém př́ıpadě, poťrebovali bychom zavést
ekvivalent dráhové mı́ry. S t́ım souviśı některé problémy, které probereme v kapitole 4, kde
dané zobecněńı i zavedeme.
Posledńı věćı, které jsme v části o klasické fyzice rekapitulovali, byly fluktuačńı symetrie.
V rámci kvantové teorie byla učiněna řada pokus̊u o jejich konstrukci, namátkou jen [RM04],
[Kur00] a [AN04], z niž řada je navzájem protich̊udných, a dodnes neexistuje všeobecně při-
j́ımaný konsenzus. Tyto př́ıstupy se předevš́ım lǐśı v tom co považuj́ı za disipované teplo a
práci. My zde rozebereme některé takové př́ıpady:
1. Prvńım př́ıstup uvedený v [Kur00] uvažuje pouze dvoubodová měřeńı energíı, tj. ener-





δ (∆E − (Eβ − Eα)) |〈β|U (t, t0) |α〉|2 ,
kde sč́ıtáme přes všechny koncové stavy. Prakticky tedy zjǐst’ujeme distribuci rozd́ılu
sťredńı energie na konci časového vývoje v̊uči energii na začátku. Samotná fluktuačńı sy-
metrie se pak týká právě těchto pravděpodobnostńıch distribućı. Hlavńımi nevýhodami
tohoto př́ıstupu jsou uvažováńı pouze volného časového vývoje a to, že ke změnám ener-
gie, které nás v př́ıpadě disipuj́ıćıho systému typicky zaj́ımaj́ı, docháźı v nekonečných
rezervoárech.
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2. Daľśı postup uvedený v [RM04] př́ımo vycháźı z 1. termodynamické věty pro časovou










kde prvńı člen považujeme za sťredńı disipované teplo a druhý člen pak za sťredńı di-
sipovanou práci. Tento př́ıstup je ekvivalentńı klasickému př́ıstupu, rozd́ılem pak je, že
v kvantové mechanice neexistuj́ı trajektorie. Jedńım z pokus̊u jak opět zavést trajekto-
rie v kvantové mechanice, je zavést trajektorii jako posloupnost naměřených hodnot v
určitých diskrétńıch časech a předpokládat, že výsledná pravděpodobnost takovéto tra-
jektorie je dána součinem pravděpodobnost́ı úsek̊u mezi jednotlivými měřeńımi. Tato
podmı́nka je silněǰśı než markovovskost v kvantovém slova smyslu a tedy je otázkou na-
kolik odpov́ıdá reálným situaćım. Daľśım pokusem, jak řešit neexistenci trajektoríı, je
zkonstruováńı operátoru práce, který záviśı na dvou časech. Problém s takovýmto operá-
torem na hilbertově prostoru je ten, že jeho spektrum neodpov́ıdá žádné pozorovatelné,
a tedy jeho interpretace je značně nejednoznačná.
3. Posledńım zde diskutovaným př́ıpadem je postup dle [AN04]. Tento př́ıstup uvažuje
rozklad kvantové souboru na jednotlivé podsoubory (subensámbly) a trajektorie defi-
nujeme na těchto souborech. Ukazuje se, že v typických netriválńıch př́ıpadech to vede
k narušeńı fluktuačńıch symetríı, tak jak je známe z klasické fyziky. Takto zavedené
soubory ve skutečnosti odpov́ıdaj́ı tomu, že systém neustále měř́ıme (limita spojitého
měřeńı) a tedy neumožňujeme systému žádný volný vývoj. Nav́ıc v citované práci se
omezuj́ı pouze na př́ıpad jednorozměrných podsoubor̊u a nediskutj́ı možnost rozkladu
na makroskopičtěǰśı soubory v podobě makrostav̊u.
Evidentně každý ze zvolených př́ıstup̊u má jak výhody tak nevýhody a jisté problémy. Je
tedy vhodné, aby snaze o obecné pochopeńı těchto problémů a pokusu o jejich vyřešeńı, před-
cházela snaha o pochopeńı těchto problému na vhodně zvolené ťŕıdě model̊u. Jako vhodnou
ťŕıdu model̊u s disipaćı, na nichž budeme některé specifické otázky studovat detailně, dále




V př́ıpadě kvantových otevřených systémů, lze explicitńı konstrukci mezoskopické dynamiky
provést pouze v některých př́ıpadech. Jedńım z těchto př́ıpad̊u je režim slabé vazby mezi
studovaným systémem a okoĺım, kde v tomto př́ıpadě taková konstrukce vycháźı z Daviesovy
teorie slabé vazby.
3.1 Režim slabé vazby
V odvozeńı budeme postupovat ve shodě s [Roe06]. Daľśı možná odvozeńı i v jiných režimech
jsou pak obsažena v [BP02]. Na začátku máme systém s odpov́ıdaj́ıćım hilbertovým prostorem
HS a rezervoir s hilbertovým prostorem označeným HR, které spolu interaguj́ı skrze interakčńı
hamiltonián HI , tj. na začátku vycháźıme z unitárńı dynamiky s hamiltoniánem ve tvaru
H = HS +HR + κHI ,
kde κ je pomocná konstanta určuj́ıćı śılu interakce a tedy v limitě slabé vazby jde k nule.
Omeźıme se na př́ıpad, kdy interakce splňuje podmı́nku
TrR [ρRHI ] = 0, (3.1.1)
pokud tato podmı́nka neplat́ı, neńı problémem provést přeznačeńı a t́ım zaručit jej́ı splněńı
HS → HS + TrR [ρRHI ]
HI → HI − TrR [ρRHI ]
Dále zavedeme souhrné označeńı
H0 = HS +HR.
Pak plat́ı, že vývoj matice hustoty v diracově interakčńım obraze, je ve tvaru













což můžeme s pomoćı Hausdorfovy formule přepsat jako






(t−t0)[H,·] ρ (t0) .
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Protože nás však zaj́ımá efektivńı vývoj pouze samotného systému bez rezervoáru, je vhodné
zavést projekčńı operátor (někdy také zvaný projekčńı superoperátor, protože účinkuje na
prostoru operátor̊u)
P = ρB ⊗ TrR [·] .
Zavedeme pak operátory efektivńıho časového vývoje na systému







































P e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~




P e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~






(1− P) e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~




(1− P) e− 1i~ (t−t0)[H0,·] [HI , ·] e
1
i~
(t−t0)[H0,·] (1− P) L̃∗ (t, t0) .














= [HI (t− t0) , ·] ,







P [HI (t− t0) , ·]PL∗ (t, t0) +
1
i~






(1− P) [HI (t− t0) , ·]PL∗ (t, t0) +
1
i~
(1− P) [HI (t− t0) , ·] (1− P) L̃∗ (t, t0) .
Daľśı pozorováńı se pak týká výrazu
P [HI (t− t0) , ·]P = 0,
který je nulový z podmı́nky (3.1.1) a stacionarity stavu ρR. Prvńı generátor se nám tedy






P [HI (t− t0) , ·] (1− P) L̃∗ (t, t0) ,











ds (1− P) [HI (s− t0) , ·] (1− P) L̃∗ (s, t0) .
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((1− P) [HI (ti − t0) , ·]) považujeme za časově uspořádaný. Respektive s vyu-















(s−t0)[HS ,·] K (t− s) e 1i~ (s−t0)[HS ,·] L∗ (s, t0) , (3.1.3)




















((1− P) [HI (ti − s) , ·])

×
× (1− P) [HI , ·]P. (3.1.4)
Nyńı provedeme sadu aproximaćı.
1. Bornova aproximace Z Dysonovy řady vezmeme pouze nejnižš́ı řád. Tedy konvolučńı
jádro se rovná
K (t− s) = P [HI (t− s) , ·] (1− P) [HI , ·]P.
2. Markovovská aproximace Předpokládáme, že jádro K (t− s) rychle ubývá s argumen-










(t−s)[HS ,·] K (s− t0) e
1
i~
(t−s)[HS ,·] L∗ (t, s) ,
kde jsme provedli záměnu s− t0 → t− s a použili L∗ (t, t0) = L∗ (t− t0), což ja patrné př́ımo










(t−s)[HS ,·] K (s− t0) e
1
i~
(t−s)[HS ,·] L∗ (t, t0) .
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3. “Rotating wave” aproximace Posledńım přibĺıžeńım je předpoklad na to, že časový
interval, ve kterém se K (s− t0) výrazně změńı, je výrazně deľśı než charakteristický čas














 1~ω ([HS, ·])L∗ (t, t0) , (3.1.5)
kde 1~ω ([HS , ·]) je projektor do podprostoru vlastńıch vektor̊u operátoru [HS, ·] př́ıslušných
vlastńımu č́ıslu ~ω.








jsou vlastńımy vektory operátoru [HS, ·] př́ıslušné vlastńımu č́ıslu ~ω, kde sumaćı přes ω
źıskáme opět X =
∑
ω
X (ω). A tedy projektor 1~ω ([HS , ·]) provád́ı zobrazeńı X → X (ω).








ǫ1 − ǫ2 = ~ω,




ds TrR ([HI (s) , [HI , P (ǫ3) ρS (t)P (ǫ4)⊗ ρR]])P (ǫ2) .































(P (ǫ3) ρS (t)P (ǫ4)⊗ ρR)H†IHI (s)
)]
P (ǫ2) .








kde Aα je libovolný operátor na prostoru HS a Bα je libovolný operátor na prostoru HR
a Aα (ω) jsou pak př́ıslušné projekce v̊uči operátoru 1~ω ([HS , ·]). Tento tvar je výhodný




eiωsAα (ω)Bα (s) .
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Plat́ı, že obě matice jsou hermitovské.
Výsledný tvar Lindbladtových generátor̊u v limitě slabé vazby je pak dán disipativńı část́ı
a efektivńım hamiltoniánem. Disipativńı část pak má tvar













A†α (ω)Aβ (ω) , ρ (t)
})
. (3.1.7)








α (ω)Aβ (ω) . (3.1.8)
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Nav́ıc pro něj plat́ı, že komutuje s Hamiltoniánem systému tj.
[HL,HS ] = 0.
Tedy časový vývoj ř́ızený efektivńım hamiltoniánem nemı́chá diagonálńı a off-diagonálńı
bloky. Totéž plat́ı pro mı́cháńı diagonálńıch a off-diagonálńıch blok̊u v př́ıpadě disipačńı části.
Důkaz lze provést poměrně př́ımočarým výpočtem












































kde stoj́ı za povšimnut́ı, že diagonálńı bloky spolu souviśı vždy po diagonálach rovnoběžných
s hlavńı diagonálou. Toho lze využ́ıt pro hledáńı stacionárńıho stavu, kde stač́ı předpokládat,
že matice je hustoty je blokově diagonálńı.












A†α (ω)Aβ (ω) ,X
})
, (3.1.9)
pro kterou př́ımo z definice plyne
D [I] = 0
3.2 Vlastnosti generátor̊u v limitě slabé vazby
V předchoźı části jsme zavedli operátory Aα (ω) jako “vlastńı vektory” operátoru [HS, ·].








AαP (ǫ) = A
†
ᾱ (−ω) , (3.2.1)




Ve speciálńım př́ıpadě, kdy Aα je hermitovské, pak plat́ı jednodušš́ı relace
Aα (ω) = A
†
α (−ω) .
Prvńı d̊uležitou vlastnost́ı korelačńı matice pro př́ıpad rezervoiru v rovnováze na teplotě
βR je symetrie
γβα (−ω) = eβR~ωγᾱβ̄ (ω) . (3.2.2)
Tato vlastnost je kĺıčová pro určeńı stacionárńıch stav̊u a formulaci detailńı rovnováhy, a
mimo jiné z ńı plyne symetričnost matice γαβ (0) v př́ıpadě hermitovských operátor̊u Aα.
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Využijeme nyńı odvozený tvar spolu se symetríı (3.2.2) pro explicitńı nalezeńı stacionárńıch




f (ǫ)P (ǫ) .
Takovýto tvar komutuje jak s HS tak s HL tj. stač́ı splnit D∗ [ρS ] = 0. Nejprve tedy uprav́ıme
tvar (3.1.7) s pomoćı relace (3.2.1) do tvaru























































A†α (ω)Aβ (ω) , ρS
})
.
Do takto upraveného tvaru pak dosad́ıme předpokládaný tvar stacionármı́ matice hustoty
a dostaneme






γβ̄ᾱ (−ω) f (ǫ+ ~ω)P (ǫ)AαP (ǫ+ ~ω)AβP (ǫ)
− γαβ (ω) f (ǫ)P (ǫ)AαP (ǫ+ ~ω)AβP (ǫ)] ,
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kde vid́ıme, že operátory jsou stejné až na prefaktor. Tedy podmı́nka stacionarity se redukuje
na nulovost rovnice pro prefaktory, kterou s využit́ım symetrie (3.2.2) pro korelačńı matici
źıskáme ve tvaru
eβR~ωf (ǫ+ ~ω) = f (ǫ) . (3.2.3)





Jednoznačnost takového stavu je pak dána nenulovost́ı prvk̊u korelačńı matice. Pro konkrét-
něǰśı vyšeťreńı pak zaved’me množinu M takovou, že
M = {ω : ∃α, β γαβ (ω) 6= 0} .
Tuto množinu můžeme pak seťŕıdit a přistupovat ke všem prvk̊um pomoćı indexu tj. Mi je i-
tý nejmenš́ı prvek množiny M . Dále pak zaved’me množiny N (ǫ), které reprezentuj́ı množiny












kde |M | znač́ı počet prvk̊u množiny M . Pro tyto množiny pak plat́ı









Tj. množiny jsou bud’to shodné nebo disjunktńı a děĺı nám tedy disjunktně energetické spek-
trum na domény. V rámci takovýchto domén je pak stacionárńı stav jednoznačně dán, re-
spektive poměr vah jednotlivých energetických podprostor̊u je jednoznačně určen, což plyne
z (3.2.3), a jednotlivým doménám pak lze přǐradit libovolné váhy. V takovémto př́ıpadě, kdy
stacionárńı stav neńı jednoznačně určen, je stacionárńı stav (3.2.4) pouze jedńım z mnoha.
Pro takto definovanou stacionárńı distribuci, pak s využit́ım symetrie (3.2.2) plat́ı
D∗ [Xρ] = D [X] ρ, (3.2.5)
kde ρ je stacionárńı distribuce podle (3.2.4). Tato věta se dá i obrátit a to tak, že pokud plat́ı
(3.2.5) pro nějakou distribuci ρ, pak distribuce ρ je v̊uči disipátoru stacionárńı. Viz
D∗ [ρ] = D [I] ρ = 0,
což plyne př́ımo z duálńıho tvaru disipátoru (3.1.9). Rovnice (3.2.5) se někdy v literatuře (viz
[Aga73] nebo [KFGV77]) označuje již př́ımo jako detailńı rovnováha, jak později ukážeme, je
to ekvivalentńı s formulaćı detailńı rovnováhy v podobě symetrie pro korelačńı funkce. Důkaz
29



























































































A†α (ω)Aβ (ω) ,X
}]
ρ
= D [X] ρ.
Daľśım faktem je, že rovnice (3.2.5) př́ımo implikuje rovnici
D∗ [ρX] = ρD [X] .
Důkaz je opět jednoduchý a využ́ıvá cykličnosti stopy
Tr (D∗ [ρX]Y ) = Tr (ρXD [Y ]) = Tr (XD [Y ] ρ) =
= Tr (XD∗ [Y ρ]) = Tr (D [X]Y ρ) = Tr (ρD [X]Y ) .
3.2.2 Detailńı rovnováha
Zde se pokuśıme formulovat detailńı rovnováhu jako analogii ke klasické detailńı rovnováze
(2.1.4), přičemž se prozat́ım omeźıme pouze na situaci čisté disipace. Nejprve vyšeťŕıme sta-
cionaritu stavu ρS v podobě rovnice
Tr [P (ǫ,~a)D∗ρS ] = 0,
kde P (ǫ,~a) je projektor do stavu s energíı ǫ, kde hamiltonián doplńıme sadou měřitelných ve-
ličin Ai do úplné množiny pozorovatelných, přičemž hodnoty těchto veličin označ́ıme souhrně
jako ~a. Pokud podmı́nku stacionarity matice hustoty ρS rozděĺıme na část s antikomutátorem,
tzv. kompenzátorem, a zbytek a dosad́ıme explicitńı tvar stacionárńıho stavu, pak dostaneme














































































což je stacionarita známá z klasické fyziky ve tvaru
∑
b
p (a)W (b|a) =
∑
b
W (a|b) p (b) ,
kde jsme zavedli nové souhrné označeńı a pro celý stav reprezentovaný hodnotami pozorovatel-
ných Ai a energíı ǫ, pak pod p (a) rozumı́me pravděpodobnost naměřeńı hodnot odpov́ıdaj́ıćı
stavu a, přičemž tato pravděpodobnost, jak se ukazuje, záviśı pouze na energii stavu a za









kde P (a) je projektor do stavu a. Samotná detailńı rovnováha se pak týká takto určených






























kde kĺıčový krok je ve využit́ı zmiňované symetrie a ve výsledku pak dostáváme detailńı
rovnováhu v klasickém tvaru. Kĺıčové pro fungováńı detailńı rovnováhy v této podobě je, že
vybrané stavy komutuj́ı s hamiltoniánem systému (avšak můžu z nich vybrat libovolné) a plat́ı
symetrie (3.2.2). Daľśı zaj́ımavý fakt je, že pro hamiltonián systému úplně degenerovaný, tj.
HS ∼ I je korelačńı matice reálná a symetrická a detailńı rovnováha plat́ı pro stavy v libovolné
bázi.



















ρX† etD [Y ]
)
, (3.2.6)
kde X, Y jsou libovolné operátory a ρ je stacionárńı matice hustoty, pro kterou plat́ı (3.2.5).
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kde jsme nepoužili nic jiného, než vztah (3.2.5), cykličnost stopy a vztah stopy v̊uči komplex-
ńımu sdružeńı. Z detailńı rovnováhy v tomto tvaru vzhledem k libov̊uli operátor̊u X a Y opět
plyne rovnice (3.2.5), která je tedy s detailńı rovnováhou ekvivalentńı.
Zbývá ještě ukázat, jaký je vztah takto formulované detailńı rovnováhy k detailńı rovno-
váze ve tvaru
W (a|b) = p (a)
p (b)
W (b|a) .
Pokud dosad́ıme do (3.2.6) v diferenciálńım tvaru za X a Y projektory do stav̊u, ve kterých
je stacionárńı matice hustoty ρ diagonálńı, pak dostáváme
Tr (ρD [P (a)]P (b)) = p (b)Tr (P (b)D [P (a)])






























γαβ (E (c)− E (a))Tr
(








γαβ (E (c)− E (a))Tr (P (a)AαP (c)AβP (b)) ,
kde posledńı dva členy jsou pro r̊uzná a a b nulová a prvńı člen dává rychlost přechodu
W (a|b). Obdobně pak dosazeńım do pravé strany a porovnáńım źıskáme detailńı rovnováhu
ve tvaru
W (a|b) p (b) = W (b|a) p (a) , (3.2.7)
která je speciálńım př́ıpadem detailńı rovnováhy (3.2.6).
V této kapitole jsme odvodili efektivńı dynamiku otevřených systémů v př́ıpadě limity
slabé vazby. Přestože se jedná o nejjednoduš́ı režim otevřených systémů, ukazuje se, že tato
ťŕıda je poměrně široká. Dále jsme se věnovali popisu systému v kontaktu s teplotńım re-
zervoirem v rovnováze při inverzńı teplotě β a ukázali jsme, jak tento předpoklad generuje
symetrii pro korelačńı matice a indukuje explicitńı tvar stacionárńıho stavu systému v ka-
nonickém tvaru. Tuto symetrii jsme dále využili pro formulaci detailńı rovnováhy pro čistě
disipativńı mechaniku systému. Detailńı rovnováhu jsme formulovali několika odlǐsnými zp̊u-
soby a přesvědčili se v jakém smyslu jsou ekvivalentńı. Ukazuje se, že nejobecněǰśı formulace
detailńı rovnováhy je skrze rovnici (3.2.5), ze které již zbylé formy (jedná se o relace (3.2.6)
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a (3.2.7)) detailńı rovnováhy plynou. V daľśı části ukážeme jak lze tuto identitu zobecnit za-
hrnut́ım volného hamiltonovského vývoje. To využijeme k odvozeńı jistých symetríı na úrovni




funkcionálu při časové inverzi
Řada vztahů v předchoźı části uvedených v jistých obměnách plat́ı obecně nejen pro disipa-
tivńı dynamiku reprezentovanou zde Lindbladtovými generátory, ale i pro mnohem obecněǰśı
časový vývoj zahrnuj́ıćı nejen unitárńı dynamiku. Kĺıčovou změnou je pak předevš́ım zvážeńı
vlivu časové inverze, jak na hamiltonovský vývoj, tak na disipativńı část, kde se ukazuje,
že maj́ı řadu kĺıčových charakteristik společných. Jedná se předevš́ım o zobečněńı idej́ı uve-
dených v [CRJ+04] na disipativńı mechaniku, spolu s opravou symetrie u dekoherenčńıho
funkcionálu a zahrnut́ı poznatk̊u z [KFGV77] a [Aga73]. Daľśı část je pak věnována zave-
deńı dekoherenčńıho funkcionálu jakožto zobecněńı dráhové mı́ry (2.2.9) a zobecněńı relace
(2.2.10). Hlavńım výsledkem této kapitoly pak bude odvozeńı symetrie tohoto funkcionálu
v̊uči časové inverzi. Ukážeme také, jak je tato symetrie narušena v nestacionárńıch procesech.
4.1 Detailńı rovnováha pro obecné dynamiky
Zaved’me tedy nyńı obecnou markovovskou dynamiku na kvantových systémech. Konkrétně
pak uvažujme obecný generátor časového vývoje L∗ a jeho duál L ve smyslu
Tr (XL∗ [ρ]) = Tr (L [X] ρ) .
Dále generátor časového vývoje splňuje invarianci v̊uči hermitovskému sdružeńı a podmı́nku
na vývoj identity





L [I] = 0, (4.1.2)
kde druhá podmı́nka pak zaručuje zachováńı stopy matice hustoty
0 = Tr (L∗ [ρ]) = Tr (L [I] ρ) ,
pro každou matici hustoty ρ, respektive obecněji zaručuje invarianci stopy v̊uči časovému










= Tr [X] .
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Ke každému časovému vývoji pak definujme vývoj časově inverzńı označený L# ev. L∗#,
definovaný pomoćı operátoru časové inverze T podle vztahu









kde L∗D je disipativńı část generátoru L∗ a L∗H odpov́ıdá unitárńı dynamice. Můžeme to
také chápat tak, že disipativńı část dynamiky má sudou paritu v̊uči prohozeńı počátečńıho
a koncového času, kdežto unitárńı část ji má lichou. Nebo lépe, že muśıme otočit hamiltonovské
toky v systému, kdežto toky odpov́ıdaj́ıćı disipaci, se v̊uči časové inverzi zachovávaj́ı. Takto
zavedená časová inverze pak zaručuje, že TρT† je stacionárńım stavem L#, pouze pokud je ρ
stacionárńı jak pro hamiltonovskou část generátoru L tak pro disipativńı část generátoru L.
Nyńı se již pod́ıváme na formulaci detailńı rovnováhy. Mějme takovou matici hustoty ρ,
že pro ni plat́ı
TL∗ [Xρ] T† = L# [X#] TρT†, (4.1.3)
kde X# znač́ı časově invertovaný operátor X tj.
X# = T
†XT = TXT†, (4.1.4)
kde posledńı rovnost plyne z rovnice (B.5). Rovnice (4.1.3) je tedy zobecněńım (3.2.5) a plat́ı,
že ρ splňuj́ıćı výše uvedenou rovnici je stacionárńı. Důkaz provedeme opět analogickým zp̊u-
sobem jako v př́ıpadě (3.2.5) tj.
L∗ [ρ] = T†L# [I] ρT = 0.




















Odvozeńı pak proběhne podle očekáváńı př́ımým výpočtem s t́ım, že se využije vlastnost́ı



























































Plat́ı však i opačná relace, tj. že z rovnice (4.1.5) plyne podmı́nka (4.1.3). Při odvozeńı































































což je již rovnice (4.1.3) v integrálńım tvaru s t́ım, že Y voĺıme ve tvaru
Y = |φ〉 〈ψ| .
Tedy detailńı rovnováha v podobě symetrie pro korelačńı funkce (4.1.5) je ekvivalentńı pod-
mı́nce (4.1.3).
4.2 Časová inverze a disipativńı dynamika
Jak bylo předem avizováno, takto zavedená dynamika je obecná, ale je přirozenou otázkou,
jestli v modelu markovovské otevřené dynamiky v limitě slabé vazby zavedené v předchoźı
části, existuje stacionárńı matice hustoty ρ splňuj́ıćı detailńı rovnováhu. Jako prvńı vyšeťŕıme
část dynamiky odpov́ıdaj́ıćı unitárńımu vývoji, tj. jako prvńı situaci vezmeme generátory ve
tvaru
L∗ [ρ] = 1
i~
[H, ρ] ,
L [X] = 1
i~
[X,H]
a k nim odpov́ıdj́ıćı časové inverze






































Takováto dynamika již automaticky splňuje podmı́nky (4.1.2) a (4.1.1), zbývá tedy ověřit
podmı́nku, že existuje takový stacionáarńı stav ρ, pro který plat́ı (4.1.3). Vezměmě nejprve
libovolný stacionárńı stav ρ, tj. [H, ρ] = 0, a př́ımým výpočtem s využit́ım (B.6) odvod́ıme
následuj́ıćı relaci














= L# [X#] TρT†.
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Vzhledem k tomu, že rovnice (4.1.3) plat́ı pro libovolné stacionárńı ρ znač́ı, že podmı́nka
detailńı rovnováhy v př́ıpadě unitárńıho vývoje je ekvivalentńı stacionaritě.
Zbývá tedy vyšeťrit zda-li existuje taková matice hustoty i pro disipativńı část. Podmı́nka
(4.1.1) je automaticky splněna d́ıky tvaru rovnice (3.1.7) a hermitovskosti korelačńı matice
γαβ (ω). Daľśı podmı́nkou v řadě je podmı́nka (4.1.2), která je taktéž automaticky splněna
z tvaru Lindbladtových generátor̊u, tentokrát však v jejich duálńı formě (3.1.9). Posledńı
podmı́nka je pak zobecněńım vztahu (3.2.5). Nejprve provedeme několik pomocných výpočt̊u,
































































kde γ# znač́ı matici transponovanou (či komplexně sdruženou, d́ıky hermitovskosti matice)
a A#α (ω) znač́ı časově invertované operátory Aα (ω). Při výpočtu jsme použili výsledk̊u z do-
datku B, konkrétně pak jej́ıch aplikaćı ve vztahu (4.1.1). Obdobně pak odvod́ıme stejný vztah










Dγ,Aα(ω) [X#] = T†DγT ,A#α (ω) [X] T. (4.2.2)
Z rovnice (4.2.2) pak plyne d̊usledek DγT ,ATα (ω) [I] = 0. Ověř́ıme opět př́ımým výpočtem









A nakonec zobecńıme rovnici (3.2.5), kterou převedeme do tvaru
TD∗γ,Aα(ω) [Xρ] T
† = T†Dγ,Aα(ω) [X] T TρT†,= DγT ,A#α (ω) [X#] TρT
†,
což je tvar ekvivalentńı s (4.1.3). Jediný problém by mohl nastat, pokud matice hustoty pro
unitárńı a disipativńı část jsou r̊uzné. Avšak při odvozováńı detailńı rovnováhy pro disipativńı
část jsme použili rovnice (3.2.5), která ovšem plat́ı pouze v režimu, kdy je tepelný rezervoár
v rovnováze. Za této podmı́nky jsme také v části 3.2.1 odvodili, že stacionárńı stav odpov́ıdá
kanonickému stavu a tedy komutuje s hamiltoniánem systému. Tedy situace, kdy matice
hustoty pro unitárńı a disipativńı část se lǐśı v tomto režimu, nenastává.
Je vidět, že se nám podařilo zformulovat detailńı rovnováhu dostatečně obecně, pouze
s pomoćı značně obecné podmı́nky (4.1.3). Tento př́ıstup je odlǐsný od př́ıstupu v [Roe06],
kde se nediskutuje časová inverze, dále je pak nahrazena sada ťŕı podmı́nek, vedoućı k detailńı
rovnováze, podmı́nkou jedinou. V některých publikaćıch se podmı́nka (4.1.3) již považuje za
detailńı rovnováhu, viz např. [KFGV77] a [Aga73], přičemž jsme ukázali, že tato podmı́nka
a detailńı rovnováha formulovaná v podobě (4.1.5) jsou ekvivalentńı.
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4.3 Dekoherenčńı funkcionál
V úvodńı části, kde jsme se zabývali klasickou nerovnovážnou fyzikou, jsme odvodili symetrii
(2.2.10) pro dráhové mı́ry (2.2.9). Tato symetrie pak dále hraje kĺıčovou roli při formulováńı
fluktuačńıch relaćı (2.3.3). Vzhledem k tomu, že v kvantové mechanice trajektorie jakožto
přirozený prosťredek pro úplný popis časového vývoje systému skrze dráhovou mı́ru ztráćı
tuto svou schopnost. Je tedy otázkou, jestli existuje nějaké zobecněńı dráhové mı́ry v kvantové
mechanice, které má dobrý smysl.
Ukazuje se, že takovým vhodným zobecněńım dráhové mı́ry (2.2.9), které poskytuje úplný















[P (ωN−2) . . .
. . . P (ω1) e
(t1−t0)L∗
[





















kde ω (resp. ω′) jsou trajektorie stav̊u ωi (resp. ω
′
i) v časech ti, a P (ωi) jsou pak projektory
do př́ıslušných stav̊u (resp. podprostor̊u - nemuśı být nutně jednodimenzionálńı), které však




Trajektorie stav̊u ω v sobě obsahuj́ı dva druhy informaćı, prvńı je protokol, co se na
systému v jednotlivých časech měř́ı a druhou věćı jsou pak výsledky těchto měřeńı. Pokud
pak budeme mluvit o sč́ıtáńı přes všechny trajektorie, máme t́ım vždy na mysli, sč́ıtáńı přes







= Tr [P (α) ρ (tN )] ,
kde ρ (tN ) je matice hustoty volně, tj. bez žádného provedeného měřeńı cestou, do času tN .
Z požadavku na hermitovskost generátor̊u časového vývoje pak také rovnou vid́ıme, že deko-










a tedy Dρ,L (ω, ω) jsou reálné a z (4.1.2) pro ně plat́ı
∑
ω
D (ω, ω) = 1.
Je tedy patrné, že diagonálńı členy odpov́ıdaj́ı dráhové mı́̌re (2.2.9), ve smyslu pravděpodob-
nost trajektorie ω při časovém vývoji rušeném měřeńım. Tı́mto jsme ukázali, že dekoherenčńı
funkcionál obsahuje, jak informaci o časovém vývoji vyrušovaným občasným měřeńım, tak i o
volné časovém vývoji.
Dále ukážeme, že pro dekoherenčńı funkcionál plat́ı obdoba relace (2.2.10). Mějme ρ (t0) =
ρ vyhovuj́ıćı podmı́nce detailńı rovnováhy (4.1.3) a dále necht’ tato stacionárńı matice hustoty
komutuje alespoň s jednou trajektoríı, např. s ω, pod č́ımž rozumı́me
∀i : [P (ωi) , ρ] = 0,
č́ım však stále nevylučujeme, že P (ωi) pro r̊uzná i nemuśı komutovat, stejně tak nemuśı být
projekce stále jednorozměrné. Jako ilustrace pak může posloužit situace částice se spinem
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bez př́ıtomnosti vněǰśıho magnetického pole, pak má typicky degenerované energetické hla-
diny, a pokud matice hustoty splňuj́ıćı detailńı rovnováhu záviśı pouze na energíı, projektory
P (ωi) mohou pak být projekce do spin̊u v r̊uzných směrech. S využit́ım výše zmı́něné detailńı
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kde pomoćı πωi znač́ıme časově invertovaný stav ke stavu ωi. Konkrétně tedy plat́ı
TP (ωi) T
† = P (πωi) .
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(t2−t1)L∗# [P (πω2) . . .




























kde ρ# znač́ı časovou inverzi stacionárńı matice hustoty ρ a posledńı výraz pak můžeme










kde Θω znač́ı časově invertovanou cestu tj. (Θω)i = πωN−i. Tento vysledek je obdobou
relace odvozené v [CRJ+04], avšak je v řadě aspekt̊u obecněǰśı. Relace zde uvedená plat́ı pro
obecnou dyniku splňuj́ıćı charakteristiky (4.1.1) a (4.1.2), a obecnou matici splňuj́ıćı detailńı
rovnováhu (4.1.5). Jediným omezeńım na trajektorie je pak fakt, že alespoň jedna z nich muśı
být kompatibilńı s touto stacionárńı matićı hustoty. Je stále otevřenou otázkou, zda-li se toto
omezeńı dá nějak obej́ıt, ale zat́ım se jev́ı, že stacionárńı matice splňuj́ıćı detailńı rovnováhu
výb́ırá určitou preferovanou bázi.






kde je patrné, že tato rovnice je obdobou ve speciálńı př́ıpadě klasické rovnice (2.2.10). Po-
kud se dále omeźıme na takové trajektorie, které maj́ı koncové a počátečńı měřeńı v bázi





P (ω0) ρP (ω0) = P (ω0) Tr [ρP (ω0)] ,
P (ωN ) ρP (ωN ) = P (ωN )Tr [ρP (ωN )] ,



















kde d je dimenze Hilbertova prostoru, a P 1
d
I,L#
jsou pak podmı́něné pravděpodobnosti tra-
jektorie ω. Pokud pak máme libovolné matice hustoty, pro které plat́ı
P (ω0) ν (t0)P (ω0) = P (ω0) ν (ω0; t0) ,
P (ωN ) ν (tN )P (ωN ) = P (ωN ) ν (ωN ; tN ) ,







ν (ωN ; tN )
.
To můžeme považovat za zobecněńı rovnice (2.2.10) pro danou specifickou ťŕıdu matic hustoty.
Tedy na rozd́ıl od klasické mechaniky detailńı rovnováha nám omezuje množinu pozorovatel-
ných, a tedy i ťŕıdu matic hustoty a trajektoríı pro kterou uvedená relace plat́ı. Otázka, zda-li
se daj́ı tyto restriktivńı podmı́nky obej́ıt, je shodná s otázkou možného zobecněńı rovnice
(4.3.1).
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Pokud tedy shrneme výsledky této sekce, tak zjǐst’ujeme, že konzistentně jsme schopni
formulovat detailńı rovnováhu, jak pro disipativńı mechaniku popsanou Lindbladtovými ge-
nerátory, tak i pro hamiltonovskou mechaniku, ve tvaru rovnice (4.1.5), která je ekvivalentńı
podmı́nce (4.1.3). V př́ıpadě hamiltonovské mechaniky se nav́ıc ukazuje, že tato podmı́nka
(4.1.3) je ekvivalentńı stacionaritě stavu ρ. Bezprosťredńım d̊uskledkem detailńı rovnováhy
v tomto obecném tvaru je symetrie dekoherenčńıho funkcionálu (4.3.1), za předpokladu, že
stav ρ splňuje detailńı rovnováhu ve tvaru (4.1.5) a komutuje s trajektoríı ω. To se ukazuje
jako zobecněńı klasické relace (2.2.10), platné nicméně pouze pro určitou uvažovanou ťŕıdu
trajektoríı. Otevřenou otázkou z̊ustává, zda je možné identitu (4.1.5) dále zobecnit, konkrétně,
zda-li lze opustit podmı́nku omezuj́ıćı ťŕıdu př́ıpustných trajektoríı. Daľśım pozorováńım je
skutečnost, že diagonálńı část dekoherenčńıho funkcionálu se ani v diagonálńım tvaru obecně
nerozpadá na př́ıspěvky od jednotlivých trajektoríı. Konrétně je to dáno t́ım, že projektory
nemuśı být jednorozměrné, nebo lépe, že obecně neplat́ı PXP ∼ P . To, jak jsme v části 2.3
ukázali, je kĺıčové spolu s detailńı rovnáhou pro formulovańı fluktučńı relace (2.3.3). Tedy
daľśı otevřenou otázkou je pak existence fluktuačńıch symetríı v kvantových systémech a je-
jich tvar. Některým d́ılč́ım otevřeným otázkám se budeme věnovat na kontrétńıch př́ıkladech




Pokud hledáme jednoduchý model, na kterém je možné studovat řadu vlastnost́ı Lindbladto-
vých generátor̊u plně analyticky, pak můžeme s velkou výhodou vźıt spinový model. Otevře-
ným spinovým modelem rozumı́me částici se spinem (počet možných stav̊u pak označujeme
jako N), který interaguje s okoĺım.
5.1 Matematická formulace modelu
V této části provedeme matematickou reformulaci problému přechodem z operátorové algebry
do algebry na vektorech. Jedná se prakticky o zobecněńı Blochovy reprezentace na model
s libovolným konečným počtem hladin.
Vzhledem k tomu, že spin je dobře reprezentován v kvantové mechanice pomoćı grupy
SU (N) a k ńı přidružené algebře su (N), je výhodné použ́ıt některé vlastnosti této grupy.
Libovolný hermitovský operátor Hilbertova prostoru se pak dá zapsat jako lineárńı kombinace
jednotky (I) a generátor̊u grupy (Fi) s reálnými koeficienty. Libovolný operátor pak se pak dá
zapsat s použit́ım komplexńıch koeficient̊u. Pro tyto generátory pak plat́ı následuj́ıćı užitečné





kde dijk je plně symetrický strukturńı koeficient a δij je Kroneckerovo delta. Dále logicky
následuje vztah pro komutátor
[Fi, Fj ] = 2ifijkFk,





δijI + (dijk + ifijk)Fk. (5.1.1)
Dále plat́ı, že generátory grupy jsou bezestopé a hermitovské tj.
∀i : Tr Fi = 0, F †i = Fi.
Z toho a z (5.1.1) pak plyne kĺıčový (vzhledem ke struktuře Lindbladtových generátor̊u) vztah
Tr F †i Fj = 2δij .
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5.1.1 Blochova reprezentace projektor̊u
Jako prvńı se budeme věnovat reprezentaci stav̊u v Blochově prostoru a př́ıslušných projek-
tor̊u. Jak jsme již uvedli, každý operátor jde zapsat jako lineárńı kombinace generátor̊u Fi




= P i =
1
N
I + di~p i · ~F ,
kde index i znač́ı stav a di je vhodná reálná konstanta, ~p
i reálný vektor (necháváme si zde
jeden stupeň volnosti nav́ıc, aby se dal vektor pak vhodně znormovat). Faktor před I je dán
podmı́nkou Tr P i = 1 (je to matice hustoty čistého stavu). Pro projektory pak plat́ı relace
P iP j = δijP j ,




























Protože di je pouze pomocný parametr, schováme volbu znaménka do ~p i a budeme dále





















Prvńı rovnice pro i 6= j pak úst́ı v podmı́nku
~p i · ~p j = − 1
N − 1 ,
která značně omezuje prostor možných stav̊u. Druhá rovnice se rozpadá na dvě v d̊usledku

















Když to shrneme, máme soustavu podmı́nek tvoř́ıćı definičńı obor vektor̊u ~p i
∥∥~p i





2 (N − 2)2




a sadu definuj́ıćı vztahy mezi r̊uznými vektory
~p i · ~p j = − 1
N − 1 , (5.1.4)
pimp
j











ndmno = 0. (5.1.6)
Z fyzikálńı podstaty problému pak v́ıme, že hledáme soustavu N -tici vektor̊u charakterizuj́ıćı
N spinových stav̊u parametrizovanou dvěma parametry udávaj́ıćı natočeńı. Takto nalezené








~p i · ~F . (5.1.7)
Z toho je nav́ıc patrné, že celá reprezentace stav̊u je schována ve vektorech ~p i a jejich vzájemné
struktuře.
Pro praktické poč́ıtáńı je pak d̊uležitá relace vyjadřuj́ıćı vztah libovolného operátoru k ob-
ložeńı projektory ve stejné bázi (tj. P iP j = δijP j)






































































~p j · ~F
)
,
která se pak pro př́ıpad i 6= j zjednodušš́ı na


































































































A dále použ́ıt́ım vztahů (C.1) a (5.1.5) źıskáme











































































· ~F , (5.1.8)
A pro př́ıpad měřeńı (tj. i = j) s použit́ım vztahů (5.1.2), (5.1.3) a opět(C.1) dostáváme


























































5.1.2 Obecný Lindbladt̊uv tvar
Doposud jsme se věnovali popisu stav̊u v Blochově reprezentaci, nyńı přistouṕıme k formu-
laci otevřené dynamiky na takovémto prostor̊u stav̊u. Dále se omeźıme na ťŕıdu otevřených
dynamik generovaných Lindbladtovými generátory v limitě slabé vazby, které jsme zkonstru-
ovali v kapitole 3. Při popisu dynamiky pak vyjdeme z rovnice (3.1.7), která však neńı př́ılǐs
vhodná, vzhledem k množstv́ı obecných oprátor̊u Aα (ω), pro přepis do Blochovy reprezen-
tace, odvod́ıme proto zde tvar jiný pro tento převod vhodněǰśı, kde budou vystupovat na














A†α (ω)Aβ (ω) , ρ
}]
,
kde za Aα (ω) dosad́ıme
Aα (ω) = aα (ω) I + ~aα (ω) · ~F .
Z rovnice (5.1.9) a definice (3.2.1) pak vid́ıme, že aα (ω) je nulové pro každé ω 6= 0 tj. nadále
je budeme značit pouze aα ≡ aα (0).










































kde aiα (ω) je i-tý prvek vektoru ~aα (ω) a pomoćı ∗ znač́ıme komplexńı sdružeńı. V prvńı části





































aiα (ω) = γij ,
kde jsme použili hermitovskost matice γαβ (ω). Ve druhé části si pak všimneme, že máme

















Pokud jsou Aα hermitovské, pak z (5.1.9) plyne, že vektory ~aα (0) jsou reálné a stejně tak
i konstanty aα ∈ R, což znamená, že vektor ~X je nulový. V př́ıpadě, že je rezervoir v rovnováze,
je vektor ~X nulový nejenom pro vazbu skrze hermitovské operátory. Nejprve z rovnice (3.2.2)
použijeme pozorováńı ve tvaru
γαβ (0) = γβ̄ᾱ (0) ,
a dále si pak uvědomı́me, že rovnice (3.2.1) implikuje vztahy
a∗α = aᾱ,
~a∗α (0) = ~aᾱ (0) ,
které pak dosad́ıme do definice vektoru ~X a dostáváme
γαβ (0)K
i
βα+γβ̄ᾱ (0)Kᾱβ̄ = γαβ (0)
(




aiᾱ (0) aβ − aᾱaiβ (0)
)
= 0.


















~X · ~F , ρ
]
,
kde bud’ v př́ıpadě vazby přes hermitovsky sdružené operátory (tj. Aᾱ = Aα), nebo v situaci,
kdy systém je navázán na rezervoár v rovnováze, je vektor ~X nulový.
5.1.3 Matice hustoty a vektor hustoty
V předchoźı části jsme se věnovali reformulaci rovnice (3.1.7) do podoby vhodněǰśı k převodu
do Blochovy reprezentace, což bude předmětem právě této části.
Jak jsme již výše napsali, každý hermitovský operátor se dá napsat jako lineárńı kombinace








~ρ · ~F ,
kde ~ρ je reálný N2 − 1 rozměrný vektor (tj. vektor z RN2−1). Takováto volba splňuje auto-
maticky podmı́nku Tr ρ = 1 a druhá podmı́nka implikuje normováńı vektoru ~ρ tj.
Tr ρ2 ≤ 1 ⇒ ‖~ρ‖2 ≤ 1.
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~ ~h · ~F ,

























Pokud nás pak zaj́ımá pouze disipace, pak se můžeme omezit pouze na disipativńı část
Lindbladtových generátor̊u ve tvaru













j Fi, ρ (t)
})
, (5.1.12)
kde Fi splňuj́ı Tr F
†
i Fj = 2δij , tedy je můžeme ztotožnit s generátory př́ıslušné grupy. Dosa-
zeńım za matici hustoty pak źıskáme














Z požadavk̊u na hermitovskost matice hustoty vyplývá i hermitovskost matice γij . Tu pak






Dosazeńım do disipačńı části dostaneme pak













1Člen úměrný jednotce nemá na dynamiku, žadný vliv. Jedná se tedy o nejobecněǰśı tvar hamiltoniánu.
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Tj pokud uvažujeme pouze disipaci, pak plat́ı
∂ρn (t)
∂t
= − γSij (fikmfmjn + fjkmfmin) ρk (t)










Zde pozorujeme několik d̊uležitých fakt̊u:
• Prvńı část (tj. γSij (fikmfmjn + fjkmfmin)) je symetrická v̊uči prohozeńı index̊u n a k.
Dále, je to jediná část vázaná na symetrickou (tj. reálnou) část matice γij (z d̊uvodu
symetrie při prohozeńı index̊u i a j).
• Druhá část již záviśı na antisymetrické (ryze imaginárńı) části γij , avšak jako jediná část
záviśı na symetrických strukturńıch koeficientech (dijk). Symetrie matice M je detailně
rozebrána v dodatku C.2.




Na základě těchto poznatk̊u, a pokud zahrneme i hamiltonovský vývoj, můžeme rovnici pře-













· ~ρ (t)− ~v, (5.1.14)
kde S je symetrická matice tvořená prvńım členem vztahu (5.1.13), A je antisymetrická část
matice z druhého členu, d (~v) je symetrická část matice z druhého členu, přičemž jsme zavedli
symbolické zkratky











je antisymetrická část odpov́ıdaj́ıćı hamiltoniánu (5.1.11). ~v je pak posledńı člen
vztahu (5.1.13). Obecnou matici tvořenou součtem matic A a S označ́ıme jako B. Symbolické
řešeńı pak jako












·~ρ∞ = −~v (5.1.16)
a ~ρ0 je libovolný vektor z R
N2−1 splňuj́ıćı ‖~ρ0‖2 ≤ 1. Symbolické proto, že nelze spolehlivě určit
zdali existuje takové ~ρ∞, které by splňovalo výše uvedenou rovnici (neńı zaručena existence
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levé inverze matice C pro vektor ~v, nebot’ vektor ~v se nemuśı nacházet v obrazu matice C). Je
snadné nahlédnout, že ~ρ∞ zastupuje ve skutečnosti celou ťŕıdu vektor̊u (stač́ı přič́ıst libovolný
vektor z jádra matice C a řešeńı spolu s rovnićı se nezměńı). Jako konvenci zde zavedeme, že













∞ ∈ ker (C) ∧ ∀~x ∈ ker (C) : ~x · ~ρD0 = ~x · ~ρD∞ = 0.
Dále je ťreba rozhodnout, zda řešeńı (pokud již existuje) splňuje požadavky na vektor pro
matici hustoty. V prvńı řadě je vidět, že vektor ~ρ (t) je reálný. Což je patrné již z pohledu na
diferenciálńı rovnici, která je zcela reálná (a řešeńı to respektuje). Dále poťrebujeme ověřit,
že ‖~ρ (t)‖2 ≤ 1 pro každé t ≥ 0. Nejprve ověř́ıme krajńı body tj. ~ρ∞ a ~ρ0. Pro druhý bod je
to automaticky splněno v požadavćıch. Pro prvńı to pak vede na nutnou (nikoliv postačuj́ıćı)
podmı́nku
‖~v‖2 =


































Z hlediska časového vývoje je nutné, aby platilo












∥∥∥∥∥ ≤ ‖~ρ‖ ,
protože jinak by při volbě ~ρ∞ = 0 existoval vektor ~ρ0, který by po čase přesáhl svou velikost́ı
1. Tento požadavek ve skutečnosti znamená, že symetricá část matice C nemá záporné vlastńı
č́ıslo. To nám umožňuje lépe nahlédnout na řešeńı pohybové rovnice (5.1.15), pokud se převede
do tvaru
∀t2 > t1 : (~ρ (t2)− ~ρ∞) = e−C(t2−t1) (~ρ (t1)− ~ρ∞) .
Odkud je vidět, že symetrická část matice C zodpov́ıdá v rámci naš́ı konvence za konver-
genci vektoru ~ρ (t) k vektoru ~ρ∞ a antisymetrická část neměńı Tr ρ
2 d́ıky tomu, že generuje
v krajńım (tj. když symetrická část je nulová) ortogonálńı matici, která má za následek změnu
báze.
Ve výsledku pak máme dynamiku popsanou pomoćı vektoru ~ρ∞, který reprezentuje ko-
nečný stav, a matićı C, která určuje rychlost konvergence a počátečńı stav popsaný ~ρ0. Otázka
na závěr zńı, jaké jsou podmı́nky na to, kdybychom chtěli dynamiku a počátečńı stav spe-
cifikovat až na této abstraktńı úrovni. Obrácená konstrukce pak prob́ıhá podle následuj́ıćıho
schématu:
1. Počátečńı stav je popsán reálným vektorem ~ρ0 ∈ RN
2−1 s podmı́nkou ‖~ρ0‖ ≤ 1.








matićı C. Kde samotná disipace
je dána část́ı matice C splňuj́ıćı vazbu Cijfijk = 0 viz od̊uvodněńı (C.3), z kterého
automaticky plyne, že pro N = 2 je matice disipativńı části matice C symetrická, a
hamiltonovská část má tvar fijkhj , kde ~h je libovolný reálný vektor. Tato volba dále
umožňuje volně definovat koncový stav. Na matici C dále klademe podmı́nku, že pro
každý reálný vektor ~ρ plat́ı ‖exp (−Ct) ~ρ‖ ≤ ‖~ρ‖.
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3. Koncový stav je popsán vektorem ~ρ∞ ∈ RN
2−1 s podmı́nkou ‖~ρ∞‖ ≤ 1. Dále zavád́ıme
konvenci, že vektor ~ρ0 − ~ρ∞ neńı lineárńı kombinaćı žádného vektoru z ker (C). (Pozn.
podmı́nka (5.1.16) je splněna automaticky volbou ~v = −C · ~ρ∞)
Tı́m máme zkonstruovanou dynamiku s počátečńım stavem ~ρ0 splňuj́ıćı diferenciálńı rovnici
(5.1.14) a s řešeńım (5.1.15) ve tvaru
~ρ (t) = e−Ct (~ρ0 − ~ρ∞) + ~ρ∞. (5.1.17)









e−Ct (~ρ0 − ~ρ∞) + ~ρ∞
]
· ~F . (5.1.18)
5.2 Dvouhladinový model, N = 2
Na dvouhladinovém modelu provedeme demonstraci výsledk̊u kapitoly 4 a pokuśıme se naj́ıt
některé d́ılč́ı odpovědi na otevřené otázky jak z kapitoly 4, tak z kapitoly 2. Prvńım z řady
model̊u je dvouhladinový model s jedńım rezervoirem. Na tomto nejjednodušš́ım modelu si
rozebereme jednotlivé př́ıpady a ilustrujeme detailńı rovnováhu. S výhodou pak v této části






















Dále označ́ıme rozd́ıl energíı mezi jednotlivými hladinami
∆E = E2 − E1,
kde bez újmy na obecnosti předpokládáme E2 > E1. Přičemž již můžeme specifikovat hamil-









což plyne z rovnice (5.1.14) či lépe (5.1.11)






































(0, 0, 1) · ~F ,
kde vektory odpov́ıdaj́ıćı danému rozkladu jsou, jak vidno, jednoparametrické.
Poté co jsme rozebrali strukturu jednotlivých možných operátor̊u, přes které je systém na-
vázán, můžeme pokročit směrem k Blochově reprezentaci. Nejprve spočteme korelačńı matici












































Pozorný čtenář si jistě povšiml, že doposud jsme se vyhýbali situaci okolo časové inverze,
ted’ situaci naprav́ıme. Praktickým d̊uvodem pro to bylo, že na abstrakńı úrovńı je tento
problém v algebraické reprezentaci obt́ıžně uchopitelný. Hlavńım d̊uvodem je časová inverze






δijI + (dijk − ifijk) T†FkT,
kde se měńı znaménko před antisymetrickými koeficienty, což vede na netriviálńı vztahy mezi
Fi a T
†FiT.
Přirozeným požadavkem na hamiltonián je jeho invariance v̊uči časové inverzi T, tj. necht’
plat́ı
[H,T] = 0.
Tj. projekce generátor̊u do směru ~h je časově invariantńı. Jako př́ıpravný krok doplńıme
k vektoru ~o3 =
~h
‖~h‖ daľśı dva vektory ~o1, ~o2 tak, aby tvořili ortonormálńı bázi na algebraickém
prosotoru. Nyńı máme dvě možnosti jak vyhovět podmı́nce (5.1.1) na strukturu generátor̊u.
Prvńı z nich je, že plat́ı
T†~o1 · ~F T = ~o2 · ~F ,
tj. prohod́ıme smysl vektor̊u ~o1 a ~o2. Druhá možnost pak je
[








V našem př́ıpadě, kdy je hamiltonián diagonálńı ve zvolené reprezentaci pak máme danou
sadu vektor̊u explicitně zadanou jako
~o1 = (1, 0, 0) ,
~o2 = (0, 1, 0) ,
~o3 = (0, 0, 1) .























































kde jsme provedli pouze komplexńı sdružeńı vzhledem k antilinearitě T a bud’ prohodili indexy
1↔ 2 (prohazujeme smysl vektor̊u), nebo v indexu za každou 2-ku se změnilo znaménko (F2
měńı pod časovou inverźı znaménko tj. druhá komponenta vektor̊u se měńı za opačnou).
Vzhledem k hermitovskosti matice γαβ (ω) pak vid́ıme, že plat́ı
γ
#
ij = γij .
Odtud pak plyne, že symetrická část matice C se zachová a stejně tak plat́ı
~v# = ~v, (5.2.2)
což uplatńıme při určováńı stacionárńıho stavu ~ρ #∞ . Pokud se pak pod́ıváme na antisyme-
trickou část matice C, která je v tomto př́ıpadě plně dána hamiltoniánem, jehož vektor se
zachová, tak vzhledem k časové paritě hamiltonovské části vývoje dostáváme relaci
C# = C
T . (5.2.3)
Důsledkem rovnosti (5.2.2) a rovnice (5.1.14) je pak relace pro stacionárńı stavy
CT · ~ρ #∞ = C · ~ρ∞. (5.2.4)
V neposledńı řadě nás pak zaj́ımá reprezentace měřeńı. Jako prvńı je nutné nalézt tvar
vektor̊u ~p i odpov́ıdaj́ıćı př́ıslušným projekčńım operátor̊um. Z rovnice (5.1.6) dostáváme pod-
mı́nku
~p i = −~p j, (5.2.5)
což nám automaticky zaručuje splněńı vztah̊u (5.1.5) a (5.1.4). Dále pak stač́ı jen splnit pod-
mı́nku (5.1.2), protože podmı́nka (5.1.3) je splněna automaticky vzhledem k dijk = 0 a N = 2.
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Je tedy vidět, že v př́ıpadě dvouhladinového modelu odpov́ıdaj́ı projektor̊um libovolné jed-
notkové vektory s t́ım, že r̊uzným stav̊um ve stejné bázi odpov́ıdaj́ı vektory opačné. Např́ıklad
pro projektory na jednotlivé energie maj́ı vektory tvar
~pE1 = (0, 0, 1) ,
~pE2 = (0, 0,−1) .
Podmı́nka (5.2.5) nám pak umožňuje zjednodušit vztahy (5.1.8), (5.1.9) do podoby












(a + ~a · ~p)P.
To nám umožňuje přepsat dekoherenčńı funkcionál D (ω, ω′) pro určitou ťŕıdu trajektoríı do
tvaru vhodněǰśıho pro samotné poč́ıtáńı.
5.2.1 Konstrukce dekoherenčńıho funkcionálu
Předpokládejme, tedy že pro každý čas ti jsou stavy ωi a ω
′
i ve stejné bázi tj. zde to konkrétně
znamená, že vektory reprezentuj́ıćı odpov́ıdaj́ıćı stavy jsou lineárně závislé tedy
~ωi = ±~ω′i.
Pro usnadněńı praktického výpočtu dekoherenčńıho funkcionálu je výhodné zavést grafickou
reprezentaci vztahu obou cest. Pro lepš́ı pochopeńı uvedeme nejprve př́ıklad takového zná-
zorněńı a poté teprve ozřejmı́me jeho konstrukci
~ρ ~ω1 ~ω2−4 ~ω5−6 ~ω7 ~ω8
které odpov́ıdá cestám ve tvaru
ω = (~ω1, ~ω2, ~ω3, ~ω4, ~ω5, ~ω6, ~ω7, ~ω8) ,
ω′ = (~ω1, ~ω2,−~ω3,−~ω4, ~ω5,−~ω6, ~ω7, ~ω8) .
Můžeme si to představit jako časovou osu, směr času bež́ı proti šipce. Směr šipky pak určuje
posloupnost vnořeńı v rámci dekoherenčńıho funkcionálu a na konci šipky tedy śıdĺı matice
hustoty ρ (t0). Čarami pak označ́ıme mı́sta, kde se neměř́ı a docháźı k volnému časovému
vývoji, stějně tak to znač́ı mezery mezi kruhy. Kruhy a body pak reprezentuj́ı pozice, kde
docháźı k projekćım v opačných (~ωi = −~ω′i), resp. stejných (~ωi = ~ω′i) stavech. O,hodnocovaćı
logika je pak vystavena tak, že výsledek dekoherenčńıho funkcionálu je roven součinu vah
úsek̊u mezi jednotlivými body. A tyto váhy sestav́ıme následovně, s t́ım, že se postupuje ve
směru šipky:
1. Váha daného úseku od času ti do tj je rovna






e−C(tj−tj−1) (~a− ~ρ∞) + ~ρ∞
])
,
kde a a ~a se urč́ı v daľśıch kroćıch.
53
2. Pokud druhý konec úsečky vycházej́ıćı z bodu konč́ı na kruhu, stanov́ı se a = 0 a











e−C(ti−ti−1) (~a− ~ρ∞) + ~ρ∞
])
,
kde za ~a dosazujeme tentokrát ~a odpov́ıdaj́ıćı obsahu kruhu tj. pokud je uvniťr kruhu
daľśı kruh, použije se opět tento bod (postupuje se stále ve směru šipky, nebo lépe do
sťredu kruhu), jinak se jde dále.
3. Za bod se pak dosazuje a = 1 a ~a = ~ωi.
4. Za šipku se dosazuje a = 1 a ~a = ~ρ (t0).
Tyto pravidla ilustrujeme opět na (stejném) př́ıkladě:
1. Prvńı úsek od konce tj. úsek t7 až t8 zač́ıná v bodě t8 a tedy váha bude mı́t tvar podle
bodu 1 manuálu






e−C(t8−t7) (~a− ~ρ∞) + ~ρ∞
])
,
kde poťrebujeme vyhodnotit, co dosadit za a a ~a. Zde je patrné, že úsečka konč́ı v daľśım
bodě a tedy na základě bodu 3 návodu na ohodnoceńı muśıme dosadit a = 1 a ~a = ~ω7.
Tj. výsledná váha daného úseku je




1 + ~ω8 ·
[
e−C(t8−t7) (~ω7 − ~ρ∞) + ~ρ∞
])
.
2. Druhý úsek od času t5 do času t7 pak bude mı́t opět hodnotu ve tvaru






e−C(t7−t6) (~a− ~ρ∞) + ~ρ∞
])
,
kde tentokrát však úsečka konč́ı na kruhu odpov́ıdaj́ıćı t6 a podle bodu 2 návodu mu
přǐrad́ıme hodnotu a = 0 a ~a = ~K6 (~a). Tı́m dostáváme váhu ve tvaru












kde nám zbývá vyhodnotit ještě vniťrek kruhu a dosadit za něj. Zde je to jednoduché,
protože uvniťr kruhu je pouze bod a tedy ~a = ~ω5. Ve výsledku pak źıskáme












3. Daľśı úsek t2 až t5 se ohodnocuje podobně jako předchoźı jen s obměnou v tom, že kruh
obsahuje daľśı kruh a tečku. Podle pravidla o postupném ohodnocováńı pak do












dosad́ıme za ~a = ~K3 (~ω2). A výsledek pak je

















4. Předposledńı úsek je pak podobný úseku prvńımu a tedy jeho váha je




1 + ~ω2 ·
[
e−C(t2−t1) (~ω1 − ~ρ∞) + ~ρ∞
])
.
5. Posledńı úsek je pak opět podobný s prvńım se změnou, že konč́ı šipkou a tedy mı́sto
~ω0 se bere ~ρ (t0). Tj.




1 + ~ω1 ·
[
e−C(t1−t0) (~ρ (t0)− ~ρ∞) + ~ρ∞
])
.
Rozd́ıl ~ρ (t0) oproti ~ωi je v tom nemuśı být normován na jednotku narozd́ıl od vektor̊u
reprezentuj́ıćı projektory.





= V (t0, t1)V (t1, t2)V (t2, t5)V (t5, t7)V (t7, t8) .
Nyńı, když máme protokol pro poč́ıtáńı dekoherenčńıho funkcionálu v rámci dvouhladino-
vého modelu v Blochově reprezentaci, je vhodné udělat jeho zobecněńı do spojitého měřeńı.
Tj. že časový úsek mezi měřeńımi je infinitezimálně malý. Toto zobecněńı provedeme v ně-
kolika kroćıch. Dále se omeźıme pouze na diagonálńı část dekoherenčńıho funkcionálu. Tedy
dekoherenčńı funkcionál se nám zjednodušš́ı do podoby















e−C(ti+1−ti) (~ωi − ~ρ∞) + ~ρ∞
])
.
Dále budeme předpokládat, že provád́ıme měřeńı od t0 do tfin po stejně dlouhých časových
úsećıch tj.







kde jsme zavedli označeńı ∆t = tfin − t0, což zjednodušš́ı poč́ıtáńı výsledné limity. Zavedeme





~ρ (t0) t ∈ (−∞, t1)
~ωi t ∈ [ti, ti+1)
~ωN t ∈ [tfin,∞)
,






~ρ (t0) t ∈ (−∞, t1]
~ωi t ∈ (ti, ti+1]
~ωN t ∈ (tfin,∞)
.
Obecně pak plat́ı




S těmito předpoklady pak přeṕı̌seme dekoherenčńı funkcionál do tvaru











C∆t (~ω− (ti)− ~ρ∞) + ~ρ∞
])
.
Nyńı se již můžeme zabývat limitou N →∞. Prvńım krokem k limitńımu tvaru budiž pře-
chod od součinu přes k sumě a to pomoćı exponenciály a logaritmu tj. dekoherenčńı funkcionál
přeṕı̌seme do tvaru














C∆t (~ω− (ti)− ~ρ∞) + ~ρ∞
])]
,
kde dále exponenciálu reprezentuj́ıćı časový vývoj rozeṕı̌seme do taylorovy řady









1 + ~ω (ti) · ~ω− (ti)−
∆t
N







A dále rozvojem logaritmu dostáváme
D (ω, ω) =
N∏
i=1









~ω (ti) · C · (~ω− (ti)− ~ρ∞)








Zde je patrné, že v limitě pro velká N se dá suma v exponenciále inklinuje k integrálu.
Abychom mohli provést limitu muśıme provést nyńı rozbor jednotlivých situaćı co se týká
vývoje ~ωi.
~ωi+1 → ~ωi ~ωi+1 → −~ωi
Nic se neměńı ~ωi+1‖~ωi 1 2






Skokem ~ωi+1 ∦ ~ωi 5
Obrázek 5.1: Přehled možnost́ı.
1. Prvńı situace je z hlediska posuzováńı ze všech nejjednodušš́ı. Prefaktor před exponen-
ciálou je identicky roven jedné a faktor uvniťr exponenciály se uprav́ı na 12 . Pokud by
celá trajektorie byla pouze měřeńım do jednoho směru výsledný tvar pro dekoherencčńı
funkcionál by se pak zredukoval na tvar






dt ~ω (t) · C · (~ω (t)− ~ρ∞)

 .
A tedy dostáváme zde exponenciálńı rozpad.
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2. Naproti tomu hned druhá situace je jedna z nejsložitěǰśıch. Zde nemůžeme při posu-
zováńı situace vyj́ıt již z rovnice (5.2.7), ale muśıme vyj́ıt již z tvaru (5.2.6). Pokud si
rozeṕı̌seme př́ıspěvek od takových to situaćı dostáváme př́ıspěvek ve tvaru










A tedy v limitě tyto členy jdou k
V (t+ dt, t) = dt ~ω (t) · C · (~ω (t)− ~ρ∞) ,
kde si muśıme uvědomit, že typická situace je, že integrujeme (sč́ıtáme v diskrétńım př́ı-
padě) přes přeskoky ve všech časech. Možný problém by pak byl s korektnost́ı v př́ıpadě
nekonečného počtu skok̊u.
3. Tato situace je podobna prvńı situaci. Infinitezimálńı rozd́ıly zp̊usobuj́ı, že se cesta ~ω (t)
stává spojitou. Ve výsledku tedy dostáváme naprosto stejný př́ıspěvek jako v prvńım
př́ıpadě.
4. Opět obdoba situace z bodu 2. V limitě pak na ńı zcela přecháźı.
5. Posledńı řešenou situaćı jsou skoky, které odpov́ıdaj́ı měřeńı jiných veličin (v př́ıpadě
spinového systému, měřeńı spinu do př́ıslušného směru). Př́ıspěvky odpov́ıdaj́ıćı dané
situaci pak maj́ı tvar
D (ω, ω) =
N∏
i=1








~ω (t) · C · (~ω− (t)− ~ρ∞)
1 + ~ω (t) · ~ω− (t)

 .
Je patrné, že takových skok̊u muśı být konečně mnoho, jinak je dekoherenčńı funkcionál
nulový2.
Na závěr tedy proved’me shrnut́ı všech př́ıpadu do jednoho vztahu. Zaved’me proto množinu
I jako množinu všech čas̊u, kdy došlo ke změně hodnoty které měř́ım skokem tj.
I = {t ∈ [t0, tfin] : ~ω (t) = −~ω− (t)} .
A J jako množinu všech čas̊u, kdy došlo ke skoku toho co měř́ım (tj. situace 5)
J = {t ∈ [t0, tfin] : ~ω (t) 6= ~ω− (t)} \ I.
Výsledný tvar dekoherenčńıho funkcionálu je pak
D (ω, ω) =
∏
t∈J














dt ~ω (t) · C · (~ω (t)− ~ρ∞)

 , (5.2.8)
2Integrál uvnitř exponenciály je přes omezený časový úsek z omezených veličin, protože matice C má konečná
vlastńı č́ısla a stejně tak vektory ~ω (t) maj́ı normu shora omezenou jednotkou. Tedy exponeciála nemůže r̊ust
nade všechny meze.
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kde jsme využili toho, že skok̊u je konečně mnoho, aby byl př́ıspěvek nenulový a tedy množina
J má mı́ru nula, tedy tento př́ıpad do integrálu nepřisṕıvá. Stejně tak tento tvar pokrývá
extrémńı př́ıpady 2 a 4. Jakož i nekonečného počtu skok̊u.
Nyńı, když máme explicitńı tvar pravděpodobnostńı mı́ry, je vhodné se pod́ıvat jakého
tvaru nabývá v d̊usledku časové inverze. Vı́me totiž, že plat́ı relace (4.3.1), která však plat́ı,
za poměrně specifických podmı́nek, otázka tedy zńı, zda-li ji nemůžeme zobecnit. Prvńı věćı,
kterou je nutné si ujasnit, je tvar časově invertované trajektorie. Je jasné, že muśıme obrátit
časový sled jak protokolu měřeńı tak i sled naměřených hodnot. Nav́ıc jedna z podmı́nek na
trajektorii je spojitost zprava. Ve výsledku pak dostaneme
∀s ∈ [t0, tfin] : Θ~ω (s) = ~ω#− (t0 + tfin − s) ,
kde ~ω#− (s) odpov́ıdá časové inverzi daného stavu.
Dále pak využijeme vztahů (5.2.3) a (5.2.4) tj. plat́ı
C# = C
T ,
C# · ~ρ#∞ = C · ~ρ∞.








































































kde prvńı člen odpov́ıdá situaćım, kdy se skokem měńı to, co měř́ım. Tato množina je až na
posun stejná jako množina J , tj. plat́ı J# = {tfin + t0 − s; s ∈ J}. A stejně tak vzhledem,
k tomu, že skalárńı součin je invariantńı, jak v̊uči změně znaménka u jedné ze složek u obou
vektor̊u, tak i k prohozeńı složek, tak prvńı členy v D (ω, ω) a D (Θω,Θω) si odpov́ıdaj́ı až
na počátečńı body, kdy do hry vstupuje počátečńı stav, který maj́ı obě situace odlǐsný.
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Pokud se jedná o členy druhého typu, množiny I a I# se opět až na posun shoduj́ı, což








































~ω# (s) · C ·
(
~ω# (s) + ~ρ∞
)
,
kde v prvńım kroku jsme provedli záměnu s = t0 + tfin − s′ s t́ım, že změnu znaménka před
diferenciálem jsme schovali do záměny meźı v př́ıslušném př́ıpadném integrálu. Ve druhém
kroku jsme pak nahradili limitu zleva hodnotou v bodě, která je opačná vzhledem k tomu,
že se zde měńı skokem naměřená hodnota. V posledńım kroku jsme pak uplatnili vtah mezi
stacionárńım stavem časově invertovaného vývoje a stacionárńım stav normálńı evoluce a po-
zorováńı, že na symetrický člen nemá transponováńı vliv. K dotáhnut́ı výsledného vztahu do
konce je nutné se nyńı na chv́ıli pozastavit na strukturou matice C. Nejdř́ıve si uvědomı́me že
podle definice matice C v (5.1.16), antisymetrická část je př́ıslušná hamiltonovské části a di-




ij (εilmεmjk + εjlmεmik) = 2γ
S
ij (δijδlk − δikδjl) = 2
(
Tr γS − γS
)
, (5.2.9)
kde γS je v tomto př́ıpadě diagonálńı a tedy i symetrická část matice C je pouze diagonálńı.
Po dosazeńı z obecného tvaru korelačńı matice (5.1.10) a z tvaru hamiltoniánu pak dostaneme














































Z tohoto explicitńıho tvaru je již vidět, že plat́ı
~ω# (s) · C · ~ω# (s) = ~ω (s) · C · ~ω (s) .
Zbývá tedy ještě vyřešit člen typu ~ω# (s)·C ·~ρ∞. To provedeme pomoćı explicitńıho napočteńı


































∗ + γαβ (−∆E) aβ21 (aα21)∗

 .
























~ω (s) · C · (~ω (s) + ~ρ∞) ,
který se od verze bez časové inverze lǐśı pouze znaménkem před ~ρ∞.







ds ~ω− (t0 + tfin − s) · C# ·
(
















kde jsme provedli opět záměnu meźı. Pak uplatńıme argument, že množina I má mı́ru nula
tj. neńı pod integrálem rozd́ıl mezi ~ω− a ~ω. A dále opět použijeme argumenty stejně jako na







ds ~ω− (t0 + tfin − s) · C# ·
(










ds ~ω (s) · C · (~ω (s)− ~ρ∞)

 .
Tedy vid́ıme, že i posledńı členy se nám v př́ıpadném pod́ılu navzájem vyruš́ı.
Tedy v obou př́ıpadech máme značnou shodu praveděpodobnosti časově invertované tra-
jektorie v̊uči trajektorii p̊uvodńı. Tyto př́ıspěvky jsou stejné a nezávislé na režimu časové




1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
∏
t∈I
~ω (t) · C · (~ω (t)− ~ρ∞)
~ω (t) · C · (~ω (t) + ~ρ∞)
. (5.2.11)
Tento výsledek, je pak hledaným zobecněńım symetrie (4.3.1) v př́ıpadě dvou hladinového
systému pro př́ıpad diagonálńıch členů mimo rovnováhu a i pro měřeńı v libovolné na čase
závislé bázi. Jak je patrné, hlavńım rozd́ıl je, že tato relace již záviśı na výsledćıch mě-
řeńı v pr̊uběhu celého procesu, narozd́ıl od symetrie (4.3.1). Je dobré si všimnout, že stejně
jako v klasickém př́ıpadě (2.2.10), zde máme poměr podmı́něných pravděpodobnost́ı, který je
úměrný pouze př́ıspěvk̊um ze skok̊u mezi jednotlivými stavy systému. Př́ıpad, kdy podmı́něné
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pravděpodobnosti záviseli pouze na rychlostech přechodu v mı́stech přechodu mezi hladinami
systému, jsme již vyšeťrovali při konstrukci 2.3.3, na rozd́ıl od klasického př́ıpadu však nemuśı
daný poměr rychlost́ı přechodu záviset na pravděpodobnostech daného výsledku v̊uči staci-
onárńı distribuci, nebot’ můžeme měřit v bázi nekompatibilńı s energetickou. Nab́ıźı se tedy
úvaha zda disipované teplo pak nezávést formálně jako logaritmus pravé strany a obdržet
opět fluktuačńı relace. Jak uvid́ıme v př́ıpadu čisté disipace, kde se budeme disipovanému
teplu a předevš́ım sťredńımu disipovanému věnovat, je takto naivńı konstrukce tepla jakožto
dráhové veličiny problémová.
Na závěr ukážeme, že tento vztah je v režimu odpov́ıdaj́ıćı (4.3.1), s ńım ve shodě. Pokud
budeme cht́ıt uvažovat režim, kdy měřeńı komutuje se stacionárńı matićı hustoty, tedy režim




1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
∏
t∈I
1− ~ω (t) · ~ρ∞
1 + ~ω (t) · ~ρ∞
.
Vzhledem k tomu, že nyńı již měř́ıme neustále ve stejném směru, tak všechny př́ıspěvky
v součinu jsou stejné, až na to, že se sťŕıdaj́ı znaménka u sklárńıho součinu. Výsledek tedy
záviśı již pouze na počtu přeskok̊u, a na tom kterým směrem byl veden prvńı přeskok. Tj. pro




1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
,
vzhledem k tomu, že sudý počet přeskok̊u znamená, že měř́ıme na začátku i na konci do
stejného stavu, tak se budou rovnat i pravděpodobnosti v uvedeném pod́ılu. Tj. pro sudý




což je ve shodě s (4.3.1), s jediným předpokladem a to, abychom měřili v bázi kompatibilńı se





1 + ~ω (t0) · ~ρ
1 + ~ω# (tfin) · ~ρ#
1− ~ω (tmin) · ~ρ∞
1 + ~ω (tmin) · ~ρ∞
,
kde tmin = mint∈I t. Zde je pak prostor pro použit́ı vztahu (4.3.2), kde pro př́ıpad ρ ∼ I, plat́ı







kde ρ3∞ je ťret́ı komponenta vektoru ~ρ∞. Závěrem tedy vid́ıme, že detailńı rovnováha pro
rychlosti přechodu mezi energetickými stavy odpov́ıdá klasické relaci pro detailńı rovnováhu
a dále pak vid́ıme, tedy dostáváme se do klasického režimu, což podporuje i to, že netriviálńı
př́ıspěvky do poměru dráhových měr dostáváme pro př́ıpad měřeńı v jiné než energetické bázi.
Dále rozebereme některé speciálńı př́ıpady, které jdou za rámec právě diskutovaného plně
klasického režimu.
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5.2.2 Př́ıklad: Režim čisté dekoherence
Jako prvńı rozebereme př́ıpad čisté dekoherence. Odpov́ıdaj́ıćı evolučńı matice vystupuj́ıćı









kde λ1,2 > 0 a ćılový vektor ~ρ∞ je nulový až na ťret́ı komponentu, jež odpov́ıdá ťret́ı kompo-






Ukážeme, že tato ťŕıda matic je pro režim slabé vazby př́ılǐs široká, je v př́ıpadě nedege-
nerovaného energetického spektra př́ılǐs široká. Abychom vyšeťrili jakého typu interakce byla
muśıme provést zpětné odvozeńı korelačńı matice. Jako prvńı urč́ıme z rovnice (5.1.16) vektor
~v = 0.
Tento vektor nám dále z rovnice (5.1.13) ř́ıká, že antisymetrická část korelačńı matice je
nulová tj.
γA = 0.
U rovnice (5.1.13) ještě chv́ıli z̊ustaneme. Dosazeńım prvńıho řádku do (5.1.16), a s přihléd-
nut́ım k nulovosti vektoru ~v a antisymetrické části korelačńı matice γA, źıskáme předpis pro






λ2 − λ1 0 0
0 λ1 − λ2 0
0 0 λ1 + λ2

 ,
což je stejný výsledek, jako bychom dostali porovnáńım (5.1.10) a (5.2.10).
Dosazeńım takto źıskané korelačńı matice do rovnice pro disipátor (5.1.12) máme tvar






























































Z rovnosti prvńıch dvou diagonálńıch členů v korelačńı matici ve tvaru (5.2.1) je vidět, že
v př́ıpadě nedegenerovaného spektra muśı být λ1 = λ2 = λ, a tedy předchoźı tvar disipátoru
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je možný pouze v př́ıpadě degenerovaného spektra. U spektra nedegenerovaného se nám pak
disipátor zjednodušš́ı na tvar






což je zároveň i D tj. D∗ = D. A stacionárńı stav je v tomto př́ıpadě roven i stavu splňuj́ıćı
podmı́nku (3.2.5) ve tvaru
∀X : D∗ [Xρ] = D [X] ρ,
tedy detailńı rovnováha a stacionarita jsou si v př́ıpadě nedegenerovaného spektra a v př́ıpadě


















= −λ (ρ11X∗21Y21 + ρ22X∗12Y12) ,
v př́ıhodněǰśım vektorovém zápise pak
Tr
(




























· ~y − i~ρ · (~x ∗ × ~y)
]
.



































· ~y − i~ρ · (~x ∗ × ~y)
]
.
Pokud budou X a Y projektory ve stejné bázi, tak zbyde pouze reálná část, a dané rychlosti
přechodu budou nulové pro projektory v bázi odpov́ıdaj́ıćı energetickému spektru a maximálńı
(ve smyslu absolutńı hodnoty) pro směry kolmé3.
Daľśı zaj́ımavou veličinou je dekoherenčńı funkcionál D (ω, ω′), jehož diagonálńı elementy
dále odvod́ıme pro některé jednoduché volby. V tomto př́ıpadě se nejprve budeme sousťredit
na pravděpodobnost několika typických trajektoríı. Prvńı z nich je triviálńı př́ıpad, kdy poč́ı-
táme pravděpodobnost, že se systém udrž́ı při stálém měřeńı ve stejném energetickém stavu,
tj. trajektorie je konstantńı (jak směr, tak i hodnota kterou naměř́ım)
∀t > t0 : ~ω (t) = ~ω,
daná pravděpodobnost je pak daná
P (ω) = D (ω, ω) =






3Je otázkou jestli projekce do kolmého směru má smysl či ne, v př́ıpadě modelu dvouhladinového atomu
moc smyslu nenabývá, v př́ıpadě modelu spinu už má celkem dobrý smysl.
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a vzhledem k tomu, že ~ω paťŕı do jádra matice C, tak se nám výsledek zjednodušš́ı na
P (ω) = D (ω, ω) =
1 + ~ω · ~ρ (t0)
2
.
Je tedy patrné, že daná pravděpodobnost nezáviśı na čase a je daná počátečńı pravděpodob-
nost́ı nalezeńı na dané energetické hladině.
Pokud se budeme ptát na výsledky v př́ıpadě stejného protokolu měřeńı, ale mı́sty jiných
výsledk̊u, tedy bude docházet ke skok̊um z ~ω na −~ω, snadno zjist́ıme, že takové pravděpodob-
nosti jsou nulové. Dá se tedy předpokládat, že v dané situaci, kdy měř́ım při čisté dekoherenci
pouze v energetické bázi a neumožńım volný časový vývoj, nedostanu ve skrze žádný vývoj.
Pokud budeme cht́ıt opustit tyto triviálńı př́ıpady, je vhodné zač́ıt rozlǐsovat mezi proto-
kolem měřeńı a výsledky co naměř́ım. Připomeňme, že protokol měřeńı je implicitně zahrnut
ve směru vektoru ~ω (t), naopak výsledky tohoto měřeńı jsou dány orientaćı ~ω (t). Zaved’me
tedy
~ω (t) = χ (t) ~ϕ (t) ,
kde χ (t) ∈ {−1; 1} a je spojité zprava, kdežto ~ϕ (t) je spojitý až na situace, kdy měńım bázi
skokem. Tedy v χ (t) jsou schovány naměřené hodnoty a ~ϕ (t) vyjadřuje protokol měřeńı tj. co
měř́ım. Nyńı můžeme přistoupit k situaci, kdy budeme bázi pomalu otáčet konstantńı úhlovou
rychlost́ı θ okolo druhé osy4, dostaneme již poněkud jiné, netriviálńı, výsledky. Předně vektor
~ϕ (t) má ve složkách tvar



















V prvńı situaci, kde měř́ıme v dané zvolené bázi stále stejný výsledek (tj. χ (t) = konst.) pak
máme
P (ω) =
















což dá ve výsledku
P (ω) =

















(1− cos (2θ (t− t0))) P (ω) ,
kde derivaćı mysĺıme změnu pravděpodobnosti v̊uči změně celkového času měřeńı, pouze se
jej́ı pokles jednou za periodu π
θ
zastav́ı, tj. daľśım měřeńım neńı možný výsledek zlepšit.
Daľśım zobecněńım je pak situace, kdy se po dobu měřeńı změńı jednou hodnota výsledku
měřeńı. V tomto př́ıpadě již nemůžeme mluvit o pravděpodobnosti takové situace, nebot’
trajektoríı χ (t) s jedńım skokem je nespočetně mnoho, ale zavedeme pravděpodobnostńı mı́ru
na prostoru všech výsledk̊u měřeńı χ (t) s jedńım skokem (tj. nespojitých na intervalu [t0, t]
v jednom bodě). Takováto mı́ra pak má tvar
DP (χ; ~ϕ) = dt1
1
2
~ϕ (t1) · C · ~ϕ (t1)
















4Můžeme si to představit jako měřeńı spinu do směru daném vektorem ~ω (t).
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kde všechny možné výsledky měřeńı jsou charakterizovány časem t1, kdy ke změně naměřené
hodnoty došlo. Dále na tomto př́ıpadě rovnou můžeme ilustrovat, že př́ıspěvky pro skok ze
spodńı hladiny na horńı a zpět maj́ı stejné rychlosti vzhledem k tomu, že nezáviśı na výsledku
měřeńı, což je dáno charakterem dynamiky, která odpov́ıdá čisté dekoherenci. Pokud pak
připust́ıme v́ıce změn hodnoty toho, co naměř́ım, pravděpodobonostńı mı́ra nabývá tvaru

















~ϕ (tN ) · C · ~ϕ (tN )
]
×
















kde nav́ıc časy muśı být časově uspořádány, tedy plat́ı t1 < t2 < · · · < tN . Pokud se pak
budeme dále zabývat nikoliv jednou, ale celou sadou možných naměřených situaćı. Pravdě-





kde integrál chápeme ve smyslu součtu přes všechny výsledky měřeńı χ z Ω. Pokud pak
budeme uvažovat př́ıpad N skok̊u v libovolném čase je
Ω = {t1, t2, . . . , tN ∈ (t0, t] : t1 < t2 < . . . < tN} ,
a tedy pravděpodobnost takové situace, kdy nás nezaj́ımá, kdy ke změně naměřené hodnoty
došlo, se rovná
P (Ω) =





















Pokud p̊ujdeme ještě dále a budeme se ptát, jaká je pravděpodobnost, že do času t
k sudému (Ω+) počtu přeskok̊u z jednoho stavu do druhého nebo naopak k lichému (Ω−)
počtu přeskok̊u, tak dostaneme po přesč́ıtáńı řad
P (Ω+) =





















tyto pravděpodobnosti nám pak poslouž́ı dále pro vyhodnocováńı významu disipovaného
tepla. Při vyhodnocováńı disipovaného tepla začneme od mı́sta, kde jsme skončili. Režim
toho co měř́ıme zachováme stejný jako v předešlém př́ıkladě a jako prvńı situaci budeme
zkoumat př́ıpad, kdy měř́ıme po dobu t− t0 = πθ . Zvoleńı takto specifického časového úseku
nám zaruč́ı, že posledńı měřeńı je opět v energetické bázi. Pokud se pak budeme ptát, jaká
je sťredńı disipované teplo systému, budeme se zaj́ımat o změnu sťredńı energie systému.
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V nejjednodušš́ım př́ıpadě, kdy nás nebudou zaj́ımat výsledky zjǐstěné měřeńım v pr̊uběhu
časového intervalu, pak počátečńı sťredńı energie odpov́ıdá
〈E〉t0 =
1 + χ (t0) ~ϕ (t0) · ~ρ (t0)
2
E1 +
1− χ (t0) ~ϕ (t0) · ~ρ (t0)
2
E2,
a koncovou sťredńı energii spočteme tak, že si uvědomı́me, že pokud vezmeme situace, kdy
nedošlo k žádnému, či sudému počtu přeskok̊u z jedné hladiny na druhou, tak systém se
nacháźı v opačném energetickém stavu než v situaci po prvńım změřeńı, naopak, pokud došlo
k sudému počtu přeskok̊u mezi hladinami, energetický stav se nám zachová. Zde tedy najdeme
























kde jsme použili označeńı pt0 (E1) jako označeńı pravděpodobnosti naměřeńı energie E1 v po-
čátečńım stavu, a tedy sťredńı disipované teplo v tomto př́ıpadě můžeme zavést jako






což můžeme také chápat jako sťredńı disipované teplo sťredované přes trajektorie měřeńı, kdy
máme specifikované, co měř́ıme, ale nezaj́ımá nás výsledek toho co naměř́ıme. Pokud bychom
přidali daľśı interval měřeńı πθ , tak by se role trajektoríı se sudým a lichým počtem přeskok̊u
obraćı vzhledem k zachováńı či změně energetického stavu, a z tohoto d̊uvodu se pak krom
exponentu v exponenciále změńı i znaménko před ńı.
Čı́m se však celá situace značně zkomplikuje, je pokud bychom chtěli přǐradit disipované
teplo jednotlivým výsledk̊um měřeńı a výsledné sťredńı disipované teplo pak interpretovat jako
sťredeváńı disipovaného tepla přes všechny možné výsledky měřeńı. Intuice nám naznačuje,
že v př́ıpadě měřeńı po dobu takového intervalu, kdy na konci opět měř́ıme v energetické
bázi, stač́ı zvážit počet změn stavu a jaký stav byl na začátku a přǐradit mu jednu z vah
−∆E, 0,∆E, podle př́ıslušné situace. Po přesč́ıtáńı pak dostaneme shodný výsledek s před-
choźım př́ıpadem. Jak jsme již v diskutovali u rovnice (5.2.11), nab́ızela se tam otázka, zda-li
neńı možné přǐradit disipované teplo dané trajektorii pouze pohledem na poměry rychlost́ı
přechod̊u. Zde jsme ukázali, že kĺıčovou roli v našem př́ıpadě hraje sṕı̌se počet skok̊u a doba
časového vývoje, než rychlosti přechod̊u jež jsou v obou směrech stejné.
Daľśı otázka pak zńı, jak přistupovat k problému, kdy na konci nekonč́ıme v energetické
bázi, ale provedeme do ńı dodatečné měřeńı. Pro tuto situaci je vhodné spoč́ıst obdobu změny
sťredńı energie v př́ıpadě, kdy nás nezaj́ımá, co jsme naměřili cestou. V takovém př́ıpadě jsou
jednotlivé pravděpodobnosti rovny



















1− cos (θ (t− t0))
2
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1− cos (θ (t− t0))
2
,



















1 + cos (θ (t− t0))
2
,
což dává stejným postupem jako v předchoźım př́ıpadě sťredńı disipované teplo
〈Q〉 = 1
2








sin (2θ (t− t0))
2θ
)]
cos (θ (t− t0))
)
∆E,
což je př́ımým zobecněńım vztahu (5.2.14). Snadno se pak derivaćı podle celkové doby měřeńı
přesvědč́ıme, že sťredńı disipované teplo nabývá lokálńıch extrémů za jedné z těchto podmı́nek
sin (θ (t− t0)) = 0,




kde př́ıpad θ (t− t0) = π se jev́ı jako globálńı maximum. Daľśım snadno odpozorovatelným
faktem je, že sťredńı disipované teplo jde v limitě nekonečného spojitého měřeńı k
〈Q〉 = 1
2
(pt0 (E1)− pt0 (E2)) ∆E.
Tı́mto výpočtem jsme dokázali, že pokud neskonč́ım v energetické bázi, nic se neděje a opět
můžeme ohodnotit jednotlivé trajektorie jako ∆E, 0,−∆E, s t́ım, že muśıme zohlednit kon-
cový stav trajektorie, respektive, abychom byli přesněǰśı, náhlé změřeńı na konci do energe-
tického nemá vliv na sťredńı teplo. Při ohodnocováńı jednotlivých trajektoríı disipovaným
teplem pak můžeme postupovat stejně jako v předešlém př́ıpadě, jen muśıme zohlednit skok
do energetické báze ve znaménku celého př́ıspěvku. Tj. pokud závěrečný skok je o úhel v́ıce
než π2 , otáč́ıme znaménko, a v př́ıpadě skoku o
π
2 neńı pak disipované teplo závislé na počtu
skok̊u mezi stavy, ale záviśı pouze na koncovém a počátečńım stavu. Podobné argumenty pak
jde použ́ıt i v př́ıpadě, že protokol měřeńı se měńı spojitě v čase s př́ıpadným doměřeńım na
konci do energetické báze.
Jak jsme před chv́ıĺı ukázali, při ohodnocováńı jednotlivých skok̊u, kdy v pr̊uběhu měřeńı
došlo ke změně báze toho, co měř́ım skokem do báze kolmé, dostáváme poněkud patologickou
situaci, v podobě toho, že systém zapoměl na svoj́ı historii až do této doby a chová se jako by
byl na začátku v nekonečně teplotńım stavu. Důsledkem takového chováńı pak je, že ztráćıme
aditivńı vlastnost pro námi zvolený zp̊usob přǐrazováńı tepla jednotlivým trajektoríım. Tj.
neplat́ı v obecném př́ıpadě
Qt0,t2 [ω] = Qt0,t1 [ω] +Qt1,t2 [ω] .
Toto nám naznačuje, že ani druhý námi zvolený zp̊usob neńı vhodný pro popis veličin závi-
sej́ıćıch na trajektoríıch, jako jsou teplo a práce. Problém, který se zde vyskytuje, a který se
67
nevyskytuje v klasickém př́ıpadě, je právě zp̊usoben povahou kvantového měřeńı. Tedy for-
mulace tepla a práce jako veličiny závisej́ıćı na trajektorii je i nadále otevřeným problémem
a nelze postupovat analogicky s klasickou formulaćı.
5.2.3 Př́ıklad: Disipace
Nejprve zkuśıme zkonstruovat model komplementárńı k předchoźımu př́ıpadu a odpov́ıdaj́ıćı
čisté disipaci. Čistou disipaćı rozumı́me relaxaćı do jednoho z energetických stav̊u, bez ohledu
na na off-diagonálńı elementy matice hustoty. Pro tento režim odpov́ıdá matice časového









kde λ > 0 a vektor hustoty, ke kterému konverguje
~ρ∞ = (0, 0, p∞ (E1)− p∞ (E2)) ,
kde p∞ (E) znač́ı pravděpodobnost výskytu systému v energetickém stavu E v př́ıpadě, že
systém je ve stacionárńım stavu.
Ačkoliv, se zdá tento př́ıklad dobře zadefinovaný, je bohužel nefyzikálńı, problémem je
podmı́nka na to, aby rychlosti přechodu vystupuj́ıćı v dekoherenčńım funkcionálu (5.2.8) byly
vždy kladné. Plat́ı totiž
~ω · C · (~ω − ρ∞) = λω3 (ω3 − p∞ (E1) + p∞ (E2)) ,
kde máme možnost volby ω3. Stač́ı zvolit ω3 < p∞ (E1) − p∞ (E2) a dosteneme rychlost
přechodu zápornou. To ukazuje, že tato naivńı konstrukce neńı konzistentńı.
Řešeńım předešlého problému, je opustit tuto naivńı volbu a přidat k disipaci i dekoherenci.

















= (0, 0, p∞ (E1)− p∞ (E2)) .
Nejprve se pod́ıvejme na to, co jsme předešlému modelu vytýkali, tj. na rychlosti přechodu










což po rozepsáńı dává




















což je vždy nezáporné s minimem ~ω = ~ρ∞.
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Nyńı opět provedeme rozbor dané konfigurace a pokuśıme se źıskat korelačńı matici vy-
stupuj́ıćı ve tvaru Lindbladtových generátor̊u (5.1.12). Jako prvńı opět urč́ıme podle (5.1.16)
vektor
~v = (0, 0,−λ (p∞ (E1)− p∞ (E2))) .





= 4γA12 = v
3,
zbylé členy anitisymetrické části jsou nulové. Dále pak podle rovnice (5.2.9) dopoč́ıtáme sy-





4λ − i4λ (p∞ (E1)− p∞ (E2)) 0
i




Abych mohli lépe zrekonstruovat tvar interakce, tak budeme pro začátek předpokládat, že














Pak vzhledem k obecnému tvaru korelačńı matice (5.2.1) źıskáme vztahy
γ11 (∆E) + γ22 (−∆E) = λ,
γ11 (∆E)− γ22 (−∆E) = −λ (p∞ (E1)− p∞ (E2)) ,
což po drobné úpravě dává
γ11 (∆E) = λp∞ (E2) ,
γ22 (−∆E) = λp∞ (E1) .











λ je śıla interakce, a† a a jsou kreačńı a anihilačńı operátory na hilbertově prostoru
odpov́ıdaj́ıćı systému a b† s b jsou kreačńı a anihilačńı operátory na termodynamické lázni.
Tento tvar disipace s dekoherenćı má také tu výhodu, že interakčńı hamitlonián mezi systé-
mem a lázńı má tvar fermion-fermionové/bosonové interakce, bez daľśıch člen̊u. Pro měřeńı
v energetické bázi, vzhledem k tomu, že dekoherence do těchto členů nepřisṕıvá má stejné
výsledky jako čistá disipace.




= 1. Dá se snadno
ukázat, že neexistuje taková volba matic 2x2, která by zajistila, že se bude jednat o systém s bosonovou
charakteristikou
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Zbývá tedy určit posledńı sadu parametr̊u tak, aby platilo (opět na základě rovnice (5.2.1)












kde je vhodné si všimnout, že i v př́ıpadě, že budeme uvažovat interakci zprosťredkovanou




Vhodná volba pak je











Tı́mto bysme měli probráno jaký typ interakce dané chováńı může zp̊usobit. Výsledný tvar
disipátoru pak bude






































po rozepsáńı do složek pak máme
D∗ [ρ] = −λ
(
p∞ (E2) ρ11 − p∞ (E1) ρ22 12ρ12
1
2ρ21 p∞ (E1) ρ22 − p∞ (E2) ρ11
)
,
a snadno se dovt́ıṕıme, že duálńı generátor časového vývoje má tvar
D [X] = −λ
(
p∞ (E2) (X11 −X22) 12X12
1
2X21 p∞ (E1) (X22 −X11)
)
.
Nyńı se proto budeme věnovat daľśım aspekt̊um této situace.
Opět je snadné nahlédnout, že pro stacionárńı stav plat́ı
D∗ [Xρ] = D [X] ρ,
A tedy snadno můžeme spoč́ıst
Tr
[
X†D [Y ] ρ
]





12p∞ (E2) + Y21X
∗
21p∞ (E1)) ,
kde ve speciálńım př́ıpadě dostaneme
Tr [P (E1)D [P (E2)] ρ] = λp∞ (E1) p∞ (E2) ,
Tr [P (E2)D [P (E1)] ρ] = λp∞ (E1) p∞ (E2) .
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Kde vid́ıme, že samotné rychlosti přechodu jsou
k (E1, E2) = λp∞ (E2) ,
k (E2, E1) = λp∞ (E1) ,







Daľśı věc, na kterou se budeme sousťredit je dekoherenčńı funkcionál. Zde nejprve za-
čneme opět od těch nejjednodušš́ıch situaćı po ty složitěǰśı. Prvńım režimem je spojité měřeńı
v energetické bázi, tj. v naš́ı notaci





V tomto režimu spočteme nejprve pravděpodobnost, že systém z̊ustane na určité energetické
hladině.
P (ω) =









~ρ∞ · C · ~ρ∞
]
.






















Pokud budeme sledovat prevděpodobnostńı mı́ru trajektoríı, ve kterých docháźı ke skok̊um
z jedné energetické hladiny na druhou, dostaneme
DP (ω) =






























což odpov́ıdá řežimu chováńı známého z klasické mechaniky. Pokud vezmeme stejnou situaci




‖~ρ∞‖+ χ (t0) ~ρ∞ · ~ρ












kde v obecněǰśım př́ıpadě by zde byl poměr rychlost́ı přechodu typu ~ω · C · (~ω − ~ρ∞).
Vid́ıme, že tento př́ıklad má řadu aspekt̊u klasických. Kvantové projevy pak opět jako
v předešlém př́ıpadě najdeme v př́ıpadě meřeńı do báze, která neńı energetickou. Opět se
omeźıme na speciálńı př́ıpad, kdy pomalu konstantńı rychlost́ı přecháźım z jedné báze do
daľśı, tj. pro protokol měřeńı plat́ı




















Dále pak spočteme mı́ru na trajektoríıch, která má v tomto konkrétńım př́ıpadě tvar

























1 + cos2 (θ (tN − t0))− 2χ (t3) cos (θ (tN − t0)) ρ3∞
)]
×





































1 + cos2 (θ (t1 − t0))− 2χ (t1) cos (θ (t− t0)) (p∞ (E1)− p∞ (E2))
1 + cos2 (θ (t− t0)) + 2χ (t1) cos (θ (t− t0)) (p∞ (E1)− p∞ (E2))
,
z cehož je patrné, že k relaxaci nedochaźı pokud měř́ıme do báze kolmé k energetické a naopak
docháźı k ńı nejrychleji v energetické bázi. Opět tedy dostáváme netriviálńı výsledky, které
nejsou v klasickém režimu možné. Ukazuje se, že to měřeńım v pr̊uběhu časového můžeme
regulovat dynamiku, což je prvek oproti klasické fyzice nový.
Na př́ıkladech jsme ukázali, že pochopeńı vlivu měřeńı v kvantové mechanice na otevřené
systémy je kĺıčové pro možné formulovańı fluktuačńıch symetríı a pojmů typu práce a teplo,
které v klasické fyzice závisej́ı na trajektoríıch. Tedy, konzistenčńı definice těchto veličin (nejen
jejich sťredńıch hodnot, ale i jejich fluktuaćı), z̊ustává otevřeným problémem. V této práci
jsme se nezabývali systémy, které jsou v kontaktu s v́ıce rezervoáry, ačkoliv je to v principu
možné, nebot’ v Blochově reprezentaci je přidáńı daľśıho rezervoáru ekvivalentńı přičteńı
daľśıch člen̊u k matici časového vývoje C a ekvivalentńımu upraveńı vektoru hustoty ~ρ∞.
Studium těchto model̊u, stejně jako model̊u s vyšš́ım spinem, pro něž detailńı rovnováha neńı





V této práci jsme studovali některé modely otevřených kvantových systémů z hlediska jejich
chováńı v̊uči časové inverzi. Nalezli jsme symetrii dekoherenčńıho funkcionálu jako d̊usledek
obecné formulace detailńı rovnováhy pro jistou ťŕıdu trajektoríı. Tato symetrie je kvanto-
vým zobecněńım invariance klasické dráhové mı́ry pro rovnovážné procesy. Jistou nevýhodou
je, že jej́ı platnost je velmi omezená. Tato omezeńı jsme se pokusili částečně odstranit stu-
diem jednoduchých model̊u, kde jsme s výhodou využili Blochovu vektorovou reprezentaci
spinových systémů. Ukázalo se, že na rozd́ıl od klasické situace, mı́ra narušeńı časové inverze
u kvantových otevřených systémů, nemuśı být v bezprosťredńı relaci k př́ımo měřitelným
termodynamickým veličinám jako je změna entropie, práce nebo tepla. Podstatnou roli zde
hraje ryze kvantový proces měřeńı. Tato práce odkrývá i několik otevřených problémů:
1. Zat́ımco tato práce diskutovala výhradně dynamiku systémů v termodynamické rovno-
váze s jedńım rezervoárem a relaxaci do této rovnováhy, zaj́ımavěǰśım př́ıpadem je inter-
akce systému s věťśım počtem rezervoár̊u mimo termodynamickou rovnováhu (kvantový
transport). Tyto procesy také umožňuj́ı diskutovat platnost fluktuačńıch relaćı ve sta-
cionárńım režimu.
2. Zbývá taktéž provést detailněǰśı rozbor off-diagonálńıch komponent dekoherenčńıho
funkcionálu pro modely studované v kapitole 5. Tento problém je relevantńı, protože
kompletńı dekoherenčńı funkcionál obsahuje informaci o volném vývoji systému a o
kvantové koherenci mezi jednotlivými trajektoriemi.
3. Otevřeným problémem také z̊ustává porozuměńı vztahu mezi př́ıstupem studovaným
v této práci a daľśımi př́ıstupy jako je metoda úplné transportńı statistiky [FNB+08]
nebo metoda kvantových subansámbl̊u (viz [AN04]).
Přestože se tedy v této práci nepodařilo doj́ıt k definitivńım závěr̊um, podařilo se částečně
identifikovat kritická mı́sta bráńıćı formulaci fluktuačńıch relaćı ve stejné obecnosti, jako je





Důkaz vztahu mezi Gibbsovou
a Shannonovou entropíı
Chceme dokázat, že Shannonova entropie, za daného rozděleńı na makrostavech µ̂ nabývá
extrému, pravě tehdy když je rovna Gibbsově entropii. Tedy formálně, chceme dokázat vztah
(2.2.7) ve tvaru
SG (µ̂) = sup
ν:p̂[ν]=µ̂
S (ν)
Důkaz se nese v duchu hledáńı extrému s použit́ım Lagrangeových multiplikátor̊u. Hledáme
extrém Shannonovy entropie s vazbou
∀m : ν (Ωm) = µ̂ (m) , (A.1)
kterou dále přeṕı̌seme do podoby integrálu přes konfiguračńı prostor následuj́ıćım zp̊usobem






(x)χm (x) = 0,































Obdobně pak variace Shannonovy entropie (2.2.3) odpov́ıdá























































































Dále pak již stač́ı řešit rovnici





λmχm (x) = 0,
kde řešeńı se nám nab́ıźı ve tvaru












Zpětným dosazeńım do výsledku pak shledáváme extrém pro př́ıpad ν = µ̂ × ρ dle defi-
nice (2.2.2) a tedy Gibbsova entropie maximalizuje entropii Shannonovu v př́ıpadě známého





Tento dodatek je rozš́ı̌reńım dodatku Antilineárńı operátory v knize [For04] se zaměřeńım
na operátor časové inverze T. Antilineárńı operátor T je takový, jež pro každé X, Y a každé
a, b ∈ C splňuje
T (aX + bY ) = a∗T (X) + b∗T (Y ) ,
kde a∗ znač́ı komplexně sdružené a. Pro takto zavedený antilineárńı operátor pak plat́ı násle-
duj́ıćı sada rovnic
|Tφ〉 ≡ T |φ〉 =
∑
m,n






















kde prvńı rovnice vyjadřuje definici maticových element̊u, druhá a ťret́ı pak reprezentuj́ı
skalárńı součin zleva a zprava a posledńı pak vzejde z porovnáńı předešlých dvou. Tyto vztahy




kde prvńı je výše zmı́něná antiunitarita a druhý je pak specifický konkrétně pro operátor
časové inverze, z kterého pak př́ımo plyne
T† = ±T. (B.5)

































|ψn〉 〈ψm| 〈Tψm|ATψn〉 .
Dále přejdeme od báze |ψn〉 k bázi |χn〉 = |Tψn〉, což jde právě d́ıky tomu, že T je antiunitárńı,










































































































C.1 Seznam strukturńıch koeficient̊u
C.1.1 Spin 1
2
tj. N = 2

















Symetrické strukturńı koeficienty jsou pak nulové
dijk = 0.
A antisymetrické jsou rovny Levi-Civita symbolu tj.
fijk = ǫijk
f123 = f312 = f231 = 1
f132 = f213 = f321 = −1
fjinak = 0
C.1.2 Spin 1 tj. N = 3































































Strukturńı koeficienty jsou pak (neuvád́ıme symetrické partnery a nulové koeficinty)
f123 = 1,
































C.2 Struktura matice M
Je zde rozvedena analýza struktury matice M z (5.1.14) studiem strukturńıch koeficient̊u




γAij (dikmfmjn − djkmfmin) .
Cı́lem je rozdělit matici na symetrickou a antisymetrickou část a pokusit se źıskat maximum
informaćı o těchto částech.





dijkfklnTr FnFm = −
i
4
dijkTr ([Fk, Fl]Fm) =
1
8i
Tr ([{Fi, Fj} , Fl]Fm) ,
dosad́ıme za součin strukturńıch koeficient̊u a poč́ıtáme (sumaci přes dvojici stejných index̊u
implicitně předpokládáme)
dikmfmjn − djkmfmin =
1
8i












Tr ([Fi, Fj ] {Fk, Fn}) +
1
8i
Tr (({[Fk, Fj ] , Fi} − {[Fk, Fi] , Fj})Fn)
= 2fijmdmkn − dinmfmjk + djnmfmik.
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Ank, kde Ank je antisymetrická matice, kterou specifikujeme vzápět́ı.
Prvńım krokem k źıskáńı antisymetrické části je rozepsáńı strukturńıch koeficient̊u opět
pod stopou do součtu čtveřic s t́ım, že již odečteme symetrickou část
dikmfmjn − djkmfmin − fijmdmnk =
1
8i








Tr (FiFkFjFn − FiFnFjFk) .
Všimněme si, že posledńı vztah poukazuje na antisymetrii v̊uči záměně k a n, kdežto předpo-




Tr (FiFkFjFn − FiFnFjFk) =
1
4i




Tr ([Fi, Fk] {Fj , Fn}+ [Fj , Fn] {Fk, Fi})
= fikmdmjn + fjnmdmik.
Srovnáńım počátečńıho a koncového tvaru pak dostáváme
fikmdmjn = −djkmfmin − fijmdmnk. (C.1)
Výsledek dosad́ıme do definice matice M a ještě jednou na závěr uprav́ıme.
Mnk =
√







γAij (fikmdmjn − finmdmjk) (C.2)




Mijfijk = 0. (C.3)
Pro prvńı člen je vazba splněna automaticky, pro druhý využijeme výsledk̊u [MNG83]. Plat́ı
totiž ∑
kmn
(fikmdmjn − finmdmjk) fnkp ∼ dijp
a vzhledem k tomu, že daný výraz je úžen přes výraz antisymetrický v i a j, pak výsledek
muśı nutně být 0.
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verze na arXiv:cond-mat/0309498v1.
[Roe06] Wojciek De Roeck, Rigorous fluctuation theory for quantum nonequilibrium sys-
tems, Ph.D. thesis, Katholieke Universiteit Leuven, 2006.
