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Machine learning has the potential to accelerate materials discovery by accurately predicting
materials properties at a low computational cost. However, the model inputs remain a key stumbling
block. Current methods typically use descriptors constructed from knowledge of either the full
crystal structure – therefore only applicable to materials with already characterised structures – or
structure-agnostic fixed-length representations hand-engineered from the stoichiometry. We develop
a machine learning approach that takes only the stoichiometry as input and automatically learns
appropriate and systematically improvable descriptors from data. Our key insight is to treat the
stoichiometric formula as a dense weighted graph between elements. Compared to the state of the
art for structure-agnostic methods, our approach achieves lower errors with less data.
The discovery of new materials is key to making tech-
nologies cheaper, more functional, and more sustainable.
However, the vastness of material space renders mate-
rials discovery via exhaustive experimentation infeasi-
ble. To address this shortcoming, significant effort has
been directed towards calculating materials properties
via high-throughput ab initio simulations [1–3]. How-
ever, ab initio simulations require atomic coordinates as
input. These are typically only accessible for materials
that have already been synthesised and characterised –
only O(105) crystal structures have been published [4],
constituting a very limited region of the potential ma-
terials space [5]. A critical challenge exists for materials
discovery in that expanding these ab initio efforts to look
at novel compounds requires one to first predict the likely
crystal structure for each compound. Crystal structure
prediction [6–8] is a computationally costly global opti-
misation problem which presents a prohibitive bottleneck
for high-throughput workflows.
One avenue that has shown promise for accelerating
materials discovery workflows is materials informatics
and machine learning. Here the aim is to use available
experimental and ab inito data to construct accurate
and computationally cheap statistical models that can
be used to predict the properties of previously unseen
materials and direct search efforts [9–11]. However, a
key stumbling block to widespread application remains in
defining suitable model inputs – so-called “descriptors”.
So far most applications of machine learning within ma-
terial science have used descriptors based on knowledge
of the crystal structure [12–18]. The use of structure-
based descriptions means that the resulting models are
therefore limited by the same structure bottlenecks as ab
initio approaches when searching for novel compounds.
To circumvent the structure bottleneck, one approach
is to develop descriptors from stoichiometry alone. In
doing so we give up the ability to handle polymorphs
for the ability to enumerate over a design space of novel
compounds. This exchange empowers a new stage in ma-
terials discovery workflows where desirable and computa-
tionally cheap pre-processing models can be used, with-
out knowledge of the crystal structure, to triage more
time consuming and expensive calculations or experi-
ments in a statistically principle manner.
Focusing on materials with a small and fixed num-
ber of elements, pioneering works [19–21] constructed
descriptors by exhaustively searching through analyti-
cal expressions comprising combinations of atomic de-
scriptors. However, the computational complexity of
this approach scales exponentially with the number of
constituting elements and is not applicable to materi-
als with different numbers of elements or dopants. To
address this shortcoming, general-purpose material de-
scriptors, hand-curated from the weighted statistics of
chosen atomic properties for the elements in a material,
have been proposed [22–24]. However, the power of these
general-purpose descriptors is circumscribed by the intu-
itions behind their construction.
In this paper, we develop a novel machine learning
framework that learns the stoichiometry-to-descriptor
map directly from data. Our key insight is to reformu-
late the stoichiometric formula of a material as a dense
weighted graph between its elements. A message-passing
neural network is then used to directly learn material de-
scriptors. The advantage of this approach is that the
descriptor becomes systematically improvable as more
data becomes available. Our approach is inspired by
breakthrough methods in chemistry that directly take a
molecular graph as input and learn the optimal molecule-
to-descriptor map from data [25, 26].
We show that our model achieves lower errors and
higher sample efficiency than commonly used models.
Moreover, its learnt descriptors are transferable, allow-
ing us to use data-abundant tasks to extract descriptors
that can be used in data-poor tasks. We highlight the
important role of uncertainty estimation to applications
in material science and show how via the use of a deep
ensemble [27] our model can produce useful uncertainty
estimates.
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FIG. 1. The left hand panel shows an example graph for La2CuO4. The right hand panel shows a graphical representation of
the the update function for the La representation. The pair dependent perturbations, shown as the cyan and purple nodes, are
weighted according to their attention coefficients before being used to update the La representation.
MODELS AND DATA
Representation Learning of Inorganic Materials
To eschew the hand engineering required by cur-
rent structure-agnostic descriptor generation techniques,
we represent each material’s composition as a dense
weighted graph. The nodes in this graph represent the
different elements present in the composition and each
node is weighted by the fractional abundance of the cor-
responding element. This novel representation for the
stoichiometries of inorganic materials allows us to lever-
age neural message passing [26]. The message pass-
ing operations are used to update the representations of
each of the element nodes such that they are contextu-
ally aware of the types and quantities of other elements
present in the material. This process allows the model
to learn material-specific representations for each of its
constituent elements and pick up on physically relevant
effects such as co-doping [28] that would otherwise be
obscured within the construction of hand-engineered ma-
terials descriptors. We refer to this approach as Roost
(Representation Learning from Stoichiometry). In the
following paragraphs we introduce a specific model based
on this idea1.
To begin, each element in the model’s input domain
is represented by a vector. Whilst the only require-
ment is that each element has a unique vector, it can
improve performance, particularly when training data is
scarce, to embed elements into a vector space that cap-
tures some prior knowledge about correlations between
elements [29, 30]. These initial representations are then
multiplied by a randomly initialised n by d weight matrix
where n is the initial vector and d is the size of the in-
1 An open-source implementation of the model is available at
https://github.com/CompRhys/roost.
ternal representations of elements used in the model. A
message-passing operation is then used to update these
internal representations by propagating contextual infor-
mation about the different elements present in the ma-
terial between the nodes in the graph, Figure 1 shows a
schematic representation of this process. The mathemat-
ical form of the update process is
ht+1i = U
(h)
t (h
t
i,ν
t
i ), (1)
where hti is the feature vector for the i
th element after t
updates, νti = {htα, htβ , htγ , ...} is the set of other elements
in the material’s composition, and U
(h)
t is the element
update function. For this work, we use a weighted soft-
attention mechanism for our element update functions.
In general, attention mechanisms are used to tell models
how important different features are for their given tasks.
Soft-attention builds upon this concept by allowing the
function that produces the attention coefficients to be
learnt directly from the data. The soft-attention mecha-
nism is the crux behind many state-of-the-art sequence-
to-sequence models used in machine translation and lan-
guage processing [31, 32] and it has recently shown good
results in some material science applications [33, 34]. In
this domain, the attention mechanism allows us to cap-
ture important materials concepts beyond the expressive
power of older approaches e.g. that the properties and
thus the representation of metallic atoms in a metal ox-
ide should depend much more on the fact that oxygen is
present than other metallic dopants being present.
The first stage of the attention mechanism is to com-
pute unnormalised scalar coefficients, eij , across pairs of
elements in the material.
etij = f(h
t
i||htj), (2)
where f t(...) are single hidden layer neural networks, the
j index runs over all the elements in νti , and || is the con-
catenation operation. These coefficients are then nor-
malised using a weighted softmax function where the
3weights, wj , are the fractional abundances of the ele-
ments in the composition.
atij =
wj exp (e
t
ij)∑
j wj exp (e
t
ij)
. (3)
The elemental representations are then updated with
learnt pair-dependent perturbations weighted by these
soft-attention coefficients.
ht+1i = h
t
i +
∑
j,m
at,mij g
t,m(hti||htj), (4)
where gt(...) are again single hidden layer neural net-
works. We make use of multiple attention heads, indexed
m, to stabilise the training and improve performance.
The number of times the message passing operation is
repeated, T , as well as the number of attention heads,
M , are hyper-parameters of the model that must be set
before training.
A fixed-length representation for each material is de-
termined via another weighted soft-attention based pool-
ing operation that considers each element in the mate-
rial in turn and decides, given its learnt representation,
how much attention to pay to its presence when con-
structing the material’s overall representation. Finally,
these material representations are taken as the input to
a feed-forward output neural network that makes target
property predictions. Using neural networks for all the
building blocks of the model ensures the whole model is
end-to-end differentiable. This allows for its parameters
to be trained via stochastic gradient-based optimisation
methods. Whilst the rest of this paper focuses on re-
gression tasks the model presented is applicable to both
regression and classification tasks by adapting the archi-
tecture of the final output network.
Uncertainty Estimation
A major strength of structure-agnostic models is that
they can be used to screen large data sets of combina-
torially generated candidates. However, most machine
learning models are designed for interpolation tasks, thus
predictions for materials that are out of the training dis-
tribution are often unreliable. During a combinatorial
screening of novel compositions, we cannot assume that
the distribution of new materials matches that of our
training data. Therefore, in such applications, it becomes
necessary to attempt to quantify the uncertainty of the
predictions.
In statistical modelling there are two sources of uncer-
tainty that are necessary to consider: First, the aleatoric
uncertainty, which is the variability due to the natural
randomness of the process (i.e. the measurement noise).
Second, the epistemic uncertainty, which is related to
the variance between the predictions of plausible models
that could explain the data. This uncertainty arises due
to having an insufficient or sparse sampling of the under-
lying process such that many distinct but equivalently
good models exist for explaining the available data.
To attempt to quantify the aleatoric uncertainty we
consider a heteroskedastic problem formulation where the
measurement noise depends on the position in the input
space. We use the model to predict two outputs, the
first of which we treat as the model prediction, yˆi, and
a second that we relate to the aleatoric contribution to
its variance, σˆ2a,i [35, 36]. A maximum likelihood esti-
mate for these values can be obtained by assuming a
probability distribution for the measurement noise and
minimising a loss function proportional to its negative
log-likelihood. Here we use a Laplace distribution which
gives us the loss function
L(yi, xi) =
∑
i
√
2
σˆa,i
‖yi − yˆi‖1 + log(σˆa,i) (5)
To get an estimate for the epistemic uncertainty we
generate a set of W plausible sets of model parame-
ters, {θˆ1, ..., θˆW }, by training an ensemble of independent
randomly-initialised models [27]. We use these to make
Monte Carlo estimates for the expectation of the model
and the epistemic contribution to its variance, σˆ2e ,
〈yˆi〉 =
∫
P (θˆ|x, y)F (xi, θˆ) dθˆ
' 1
W
W∑
w
F (xi, θˆm)
(6)
σˆ2e,i =
∫
P (θˆ|x, y)(〈yˆi〉 − F (xi, θˆ))2 dθˆ
' 1
W
W∑
w
(〈yˆi〉 − F (xi, θˆw))2
(7)
where P (θˆ|x, y) is the hypothetical distribution of models
that could explain the data. The effective marginalisa-
tion of P (θˆ|x, y) from using an ensemble of models not
only provides a way to estimate the epistemic uncertainty
but also leads to lower overall error, an effect that is most
pronounced for small data sets. In this work we use en-
sembles of W = 10. The total aleatoric contribution to
the variance of the ensemble expectation is simply the
average of the aleatoric contributions of each model in
the ensemble.
σˆ2i = σˆ
2
e,i +
1
W
W∑
w
σˆ2a,w,i (8)
4Baseline Model
A common workhorse for the application of machine
learning to both cheminformatics and materials science
is Random Forests plus fixed-length descriptors [37, 38].
Random Forests are a decision tree-based model that
use an ensemble of multiple weak regressors known as
trees [39]. Each of the trees is constructed to find a se-
ries of decision boundaries that split the data to minimise
the squared deviations between the samples and the sam-
ple mean in each branch or leaf of the tree. Predictions
are made by averaging over the outputs of the different
trees when applied to new data. To overcome issues of
over-fitting common to decision tree methods, Random
Forests use bagging and random subspace projection to
reduce the correlation between the trees improving their
generalisation performance.
For our baseline inputs we use the general-purpose
fixed-length Magpie feature vectors [22]. The Magpie
feature set contains 145 features and is highly engineered
to include as much prior scientific knowledge about the
elements, stoichiometry, and electronic properties as pos-
sible.
Data Sets
For this work, we consider a selection of experimental
and ab initio data sets. The Open Quantum Materials
Database (OQMD) data set contains the average forma-
tion enthalpy per atom calculated via density functional
theory [1]. For comparison purposes we take the subset
of 256,620 materials from [40], this subset contains only
the lowest energy polymorph for each stoichiometry. The
Materials Project (MP) data set we look at contains the
band gaps for 43,921 non-metals present in the Materials
Project catalogue [2]. As before we take only the lowest
energy polymorph for each stoichiometry to ensure that
the stoichiometry-to-property map is well defined. Fi-
nally, we consider a much smaller experimental data set
consisting of 3,895 non-metals for which the band gap
has been measured experimentally (EX) [23].
RESULTS
Sample Efficiency
Materials discovery workflows are often data limited.
As a result, the sample efficiency of models is of critical
importance. The sample efficiency can be investigated by
looking at how the performance of the model on a fixed
test set changes as the model is exposed to more training
data. From statistical learning theory, one can show that
the average error for a model approximately follows an in-
verse power law relationship with the amount of training
FIG. 2. The figure shows learning curves for the OQMD data
set as the amount of training data is varied for a fixed out-
of-sample test set. Plotted on log-log scales the trends follow
inverse power law as expected from statistical learning theory.
Results for ElemNet taken from [40].
TABLE I. The table shows the mean absolute error (MAE),
and root mean squared error (RMSE) for the baseline and
proposed models on 10% of the data that was randomly sam-
pled and withheld as a test set.
MAE / eV RMSE / eV
RF + Magpie 0.067 0.121
ElemNet [40] 0.055 –
Roost (Single) 0.0297(7) 0.0992(14)
Roost (Ensemble) 0.0240 0.0870
data in the large data limit [14, 41]. As such the gradi-
ent and intercept on a log-log plot of the training set size
against the model error indicate the sample efficiency of
the model.
Figure 2 shows such learning curves for the OQMD
data set. In this case, 10% of the available data was
held back from the training process as the test set. As
well as our baseline model we also compare against El-
emNet, an alternative neural network based model that
also takes the atomic fractions of each element as input
[40]. The comparison shows that the inductive biases
captured by the representation learning approach lead to
a much higher sample efficiency. Indeed the crossover
where Roost begins to outperform the traditional ma-
chine learning baseline occurs for O(102) data points – a
size typical of experimental databases collated for novel
material classes [42, 43] – as opposed to O(103) for El-
emNet.
5FIG. 3. The figure shows how the error on the test set changes
as the models are trained. Training curves, averaged over the
10 runs in each ensemble, are shown for the three transfer
learning scenarios.
Transfer learning
For experimental data sets with smaller numbers of
data points traditional machine learning methods based
on decision tree or kernel models have historically tended
to perform comparably if not better than deep neural net-
work based models. However, a strength of neural net-
work based models over such methods is that they are
much more amenable to transfer learning [44]. Trans-
fer learning focuses on using knowledge gained from one
problem to achieve faster optimisation and/or a lower
error on another problem.
As a result of substantial efforts, data-sets derived via
high-throughput ab initio workflows can be many times
larger than their experimental cousins, making them ripe
for transfer learning [45]. To investigate the extent to
which transfer learning helps our model we train three
sets of models on the EX data set. The first set is directly
trained on EX, the second is first trained on OQMD
then fine-tuned on EX (OQMD → EX), and the third
is trained on MP before fine-tuning on EX (MP → EX).
Due to the similarity of the MP and EX tasks, to ensure
any changes in performance observed are not artefacts of
the experimental design we remove all materials from the
MP data set that are also found in the EX data set such
that the two are independent. For all these experiments
the same 20% of EX was withheld as an independent test
set.
A benefit of learning material descriptors is that simi-
larity between the descriptors of different materials learnt
for a given task should be relevant for other tasks, there-
fore allowing non-cognate transfer learning. We see this
TABLE II. The table shows the ensemble mean absolute error
(MAE), and root mean squared error (RMSE) for the three
transfer learning scenarios and baselines on 20% of the data
that was randomly sampled and withheld as a test set.
MAE / eV RMSE / eV
Baseline EX 0.277 0.460
SVM EX [23] - 0.45
Roost EX 0.240 0.412
Roost OQMD → EX 0.239 0.401
Roost MP → EX 0.216 0.364
in Figure 3 where transfer learning from OQMD leads to
faster convergence and slightly lower errors on the EX
data set than direct training despite the mismatch be-
tween the tasks. If the tasks are cognate, as is the case
between MP and EX, the benefits of transfer learning
are even more pronounced. Here, in addition to the ben-
efits of having pre-trained the message passing sections of
the model, the pre-trained weights of the output network
give a strong inductive bias for fitting the materials de-
scriptor to property mapping resulting in notably lower
predictive errors (Table II).
Uncertainty Evaluation
While the utility of stoichiometry-to-property models
is primarily based on the amortisation of more time con-
suming and expensive calculations or experiments, their
approximate nature raises legitimate questions about
when they can be used with confidence. Beyond sim-
ply building more sample efficient models (e.g. by de-
signing improved architectures or leveraging techniques
such as transfer learning) well-calibrated uncertainty es-
timates can allow for such models to be used with greater
confidence. Figure 4 highlights this idea for the MP →
EX model. The error-confidence curves shown are con-
structed by re-calculating the average error as data points
are removed from the test set according to their predicted
uncertainties. A dummy curve is included to show what
would happen if the data points were removed in a ran-
dom order.
The large difference between the dummy and uncer-
tainty based curves shows the added value of uncertainty
estimation. Points with large uncertainties do on average
have larger errors. In this instance, the epistemic uncer-
tainty is more predictive of the error across the majority
of the confidence regime, but critically the aleatoric un-
certainty is the better measure for the points the model is
most confident about. As a priori it is unknown whether
the epistemic or aleatoric contributions will be more sig-
nificant a full framework combining both aleatoric and
epistemic uncertainty is needed to reliably estimate the
uncertainty.
6FIG. 4. The figure shows confidence-error curves for the MP
→ EX model as we discard the most uncertain data. Sep-
arating out contributions from the epistemic and aleatoric
uncertainty we see that they are both important in differ-
ent regimes. The dummy curve serves as a reference showing
the result if all points are treated as having equal confidence.
The mean and standard deviation of the dummy curve are
computed over 1000 random samples.
CONCLUSION
We propose a novel and physically motivated machine
learning framework for tackling the problem of predicting
materials properties without crystal structures. Our key
methodological insight is to represent the compositions of
materials as dense weighted graphs. We show that this
formulation significantly improves the sample efficiency
of the model compared to other structure-agnostic ap-
proaches.
We show that the representations learnt by the model
are transferable allowing us to leverage data-abundant
databases, such as those obtained by high-throughput
ab initio workflows, to improve model performance when
investigating smaller experimental data sets. The ability
of the model to transfer its learnt descriptors suggests
that self-supervised learning may be a viable avenue to
bolster model performance [46, 47].
Through modelling both the uncertainty in the physi-
cal process and in our modelling processes the model pro-
duces useful estimates of its own uncertainty. We demon-
strate this by showing that as we restrict, according to
our uncertainty estimates, the confidence percentile un-
der consideration we observe steady decreases in the av-
erage error on the test set. Such behaviour is important
if we wish to use our model to drive an activate learning
cycle [48].
METHODS
In this work, we adopt the same architecture for all
the problems investigated. We use the matscholar em-
bedding from [30] for which n = 200, set d, the size
of the elemental representations in the network, to 64,
and have 3 message passing layers each with 3 attention
heads. The networks f(...) and g(...) each have 256 hid-
den units and use LeakyReLU activation functions. The
output network is a deep neural network with 5 hidden
layers and ReLU activations. The number of hidden units
in each layer is 1024, 512, 256, 126, and 64 respectively.
Skip connections are added to the network to help tackle
the vanishing gradient problem [49].
To train the model we use the Adam optimiser and
fixed learning rate of 3× 10−4. A mini-batch size of 128
and weight decay parameter of 10−6 were used for all the
experiments. The models were trained for 250 epochs
(cycles through the data set).
For our baseline models we use the Random Forest
implementation from scikit-learn and use Matminer [50]
to generate the Magpie features. The max features and
number of estimators for the Random Forest are set to
0.25 and 200 respectively.
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