This article describes a data collection approach for determining the significance of individual heat fluxes within streams with an emphasis on testing (i.e. identification of possible missing heat fluxes), development, calibration and corroboration of a dynamic temperature model. The basis for developing this approach was a preliminary temperature modelling effort on the Virgin River in southwestern Utah during a low-flow period that suggested important components of the energy balance might be missing in the original standard surface-flux temperature model. Possible missing heat fluxes were identified as bed conduction, hyporheic exchange, dead zone warming and exchange and poor representation of the amount of solar radiation entering the water column. To identify and estimate the relative importance of the missing components, a comprehensive data collection effort was developed and implemented. In particular, a method for measuring shortwave radiation behaviour in the water column and an in situ method for separating out bed conduction and hyporheic influences were established. The resulting data and subsequent modelling effort indicate that hyporheic and dead zone heat fluxes are important, whereas solar radiation reflection at the water surface was found to be insignificant. Although bed conduction can be significant in certain rivers, it was found to have little effect on the overall heat budget for this section of the Virgin River.
INTRODUCTION
Physically based temperature models provide for the quantification of various heat fluxes as well as aid in understanding how management of river systems affects in-stream temperatures. Most temperature models include surface heat flux terms accounting for net shortwave radiation, longwave radiation, back radiation, sensible heat (conduction/convection) and latent heat (evaporation/condensation). There are, however, additional heat transfer mechanisms that have been identified as potentially important including bed conduction, transient storage (hyporheic exchange/subsurface storage and dead zones/surface storage) and solar radiation penetration and attenuation in the water column. The temperature models found that incorporate a subset of these additional processes are TEMP-84/86 Weatherred, 1984, 1987) , Heat Source (Boyd and Kasper, 2003) , SNTEMP (Theurer et al., 1984) and River Modelling System (or RQUAL) (Hauser and Schohl, 2003) . We were, however, unable to find any one model in the literature that includes the effects of bed conduction, exchange with the hyporheic zone, dead zone interactions and solar radiation penetration and attenuation on main channel temperatures.
Past approaches to understanding specific heat fluxes and their importance in rivers have resulted in conflicting information about the relative flux contributions (Johnson, 2004) . The unique characteristics of each system result in differing significant heat fluxes, suggesting that site-specific data are necessary to determine the key factors influencing in-stream temperatures and the appropriate strategies to mitigate heat loads. Several studies have stressed the use of both data and modelling techniques to quantify heat fluxes. The importance of heat conduction between the stream and the bed sediments (bed conduction) was shown to be system dependent and has typically been quantified via modelling and/or data collection (Brown, 1970; Jobson, 1977; Sullivan et al., 1990; Sinokrot and Stefan, 1993; Hondzo and Stefan, 1994; Rutherford et al., 1997; Evans et al., 1998; Meier et al., 2003; Johnson, 2004) . Similarly, other sediment-water interactions (hyporheic fluxes) are highly site specific and have been identified using solutes (Bencala and Walters, 1983; Stream Solute Workshop, 1990; Runkel, 1998; Gooseff and Mcglynn, 2005) and heat as tracers (White et al., 1987; Silliman and Booth, 1993; Silliman et al., 1995; Constantz et al., 2002; Alexander and Caissie, 2003; Meier et al., 2003; Stonestrom and Constantz, 2003; Hatch et al., 2006; Loheide and Gorelick, 2006) .
Although the effects of surface storage in dead zones on main channel in-stream temperatures are not DATA COLLECTION FOR TEMPERATURE MODELING 2903 often considered, Meier et al. (2003) applied a coupled one-dimensional hydraulics and heat balance dead zone model to estimate the effect of diversions on mountain stream temperatures. In this study, there was no direct discussion regarding the impact of the dead zones on main channel temperatures. Interactions between dead zones and the main channel in the context of solute and waterquality transport, however, have typically been included as part of the concept of transient storage, which is a term used for the combined effect of the hyporheic and dead zone exchanges. This concept and modelling approach has been used in numerous and diverse applications, but original citations include Bencala and Walters (1983) and Runkel (1998) . Although transient storage and the associated one-zone modelling (i.e. One-Dimensional Transport with Inflow and Storage (OTIS), Runkel, 1998) are appropriate for understanding the fate and transport of many constituents, the use of a lumped transient storage heatflux term in cases where both dead zones and hyporheic influences are important would be inappropriate due to these two zones being exposed to different heat transfer processes.
The reflection, penetration and absorption of radiation in water bodies have been studied primarily in lakes and oceans (Austin and Halikas, 1976; Jerlov, 1976; Kirk, 1994; Sweeny et al., 2005) . The limited information about shortwave radiation behaviour, as opposed to photosynthetically active radiation or other portions of the spectral range, in freshwater systems includes work by Sellers (1965) ; Dale and Gillespie (1977) ; Kirk (1994) ; Wang and Seyed-Yagoobi (1994) ; Evans et al. (1998) and Johnson (2004) . Because shortwave radiation is a dominant heat flux in most systems, it was determined that data regarding the reflection of shortwave radiation above and transmission within the water column would be key in quantifying the significance of this flux.
Based on past efforts to understand these heat fluxes, the three key objectives of the current study were (1) to determine the data collection strategies necessary to identify the important energy balance components not represented in standard surface-flux temperature models, (2) to identify key data types and (3) to determine how these data can assist in further model development, testing and calibration. This article presents the key data collected and the utility of each data type in understanding important heat fluxes, qualitative conclusions drawn from the data and selected modelling results that assist in confirming data observations.
STUDY AREA
Temperatures in the Virgin River, Utah, have been a topic of intense study due to concerns over habitat loss of unique native fishes including two endangered fish species: Virgin River Chub (Gila seminuda) and woundfin (Plagopterus argentissimus). The section of the Virgin River between Hurricane and Washington, near St. George, chosen for the study (Figure 1 extremely hot and dry summers with maximum daily air temperatures consistently greater than 38°C for the majority of July and August. Of greatest concern is the low-flow summer season when elevated stream temperatures limit fish habitat. Large amounts of temperature, flow and turbidity data have been collected by a variety of agencies in this portion of the Virgin River to understand how best to meet the water demands of a rapidly growing urban population along with agricultural and fish habitat requirements. These data, however, were not expressly collected for the purpose of quantifying or investigating energy fluxes in the river. Consequently, managing the river flows to mitigate in-stream temperature extremes has been hampered by incomplete understanding of the river's dominant heat fluxes. Figure 1 shows the study reach and data collection points. There are a number of inflows along the reach, however, the return flow from Quail Creek Reservoir is the largest and significantly influences in-stream temperatures. Cross-section 1 (CS 1), the upper boundary of the study reach, was located at a transition between a pool and a run after a large horseshoe bend in the river. The substrate at CS 1 consists of compacted gravel and cobble, filled with sand. Hurricane Bridge (CS 2) is situated near the middle of the study reach, 11 km below CS 1, between two riffles near the tail of a small pool. The substrate at CS 2 consists of loose and mobile sand. The terminus of the study reach, CS 3 (18 km below CS 1), was located above the backwater of the Washington Fields Diversion structure in a long run consisting of loose and mobile sand.
This section of the Virgin River was selected because it has minimal groundwater influence (Herbert, 1995) . The reach was split into two sections on the basis of bed slope and the substrate distribution established from a previous mapping effort. Section 1, including the reaches between CS 1 and a portion of the river 1Ð75 km below CS 2, has an average bottom slope of 0Ð0039 and bed substrate consisting of sand (56%), gravel (26%) and cobble (14%). Section 2 has an average slope of 0Ð0012 and bed substrate primarily consisting of sand (72%), gravel (15%) and cobble (10%) and therefore, has the potential to behave differently in terms of hyporheic influences and bed conduction than the upper section. Bottom sediments are highly mobile in this lower section.
Temperature dynamics in many rivers are dominated by surface fluxes and can, therefore, usually be modelled by only accounting for these fluxes. In the case of the Virgin River, however, preliminary work found that a standard temperature model that included only advection and surface flux terms was not sufficient to capture the nuances of the temperature dynamics (Addley et al., 2005) . Due to several site-specific features of the Virgin River system (e.g. unconsolidated and mobile lightcoloured sediments, very high summer air temperatures and rapid fluctuations between clear and turbid water due to storm events) and fluxes identified by others to be important in quantifying in-stream temperatures, we hypothesized that the model could be improved by including energy flux terms for bed conduction, exchange between the main channel and hyporheic zone, dead zone exchange, substrate warming by solar radiation penetration and a more appropriate representation of solar radiation entering the water column. Although in many systems vegetative and topographic shading can influence in-stream temperatures, these influences were found to be unimportant in this study reach. Webb and Zhang (1997) state that despite the importance of understanding heat sources and sinks in river systems for predicting water temperatures, few studies have collected in situ measurements of all energy balance components. In this study, we collected such data to understand the contributions of the different energy balance components that may affect model performance. In addition to each of these types of data, other data (e.g. tracer studies, weather data, inflow discharge and temperatures, etc.) were collected to test, populate and parameterize the resulting temperature model. Only portions of the data relevant to understanding energy balance fluxes are presented here, however, a description of all the data collected and the model development is presented in Neilson (2006) . The original temperature model developed and implemented in the preliminary study that included only surface fluxes was based on equations for atmospheric longwave radiation (5-25 µm) (J an ), water longwave radiation (J br ), conduction and convection (J c ) and evaporation and condensation (J e ) from Chapra (1997) . In contrast, the shortwave radiation term (0Ð31-2Ð8 µm) (J sn ) was populated directly from a time series of field pyranometer measurements. As mentioned previously, this modelling effort demonstrated that the surface flux-only approach could not explain temperature behaviour in the Virgin River, particularly at CS 3. This led to the development of the Two-Zone Temperature and Solute (TZTS) model of Neilson (2006) . Figure 2 shows the heat fluxes that are accounted for in the TZTS model. Bed conduction, exchange with the hyporheic zone and dead zone exchange fluxes were incorporated into the model to be used in tandem with the data collected to assist in determining the significance of each flux. In this model, exchange with the hyporheic and dead zones is approximated using one-dimensional mass transfer process across the interfacial area with the main channel.
METHODS
The data collection portion of the study was implemented in two stages. The first stage was carried out in July 2005 and focused on determining if the data collected represented the fluxes of interest. The second stage was modified based on the first effort and occurred
in September 2005. Locations CS 1, CS 2 and CS 3 ( Figure 1 ) were selected as data collection sites for both efforts to represent the bed slope and substrate conditions in the two study sections. Hobo Water Temp Pro V1 (Onset Corporation, Bourne, MA) temperature probes were placed in the water column and in the sediments to measure temperature at 5-min intervals at each location. Figure 3 shows the details of the probe placement in each cross-section. Probes 1 and 3 were situated to measure the temperatures of the dead zones. Probe 2 measured the main channel temperatures. Probe 4 was placed on the surface of the bed to measure the temperature of the water at or near the sediment-water interface and potentially measure the effects of substrate warming due to solar radiation penetration. Based on Silliman and Booth (1993) , probes 5-7 were buried at approximately 3, 9 and 20 cm to determine the depths at which sediment interacted with the water column and provide an understanding of bed conduction and other possible heat sinks or sources in the sediments (e.g. solar radiation effects and hyporheic influences).
Results from the initial data collection effort led to the hypothesis that hyporheic flow may have influenced temperatures measured in the substrate at CS 2 and 3. In September, three more probes (8-10) were buried at each site in the substrate and were isolated from lateral hyporheic advection by a plastic cylinder open at both ends (¾30 cm diameter and 30 cm tall) that was installed flush with the bed (Figure 3) . The cylinders were installed by shimmying them into the sand and then back-filling when necessary. These probes (8-10) were placed to provide independent measures of vertical heat transfer, which was initially assumed to primarily be due to bed conduction.
During the day, exposed slow-moving dead zones along the channel edge may exhibit higher temperatures than the main channel because of their shallow depth and reduced exchange with the main channel. Additionally, since these areas are shallower than the main channel, more solar radiation may penetrate to and warm the substrate. A number of such zones were identified in the study reach during preliminary surveys and tracer studies at the measurement sites CS 1-3. The dynamics of energy exchange between the main channel and these dead zones were characterized by measuring the difference in temperatures in this zone versus the main channel by the placement of probes 1 and 3 (Figure 3 ). Dead zone measurements were made on the northwest and southeast banks at each of the cross-section locations.
Probes 1-3 ( Figure 3 ) were anchored in the water column with rebar at approximately mid-depth of the water column. Sediment probes 5-7 and 8-10 were attached to a long piece of 1Ð27-cm PVC pipe that would slide over the rebar anchored in the centre of the cross-section. Three probes were attached externally at the specified depths. A short PVC arm indicated where the substrate surface should be located. In this application, probes were buried in the substrate by a combination of pounding and substrate removal and replacement. It was recognized that it is possible to alter the local permeability and create hyporheic exchange when excavating substrate to bury equipment. However, at each location in this study, the bed substrate (specifically the top 5-10 cm) primarily consisted of unconsolidated sand and therefore, the probability of altering the permeability was decreased. Due to the constant movement of sand, the depths of the sediment probes at CS 2 and CS 3 varied by š2 cm. Consequently, the burial depths of the sediment temperature probes were monitored and adjusted by removing or replacing sand to match the PVC arm to maintain the designed depths.
Data regarding incoming shortwave solar radiation, water surface albedo and shortwave radiation penetration through the water column to the substrate and its reflection from the substrate were collected using two CM3 pyranometers (Kipp and Zonen, Bohemia, NY). These pyranometers were mounted to a plate with one facing up and one facing down (creating an albedometer) to measure the incoming and reflected shortwave radiation. Hourly measurements of incoming and reflected shortwave radiation were collected just above the water surface, in the mid portion of the water column and just above the bed surface. Additionally, shortwave radiation attenuation was determined using the measures of shortwave radiation at different depths in the water column and were taken during each study several times daily to understand how the attenuation changes with solar azimuth and other variable conditions (e.g. turbidity). 
FIELD RESULTS AND DISCUSSION
Bed sediment temperatures Loheide and Gorelick (2006) state that similar to conduction, hyporheic exchange produces suppressed maxima, increased minima and induces time lags in water column temperatures. Data resulting from probes 5-10 ( Figure 3) can assist in determining whether hyporheic exchange or bed conduction is dominant at each location. Figure 4 shows the September study results of the buried temperature probes at CS 1. The sediment temperatures have a smaller magnitude and are lagged relative to the main channel temperatures. Such behaviour is typical of sediments dominated by heat conduction. The results from the buried probes (5-7) at CS 2 and CS 3 for the September study ( Figure 5 ) exhibit larger attenuation and time lags than CS 1. This suggests that additional heat transfer mechanisms (e.g. hyporheic exchange) may be present. These data are consistent with others that have observed hyporheic exchange resulting in sediment temperatures with smaller magnitudes and time lags from the main channel temperatures (Silliman and Booth, 1993; Silliman et al., 1995; Evans and Petts, 1997; Hatch et al., 2006; Arrigoni et al., 2008) . Beyond the time lag and buffering, CS 2 and 3 additionally have a much more irregular temporal variability that was tentatively attributed to changes in bed substrate movement. These large high-frequency temperature fluctuations are exhibited at the intermediate depths (3 and 9 cm) at CS 2 and CS 3. Because the water temperature time series does not manifest such variability, this suggests that hyporheic flows are influencing the probes at these depths. This hypothesis is in part supported by the fact that the deepest probes (20 cm) are also smooth which may indicate that the hyporheic intrusions do not penetrate below a certain depth and that conduction becomes dominant somewhere between 9 and 20 cm. As a consequence, the signal is further dampened between 9 and 20 cm.
The bed substrate at CS 1 consisted of gravel and cobble tightly compacted with sand. Additionally, it was located in a low-velocity portion of the channel occurring after the river strikes a canyon wall, creating a horseshoe bend in the river. At this location, downward exchange between the main channel and the hyporheic zone was less likely. Field observations of cool, porous and loose sand below the surface at CS 2 and 3 suggested that the influence of the hyporheic zone was greater at these lower two cross-sections.
Sediment temperatures in rivers and streams typically change with depth due to conduction forced by diel fluctuations of the overlying water column. In the situation where strong downwelling from the water column into the hyporheic zone is occurring, advection is dominant over conduction, and sediment temperatures may mimic instream temperatures closely. In situations when advection through the hyporheic zone is insignificant due to low permeability, bed conduction can be the prevailing heat flux in the sediments (Cardenas and Wilson, 2007) . To further attempt to separate out the confounding influences of conduction and advection through the bed sediments, data collected within the cylinder (probes 8-10) can be compared with those with no shielding (probes 5-7).
Figures 6 through 8 show the results from the two sets of buried probes by location for the September study. Figure 6 indicates that at CS 1, the temperatures inside and outside of the cylinder were very similar and did not exhibit the high-frequency temperature variations, providing little evidence of exchange with the hyporheic zone. In contrast, the two sets of sediment probes at CS 2 and CS 3 show significant differences (Figures 7 and  8 ). Note that while the temperatures inside the cylinder are smooth at CS 2, similar to CS 1, the temperatures in the cylinder at CS 3 for the 3-and 9-cm probes showed variations comparable to those outside the cylinder. The fluctuations in the cylinder suggest the influences of vertical advective heat exchange and therefore, show that the open cylinders will not measure the influences of only conduction under some circumstances (i.e. areas of upwelling or downwelling). Some of the large changes in temperature in a small amount of time in the afternoon at CS 3 may be due to manual removal of sediment that had deposited at the location of the equipment.
Another interesting feature of the data at CS 2 (Figure 7) is that the temperatures in the cylinder are higher than those outside the cylinder. It is assumed that the probes in the cylinder are experiencing primarily vertical advective influences and conduction. The probes outside the cylinder are being exposed to conduction, horizontal advective influences and vertical advective influences. Since horizontal flow can affect the vertical temperature distribution in groundwater (Lu and Ge, 1996) , it is hypothesized that the lower temperatures outside the cylinder are due to the effects of horizontal flow through the substrate causing a dampening effect. Table I shows the average of the absolute value of the differences and the maximum of the absolute value of the differences at each depth. The maximum differences are greatest in CS 2 and 3 with the largest difference being about 2°C at both CS 3 at 3 cm and CS 2 at 20 cm. These high values are explained by that fact that the bed substrate at CS 3 was quite loose and mobile, resulting in increased velocities in the substrate and shorter residence times, and that CS 2 was located near the tail of pool situated between two riffles where water may be plunging into the deeper substrate. The average differences are greatest at CS 2 at 9 and 20 cm, 0Ð59°C and 0Ð77°C, respectively. In Figure 7 , however, the large absolute differences are primarily due to the time lag in the two sets of curves. At CS 3, the differences are more uniformly offset and the lag is not present.
These data suggest that hyporheic flow affects this system by changing bed temperatures and the magnitude of the effects would be related to the rate of exchange and dominant flow path lengths through the hyporheic zone. According to these data, the amount of advective exchange in the sediments in the lower portion of this system (CS 2 and 3) appears to be higher than in the upper portion (CS 1) at these limited sampling locations. 
Dead zone temperatures
Figures 9 and 10 show the temperatures for both the dead zone and main channel probes at each cross-section for July and September. The temperatures in the main channel and the dead zones are similar except during the warming period at CS 3. The differences between these temperatures were greatest in July when the air temperatures were the highest and exposure to solar radiation was the greatest (e.g. exposed CS 3 dead zone, North in Figure 9 ). The differences between the two dead zones and the main channel in CS 1 and 2 are near measurement error (š0Ð2°C) for most of the study. Contrary to the initial hypothesis about dead zones being a heat source during the day, the dead zone probe temperatures (Figures 9 and 10 ) are often slightly cooler than the main channel between mid-morning and early evening. The differences in CS 3 in July (Figure 9) , however, are greater than at CS 1 and 2, and differ between the north and south edges of the river cross-section. At CS 3, during this study time period, the south edge of water was shaded during the hottest portion of the day. The north edge of water was exposed to the sun all day and shallow resulting in faster heating than the main channel, however, these temperatures eventually converge and reach approximately the same peak temperature. The shaded south-edge probe did not reach this same maximum temperature. This implies that although shade along the banks of a wide river may not significantly change the overall main channel temperatures, it can affect the shallow areas near the bank and create refugia for fish during the hottest times of the summer.
Shortwave radiation behaviour
In three separate solar radiation studies in June, July and September 2005 (the latter two being part of the study discussed in this article) with turbidities ranging from approximately 2 to 440 NTU and water depths from 51 to 84 cm, we found that (1) less than 10% of incoming shortwave radiation is reflected from the water surface, (2) high turbidity increased reflection by 3-7% relative to clear water and (3) the amount of solar radiation reaching the substrate may be sufficient to warm the substrate at the shallower depths (Neilson, 2006) . Figure 11 shows the data resulting from the pyranometer measurements during one day of the September study. The lines with circle symbols present the incoming and reflected radiation off the water surface for this day and show that a small percentage of radiation is reflected during the bulk of the day. The lines with the triangle symbols show that incoming radiation absorbed by substrate was significantly greater than that reflected from the substrate, suggesting that a warming of the substrate surface could be occurring. Figure 12 compares temperatures of the main channel temperature probe at mid-depth in the water column, a probe resting on top of the substrate and the probe (outside the cylinder) placed 3 cm into the substrate. These plots show that the top layer of the substrate either mimics the main channel temperatures, the substrate below or a combination of both. They also are slightly cooler during the daily peak than the main channel temperatures. Because the probe sitting at the substrate/water interface does not exhibit a temperature increase, it is hypothesized that a combination of advection across this surface, conduction with the water column, deeper ground conduction and exchange with the hyporheic zone may be muting the effects of the solar radiation on the substrate.
MODEL RESULTS
Initial qualitative data analyses provided information regarding the potential importance of each heat flux. The relative contributions of these fluxes were determined with the TZTS model (Neilson, 2006 ) that used main channel, dead zone and bed sediment temperature data for calibration and corroboration. For the July study period, main channel temperature information from CS 1 was applied as a boundary condition. Since the sediment thermal properties must be independently determined to use heat as a means to quantify advective fluxes or hyporheic exchange (Stonestrom and Constantz, 2003; Hatch et al., 2006) , data collected from probes 8-10 at CS 1 and 2 were used to determine an average thermal diffusivity of the sediments using inverse modelling.
As described more thoroughly in Neilson (2006) , the other model parameters were calibrated using temperature data from the main channel at CS 2 and CS 3 by employing the Multiobjective Shuffled Complex Evolution Metropolis (Vrugt et al., 2003) algorithm to determine the range of parameters resulting in objectively similar predictions. Of these parameter sets, the one resulting in the best fit at both locations, CS 2 and CS 3, was selected. Other temperature data sets (i.e. probes 1, 3 and 5-7) at CS 2 and CS 3 were used as corroboration data. Similar calibration efforts were conducted using solute data alone and solute and temperature data combined. The results presented in this article are from the calibration effort based solely on main channel temperature data at CS 2 and CS 3.
Heat fluxes resulting from the modelling effort show the individual effects of some of these identified heat sources and sinks. The initial modelling results do not include solar radiation penetration of the water column or reflection of solar radiation from the water surface throughout the day. However, dead zone surface fluxes and exchange with the main channel, advection into and out of the hyporheic zone and bed conduction were included. The individual fluxes calculated using this model over one day are shown in Figures 13 and   14 . Note that the surface flux values are the sum of the evaporation and condensation (J e ), conduction and convection (J c ), water longwave radiation (J br ) and atmospheric longwave radiation (J an ) terms. The shortwave radiation term was left separate in the plot due to its magnitude and importance.
Figures 13 and 14 indicate that the dominant heat flux into the system is shortwave solar radiation (measured at CS 1). The other combined surface flux terms create a net loss of heat from the system. Confirming the observations from some of the dead zone temperature probes, the dead zone flux provides a heat source during the night and a sink during the day. While on average this may be true, the dead zone temperature measurements shown in Figures 9 and 10 are both higher and lower than the main channel depending on exposure, aspect and depth of the measured dead zone. Regardless, the dead zone data and resulting modelling fluxes emphasize the importance of separating out the surface and subsurface storage zones associated with transient storage. Additionally, this stresses how stream morphology affects the in-stream temperatures and ultimately aquatic species. If dead zone areas are lost (e.g. through stream channelization), the energy buffering capacity associated with the dead zones may also be lost.
The two sediment fluxes, bed conduction and advective exchange with the hyporheic zone, prove to contribute to the lags in the in-stream diurnal temperature fluctuations. Bed conduction is the smaller of the two sediment fluxes, but it does result in a heat sink at night and a source during the afternoon hours in Section 1. Model results confirm that the hyporheic heat flux affects temperature behaviour in this system. During the night and early morning, the hyporheic zone acts as a heat sink. During the mid-morning and into the late evening, it acts as a heat source and contributes to the time lag in observed in-stream temperature fluctuations. Table II shows the overall effects of each flux over a day. Similar to what was shown in Figures 13 and 14 , Table II demonstrates that the shortwave solar radiation is the largest heat flux into the river over a day. Table II Additionally, it illustrates that there is a net heat loss (3% of the total) into the dead zones. Although the effect of bed conduction is minimal, the hyporheic flux is a fairly significant portion of the heat balance (3-5%).
The most interesting observation from Table II is that the dead zone, bed conduction and hyporheic fluxes nearly cancel each other out. Over a day, one could account for these fluxes and the average daily temperature would not be affected. These fluxes do, however, change the amplitude and time lag associated with in-stream diurnal fluctuations, improve the ability to predict instream temperatures accurately and assist in determining optimal management strategies to reduce maximum daily temperatures.
CONCLUSIONS
A data collection system was designed to determine the significance of energy fluxes for inclusion in a temperature model of the Virgin River. These data were effective in identifying the important energy fluxes in the system, and modelling results lent credibility about the dominant fluxes that should be quantified to understand in-stream temperature diurnal variations more accurately. It was found that bed conduction in the system can be important due to the interaction of the bed with the water column. In sections of river where hyporheic flow is significant, there is a need to isolate temperature responses due to conduction and advection through the hyporheic zone. Independent measures of these fluxes were useful in model development, parameterization and testing. The use of temperature probes placed both within and outside a cylinder can be an effective method to separate the two influences if placed in a neutral section of the stream (no strong upwelling or downwelling).
Hyporheic flow was identified as an important buffering mechanism for in-stream temperatures in the Virgin River. It plays a more significant role in the lower portion of the river (CS 2 and 3) where unconsolidated sediments seem to promote hyporheic exchange. Temperatures in the dead zones tend to track closely with those in the main channel except during warming of the exposed dead zone at CS 3 during the hottest portion of the summer. Many of the dead zones were shown to be slightly cooler than the main channel during the middle of the day, and the modelling results suggest that although temperatures are similar to those in the main channel, dead zones provide a heat sink during the day.
The pyranometer measurements show that only a small fraction of shortwave radiation is reflected off the water surface. Shortwave radiation does penetrate to the bottom of the channel, however, the effects of these fluxes appear to be muted by competing influences of advection over the surface, conduction with the water column and deeper alluvium and hyporheic exchange.
Overall, the data collection approach was successful at providing semi-quantitative information about the key heat sources and sinks. Additionally, the data provided critical information for model development, testing, calibration and corroboration.
