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Abstract 
The purpose of this research is to propose a procedure for selecting the most suitable proxy variable that explains the best the 
evolution of another variable and that generates the best predictions. These two criteria suppose the combination of the 
econometrical approach with the one based on the assessment of forecasts accuracy. In Romania, the BIM unemployment rate 
proved to be a better proxy than the number of unemployed people for the following reasons: a better lagged model was obtained 
to explain the evolution of the index of consumer prices (higher R-square and a lower value for Akaike informational criterion) 
and the predictions based on this model on the horizon January 2012- December 2012 are more accurate (the accuracy measures 
are lower and the accuracy tests indicates more accurate predictions). The monetary policy interest rate was an exogenous 
variable for both models. However, naïve forecasts based on random walk are more accurate than the predictions based on the 
proposed econometric models. So, a double analysis is recommended for the predictions based on econometric model: the 
selection of the best model and the selection of the most accurate prediction. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of the Department of Statistics and Econometrics, Bucharest University of Economic Studies.  
Keywords: forecasts; accuracy; proxy variable; unemployment rate; index of consumer prices; econometric model 
1. Introduction 
One of the purposes of econometric models estimation is the construction of forecasts. If more alternative models 
are proposed the problem is to select the one that explains better the evolution of a certain variable. But, this 
demarche should be continued with the evaluation of forecasts accuracy. Both types of evaluations (econometrical 
approach and the forecasts accuracy assessment) should be done, because these help us to select the best proxy 
variable used to describe a phenomenon. In forecasting, the accuracy criterion is the one to be chosen but it should 
not be separated by the econometrical approach. If different results are obtained using the two types of evaluations, 
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an important clue is offered: important shocks occurred on the forecast horizon and the model that explained worse 
the evolution of the predicted variable took them into account more than the other model.   
2. Econometrical evaluation and forecasts assessment  
 
The objective of this research is the proposal of a strategy to improve the forecasts for a certain macroeconomic 
variable, taking into account two approaches at the same time: the econometric criteria for the selection of the best 
model and the evaluation of forecasts based on the econometric model using accuracy criteria.  
For the theoretical background, we make the assumption that we identify more related data sets to describe an 
economic phenomenon. The dependent variable that should be predicted is denoted by Y. the proxy variable being 
Xi while the coefficients of the independent variables are the parameters of a linear and simple regression model. 
The objective is to choose the best observable variable for X.  
tititt XaXaaY  ......221 .        (1) 
An informal method implies the replacement of Xi with different proxy variables and it supposes that the model 
with the highest R-squared is the best. A more popular method is that based on a penalized likelihood. The most 
informational criteria used are: AIC (Akaike Information Criteria) AND SIC (Schwartz Information Criteria). For 
any term that punishes, some additional coefficients are added up to the likelihood function.  
Amemiya (1980) considered that the joint between the statistical evidence ( a single statistical measure for the 
selection of the best data set) and the economic theory (economic intuition for choosing the suitable variables and 
functional form of he regression model).   
For making comparisons between forecasts based on different econometric models, we should use some specific 
accuracy indicators: the two variants of U Theil’s statistic (U1 and U2), that are used by Bratu (2012). The following 
notations are used: 
a- the actual values 
p- the predicted results 
t- reference time 
e- the error (e=a-p) 
n- number of time periods 
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If 1U  is closer to one,  the forecast accuracy is higher.  
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If 2U =1=> there are not differences in terms of accuracy between the two forecasts to compare  
If 2U <1=> the forecast to compare has a higher degree of accuracy than the naive one  (the forecast based on 
random walk) 
If 2U >1=> the forecast to compare has a lower degree of accuracy than the naive one   
 
In practice, in order to assess independently the accuracy, other measures are used. If we consider Xt(k) the 
predicted value after k periods from the origin time t, then the error at future time (t+k) is: et(t+k). 
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 Mean error (ME)  
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 Mean absolute error (MAE)  



n
j
X kjTen
MAE
1
0 |),(|
1
   (6). 
 
The sign of ME gives us important information regarding the overestimation/underestimation of the forecasts. A 
negative value of ME shows too large in average values for the predicted indicator. 
 
3. The best proxy for predicting the index of consumer prices in Romania 
 
The objective of this research is related to the best proxy used in econometric models for describing the evolution 
of the index of consumer prices (ICP). On the other hand, we are interested in choosing the proxy that provides the 
best predictions for ICP.  The proxy variables are related to the unemployment evolution, choosing two variables: 
the unemployment rate and the number of unemployed people. According to Phillips curve, there is an inverse 
relationship between inflation rate and unemployment rate. The study follows two directions: the econometric 
approach regarding the most suitable model and the forecasting approach that is interested only in the quality of the 
provided predictions. For the Romanian economy, Pelinescu and Dospinescu (2005) proposed a model to forecast 
the monthly inflation rate. 
According to an international definition of International Bureau of Labour, the unemployed people are those of 15 
years up to 74 years old that fulfil the following conditions: 
 They do not have a job and they are not implied in any activity to get an income; 
 They search for a job and in the last 4 weeks they used different active methods to get a job (contact with an 
agency for employment, with managers or different people requiring a job, follow of a procedure to open a business, 
publication of announcements for seeking a job); 
 They are available for starting a job in the next two weeks if they find a job. 
The source of data for unemployment indicators is represented by Statistical Research regarding the employment 
in households (AMIGO in Romania) which is quarterly made according to the Regulation of the European Council 
and Parliament no. 577/1998 related to the organization of a statistical selective survey of the employment in 
European Community.   
The methodology used to estimate the BIM unemployment rate is based on econometric models that make a 
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suitable exponential adjustment of the data series with linear trend. The adjustment coefficients are computed 
considering the condition of minimization of the squared forecasted errors. The predicted values are processed data 
provided by the Statistical Survey regarding the employment in households. In our study we will used the seasonally 
adjusted data series.  
The variables used to make econometric models for the analyse and the prediction of index of consumer prices 
are: index of consumer prices (IPC) in comparable prices (December 2003=100), BIM unemployment rate(ur_bim), 
the number of unemployed people according to BIM methodology (u_bim) and the interested rate used by National 
Bank of Romania in monetary policy (ir).  Monthly data series were used and a seasonal adjustment was made for 
each data set using Census X11 (historical) method in EViews.  The adjusted time series for  IPC is denoted by 
IPCSA. 
The data series for the BIM unemployment rate and for interest rate used in monetary policy  are not stationary, 
being necessary a differentiation of order 1. The new variables are denoted by d_ur_bim and d_ir, Phillips-Perron 
test was applied to check the stationary of the data series.  
 
Table 1. Phillips-Perron test for checking the stationary of the data series. 
Variable  Model with trend and intercept Model without trend and 
intercept 
Model with intercept 
IPCSA PP=   -5.139145 
1%, 5%, respectively 10% 
critical values:      
-4.046072 
-3.452358 
-3.151673 
PP= -2.378786 
1%, 5%, respectively 10% 
critical values:        
-2.586753 
-1.943853 
-1.614749 
PP= -4.829383 
1%, 5%, respectively 10% 
critical values:        
-3.492523 
-2.888669 
-2.581313 
d_ur_bim PP= -4.666863 
 
1%, 5%, respectively 10% 
critical values:       -4.5348 
-3.6746 
-3.2762 
 
PP= -2.662268 
1%, 5%, respectively 10% 
critical values:        
 
-2.6968 
-1.9602 
-1.6251 
 
PP= -4.753948 
1%, 5%, respectively 10% 
critical values:        
-3.8304 
 -3.0294 
-2.6552 
 
d_ir PP= -5.059481 
1%, 5%, respectively 10% 
critical values:      
  -4.5348 
-3.6746 
-3.2762 
PP= -2.545634 
1%, 5%, respectively 10% 
critical values:      
  -2.6968 
-1.9602 
-1.6251 
PP= -5.065676 
1%, 5%, respectively 10% 
critical values:   
 -3.8304 
-3.0294 
-2.6552 
     
u_bim PP= -6.951421 
1%, 5%, respectively 10% 
critical values:      
  -4.571559 
-3.690814 
-3.286909 
PP= -2.69946 
1%, 5%, respectively 10% 
critical values:   
 -1.961409 
-1.606610 
-2.046578 
PP= -3.751905 
1%, 5%, respectively 10% 
critical values:       
 -3.857386 
-3.040391 
-2.660551 
 
 
The following lagged model was obtained for explaining the monthly evolution of IPCSA in constant prices.  
IPCSAt=1.0098-0.003745d_urbim(t-2)+0.00175|d_irt-2| (M1) 
 
According to Jarque-Bera test, we do not have evidence to reject the hypothesis of normality. The errors are 
homoskedastic and non-autocorrelated, according to Appendix 1. This regression model is used to make monthly 
predictions for 2012. 
Another econometric model was built using as independent variables the differentiated data series for interest rate 
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and the number of unemployed people according to BIM methodology.  
 
IPCSA(t)= 1,007+2134,292 [1/u_bim(t-1)]- 0,00137 d_ir (t-2) 
 
The hypothesis of errors homoscedasticity is checked, but the residuals are auto-correlated. In order to eliminate 
this inconvenient we made a transformation to the initial data series, considering new variables called Y*, X1* and 
X2*, which are defined as it follows: 
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r1 is the errors coefficient of autocorrelation of order one, which is computed knowing that Durbin-Watson 
statistic is: DW=2(1-r1). 
The new regression model will look like: ttt XXY *21076.2*1215.1504203.0*
8   (M2). 
This regression model is used in forecasting for 2012. 
According to econometrical approach the best model that explains the evolution of IPCSA is the one with 
unemployment rate as independent variable because the R-square is 0.7104 which is greater than 0.5330, the values 
of R-square for the second proposed model where the number of unemployed people is exogenous. On the other 
hand, AIC value is -7.3 for the M1 model which is less than -6.94 the value for M2 model. 
The forecasting procedure supposes making comparisons between the predictions based on the two econometric 
models.  
 
Table 2. Forecasts for the index of consumer prices based on the proposed econometric models (horizon January 2012- December 2012 
Forecast horizon Predictions for ICP using: 
Month  M1 model M2 model 
2012:01 1.020290591 1.035768 
2012:02 1.020967957 1.03755 
2012:03 1.020373268 1.03957 
2012:04 1.020626616 1.04024 
2012:05 1.020106204 1.03835 
2012:06 1.020334793 1.3928 
2012:07 1.019814381 1.3349 
2012:08 1.02004297 1.3287 
2012:09 1.019897058 1.3399 
2012:10 1.019751147 1.3111 
2012:11 1.019230735 1.3023 
2012:12 1.019459324 1.3104 
 
All the predictions are overestimated on the horizon January 2012-December 2012, which means that the 
predictions are too large in average. Moreover, this overestimation is persistent, because in absolute value ME and 
MAE have the same values. All the computed accuracy measures indicate that the forecasts based on M1 model are 
more accurate. U1 statistic is used for comparisons and the value of 0.061 is lower than that of the same indicator but 
registered for predictions of IPCSA based on M2 model. However, our predictions are less accurate than those based 
on random walk (the naïve forecasts). In this case, we can conclude that the result specified rather recently in 
literature is valid also for our case. Indeed, even in our situation the observation of Williamson (2007) was checked: 
simple econometric models like random walk generated better predictions than those based on complex econometric 
models.  
In order to compare the accuracy of two types of forecasts, Fildes and Steckler (2007) showed that it is not 
enough to use only the accuracy indicators, being necessary to use at least one accuracy test.  
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Table 3. The accuracy of forecasts made for the index of consumer prices based on the proposed econometric models (horizon January 2012- 
December 2012) 
Accuracy 
indicator  
Forecasts 
based on M1 
model 
Forecasts based on 
M2 model 
ME -0.0160 -0.2052 
MAE 0.0160 0.2052 
RMSE 0.0164 0.2517 
U1 0.0610 7.6950 
U2 (MASE) 3.6936 56.8390 
 
Morgan-Granger-Newbold (MGN) test was introduced in 1977 and it supposes the computation of differences 
between the corresponding errors and the sum of errors at the same moment. The sum and the difference of the 
errors at each time in the horizon are two variables: X and Z, for which the correlation will be checked. The 
correlation is not significant only if the forecasts have the same degree of accuracy or the same errors variances.    
 
tt MMt
eeX 21   
tt MMt
eeZ 21   (7)  
 
The Spearman’s coefficient of correlation between X and Z is -0.958, the value of t statistic used in the 
significance testing being -10.57, the absolute value being greater than the critical value. The p-value associated to 
this test is 0.000001 less than 0.05. So, there are significant differences between the forecasts based on the two 
econometric models on the horizon January 2012- December 2012. In conclusion, the forecasts based on M1 model 
are more accurate than those based on M2 model. The programme available on 
http://www.vassarstats.net/corr_rank.html, called VassarStats, was used to compute the Spearman’s coefficient. 
Harvey, Leybourne and Newbold (1997) modified this test, constructing a simple linear regression model with the 
two variables (the errors’ difference and the sum’s difference). The significance of the exogenous variable 
coefficient is checked. The dependent variable is the sum of errors, the form of the model being: ttt uaZX  . The 
probability associated to F test (Significance) is 151026.6  . This value is less than 0.05, so, with a probability of 
95%, we can conclude that there are significant differences in accuracy for the two types of forecasts. 
 
Table 4. F test for establishing the difference in accuracy for the forecasts based on M1 and M2 models   
ANOVA 
  df SS MS F Significance F 
Regression 1 0.251748 0.251748 5225.508 6.26E-15 
Residual 10 0.000482 4.82E-05 
Total 11 0.252229       
 
 
A very used test is that of Diebold and Mariano (1995), keeping the same null hypothesis of equal accuracy for 
the two types of predictions. Some steps are applied in order to compare the forecasts in terms of accuracy: 
1. The difference between squared errors of the two predictions is computed- )( 2e - squared errors of the 
forecasts based on M1 model and - )( 2*e -squared errors of the forecasts based on M2 model:  
)()( 2*,
2
,, tttttt eed  . 
 
2. The estimation of the following model: ttt ad ,   
3. The significance of coefficient (“a”) is tested and the final decision is taken. If “a” is not statistically 
significant shows that there are significant differences in the accuracy of the two types of predictions.  
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Table 5. The result of Diebold-Mariano test for checking differences in accuracy   
Dependent Variable: d(t,t)   
Variable Coefficient Std. Error t-Statistic Prob.   
C -0.063078 0.016505 -3.821688 0.0028 
 
The probability (Prob.) associated to the coefficient is less than 0.05, so the hypothesis of equal accuracy in forecasts 
is rejected.  The same conclusion was got using three different types of test, but Diebold-Mariano one is better, 
because it can be applied for one-step-ahead predictions, but also for predictions with a larger horizon.  
All in all, the econometrical approach conducts us to the same conclusion as the demarche based on accuracy 
evaluation. So, we have strong evidence to conclude that the ICP forecasts based on unemployment rate as the best 
proxy are more accurate than those that use the econometric model with number of unemployed people as exogenous 
variable.  
 
4. Conclusions 
 
This research analyzes two direction of study: the econometrical procedure and the forecasting one in order to 
select the best proxy variable to predict the index of consumer prices. The econometric criteria for the selection of 
the best model are: R-square and informational criteria. The forecasts accuracy criteria refer to classical measures o 
accuracy and to accuracy tests.   
This is a new approach in literature, even if the demarche is not difficult. In our analysis the two directions 
conduct us to the same conclusion. The ICP predictions based on a lagged model with BIM unemployment rate and 
interest rate as exogenous variable are more accurate than those based on a model with the number of unemployed 
people and the interest rate as independent variables.  
 
APPENDIX 1 
 
Tests for checking the homoscedasticity and the errors’ autocorrelation  
 
White Test:   
F-statistic 0.512940    Prob. F(5,87) 0.7658 
Obs*R-squared 2.663071    Prob. Chi-Square(5) 0.7518 
Scaled explained SS 5.317565    Prob. Chi-Square(5) 0.3784 
 
 
Breusch-Godfrey Serial Correlation LM Test: first order autocorrelation  
F-statistic 0.711002    Prob. F(1,15) 0.4124 
Obs*R-squared 0.558893    Prob. Chi-Square(1) 0.4547 
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