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Abstract 
Purpose – To present a new application of Pursuit based analysis for diagnosing rolling element bearing 
faults.   
Methodology - Intelligent diagnosis of rolling element bearing faults in rotating machinery involves the 
procedure of feature extraction using modern signal processing techniques and artificial intelligence 
technique-based fault detection and identification. This paper presents a comparative study of both the 
Basis and Matching pursuits when applied to fault diagnosis of rolling element bearings using vibration 
analysis. 
Findings – Fault features were extracted from vibration acceleration signals and subsequently fed to a 
Feed Forward Neural Network (FFNN) for classification.  The classification rate and Mean Square Error 
(MSE) were calculated to evaluate the performance of the intelligent diagnostic procedure. Results from 
the Basis Pursuit fault diagnosis procedure were compared with the classification result of a Matching 
Pursuit feature-based diagnostic procedure. The comparison clearly illustrates that Basis Pursuit feature-
based fault diagnosis is significantly more accurate than Matching Pursuit feature-based fault diagnosis 
in detecting these faults. 
Practical implications 
Intelligent diagnosis can reduce the reliance on experienced personnel to make expert judgments on the 
state of the integrity of machines.  The proposed method has the potential to be extensively applied in 
various industrial scenarios although this application concerned rolling element bearings only. The 
principles of the application are directly translatable to other parts of complex machinery.   
Originality/Value – This work presents a novel intelligent diagnosis strategy using pursuit features and 
feed forward neural networks. The value of the work is to ease the burden of making decisions on the 
integrity of plant through a manual program in condition monitoring and diagnostics particularly of 
complex pieces of plant.  
Keywords Basis Pursuit, feature extraction, neural network, pattern recognition, fault diagnosis, 
condition monitoring 
Paper type Research paper  
1. Introduction 
Maintaining the integrity of systems is an important element of modern day asset management and is 
universally emphasized to improve machine availability and thereby improve the economic gains in the 
triple bottom line. To optimize the integrity of a system appropriate condition monitoring and fault 
diagnosis of rotating machinery is required. Improving techniques for diagnosing rotating machinery, 
particularly rolling element bearing faults, can increase the availability and operation safety of 
machinery. Intelligent diagnostic techniques for rolling element bearings are a key option that ensures 
the reliability of condition monitoring and fault diagnosis. Generally, fault diagnosis is conducted 
according to the procedure, which commences with data acquisition followed by feature extraction and 
concluding with fault detection and identification (Yang, Mathew, and Ma, 2002).  
Typically, data are obtained using accelerometers, which are attached to ball bearing casings. The 
collected data then needs to be analyzed. However, if the signals are not analyzed effectively, they can 
often be contaminated by noise. Features which can be used to identify bearing conditions can therefore 
often go undetected. Rolling element bearings often fail due to spalling and cracked defects in the inner 
and outer races, as well as the rolling elements. Bearing vibration is usually dominated by low frequency 
components caused by shaft rotation, stiffness variation and load fluctuations. Capturing these vibration 
features and extracting corresponding rolling element bearing conditions has been challenging 
researchers for many decades. 
A review of numerous fault diagnosis vibration feature extraction techniques has been presented (Yang, 
et al, 2003). The techniques include time-domain analysis, frequency- domain analysis and time-
frequency domain analysis, which range from statistical model based methods to various signal 
processing algorithms. Most recently, time-frequency analysis has become popular due to its advantages 
in the representation of non-stationary signals. This characteristic of time-frequency analysis (Yang, et 
al, 2003) makes it advantageous in analyzing vibration signals that are non-stationary. Techniques such 
as the Windowed Fourier Transform (WFT) (Pan, et al, 1996) and Short Time Fourier Transform 
(STFT) (Klein, et al, 2001) have been used to monitor conditions of machinery. The Continuous 
Wavelet Transform (CWT) (Lopez, et al, 1994; Samuel, et al, 2000; Wang, et al, 2001) was developed 
with precise time resolution and has been applied to time-frequency analysis of vibrations of rotating 
machinery. The Discrete Wavelet Transform (DWT) is an efficient algorithm and Mori (1996) has used 
it in the prediction of spalling in a ball bearing. Altmann (1999) and Nikolaou (2002) analyzed 
vibrations in both low frequency bands and high frequency bands using discrete wavelet packet analysis 
(DWPA), resulting in some success. The wavelet transform was further applied using the Morlet wavelet 
by Lin (2000, 2001). Approximation with pursuit techniques such as Matching Pursuit (Liu, et al, 2002) 
and Basis Pursuit (Yang, et al, 2003) was applied to diagnosing faulty bearings. By using Pursuit, defect 
related features can be effectively extracted.  
Artificial intelligence techniques such as neural networks (NN), expert systems and fuzzy logic have 
been introduced to the activity of rolling element bearings fault diagnosis based on vibration features 
(Paya, et al, 1997; Engin, et al, 1999; Taniguchi, et al, 1999). NNs have a proven ability in pattern 
recognition and have been applied in machinery fault diagnosis  (Yang, et al, 2002) including Back 
Propagation for Feed Forward Networks (BPFF) (Wang, et al, 1998), Multi Layer Perceptrons (MLP), 
Radial Basis Function networks (RBF) (Lowes, et al, 1997), Self Organised Maps (SOM) (Tanaka, et al, 
1995), Principal Component Analysis (PCA) , and a Recurrent Neural Network (RNN) (Parlos, et al, 
1999). 
Initially, this paper presents a procedure for intelligent fault diagnosis of rolling element bearings which 
combines Basis Pursuit and a FFNN classifier. The principle of the intelligent diagnosis procedure is 
then introduced followed by the reporting of results of the implementation of various case studies while 
the performance of the intelligent diagnosis is evaluated. This evaluation was undertaken using 
classification rate and a comparison with the result of a previous study on automatic diagnosis based on 
Matching Pursuit features. Finally, concluding comments are drawn. 
 
2. The intelligent fault diagnosis procedure 
The proposed intelligent fault diagnosis procedure is illustrated in Figure 1 and begins with the input of 
vibration signals of bearings followed by Basis Pursuit feature extraction and subsequently NN Bearing 
condition classification. The feature extraction (refer to Figure 2) is conducted by utilizing the Basis 
Pursuit algorithm to analyze vibration signals and obtaining Basis Pursuit coefficients for each vibration 
signal. Feature patterns are then formed by selecting significant components from these Basis Pursuit 
coefficients. A NN classifier is used to further classify bearing conditions including Healthy Bearings 
(HB), Inner Race Fault (IRF), Outer Race Fault (ORF), and Rolling Element Fault (REF).  
 
Figure 1. The intelligent fault diagnosis procedure using Basis Pursuit and NN 
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Figure 2. Feature extraction using Basis Pursuit 
 
2.1 Feature extraction- the Basis Pursuit Analysis of Vibration Signals 
A vibration signal of an operating bearing x  (viewed as a vector in nR ) may be represented as an 
adaptive approximate decomposition (Mallat, 1999) 
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Where γ is an index of an over complete dictionaryΓ , γα is the coefficient of the element γφ , m  is the 
order of the decomposition, and ( )mR  is a residual.  
Basis Pursuit (Chen, et al, 2001) (one of the adaptive approximation methods) representation of the 
signal is to decompose x  by convex optimization in over complete dictionaries. The decomposition is 
obtained by minimizing the 1l norm of the coefficients occurring in the representation. 
1
min α
 
Basis Pursuit has been successfully applied in feature extraction and visual interpretation of machinery 
fault related signals (Yang, et al, 2003). The success of the initial application was due to the usage of a 
powerful over complete dictionary, wavelet packet dictionary (Yang, et al, 2003), and the right choice of 
the wavelet packet. 
Coifman and Meyer (Yang, et al, 2003)] developed one type of wavelet packet especially to meet the 
computational demands of discrete-time signal processing. This type of wavelet packet comprises 
families of symlet wavelet packets, in which symlet functions were considered for reasons of  
orthogonality and that its waveform has similarities to  vibration. The symlet wavelet packet dictionaries 
are most effective in extracting vibration time-frequency features.  These wavelet functions were chosen 
among the wavelet packet dictionaries to derive coefficients which best match the energy level of 
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vibration components. All of this, indicates that symlet wavelet packet dictionary based Basis Pursuit 
technique can be effective and efficient for vibration feature extraction in order to be fed into pattern 
recognition tools when diagnosing rotating machinery faults 
Basis Pursuit coefficients selection 
For signals of N samples, each vector of a wavepacket dictionary (a wavelet packet atom γψ ) is indexed 
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In this analysis, the decomposition was conducted with j valued as 1, 2, 3, and 4. The parameter 
( )tγψ employed includes all ( )kpj ,,=γ with jj kNpj 20,20,40 ≤≤≤≤≤≤ − . Coefficients γα , which 
are the amplitudes of the time-frequency components ( )tγψ , are then formed into vibration feature bases. 
Feature pattern 
Based on the Basis Pursuit coefficients of signal, a feature pattern is formed by selecting high energy 
components, or a certain number of maximum values of the coefficients. In this application, the number 
of selected values for the feature pattern increased in powers of 2, including 16, 32, 64, and 128. A value 
under 16 is considered insufficient to represent a signal while a value over 128 would be considered 
burdensome for calculation.  
 
2.2 Neural network classifier 
A NN is a mathematical structure which is capable of identifying complex non-linear relationships 
between input and output data sets. Generally, NN include a FFNN, and a RNN. The network topology 
chosen is the usual feed forward (FF) which has been found to perfor accurately in classification. 
The developed training algorithms and activation functions provide a variety of options for researchers 
when applying NNs. A sigmoid function is represented as 
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This function is especially advantageous for use in NNs trained by back-propagation; because it is easy 
to differentiate and can therefore dramatically reduce the computational burden for training. The 
function is also used in applications that have desired output values for pattern recognition. This makes 
it suitable for the presented classification application. 
A Back Propagation algorithm is commonly used in the training of a NN which is applied for ordered 
partial derivatives. The algorithm can be used to calculate the sensitivity of a cost function with respect 
to the internal states and weights of a network. The term Back Propagation infers a backward pass of 
error to each internal node within the network, which is then used to calculate weight gradients for that 
node.  
In the intelligent diagnostic application, the features of signals extracted using the above methods are fed 
into a FFNN (as shown in Figure 3) to train the network and detect the condition of the bearing to be 
diagnosed.  
One FFNN was designed, which has eight input nodes, two hidden layers with ten nodes and four output 
nodes. The input layer includes eight nodes which are connected to two hidden layers. The output layer 
of the NN comprises four nodes, which represent the classes of the rolling bearing conditions: Healthy, 
IRF, ORF, and REF respectively.  
The NN was trained using the back propagation algorithm. Sigmoid functions were used as activation 
functions in the NNs. The training ceased in accordance with the criteria of either Mean Square Error 
(MSE) reaching certain value or that the epoch of training reached a certain value. In this diagnosis, a 
target Mean Square Error of 510− and a maximum iteration number (epoch) of 300 was setup. During our 
training processes, generally the epoch value of 300 was the one reached first. The Mean Square Error 
(MSE) at this time was used as a criterion for appraising the training performance of the NN and the 
classification rate as the criterion for appraising each diagnosis procedure. 
 
 
Figure 3. A multi output neural network architecture 
 
3. Experimental apparatus 
The experimental apparatus for data acquisition is shown in Figure 4. The test rig consists of an AC 
motor, accelerator, dynamometer and control electronics. The test bearings support the motor shaft and 
an accelerometer was mounted on the bearing to be diagnosed. An amplifier, anti-aliasing filter, A/D 
converter and data recorder were subsequently connected to obtain the digitized acceleration signals.  
 
 
Figure 4. Experimental apparatus 
4. Case studies and discussion 
To test the proposed intelligent diagnostic technique, case studies were conducted using data collected 
from healthy bearings, as well as bearings with IRF, ORF and REF. The data were analyzed using Basis 
Pursuit for FFNN classification.  
Figure 5 illustrates an example of four data sets, which were analyzed using the Basis Pursuit with a 
symlet wavelet packet dictionary. In the time-frequency maps, the colors range from white to black, 
with shades of grey representing the amplitude values of the time-frequency components. The signals 
were decomposed to the fourth iteration and then presented as time-frequency maps with relatively 
coarse resolution. The high energy time-frequency components appear clearly in the time-frequency 
maps. Although these decompositions were not accurate enough for direct interpretation, the time-
frequency analysis of bearing signals under Healthy, IRF, ORF and REF conditions were clearly 
identifiable. It can be noted that the data were filtered, and the resultant energy was localized in narrow 
frequency bands after Basis Pursuit analysis. Referring to Figure 5, it can be seen that the high energy of 
the signals was concentrated primarily in certain frequency bands within varying conditions: 
• 0-3K Hz band for Healthy condition (see Figure 5 (a)) 
• 2K-5K Hz band for Inner Race Fault (see Figure 5 (b)) 
• 3K-4K Hz band for Outer Race Fault (see Figure 5 (c)) 
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• 3K-4K Hz for Rolling Element Fault (see Figure 5 (d)) 
Figure 5 provides additional information related to the difference of the amplitude values of high energy 
time-frequency components and the variations in time intervals for the different frequency bands of the 
different signals. These time variations further enable one to differentiate the faults. 
Comparing Basis Pursuit analysis with Matching Pursuit analysis (as shown in Figure 6 (a)-(d)), Basis 
Pursuit provides greater accuracy of information on fault related features. The high energy concentrated 
frequency bands from Basis Pursuit analysis of the signal are more focused than those from Matching 
Pursuit analysis of the signal. The high energy components from Basis Pursuit analysis in Figure 5 (a)–
(d) are more distinguishable than those from Matching Pursuit analysis in Figure 6 (a)-(d). 
Figures 7 (a)-(d) demonstrate the Basis Pursuit coefficients corresponding with the time-frequency maps 
in Figures 5 (a)-(d) respectively. It can be seen that the Basis Pursuit coefficients of signals under 
different conditions are clearly distinguishable with the most activity in Figure 7 (c), the signal for the 
inner race fault. 
Feature vectors were further derived from the above-mentioned Basis Pursuit coefficients and formed by 
selecting the maximum values among these coefficients (as shown in Figures 8 (a)-(d)). Results indicate 
that the feature vectors of the bearing signals under different conditions: 
• appear flat in the Healthy condition (refer to Figure 8 (a)); and  
• have some peak values for Inner Race Fault, Outer Race Fault and Rolling Element Fault (see Figure 
8 (b) - (d)). 
These derived feature vectors appear identifiable for the classification of the bearing conditions. 
The FFNN was tested based on the above derived features. In total, 120 data sets of each bearing 
condition were analyzed to test the proposed methodology. The training procedures were ceased after 
300 epochs. The resultant classification rate and estimation error are shown in Table 1. The maximum 
value number used as the dimension of the input feature vectors were 16, 32, 64 and 128 respectively. 
The classification rate ranged from 85% for the Rolling Element Fault condition to 100% for the other 
conditions when using 16 maximum values of Basis Pursuit coefficients were used as the inputs. The 
classification rate ranged from 55% for the Rolling Element Fault condition to 97.5% for the Outer Race 
Fault condition when using 128 maximum values of Basis Pursuit coefficients as the inputs. These 
features performed poorly for the classification of bearings under the Rolling Element Fault condition. 
 
5. Concluding comments 
The results presented and discussed in this paper clearly indicate that the Basis Pursuit can be used to 
effectively extract features which are then fed into an FFNN classifier. The FFNN classifier accurately 
categorized conditions for Healthy, IRF, ORF and REF bearings.  
The 16, 32, and 64 maximum values of Basis Pursuit coefficients (as features) produce an accurate 
classification. The proper design of an FFNN is vitally important for successful diagnosis, with the 
FFNN requiring two hidden layers and four output nodes which produce accurate diagnostic results with 
accurate classification and low MSE.  
The proposed novel diagnostic schema is effective for diagnosing Rolling Bearing Faults in rotating 
machinery. The potential for applying this technique to other more complex machine elements such as 
pumps, fans, gears and propellers is promising – a feat that is being contemplated in furthering the 
current work in condition monitoring. 
Finally, compared with the intelligent fault diagnosis which was based on Matching Pursuit (Yang, et al, 
2004), the Basis Pursuit based NN has been shown to be more effective in diagnosis of bearing faults 
with an improved classification rate. 
 
 
 
 
 
Table 1. Classification performance of different intelligent fault diagnosis based on Basis Pursuit 
Features Fault 
type 
Train-
ing sets 
Test 
sets 
Correct 
classifica 
-tion 
Misclass-
ification 
Classifica 
-tion rate 
MSE 
IRF 40 0 100% 0.00014 
ORF 40 0 100% 0.00043 
REF 34 6 85% 0.00028 
Maxi 
-mum 
16 value  
Normal 
80 40 
40 0 100% 0.00005 
IRF 39 1 97.5% 0.00001 
ORF 38 2 95% 0.00001 
REF 37 3 92.5% 0.00007 
Maxi 
-mum 
 32 value  
Normal 
80 40 
40 0 100% 0.00015 
IRF 28 12 70% 0.00371 
ORF 31 9 77.5% 0.00222 
REF 35 5 87.5% 0.00346 
Maxi 
-mum 
 64 value  
Normal 
80 40 
40 0 100% 0.00224 
IRF 25 15 62.5% 0.00021 
ORF 37 3 97.5% 0.00037 
REF 25 15 55% 0.00088 
Maxi 
-mum 
 128 
value  Normal 
80 40 
38 2 95% 0.00007 
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Figure 5. The Basis Pursuit analysis of the vibration signals of bearings under condition: (a) Normal (b) 
Outer Race Fault (c) Inner Race Fault (d) Rolling Element Fault 
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Figure 6. The Matching Pursuit analysis of the vibration signals of bearings under condition: (a) Normal (b) Outer 
Race Fault (c) Inner Race Fault (d) Rolling Element Fault 
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Figure 7. The Basis Pursuit coefficients of vibration signals of bearings under conditions: (a) Normal  
(b) Outer Race Fault (c) Inner Race Fault (d) Rolling Element Fault 
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Figure 8. The Basis Pursuit features of vibration signals of bearings under conditions: (a) Normal (b) 
Outer Race Fault (c) Inner Race Fault (d) Rolling Element Fault 
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