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                                                                Chapter 1
Introduction 
 
The primary aim of most companies is profit maximization and growth. However, due to an 
increasing economic globalization companies have to be able to cope with a growing competi-
tive pressure. In order to position themselves effectively on the market, companies are forced 
to create products able to satisfy consumer needs and preferences, better than competition. 
The inability to adequately satisfy consumer preferences and fulfill consumer needs is one of 
the main reasons for the failure of new or modified products. A widely applied method for 
measuring, analyzing and predicting consumer preferences is conjoint analysis. Since its in-
troduction to marketing research (Green and Rao 1971; Green and Srinivasan 1978) conjoint 
analysis has become a popular method in marketing science and practice. Based on the pio-
neering work by McFadden (1974) on discrete choice models and Louviere and Woodworth 
(1983) who integrated conjoint and discrete choice approaches, especially Choice-Based Con-
joint (CBC) analysis has evolved as the most widely used conjoint method in marketing theo-
ry and practice. CBC analysis combines “the best features of discrete choice models and con-
joint analysis” (Cohen 1997, p.14). In general, conjoint analysis is a data collection technique 
using experimental designs. Based on random utility theory proposed by Thurstone (1927) 
discrete choice models are statistical methods for analyzing choice responses and can be ap-
plied for example to CBC data (Cohen 1997).
1
 The objective of CBC analysis is to estimate 
consumers’ preference structures (part-worth utilities) by asking individuals to choose among 
different sets of alternatives (choice tasks), where each alternative is described by several at-
tributes and attribute levels. Thus, in contrast to traditional conjoint analysis where individu-
als are asked to rate or rank a single set of alternatives, CBC analysis closely mimics what 
individuals do in real environments because when purchasing products they make choices and 
probably do not rank or rate product alternatives (Louviere 1988).
2
 A serious limitation in 
early applications of CBC analysis was that part-worths could not be estimated at the individ-
ual, but only at the aggregate or segment level, because choice data provides less information 
than rankings- or ratings-based conjoint data (Huber and Train 2001; Green, Krieger, and 
Wind 2001). The revolution occurred with the availability of Hierarchical Bayes (HB) estima-
                                                 
1
 For a detailed distinction between discrete choice models and conjoint analysis see Louviere, Flynn, and Car-
son 2010. 
2
 For an overview of advantages of CBC analysis over traditional conjoint analysis see for example Cohen 1997. 
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tion procedures (e.g., Allenby, Arora, and Ginter 1995; Allenby and Ginter 1995; Lenk et al. 
1996). The application of HB methods nowadays allows the estimation of reliable individual-
level part-worths so that it is possible to recover respondents’ heterogeneous preferences from 
choice data (Allenby et al. 2005). In particular, HB combines information from two sources to 
estimate individual-level part-worths: i) each individual’s choice data represented by a model 
of decision making and ii) a model that describes the distribution of preferences across all 
respondents (Allenby and Rossi 2006).  
In the present work we focus on CBC analysis using HB for the estimation of part-worth utili-
ties. Specifically, we conduct three extensive simulation studies in order to explore the statis-
tical performance of HB-CBC models.  
The objective of the first simulation study is to examine if there exists a limit for parameter 
settings in CBC studies. With the use of HB it is possible to estimate individual part-worths 
from a technical point of view even when there are more parameters than observations. As a 
consequence market researchers are confronted with the problem that clients desire to include 
more and more attributes while keeping the choice task manageable. Therefore, the question is 
how many attributes, how few respondents, or how few choice tasks per respondent can be 
considered in a CBC model in order to ensure still good estimation and prediction results.  
The second simulation study focuses on the prediction of preference shares. Since from a 
managerial point of view part-worths resulting from CBC analysis are rather abstract and dif-
ficult to interpret shares of preference are derived subsequently that are easy to understand 
and much more appealing. In order to predict which products respondents would choose in a 
(hypothetical) market scenario, different choice rules can be used that relate respondents’ util-
ities to expected individual choice probabilities. Those choice probabilities can be aggregated 
across respondents to obtain the share of respondents who prefer one product compared to the 
other competing items. However, each choice rule has its pros and cons. As a consequence 
choice share predictions can be different depending on the applied choice rule and may lead to 
wrong managerial decisions. Thus, the second study wants to shed more light on the question 
which choice rule should be used in order to predict preference shares as accurate as possible. 
In particular, the special focus here lies on the use of HB draws combined with first choice 
simulations for preference share predictions.  
As mentioned above, the key strength of HB is its ability to provide individual part-worth 
estimates given only relatively few observations per respondent. In order to be able to stably 
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estimate individual part-worths, HB inference requires prior beliefs about the unknown part-
worths. Therefore, in our third simulation study the objective is to investigate the impact of 
these prior beliefs on the performance of HB-CBC models. To be precise the goal of the study 
is to substantially contribute to the question how HB prior parameter settings (i.e. the prior 
variance and the prior degrees of freedom) affect the performance of HB-CBC models.  
An overview of the most important studies in the context of these three particular fields of 
research addressed in this thesis is given in Table 1.1. In previous simulation studies related to 
conjoint analysis researchers used synthetic data to compare the performance of different con-
joint segmentation methods (Vriens, Wedel, and Wilms 1996) or of conjoint models estimated 
at different levels of aggregation (Andrews, Ansari, and Currim 2002; Backhaus, Hillig, and 
Wilken 2007; Chakraborty et al. 2002). Here, we use simulated data in order to be able to 
explore the statistical performance of HB-CBC under systematically varying conditions. The 
great advantage of synthetic data is that the true parameters are known and can be compared 
to the estimated ones. Thus, the performance of HB-CBC can be assessed. With regard to the 
performance of HB estimation Backhaus, Hillig, and Wilken (2007) found that the HB ap-
proach performs best across competing choice-based conjoint models (traditional CBC, latent 
class CBC, HB-CBC) and ratings-based limit conjoint models (limit conjoint, limit FM con-
joint, limit HB conjoint models) independently from the data collection process (i.e. choice or 
rating data). As well, the simulation study by Wirth (2010) revealed that HB-CBC works very 
well even under sparse data conditions. The present work will show that for simple CBC set-
tings HB estimation proves to be quite robust, but when the CBC design is already complex 
HB is starting to collapse under certain conditions.  
With regard to choice rules comparisons previous studies focused on the traditional First 
Choice (FC) rule and probabilistic choice rules like the Logit Choice (LC) rule or the Bradley-
Terry-Luce (BTL) rule (e.g. Finkbeiner 1988; Green and Krieger 1988; Elrod and Kumar 
1989), or new (modified) approaches (compare Baier and Gaul 2007; Tsafarakis, Grigoroudis, 
and Matsatsinis 2011). Further, although the use of HB estimation techniques for CBC data 
has been established since the mid 90’s and also the Randomized First Choice (RFC) rule was 
introduced to correct for product similarity, only few studies analyzed the performance of 
using HB draws or the RFC rule for choice share predictions (Huber, Orme, and Miller 1999; 
Orme and Baker 2000; Baier and Polasek 2003; Arenoe 2003). In particular, only two studies 
provide findings on the predictive performance of using HB draws for preference simulation 
and both studies used empirical data. Baier and Polasek (2003) presented an empirical study 
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for metric conjoint data. They assessed the predictive accuracy of simulations from HB ran-
dom draws compared to traditional procedures for preference simulations. The authors found 
that HB draws are superior as compared to probabilistic choice rules. The study conducted by 
Orme and Baker (2000) is the only one that compared predictions based on HB draws to pre-
dictions based on the RFC rule. RFC simulations turned out to be slightly more accurate for 
the data sets considered than those using HB draws. In the present thesis we consider tradi-
tional choice rules as well as the RFC rule and HB draws for simulating shares of preference 
among competitive product concepts. To the best of our knowledge there is no study based on 
synthetic choice-based conjoint data that systematically explores the accuracy of preference 
share predictions by HB draws in comparison to traditional choice rules like the First Choice 
rule, the Logit Choice rule, as well as to the RFC rule. Our results clearly show the superiority 
of HB draws combined with first choice simulations that lead to the lowest prediction errors 
across all choice rules considered.  
Related studies concerning HB prior settings mainly concentrated on priors in the context of 
sparse CBC data sets (Pinnell and Fridley 2001; Orme 2003; McCullough 2009; Lenk and 
Orme 2009). Orme (2003) found that default settings for the HB covariance matrix priors lead 
to overfitting for sparse data sets and pointed out that results improved by adjusting priors to 
be more informative. In addition, McCullough (2009) showed that default prior settings are 
not optimal for sparse CBC data sets. Furthermore, evidence that more informative priors can 
improve the estimation for sparse data sets is provided by Lenk and Orme (2009). A meta-
analysis of 50 commercial CBC data sets conducted by Orme and Williams (2016) further 
revealed that the optimal prior settings depend on the data set characteristics. Across CBC 
data sets the results showed that the optimal prior variance setting ranged from 0.1 to 1.6. 
Hence, they proposed a default value of one. In the present study we find that overfitting with 
respect to parameter recovery and model fit becomes evident for a prior variance of 4. The 
main finding of our simulation study is that the predictive performance of HB turns out to be 
only slightly affected by the prior variance even in the most extreme cases, i.e. if we go far 
beyond a prior variance of 4. Further, results show that the prior degrees of freedom settings 
play only a negligible role not having any noticeable impact on the performance of HB. 
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Objectives and outline of this thesis 
In the first part (simulation study 1), the main focus lies on the detailed investigation as to 
when HB estimation in CBC analysis reaches its limits. In order to examine if there exists a 
limit for parameter settings in CBC studies, we design a simulation study using synthetic 
choice-based conjoint data.
3
 That way, we are able to explore how few respondents, how few 
choice tasks per respondent, or how many attributes one can consider in a HB-CBC model 
before the statistical model performance gets considerably worse. The simulation design 
(choice of experimental factors and data generation process) except for some modifications 
closely follows the study designs as proposed by Vriens, Wedel, and Wilms (1996), Andrews, 
Ainslie, and Currim (2002), Andrews, Ansari, and Currim (2002), and Wirth (2010) (compare 
Table 1.1). Accordingly, the statistical performance of HB is evaluated under experimentally 
varying conditions based on seven experimental factors (among them the number of attrib-
utes, choice tasks, and respondents, as well as the number of attribute levels, number of alter-
natives per choice task, the sample structure, and the amount of error) using criteria for good-
ness-of-fit, parameter recovery and predictive accuracy. In addition, analyses of variance 
(ANOVAs) are conducted to assess the impact of the experimental factors on the measures of 
performance. We further perform a sensitivity study with still more extreme level settings for 
some of the experimental factors.  
In the second part (simulation study 2), we focus on the application of CBC analysis to con-
duct market simulations. The application of HB estimation in CBC analysis offers the oppor-
tunity to directly use HB random draws for those market simulations. However, only few 
studies have been conducted to assess the predictive accuracy of simulations from HB draws 
(compare Table 1.1). In this context (using the HB-CBC model to estimate individual part-
worth utilities) we systematically compare market share predictions based on the following 
choice rules: (1) the First Choice rule, (2) the Logit Choice rule, (3) the Randomized First 
Choice rule, and (4) HB random draws combined with first choice simulations. Here, based 
on the data generation process used in simulation study 1, we also design a simulation study 
in order to examine the conditions under which one of these choice rules recovers preference 
shares better than the other. Further, we investigate the power of the different choice rules to 
handle predictions for similar alternatives and therefore assess how well they tolerate the Ir-
                                                 
3
 In all three studies presented in this thesis individual-level part-worths are generated and respondents’ choices 
are simulated by using the software R 2.15.2 and higher versions (R Core Team 2012). Based on the simulated 
respondents’ choices the individual-level part-worths (as well as the population means and the covariance ma-
trix) are then re-estimated using HB as implemented in the Sawtooth Software.  
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relevance of Independent Alternatives (IIA) property (cf. Orme and Huber 2000; Orme and 
Baker 2000). To investigate how well the choice rules account for the IIA property, two dif-
ferent holdout choice scenarios containing three alternatives each are carefully designed under 
each treatment. In order to assess the potential IIA bias one holdout task is designed to have 
two of the three alternatives extremely similar to each other. The second holdout task consists 
of alternatives that are all different from each other. Analogous to simulation study 1, the per-
formance of the four choice rules is evaluated under experimentally varying conditions based 
on four experimental factors (the choice rule, number of choice tasks, sample structure as well 
as the model complexity) using statistical criteria for predictive accuracy. Analyses of vari-
ance are conducted to assess the impact of the experimental factors on the measures of predic-
tive accuracy.  
So far, the simulation studies are conducted by using default software settings for HB estima-
tion. Specifically, HB prior parameter settings (prior variance and prior degrees of freedom) 
have not been changed from the default values. However, it may depend on the characteristics 
of the respective data set whether the default HB prior parameter settings are appropriate 
(compare Table 1.1). Therefore, the third part (simulation study 3) goes beyond the standard 
HB prior settings and presents a simulation study, also based on the data generation process of 
simulation study 1, to contribute to the question how HB prior parameter settings affect the 
performance of HB-CBC models. We investigate the influence of the HB priors by systemati-
cally varying further experimental factors, such as the number of respondents, the number of 
choice tasks and the number of parameters to be estimated. Overall, the statistical perfor-
mance of HB is evaluated under experimentally varying conditions based on seven experi-
mental factors using criteria for goodness-of-fit, parameter recovery and predictive accuracy. 
Moreover, analyses of variance are conducted to assess the impact of the experimental factors 
on the measures of performance. In addition, a sensitivity analysis is performed to test even 
higher prior variance levels. 
As this is a short version of the thesis, we briefly introduce the HB model for choice-based 
conjoint analysis used in all three simulation studies in Chapter 2. Next, we describe the de-
sign of the three simulation studies in Chapter 3. Subsequently, the findings from the simula-
tion studies are summarized in Chapter 4. Finally, the thesis closes with a discussion of the 
limitations and with an outlook on future research perspectives.  
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For a detailed description of the design of the simulation studies as well as the results of each 
simulation study the reader can contact the corresponding author for an extended version of 
this thesis. 
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                                                                Chapter 2
The HB model for choice-based conjoint analysis 
 
The HB method can be classified as a random-effects model in which the parameters are as-
sumed to vary across respondents according to a probability distribution. In classical random-
effects models the parameters of the probability distribution can be estimated. However, it is 
not possible to draw inferences about individual-level parameters (e.g., Rossi and Allenby 
1993; Allenby and Ginter 1995; Rossi, Allenby, and McCulloch 2005). In contrast, the HB 
random-effects model is characterized by a hierarchical structure that allows the estimation of 
individual-level parameters using both information from the probability distribution of all 
individuals and each individual´s choice data.  
At the individual level (lower level) of the hierarchical structure the probability of each indi-
vidual´s choice is modeled by a multinomial logit model. The MNL model is based on the 
assumption that error terms are independently identically Gumbel-distributed
4
 with location 
parameter   equal to zero and scale factor  . The variance of the error term can be manipu-
lated via the scale factor. The standard error variance of the MNL corresponds to a scale fac-
tor of one )1(  , to double the error variance the scale factor is set to the square root of two 
)2(  .5 The higher the variance the higher the stochastic component and the worse 
should the choice behavior be representable. The MNL model can be expressed as: 
 




J
j
jn
jn
n
x
x
jP
1
1
1
)exp(
)exp(
)(




, 
 
where )( jPn  is the probability that the n-th respondent chooses the j’-th alternative in a par-
ticular choice task, n  represents the vector of part-worths for the n-th respondent, jx   is a 
                                                 
4
 The Gumbel distribution is also known as the extreme value distribution of  type I: 
G(x) = exp(-exp( )(
1


 x )) , 0 . 
5
 The variance of the Gumbel distribution is
6
22
, which amounts to 1.645 if  =1, and to 3.290 if  = 2 . 
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dummy vector for the attribute levels of alternative j , and µ > 0 represents the scale parame-
ter of the logit model. 
At the population level (upper level) the Bayesian normal model is given by the first-stage 
prior 
 
n ~ N (  , V ) 
 
and the second-stage priors 
 
    ~ N ( 0b , 0S )    and   V ~ IW ( , ) . 
 
In the basic hierarchical normal model the multivariate normal distribution is typically used as 
first-stage prior where   represents the vector of means of the distribution of the individuals’ 
part-worths, and V  is the covariance matrix that captures the extent of heterogeneity (as well 
as the correlation in the part-worths) across individuals (Train 2003; Rossi and Allenby 2003; 
Rossi, Allenby, and McCulloch 2005).  
To estimate the parameters   and V  of the first-stage prior, hyperprior distributions (sec-
ond-stage priors) have to be specified. It is common to assume that the prior on    is repre-
sented by a normal distribution with mean 0b  and variance 0S , and that the prior on the covar-
iance matrix V  is inverse Wishart distributed with   degrees of freedom and a covariance 
(scale) matrix   (Train 2003; Rossi, Allenby, and McCulloch 2005). The second-stage priors 
are usually set to be very diffuse (i.e. representing little information) to let   and V  be de-
termined primarily by the data (Rossi, Allenby, and McCulloch 2005; Train 2003). The nor-
mal prior on   becomes more spread out and flat by raising the variance 0S  of the prior, and 
the inverse Wishart prior on V  becomes more diffuse with lower   and larger elements of 
the covariance matrix   (Rossi, Allenby, and McCulloch 2005). n ,   and V  are unknown 
and have to be estimated using the information from the underlying choice data. Thus, the 
prior information is combined with the observed choice data to estimate the posterior distribu-
tions (Bayes theorem). To sample from the complex joint posterior distribution of the un-
known parameters n ,   and V  conditioned on the observed data Markov Chain Monte 
Carlo (MCMC) simulation methods like the Metropolis-Hastings (MH) algorithm and the 
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Gibbs sampler are used. In particular, instead of taking draws from the joint posterior for all 
parameters simultaneously a sequence of draws is generated by an iterative process. That 
means draws are taken from the posterior for one parameter at a time conditional on values of 
the other parameters (Train 2003). After a burn-in phase where the Markov chain has con-
verged, the draws are usually averaged to calculate point estimates of the parameters. Alterna-
tively, individual HB draws can be used for subsequent steps (e.g., preference simulations). 
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                                                                Chapter 3
Design of the simulation studies  
 
3.1. Data 
 
In all three simulation studies we experimentally manipulated various factors and each factor 
was varied at several levels. The experimental factors are chosen following previous simula-
tion studies and the synthetic data generation is also similar to that of previous simulation 
studies (Vriens, Wedel, and Wilms 1996; Andrews, Ainslie, and Currim 2002; Andrews, An-
sari, and Currim 2002; Wirth 2010). An overview of the relevant experimental factors and 
factor levels related to the three particular simulation studies conducted in this thesis is given 
in Table 3.1.  
The synthetic data are generated according to the HB approach. The standard HB approach 
assumes that (a) at the individual respondent level choices are modeled via the MNL model 
and that (b) at the population level individual-level part-worth vectors n  follow a multivari-
ate normal distribution   VNn ,~  with population mean beta vector   and covariance 
matrix V . Accordingly, we randomly generated the true part-worths for each respondent as 
to follow a multivariate normal distribution. Note that the length of a part-worth vector n  
and consequently the length of the population mean beta vector   depends on factors 1 and 2 
(number of attributes, number of attribute levels) in study 1 respectively on factor 9 (simple or 
complex scenario) in study 2 and varies between 12 and 48 part-worth parameters. ‘Simple 
scenario’ means that relative few parameters need to be estimated (6 attributes, 3 attribute 
levels), whereas the ‘complex scenario’ is characterized by a relative high number of parame-
ters to be estimated (12 attributes, 5 attribute levels). In simulation study 3 the length of the 
individual-level part-worth vector n  and the population mean beta vector   depends only 
on factor 1 (number of attributes) and varies between 24 and 56 part-worth parameters as the 
number of attribute levels is held constant at a value of 5 here.
6
 
                                                 
6
 Note that for H attributes with I levels each, H times (I-1) part-worths need to be estimated independent wheth-
er a dummy- or effects-coding is used. 
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V  is specified as a diagonal matrix and captures the amount of heterogeneity in the part-
worths across individuals.
7
 Specifically, the data generation process leans on Wirth (2010) 
and takes the following steps: First, for each treatment, the vector of population means (  ) 
was randomly drawn. 80% of the mean betas were randomly generated from the range be-
tween −2 to 2. To get part-worths that are somewhat more extreme, another 10% of the mean 
betas were randomly generated to fall in the ranges between −5 to −2 and 2 to 5, respectively. 
Such a distribution of mean betas is typical of that observed in empirical applications, a find-
ing that we can confirm based on an inspection of a random sample of 250 real-world HB-
CBC studies conducted at TNS Infratest (with 6 to 12 attributes, 3 to 5 attribute levels, and 11 
to 15 choice tasks). Second, the covariance matrix V  was generated to approximate a multi-
variate normal distribution, where the variances along the main diagonal are allowed to differ 
between attributes but should turn out smaller for homogeneous samples as compared to het-
erogeneous samples (factor 5). In particular, the main-diagonal elements for homogeneous 
[heterogeneous] samples were generated from a mixture of gamma and uniform draws ac-
cording to the following steps: (1) Random draws (R1) were generated from a gamma distri-
bution with shape parameter 0.7 [0.7] and scale parameter 1.5 [4.5]. (2) Since the gamma dis-
tribution is highly skewed with large parts of its mass near zero, additional random draws 
(R2) were generated from a uniform distribution U(0.08,0.4) [U(0.2,2)] and added to R1 in 
order to avoid variances (R1) that are too small on the one hand. (3) To avoid variances re-
sulting from the sum of R1 and R2 that are too large on the other hand, further random draws 
(R3) were generated from a second uniform distribution U(9,11) [U(13,18)]. (4) Lastly, the 
minima of (R1+R2) and R3 were chosen to determine the main-diagonal elements. Overall, 
for H attributes with I levels each, a H times (I-1)-dimensional vector of variances is drawn 
from a mixture of gamma and uniform distributions.  
Given the generated “true” individual-level part-worths n , deterministic utilities of the n-th 
respondent (factor 4) for each alternative (factor 7) in each choice task (factor 3) were com-
puted as nn XU  . Finally, a Gumbel-distributed error term (factor 6) was added to nU  in 
order to obtain the stochastic utilities. Based on the simulated respondents’ choices the indi-
vidual-level part-worths (as well as the population mean betas   and the covariance matrix 
                                                 
7
 Following previous conjoint simulation studies, we focus on main-effects models und do not include interac-
tions between attributes. Consequently, the off-diagonal elements of the covariance matrix V  are set to zero 
(e.g. compare Andrews, Ansari, and Currim 2002; Wirth 2010). 
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V ) were then re-estimated using HB. Figure 3.1 displays the steps of the data generation 
process. 
 
Figure 3.1: Data generation process 
 
 
 
 
 
 
 
 
 
 
 
 
We used a total of 200,000 MCMC iterations (study 2: 204,000 iterations), where we chose 
190,000 iterations (study 2: 199,000) for the burn-in phase and 10,000 iterations (study 2: 
5,000) after convergence. Using such a large number of burn-in iterations ensures the conver-
gence of the Markov chain to the posterior distribution. To reduce the amount of correlation 
across the draws only every tenth draw (study 2: every fifth draw) is retained to compute the 
point estimates for the individual-level parameters. Further, in order to ensure that conver-
gence of the Markov chain to the posterior distribution has been achieved, convergence was 
formally tested by using the Gelman-Rubin Potential Scale Reduction Factor (Gelman and 
Rubin 1992; Brooks and Gelman 1998). 
 
 
    Generating the choice design 
 
            Calculating an individual’s utility for each concept 
 
                  Adding Gumbel-distributed error terms 
 
                Determining an individual’s choice for each task 
 
 
                    (Re-)Estimating part-worths using HB 
 
 
Evaluating the performance of HB: true vs. estimated part-worths 
 
 
Drawing true part-worths from a multivariate normal distribution 
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3.2. Measures of performance 
 
To assess the performance of HB-CBC, we used different measures for parameter recovery, 
goodness-of-fit and predictive accuracy. We next describe the performance measures in more 
detail. As the performance measures differ from simulation study to simulation study Table 
3.2 gives an overview of the specific performance measures used in each simulation study. 
 
Parameter recovery 
Parameter recovery can be measured by the mean Pearson correlation between true and re-
estimated part-worths. To compute the mean correlation across respondents, the individual 
coefficients have to be at first rescaled using Fisher's z-transformation as Pearson correlations 
are not interval-scaled.  
Second, parameter recovery can be measured by the root mean square error (RMSE) between 
the true part-worths (  ) and the re-estimated part-worths ( ˆ ): 
 
(3.1) RMSE (  ) = 
NHI
n h i
nhinhi 
2
)ˆ( 
, 
 
where N refers to the number of respondents, and H and I denote the number of attributes and 
the number of attribute levels, respectively. Following Andrews, Ainslie, and Currim (2002) 
we divided the true part-worths in the high error variance condition )2(   by the square 
root of two before the RMSE (  ) is computed, since the scale factor is confounded with the 
parameter values and the logit model implicitly assumes a scale factor of one for estimation. 
To make the resulting RMSE values in the high error variance condition )2(   compara-
ble to those in the standard error variance condition )1(   we later multiply them by the 
square root of two (cf. Andrews, Ainslie, and Currim 2002). 
In addition, the 95% Bayesian credible intervals for estimated parameters obtained from the 
draws of the posterior distribution can be determined (Greenberg 2008; Gelman et al. 2008). 
Accordingly, as our third measure of parameter recovery we computed the percentage of true 
betas (referred to as %TrueBetas) lying within the respective credible intervals across re-
spondents.  
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Goodness-of-fit 
Goodness-of-fit can be measured by the log-likelihood divided by the number of observations 
in the data (number of respondents times number of choice tasks). The correction by the num-
ber of observations enables the comparison of the log-likelihood across different treatments 
(cf. Andrews, Ainslie, and Currim 2002): 
 
(3.2) ln (L( ˆ )) = 
NK
PY
n k j
nkjnkj )ˆln(
 , 
 
where ˆ  is the vector of re-estimated part-worths, nkjY is a binary variable indicating whether 
respondent n has chosen alternative j from choice task k or not, nkjPˆ is the estimated choice 
probability for respondent n with respect to alternative j in choice task k, and N and K denote 
the number of respondents and the number of choice tasks per respondent, respectively. 
Further measures of model fit are the Brier score
8
 (Brier 1950; Gneiting and Raftery 2007; 
Roulston 2007; Kneib, Baumgartner, and Steiner 2007) and the spherical score (Gneiting and 
Raftery 2007; Kneib, Baumgartner, and Steiner 2007). Similar to the log-likelihood, both 
measures are corrected by the number of observations to enable a fair comparison across 
treatments with different numbers of respondents, choice tasks per respondent, and alterna-
tives per choice tasks. Brier and spherical scores are defined as follows: 
 
(3.3) Brier score ( ˆ ) =  
NKJ
PY
n k j
nkjnkj 

2)ˆ(
 , 
 
 
(3.4) Spherical score ( ˆ ) = 
NK
)Pˆ(/Pˆ
n k
2J
1j nkjnkj
*  






 ,  
 
where *j denotes that alternative in choice task k that was actually chosen by respondent n.  
                                                 
8
 The Brier score is commonly used as scoring rule to evaluate probability forecasts in meteorology. Basically, 
the Brier score can be applied to any case where the estimated probability that an event will occur is compared to 
whether the event actually occurred or not. 
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Contrary to the log-likelihood, the Brier score directly compares estimated choice probabili-
ties nkjPˆ  to the actual choice pattern nkjY  of respondents. Moreover, both Brier and spherical 
score utilize the entire predictive distribution of choice probabilities, whereas the log-
likelihood only considers choice probabilities of alternatives chosen by respondents (
nkjY = 1) 
but not of alternatives not chosen by respondents (
nkjY = 0). The log-likelihood does therefore 
not fully exploit the information contained in the predictive distribution. 
Goodness-of-fit can also be measured by the percent certainty, which is equivalent to the like-
lihood ratio index (McFadden 1974; Hauser 1978; Ben-Akiva and Lerman 1985): 
 
(3.5) 2 = 
)0(ln
)ˆ(ln
1
L
L 
     2  1,0 , 
 
where )ˆ(ln L  is the log-likelihood of the model estimated with the vector of re-estimated 
part-worths ˆ , and )0(ln L  is the log-likelihood of the null model. The percent certainty 
measure acts like a pseudo-R
2 
with a value of zero indicating that the model fits the data at 
only the chance level ( 2 = 0 when )ˆ(ln L = )0(ln L ), and with a value of one indicating a 
perfect fit ( 2 = 1 when )ˆ(ln L = 0), otherwise 0 < 2 <1 (cf. Hauser 1978).  
 
Predictive performance 
According to Winkler and Murphy (1992) there exists no single best forecasting measure. It is 
therefore reasonable to use alternative statistics for measuring the predictive accuracy, each of 
them having somewhat different strengths and weaknesses. Under each treatment, we com-
pare the predicted shares of choice ( jWˆ ) based on the re-estimated part-worths to the “true” 
shares of choice (
jW ) based on the generated part-worths across alternatives j in holdout task 
k along the following measures of predictive accuracy (Leeflang et al. 2000): 
The mean absolute error (MAE) measures the average absolute deviation between true and 
predicted shares of choice:  
 
(3.6) MAE (W) =  
j
jj WW
J
ˆ1  
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By squaring the deviations, the mean squared error (MSE) weights large prediction errors 
more heavily than small prediction errors. The disproportionate influence of larger deviations 
is a desirable property, because larger prediction errors with regard to shares have dispropor-
tionate negative effects on managerial decisions (Chakraborty et al. 2002): 
 
(3.7) MSE (W) =  2ˆ1  
j
jj WW
J
 
 
Taking the square root of the MSE yields the root mean squared error (RMSE). Like the 
MSE, the RMSE penalizes larger prediction errors more strongly but finally reports the aver-
age prediction error in the dimension of the original measurement units. Therefore, the RMSE 
is directly interpretable in terms of measurement units: 
 
(3.8) RMSE (W) = 
 
J
WW
j
jj 
2ˆ
 
 
The mean absolute percentage error (MAPE) is a dimensionless measure. Similar to the 
MAE, absolute rather than squared prediction errors are computed. However, each absolute 
prediction error is expressed relative to the true choice share for alternative j:  
 
(3.9) MAPE (W) = %100
ˆ1



j j
jj
W
WW
J
 
 
Note that the MAPE is undefined for 0jW , i.e. if the choice share of alternative j is zero.  
The relative absolute error (RAE) compares the prediction error of a given model to the pre-
diction error obtained from a naive forecasting model, where the latter defines a benchmark 
by using choice probabilities that would result purely by chance (as denoted by 
jB ):
9
  
 
                                                 
9
 For example, having three alternatives in each holdout task, the choice probability due to chance is 33.33% for 
each alternative, respectively. 
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(3.10) RAE (W) =




j
jj
j
jj
WB
WWˆ
 
 
If the RAE statistic is less than one the forecasting model outperforms the chance model, and 
if the RAE statistic is greater than one the forecasting model is worse than the chance model.  
For all five measures of predictive accuracy values of zero indicate no prediction error, i.e. a 
perfect prediction of the “true” choice shares.  
So far, predictive performance is measured at the aggregate respondent level. To measure the 
predictive accuracy at the individual level on the other hand, the hit rate can be computed, i.e. 
the percentage of first choice hits in holdout tasks (Vriens, Wedel, and Wilms 1996; Andrews, 
Ansari, and Currim 2002). Accordingly, a hit is counted if the alternative that was actually 
chosen by a respondent is correctly predicted. In addition, both the Brier score and the spheri-
cal score can be applied to the holdout tasks, as alternative measures to evaluate the predictive 
performance at the individual respondent level. 
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                                                                  Chapter 4
Summary of results 
 
In both marketing research theory and practice Hierarchical Bayes has become the most 
commonly used method to estimate individual part-worth utilities for choice-based conjoint 
models. The main focus of this thesis lies on the investigation of the statistical performance of 
HB-CBC. In particular, three studies based on synthetic choice-based conjoint data were con-
ducted in order to systematically explore (1) if and where there are limits for HB estimation in 
CBC studies, (2) the accuracy of preference share predictions based on HB draws in compari-
son to other choice rules in the context of the IIA property, and (3) how HB prior settings af-
fect the performance of HB-CBC models. 
First, we designed a simulation study to systematically explore the limits of HB for choice-
based conjoint analysis. The statistical performance of HB was evaluated under experimental-
ly varying conditions using criteria for goodness-of-fit, parameter recovery and predictive 
accuracy. In particular, the impact of the seven experimental factors (number of attributes and 
attribute levels, number of choice tasks, number of alternatives per choice task, number of 
respondents, sample structure, and error variance) on each of the ten performance measures 
(cf. Table 3.2) was investigated by analyses of variance for both main and first-order interac-
tion effects. The ANOVAs are based on 1296 observations with 1211 degrees of freedom for 
error (within-groups degrees of freedom). Table 4.1 summarizes the ANOVA results. About 
90% of the main effects are highly significant (p < .0001) and about 60% of the first-order 
interaction effects are significant. However, due to the large sample size (N=1296) even very 
small differences may turn out significant, which does not mean that differences are actually 
(managerially) relevant. To further assess that relevance of effects, we calculate Eta squared 
(2) as a measure of effect size in ANOVA. To interpret the effect sizes we follow Cohen’s 
(1988) guidelines, i.e. 2 = .01 corresponds to a small effect, 2 = .06 to a medium effect, 2 = 
.14 to a large effect. The effect sizes are presented in Table 4.2. Accordingly, our results indi-
cate that the number of attributes, the number of attribute levels, the number of alternatives 
per choice task and whether the sample’s preference structure is more homogeneous or more 
heterogeneous seem to be the primary drivers for model performance. On the other hand, the 
number of choice tasks and the number of respondents seem to play only a secondary or even 
negligible role, with corresponding small effect sizes for main effects with regard to all per-
formance measures. With regard to the interactions results show that for most of the first-
28 Summary of results 
order interactions (except the interaction between the number of attributes and the number of 
attribute levels) the proportion of the total variance that is attributed to an effect is close to 
zero.  
Further, the inspection of the means of the ten performance measures at the individual factor 
levels
10
 shows that mean correlations and hit rates are hardly affected by variations of the 
number of choice tasks and the number of respondents and only moderately by the number of 
attributes. In order to reveal whether mean correlations or hit rates probably “break down” if 
the number of attributes is further increased or the number of choice tasks respectively the 
number of respondents is further reduced, we performed an additional sensitivity analysis 
with still more extreme level settings for those experimental factors. The results show that for 
simple CBC settings with a large amount of information available from respondents and rela-
tively few parameters to be estimated HB estimation proves to be quite robust. In particular, 
our study provides evidence that holding other factors at convenient levels far more attributes 
than previously suggested in the relevant literature can be used in CBC studies. From a mana-
gerial point of view the findings further suggest that the sample size and/or the number of 
choice tasks per respondent could be held quite small, thereby enabling cost savings or pre-
venting respondent fatigue and associated effects like simplification strategies of respondents 
in later tasks. However, results also demonstrate that for more complex CBC settings with an 
already high number of part-worths to be estimated but rather little information available from 
respondents, the HB model is starting to collapse if more than one of those factors (number of 
attributes, number of choice tasks, number of respondents) is set to an extreme level. 
More detailed results of simulation study 1 can be obtained from the author upon request. 
                                                 
10
 For experimental factors with more than two levels post hoc tests were conducted to examine which of the 
factor level means significantly differ from each other. For post hoc tests the Bonferroni correction was used in 
order to control the familywise error by correcting the level of significance for each t-test such that the cumulati-
ve Type I error rate (α) across all comparisons remains at .05. 
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In our second simulation study, we focused on the application of HB-CBC for predicting con-
sumer preferences. We designed a simulation study to systematically compare preference 
share predictions based on the following choice rules: (1) the First Choice rule, (2) the Logit 
Choice rule, (3) the Randomized First Choice rule, and (4) HB random draws combined with 
first choice simulations. In particular, the study wants to shed more light on the question 
which choice rule should be used in order to predict preference shares as accurate as possible. 
Further, to assess how well the choice rules tolerate the IIA property, two different holdout 
choice scenarios were designed. Once, holdout tasks were designed to have two of the three 
alternatives extremely similar to each other so that predictions are highly prone to the IIA 
property. Alternatively, holdout tasks were designed to contain alternatives that are all differ-
ent from each other in their profiles. Thus, in total ten ANOVAs (5 measures of predictive 
accuracy times 2 holdouts) were conducted, each based on 288 observations with 263 degrees 
of freedom for error. Since the ANOVA homogeneity of variance assumption was oftentimes 
not met, we applied the Box correction for heterogeneous variances to ensure that this viola-
tion does not really affect the F-statistic seriously. The Box approximation corrects the F-
statistic by adjusting the degrees of freedom (for more details, see Box 1954). As can be seen 
from Table 4.3 and Table 4.4, the F-Test is highly robust because there are not any substantial 
differences with regard to the significance of main and first-order interactions effects. The 
results of ANOVAs can be summarized as follows: All main effects turn out highly signifi-
cant independent whether two very similar alternatives are contained in the holdout choice 
scenario (Table 4.3, type SIMILAR) or not (Table 4.4, type DISSIMILAR). With regard to 
the first-order interactions results show significant effects between the factors sample struc-
ture and model complexity and between the factors sample structure and number of choice 
tasks for both types of holdout choice scenarios and nearly across all predictive measures. The 
corresponding effect sizes of the main and first-order interaction effects are reported in Table 
4.5 and Table 4.6. Overall, the three experimental factors choice rule, number of choice tasks, 
and model complexity turn out to be primary drivers for predictive performance. Further, the 
means of the five measures of predictive accuracy depending on the experimental condition 
(i.e. for each factor level) were examined. For experimental factors with more than two levels 
post hoc tests were conducted by using the Bonferroni correction (see footnote 10). The com-
parison between the two types of holdout choice scenarios revealed that prediction errors are 
higher when two very similar alternatives exist, because then predictions are more prone to 
the IIA property. The major finding of the study is that using HB draws for first choice simu-
lations leads to the lowest predictions errors across all choice rules independent of the type of 
34 Summary of results 
holdout choice scenario considered. Therefore, when HB is used for part-worth estimation, 
HB draws should be saved and directly employed for preference simulations. 
More detailed results of simulation study 2 can be obtained from the author upon request. 
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So far, default prior parameter settings were used for HB estimation. However, the choice of 
the HB prior parameter settings (the prior variance and the prior degrees of freedom) may 
exert an influence on Bayesian estimates depending on the characteristics of the respective 
data set. In simulation study 3, we therefore investigated the effects of both the prior degrees 
of freedom and the prior variance settings on the posterior Bayesian estimates, as well as the 
interaction of these two prior settings based on simulated CBC data. We experimentally ma-
nipulated seven factors (the prior variance, the prior degrees of freedom, number of respond-
ents, number of attributes, number of choice tasks, sample structure, as well as the error vari-
ance) and assessed the statistical performance of HB-CBC using criteria for parameter recov-
ery, goodness-of-fit and predictive accuracy. Similar to the first and second simulation study 
the impact of the experimental factors on each performance measure was investigated by 
analyses of variance for both main effects and first-order interaction effects. The ANOVAs 
are based on 432 observations with 379 degrees of freedom for error. Table 4.7 summarizes 
the ANOVA results. About 74% of the main effects are highly significant beyond .0001, an-
other 14% are still significant at p < .05, and only 3 main effects are not significant (p > .10). 
Further, about 42% of the first-order interaction effects between factors turn out significant at 
p < .05, while 53% of the interaction effects are not significant (see Table 4.7). With regard to 
the main effects both the prior variance (p = .412) and the prior degrees of freedom (p = .945) 
do not show a significant impact on the accuracy of shares of choice predictions measured by 
the RMSE. In addition, the results of the ANOVAs show no statistically significant interac-
tion effect between the prior variance and the prior degrees of freedom on shares of choice 
predictions. Further, based on Cohen’s eta squared only very small interaction effects were 
observed between the prior variance and the remaining experimental factors across the per-
formance measures, with corresponding effect sizes for interactions being approximately zero 
(despite some interaction effects are significant, compare Table 4.7 and Table 4.8). The same 
applies to the interaction effects concerning the prior degrees of freedom. Therefore, results 
indicate that interaction effects related to the two prior settings play only a secondary if not a 
negligible role. As can also be seen from Table 4.8 noticeable effect sizes are observed for 
only some of the experimental factors. Results show that the number of attributes, the number 
of respondents, the error variance, the sample structure and the prior variance turned out to be 
primary drivers for model performance. On the other hand, the number of choice tasks, the 
error variance, and importantly the prior degrees of freedom seem to play only secondary if 
not negligible roles as there is not one large effect size across all five performance measures 
for these three factors. Thus, one major finding is that the prior degrees of freedom do not 
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have a noticeable impact on the performance of HB. The inspection of the factor level means 
for the prior variance shows that with respect to parameter recovery and model fit HB tends to 
slightly overfit the data for a prior variance of 4 while there is not much difference in the per-
formance of HB for a prior variance of 1 or 2. However, despite that overfitting for a prior 
variance of 4 the predictive accuracy of HB-CBC does not suffer. Therefore, we further per-
formed a sensitivity analysis with extreme level settings for the prior variance (we increase 
the prior variance settings stepwise to 10, 20 and 50). The most striking finding of the sensi-
tivity analysis is that, although overfitting problems become obvious, the predictive perfor-
mance of HB-CBC is again not markedly affected by an increase of the prior variance up to 
high values, such as 50. 
More detailed results of simulation study 3 can be obtained from the author upon request. 
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                                                                Chapter 5
Limitations and outlook                                                 
 
The objective of this section is to finally summarize general limitations of all three simulation 
studies as well as the particular limitations of each simulation study. 
The benefit of a simulation study with synthetic data is that estimation results can be contrast-
ed with the true set of parameters. That way, we were able to evaluate the performance of HB-
CBC under different experimental conditions. However, real-world choice data often do not 
strictly adhere to the assumptions by which data are generated in simulation studies. For ex-
ample the data generation process of all three simulation studies is consistent with the as-
sumption of normally distributed preferences as supposed in the standard HB approach. Thus, 
the question arises how the performance of HB-CBC will be affected when this assumption is 
violated, especially in the context of simulation study 1. For example, respondent’s prefer-
ences may be distributed according to gamma and mixtures of normal distributions (as e.g. in 
Andrews, Ainslie, and Currim 2002, or in Andrews, Ansari, and Currim 2002). Another as-
pect with regard to the data generation process that would have an impact on the obtained 
results is the specification of the range of the true part-worths as well as the determination of 
the amount of heterogeneity in the data. For example, it may depend on the magnitude of the 
generated part-worths how much influence the stochastic error term would have on the simu-
lated choices. In order to get a distribution of mean betas that is typical of that observed in 
empirical applications, in our simulation studies we randomly generated most of the mean 
betas from the range between −2 to 2, another minor percentage of the mean betas was gener-
ated to fall in wider ranges to get part-worths that are somewhat more extreme. When the true 
part-worths are drawn from uniform distributions with smaller ranges (e.g. Andrews, Ainslie, 
and Currim 2002; Andrews, Ansari, and Currim 2002; Chakraborty et al. 2002), utilities 
would be closer together resulting in a higher impact of the stochastic component which in 
turn may affect measures of performance. Further, due to complexity reasons we considered 
only a limited number of experimental factors in our simulation studies. While the error vari-
ance represents a factor in the simulation design (either varied as in simulation study 1 and 3 
or held constant as in simulation study 2) to address that the choice behavior of respondents 
may be more or less stochastic, behavioral effects such as respondent fatigue and associated 
effects like simplification strategies of respondents were not taken into account. In practice, 
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respondents may learn how to better complete choice tasks or may become disengaged as the 
number of choice tasks increases resulting in less reliable data (Kurz and Binner 2012). 
Therefore, additional behavioral effects such as respondent fatigue or simplification strategies 
of respondents that more directly can mimic real-world choice behavior could be considered 
for a simulation study. In contrast to the global stochastic error term that operates more or less 
evenly across alternatives and choice sets, those behavioral effects primarily occur in later 
choice tasks. Moreover, not all experimental factors that are varied in our simulation studies 
can be controlled by the researcher. Design factors that can be manipulated by the researcher 
are, for example, the sample size, the number of attributes and the number of choice tasks. 
However, respondent heterogeneity as well as the error variance cannot be controlled in real-
world CBC studies.  
With regard to the first simulation study another aspect not considered in the simulation de-
sign is the inclusion of interactions between attributes, such as those between brand and price. 
The inclusion of interaction terms would lead to an increase of the number of parameters 
which in turn may have a negative effect on the performance of the HB-CBC model. The sec-
ond study focuses on the prediction of shares of preference and clearly shows the superiority 
of HB draws. Another issue in the field of choice rules comparisons would be to investigate 
the predictive performance of the choice rules in the absence of HB draws, i.e. in the case of 
aggregate logit estimates or when estimates from traditional latent class analysis are available. 
In the context of aggregate models, the RFC rule might provide greater benefits as pointed out 
by Huber, Orme, and Miller (1999). Moreover, empirical data could be used to assess the per-
formance of the choice rules depending on the product category (e.g. as suggested in Arenoe 
2003). For instance, predictive accuracy of the First Choice rule might be better for non-
routine purchases (durables like automobiles or personal computers). Contrary, in case of fre-
quently purchased consumer goods (e.g., beverages), respondents’ choice behavior may be 
more probabilistic so that preferences vary over use occasions (e.g. Green and Krieger 1988; 
Elrod and Kumar 1989; Rao 2014). Moreover, we did not consider other approaches for ad-
dressing IIA troubles like the Nested Logit Model or the Multinomial Probit Model. Finally, 
the third study addresses the effects of both the prior degrees of freedom and the prior vari-
ance settings on posterior Bayesian estimates. Since results do not show a noticeable impact 
of the prior degrees of freedom on the performance of HB, it would be interesting from a sta-
tistical point of view to examine for still higher levels of the prior degrees of freedom as to 
when there would be an impact. Furthermore, measures of performance indicate that HB tends 
to overfit the data for an increasing prior variance. Additionally, we would be able to reveal 
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overfitting by using the aggregate MNL model for part-worth estimation as a benchmark. 
There would be strong evidence that HB overfits the data when HB performed poorly in pre-
dicting choice behavior compared to the aggregate MNL model (e.g. Pinnell and Fridley 
2001).  
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