Abstract. Optimal control problems with convex but non-smooth cost functional are considered. The non-smoothness arises from a L 1 -norm in the objective functional, which recently attracted much research effort in the context of inverse problems. The problem is regularized to permit the use of semi-smooth Newton method. Error estimates with respect to the regularization parameter are provided. Moreover, finite element approximations are studied. A-priori as well as a-posteriori error estimates are developed and confirmed by numerical experiments.
1. Introduction. We investigate optimal control problems with non-smooth objective functional of the following type: Minimize J(y, u), which is given by
(1.1) subject to the elliptic equation
and to the control constraints u a (x) ≤ u(x) ≤ u b (x) a.e. on Ω.
(1.4)
Here, Ω ⊂ R n , n = 2, 3, is a bounded domain with boundary Γ. The operator A is assumed to be a linear, elliptic second-order differential operator. The parameters α, β are non-negative parameters. Let us denote the optimal control problem (1.1)-(1.4) by (P).
The problem under consideration admits for α ≥ 0 a unique optimal control that will be denoted by u α . For α = 0, the resulting optimization problem is convex but non-smooth, whereas for α > 0 the optimization problem admits a semi-smooth necessary optimality system, in this case, the parameter α acts as regularization and smoothing parameter. We are especially interested in the behaviour of solutions for fixed β ≥ 0 and α → 0.
In this work, we investigate two types of approximations for Problem (P). First, we will study convergence of solutions if the regularization parameter α tends to zero. We prove that the L 2 -norm of the regularization error of the control obeys The corresponding solution mapping is denoted by S, which is a continuous linear injective operator from H −1 (Ω) to H 1 0 (Ω). Thanks to the assumptions on the differential operator A above, the operator S as well as its adjoint operator S ⋆ is continous from L 2 (Ω) to L ∞ (Ω), see e.g. [21] .
a.e. on Ω, are given. Please note, that the assumption u a ≤ 0 ≤ u b is not a restriction. If one has, e.g., u a > 0 on a subset Ω 1 ⊂ Ω, we can decompose the L 1 -norm as u L 1 (Ω) = u L 1 (Ω\Ω1) + Ω1 u. Hence, on Ω 1 the L 1 -norm in U ad is in fact a linear functional, and thus the problem can be handled in an analogue way.
2. Existence of solutions and optimality conditions. In this section we prove existence and uniqueness of solutions. Moreover, we derive optimality conditions. In [20] this is done already for the case α > 0, but we will also handle the case α = 0.
Lemma 2.1. The problem (P) has a unique solution even in the cases α = 0 or β = 0.
Proof. Since the solution mapping S is injective, it is easy to see that the reduced objectiveĴ(u) := J(Su, u) is strictly convex and continous. Furthermore, the set U ad is convex and weakly compact in L 2 (Ω). Therefore, the existence and uniqueness of the optimal control follows from standard arguments [22] .
It is also possible to prove the existence and uniqueness of the solution in a L 1 setting for α = 0. If we only assume u a , u b ∈ L 1 (Ω) we can state the problem in L 1 (Ω). Therefore, we need higher regularity assumptions of the domain Ω to solve the elliptic equation with a right-hand side in L 1 (Ω). Caused by the fact that L 1 (Ω) is not reflexive, we can not prove the weak compactness of U ad by its boundedness. However, weak compactness can be proven directly, which gives the existence and uniqueness of an L 1 solution, see [23] . Since the objective function is not smooth but convex with respect to u, we can use the calculus of subdifferentials, see e.g. [11, chap. 0 
Now we can characterize the solution of (P) by a variational inequality, which is necessary and sufficient for the optimality of u α . Lemma 2.2. A function u α ∈ U ad is the optimal solution of (P) if and only if
and so the variational inequality directly follows. As in [20] , one can discuss the variational inequality pointwise and gets the pointwise relation of u α and p α as displayed in figure 2.1. We see, that |p α | < β implies Relationship between uα and pα u α = 0, which promotes the sparsity property of u α . See [20] for a more detailed discussion.
3. Estimates of the regularization error. As already mentioned, one can compute solutions of (P) with a semismooth Newton method in the case α > 0, where the method converge locally superlinearly, see [20] . This however does not hold for α = 0. Hence, it is natural to approximate the solution u 0 for α = 0 with the solutions u α for α > 0.
Lemma 3.1. The inequality
holds. Proof. The solutions u 0 , u α fulfill the variational inequalities
each for all admissible v 1 , v 2 ∈ U ad . Setting v 1 := u α and v 2 := u 0 , respectively, and adding the inequalities leads to
Since λ 0 and λ α are subgradients of · L 1 , we obtain
This gives
This entails our claim. Remark 3.2. By the properties of S ⋆ also
follows. Since the scalar product (u 0 , u 0 −u α ) is bounded due to the control constraints, we find directly the convergence rates for y α and p α as
Now we can state a main result of this section for the convergence of the regularized problem. Here, we make an assumption on the boundary of the set {|p 0 | = β}. Analogous assumptions on the boundary of active sets can be found in connection with finite element error estimates for elliptic optimal control problems, see [3, 18] . Theorem 3.3. Assume, that for ε ≥ 0 the inequality
where µ is the Lebesgue measure, holds. Then we have for all d < 1/3 and α ≤ 1
Proof. For the first part of the proof let us assume that
holds with 1 ≥ d > 0. Let us divide Ω in 15 disjoint sets depending on the values of p 0 and p α , see Table 3 .1 below. We can ignore the set {|p 0 | = β}, since it has measure zero by assumption (3.3). On three subsets of Ω we have u 0 = u α , while we can bound the measures of the others. The following chart gives an overview and groups the subsets. On the sets denoted by (1) we have ||p 0 | − β| ≤ C α d because of (3.4). On (2) we have ||p 0 | − β| = |p 0 + β| ≤ αu a + C α d and on (3) we have analogously
So on the union of this sets we have
. Now we can bound the measure M of this set and get M ≤ C p (C + C b )α d . Therewith we have
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By Remark 3.2 we
Now we can have a look to the sequence a 0 = 1/2, a k+1 = (a k + 2)/4, which corresponds to the convergence rates of p. It is monotonely increasing and has the limit 2/3. So we get for all d < 2/3 a constant
. This proves the claim.
4.
A-priori finite element error analysis, α > 0. As indicated, the optimal control problem with α > 0 is better suited for numerical computations. After studying the regularization error, we will now turn to the finite element analysis of the regularized problems.
Let us fix the assumptions on the discretization of problem (P) by finite elements. First, let us introduce a family of meshes {T h } with the parameter h > 0 being the mesh size. Each mesh T h consists of open cells T (for example triangles, tetrahedra, etc.) such thatΩ = T ∈T hT holds, which implies in particular that cells with edges/faces lying on the boundary are curved for smooth, non-polygonal Ω. We assume that the mesh is regular in the usual sense. Let us denote the size of each cell by h T = diam T and define h = max T ∈T h h T . For each T ∈ T h , we define R T to be the diameter of the largest ball contained in T . Then we assume that there exist two positive constants ρ and R such that
hold for all cells T ∈ T h and all h > 0. With each mesh T h we associate a finitedimensional subspace V h ⊂ V . For a given right-hand side u, we define y h ∈ V h as the solution of the discrete weak formulation
where we denote the corresponding solution operator by S h , i.e. y h = S h u. In the following, we rely on an assumption on the spaces V h , which is met by standard finite element choices.
(Ω) be given. Let y and y h be the solutions of (1.5) and (4.1), respectively. There exists a constant c A > 0 independent of h, u such that
This assumption implies in particular S h − S L 2 →H 1 ≤ c A h. Now, let us introduce the control discretization. We will discretize the control utilizing positive basis functions. Here, we follow an approach introduced by Meyer, Reyes, and Vexler in [17] . Alternatively, one can follow the so-called variational approach of [9] , in which one sets U h := U , see the corresponding arguments in Section 4.3.
Assumption 2. To each mesh we associate a finite-dimensional space
have the following properties:
Furthermore, there are numbers M, N such that following conditions are fulfilled for all h and all i = 1 . . .
and it is contained in the union of at most M adjacent cells T ∈ T h sharing at least one vertex. Each cell T ∈ T h is subset of at most N supports
This assumption covers several commonly-used control discretizations, such as piecewiese constant or linear functions, see [17] . Let us introduce a quasi-interpolation operator Π h :
We will follow the approach of [2, 17] . The operator Π h is given by
Please note, that Π h is not a projection with respect to the L 2 -scalar product. Nevertheless, the following orthogonality relation holds for u ∈ L 2 (Ω)
Based on the assumptions on the mesh and on the control discretization, we have the following interpolation estimates. For the proofs, we refer to [2, 17] . Lemma 4.1. There is a constant c I independent of h such that
is fulfilled for all u ∈ H 1 (Ω). It remains to describe the discrete admissible set U ad,h . We use the quasi-interpolation operator Π h to define new bounds by
Let us set
U ad,h := {u ∈ U h : u a,h ≤ u ≤ u b,h a.e. on Ω}.
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Here it may happen, that u a,h or u b,h are no longer admissible, i.e. u a,h ∈ U ad or u b,h ∈ U ad , which gives in the end a not admissible discretization U ad,h ⊂ U ad . For the special case of constant upper and lower bounds u a and u b , it holds U ad,h ⊂ U ad . Nevertheless, the admissible set U ad,h can be written equivalently in the following way.
Lemma 4.2. Let u a,h , u b,h , U ad,h be defined as above. Then it holds
Proof. The first part '⊂' of (4.4) follows directly from Assumption 2, which gives u
Thanks to this Lemma, the constraint u h ∈ U ad,h can be transformed in simple box constraints of the coefficients of u h , which enables to use efficient solution techniques for the resulting optimization problem.
Let us now define the discrete optimal control problem as: Minimize J(y h , u h ) subject to u h ∈ U ad,h and
This represents an optimization problem, which is uniquely solvable. Let us denote its solution by (y α,h , u α,h ) with associated adjoint state p α,h and subgradient λ α,h ∈ ∂ u h L 1 . Analogously to the continuous problem, one obtains the variational inequality
as necessary and sufficient optimality condition, see Lemma 2.2 We will now derive error estimates in terms of the mesh size h. At first, we will derive upper bounds of u α − u α,h L 2 and y α − y α,h L 2 . For different choices of U h , we have to proceed differently, which amounts in a number of analogous error estimates. Now, let us start to derive the basic error bound with the help of the variational inequalities (2.2) and (4.5).
In the general case, it could happen u α ∈ U ad,h or u α,h ∈ U ad . Let us denote bỹ u h ∈ U ad,h andũ ∈ U ad feasible approximations of u α and u α,h . Then we can useũ andũ h as test functions in the variational inequalities (2.2) and (4.5) to obtain
Using standard argumentations, see e.g. [7] , one finds
Here, we can apply Assumption 1 to estimate S h − S, which gives
Let us defineũ h = Π h u α , which impliesũ h ∈ U ad,h . Then we have by Lemma 4.1
Denoting by u + α and u − α the positive and negative parts of u α , we find
Thus, this choice ofũ h yields
Let us recall that for α > 0 the optimal control u α has the regularity u α ∈ H 1 (Ω). However, its H 1 -norm depends on α:
Due to the control constraints, the H 1 -norm of p α is bounded independently of α ≥ 0. The quantity αu α − p α H 1 is also bounded independently of α: on sets, where it holds αu α − p α = 0, the control constraint is active or u α = 0. There, the expression
realizes an upper bound of αu α − p α H 1 . Altogether, we can choose M > 0 large enough and independent of α, h and α 0 > 0, such that it holds for all α 0 ≥ α ≥ 0, h ≥ 0
We will now distinguish different cases of discretizations and control bounds. The methods of proof will differ in the choices ofũ ≈ u α,h . 
where C is independent of α, h. Proof. With the choiceũ = u α,h , inequality (4.10) gives
which yields with suitable chosen
4.2. Piecewise constant control discretization, variable control bounds. Here, we choose piecewise constant control functions, that is, we require φ i h (x) ∈ {0, 1} everywhere on Ω for all i, h. Hence the supports of two different trial functions are disjoint. Let us remark that the arguments in the proof will depend heavily on the assumption u a ≤ 0 ≤ u b .
We chooseũ h = Π h u α as in the previous subsection. We setũ as
with coefficients chosen as
Following [17, Lemmata 4.4, 4.5], one finds
It remains to investigate the L 1 -norm ofũ. Here, we obtain
where we used essentially that the supports of the φ i h 's are pairwise disjoint. Using now this results onũ and the results forũ h above, we obtain from the inequality (4.10)
The control space is discretized by piecewise constant trial functions as above. Then for every α 0 > 0, h 0 > 0 there is a constant C > 0 such that for all α ≤ α 0 , h ≤ h 0 it holds
where C is independent of α, h.
Variational control discretization.
The error estimate for the variational control discretization is a simple consequence of (4.6). Following [9] , we set U h = U , which gives U ad,h = U ad .
Corollary 4.5. Let U h = U . Then for every α 0 > 0, h 0 > 0 there is a constant C > 0 such that for all α ≤ α 0 , h ≤ h 0 the L 2 -error of the controls satisfies
with C independent of h, α.
Proof. Due to U ad = U ad,h , we can chooseũ h = u α andũ = u α,h in (4.7), and we obtain
which immediately yields in terms of the constants introduced above
4.4. Discretization of the L 1 -norm. Up to now, we assumed that λ α,h belongs to the subgradient of the L 1 -norm at u h,α . This property can be maintained for piecewise constant control trial functions. In general, depending on the choice of U h , λ α,h will not belong to a finite-dimensional subspace. For example, if U h consists of piecewise linear functions over triangles, then λ h may have jumps along lines u h = 0 that are not grid lines. To overcome this difficulty, we introduce an approximation of the L 1 -norm in the objective functional with the additional feature that its subdifferential can be represented by a finite-dimensional subspace. As it will turn out, this additional approximation step will not disturb the convergence estimate, in fact, both the error orders h and α as well as the leading constant in the estimate remain unchanged.
Let us define now the approximation of the L 1 -norm by 12) which is a weighted l 1 -norm of the coefficients of u h , thus it is a norm on U h . Let u h , v h ∈ U h be given with λ 
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Here, we see that the subgradient of · L 1 ,h can be represented by finitely many coefficients. Now, let us return to the a-priori error analysis. Let u h,α be the solution of the discretized problem
(4.13) subject to the discretized equation (4.1) and the control constraints u h ∈ U ad,h . Then there exists a discrete adjoint state p h,α and numbers λ i h,α ∈ ∂|u i h |, i = 1 . . . N h . Using the variational inequalities, we obtain instead of (4.6) the slightly different estimate
where the approximative L 1 -norm instead of the L 1 -norm is applied to u α,h andũ h . We will now estimate the approximative L 1 -norms against the L 1 -norm. At first, we obtain
Let us defineũ h = Π h u α as above. Then we find
That is, inequality (4.14) implies
compare also the inequality (4.6). Hence, we can proceed as above to obtain: Corollary 4.6. Let u α,h be the solution of the discrete problem (4.13) with approximated L
-norm (4.12). Let the assumptions of Proposition 4.3 or Proposition 4.4 on
with C > 0 independent of α, h, where the constant C is the same as in the Propositions 4.3 or 4.4. Finally, we will give an interpretation of the coefficients λ 
Therefore we have λ h ∈ ∂ u h L 1 ,h .
Simultaneous error estimates.
In this section we want to use the proven convergence results to obtain an error estimate for u 0 −u α,h L 2 . If we use the triangle inequality, we have
with d < 1/3. Now we couple the mesh size h to the regularization parameter α.
Since the error estimate is a polynomial in h and α we suggest to use h = α γ with γ > 0. Now we have
hence the order of convergence is g = min(γ − 1, 2γ − 3/2, d). In order to maintain convergence for α → 0, we require g > 0, which implies γ > 1 immediately. Since γ − 1 < 2γ − 3/2 for all γ > 1 we get g = min(γ − 1, d). So the best possible order of convergence is d, and to reach this order we must have γ − 1 > d. If we now choose γ = 4/3 this will hold for all d < 1/3, which results in
Therefore the discretization doesn't influence the order of convergence if we choose meshes that are fine enough according to h ∼ α 4/3 .
6. A-posteriori error estimator. Here, we will develop an a-posteriori error estimate for the error u h − u α L 2 , α > 0.
Let be given
. We do not assume that neither (y h , u h , p h , λ h ) are solutions of the discrete problem, the discrete equation (4.1) nor the discrete adjoint equation is fulfilled, nor λ h ∈ β∂ u h L 1 . By optimality of (y α , u α ) we know
which is equivalent to
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In fact, if u h , p h , λ h are known such a function δ h can be computed, see e.g. [6, 12] . We proceed with
Using the Cauchy-Schwartz inequality we obtain
Thus, we found an upper bound of the errors in control and state:
Lower bounds of the error can be derived following the recent work of Liu [15] provided that (y h , u h ) is the solution of the discretized problem with associated adjoint state p h and subgradient λ h . To incorporate the estimate above in an adaptive refinement procedure it has to be specified how the error estimator can be evaluated cell-wise. The function δ h can be computed as follows
Although δ h is not a grid function, it is an computational easy task to evaluate δ h L 2 (T ) for each cell of the mesh. Similarly, a functionλ h ∈ ∂β u h L 1 can be constructed that realizes the minimum of λ − λ h L 2 :
3)
The H −1 -residuals can be estimated by the standard residual estimate
Here, the constant c 1 does depend on Ω and the shape regularity of {T h }. Altogether, we obtain the following computable error estimate. 
with a constant c depending on Ω and the shape regularity of {T h } but independent of α and the actual mesh T h . The cell-wise quantities η T are defined by
. (6.5)
7. Numerical results.
7.1. Constructed problems with known solutions. In this section we show constructed problems of the type (1.1). For convenience we choose A = −∆. The first problem is a one-dimensional one, which is suitable to test the regularization errors estimates of Section 3. Since in our experience, for higher dimensional domains the discretization error dominates the regularization error. 
fulfill the optimality system. Example 7.3. This is an problem with Ω = (0, 1) 2 , 0 < α < β arbitrary,
The optimality system is fulfilled with 
where r ∈ [0, 1/18) αu b − 18/r where r ∈ [1/18, 1/9) 9ar + 4b + c/r where r ∈ [1/9, 1/6) α − 18/r where r ∈ [1/6, 2/9) 324α(4 − 1/(2r)) where r ∈ [2/9, 5/18) 18α/r where r ∈ [5/18, 1/3) e(9r − 4 + 1/(3r)) + f (4 − 2/(3r)) + 18α/r where r ∈ [1/3, 1/2)
where r ∈ [1/6, 2/9) u a where r ∈ [2/9, 5/18) −6 + 18r where r ∈ [5/18, 1/3) 7.2. Verification of regularization error. In order to verify the estimates of the regularization error obtained in Section 3, we solved Example 7.1. We choose the mesh parameter h = 1 10 α 4/3 . The unknowns were discretized with linear FEM trial functions. For the solution of the nonlinear system the semi-smooth Newton method by Stadler [20] was used. The error u 0 − u α,h 2 is displayed in Figure 7 .5. The experimental order of convergence is higher then the theoratical obtained result of 1/3, but decreases slightly for very small values of α.
7.3. A-posteriori error estimates and adaptive mesh refinement. We used the error estimator of Section 6 in an mesh adaptation procedure. Given a solution u α,H on a coarse grid T H , a subset of triangles T ′ H ⊂ T H were marked for refinement. The subset was chosen such that
holds. That is, triangles that carry most of the error were selected. The marked triangles were then refined with the red-green-refinement algorithm, which results in an finer mesh T h . The problem data is chosen according to Example 7.3, where we set α = 10 −4 and β = 1.5 · 10 −4 . The problem was discretized using P1-elements for states and adjoints and P0-elements for the control. Hence we can expect u α,h − u α L 2 ∼ h due to Propositions 4.3 and 4.4. As solution algorithm we used the semi-smooth Newton method, see Stadler [20] , coupled with a Wolfe-like line-search algorithm by Lewis and Overton [13] .
Starting with a mesh with 128 triangles, we computed a sequence of solutions and adaptively generated meshes. For comparison we computed solutions of the discretized problem for uniform refined meshes.
In Figure 7 .6, we plotted the L 2 -norms of the error u α,h − u α and the values of the error estimator, i.e. e u := u α,h − u α L 2 and η u := ρ η 2 T . The scaling factor ρ was chosen such that the scaled error estimator coincides with the true error on the coarsest mesh. As one can expect, the adaptive process yields better approximation results: with the same number of unknowns the error is significantly smaller than for uniform refined meshes. Moreover, the plot of the error estimator shows that estimator and error are of the same order. This indicates that the error estimator is both reliable and efficient. 
