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Abstract
Let = (√5 − 1)/2. Let a, b be two distinct letters. The inﬁnite Fibonacci word is the inﬁnite word
G = babbababbabbababbababbabba · · ·
whose nth letter is a (resp., b) if [(n + 1)] − [n] = 0 (resp., 1). For a factor w of G, the location of w is the set of all positions in
G at which w occurs. Only the locations of the following factors of G are already known: squares, singular words and those factors
of G whose lengths are Fibonacci numbers. The purpose of this paper is to determine the locations of all factors of G. Our results
contain all the known ones as consequences. Moreover, using our results, we are able to identify any factor of G whenever its starting
position and length are given; also we are able to tell whether two sufﬁxes of G have a common preﬁx of a certain length.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let X be an alphabet. Let X∗ be the monoid of all words over X. Let  denote the empty word, and let X+ = X∗\{}.
If w = a1a2 . . . an, where ai ∈ X, 1 in, then the positive integer n is called the length of w, denoted by |w|. Deﬁne
|| = 0. The operators ∼ and T on X+ are deﬁned by
(a1a2 . . . an)
∼ = anan−1 . . . a1,
T (a1a2 . . . an) = a2 . . . ana1,
T −1(a1a2 . . . an) = ana1a2 . . . an−1,
for n1, ai ∈ X, 1 in. For j1, let T j = T (T j−1), T −j = T −1(T −(j−1)), where T 0 denotes the identity
operator on X+. A word u is called a conjugate of a word w if u = T j (w) for some integer j. The word w˜ is called the
reversal of the word w. A nonempty word w is said to be a palindrome if w˜ = w.
A word u ∈ X+ is called a factor of w if there exists p, q ∈ X∗ such that w = puq. If p =  and q =  (resp.,
q =  and p = ), then u is said to be a preﬁx (resp., sufﬁx) of w, denoted by u <p w (resp., u <s w). Factors,
preﬁxes and sufﬁxes of an inﬁnite word are deﬁned similarly. Let v = a1a2a3 . . . be any ﬁnite or inﬁnite word where
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each an ∈ X, n1. Denote by v[p; q] the factor apap+1 . . . ap+q−1 of v that starts at position p in v and has length
q. We write v[p] for v[p; 1].
Throughout the rest of this paper,  = (√5 − 1)/2, X = {a, b}, and the letters i, j, k, m, n, p, s, t are used to
denote integers. The inﬁnite Fibonacci word is the inﬁnite word
G = babbababbabbababbababbabba . . . (1.1)
whose nth letter is a (resp., b) if [(n + 1)] − [n] = 0 (resp., 1), n1. For m0, let Gm denote the sufﬁx of G
obtained from G by deleting the ﬁrst m letters of G. The word G0 equals G. Deﬁne the sequence {Fn} of Fibonacci
numbers by F0 = 0, F1 = 1, Fn = Fn−1 +Fn−2, n2. Deﬁne the sequence {xn} of words by x1 = a, x2 = b, xn =
xn−1xn−2, n3. Clearly |xn| = Fn, n1. It is known that each xn is a preﬁx of G and the squares of the conjugates
of each xn are factors of G, n2. It follows that the conjugates xn, T (xn), . . . , T Fn−1(xn) of xn are distinct factors of
G of length Fn. (See, for example, [4,5,17].)
For each factor w of G, the location of w is the set
(w) = {m ∈ Z+ : G[m; |w|] = w}.
The location of w consists of all the positions in G at which w begins. The main purpose of this paper is to determine
the location of each factor of G. In [6], Chuan uses the Zeckendorf representation to obtain the locations of those
factors whose lengths are Fibonacci numbers 2 (see Corollary 3.10 below). These factors include the singular words
introduced by Wen and Wen [18] (see the paragraph right before Corollary 3.10 for the deﬁnition of singular words).
The locations of singular words are also obtained in [14]. In [13], using a different method, Iliopoulos et al. obtain the
locations of xn, n4, and the squares in G having lengths 6 (see Theorem 4.5 below). The location of the letters
a and b can be found in many papers, for example, [15,3,11,5] (see Corollary 3.11). All these known results can be
deduced from our main theorem (Theorem 3.4).
2. Factors of G
Proposition 2.1 (see Lothaire [17]). For each k1, G has exactly k + 1 distinct factors of length k.
Deﬁne q1 = a, q2 = b, and for n3, qn = qn−2qn−1 if n is odd and qn = qn−1qn−2 if n is even. The following two
results indicate that each qn is a conjugate of xn, and that the distinct factors of G of a ﬁxed length k can be obtained
from qn whenever |qn| > k.
Lemma 2.2 (see Chuan [4]). For n3,
qn =
{
T Fn−1 (xn) (n odd)
T Fn−1−1 (xn) (n even),
q˜n =
{
T Fn−1−1 (xn) (n odd)
T Fn−1 (xn) (n even).
Proposition 2.3 (see Chuan [7,9]). Let n3. Then for each k with 1k < Fn, the k + 1 preﬁxes of T 0(qn),
T −1(qn), . . . , T −k(qn) having length k are the k + 1 distinct factors of G of length k. The same result holds if qn is
replaced by q˜n.
The following two lemmas are used to restate Proposition 2.3 in terms of xn+1.
Lemma 2.4. For n2, the words xnxn−1 and xn−1xn differ by precisely the last two letters.
Proof. Since xn+1xn = xn(xn−1xn) and xnxn+1 = xn(xnxn−1), the result follows by induction on n. 
Lemma 2.5. Let n4 and FnkFn+1 − 2. Then, for 0jFn+1 − k − 2, the preﬁxes of T j (xn+1) and
T j+Fn(xn+1) of length k are equal.
Proof. Since xn+1 = xnxn−1 and T Fn(xn+1) = xn−1xn, it follows from Lemma 2.4 that the words xn+1 and T Fn(xn+1)
have a longest common preﬁx u of length Fn+1 − 2. Let 0jFn+1 − k − 2. Write u = zv where |z| = j . Then
T j (xn+1) and T j+Fn(xn+1) have a common preﬁx v which has length at least k. Thus the result follows. 
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Table 1
j T j (x6) uj
0 b a b b a b a b b a b b a b
1 a b b a b a b b a b b a b a
2 b b a b a b b a b b a b a b
3 b a b a b b a b b a b a b b
4 a b a b b a b b a b a b b a
5 b a b b a b b a b a b b a b
6 a b b a b b a b a b b a b b
7 b b a b b a b a b b a b b a
Proposition 2.6. Letn2andFnk < Fn+1.Then the k+1preﬁxes ofT j (xn+1)of length k,where j ∈ {0, 1, . . . , Fn−
1} ∪ {Fn+2 − k − 1, Fn+2 − k, . . . , Fn+1 − 1}, are the k + 1 distinct factors of G of length k.
Proof. For k = Fn+1−1, the result follows fromLemma2.2 andProposition2.3.Nowconsider the caseFnkFn+1−
2, and n4. By Lemma 2.2,
T Fn+1−1−i (xn+1) =
{
T −i (q˜n+1) (n odd),
T −i (qn+1) (n even),
0 ik. Let uj be the preﬁx of T j (xn+1) of length k, 0jFn+1 − 1. By Proposition 2.3, the words uj , where j
runs over the set
{Fn+1 − k − 1, Fn+1 − k, . . . , Fn+1 − 1} (2.1)
are the k + 1 distinct factors of G of length k. The set in (2.1) can be written as
{Fn+1 − k − 1, Fn+1 − k, . . . , Fn − 1}
∪ {Fn, Fn + 1, . . . , Fn+2 − k − 2}
∪ {Fn+2 − k − 1, Fn+2 − k, . . . , Fn+1 − 1}.
(2.2)
By Lemma 2.5, uj+Fn = uj for 0jFn+1 − k − 2. Therefore, the result follows by replacing the middle set in (2.2)
by the set {0, 1, . . . , Fn+1 − k − 2}. 
Example A. Let uj be the preﬁx of T j (x6) of length 6, 0j7. By Lemma 2.5, we have u0 = u5. By Proposition
2.6, u0, u1, u2, u3, u4, u6, u7 are the distinct factors of G of length 6. See Table 1.
Proposition 2.7. Let n2 and Fnk < Fn+1. Then
(a) G[j + 1; k] <p T j (xn+1), 0jFn+1 − 1.
(b) G[j + 1; k] = G[Fn + j + 1; k], 0jFn+1 − k − 2.
(c) The words G[j + 1; k], j ∈ {0, 1, . . . , Fn − 1} ∪{Fn+2 − k − 1, . . . , Fn+1 − 1}, are the k + 1 distinct factors of
G of length k.
Proof. When n = 2, i.e., k = 1, the results clearly hold. Now let n3. Since x2n+1 <p x2n+1xn−2xn−1 = xn+3 <p G,
it follows that T j (xn+1) <p Gj , for all 0jFn+1 − 1. Therefore, (a) holds. Part (b) (resp., (c)) follows from (a) and
Lemma 2.5 (resp., Proposition 2.6) immediately. 
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Let n2 and Fnk < Fn+1. Deﬁne
z
(k)
j =
{
G[j + 1; k] (0jFn − 1),
G[j + Fn+1 − k; k] (Fnjk). (2.3)
Theorem 2.8. Let n2 and Fnk < Fn+1. Then the words z(k)0 , z
(k)
1 , . . . , z
(k)
k are the k + 1 distinct factors of G of
length k which are listed in the order of their ﬁrst occurrences in G.
Proof. By Proposition 2.7(c) and (2.3), the words z(k)0 , z(k)1 , . . . , z(k)k are the k + 1 distinct factors of G of length k. By
Proposition 2.7(b) and (2.3), it is clear that the starting position of z(k)j is prior to the starting position of z(k)j+1 whenever
0jk − 1. 
3. The location of z(k)
j
In this section we use the Zeckendorf representation to determine the location of each factor of G.
Each nonnegative integer m has a unique representation, called the Zeckendorf representation, asm = ∑∞i=1 riFi+1,
where ri ∈ {0, 1}, riri+1 = 0 for i1 (see [1]). Deﬁne m∗ = r1r2r3 . . . . In particular, 0∗ = 000 . . . . The notation m∗
was used in [12]. For any m1, m20 and n1, deﬁne m1 ∼n m2 if m∗1 = r1r2r3 . . . and m∗2 = s1s2s3 . . . and ri = si
for all in. In [14] the notation ≡n was used for ∼n.
We ﬁrst determine the longest common preﬁx of any two distinct sufﬁxes of G and its length.
Deﬁne w1 = a, w2 = b, wn = wn−2wn−1, n3. Clearly the ﬁrst letter of w2i−1 (resp., w2i) is a (resp., b), i1.
Note that wn = x˜n, n1 (see [4]).
Lemma 3.1 (see Lemma 5 of Hendel and Monteferrante [12] and Corollary 3.8 of Chuan [8]). If m0 and m∗ =
r1r2r3 . . . , then
Gm = w1−r12 w1−r23 w1−r34 . . . .
Theorem 3.2. Let m1 and m2 be two distinct nonnegative integers with m∗1 = r1r2r3 . . . , m∗2 = s1s2s3 . . . . If there
exists p1 such that ri = si (1 ip), and rp+1 = sp+1, then the longest common preﬁx of Gm1 and Gm2 is
w
1−r1
2 w
1−r2
3 . . . w
1−rp−1
p wp+1 (3.1)
and its length is
∑p
i=1 (1 − ri)Fi+1 = Fp+3 − 2 − j where j =
∑p
i=1 riFi+1. (Note that 0jFp+2 − 1 and
j ∼p mi (i = 1, 2).) If r1 = s1, then the ﬁrst letters of Gm1 and Gm2 are distinct.
Proof. To prove the ﬁrst assertion, we write
m∗1 = r1r2 . . . rp1rp+2rp+3 . . . ,
m∗2 = r1r2 . . . rp0sp+2sp+3 . . . .
The case rp+1 = 0 and sp+1 = 1 can be proved similarly. By Lemma 3.1,
Gm1 = w1−r12 w1−r23 . . . w1−rpp+1 wp+3w1−rp+3p+4 . . . ,
Gm2 = w1−r12 w1−r23 . . . w1−rpp+1 wp+2w1−sp+2p+3 . . . .
We have already observed that the ﬁrst letters of wp+2 and wp+3 are distinct. Thus the ﬁrst assertion follows. The last
assertion is proved similarly. 
Example B. Consider G4, G36 and G86. Since 4∗ = 10100 . . . , 36∗ = 0100000100 . . . , 86∗ = 01001010100 . . . ,
it follows immediately from the last assertion of Theorem 3.2 that G4 and G36 (resp., G86) have no common pre-
ﬁxes. On the other hand, since both 36∗ and 86∗ begin with 0100 and the ﬁfth digits of them are unequal, letting
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j = 0 · F2 + 1 · F3 + 0 · F4 + 0 · F5 = 2, Theorem 3.2 implies that the longest common preﬁx u of G36 and G86 has
length F4+3 − 2 − j = 9 and u = w1−02 w1−13 w1−04 w1−05 = w2w4w5 = bbababbab.
Let k be a positive integer. Choose an integer n such that Fnk < Fn+1. Deﬁne
Jkj =
{
j (0jFn − 1),
j + Fn+1 − k − 1 (Fnjk), (3.2)
Nkj =
⎧⎪⎨⎪⎩
n − 2 (0jFn+1 − k − 2),
n − 1 (Fn+1 − k − 1jFn − 1),
n (Fnjk).
(3.3)
Lemma 3.3. Let k, j be integers with k1 and 0jk. Let J = Jkj and N = Nkj . Let J ∗ = r1r2r3 . . . . Then
(a) ri = 0 for all iN .
(b) FN+3 − 2 − J k.
(c) FN+2 − 2 − J < k.
Proof. Let n be an integer such that Fnk < Fn+1. First, suppose that 0jFn+1 − k − 2. Then
∞∑
i=1
riFi+1 = J = jFn+1 − k − 2Fn+1 − Fn − 2 = Fn−1 − 2 = FN+1 − 2
and so ri = 0 for all iN . Also,
FN+3 − 2 − J = Fn+1 − 2 − jFn+1 − 2 − (Fn+1 − k − 2) = k,
FN+2 − 2 − J = Fn − 2 − jFn − 2 < k.
Next, suppose that Fn+1 − k − 1jFn − 1. Then
∞∑
i=1
riFi+1 = J = jFn − 1 = FN+1 − 1
and so ri = 0 for all iN . Also,
FN+3 − 2 − J = Fn+2 − 2 − jFn+2 − 2 − (Fn − 1) = Fn+1 − 1k,
FN+2 − 2 − J = Fn+1 − 2 − jFn+1 − 2 − (Fn+1 − k − 1) = k − 1 < k.
Finally, suppose that Fnjk. Then
∞∑
i=1
riFi+1 = J = j + Fn+1 − k − 1Fn+1 − 1 = FN+1 − 1
and so ri = 0 for all iN . Also,
FN+3 − 2 − J = Fn+3 − 2 − (j + Fn+1 − k − 1)
= Fn+2 − 1 + (k − j)Fn+2 − 1 > k,
FN+2 − 2 − J = Fn+2 − 2 − (j + Fn+1 − k − 1)
= k − 1 − (j − Fn)k − 1 < k. 
Now we are ready to state and prove our main theorem.
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Theorem 3.4. Let k, j be integers with k1 and 0jk. Let J = Jkj and N = Nkj . Then
(z(k)j ) = {m + 1 ∈ Z+ : m ∼N J }.
Proof. Let J ∗ = r1r2r3 . . . . Let m be a nonnegative integer and m∗ = s1s2s3 . . . . Then
m + 1 ∈ (z(k)j )
⇔ z(k)j = G[m + 1; k]
⇔ G[J + 1; k] = G[m + 1; k]
⇔ GJ and Gm have a common preﬁx of length k
⇔ the length of the longest common preﬁx of GJ and Gm is at least k.
By Theorem 3.2, the length of the longest common preﬁx is equal to
∑p
i=1 (1 − ri)Fi+1 for some p for which ri =
si, 1 ip, rp+1 = sp+1. By Lemma 3.3(a), ri = 0 for all iN . Therefore J = ∑N−1i=1 riFi+1 = ∑Ni=1 riFi+1.
According to parts (b) and (c) of Lemma 3.3,
q∑
i=1
(1 − ri)Fi+1
N∑
i=1
(1 − ri)Fi+1 = FN+3 − 2 − J k, if qN,
q∑
i=1
(1 − ri)Fi+1
N−1∑
i=1
(1 − ri)Fi+1 = FN+2 − 2 − J < k, if qN − 1.
Thus,
the length of the longest common preﬁx of GJ and Gmk
⇔ ri = si for all 1 iN
⇔ m ∼N J. 
Example C. Let k = 9. Here we apply Theorem 3.4 (with n = 6) to each j (0j9) to compute the ﬁrst few positions
of z(k)j in G. For example, when j = 4, we have Jkj = j = 4, Nkj = n − 1 = 5, and J ∗kj = 4∗ = 1010000 . . . . The
values of m for which m ∼5 J (i.e., m∗ begins with 10100 (the binary string below z(9)4 in Table 2)) are
4, 17, 25, 38, 51, 59, 72, 80, 93, . . . . (3.4)
According to Theorem 3.4, the factor z(9)4 occurs at positions m + 1 in G, where m is given in (3.4). These positions
are listed in Table 2 below z(9)4 .
For t0 and t∗ = s1s2s3 . . . , deﬁne t,n = ∑∞i=1 siFn+i , n1. Note that (t,n)∗ = 0n−1s1s2s3 . . . .
Now let k, j, J, N be as in Theorem 3.4. If m ∼N J , and J ∗ = r1r2r3 . . . , then m∗ = r1r2 . . . rNs1s2 . . . . Let t
be a nonnegative integer such that t∗ = s1s2s3 . . . . Since∑∞i=1 siFN+1+i = t,N+1, it follows that m = t,N+1 + J .
Conversely, if m = t,N+1 + J for some t0, then it follows from Lemma 3.3(a) that m ∼N J . This proves the
following corollary.
Corollary 3.5. Let k, j, J, N be as in Theorem 3.4. Then
(z(k)j ) = {t,N+1 + J + 1 : t0}.
Using the deﬁnition of Jkj and Nkj , Theorem 3.4 and Corollary 3.5 can be restated as follows.
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Table 2
z
(k)
j
z
(9)
0 z
(9)
1 z
(9)
2 z
(9)
3 z
(9)
4 z
(9)
5 z
(9)
6 z
(9)
7 z
(9)
8 z
(9)
9
r1r2 . . . rN 0000 1000 0100 00100 10100 00010 10010 01010 001010 101010
Positions of z(k)
j
in G 1 2 3 4 5 6 7 8
9 10 11 12 13
14 15 16 17 18 19 20 21
22 23 24 25 26 27 28 29
30 31 32 33 34
35 36 37 38 39 40 41 42
43 44 45 46 47
48 49 50 51 52 53 54 55
56 57 58 59 60 61 62 63
64 65 66 67 68
69 70 71 72 73 74 75 76
77 78 79 80 81 82 83 84
85 86 87 88 89
90 91 92 93 94 95 96 97
Corollary 3.6. Let n2, Fnk < Fn+1, and 0jk.
(a) If 0jFn+1 − k − 2, then
(z(k)j ) = {m + 1 ∈ Z+ : m ∼n−2 j} = {t,n−1 + j + 1 : t0}.
(b) If Fn+1 − k − 1jFn − 1, then
(z(k)j ) = {m + 1 ∈ Z+ : m ∼n−1 j} = {t,n + j + 1 : t0}.
(c) If Fnjk, then
(z(k)j ) = {m + 1 ∈ Z+ : m ∼n j + Fn+1 − k − 1}
= {t,n+1 + j + Fn+1 − k : t0}.
To ﬁnd a simple formula for t,n, we need the following two lemmas. The ﬁrst lemma can be proved by induction
while the proof of the second lemma can be found in [2,3].
Lemma 3.7. FpFn + Fp−1Fn−1 = Fn+p−1, for p2, n1.
Lemma 3.8. If t∗ = s1s2s3 . . . , then [(t + 1)] = ∑∞i=1 siFi .
Proposition 3.9. t,n = tFn+[(t+1)]Fn−1, t0, n1. In particular,t,2 = [(t+1)]−1, t,3 = [(t+1)2]−2,
where  = + 1.
Proof. Let t∗ = s1s2s3 . . . . Then
t,n =
∞∑
i=1
siFn+i =
∞∑
i=1
si(Fi+1Fn + FiFn−1) (by Lemma 3.7)
=
( ∞∑
i=1
siFi+1
)
Fn +
( ∞∑
i=1
siFi
)
Fn−1
= tFn + [(t + 1)]Fn−1 (by Lemma 3.8). 
The result obtained in [6] about the locations of those factors of G of length Fn, n3, can be deduced from
Corollary 3.6.
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Deﬁne t0 = , t1 = b, t2 = a, tn = tn−2tn−3tn−2, n3. In [14,18], the words tn are called singular words. Each
tn is a factor of G having length Fn and is not a conjugate of xn if n3. Note also that each tn is a palindrome and for
n3,
qn =
{
tn−1tn−2 (n odd),
tn−2tn−1 (n even).
Corollary 3.10 (see Chuan [6]). Let n3, and 0jFn − 1. Let
e =
{
(01)
n−3
2 0 (n odd),
(10)
n−2
2 (n even).
(Note: (Fn−1 − 1)∗ = e00 . . . .)
(a) If j = Fn−1 − 1, then (T j (xn)) = {m + 1 ∈ Z+ : m ∼n−2 j}.
(b) (T Fn−1−1(xn)) = {m + 1 ∈ Z+ : m ∼n−1 Fn−1 − 1}
= {m + 1 ∈ Z+ : m∗ begins with e0}.
(c) (tn) = {m + 1 ∈ Z+ : m ∼n−1 Fn+1 − 1}
= {m + 1 ∈ Z+ : m∗ begins with e1}
= {t,n+1 + Fn+1 : t0}.
(d) (T j (xn)) =
{ {t,n−1 + j + 1 : t0} (0jFn−1 − 2),
{t,n + j + 1 : t0} (Fn−1 − 1jFn − 1).
(We remark that (tn) is also determined by Kamae et al. [14].)
Proof. Consider k = Fn. For n4, since x2n <p G, we have
z
(Fn)
j =
{
T j (xn) (0jFn − 1),
tn (j = Fn). (3.5)
Note that (3.5) also holds for n = 3 since babb <p G. Now the result follows easily from Corollary 3.6. 
Corollary 3.11 (see Knuth [15]). Let  = + 1.
(b) = {m + 1 ∈ Z+ : m∗ begins with 0} = {[s] : s1},
(a) = {m + 1 ∈ Z+ : m∗ begins with 1} = {[s2] : s1}.
Proof. Take k = 1, i.e., n = 2 in Corollary 3.6. Since z(1)0 = b, z(1)1 = a, the result follows from Corollary 3.6(b),(c)
and Proposition 3.9. 
4. A theorem of Iliopoulos et al.
We now prove a result due to Iliopoulos, Moore and Smyth (see Theorem 4.5) using the methods of this paper.
For integers i0, k1, h1, deﬁne
RUN(i, k, h) = (G[i; k],G[i + 1; k], . . . ,G[i + h − 1; k]).
RUN(i, k, h) is called a run of h consecutive factors of length k starting at position i in G. Note that the words in
RUN(i, k, h) are the consecutive factors of G[i; h + k − 1] of length k.
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Let X be an alphabet and c, d ∈ X+. Denote by G(c, d) the inﬁnite word obtained from G by substituting c for a
and d for b. For example, for n1, we have
G(xn, xn+1) = xn+1xnxn+1xn+1xnxn+1xnxn+1xn+1xnxn+1 . . . . (4.1)
The following proposition is a consequence of the fact that G is ﬁxed by the Fibonacci morphism  given by
(a) = b, (b) = ba.
Proposition 4.1 (see Lothaire [17]). G = G(xn, xn+1), for n1.
The words xn and xn+1 in representation (4.1) are called the blocks of the representation. Similarly, for n1,
regarding Fn and Fn+1 as symbols, we have
G(Fn, Fn+1) = Fn+1FnFn+1Fn+1FnFn+1FnFn+1Fn+1FnFn+1 . . . . (4.2)
For t1 and n1, deﬁne t,n to be the sum of the ﬁrst t terms of the right-hand side of (4.2). In other words, t,n is
the sum of the lengths of the ﬁrst t blocks of the right-hand side of (4.1). Deﬁne 0,n = 0 for n1. Clearly, for t0,
the (t + 1)th block of representation (4.1) occurs at position t,n + 1 in G. We remark that the inﬁnite Fibonacci word
consider in [13] is G(b, a) and the notation used in [13] for t,n is
∑
t,n−1.
Proposition 4.2. Let t0, n1. Then t,n = tFn + [(t + 1)]Fn−1 = t,n.
Proof. Since
∑t
i=1 ([(i + 1)] − [i]) = [(t + 1)], there are [(t + 1)] b’s and t − [(t + 1)] a’s in a preﬁx of G of
length t, and so there are [(t + 1)] xn+1’s and t − [(t + 1)] xn’s in the ﬁrst t blocks of G(xn, xn+1). Thus the result
follows immediately from Proposition 3.9. 
Proposition 4.3. Consider the representation G = G(xn, xn+1).
(a) The positions of the block xn+1 in G are given by t,n+1 + 1, t0.
(b) The positions of the block xn in G are given by t,n+2 + Fn+1 + 1, t0.
(c) The positions of the (t + 1)th block in G are t,n + 1, t0. Furthermore, {t,n + 1 : t0} = {t,n+1 + 1 :
t0} ∪ {t,n+2 + Fn+1 + 1 : t0}.
Proof. Let  = + 1. For t0, it follows from Corollary 3.11 that the (t + 1)th b in G occurs at position [(t + 1)].
Therefore there are t xn+1’s and ([(t + 1)] − t − 1) xn’s in the ﬁrst [(t + 1)] − 1 blocks of G(xn, xn+1).
Thus the (t + 1)th block xn+1 of the representation G(xn, xn+1) occurs in G at positions
tFn+1 + ([(t + 1)] − t − 1)Fn + 1 = tFn+1 + [(t + 1)]Fn + 1.
By Proposition 4.2, part (a) follows. Part (b) is proved similarly using the fact that the (t + 1)th a in G occurs at
position [(t + 1)2]. The ﬁrst assertion of (c) follows from Proposition 4.2. The second assertion now follows from (a)
and (b). 
Corollary 4.4. Let n2, Fnk < Fn+1. Then
(a) RUN(t,n + 1, k, Fn) = (z(k)0 , z(k)1 , . . . , z(k)Fn−1), for t0;
(b) RUN(t,n+1 + Fn + 1, k, Fn−1) = (z(k)0 , . . . , z(k)Fn+1−k−2, z
(k)
Fn
, . . . , z
(k)
k ), for t0.
In other words, the run (z(k)0 , z
(k)
1 , . . . , z
(k)
Fn−1) (resp., (z
(k)
0 , . . . , z
(k)
Fn+1−k−2, z
(k)
Fn
, . . . , z
(k)
k )) always occurs wherever
the block xn (resp., xn−1) of the representation G(xn−1, xn) occurs in G.
Proof. Consider the representation G(xn−1, xn) of G. If 0jFn+1 − k − 2, then, according to Corollary 3.6(a) and
Proposition 4.3(c),
(z(k)j ) = {t,n−1 + j + 1 : t0}
= {t,n + j + 1 : t0} ∪ {t,n+1 + Fn + j + 1 : t0}. (4.3)
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Now the run in part (a) is determined using the ﬁrst set in (4.3) and Corollary 3.6(b) while the run in part (b) is
determined using the second set in (4.3) and Corollary 3.6(c). 
Example D. Let k = 9 and n = 6.
G =
x6︷ ︸︸ ︷
babbabab
x5︷ ︸︸ ︷
babba
x6︷ ︸︸ ︷
babbabab
x6︷ ︸︸ ︷
babbabab
x5︷ ︸︸ ︷
babba
x6︷ ︸︸ ︷
babbabab
x5︷ ︸︸ ︷
babba
x6︷ ︸︸ ︷
babbabab
x6︷ ︸︸ ︷
babbabab b . . .︷ ︸︸ ︷
01234567
︷ ︸︸ ︷
01289
︷ ︸︸ ︷
01234567
︷ ︸︸ ︷
01234567
︷ ︸︸ ︷
01289
︷ ︸︸ ︷
01234567
︷ ︸︸ ︷
01289
︷ ︸︸ ︷
01234567
︷ ︸︸ ︷
01234567 . . . .
Here an integer j (0j9) is placed at position m+ 1 in G if z(9)j occurs there. Denote a run (z(9)j1 , z
(9)
j2
, . . . , z
(9)
jr
) by︷ ︸︸ ︷
j1j2 . . . jr . We notice that the run
︷ ︸︸ ︷
01234567 (resp.,
︷ ︸︸ ︷
01289) always occurs wherever the block x6 (resp., x5) occurs, as
asserted by Corollary 4.4.
In [13], it is proved that the factors xn+1 (n3) and x2n (n4) and runs of squares occur in G wherever certain
blocks of G(xn, xn+1) occur.
Theorem 4.5 (see Iliopoulos [13]). For t0,
(a) xn+1 = G[t,n + 1;Fn+1], n3;
(b) x2n = G[t,n + 1; 2Fn], n4;
(c) RUN(t,n + 1, 2Fn, Fn−1 − 1) = (x2n, (T (xn))2, . . . , (T Fn−1−2(xn))2) if and only if G[t + 1] = b;
(d) RUN(t,n + 1, 2Fn, Fn) = (x2n, (T (xn))2, . . . , (T Fn−1(xn))2) if and only if G[t + 1] = a.
By Proposition 4.3, parts (c) and (d) of Theorem 4.5 can be restated as follows:
(c′) RUN(t,n+1 + 1, 2Fn, Fn−1 − 1) = (x2n, (T (xn))2, . . . , (T Fn−1−2(xn))2); (4.4)
(d′) RUN(t,n+2 + Fn+1 + 1, 2Fn, Fn) = (x2n, (T (xn))2, . . . , (T Fn−1(xn))2). (4.5)
Proof of Theorem 4.5. Part (a) has been proved in Corollary 3.10. Since x2n <p G (n4), we have x2n = z(2Fn)0 . Now
part (b) follows immediately from Corollary 3.6(a).
Consider n4. Since
xn+1x3nxn−3xn−2 <p xn+1xnxn+1xn+1 <p G,
we see that
(x2n, (T (xn))
2, . . . , (T Fn−1(xn))2)
= RUN(Fn+1 + 1, 2Fn, Fn)
= RUN(0,n+2 + Fn+1 + 1, 2Fn, Fn)
= (z(2Fn)0 , . . . , z(2Fn)Fn−1−2, z
(2Fn)
Fn+1 , . . . , z
(2Fn)
2Fn ) (by Corollary 4.4(b))
= RUN(t,n+2 + Fn+1 + 1, 2Fn, Fn) (by Corollary 4.4(b)).
(4.6)
Therefore (4.5) and (d) hold. Moreover, we see from (4.6) that
(T j (xn))
2 =
⎧⎨⎩ z
(2Fn)
j (0jFn−1 − 2),
z
(2Fn)
j+Fn+1 (Fn−1 − 1jFn − 1).
(4.7)
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According to Theorem 2.8, z(2Fn)j , 0j2Fn, are all distinct. As observed by Iliopoulos et al., the only squares in G
are the conjugates of x2n, n2. Hence z(2Fn)j is not a square, for Fn−1 − 1jFn+1 − 1.
Thus (4.4) and (c) follow from Corollary 4.4(a). 
By (4.7) and Corollary 3.6(a) and (c), we also have
((T j (xn))
2) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
{m + 1 ∈ Z+ : m ∼n−1 j} = {t,n + j + 1 : t0}
(0jFn−1 − 2),
{m+1∈Z+:m ∼n+1 j+Fn+1}= {t,n+2+j+Fn+1+1:t0}
(Fn−1 − 1jFn − 1).
5. The equation G[m + 1; k] = z(k)
j
For any given m0 and k1, we want to determine the unique j for which
G[m + 1; k] = z(k)j . (5.1)
The following theorem serves this purpose.
Theorem 5.1. Let m and k be as above. Let n be an integer such that Fnk < Fn+1. Let m∗ = r1r2r3 . . . . If
j1 =
n−2∑
i=1
riFi+1, j2 =
n−1∑
i=1
riFi+1, j3 =
n∑
i=1
riFi+1 − Fn+1 + k + 1, (5.2)
A1 = {p ∈ Z : 0pFn+1 − k − 2},
A2 = {p ∈ Z : Fn+1 − k − 1pFn − 1}, (5.3)
A3 = {p ∈ Z : Fnpk},
then there is a unique i ∈ {1, 2, 3} such that ji ∈ Ai . Moreover, for this value of i, G[m + 1; k] = z(k)ji .
Proof. Let 0jk be such that G[m + 1; k] = z(k)j .
Case 1: j ∈ A1: By Corollary 3.6 and Lemma 3.3(a), j1 = j ∈ A1. Clearly j2 = j + rn−1Fn /∈ A2. Since
j3 = (j + rn−1Fn + rnFn+1) − Fn+1 + k + 1
=
{
rn−1Fn + (j − Fn+1 + k + 1) < Fn if rn = 0,
j + k + 1 > k if rn = 1,
it follows that j3 /∈ A3.
Case 2: j ∈ A2: By Corollary 3.6 and Lemma 3.3(a), j1 = j2 = j and so j1 /∈ A1, j2 ∈ A2. Since
j3 = (j + rnFn+1) − Fn+1 + k + 1
=
{
j − (Fn+1 − k − 1) < Fn if rn = 0,
j + k + 1 > k if rn = 1,
it follows that j3 /∈ A3.
Case 3: j ∈ A3: By Corollary 3.6 and Lemma 3.3(a), j + Fn+1 − k − 1 = ∑ni=1 riFi+1. Therefore j3 = j ∈ A3.
Since Fnj + Fn+1 − k − 1Fn+1 − 1, it follows that rn−1 = 1 and rn = 0. Hence j2 = j1 + Fn /∈ A2. Since
j1 = Fn+1 − k − 1 + (j3 − Fn)Fn+1 − k − 1, j1 /∈ A1. 
The following theorem, which is also a consequence of Corollary 3.6, provides another method computing j.
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Theorem 5.2. Let m, k, n,m∗ be as in Theorem 5.1. Let
j0 =
n−1∑
i=1
riFi+1, (5.4)
j =
⎧⎨⎩
j0 if 0j0Fn − 1,
j0 − Fn if Fnj0Fn+2 − k − 2, (5.5)
j0 − Fn+1 + k + 1 if Fn+2 − k − 1j0Fn+1 − 1. (5.6)
Then G[m + 1; k] = z(k)j .
Proof. Observe that 0j0Fn+1 − 1. We consider the following cases:
(a) 0j0Fn+1 − k − 2 (resp., Fn+1 − k − 1j0Fn − 1);
(b) Fnj0Fn+2 − k − 2;
(c) Fn+2 − k − 1j0Fn+1 − 1.
First of all, if (a) holds, the proof is easy and is omitted. Next, note that if Fnj0 < Fn+1, then rn−1 = 1 and so rn = 0.
Now if (b) holds, then 0j = j0 −FnFn+1−k−2 and j = ∑n−2i=1 riFi+1 ∼n−2 m. Therefore (5.6) holds, according
to Corollary 3.6(a). If (c) holds, then Fnj = j0 −Fn+1+k+1k and j +Fn+1−k−1 = j0 = ∑ni=1 riFi+1 ∼n m.
Therefore (5.6) holds, according to Corollary 3.6(c). 
Corollary 4.4 provides yet another method determining j. The proof is straightforward.
Theorem 5.3. Let m, k, n be as in Theorem 5.1.
Let t0 be an integer such that
t,n−1m < t+1,n−1.
If [(t + 2)] − [(t + 1)] = 1 (i.e., t+1,n−1 − t,n−1 = Fn), take
j = m − t,n−1; (5.7)
if [(t + 2)] − [(t + 1)] = 0 (i.e., t+1,n−1 − t,n−1 = Fn−1), take
j =
{
m − t,n−1 if m − t,n−1Fn+1 − k − 2,
m − t,n−1 − Fn−1 + k + 1 if m − t,n−1 > Fn+1 − k − 2. (5.8)
Then G[m + 1; k] = z(k)j .
Example E. Toﬁnd the unique j such thatG[45; 10] = z(10)j , we letm = 44 and k = 10. SinceF6 = 8 < k < 13 = F7,
take n = 6.
Method 1: We use Theorem 5.1. With m∗ = 0100100100 . . . , we ﬁnd
j1 = 2, j2 = 10, j3 = 8,
A1 = {0, 1}, A2 = {2, 3, 4, 5, 6, 7}, A3 = {8, 9, 10}
by (5.2) and (5.3). Clearly i = 3 is the only value of i such that ji ∈ Ai . Theorem 5.1 implies that j = j3 = 8.
Method 2: We use Theorem 5.2. With m∗ = 0100100100 . . . , we ﬁnd j0 = F3 + F6 = 10 by (5.4). Since
F8 − k − 1 = 10j012 = F7 − 1, j = j0 − F7 + k + 1 = 8, by (5.5).
Method 3: We use Theorem 5.3. The ﬁrst few terms of the sequence {t,5} are
0, 8, 13, 21, 29, 34, 42, 47, 55.
Taking t = 6, we have 6,5 = 42 < m < 47 = 7,5, and 7,5 − 6,5 = 5 = F5. Since
m − 6,5 = 2 > 1 = F7 − k − 2,
j = m − 6,5 − F5 + k + 1 = 8, by (5.8).
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6. Concluding remarks
We have seen that Theorem 3.4 (equivalently, Corollary 3.6) is a consequence of Theorem 3.2. Also Corollary
3.6 implies Corollary 4.4. Here we remark that Corollaries 4.4 and 3.6 can also be proved by the following “block
argument’’. The idea comes from [13].
Our ﬁrst lemma follows from the deﬁnition of z(k)j (see (2.3)) and Proposition 2.7(b).
Lemma 6.1. Let k, n be positive integers with Fnk < Fn+1.
(a) RUN(1, k, Fn) = (z(k)0 , z(k)1 , . . . , z(k)Fn−1);
(b) RUN(Fn + 1, k, Fn−1) = (z(k)0 , . . . , z(k)Fn+1−k−2, z
(k)
Fn
, . . . , z
(k)
k ).
According to Lemma 2.4, it is clear that
G[1;Fn+2 − 2] = xnxn−1xn[1;Fn+2 − 2] = x2nxn−1[1;Fn+2 − 2]. (6.1)
Also, since xn−1xnxn−1 <p xn−1xnxn, it follows that
G[Fn + 1;Fn−1 + Fn+1] = xn−1xnxn−1
= xn−1xnxn[1;Fn−1 + Fn+1]. (6.2)
Now consider the representation G(xn−1, xn) of G. Since every occurrence of the block xn is followed by an
occurrence of xn−1xn or xnxn−1, (6.1) implies that whenever the block xn occurs at position m1 + 1 in G, we have
G[m1 + 1;Fn+2 − 2] = G[1;Fn+2 − 2]
and so, by Lemma 6.1(a), we have
RUN(m1 + 1, k, Fn) = RUN(1, k, Fn) = (z(k)0 , z(k)1 , . . . , z(k)Fn−1). (6.3)
A similar argument shows that if the block xn−1 occurs at position m2 + 1 in G, then
RUN(m2 + 1, k, Fn−1) = (z(k)0 , . . . , z(k)Fn+1−k−2, z
(k)
Fn
, . . . , z
(k)
k ). (6.4)
Thus, Corollary 4.4 follows fromProposition 4.3(a) and (b). From (6.3) and (6.4), whenever a block occurs at position
m + 1 in G, z(k)j occurs at position m + j + 1, for 0jFn+1 − k − 2. Therefore, by Proposition 4.3(c),
Corollary 3.6(a) holds. Using (6.3) and (6.4), parts (b) and (c) of Corollary 3.6 follow immediately from parts (a) and
(b) of Proposition 4.3.
As a generalization, it is of interest to locate the factors of a characteristic word. A characteristic word c, where 
is an irrational number with 0 <  < 1, is an inﬁnite word whose nth letter is a (resp., b) if [(n + 1)] − [n] = 0
(resp., 1), n1. The inﬁnite Fibonacci word G is the characteristic word c, where  = (
√
5− 1)/2 (see [2,7–10,17]).
We remark that the methods used in this paper have the potential to be generalized to characteristic words.
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