In this paper, we propose a new framework to implement interior point method (IPM) in order to solve some very large scale linear programs (LP). Traditional IPMs typically use Newton's method to approximately solve a subproblem that aims to minimize a log-barrier penalty function at each iteration. Due its connection to Newton's method, IPM is often classified as second-order method -a genre that is attached with stability and accuracy at the expense of scalability. Indeed, computing a Newton step amounts to solving a large system of linear equations, which can be efficiently implemented if the input data are reasonably-sized and/or sparse and/or well-structured. However, in case the above premises fail, then the challenge still stands on the way for a traditional IPM. To deal with this challenge, one approach is to apply the iterative procedure, such as preconditioned conjugate gradient method, to solve the system of linear equations. Since the linear system is different each iteration, it is difficult to find good pre-conditioner to achieve the overall solution efficiency. In this paper, an alternative approach is proposed. Instead of applying Newton's method, we resort to the alternating direction method of multipliers (ADMM) to approximately minimize the log-barrier penalty function at each iteration, under the framework of primal-dual path-following for a homogeneous self-dual embedded LP model. The resulting algorithm is an ADMM-Based Interior Point Method, abbreviated as ABIP in this paper. The new method inherits stability from IPM, and scalability from ADMM. Because of its self-dual embedding structure, ABIP is set to solve any LP without requiring prior knowledge about its feasibility. We conduct extensive numerical experiments testing ABIP with large-scale LPs from NETLIB and machine learning applications. The results demonstrate that ABIP compares favorably with existing LP solvers including SDPT3, MOSEK, DSDP-CG and SCS.
Introduction
By and large, traditional interior point method (IPM) for linear program (LP) is based on solving a sequence of log-barrier penalty subproblems using Newton's method [36, 47, 32] . It turns out that with a suitable penalty-parameter choice scheme, one step of Newton's method usually yields a very good initial solution for the next log-barrier penalty subproblem. As a result, the crux of IPMs
Notation and Organization
Throughout this paper, we denote vectors by bold lower case letters, e.g., x, and matrices by regular upper case letters, e.g., X. The transpose of a real vector x is denoted as x ⊤ . For a vector x, and a matrix X, x and X denote the ℓ 2 norm and the matrix spectral norm, respectively. For two symmetric matrices A and B, A B indicates that A − B is symmetric positive semi-definite. The subscript, e.g., x t , denotes iteration counter. log(x) denotes the natural logarithm of x. e denotes the vector of all ones. e j denotes the coordinate vector with j-th entry being 1. I d is an identity matrix with the dimension d. For two vectors x and y, the Hadamard product is denoted as x • y = (x 1 y 1 , . . . , x n y n ).
The rest of the paper is organized as follows. In Section 2, we discuss some background of homogeneous self-dual embedding. In Section 3, we propose our ABIP method for solving the homogeneous self-dual embedding with log barrier functions. We also discuss how ABIP can be simplified and reduced to a matrix-free algorithm. The iteration complexity of ABIP is also analyzed. In Section 4, we propose several techniques that help improve the performance of ABIP in practice. In Section 5, we present extensive numerical results on large-scale LPs from NETLIB and machine learning applications and compare with several existing LP solvers. We make some concluding remarks in Section 6.
Homogeneous and Self-Dual Linear Programming
We are interested in solving the following primal-dual pair of linear programs (LP):
where x ∈ R n is the primal variable, y ∈ R m and s ∈ R n are the dual variables, the problem data are A ∈ R m×n , b ∈ R m and c ∈ R n with m ≤ n, and without loss of generality, we assume that A is of full row rank. The primal and dual optimal objective values are denoted as p * and d * respectively. In addition to the celebrated simplex method of Dantzig [10] in 1940's, the interior point method (IPM), which was pioneered by Karmarkar [27] and intensively developed by many researchers in the 1980's and 1990's, has been a standard approach to solve linear program (1) . In the early years of IPM, initial feasible interior solutions were assumed to be available at hand. Clearly, this assumption can be restrictive. To address this issue specifically, Ye et al. [48] proposed to solve the following homogeneous and self-dual linear programming with arbitrary initial points x 0 > 0, s 0 > 0 and y 0 : 
The HSD (2) has many nice properties. In the following we give a partial list (cf. [48] ).
Theorem 2.1 (Theorem 2 in [48]) The following holds for (2):
(i) The optimal value of (2) is zero, and for any feasible point (y, x, τ, θ, s, κ), it holds
(ii) There is a feasible solution (y, x, τ, θ, s, κ) to (2) such that
(iii) There is an optimal solution (y * , x * , τ * , θ * = 0, s * , κ * ) such that x * + s * > 0 and τ * + κ * > 0, which is called a strictly complementary solution.
Theorem 2.2 (Theorem 3 in [48] ) Let (y * , x * , τ * , θ * = 0, s * , κ * ) be a strictly complementary solution for (2) . Then:
(i) (P) has a solution (feasible and bounded) if and only if τ * > 0. In this case, x * /τ * is an optimal solution for (P) and (y * /τ * , s * /τ * ) is an optimal solution for (D).
(ii) If τ * = 0, then κ * > 0, which implies that c ⊤ x * − b ⊤ y * < 0, i.e., at least one of c ⊤ x * and −b ⊤ y * is strictly less than zero. If c ⊤ x * < 0 then (D) is infeasible; if −b ⊤ y * < 0 then (P) is infeasible; and if both c ⊤ x * < 0 and −b ⊤ y * then both (P) and (D) are infeasible. [48] ) Let (ȳ,x,τ ,θ = 0,s,κ) be any optimal solution for (2) . If κ > 0, then either (P) or (D) is infeasible.
Theorem 2.3 (Corollary 4 in

An ADMM-based Interior-Point Method
In [48] , Ye et al. proposed an O( √ nL)-iteration interior point algorithm to solve (2) . However, like all interior-point methods, it requires solving a linear system at each iteration and therefore does not scale well for dense data. In this section, we propose our ABIP method which uses ADMM to solve the log-barrier penalty subproblems for HSD, and we show that the procedures of ABIP can be simplified. In this section, we also provide an iteration complexity analysis for ABIP.
4
The ABIP Method
For ease of presentation, we choose y 0 = 0, x 0 = e, and s 0 = e, where e denotes the vector of all ones. By introducing a constant parameter β > 0 and constant variables r = 0 and ξ = −(x 0 ) ⊤ s 0 − 1 = −n − 1, (2) can be rewritten as
where
and the indicator function ½(C) equals zero if the constraint C is satisfied, and equals +∞ otherwise.
The reason that we introduce a parameter β in the objective is completely for ease of presentation. It does not change the solution of the problem. One classical way to solve (4) is to use log-barrier penalty to penalize the variables with nonnegativity constraints, which results in a primal-dual interior-point method. The new formulation with log-barrier penalty is:
where B(u, v, µ) is a barrier function defined as follows:
and µ > 0 is the penalty parameter. In the k-th iteration of IPM, one uses Newton's method to solve the KKT system of (6) with µ = µ k . One then reduces µ k to µ k+1 for the next iteration. When µ k → 0, the solution of (6) approaches that of (4). The computational bottleneck of IPM is that one has to assemble a Newton's direction, which can be expensive when the problem is large and data are dense. Observing the structure of (6), we propose to use the Alternating Direction Method of Multipliers (ADMM) to solve it inexactly. To do so, we first rewrite (6) as the following problem by introducing auxiliary variables (ũ,ṽ):
By associating (scaled) Lagrange multipliers p to constraintũ = u and q to constraintṽ = v, the augmented Lagrangian function for (8) can be written as
where β > 0 is the same parameter as in (4) . The i-th iteration of ADMM for solving (8) is as follows:
where S (x) denotes the Euclidean projection of x onto the set S. A complete description of ABIP is in Algorithm 1. for i = 0, 1, 2, . . . do 4: if the termination criterion is satisfied then 5: break.
6:
end if
7:
Update ũ k i+1 ,ṽ k i+1 by (9);
8:
Update u k i+1 , v k i+1 by (10);
9:
Update p k i+1 , q k i+1 by (11).
10:
end for 11:
12:
Set µ k+1 = γµ k . 13: end for
Implementing ABIP
In this subsection we discuss a simplified implementation of ABIP. In particular, we show that the dual variables p and q in (9), (10) and (11) can be eliminated using a proper initialization. The framework of our analysis is similar to the one in [33] , but the techniques we use are quite different because the Moreau decomposition cannot be directly applied to (u, v) when the log-barrier penalty function is used. The main technical result is summarized in the following theorem.
Theorem 3.1 For the k-th outer iteration of Algorithm 1, we initialize
p k 0 = v k 0 and q k 0 = u k 0 with x k 0 • s k 0 = µ k β e, τ k 0 κ k 0 = µ k β , r k 0 = 0, ξ k 0 = −n − 1.
It then holds, for all iterations
Proof. We shall prove the result by induction. Indeed, the proof is based on the following steps: (i) Iteration j = 0: the result holds true since we can initialize the variables accordingly.
(ii) The result holds true for iteration j = i + 1 given that it holds true for iteration j = i. We prove the desired result in two steps:
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Step 1: We claim that
Indeed, we rewrite (9) as
where Q = {(u, v) : Qu = v}. Moreover, it follows from Q being skew-symmetric that the orthogonal complement of Q is Q ⊥ = {(v, u) : Qu = v}. Therefore, we conclude that,
because the two projections are identical for reversed output arguments. This implies that
Therefore, combining (14) and (15) yields the desired result.
Step 2:
We proceed to proving that
and
Indeed, we partition p and q as
and the optimality conditions of (10) are given by
First, we show that (18) and (22) we have that
Furthermore, we have
Second, we shall prove
Indeed, from (11) and (16) we have
Combining the above two equations with (13) yields
Besides, from (19) and (11) we have
and from (23) and (11) we have
Therefore, we obtain 0 (27) , (28) 
which, combining with (28), leads to
It also directly follows from (26) 
We use the same arguments to conclude
Finally, we show that
Indeed, from (11), (21) and (25) we have
Furthermore, combining (16) and (17) we have
Therefore, we conclude that
This completes the proof.
Observe that Theorem 3.1 simplifies Algorithm 1 by eliminating the dual variables p and q. They are replaced by v and u, respectively. Moreover, note that u and v are separable in (10) . As a result, we can update u by
and update v by v
which follows from the update for p k i+1 . Note thatṽ k i can now be eliminated from the algorithm.
Problem (30) admits closed-form solutions given by
where the last step is from (29) . By eliminating p k i and q k i , (9) reduces to
It is easy to show (by the KKT condition) that the solution is given bỹ
because matrix Q is skew-symmetric. Moreover, we only need to invert (or factorize) I + Q once at the beginning of the algorithm. In this sense, ABIP is matrix inversion free. Therefore, we have shown that (9), (10) and (11) can be simply implemented by means of (37), (30) and (32) respectively, and the solutions of (30) are given by (33) , (34) , (35) and (36) .
We use the following criterion to terminate the inner loop of Algorithm 1:
Finally, we present this specific implementation ABIP as Algorithm 2.
as the optimal solution to (6) when µ = µ k , which also satisfies the following optimality conditions of (6):
In fact, (40) defines a central path (cf. [37, 5, 29, 36] ) of the homogeneous self-dual embedded model ( [48] ). for i = 0, 1, 2, . . . do 5: if the inner termination criterion (38) is satisfied then 6: break.
7:
8:
Updateũ k i+1 by using (37);
9:
Update u k i+1 by using (33), (34), (35) and (36);
10:
Update v k i+1 by using (32).
11:
if the final termination criterion is satisfied then 12: return.
13:
14:
end for
15:
Set µ k+1 = γ · µ k ;
16:
Set r k+1 0 = 0, ξ k+1 0 = −n − 1 and
17: end for
From Theorem 3.1 we have
Together with the feasibility condition that
), we conclude that the optimal solution to problem (8) is on the central path. This implies that ABIP is indeed a central path following algorithm, in view of the classical primal-dual central path following scheme.
Corollary 3.3 Following a similar argument as in Theorem 3.1, it is easy to prove:
where (p * k , q * k ) denotes the optimal dual solution of (8).
Iteration Complexity Analysis
In this subsection we analyze the iteration complexity of ABIP. The following identity will be frequently used in our analysis:
(42) To prove the main result, we need several technical lemmas.
is monotonically decreasing and converges to 0.
Proof. We observe from the optimality condition of problem (8) that
By using the convexity of ½ (Qu = v) and (41) we have
and using the convexity of B(u, v, µ) with respect to (u, v) and (41) we have
Summing up the above two inequalities leads to
Adding (46) and (47) and using (12) yields
Further adding (43) and (48) we have
Recall that (11) implies
Now, we use (50) and (49) to obtain
(51) Therefore, we conclude that
is a monotonically decreasing se-
Furthermore, from (51) we have
. Therefore, we have Qū −v = 0 and
Due to the uniqueness of the central path solution, we have (ū,v) = (u * k , v * k ), which implies that
Lemma 3.5 The sequence
is uniformly bounded, i.e., there exists a constant C > 0 that does not depend on k or µ k such that
Moreover, the iterates
where N k denotes the number of inner iterations in the k-th outer loop.
Proof. We recall an important fact that the set of the central path points {u * k , v * k } with µ k /β, i.e., the solution of (40), is uniformly bounded, where 0 < µ k ≤ µ 0 . That is, there exists a constant C 1 that does not depend on k or µ k such that
Note that (52) leads to (53) immediately. To see this, note that combining (52) and Lemma 3.4 yields
which together with (54) implies
proving (53) with D = 2C + 2C 1 . We prove (52) by induction. Indeed, for k = 0, since we choose µ 0 = β, the initial point we choose in Algorithm 2 satisfies (40) For k ≥ 1, the induction assumption is that there exists a constant C > 0 that does not depend on k or µ k such that
holds true. Then we have (40) which together with the above inequality and (54) results in
from which we get
Note that (38) holds for i = N k . Therefore, we have
By defining function P (u, v) = Qu − v 2 , and noticing that P (u, v) is a convex function and
By noting (µ k ) 3 ≤ (µ 0 ) 2 µ k , and combining (55)-(59), we have, there exists a constant C 2 that does not depend on k or µ k such that
Therefore, letting C = 2γC 2 µ 0 + 8γC 1 proves (52). This completes the proof.
Lemma 3.6 The number of iterations (denoted by N k ) needed in the inner loop of Algorithm 2 is
where C 3 is defined as
Proof. It follows from Lemma 3.5 that B u k i , v k i , µ k is strongly convex with respect to (x, s, τ, κ). More specifically, we have
Therefore, (48) is changed to
By summing (43) and (63), using (50) and observing
Moreover, from (45) we have
Letting (u, v) = u k i , v k i in (66) and (u, v) = u k i+1 , v k i+1 in (67), and adding them up lead to
which implies that
Combining (65) and (68) yields
Furthermore, we have (by denoting
and (by denoting
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By summing up (70) and (71), we have
we have
where the second inequality is due to C 3 > 1 and (72). Therefore, we obtain that
On the other hand, we have
Therefore, The number of iterations (denoted by N k ) needed in the inner loop of Algorithm 2 should satisfy that
which proves (61).
Now we are ready to present the main result of the iteration complexity of Algorithm 2.
Theorem 3.7
The total IPM and ADMM iteration complexities of ABIP are respectively
Proof. Note that ABIP consists of two types of loops: inner loops and outer loops. In the outer loop, a log-barrier penalty problem is formed with a penalty parameter µ k , and in the inner loop, this log-barrier penalty problem is solved by a two-block ADMM. The outer loop is terminated when µ k < ǫ, with a pre-given tolerance ǫ > 0. It is then easy to see that the number of outer loops, i.e., the number of interior point iterations, is
For the total number of ADMM steps, we have
4 Implementation Details
Termination Criteria
So far we have not discussed how to terminate the outer loop of ABIP yet. In our implementation, we chose the one that is used in SCS [33] . Specifically, we run the algorithm until it finds a primaldual optimal solution or a certificate of primal or dual infeasibility of the original LP pair (1), up to some tolerance. The detailed procedure is as follows. If τ k i > 0 in u k i , then let
be the candidate solution which is guaranteed to satisfy the feasibility condition. It thus suffices to check if the residuals
are small. More specifically, we terminate the algorithm if
are met. The quantities ǫ pres , ǫ dres and ǫ dgap are the primal residual, dual residue and duality gap tolerances, respectively. On the other hand, if the current iterates satisfy that
then
is an approximate certificate for the primal infeasibility with the tolerance ǫ pinfeas ; or if the current iterates satisfy that
then −
is an approximate certificate for the dual infeasibility with the tolerance ǫ dinfeas .
Over Relaxation
In practice, we implemented some techniques that can accelerate the algorithm. One of them is to incorporate a relaxation parameter in the ADMM [15] . Specifically, when applied to Algorithm 2, we replace allũ k i+1 in the u-and v-updates with
where α ∈ [0, 2] is a relaxation parameter. In that case, (32) , (33), (34), (35) and (36) become
When α = 1, this reduces to the corresponding update in Algorithm 2 given above. When α > 1, this is known as over-relaxation; when α < 1, this is known as under-relaxation. Previous works [13, 34] suggest that the performance of ADMM can be improved significantly if one sets α ≈ 1.5.
Barzilai-Borwein Spectral Method for Selecting β
The performance of ADMM highly depends on the choice of β. One way to accelerate ADMM is to adaptively adjust β (see also [26, 41] ). In practice, we generated a sequence of {β k } k≥0 , where β k is only used in the k-th outer iteration. Intuitively, the speed of traveling along the central path is determined by µ k and β, implying that adjusting β in each outer iteration based on the iterates is equivalent to a predictor-corrector method [30] . The way we adaptively adjust β is based on the Barzilai-Borwein spectral method [4, 43] , which is proven to be superior than the residue balancing approach [41] . Indeed, for each k ≥ 0, we select β k using spectral stepsize estimation and safeguarding at the beginning of the k-th outer iteration. Spectral stepsize estimation: We calculate the first three iterates, i.e., ũ
, using a fixed β k > 0 and an initial point (39) and r k 0 = 0, ξ k 0 = −n − 1. Then we estimate the curvature, i.e.,
As is typical in Barzilai-Borwein stepsize gradient methods [4] , the spectral stepsizes ϕ k SD and ϕ k MG have the closed-form solutions as
where SD and MG refer to steepest descent and minimum gradient, respectively, and ϕ k SD ≥ ϕ k MG due to the Cauchy-Schwarz inequality. We then consider the hybrid stepsize rule proposed in [50] ,
Similarly, we calculate ∆u
and the spectral stepsizes ψ k SD and ψ k MG as
and consider the hybrid stepsize rule again,
Safeguarding: We suggest a safeguarding heuristic by accessing the quality of the curvature estimates, i.e., only update the stepsize if the curvature estimates satisfy a reliability criterion. More specifically, we consider the following quantities defined in [43] :
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The spectral stepsizes are updated only if the estimation is sufficiently reliable, i.e.,
where ǫ cor > 0 is a quality threshold for the curvature estimates. Notice thatβ k = β k when both curvature estimates are deemed inaccurate whileβ k = β k butβ k ≈ β k implies thatβ k and β k are both suitable to be used in the k-th outer iteration. Near-optimal selection: We select a near-optimal threshold ǫ penalty > 0 and set
will be used in the k-th outer iteration.
2. Ifβ k = β k and β k − β k > ǫ penalty , then β k =β k and we redo the spectral step-size estimation and safeguarding with the same initial point.
3. Ifβ k = β k , then the spectral step-size estimation and safeguarding will be continued based on the subsequent iterates.
Presolving and Postsolving
Now we discuss issues in analyzing large and sparse LPs prior to solving them with ABIP. Firstly, we remove several computational expensive sub-procedures, e.g., forcing, dominated and duplicate rows and columns procedures, as used in [3, 22, 31, 25] . Secondly, we use Dulmage-Mendelsohn decomposition [35] to remove all the dependent rows in A and reformulate the original problem in the form of problem (1). We consider LPs formulated in the following form:
where A has some linearly dependent rows. Before solving them with ABIP, we run a simple presolve procedure. More specifically, we detect and remove empty rows, singleton rows, fixed variables and empty columns, together with removing all the linearly dependent rows, i.e., (P1) An empty row: ∃i : a ij = 0, ∀j. Either the i-th constraint is redundant or infeasible.
(P2) An empty column: ∃j : a ij = 0, ∀i. x j is fixed at one of its bounds or the problem is unbounded.
(P3) An infeasible variable: ∃j : l j > w j . The problem is trivially infeasible.
(P4) A fixed variable: ∃j : l j = w j . x j can be substituted out of the problem. Then we have a reduced LP problem as follows, minc ⊤x s.t.Ãx =b, l ≤x ≤w, wherex,l,w ∈ Rñ andÃ ∈ Rm +ñ has full row rank. The last step is to reformulate the above problem as in the form of problem (1) . After the presolving, it is guaranteed thatl > −∞. Now we can define U = {j :w j < +∞} andx =x −l, and obtain the desired LP problem,
After the presolve procedure, the reduced problem is ready to be solved by ABIP. A postsolve procedure is used to convert the solution to the reduced problem back to the solution to the original problem.
Remark 4.1 Since our algorithm is a purely first-order algorithm, we also conduct the scale procedure after the presolve procedure to make the problems more well-conditioned. We refer to [33] for more details.
Numerical Experiments
In this section, we report experimental results of ABIP on solving randomly generated LPs, 114 instances from NETLIB collection 1 and 6 instances from UCI collection 2 . We compare ABIP with several state-of-the-art solvers, e.g., SDPT3 [39] , MOSEK [2] , DSDP-CG [6] and SCS [33] . Our ABIP code is written in C with a MATLAB interface. The current version of ABIP is single-threaded and computes the projections onto the subspace using a direct method, which uses a single-threaded sparse permuted LDL ⊤ decomposition from the SuiteSparse package [12, 11, 1] .
In the experimental results reported below, we use the termination criteria for ABIP in Sections 4.1 with default values
and that for Barzilai-Borwein spectral method in Section 4.3 with default values ǫ cor = 0.2, ǫ penalty = 0.1.
The over-relaxation parameter is set to α = 1.8. Moreover, we set the maximum number of ADMM steps of ABIP to 10 6 . If the target accuracy in (78) is not achieved in 10 6 ADMM steps, we terminate the code and claim that ABIP fails to solve this instance and use "-" in the table to indicate the failure.
The decreasing ratio γ is adjusted according to the value of the barrier parameter µ, primal/dual feasibility violations and the duality gap. More specifically, we increase γ as the iterate approaches the optimal solution. The objective value reported for all methods in the experiments below is the one after postsolving. The time required to do any preprocessing, i.e., presolving, postsolving, do/undo scaling and matrix factorization are included in the total solve times. All the experiments were carried out on a laptop with Linux system and 8 2.60GHz cores and 16Gb of RAM. The single-threaded version does not make use of the multiple cores.
For the other four solvers, we use the following stopping criteria. For SCS, we change the default α from 1.5 to 1.8, change the stopping tolerance from 10 −5 to 10 −3 , and set the maximum number ADMM steps to 10 6 . These changes are made to ensure a more fair comparison, because we found that the default parameter setting needs much longer time to converge. For SDPT3, the maximum number of interior point steps is set as the default value 100. For DSDP-CG, the maximum number of interior point steps is set as 100. For MOSEK, we use the default settings. For all these solvers, we claim that they fail to solve an instance (denoted by "-" in the tables) if after the codes terminate, the target accuracy in (78) is not achieved.
Random LP Instances
In this subsection we test the five solvers on randomly generated dense LPs. First, we generate a Gaussian random vector x ∈ R n and split its entries randomly into three groups. The first group consists 60% of entries and their values are set to zero. The second group consists of 10% entries and their values are zoom in for ten times larger. The rest of the entries are in the third group and their values are zoomed out for ten times smaller. We then generate vector s ∈ R n such that x i s i = 0 for all i, and nonzero entries of s follow standard normal distribution. This ensures the complementary slackness and zero duality gap. Next we generate the data matrix A ∈ R m×n and dual solution y ∈ R m with entries following standard normal distribution. Finally, we set b = Ax and c = A ⊤ y + s, which ensures primal and dual feasibility. The solution to the problem is not necessarily unique, but the optimal value is given by c ⊤ x = b ⊤ y.
Results: We report the comparison results of the five solver in Table 1 . These results show that ABIP compares favorably to the other four solvers. For the last example which is very large, our ABIP even outperforms the commercial solver MOSEK.
NETLIB LP Collections
In this subsection, we report the performance of all five solvers on 114 feasible instances from NETLIB collection 3 .
Problem instances: NETLIB is a collection of LPs from real applications. It has been recognized as the standard testing data set for LP. The problem statistics of the 114 feasible instances before and after presolving is summarized in Tables 2 and 3 .
Results: A summary of the numerical resutls on NETLIB is given in Table 4 . We observe that SCS is not very robust comparing with other solvers because it only successfully solves 89 problems. MOSEK is the most robust one while ABIP, SDPT3 and DSDP-CG are comparable, and they all significantly outperform SCS. This phenomenon can be explained by the superior robustness of the interior-point methods over the pure first-order methods. Furthermore, the promising performance of ABIP strongly supports the usage of the first-order interior-point method on very large LP problems. Tables 5 and 6 provide the CPU times of the five solvers for these LP instances from NETLIB.
Sparse Inverse Covariance Estimation
In this subsection, we compare the five solvers on solving the following problem which arises from machine learning applications:
where Σ ∈ R d×d denotes a sample covariance matrix, and λ > 0 denotes some noisy tolerance. This problem, known as sparse inverse covariance estimation (SICE), is widely studied in highdimensional statistics and machine learning [8] . For given Σ, SICE (79) aims to find a perturbed inverse convariance matrix which is also sparse. Note that SICE (79) is separable for columns of Ω = (β 1 , β 2 , · · · , β d ), and thus can be decomposed to d problems as follows:
(80) can be written as a standard LP as follows:
where the number of variables is n = 4d and the number of constraints is m = 2d. In our experiment,
where N is the number of sampled data in the original data. Problem instances: We obtained Σ from the UCI Machine Learning Repository 4 . The statistics of the 6 selected instances is summarized in Table 7 .
Results: Detailed numerical results are reported in Table 8 . From this table we see that MOSEK is the best among all the solvers possibly because of its preprocessing procedure of detecting dependent columns. We also observe that ABIP and SCS are comparable and the speedup over SDPT3 and DSDP-CG is more significant as the problem size increases. Moreover, in these data sets ABIP is more robust than SCS, SDPT3 and DSDP-CG as SCS fails on ucihapt and SDPT3 and DSDP-CG fail on gisette.
Conclusions
In this paper we present a novel implementation of the primal-dual interior point method to solve linear programs via self-dual embedding. In our approach, we use the ADMM to track the central path. Therefore, the new approach is a first-order implementation of the interior point method (IPM). As such, it inherits intrinsic properties of the IPM. We present a theoretical analysis showing that the overall complexity of ADMM steps is O 1 ǫ log 1 ǫ , and our extensive numerical experiments show that the new algorithm is stable in performance and scalable in size. We believe that there are still rooms for improvements in terms of the numerical stability by incorporating more preconditioning techniques, and we also plan to incorporate the power of distributive computing in the future. 
