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Abstract: In this paper, a new algorithm based on differential geometry view-
point to solve the 3D rotating Navier-Stokes equations with complex Boundary is
proposed, which is called Bi-parallel algorithm. For example, it can be applied to
passage flow between two blades in impeller and circulation flow through aircrafts
with complex geometric shape of boundary. Assume that a domain in R3 can be
decomposed into a series sub-domain, which is called “flow layer”, by a series smooth
surface =k, k = 1, . . . ,M . Applying differential geometry method, the 3D Navier-
Stokes operator can be split into two kind of operator: the “Membrane Operator” on
the tangent space at the surface =k and the “Bending Operator” along the transverse
direction. The Bending Operators are approximated by the finite different quotients
and restricted the 3D Naver-Stokes equations on the interface surface =k, a Bi-Parallel
algorithm can be constructed along two directors: “Bending” direction and “Mem-
brane” directors. The advantages of the method are that: (1) it can improve the
accuracy of approximate solution caused of irregular mesh nearly the complex bound-
ary; (2) it can overcome the numerically effects of boundary layer, whic is a good
boundary layer numerical method; (3) it is sufficiency to solve a two dimensional
sub-problem without solving 3D sub-problem.
Key Words Impeller; Flow Passage; Geometry Method; Differential Geometry; Ro-
tating Navier-Stokes equations; Bi-Parallel Algorithm.
Subject Classification(AMS): 65N30, 76U05, 76M05
1 Introduction
As well known, numerical simulation for 3D viscous flow in turbo-machinery and circulation flow
through aircraft meet three kinds of difficulty cause of nonlinearity, three dimensional grid and
boundary layer effects with complex boundary. In order to overcome last two difficulties, a new
dimensional slitting method based on differential geometry method is proposed.
As well known that classical domain decomposition method is that the 3D domain is made in the
sum of severest overlap or non overlap subdomain, an approximated solutions can be established
then by solving 3D subproblem in each subdomain, see e.g., [2,4,19,24] . The method proposals
by authors here , called ”bi-parallel algorithm ”, for 3D Navier-Stokes equations, is that the 3D
domain Ω occupied by the fluids in <3 is decomposed into the sum of servery sub domains ( called
layer) Ωii−1 by servery 2D surfaces(2D manifold) =i, i = 1, 2, · · · ,m. 3D Navier-Stokes operators in
the layer Ωii−1∪Ωi+1i under a new coordinate based on the surface =i can be represented as the sum
of ”membrane” operators on tangent space at =i and normal (bending) operator to =. By Eular
central difference quotient instead of bending operator and restricting 3D Navier-Stokes equations
∗Subsidized by NSFC Project 10971165 ,10471110,10471109.
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on the =i, a three components and two dimensional Navier-Stokes equations (is called 3C-2D
NSE) on =i are obtained. After successively iterations, an approximate solution of 3D NSE can
be established. It is obvious that the method is different from the classical domain decomposition
method because we only solve a two dimensional problem in each sub domain without solving 3D
subproblems. In addition, other advantages of this method are the followings:
(i) For the complex boundary geometry, for examples, in turbo-machinery flow with complex
shape of blades of impeller, in geophysical flow with real surface of the earth and in the circulation
flow passing through complex aircraft etc., 80 percent of the freedoms of 3D mesh should be
concentrated on a thin domain of the boundary layer, even using different methods or finite element
method, there exists a lot of difficulty and even influence of the accuracy ; in our method the
distance between two surface can be very small as you wanted, owing to parametrization of surface,
the domain for 2D-3C subproblem is a bounded domain in <2, and the mesh is 2D-mesh;
(ii) Since interface surfaces are chosen such that most of flux flows along the interface while
small flux of the fluid run cross the interface only, iterative method is very well suitable for the
physical properties of flow;
(iii) This is a better method for treatment of boundary layer phenomenons, which can refer to
[19] and references therein. Indeed this is a good boundary layer model and associated algorithm.
This paper is organized as follows: in section 2 we give the preliminary for the geometry of
the blade’s surface and construct a new coordinate system; in section 3, we derive the rotating
Navier-Stokes equations in the new coordinate system; in section 4, we study The equations for the
average velocity along the rotating direction; in section 5, provided the equations of the Gâteaux
Derivatives of the solutions of Navier-stokes equations with respect to shape of boundary; in section
6 we provide 2D-3C Navier-Stokes equations on the Surface =ξ; in section 7, we provide a corrected
equation for the pressure in order to improvement of the accuracy of the pressure’s computation; in
section 8, we present the Bi-parallel Algorithm; in section 9, we prove the existence of the solutions
for 2D-3C Navier-Stokes equations and the solution of correcting equation for the pressure, and
discuss the dependence of the corrected pressure upon the velocity; and finally, an appendix is
supplied.
2 Preliminary–The Geometry of the Blade’s Surface
we use Einstein summation convention throughout this paper, in order to distinguish, Greek indices
and exponents belong to the set {1, 2}, Latin indices and exponents belong to the set {1, 2, 3}, and
the repeated index implies that we are summing over all of its possible values. The dot product
and the cross product of two vectors a, b ∈ R3 are denoted by a · b , a × b, respectively, and the
Euclidean norm |a| = √a · a.
Let D be an open bounded connect subset of R2, whose boundary γ is Lipschitz-continuous.
Suppose D is locally on one side of γ. In the following of this paper, we also suppose that the blade
of impeller is so thin that it can be described as an smoothing injective mapping = = <(D) in
mathematics. In this case, D is the projection area of blade = on the meridian plane of impeller.
Let x = (xα) is an arbitrary point in the set D, and ∂α = ∂/∂x
α. If the mapping <(x) is smoothing
enough, for example, <(x) ∈ C3(D;R3), then there exist two vectors eα(x) = ∂α<(x), which are
linear independent at all point x ∈ D. eα(x) can be regards as the basis vectors of the tangential
surface at this point. Meanwhile, the unit normal vector at the same point is
n =
e1 × e2
|e1 × e2| .
So (eα,n) constitute the covariant basis vectors at the point <(x). We can further define contra-
variant basis vectors (eα,n) which satisfy the following relations
eα · eβ = δαβ , eα · n = 0, n · n = 1,
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Figure 1: Impeller and Flow Passage
where δαβ denotes the Kronecker delta. It is well known that e
α are also on the tangential plane
to = at point <(x).
The covariant components aαβ and contra-variant components a
αβ of the metric tensor of =,
the Christoffel symbols
∗
Γαβλ , and the covariant components bαβ and mixed components b
β
α of the
curvature tensor of = are defined as, respectively,
aαβ := eα · eβ , aαβ = eα · eβ ,
∗
Γαβλ:= e
α · ∂βeλ,
bαβ := n · ∂βeα, bβα = aβσbασ.
The area element along = is √adx, where a = det(aαβ),
√
a = |e1 × e2|.
Nest, we assume that the impeller is rotating along z-axis with angular velocity ω = (0, 0, ω).
Let (er, eθ,k) be the cylindrical basis vectors established on the impeller and rotating with the
impeller(see Appendix). Let constant N be the number of blade and ε = pi/N . Then by rotating
2pi
N degrees, one blade is rotated to the location of the next one. The flow passage Ωε of the impeller
is the inner part of the boundary ∂Ωε = Γin ∪ Γout ∪ Γt ∪ Γb ∪ =+ ∪ =−. Further, the blade is
= = <(D), and an arbitrary point <(x) on the blade = can be expressed as
<(x) = x2er + x2Θ(x)eθ + x1k, (2.1)
where x = (x1, x2) ∈
−
D are Gauss coordinate system on =, and Θ ∈ C2(D,R) is an smoothing
enough function.
It is easy to prove that there exists a family of surfaces =ξ, only depending on parameter ξ,
which cover the domain Ωε by mapping <(x; ξ) : D → =ξ, where
<(x; ξ) = x2er + x2(εξ + Θ(x))eθ + x1k. (2.2)
It is easy to prove that the metric tensor aαβ of =ξ is homogenous, nonsingular and independent
of ξ, which is given as follows
aαβ =
∂<(x;ξ)
∂xα
∂<(x;ξ)
∂xβ
= δαβ + r
2ΘαΘβ , a
αβaβλ = δ
α
λ ,
a = det(aαβ) = 1 + r
2(Θ21 + Θ
2
2) > 0.
(2.3)
Let (x1
′
, x2
′
, x3
′
) = (r, θ, z) , the corresponding metric tensor in R3 are (g1′1′ = 1, g2′2′ =
r2, g3′3′ = 1, gi′j′ = 0∀i′ 6= j′). According to rule of tensor transformation under coordinate
transformation we have the following calculation formulae
gij = gi′j′
∂xi
′
∂xi
∂xj
′
∂xj
.
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Substituting (2.3) into the above formula, the covariant and contra-variant components of the
metric tensor of R3 in the new curvilinear coordinate system are give by{
gαβ = aαβ , g3β = gβ3 = εr
2Θβ , g33 = ε
2r2, g = det(gij) = ε
2r2,
gαβ = δαβ , g3β = gβ3 = −ε−1Θβ , g33 = ε−2r−2(1 + r2|∇Θ|2) = (rε)−2a, (2.5)
where |∇Θ|2 = Θ21 + Θ22, and Θα = ∂Θ∂xα .
Tensor calculations show that the following proposition is right(see Appendix ),
Proposition 2.1. let (eα,n) denote the basis vectors in new coordinate system (x, ξ) , and a
vector v ∈ R3 can be wrote as v = vαeα+v3n. Further more, we have the following representation
formula in new coordinate system,
1.Angular velocity vector ω{
ω = ωe1 − ωε−1Θ1e3
ω1 = ω, ω2 = 0, ω3 = −ωε−1Θ1, (2.6)
2.Coriolis Force
C = 2ω ×w = Ciei,
C1 = 0, C2 = −2ωrΠ(w,Θ), C3 = 2ωε−1(rΘ2Π(w,Θ) + w
2
r
),
Π(w,Θ) = εw3 + wλΘλ,
(2.7)
3. Unit normal vector to =
n =
e1 × e2
|e1 × e2| = n
iei, n
λ = −rΘλ/
√
a, n3 = (εr)−1
√
a, (2.8)
4. Second fundamental form(curvature tensors for 2D manifold)
b11 =
1√
a
(Θ2(a11 − 1) + rΘ11), b12 = 1√a (Θ1(a12 + rΘ12),
b22 =
1√
a
(Θ2(a22 + 1) + rΘ22), b = det(bαβ) = b11b22 − b212. (2.9)
5. Mean Curvature H and Gaussian Curvature K{
H = 1
2a
√
a
(
Θ2(a+ a11a22 + a11 − a22) + r(a22Θ11 + a11Θ22 − 2a12Θ12)
)
,
K = ba = det(bαβ)/a.
(2.10)
It is obvious that each ξ = const corresponds to a surface =ξ which has the same geometry
properties with =. It is well known that the geometry properties of = is completely determined by
(aαβ) and (bαβ) in the following meaning.
Let O3 denote the set of all third-order orthogonal matrices, and that O3+ = {Q ∈ O3,det(Q) =
1} denotes the subset of all proper third-order orthogonal matrices. Then J+(x) = C +Q ◦ x is a
proper isometry of R3 → R3, where C ∈ R3, Q ∈ O3+. We have
Theorem 2.1. Two immersions <1 ∈ C1(D;R3) and <2 ∈ C1(D;R3) share the same fundamental
forms (aαβ), (bαβ) over an open connected subset D ∈ R3 if and only if
<2 = J+ ◦<1, (2.11)
Furthermore, If two matrices fields (aαβ) ∈ C2(D;S2), (bαβ) ∈ C2(D;S2) satisfy Gauss-Codazzi
equations in D, i.e.,
∂βΓασ,τ − ∂σΓαβ,τ + ΓµαβΓστ,µ − ΓµασΓβτ,µ = bασbβτ − bαβbστ ,
∂βbασ − ∂σbαβ + Γµασbβµ − Γµαβbσµ = 0,
where Γαβ,τ =
1
2 (∂αaατ + ∂αaβτ − ∂τaαβ), Γσαβ = aστΓαβ,τ . Then there exists an immersion
< ∈ C3(D;R3) such that
aαβ = ∂α<∂β<, bαβ = ∂2αβ< · {
∂1<× ∂2<
|∂1<× ∂2<| }.
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Because the surface =ξ is obtained by a ξε degree rotation of =, so by using theorem 2.1,
we have the surface =ξ have the same geometry properties with = for any ξ ∈ [−1, 1], i.e., their
corresponding geometric quantities aαβ , bαβ ,K,H, · · · are same.
In subsequent discussion, we will often employ the third fundamental tensor of =, i.e.,
cαβ = a
λσbαλbβσ, (2.12)
and inverse matrix (ĉαβ) = (cαβ)
−1, (̂bαβ) = (bαβ)−1 satisfy the following relations,
b̂αβbβλ = δ
α
λ , ĉ
αβcβλ = δ
α
λ . (2.13)
Furthermore,let introduce permutation tensors in Euclid space R3
εijk =

√
g,
−√g,
0,
εijk =

1√
g , (i,j,k) is even permutation of (1,2,3),
− 1√g , (i,j,k) is odd permutation of (1,2,3),
0, otherwise,
(2.14)
where g = det(gij). Similar permutation tensors on 2D manifold =
εαβ =

√
a,
−√a,
0,
εαβ =

1√
a
, (α, β) is even permutation of (1,2),
− 1√
a
, (α, β) is odd permutation of (1,2),
0, otherwise.
(2.15)
3 Rotating Navier-Stokes Equations in the New Coordinate
System
we consider the rotating impeller with rotating angular velocity ω = (0, 0, ω). Under the rotat-
ing cylindrical coordinate established on the impeller, The motion of fluid in the flow passage is
governed by the three-dimensional rotating Navier-Stokes equations, i.e.,
∂ρ
∂t
+ div(ρw) = 0,
ρa = divσ + f ,
ρcv(
∂T
∂t
+ wj∇jT )− div(κgradT ) + pdivw − Φ = h,
p = p(ρ, T ),
(3.1)
where ρ the density of the fluid, w the velocity of the fluid, h the heat source, T the temperature, k
the coefficient of heat conductivity, Cv specific heat at constant volume, and µ viscosity. Further-
more, the strain rate tensor, stress tensor, dissipative function and viscous tensor are respectively
given by
eij(w) =
1
2
(∇iwj +∇jwi), eij(w) = gikgjmekm(w) = 1
2
(∇iwj +∇jwi),
σij(w, p) = Aijkmekm(w)− gijp, Aijkm = λgijgkm + µ(gikgjm + gimgjk)
Φ = Aijkmeij(w)eij(w), λ = − 23µ,
(3.2)
where gij , and g
ij are the covariant and contra-variant components of the metric tensor of three-
dimensional Euclidian space in the curvilinear coordinate (x, ξ) define by (2.4), respectively. The
covariant derivatives of velocity vector and Christoffel symbols are
∇iwj = ∂w
j
∂xi
+ Γjikw
k, ∇iwj = ∂wj
∂xi
− Γkijwk, Γijk = gil(
∂gkl
∂xj
+
∂gjl
∂xk
− ∂gjk
∂xl
). (3.3)
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The absolute acceleration of the fluid is given by
a =
∂w
∂t
+ (w∇)w + 2ω ×w + ω × (ω ×R),
ai =
∂wi
∂t
+ wj∇jwi + 2εijkωjwk − ω2ri.
(3.4)
where R is the radium vector of the fluid particle. The flow passage occupied by the fluids is
denoted by Ωε, which boundary ∂Ωε is the union of inflow boundary Γin, outflow boundary Γout,
positive blade’s surface =+, negative blade’s surface =− and top wall Γt and bottom wall Γb, i.e.,
∂Ωε = Γ = Γin ∪ Γout ∪ =− ∪ =+ ∪ Γt ∪ Γb (Fig.2) (3.5).
The boundary conditions are given by
w|=−∪=+ = 0, w|Γb = 0, w|Γt = 0,
σij(w, p)nj |Γin = giin, σij(w, p)nj |Γout = giout,
∂T
∂n
+ λ(T − T0) = 0, λ ≥ 0.
(3.6)
We also supply the initial condition
w|t=0 = w0(x).
If the fluid is incompressible and flow is stationary, then the governing equations are
divw = 0,
(w∇)w + 2ω ×w +∇p− νdiv(e(w)) = −(ω)2R+ f ,
w|Γ0 = 0,
(−pn+ 2νe(w))|Γin = gin,
(−pn+ 2νe(w))|Γout = gout,
(3.7)
where Γ0 = =+ ∪ =− ∪ Γt ∪ Γb. For the polytropic ideal gas and flow is stationary, system (3.1)
can be wrote as the conservation form
div(ρw) = 0,
div(ρw ⊗w) + 2ρω ×w +R∇(ρT ) = µ∆w + (λ+ µ)∇divw − ρ(ω)2R,
div[ρ( |w|
2
2 + cvT +RT )w] = κ∆T + λdiv(wdivw) + µdiv[w∇w] + µ2 ∆|w|2,
(3.8)
while for isentropic ideas gases, it turns{
div(ρw) = 0,
div(ρw ⊗w) + 2ρω ×w + α∇(ργ) = 2µdiv(e) + λ∇divw − ρ(ω)2R, (3.9)
where γ > 1 is the specific heat radio and α a positive constant.
Furthermore, we give the expressions of the power I(=, w(=)) done by the impeller and global
dissipative energy J(=,w(=)), respectively
I(=, w(=)) =
∫ ∫
=−∪=+
σ · n · eθωrd=, J(=,w(=)) =
∫ ∫ ∫
Ωε
Φ(w)dV, (3.10)
Under the new coordinate system (2.2), from the discussion in section 2, we know there exists
mapping between the fixed domain Ω = D × [−1, 1] and the flow passage Ωε. In the subsequent
paragraph, we suppose D ∈ R2 is surrounded by four arcs ÂB, ĈD, ĈB, D̂A, and
∂D = γ0 ∪ γ1, γ0 = ÂB ∪ ĈD, γ1 = ĈB ∪ D̂A.
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Figure 2: Blade and Projection area D of blade on the meridian.
There exist four positive functions γ0(z), γ˜0(z), γ1(z), γ˜1(z) such that
r := x2 = γ0(x
1) = γ0(z) on ÂB, x
2 = γ˜0(x
1) on ĈD
r := x2 = γ1(x
1) = γ1(z) on D̂A, x
2 = γ˜1(x
1) on B̂C,
r0 ≤ γ0(z) ≤ r1 on ÂB, r0 ≤ γ˜0(z) ≤ r1 on ĈD,
r0 ≤ γ1(z) ≤ r1 on D̂A, r0 ≤ γ˜1(z) ≤ r1 on B̂C.
(3.11)
The corresponding three-dimensional region is expressed as
∂Ω = Γ˜0 ∪ Γ˜1, Γ˜1 = Γ˜out ∪ Γ˜in, Γ˜0 = Γ˜b ∪ Γ˜t ∪ {ξ = 1} ∪ {ξ = −1},
Γ˜in = <(Γin), Γ˜out = <(Γout), Γ˜b = <(Γb), Γ˜t = <(Γt), (3.12)
∂D = γ0 ∪ γ1, γ0 = (D ∩ Γ˜b) ∪ (D ∩ Γ˜t), γ1 = (D ∪ Γ˜out) ∪ (D ∪ Γ˜in), (3.13)
where <(·) is defined by (2.1)
We introduce the following Sobolev space,
V (Ω) = {v|v ∈ H1(Ω)3, v|Γ˜0 = 0}, H1Γ(Ω) = {q|, q ∈ H1(Ω), q|Γ˜0 = 0}. (3.14)
equipped with usual Sobolev norm ‖ · ‖1,Ω. Consider the variational formulation for Navier-Stokes
problem (3.7) and (3.9) Findw ∈ V (Ω), p ∈ L
2(Ω), such that
a(w,v) + 2(ω ×w,v) + b(w,w,v)− (p, divv) =< F ,v >, ∀v ∈ V (Ω),
(q,divw) = 0, ∀ q ∈ L2(Ω),
(3.15)
and Findw ∈ V (Ω), ρ ∈ L
γ(Ω), such that
a(w,v) + 2(ω ×w,v) + b(ρw,w,v) + (−p+ λdivw,divv) =< F ,v >, ∀v ∈ V (Ω),
(∇q, ρw)) =< ρw · n, q > |Γ1 , ∀ q ∈ H1Γ(Ω),
(3.16)
where
< F ,v >=< f ,v > + < g˜,v >Γ˜1 , < g˜,v >=< gin,v > |Γ˜in+ < gout,v > |Γ˜out ,
a(w,v) =
∫
Ω
Aijkmeij(w)ekm(v)
√
gdxdξ,
b(w,w,v) =
∫
Ω
gkmw
j∇jwkvm√gdxdξ,
(3.17)
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In order to rewrite equations (3.7) and (3.9) in the new coordinate system, we have to consider
covariant derivatives of the vector field. Therefore, we first give out the second kind of Christoffel
symbols in the new coordinate system in terms of Θ(see Appendix), i.e.,
Γαβγ = −rδ2αΘβΘγ , Γα3β = −εrδ2αΘβ ,
Γ3αβ = ε
−1r−1(δ2αδλβ + δ2βδ
λ
α)Θλ + ε
−1Θαβ + ε−1rΘ2ΘαΘβ ,
Γ33α = Γ
3
α3 = r
−1δ2α + rΘ2Θα Γα33 = −ε2rδ2α, Γ333 = εrΘ2,
(3.18)
then covariant derivatives of the velocity field is ∇iwj = ∂wj∂xi + Γjikwk, which can be specific
expressed in the next lemma(see Appendix),
Lemma 3.1. Under the new coordinate system (x1, x2, ξ) defined by (2.4), the covariant derivatives
of the velocity field can be expressed as
∇αwβ = ∂wβ∂xα − rδβ2 ΘαΠ(w,Θ),
∇αw3 = ∂w3∂xα + ε−1(x2)−1w2Θα + ε−1wβΘαβ + (εx2)−1a2αΠ(w,Θ),
∇3wα = ∂wα∂ξ − x2εδ2αΠ(w,Θ), ∇3w3 = ∂w
3
∂ξ +
w2
x2 + x
2Θ2Π(w,Θ),
divw = ∂w
α
∂xα +
w2
x2 +
∂w3
∂ξ , Π(w,Θ) = εw
3 + wβΘβ .
(3.19)
A simple calculation show that the strain tensor can be rewrite in the splitting form
eij(w) = φij(w) + ψij(w,Θ), (3.20)
where the first terms is independent of Θ, that is
φαβ(w) =
1
2
(
∂wα
∂xβ
+
∂wβ
∂xα
), φ3α(w) =
1
2
(
∂wα
∂ξ
+ε2r2
∂w3
∂xα
), φ33(w) = ε
2r2(
∂w3
∂ξ
+
w2
r
). (3.21)
While the second terms contains Θ, ψij(w,Θ) = ψ
λ
ij(w)Θλ + ψ
λσ
ij (w)ΘλΘσ + e
∗
ij(w,Θ), where
ψλαβ(w) =
1
2
εr2(
∂w3
∂xα
δλβ +
∂w3
∂xβ
δλα),
ψλ3α(w) =
1
2
εr2(
∂wλ
∂xα
+ δλα(
∂w3
∂ξ
+
2
r
w2)), ψλ33(w) = εr
2 ∂w
λ
∂ξ
,
ψλσαβ(w) =
1
2
r2(
∂wλ
∂xα
δβσ +
∂wλ
∂xβ
δσα +
2
r
w2δαλδσβ),
ψλσ3α (w) =
1
2r
2 ∂w
λ
∂ξ
δασ, ψ
λσ
33 (w) = 0.
(3.22)
and
e∗αβ(w,Θ) =
1
2r
2wσ∂σ(ΘαΘβ), e
∗
3α(w) =
1
2εr
2wσΘσα, e
∗
33(w) = 0. (3.23)
The proof is omitted.
The following notations are frequently used in the later,
∆˜ =
∂2
∂(x1)2
+
∂2
∂(x2)2
, ∇˜α = ∂α = ∂
∂xα
, d˜ivw =
∂wα
∂xα
.
For the sake of simplicity, we just consider incompressible flow. Taking into account (3.18), (3.19),
in the new coordinate system the Navier-Stokes equations can be written in the form,
Theorem 3.1. Suppose that the blade surface is smooth enough, that is Θ is smooth enough, for
example, Θ ∈ C3(D), then the rotating Navier-Stokes equations in the new coordinate are given
by 
∂wα
∂xα +
∂w3
∂ξ +
w2
r =
1
r
∂(rwα)
∂xα +
∂w3
∂ξ = d˜iv2w +
∂w3
∂ξ = 0,
N k(w, p,Θ) := −ν∆˜wk − ν(rε)−2a∂2wk∂ξ2 − νP k3j (Θ)∂w
j
∂ξ − 2νε−1Θβ ∂
2wk
∂ξ∂xβ
−νP kβj (Θ)∂w
j
∂xβ
− νqkj (Θ)wj + gkβ(Θ)∇βp+ gk3(Θ)∂ξp
+Ck(w,ω) +Nk(w,w) = fk, ∀k = 1, 2, 3,
(3.24)
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where C(w,ω) is Coriolis forces defined in (A.I.4), and
Nα(w,w) = wβ ∂w
α
∂xβ
+ w3 ∂w
α
∂ξ − rδ2αΠ(w,Θ)Π(w,Θ) = ∂(w
3wα)
∂ξ + ∂β(w
αwβ)
+r−1w2wα − rδ2αΠ(w,Θ)Π(w,Θ),
N3(w,w) = ∂ξ(w
3w3) + ∂β(w
βw3) + ε−1wβwλΘβλ
+(rε)−1Π(w,Θ)(2w2 + r2Θ2Π(w,Θ)),
Nk(w,w) = ∂(w
3wk)
∂ξ + ∂β(w
kwβ) + pikijw
iwj = ∂(w
3wk)
∂ξ +B
k(w,w),
Bk(w,w) = ∂β(w
kwβ) + pikijw
iwj ,
(3.25)

Pλβα (Θ) =
1
r δβ2, P
λβ
3 (Θ) = −2rεδ2λΘβ ,
P 3βα (Θ) = (rε)
−1(δ2βΘα + 2rΘαβ), P
3β
3 =
2
r δβ2,
Pα3λ (Θ) = −[(rε)−1(δαλΘ2 + 2δ2αΘλ) + ε−1δαλ∆˜Θ], Pα33 = −2r−1δ2α,
P 33σ (Θ) = 2ε
−2(r−3δ2σ −ΘβΘβσ),
P 333 (Θ) = ε
−1(rΘ2|∇˜Θ|2 − ∆˜Θ),
(3.26)

qασ (Θ) = 2δ2α[δ2σ|∇˜Θ|2 − aΘ2Θσ + rΘσ∆˜Θ− rΘλΘλσ]− r−2δ2σδ2α,
qα3 (Θ) = δ2α(r∆˜Θ− 2aΘ2)ε,
q3σ(Θ) = (rε)
−1[r−1(1 + a(a22 − 1))Θσ + 2Θ2σ] + ε−1∂σ∆˜Θ,
q33(Θ) = aΘ2Θ2,
(3.27)
{
Θα =
∂Θ
∂xα , Θαβ =
∂2Θ
∂xα∂xβ
, Π(w,Θ) = εw3 + wλΘλ,
∆˜Θ = Θαα = Θ11 + Θ22, |∇˜Θ|2 = Θ21 + Θ22,
(3.28)
and 
piαλσ(Θ) = −rδα2ΘλΘσ + r−1δλ2δασ,
piαλ3(Θ) = pi
α
3λ(Θ) = −rεδ2αΘλ, piα33 = −rε2δ2α,
pi3λσ(Θ) = ε
−1Θλσ + (rε)−1Θλ(δ2σ + a2σ),
pi33λ(Θ) = pi
3
λ3(Θ) = r
−1a2λ + r−1δ2λ, pi333 = rεΘ2.
(3.29)
Proof:The Proof see Appendix. 
Let introduce the inner product in the Sobolev space V (Ω) or V (D)
(w,v) =
∫
Ω
[gijw
ivj
√
gdxdξ =
∫
Ω
[aαβw
αvβ + r2εΘβ(w
3vβ + wβv3) + r2ε2w3v3]rεdxdξ,
(w,v)D =
∫
D
[aαβw
αvβ + r2εΘβ(w
3vβ + wβv3) + r2ε2w3v3]rεdx,
(3.30)
The subscript “D” will be omitted if there is no misunderstanding.
Next we consider the variational formulation for (3.24) in the new coordinate system. Taking
into account (2.5), let set
A(w,v) = (gijN i(w, p,Θ), vj) = (gαβNα + εr2ΘβN 3, vβ) + (εr2ΘβN β + e2r2N 3, v3)
= (Am(w,Θ), v
m),
(3.31)
By using index reduction, lift and descent of tensor, we get
gmkg
kβ = δβm, gmkg
k3 = δ3m, Cm(w,ω) = gmkC
k(w,ω),
P lmj(Θ) = gmkP
kl
j (Θ), qmj(Θ) = gmkq
k
j (Θ), Bm(w,w) = gmkB
k(w,w).
(3.32)
Let adopt the notations
Em(w) = gmk∆˜w
k = ∂λ(gmk∂λw
k)− ∂λgmk∂λwk,
Nm(w,w) = gmαN
α(w,w) + gm3N
3(w,w)
= gmk(
∂(w3wk)
∂ξ + ∂β(w
kwβ) + pikijw
iwj) = gmk
∂(w3wk)
∂ξ +Bm(w,w),
Bm(w,w) = gmk(∂β(w
kwβ) + pikijw
iwj),
(3.33)
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Then
Am(w,Θ) = −νEm(w)− ν(rε)−2agmk ∂2wk∂ξ2 − νP 3mj(Θ)∂w
j
∂ξ − 2νε−1Θβgmk ∂
2wk
∂ξ∂xβ
−νP βmj(Θ)∂w
j
∂xβ
− νqmj(Θ)wj + δβm∇βp+ δ3m∂ξp
+Cm(w, ω) +Bm(w,w) + gmk∂ξ(w
3wk) = fm,
(3.34)
Remark 3.1. Obviously we have
(C(w,ω),w) = Cβ(w,ω)w
β + C3(w,ω)w
3 = 2rω(w2Θβ − δ2βΠ(w,Θ))wβ + 2rεωw2w3
= 2rω(w2wβΘβ − w2(εw3 + wλΘλ)) + 2rεωw2w3 = 0,
(3.35)
which is coincide with 2ω ×w ·w = 0.
Since
−νgmk∆˜wkvm = −νgmkvm∂λ∂λwk
= −∂λ(νgmkvm∂λwk) + νgmk∂λwk∂λvm + ν∂λgmk∂λwkvm,
ξ=1∫
ξ=−1
∫
D
[−νgmk∆˜wkvm + δβm∂βpvm]dxdξ
=
ξ=1∫
ξ=−1
∫
D
[−∂λ(νgmkvm∂λwk) + ∂β(vβp) + νgmk∂λwk∂λvm + ν∂λgmk∂λwkvm − p∂βvβ ]dxdξ
=
ξ=1∫
ξ=−1
∫
∂D
[−νgmkvm∂λwknλ + pnβvβ ]dsdξ
+
ξ=1∫
ξ=−1
∫
D
[νgmk∂λw
k∂λv
m + ν∂λgmk∂λw
kvm − p∂βvβ ]dxdξ,
δβm∂βpv
m = ∂β(v
βp)− p∂βvβ ,
where n is unite normal vector to ∂D, then
ξ=1∫
ξ=−1
∫
D
[−νgmk∆˜wkvm + δβm∂βpvm]dxdξ =
ξ=1∫
ξ=−1
∫
∂D
[σnm(w,p)v
m]dsdξ
+
ξ=1∫
ξ=−1
∫
D
[νgmk∂λw
k∂λv
m + ν∂λgmk∂λw
kvm − p∂βvβ ]dxdξ,
(3.36)
where σnm(w, p) = (−νgmk∂βwk + pδmβ)nβ .
Recall the bilinear form and trilinear form on V (Ω)
a0(w,v) =
∫
Ω
(νgmk∂λw
k∂λv
m)dxdξ,
b(w,u,v) =
∫
Ω
Bm(w,w)v
m√gdxdξ = ∫
Ω
gmk[∂λ(w
kuλ) + pikijw
iuj]vmdxdξ.
(3.37)
If the following boundary conditions are satisfied{
w|Γs = 0, onΓs = Γt ∪ Γb ∪ Γ|ξ=±1,
σn(w, p)|Γ1 = h, OnΓ1 = Γin ∪ Γout, (3.38)
then the variational formulation for (3.24) is given by
Findw ∈ V (Ω), p ∈ L20(Ω), such that
a0(w,v) + (C(w,ω),v) + b(w,w,v)− (p, ∂αvα) + (∂p∂ξ , v3)− ν((rε)−2agmk ∂
2wk
∂ξ2 , v
m)
+(∂ξΦm(w,Θ),v
m) + ν(P˜ βmj(Θ))∂βw
j , vm)− ν(qmj(Θ)wj , vm)
= (f ,v)+ < h,v >:=< F ,v >, ∀v ∈ V (Ω)
(∂w
α
∂xα +
w2
r +
∂w3
∂ξ , q) = 0, ∀ q ∈ L2(Ω),
(3.39)
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where {
Φm(w,Θ) = −ν(P 3mj(Θ)wj + 2ε−1Θβgmk ∂w
k
∂xβ
) + gmk(w
3wk),
P˜ βmj(Θ) = (∂βgmj − P βmj(Θ)),
(3.40)
4 The equations For the average velocity along the Rotating
Direction
We define the average along the rotating direction for the function ϕ(x1, x2, ξ) in the coordinate
(x, ξ) in the domain Ω = D × [−1, 1] ∈ R3
M(ϕ) =
1
2
1∫
−1
ϕ(x, ξ)dξ := ϕ. ∀ϕ(x, ξ) ∈ L2(Ω) (4.1)
It is well known that the divergence of a vector w can be written as under the coordinate
(x1, x2, ξ)
divw =
∂wα
∂xα
+
w2
r
+
∂w3
∂ξ
=
1
r
∂(rwα)
∂xα
+
∂w3
∂ξ
,
From this it yields
M(divw) =
1
2
1∫
−1
[
1
r
∂(rwα)
∂xα
+
∂w3
∂ξ
]dξ,
Since boundary conditions,
1
2
1∫
−1
∂w3
∂ξ dξ =
1
2 (w
3|ξ=1 − w3|ξ=−1) = 0,∀w ∈ V(Ω),
1∫
−1
1
r
∂(rwα)
∂xα dξ =
1
r
∂
∂xα (rw
α) = ∂w
α
∂xα +
w2
r := d˜iv2(w),
where
d˜iv2(w) =
∂wα
∂xα
+
w2
r
=
1
r
∂
∂xα
(rwα). (4.2)
Therefore we assert
M(divw) = d˜iv2(w). (4.3)
and the incompressibility becomes
d˜iv2(x1, x2w) = 0, (4.4)
Taking into account the boundary conditions,
w|=+∪=−∪γt∪γb = 0,
∂w3
∂ξ
|ξ=±1 = −d˜iv2w|ξ=±1 = 0. (4.5)
we get
M(∂ξΦ(w,Θ)) = 0, (4.6)
Let make notation [w] = w|ξ=1 − w|ξ=−1,w = Mw. Then average equations of Navier-Stokes
equations are given by
d˜iv2w = 0,
−νEm(w)− νP βmj(Θ)∂w
j
∂xβ
− νqmj(Θ)wj + δβm∇βp
+Cm(w,ω) +M(Bm(w,w)) = M(f)m + ν(rε)
−2agmα[∂w
α
∂ξ ]− δ3m[p],
(4.7)
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Let wv = aλσw
λvσ + w3v3, w˜ = w −w, then, it is clear that
M(wλ − wλ) = Mw˜ = 0, M(w˜w) = 0, (4.8)
Hence 
M(wλwσ) = wλwσ +M((w˜λ)wσ),
M(wλ ∂w
k
∂xλ
) = wλ ∂w
k
∂xλ
+M((w˜λ)∂w
k
∂xλ
),
(4.9)
thus we conclude
M(Bm(w,w)) = M(gmk(
∂wλwk
∂xλ
+ pikij(w
iwj)),
M(Bm(w,w)) = Bm(w,w) + gmkM(∂λ((w˜
λ)wk) + pikij(w˜
i)wj),
(4.10)
Finally, by virtue of
M(w˜w) = M(w˜(w˜ +w)) = M(w˜w˜),
it yields the reduced Navier-Stokes equations
d˜iv2w = 0,
−νEm(w)− νP βmj(Θ)∂w
j
∂xβ
− νqmj(Θ)wj + δβm∇βp
+Cm(w, ω) + (Bm(w,w)) = M(f)m + ν(rε)
−2agmα[∂w
α
∂ξ ]− δ3m[p]
−gmkM(∂λ((w˜λ)w˜k) + pikij(w˜i)w˜j),
(4.11)
We define the Sobolev spaces
V (Ω) = {u ∈ h1(Ω), u = 0, onΓtΓb ∪ Γ+Γ−, },
V (D) = {u ∈ h1,u = 0, onγ0, see(3.13)},
By a similar manner as (3.39) the variational formulation for the reduced Navier-Stokes equations
(4.11) is given as
Find w ∈ V (D), p ∈ L2(D) such that
a0(w,v) + (C(w,ω),v)− ν(P˜ βmj(Θ)∂βwj + qmjwj , vm) + b(w,w,v)− (p, ∂αvα)
= (−gmkM(∂λ(w˜w˜k) + pik,ij(w˜iw˜j)), vm)
+(ν(rε)−2agmα[∂w
α
∂ξ ]− δ3m[p], vm) + (Mfm, vm), ∀v ∈ V (D)
(d˜iv2w, q) = 0, ∀ q ∈ L2(D),
(4.12)
where {
a0(u,v) = (νgmk∂λu
k, ∂λv
m) =
∫
D
νgmk∂λu
k∂λv
mdx,
b(u,w,v) = (gmk(∂λ(u
λwk) + pikij(Θ)u
iwj), vm),
(4.13)
5 The Equations for the Gaˆteaux Derivative of the solu-
tions of NSE with Respect to the Shape of Boundary
In this section we consider the derivatives of the solution of NSE with respective to two dimensional
manifold = which is a portion of the solid boundary of the flow in the channel in turbo-machinery.
Theorem 5.1. Assume that Surface = is smooth enough, for example, Θ ∈ C3(D), then there
exists a Gâteaux derivatives (ŵ := DwDΘ , p̂ :=
Dp
DΘ) of the solutions (w, p) of Navier-Stokes equations
(3.24) with respect to Θ satisfy the following linearized Navier-Stokes equations :
d˜ivw := ∂ŵ
α
∂xα +
∂ŵ3
∂ξ +
ŵ2
r = 0,
−ν∆˜ŵk − ν(rε)−2a∂2ŵk∂ξ2 − νP k3j (Θ)∂ŵ
k
∂ξ − 2νε−1Θβ ∂
2ŵk
∂ξ∂xβ
− νP kβj (Θ)∂ŵ
j
∂xβ
− νqkj (Θ)ŵj
+gkβ∂β p̂+ g
k3∂ξp̂+ C
k(ŵ, ω) +Nα(w, ŵ) +Nα(ŵ, w) +Rk(w, p,Θ) = 0,
(5.1)
12
{
ŵ = 0, on Γs ∩ {ξ = ξk},
ν ∂ŵ∂ n − p̂n = 0, on Γin ∩ Γout,
(5.2)
where 
Rk(w, p,Θ)η := −2ν(rε)−2Θαηα ∂2wk∂ξ2 − ν
DPk3j (Θ)
DΘ η
∂wk
∂ξ − 2νε−1ηβ ∂
2wk
∂ξ∂xβ
−νDP
kβ
j (Θ)
DΘ η
∂wj
∂xβ
− νDq
k
j (Θ)
DΘ ηw
j + Dg
kβ
DΘ η∂βp+
Dgk3
DΘ η∂ξp
+2ω[−Θλδk2 + rε−1(δλ2Π(w,Θ) + Θ2wλ)δk3 ]ηλ + Dpi
k
ij(Θ)
DΘ ηw
iwj ,
(5.3)
Proof: The proof see Appendix. 
Associated variational formulation for (4.3) is given by
Find ŵ ∈ V (Ω), p̂ ∈ L2(Ω) such that∀ v ∈ V (Ω)
a0(ŵ,v) + (C(ŵ, ω),v) + (L(ŵ,Θ),v) + b(ŵ, ŵ, v)− (p̂, ∂αvα) + (∂T(ŵ,ŵ)∂ξ ,v)
= (f, v),
(∂ŵ
α
∂xα +
ŵ2
r +
∂ŵ3
∂ξ , q) = 0, ∀ q ∈ L2(Ω),
(5.4)
where b(·, ·, ·) and T (·, ·) are respectively defined by (4.17) and (3.43).
6 2D-3C Navier-Stoke Equations on the 2D manifold =ξ
As mentioned previously, for any ξ = const , there will correspond to a two dimensional surface =ξ.
On the other hand, the three components of coordinate (x, ξ) represent different meaning. the first
two components xα are variables on the tangent plane to the surface =ξ, which describe the flow
direction in the channel, and the third component ξ is transverse variable which describe transverse
flow through different manifolds. Therefor the Navier-Stokes equations (3.24) can be decomposed
into two parts, the first is the operator on the tangent plane to the surface =ξ, which will be named
“Membrane Operator”, meanwhile the second is the operator along the transverse direction,
which is named “Bending Operator”. Proceeding from this thinking, under the new coordinate
the Navier-Stokes equations (3.24) can be rewritten as
∂wα
∂xα +
∂w3
∂ξ +
w2
r =
1
r
∂(rwα)
∂xα +
∂w3
∂ξ = d˜iv2w +
∂w3
∂ξ = 0,
N i(w, p,Θ) := −ν∆˜wi + φiβ∇βp+ Ci(w,ω)− νli(w,Θ)
+ ∂∂ξ (ψ
i(w, p,Θ)) +Bi(w,w) = f i,
(6.1)
where {
Bi(w,w) = ∂β(w
iwβ) + piiljw
lwj , ψi(w, p,Θ) = w3wi + ηip− νliξ(w,Θ),
φiβ(Θ) = δiβ − δ3iε−1δβσΘσ, ηα = −ε−1Θα, η3 = (rε)−2a, (6.2)
Let restrict the Navier-Stokes equations (6.2) on the surface =ξk and adopt the Euler center
difference to instead of the derivative with respective to ξ appearing in the bending operator Nξ.
Then we introduce several abbreviation about jump operator and finite difference operators,
w(k) := w|ξ=ξk , [w]k := w(k + 1)−w(k − 1),
(or)[w]k := w(k + 1)−w(k), (or)[w]k := w(k)−w(k − 1),
d1k(w) :=
[w]k
2τ , d
2
k(w) := − 2w(k)τ2 + 1τ2 [w]k, d˜2k(w) := 1τ2 [w]k, τ = ξk+1 − ξk,
(6.3)
and the corresponding different quotient represent as{
∂wα
∂ξ |ξk ∼= d1k(wα) = 12τ (wα|ξ=ξk+1 − wα|ξ=ξk−1) = 12τ [wα]k,
d2k(w
α) = ∂
2wα
∂ξ2 |ξk ∼= 1τ2 (wα|ξ=ξk+1 − 2wα|ξ=ξk + wα|ξ=ξk−1)
(6.4)
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Under this notations, we get
∂ψi
∂ξ |ξ=ξk = ατwi(k) + 2ντεΘβ ∂w
i
∂xβ
(k)− ντ qiξjwj(k) + 1τ ηip(k) + 1τw3(k)wi(k)
− 12ατ [wi]− 2ντεΘβ ∂w
i
∂xβ
(k − 1) + ντ qiξjwj(k − 1)− 1τ ηip(k − 1)− 1τw3(k)wi(k − 1)
= (ατδ
i
j − ντ qiξj)wj(k) + 2ντεΘβ ∂w
i
∂xβ
(k) + 1τ η
ip(k) + 1τw
3(k)wi(k) +Rτ (k − 1),
Riτ (k − 1) = − 12ατ [wi]− 2ντεΘβ ∂w
i
∂xβ
(k − 1) + ντ qiξjwj(k − 1)− 1τ ηip(k − 1)− 1τw3(k)wi(k − 1),
where ατ =
2νa
r2ε2τ2
So we finally conclude that,
Theorem 6.1. The 2D-3C Navier-Stokes problem restricted on a smooth 2D surface =ξk is given
by  N
i(k) := −ν∆˜wi(k) + Liτ (k) + Ci(w(k),ω) + φiβ∇βp(k) + 1τ ηip(k)
+Bi(w(k),w(k)) + 1τw
3(k)wi(k) = F iτ (k),
div2(w(k)) = −d1k(w3), (where div2w := 1r∂α(rwα), dτ (w) = d1k(w3)),
(6.5)
with boundary conditions w|γs = 0, γs = ΓS ∩ {ξ = ±1},σn(w, p)|γin = hin, γin = Γin ∪ {ξ = ξk}
σn(w, p)|γout = hout, γout = Γout ∪ {ξ = ξk}
(6.6)
where 
a = 1 + r2|∇˜Θ|2, σn(w, p) = −(ν ∂wα∂n − pnα)eα − (ν ∂w
3
∂n )e3,
Liτ (k) = (ατδ
i
j − ντ qiξj)wj(k)− νli(w(k),Θ) + 2νετ Θβ∂βwi(k)
= (−νP iβm + 2ντεΘβδim)∂βwm + (−νqij(Θ) + ατδij − ντ qiξj)wj ,
Fmτ (k) = f
m(k) +Rmτ (k − 1),
(6.7)
Remark 6.1. There exists a second order differential operator in ∂ξψ
m(w, p,Θ),
(rε)−2a
∂2wm
∂ξ2
,
and the term ατw
m(k) in (6.5) is obtained by using the different quotient of second order.
By a similar manner with (3.36), the equation satisfied by the covariant components of the
Navier-Stokes equations are given as
Ai(k) := gimNm(k) = −νgim∆˜wm(k) + gimLmτ (k) + gimCm(w(k),ω) + gimφmβ∇βp(k)
+ 1τ gimη
mp(k) + gimB
m(w(k),w(k)) + 1τ gimw
3(k)wm(k) = gimF
m
τ (k),
Simple calculation shows
gimφ
mβ∇βp(k)vi = gim(δmβ − δ3mε−1δβσΘσ)∂βp(k)vi = (giβ − gi3ε−1Θβ)∂βp(k)vi
= (gαβ − g3αε−1Θβ)∂βpvα + (g3β − g33ε−1Θβ)∂βp(k)v3 = δαβ∂βpvα
= ∂α(pv
α)− p∂αvα,
gimη
mvi = (−ε−1Θαaαβ + (rε)−2ag3β)vβ + (−ε−1Θαg3α + (rε)−2ag33v3 = v3,
gim∆˜w
mvi = ∂λ(gim∂λw
mvi)− gim∂λwm∂λvi − ∂λgim∂λwmvi,
Ai(k)v
i = −ν∂λ(gim∂λwmvi) + νgim∂λwm∂λvi + (ν∂λgim∂λwm + gimLmτ (k))vi
+gimC
m(w(k), ω)vi + ∂α(pv
α)− p∂αvα + pv3
+gimB
m(w(k), w(k))vi + 1τ gimw
3(k)wm(k).
(6.8)
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By using Green’s formula and boundary conditions, we get∫
D
[−ν∂λ(gij∂λ(wi)vj) + ∂α(pvα)]dx =
∫
γin∪γout
(−νgij ∂wi∂n vj + pnαvα)ds
=
∫
γin∪γout
[gijσ
i
n(w, p)v
j ]ds,
where n is normal vector to γ1 = γin ∪ γout, i.e.,{
n = nαeα + 0e3, n
3 = n3 = 0,
σn(w, p) = −ν ∂w∂n + pn.
(6.9)
Hence the variational formulation associated with (6.5) and (6.6) are expressed as
Findw(k) ∈ V (D), p ∈ L2(D), such that
a0(w,v) + (L(k),v) + (C(k),v) + b(w,w,v) + (p(k), v
3 − ∂αvα)
= (Gτ (k),v), ∀v ∈ V (D),
(div2w, q) = (dτ (w), q), ∀q ∈ L2(D),
(6.10)
where
a0(w,v) =
∫
D
{(νgij∇˜λwi∇˜λvj)dx
=
∫
D
ν[aαβ∇˜λwα∇˜λvβ + r2εΘβ(∇˜λwβ∇˜λv3 + ∇˜λw3∇˜λvβ) + r2ε2∇˜λw3∇˜λv3]dx,
(C(k),v) =
∫
D
(gijC
i(k)vjdx =
∫
D
2rω[(Θβw
2 − δβ2Π(w,Θ))vβ + εw2v3]dx,
(L(w(k),Θ),v) =
∫
D
[(ν∂λgim∂λw
m + gimL
m
τ (k))v
i]dx
= (Lβij(Θ)∂βw
j + Lij(Θ)w
j , vi),
b(w,u,v) = (B(w, u),v) = (gijB
i(w(k), w(k)) + gij
1
τw
3(k)wi(k), vj)
= ((∂λ(w
λwα) + Παmkw
mwk, aαβv
β + εr2Θαv
3)
+((∂λ(w
λw3) + Π3mkw
mwk), εr2Π(v,Θ)),
(Gτ (k),v) = (fτ (k),v)+ < σn(w, p),h > |γ1 (by(6.7))
(6.11)
where γ1 = γin ∪ γout, {
∆˜ = ∂
2
∂x1 +
∂2
∂x2 , div2w =
1
r
∂(rwα)
∂xα ,
V (D) := {v|v ∈ h1(D), v = 0 on γs}, (6.12)
and 
Lβij(Θ) =
2ν
ετ Θγgij − νgimPmβj (Θ) + ν∂βgij ,
Lij(Θ) = ατgij − ντ gimqmξj − νgimqmj ,
Π3ij(Θ) = pi
α
ij(Θ) +
1
τ δ3iδαj , Π
3
ij(Θ) = pi
3
ij(Θ) +
1
τ δ3iδ3j
(6.13)
7 Pressure Correction Equation on the Blade Surface
Noting that we must give value of [p] in the source term Fτ (k) of equations (6.12), so the pressure
on the surface = must be supplied. Therefore, we recall the Navier-Stokes equations in invariant
form { −νgjk∇j∇kwi + wj∇jwi + 2εijkgjmgklωmwl + gij∇jp = f i,
∇jwj = 0, (7.1)
Let take divergence ∇i for (6.1)1 and apply the identity ∇kgij = ∇kgij = ∇kεijm = 0, then we
have
−νgjk∇i∇j∇kwi + div((w · ∇)w)) + div(2ω ×w) + gij∇i∇jp = divf . (7.2)
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Because the Riemann curvature tensor vanishes in Euclidean space R3, therefore by exchanging
the order of covariant derivatives, we have
−νgjk∇i∇j∇kwi = gjk∇j∇k(∇iwi) = 0, (7.3)
In addition, a simple calculation shows that{
div((w · ∇)w) = ∇i(wj∇jwk) = ∇iwj∇jwi + wj∇j∇iwi = ∇iwj∇jwi
= ∇αwβ∇βwα + 2∇3wβ∇βw3 +∇3w3∇3w3. (7.4)
From (2,7) we have,
C = 2ω ×w = Ciei, C1 = 0, C2 = −2ωrΠ(w,Θ), C3 = 2ωε−1(rΘ2Π(w,Θ) + w2r ),
divC = 1√g
∂
√
gCi
∂xi = C
i∂i ln(er) + ∂iC
i = r−1C2 + ∂∂r (−2rωΠ(w,Θ))
= −2ωr−1(2rΠ(w,Θ) + r2 ∂∂rΠ(w,Θ)) = − 2ωr ∂∂r (r2Π(w,Θ)).
(7.5)
On the other hand, the Laplace-Betrami operator can be expressed as
∆p = 1√g∂j(g
jk√g∂kp) = (rε)−1[∂α(rεgαβ∂βp) + (∂ξ(rεg3λ∂λp) + ∂λ(rεgλ3∂ξp))
+∂ξ(rεg
33∂ξp)],
By using (2.5), we claim that
∆p = 1rε [
∂
∂xα (rε
∂p
∂xα )− (2rΘλ) ∂
2p
∂xλ∂ξ
− (Θ2 + r∆˜Θ)∂p∂ξ + (rε)−1a∂
2p
∂ξ2 ], (7.6)
Assume that centrifugation force is the only exterior force, that is
f = −ω × ω ×R = −ω2R,
then
∇if i = −ω2∇iri = ω2(∇αrα +∇3r3).
On the other hand, we have
R = rer = r(e2 − ε−1Θ2e3), r2 = r, r1 = 0, r3 = −ε−1rΘ2,
∇iri = ∂rα∂xα − rΘ2Π(w,Θ) + ∂r
3
∂ξ +
r2
r + rΘ2Π(w,Θ) = 1 + 0 + 1 = 2.
div(f) = −2|ω|2.
Summing up the above conclusions, we get
1
rε [
∂
∂xα (rε
∂p
∂xα )− ∂∂ξ (2rΘλ ∂p∂xλ + (Θ2 + r∆˜Θ)p) + (rε)−1a∂
2p
∂ξ2 ]
+∇αwβ∇βwα + 2∇3wβ∇βw3 +∇3w3∇3w3
− 2ωr ∂∂r (r2Π(w,Θ)) = −2|ω|2.
(7.7)
Next we consider the restriction of equation (7.7) on any surface =ξk . Noting that the Laplace-
Betrami operator of pressure p in the new curvilinear coordinate system (xα, ξ) can be split as the
sum of two operators , membrane operator on tangent space and the bending operator along the
rotational direction
−∆p = −∆mp−∆bp,
−∆mp = − 1rε ∂∂xα (rε ∂p∂xα ) = − 1r ∂∂xα (r ∂p∂xα ),
−∆bp = − 1rε [(rε)−1a∂
2p
∂ξ2 +
∂
∂ξ (2rΘλ
∂p
∂xλ
+ (Θ2 + r∆˜Θ)p)].
(7.8)
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We approximate the derivatives with respect to rotational variable in (7.7) by the difference quo-
tients defined by (6.5), and then restricted it on the =ξk , finally we get −
1
r
∂
∂xα (r
∂pk
∂xα ) + ατpk = fk(τ),
p|γin = p0,
∂np = f˜n, other boundaries .
(7.9)
where 
ατ (x) :=
a
τ2rε >
1
rετ2 , ∀x ∈ D
fk(τ) = −2rΘλd1k( ∂p∂xλ )− (Θ2 + r∆˜Θ)d1k(p) + arε d˜2k(p)
−2ωr−1 ∂∂r (r2Π(w(k),Θ))− 2|ω|2
+∇αwβ(k)∇βwα(k) + 2∇˜3wβ(k)∇βw3(k) + ∇˜3w3(k)∇˜3w3(k),
∇˜3wλ := d1k(wλ)− rεδ2λΠ(w(k),Θ),
∇˜3w3 := d1k(w3) + r−1w2(k) + rΘ2Π(w(k),Θ).
(7.10)
Specially, we consider the restriction of (7.7) on the surface =±1. When ξ = ±1, we have
w|ξ=±1 = 0, ∂αw = 0, ∇αwi = 0,
∇3w3(±1) = ∂w3∂ξ (±1) = −(∂αwα + r−1w2)(±1) = 0,
Π(w,Θ) = ∂Π(w,Θ)∂r = 0, (see (3.19)).
At present, equation (7.9) becomes{
− 1r ∂∂xα (r ∂p∂xα )
= − ∂∂ξ (2rΘλ ∂p∂xλ + (Θ2 + r∆˜Θ)p) + (rε)−1a∂
2p
∂ξ2 − 2(ω)2,
(7.11)
Furthermore, we replace the derivatives ∂w∂ξ by difference quotient and apply the boundary condition
w|ξ=±1 = 0, then
∂w
∂ξ |ξ=−1 = 1τ (w|ξ=−1+τ −w|ξ=−1) = 1τ (w|ξ=−1+τ ),
∂2w
∂ξ2 |ξ=−1 = 1τ2 (w|ξ=−1+2τ − 2w|ξ=−1+τ ),
(7.12)
Borrowing the notations in (6.3), when ξ = ±1,{
d−1(w) = ∂w∂ξ (−1) = 1τw(−1 + τ), (w(−1) = 0),
d2−1(w) =
∂2w
∂ξ2 (−1) = 1τ2 (w(−1 + 2τ)− 2w(−1 + τ)), (w(−1) = 0),
(7.13)
Similarly, when ξ = 1,{
d1(w) =
∂w
∂ξ (1) = − 1τw(1− τ), (w(1) = 0),
d21(w) =
∂2w
∂ξ2 (1) =
1
τ2 (w(1− 2τ)− 2w(1− τ)), (w(1) = 0),
(7.14)
In addition, Owing to ξ = −1 and ξ = 1 are both sides of blade , hence
p(−1− τ) ' p(1), p(1 + τ) = p(−1). (7.15)
therefore, we rewrite (7.13), (7.14) as
d−1(p) := ∂p∂ξ (−1) = 1τ (p(−1 + τ)− p(−1)),
d2−1(p) :=
∂2p
∂ξ2 (−1) = 1τ2 (p(−1 + τ)− 2p(−1) + p(−1− τ))
= 1τ2 (p(−1 + τ)− 2p(−1) + p(1)), (p(−1− τ) = p(1)),
d˜2−1(p) :=
1
τ2 (p(−1 + τ) + p(1)), (p(−1− τ) = p(1)),
(7.16)
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
d1(p) :=
∂p
∂ξ (1) =
1
τ (p(1)− p(1− τ)),
d21(p) :=
∂2p
∂ξ2 (1) =
1
τ2 (p(1 + τ)− 2p(1) + p(1− τ))
= 1τ2 (p(−1)− 2p(1) + p(1− τ)), (p(1 + τ) = p(−1)),
d˜21(p) :=
1
τ2 (p(−1) + p(1− τ)).
(7.17)
Summing up and introducing p− = p(−1), from (7.5) the equation of the pressure on the ξ = −1
surface is give by −
1
r
∂
∂xα (r
∂p−
∂xα ) + ατp− = f−(τ),
f−(τ) = −2rΘλd−1( ∂p∂xλ )− (Θ2 + r∆˜Θ)d−1(p) + arε d˜2−1(p)
+d2−1(w
3)− 2|ω|2,
(7.18)
By a similar manner we can obtain the equation of pressure on the surface ξ = 1 −
1
r
∂
∂xα (r
∂p+
∂xα ) + ατp+ = f+(τ),
f+(τ) = −2rΘλd1( ∂p∂xλ )− (Θ2 + r∆˜Θ)d1(p) + aτ2rε d˜21(p)
+d21(w
3)− 2|ω|2
(7.19)
Next, in order to inspect the reliability of the method, we make some numerical simulations
of pressure field by using the pressure correction equations on the blade surface (7.18), (7.19), and
boundary conditions in (7.9). The low speed large-scale centrifugal impeller of The NASA is used
as the example([22]), and some comparison with FLUENT’s conclusions is diagramed as below,
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(a)Pressure distribution on the pressure surface
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Fig5. Numerical comparison of the Fluent’s conclusions and the Pressure Correction method
[Numerical results was completed by Chen Hao, Energy and Power Engineering College of Xi’an
Jiaotong University]
Where the LB-2D on the RHS are the results from the Pressure Correction method.
Fluid power, Fluent evaluates to 13973 watt, our method is 13975 watt.
8 Steam Layer in Domain decomposition and the Bi-parallel
Algorithm
Next we we consider the decomposition of the flow passage,
Ω = D × {−1, 1} =
∑
k
{D × [ξk, ξk+1]} =
∑
k
Ωk
where −1 = ξ0 < ξ1 < · · · < ξm = 1. In the subsequent Ωk is called “stream layer”.
π
 Ν
ω
  ξ      0
  ξ      m
  ξ      i
Fig 3: decomposition of the flow passage and angular expansion
The new method is to solve the 2D problem (6.10) with respect to the velocity and the pressure
(w, p) and the pressure correction equation (7.9) on the interface =k of two stream layer Ωk and
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Ωk + 1, which is a 2D manifold. The general parallel algorithm can be used to solve these 2D-
problems (6.10) and (7.9).
Bi-Parallel Algorithm: The Bi-Parallel Algorithm means that we adopt the parallel algorithm
to solve the problems (6.10) and (7.9) along the two directions, i.e., on the 2D manifold =k and
along the direction ξ. On the specified 2D manifold =k, the general domain decomposition method
or data parallel algorithms can be used to implement the parallel algorithm. On the other hand, the
problems on the 2D manifold =k corresponding to different discrete parameter ξk, k = 1, · · · ,m,
can be solved at the same time, which forms another parallel.
As new method is applied to solve 3D-viscous flow in turbo-machinery, all interfaces =ξk have
the same geometry properties, i.e., the same aαβ , bαβ , · · · . On the other hand , when this methods is
applied to other 3D-flow, for example, circulation flow through the aircraft, geophysical flow around
the earth, in this case the interface surface =ξk have different geometry properties. Suppose the
next interface =ξk+1 is generated by a displacement η of the previous interface =ξk , then the new
fundamental forms (aαβ(η), bαβ(η) can be computed by the following formulas,
Theorem 8.1. Assume that = is a smooth surface in <3, aαβ , bαβ are metric and curvature tensors
respectively. Given a smooth displacement field η = ηαeα+η
3n of =, we get the new surface =(η),
and use symbols aαβ(η), bαβ(η) to denote the metric tensor and the curvature tensors of the surface
=(η). Then a simple calculation shows that they can be expressed as(see [3,4]),
aαβ(η) = aαβ + 2
0
Eαβ (η),
bαβ(η) = bαβ + ραβ(η) +Q
2
αβ(η),
Q2αβ(η) = (bαβ + ραβ(η))(q(η)− 1) + q(η)[φαβ(η)d(η) + φσαβ(η)mσ(η)
−(ρσαβ(η)+
∗
Γλαβ
0
∇λ ησ)
0
∇σ η3],
(8.1)
where 
0
Eαβ (η) = γαβ(η) +
1
2 ]aλσ
0
∇α ηλ
0
∇β ησ+
0
∇α η3
0
∇β η3],
ραβ(η) =
∗
∇α
0
∇β η3 + bασ
0
∇β ησ, γαβ(η) = 12 (aβλ
0
∇α ηλ + aαλ
0
∇β ηλ),
0
∇β ησ =
∗
∇β ησ − bσβη3,
∗
∇β ησ = ∂βησ−
∗
Γσαβ η
α,
(8.2)
 ρσαβ(η) =
∗
∇α
0
∇β ησ − bσα
0
∇β η3,
φαβ(η) = bαβ + ραβ(η)+
∗
Γλαβ
0
∇λ η3, φσαβ(η) = ρσαβ(η) + (
0
∇λ ησ + δσλ)
∗
Γλαβ ,
(8.3)

dσ(η) = mσ(η)−
0
∇σ η3, d0(η) = 1 + d(η),
d(η) = γ0(η) + det(
0
∇α ηβ),
mσ(η) = ε
νµεσλ
0
∇ν ηλ
0
∇µ η3,
m1(η) = 2
∣∣∣∣∣∣
0
∇1 η2
0
∇2 η2
0
∇1 η3
0
∇2 η3,
∣∣∣∣∣∣ , m2(η) = −2
∣∣∣∣∣∣
0
∇1 η1
0
∇2 η1
0
∇1 η3
0
∇2 η3,
∣∣∣∣∣∣ ,
(8.4)
where Q2αβ(η) is a remainder term which order is higher than 1.
Proof: The proof is omitted. 
9 Existence of Solution of the 2D-3C Variational Problem
In this section we study the 2D-3C variational problem (6.10) on the manifold =ξ. First, let
∂D = γs ∪ γ0 and introduce the Sobolev space V (D) defined by
V (D) = {w|,w = (wα, w3) ∈ H1(D)×H1(D)×H1(D),w|γs = 0}, (9.1)
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equipped with the usual Sobolev norms{ |w|21,D = ∑
α
∑
j
‖∂αwj‖20,D, ‖w‖20,D =
∑
i
‖wi‖20,D =
∑
i
∫
D
|wi|2dx,
‖w‖21,D = |w|21,D + ‖w‖20,D.
(9.2)
It is clear that the variational problem (6.10) is a saddle point problem. In order to regularize
it we introduce the artificial viscosity η such that
Findw ∈ V (D), p ∈ L2(D), such that
(ατw,v) + a0(w,v) + (L(w,Θ),v) + (C(w, ω),v) + b(w,w,v)− (p, d˜ivv)
=< Gτ ,v >, ∀v ∈ V (D),
η(p, q) + (div2w − dτ , q) = 0, ∀q ∈ L2(D),
(9.3)
where
< Gτ ,v >= (fτ ,v)+ < h,v > |γ1 , (9.4)
Obviously, problem (9.3) is equivalent to
Findw ∈ V (D), such that
A0(w,v) + η
−1(div2w, d˜ivv)) + b(w,w,v) =< G,v >, ∀v ∈ V (D),
p = η−1[−div2w + dτ (w)],
(9.5)
where {
A0(w,v) = (ατw,v) + a0(w,v) + (L(w,Θ),v) + (C(w,ω),v),
< G,v > = (fτ ,v)+ < hin,v > |Γin + (η−1dτ , d˜ivv)− < η−1dτ ,v >,
(9.6)
Our first objective is to show that the bilinear form A0(·, ·) defined by (9.6) is V (D)-elliptic.
Theorem 9.1. Let D be a bounded domain in R2, the injective mapping <(x) defined by (2.1)
satisfies < ∈ C3(−D), |Di<|∞,D ≤ k0, and the two vectors eα = ∂α< are linearly independent at
all points of
−
D. Let γ0 be a dγ-measurable subset of γ = ∂D and dγ0 > 0. Then there exist the
constants C(k0), C0(k0) depend upon x such that the following equality and inequalities hold
(i) a0(w,v) = a0(v,w), ∀w,v ∈ V (D),
(ii) |a0(w,v)| ≤ ν(1 + r21k20)|w|1,D|v|1,D, ∀w,v ∈ V (D),
(iii) |a0(w,w)| ≥ ν|w|21,D, ∀w,v ∈ V (D),
(9.7)

(iv) |A0(w,v)| ≤ C(k0)‖w‖1,D‖v‖0,D, ∀w,v ∈ V (D),
(v) A0(w,w) ≥ ( 2r21ε2τ2 − C0(k0)k0)‖w‖
2
0,D + (ν − C1(k0)k0)|w|21,D
+
∫
D
1
r∂r(w
αwα)dx, ∀w ∈ V(D),
(9.8)
Proof: Firstly, from (6.11), we have
a0(w,v) =
∫
D
[νgij∇˜λwi∇˜λvj ]dx =
∫
D
[νaαβ∇˜λwα∇˜λvβ
+(εr∇˜λw3)(rΘβ∇˜λvβ) + (εr∇˜λv3)(rΘβ∇˜λwβ) + (εr∇˜λw3)(rε∇˜λv3)]dx
= ν
∫
d
[δαβ∇˜λwα∇˜λvβ + (rΘα∇˜λwα)(rΘβ∇˜λvβ)
+(rΘβ∇˜λwβ)(rε∇˜λv3) + (rε∇˜λw3)(rΘβ∇˜λvβ) + (rε∇˜λw3)(rε(∇˜λv3)]dx,
By combining we have
a0(w,v) = ν
∫
D
[δαβ∇˜λwα∇˜λvβ + (rΘα∇˜λwα + rε∇˜λw3)(rΘβ∇˜λvβ + rε∇˜λv3)]dx (9.9)
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hence, we get
a0(w, v) = a0(v, w), |a0(w, v)| ≤ ν(1 + r21k20)|w|1,D|v|1,D.
a0(w,w) = ν|w|21,D + ν(rΘα∇˜λwα + rε∇˜λw3)(rΘα∇˜λwα + rε∇˜λw3) ≥ ν|w|21,D,
Then (9.7) is proved. Next we consider (9.8). Obviously (iv) is valid, thus we just need to prove
(v). Indeed from (3.26), (3.27) and (3.35) we assert
Lσ(w,Θ) = (r
−1δ2βδασ + r2ΘσΘαβ − r2ΘαΘβσ)∂βwα − (2rεΘβa2σ + εr2Θβσ)∂βw3
+(aασq
α
m + r
2εq3m)w
m,
L3(w,Θ) = r
2εΘαβ∂βw
α − 2ε2r3Θ2Θβ∂βw3 + (εr2Θαqαm + r2ε2q3m)wm,
Cσ(w,ω) = 2rω(w
2Θσ − δ2σΠ(w,Θ)), C3(w,ω) = 2rεωw2,
aασq
α
β + r
2εq3β = r
−2δ2βδ2σ + δ2βΘ2Θσ + 2a2σ(δ2β |∇˜Θ|2 − aΘ2Θβ
+rΘβ∆˜Θ− rΘλΘλβ) + aa22ΘσΘβ + 2rΘσΘ2β + r2Θσ∂β∆˜Θ,
aασq
α
3 + r
2εq33 = ra2σ∆˜Θ + εaΘ2(rΘ2 − 2a2σ),
(εr2Θαq
α
β + r
2ε2q3β) = ε(Θ2δ2β + Θβ) + 2rεΘ2β + r
2εΘ2(2δ2β |∇˜Θ|2 − aΘ2Θβ)
+εr3Θ2Θβ∆˜Θ− r3εΘ2ΘλΘλβ ,
(εr2Θαq
α
3 + r
2ε2q33) = r
2ε2(r∆˜Θ− aΘ2),
(9.10)
therefore,
Lj(w,Θ)w
j = [(r−1δ2βδασ + r2ΘσΘαβ − r2ΘαΘβσ)∂βwα − (2rεΘβa2σ + εr2Θβσ)∂βw3]wσ
+[(r−2δ2βδ2σ + δ2βΘ2Θσ + 2a2σ(δ2β |∇˜Θ|2 − aΘ2Θβ
+rΘβ∆˜Θ− rΘλΘλβ) + aa22ΘσΘβ + 2rΘσΘ2β + r2Θσ∂β∆˜Θ)wβ
+(ra2σ∆˜Θ + εaΘ2(rΘσ − 2a2σ))w3]wσ
+[r2εΘαβ∂βw
α − 2ε2r3Θ2Θβ∂βw3]w3
+[(ε(Θ2δ2β + Θβ) + 2rεΘ2β + r
2εΘ2(2δ2β |∇˜Θ|2 − aΘ2Θβ)
+εr3Θ2Θβ∆˜Θ− r3εΘ2ΘλΘλβ)wβ + (r2ε2(r∆˜Θ− aΘ2))w3]w3
By simplifying we get
Lj(w,Θ)w
j = r−1 ∂∂r (w
αwα) + r−2w2w2 + P βα (w,Θ)∂βw
α + P β3 (w,Θ)∂βw
3
+Qαβ(Θ)w
βwα +Q3β(Θ)w
βw3 +Q33(Θ)w
3w3
where 
P βα (w,Θ) = r
2εΘαβw
3 + r2(ΘσΘαβ −ΘαΘβσ)wσ,
P β3 (w,Θ = −ε[2r3εΘ2Θβw3 + 2r2(Θβσ + rΘΘ2σΘβ)wσ,
Qαβ(Θ) = δ2β(Θ2Θα + 2a2α|∇˜Θ|2) + aΘβ(a22Θα − 2a2αΘ2)
+(2rεδ2λΘα + 2a2αΘλ)Θλβ + rΘβ(2a2α + rΘα)∆˜Θ,
Q3β(Θ) = ε[r(2a2β − δ2β)∆˜Θ− r3Θ2ΘλΘλβ + 3raΘ2Θβ + Θβ
−((1 + a)δ2β + aa2β)Θ2],
Q33(Θ) = ε
2r2(r∆˜Θ− aΘ2),
(9.11)
From the assumptions of the Lemma, we clare that there exist two constants Ci(k0), i = 0, 1
independent of w,Θ such that
(L(w,Θ),w) ≥
∫
D
1
r
∂r(w
αwα)dx− C0(k0)k0‖w‖0,D − C1(k0)k0|w|21,D
In addition
(C(w,ω),w) = 2
∫
D
(ω ×w)wdx = 0,
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Then, from (9.6) and ατ =
νa
γ2ε2τ2 ≥ νr21ε2τ2 , we get
A0(w,w) = (ατw,w) + a0(w,w) + (L(w,Θ),w) + (C(w, ω),w)
≥ ( ν
r21ε
2τ2
− C0(k0)k0)‖w‖20,D + (ν − C1(k0)k0)|w|21,D +
∫
D
1
r∂r(w
αwα)dx,
the proof is ended. 
Lemma 9.1. Under the assumptions in Lemma 9.1, the trilinear form b0(·, ·, ·) is continuous, i.e.,
there exists a constant M(Θ, D) independent of w,u,v, such that
|b(w,u,v)| ≤M‖w‖
H
5
6 (D)
‖v‖
H
5
6 (D)
‖u‖1,D,∀w,u,v ∈ V (D) (9.12)
Proof: Thanks to the Ho¨lder inequality∫
D
|wλ∇˜λuαvβ |
√
adx ≤ ‖w‖L4(D)‖vβ‖L4(D)‖∇˜uα‖0,D
and the Sobolev embedding theorems
‖u‖L4(D) ≤ C‖u‖H 56 (D), ‖u‖L3(γ1) ≤ C‖u‖H 56 (D). (9.13)
Further, by using the Cauchy’s inequality, we derived the conclusion. The proof is completed. 
Remark 9.1. It is clear that we have
aαβw
λ
∗
∇λ wαwβ =
∗
∇λ (aαβwλuαvβ)− aαβwα
∗
∇λ (wλwβ)
=
∗
div (|w|w)− |w|
∗
div w − aαβwβwλ
∗
∇λ wα,
Hence
aαβw
λ
∗
∇λ wαwβ = 1
2
∗
div (|w|w)− 1
2
|w|
∗
div w.
Considering (6.6) and the boundary conditions of element in V (D), we claim
|b0(w0,w0,w0)| ≤ C(‖w0‖2L4(D)‖
∗
div w‖20,D + ‖w0‖3L3(γ1)), (9.14)
where the Gauss theorem is used.
Theorem 9.2. Under the assumptions in Lemma 9.1, for the given (G, d30) ∈ V ∗(D)×H−1(D),
if F satisfies the following condition,
‖F ‖∗ ≤ ν2λ2MC2 , with < F ,v >=< G,v > −η−1(d30,
∗
div v), (9.15)
then there exists one solution w∗ of the variational problem (6.10) which satisfies
‖w∗‖1,D ≤ ρ := νλ
MC
−
√
(
νλ
MC
)2 − ‖F ‖∗
M
. (9.16)
Furthermore, if
‖F ‖∗ < ν2λ2MC2 , (9.17)
then problem (6.10) has a unique solution in V (D).
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Proof: We begin with constructing a sequence of approximate solutions by Galerkin’s method.
Since the space V (D) is separable, there exists a sequence (ϕm,m ≥ 1) in V (D) such that: 1).
for all m ≥ 1, the elements ϕ1, · · ·ϕm are linearly independent; 2). the finite linear combinations∑
i
ciϕi are dense in V (D). Such a sequence (ϕm,m ≥ 1) is called a basis of the separable space
V (D).
Next we use Vm to denote the subspace of V (D) spanned by finite sequence ϕ1, · · · ,ϕm. Then,
we can construce the approximating problem,{
Findwm ∈ Vm such that
A0(wm,v) + b0(wm,wm,v) =< F ,v >, ∀v ∈ Vm. (9.18)
If we set
wm =
m∑
i=1
ciϕi,
then we find that problem (9.18) amounts to solve a system of m nonlinear equations with m
unknowns ci. For each m problem (9.18) has at least one solution. Indeed, we can introduce the
mapping Mm : Vm → Vm,
(Mm(u),ϕi) = A0(u,ϕi) + b0(u,u,ϕi)− < F ,ϕi >, 1 ≤ i ≤ m,
where (·, ·) is the scalar product in V . Hence, wm ∈ Vm is a solution of problem (9.18) if only if
Mm(wm) = 0. Since
(Mm(u),u) = A0(u,u) + b0(u,u,u)− < F ,u >, ∀u ∈ Vm,
it follows that
(Mm(u),u) ≥ ( 2νλC ‖u‖1,D −M‖u‖21,D − ‖F ‖∗)‖u‖1,D (9.19)
Hence, if choosing
ρ =
νλ
MC
−
√
(
νλ
MC
)2 − ‖F ‖∗
M
,
then we get for all u ∈ Vm with ‖u‖1,D = ρ,
(Mm(u),u) ≥ 0.
Moreover,Mm is continuous in Vm, and the space Vm is finite dimensional, we can apply Corollary
1.1 in [17], there exists at least one solution wm ∈ Vm of problem (9.18).
Furthermore, we have for any solution wm to (9.18)
0 = (Mm(wm),wm) ≥ (2νλ
C
‖wm‖1,D −M‖wm‖21,D − ‖F ‖∗)‖wm‖1,D,
therefore,
2νλ
C
‖wm‖1,D −M‖wm‖21,D − ‖F ‖∗ ≤ 0.
It follows that, when denoting by y = ‖wm‖1,D,
(y − νλ
MC
)2 ≥ ( νλ
MC
)2 − ‖F ‖∗
M
⇒ y − νλ
MC
≤ −
√
(
νλ
MC
)2 − ‖F ‖∗
M
,
i.e.,
‖wm‖1,D ≤ νλ
MC
−
√
(
νλ
MC
)2 − ‖F ‖∗
M
. (9.20)
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This shows that the sequence (wm) is uniformly bounded in V . Therefore, we can extract a
subsequence, still denoted by wm), such that
wm ⇀ (weak)w∗ inV (D) asm→ +∞.
Then, the compactness of the embedding of V (D) into L2(D)3 implies that
wm → (strong)w∗ inL2(D)3 asm→ +∞,
the remainder is to prove b(·, ·, ·) is weakly sequence continuous, i.e., b0(wm,wm,v)→ b0(w∗,w∗,v).
To do this, we recall
V = {u ∈ C∞(D) satisfy the boundary conditon (3.36) }
is dense in V (D) and
b0(wm,wm,v) =
∫
γ1
aαβw
α
mv
βaλσw
λ
mn
σdl − b0(wm,v,wm).
For any v ∈ V, then v ∈ L∞(D)L∞(γ1), ∂xαvβ ∈ L∞(D), and the convergence relations
lim
m→∞w
λ
mw
σ
m = w
λ
∗w
σ
∗ are satisfied in L
1(D) and L1(γ1) respectively, therefore
lim
m→∞ b0(wm,wm,v) =
∫
γ1
aαβw
α
∗ v
βaλσw
λ
∗n
σdl − b0(w∗,v,w∗) = b0(w∗,w∗,v), ∀v ∈ V.
Next for all v ∈ V (D), by virtue of the density of V, and taking the limitation of both sides of
(9.18) implies
A0(w∗,v) + b0(w∗,w∗,v) =< F ,v >, ∀v ∈ V (D), (9.21)
that means w∗ is a solution of problem (6.10).
In order to prove (9.16), by a similar manner we get
|‖w∗‖1,D − νλ
MC
| ≥
√
(
νλ
MC
)2 − ‖F ‖∗
M
,
‖w∗‖1,D ≥ νλ
MC
+
√
(
νλ
MC
)2 − ‖F ‖∗
M
, or ‖w∗‖1,D ≤ νλ
MC
−
√
(
νλ
MC
)2 − ‖F ‖∗
M
.
Obviously, the first one of the above inequalities is contract to (9.20), thus only the second one is
true, that is (9.16).
Next we prove the uniqueness. In fact, if there exist two solutions w∗ and w˜∗ of (6.10). Let
e∗ = w∗ − w˜∗, then
A0(e∗, e∗) + b0(e∗,w∗, e∗) + b0(w˜∗, e∗, e∗) = 0.
Owing to condition satisfied by w∗ and w˜∗ and (6.17), we get
0 ≥ (2νλ
C
− 2M( νλ
MC
−
√
(
νλ
MC
)2 − ‖F ‖∗
M
)‖e∗‖21,D = 2
√
(
νλ
MC
)2 − ‖F ‖∗
M
.
This yields ‖e∗‖1,D = 0. Therefor, the solutions is unique. The proof is complete. 
Theorem 9.3. Let (w0, p0) and (wη, pη) be the solutions of (6.10) and (9.3), respectively. If F
and H∗ = sup
D
|H| satisfy the condition
C0 − 2Mρ− 2η−1H2∗ ≥ C2 > 0, (9.22)
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then the following estimates are valid
‖w0 −wη‖1,D + ‖p0 − pη‖0,D ≤ max(C3, C4)η, (9.23)
where
C3 =
C + 2Mρ
C2β0
‖p0‖0,D, C4 = (C + 2Mρ)
2
C2β20
‖p0‖0,D. (9.24)
and β0 is the constant in the inf − sup condition.
Proof: From the assumption we have
Findw0 ∈ V (D), p0 ∈ L2(D), such that
a0(w0, v)− (p0,
∗
div v) + b0(w0,w0,v) + (l(w0),v) =< G,v >, ∀v ∈ V (D),
(
∗
div w0 − 2Hw30 + d30, q) = 0, ∀ q ∈ L2(D),
(9.25)
and 
Findwη ∈ V (D), pη ∈ L2(D), such that,
a0(wη, v)− (pη,
∗
div v) + b0(wη,wη,v) + (l(wη),v) =< G,v >, ∀v ∈ V (D)
η(pη, q) + (
∗
div wη − 2Hw3η + d30, q) = 0.∀ q ∈ L2(D).
(9.26)
Next, we denote e∗ = w0 − wη, s∗ = p0 − pη. subtracting (9.25) from (9.26)then yields a0(e∗, v) + b0(e∗,w0,v) + b0(wη, e∗,v)− (s∗,
∗
div v) = 0,∀v ∈ V (D),
(
∗
div e∗, q) + (−2He3∗, q) + η(s∗, q)− η(p0, q) = 0,∀ q ∈ L2(D).
(9.27)
choosing v = e∗, q = s∗ in (9.27) and summing the above two equations, we obtain
a0(e∗, e∗) + b0(e∗,w0, e∗) + b0(wη, e∗, e∗) + η(s∗, s∗)− η(p0, s∗)− (2He3∗, s∗) = 0. (9.28)
Noting that (9.7), (9.8), and (9.12), we have
(C0 − 2Mρ)‖e∗‖21,D + η‖s∗‖20,D ≤ (η‖p0‖0,D + 2 sup
D
|H|‖e∗‖0,D)‖s∗‖0,D. (9.29)
Furthermore by using Young’s inequality we get
2 sup
D
|H|‖e∗‖0,D‖s∗‖0,D ≤ 1
2
η‖s∗‖20,D + 2η−1H2∗‖e∗‖21,D, (9.30)
therefore from (9.29),(9.30)
(C0 − 2Mρ− 2η−1H2∗ )‖e∗‖21,D + 12η‖s∗‖20,D ≤ η‖p0‖0,D‖s∗‖0,D,
Noting that the condition (9.22) are satisfied, hence
‖e∗‖21,D ≤ η
‖p0‖0,D
C2
‖s∗‖0,D. (9.31)
On the other hand, the inf − sup condition means that
β0‖s∗‖0,D ≤ sup
v∈V (D)
|(s∗,divv)|
‖v‖1,D
≤ sup
v∈V (D)
(‖v‖−11,D|[a0(e∗,v) + b0(e∗,w0,v) + b0(wη, e∗,v)]|
≤ (C + 2Mρ)‖e∗‖1,D.
(9.32)
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Finally from (9.31), (9.32) we have
‖e∗‖1,D ≤ C3η2, ‖s∗‖0,D ≤ C4η,
where
C3 =
C + 2Mρ
C2β0
‖p0‖0,D, C4 = (C + 2Mρ)
2
C2β20
‖p0‖0,D.
Thus the theorem is proved 
10 Finite Element Approximation Based on Approximate
Inertial Manifold
In this section, we focus on the variational problem for the 2D-3C problem (6.10), called 2D-3C
variational problem,{
Find w0 ∈ V (D), such that
A0(w0,v) + b0(w0,w0,v) =< Gη,v >, ∀v ∈ V (D), (10.1)
where
A0(w0,v) = a0(w0,v) + η
−1(
∗
div w0,
∗
div v)− η−1(2Hw30,
∗
div v) + (l0(w0),v)
= a0(w0, v) + η
−1(
∗
div w0,
∗
div v) + (ν − η−1)(2Hw30,
∗
div v)
+(aαβ(C
α
λw
λ
0 + C
α
3 w
3
0), v
β) + (C3βw
β
0 , v
3),
a0(w0,v) = 2ν(a
αλaβσγλσ(w0), γαβ(v)) + ν(a
αβ
∗
∇α w30,
∗
∇β v3)
+νh−2[(aαβwα0 , v
β) + (w30, v
3)],
b0(w0,w0,v) = (aαβw
λ
0
∗
∇λ wα0 − 2bαβwα0w30, vβ) + (wβ
∗
∇β w30 + bαβwα0wβ0 , v3),
(l(w0),v) = (aαβl
α(w0), v
β) + (l3(w0), v
3)
= (2νH
∗
∇β w30, vβ) + (aαβ(Cαλwλ0 + Cα3 w30), vβ) + (C3βwβ0 , v3),
< Gη,v > =< F h,v > +
∫
γ0
[σnαv
α + σn3v
3]dγ + (aαβd
α
0m
3
0, v
β)− η−1(d30,
∗
div v)
(10.2)
We now consider the finite element approximation of the 2D-3C variational problem (10.1).
Assume that Vh and Mh are finite element subspaces of V (D) and L
2(D) respectively. Introduce
the product space Yh = Vh ×Mh, obviously which is a subspace of Y = V (D)× L2(D).
Then the standard Galerkin finite element approximation of (10.1) is defined by{
Findwh ∈ Vh, such that
A0(wh,v) + b0(wh,wh,v) = (Gh,v) ∀v ∈ Vh (10.3)
As usual, we make the following standard assumptions on the finite element subspace Yh
(H1) Approximation property
inf
(vh,qh)∈Yh
{h‖u− vh‖1,D + ‖u− vh‖0,D + h‖p− qh‖0,D} ≤ C hk+1{‖u‖k+1,D + ‖p‖k,D}
for any (u, p) ∈ Y ∩ (Hk+1(Ω)d ×Hk(Ω)), 1 ≤ k ≤ l.
(H2) Interpolation property
‖v − Ihv‖1,D + ‖q − Jhq‖0,D ≤ C hk(‖v‖k+1,D + ‖q‖k,D)
for any (v, q) ∈ Y ∩ (Hk+1(Ω)d×Hk(Ω)), 1 ≤ k ≤ l, where Ih and Jh are some interpolation
operators from V (D) and L2(D) into Xh and Mh, respectively.
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(H3) Inverse inequality
‖vh‖1,D ≤ C h−1‖vh‖0,D ∀vh ∈ Vh.
(H4) (Vh,Mh) satisfies LBB-condition
inf
q∈Mh
sup
v∈Xh
(q,divv)
‖q‖0,D ‖v‖1,D ≥ β > 0,
where β is a constant independent of h.
The following optimal error estimates of the Galerkin finite element approximation are well-
known (cf.[17]),
Theorem 10.1. Suppose w0 ∈ V (D) ∩ Hk+1(D)3 is a nonsingular solution of (10.1) and the
finite element subspace Vh satisfies assumptions (H1) ∼ (H4). Then there exists a solution wh
satisfying (10.3) such that
h‖w0 −wh‖1,D + ‖w0 −wh‖0,D ≤ C hk+1‖w0‖k+1,D. (10.4)
Next we try to improve the error estimation. To do that we rewrite (10.1) in operator form.
Let F : V (D) −→ V ∗(D) denote the 2D-3C Navier-Stokes operator on the manifold = via
< F(w0),v >:= A0(w0,v) + b0(w0,w0,v)− < Gη,v >, ∀v ∈ V (D).
It is obvious that F(w0) = 0 is equivalent to (10.1). The operator form of finite element approxi-
mation (10.3) is
< Fh(wh),v >:= A0(wh,v) + b0(wh,wh,v)− < Gη,v >, ∀v ∈ Vh(D).
Therefore, Fh(wh) = 0 is equivalent to (10.3). Furthermore, it is easy to show that F(w0) and
Fh(wh) are Fre´chet differentiable and the Fre´chet derivatives at w0 and wh along direction u are
given by, respectively
Aw0(u,v) := (DF(w0)u,v) = A0(u,v) + b0(u,w0,v) + b0(w0,u,v), ∀u,v ∈ V (D),
Awh(u,v) := (DFh(wh)u,v) = A0(u,v) + b0(u,wh,v) + b0(wh,u,v), ∀u,v ∈ Vh(D).
It is well known that w0 is a nonsingular solution of (10.1) if and only if DF(w0) is an isomorphism
on V (D), furthermore, equivalent to Aw0(·, ·) satisfies the inf − sup condition(weak coerciveness),
i.e.,
inf
u∈V (D)
sup
v∈V (D)
Aw0 (u,v)
‖u‖1,D‖v‖1,D ≥ α0 > 0, infv∈V (D) supu∈V (D)
Aw0 (u,v)
‖u‖1,D‖v‖1,D ≥ α0 > 0. (10.5)
In this case, for any f ∈ V ∗(D), the variational problem{
Find u ∈ V (D) such that
Aw0(u,v) =< f ,v >, ∀v ∈ V (D), (10.6)
has a one and only one solution. Similarly, wh is a nonsingular solution of (10.3) if and only
if DFh(wh) is an isomorphism on Vh(D), equivalent to Awh(·, ·) satisfies the inf − sup condi-
tion(weak coerciveness)
inf
u∈Vh(D)
sup
v∈Vh(D)
Awh (u,v)
‖u‖1,D‖v‖1,D ≥ αh > 0, infv∈Vh(D) supu∈Vh(D)
Awh (u,v)
‖u‖1,D‖v‖1,D ≥ αh > 0, (10.7)
In this case, the variational problem{
Finduh ∈ Vh(D) such that
Awh(uh,v) =< f ,v >, ∀vh ∈ Vh(D), (10.8)
28
has a unique solution wh for any f ∈ V ∗h (D). Condition (10.5) is equivalent to
‖DF(w0)‖L(V,V ) ≤ α−10 . (10.9)
The next theorem shows the uniqueness condition to insure the finite element solution wh of
(10.3).
Theorem 10.2. Assume that the assumptions (H1) ∼ (H4) are valid, and w0 is a nonsingular
solution of (10.1). If the finite element mesh h is small enough such that
2MCα−10 ‖w0‖2,Dh < 1. (10.10)
Then, solution wh of the finite element approximation problem (10.3) is nonsingular.
Proof: In fact, from the above explanation in this section, it is enough to prove that
‖DFh(wh)‖L(Vh,Vh) ≤ β−10 . (10.11)
Therefore, noting that
ε : = ‖DF(w0)−DFh(wh)‖L(V,V )
= sup
u,v∈Vh
((DF(w0)−DFh(wh))u,v)
‖u‖1,D‖v‖1,D
= sup
u,v∈V
b0(w0−wh,u,v)+b0(u,w0−wh,v)
‖u‖1,D‖v‖1,D
≤ 2M‖w0 −wh‖1,D ≤ 2MC‖w0‖2,Dh.
(10.12)
Set B = {DF(w0)}−1{DF(w0)−DFh(wh)}. Then from (10.9) and (10.12), we have
DFh(wh) = DF(w0)(I −B),
‖B‖L(V,V ) ≤ α−10 2MC‖w0‖2,Dh, ‖(I −B)−1‖L(V,V ) ≤ 11−2MCα−10 ‖w0‖2,Dh ,‖DFh(wh)‖L(V,V ) ≤ 1α0 11−2MCα−10 ‖w0‖2,Dh .
substituting (10.10) into the above inequality, then we get DFh(wh) is an isomorphism on Vh,
hence wh is a nonsingular solution of (10.3). 
Theorem 10.2 shows if mesh size h is small enough, then we have
inf
u∈Vh(D)
sup
v∈Vh(D)
Awh(u,v)
‖u‖1,D‖v‖1,D ≥
1
2
α0 > 0, inf
v∈Vh(D)
sup
u∈Vh(D)
Awh(u,v)
‖u‖1,D‖v‖1,D ≥
1
2
α0 > 0.
(10.13)
Next, assumewh is a nonsingular solution (10.3). We define a projection Ph : V (D)→ Vh(D),∀w ∈
V (D) through
Awh(w − Phw,v) = 0,∀v ∈ Vh(D). (10.14)
Since wh is a nonsingular solution, then there exists a unique solution of (10.14). Consequently,
V can be decomposed into the direct sum of two subspaces:
V (D) = Vh(D)⊕ V̂h(D).
This meas that for any w ∈ V (D), we have
w = Phw + P
⊥
h w = wp +wq, wp ∈ Vh(D), wq ∈ V̂h(D).
It is straightforward to show that{ Awh(wq,vp) = 0, ∀vp ∈ Vh(D), Awh(w,vp) = Awh(wp,vp),
‖wq‖1,D ≤ Chk‖w‖k+1,D,∀w ∈ V ∩Hk+1(D)2. (10.15)
Next, we present some technical lemmas.
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Lemma 10.1. there exists a constant independent of u,v,w such that
|b0(u,w,v)| ≤ C‖u‖
1
2
0,D‖u‖
1
2
1,D‖w‖1,D‖v‖
1
2
0,D‖v‖
1
2
1,D, ∀u,w,v ∈ V (D). (10.16)
Proof:By virtue of Ho¨lder inequality we get
|b0(u,w,v)| ≤ C‖u‖0,4,D‖w‖1,D‖v‖0,4,D,
furthermore the Ladyzhenskaya inequality shows that
‖u‖0,4,D ≤ C‖u‖
1
2
0,2,D‖u‖
1
2
1,2,D.
Therefore we prove the lemma immediately. 
Sincew0 ∈ V (D), it can be decomposed intow0 = w0p+w0q withw0p ∈ Vh(D), w0q ∈ V̂h(D).
Lemma 10.2. The following estimation is valid,
‖w0p −wh‖1,D ≤ 2M
α0
‖w0 −wh‖ε11,D‖w0 −wh‖ε00,D, (10.17)
where
ε1 =
{
1, for the Homogenous Dirichelet B.C. = (B.C.I),
3
2 , for Mixed B.C. = (B.C.II),
ε0 =
{
1, for the Homogenous Dirichelet B.C. = (B.C.I),
1
2 , for Mixed B.C. = (B.C.II).
Proof: Firstly, equation ((10.1) can be rewritten as
Awh(w0q,v) +Awh(w0p,v) + b0(w0−wh,w0−wh,v)− b0(wh,wh,v) =< Gη,v >,∀v ∈ V (D),
(10.18)
meanwhile (10.3) as
Awh(wh,v)− b0(wh,wh,v) =< Gη,v >,∀v ∈ Vh(D). (10.19)
Let v ∈ Vh, subtracting (10.18) from (10.19) and using (10.15) with w = w0, we derive
Awh(w0p −wh, v) = −b0(w0 −wh,w0 −wh,v). (10.20)
Since wh is nonsingular, (10.13) shows
1
2α0 ≤ 1‖w0p−wh‖1,D supv∈Vh(D)
Awh (w0p−wh,v)
‖v‖1,D =
1
‖w0p−wh‖1,D supv∈Vh(D)
−b0(w0−wh,w0−wh,v)
‖v‖1,D ,
that is,
1
2α0‖wp −wh‖1,D ≤ sup
v∈Vh(D)
|b0(w0−wh,w0−wh,v)|
‖v‖1,D .
By using (10.16), for any v ∈ Vh(D) we get
|b0(w0 −wh,w0 −wh,v)| = |b0(w0 −wh,v,w0 −wh)|
≤M‖w0 −wh‖0,D‖w0 −wh‖1,D‖v‖1,D, forB.C.I,
|b0(w0 −wh,w0 −wh,v)| = |b0(w0 −wh,v,w0 −wh)|
≤M‖w0 −wh‖
1
2
0,D‖w0 −wh‖
3
2
1,D‖v‖1,D, forB.C.II,
(10.21)
Summing up the above relations we draw the conclusion (10.17). 
Next, let the mapping φ(·) : Vh(D)→ V̂h(D). we define the manifold M as the the graph of a
function φ, that is, M = Graphφ, then problem (10.1) can be rewriten as{
Findφ(w) ∈ V̂h(D), such that
Awh(φ(w),v) = b0(w,w,v)−Awh(w,v)−Awh(v,w)+ < Gη,v >, ∀v ∈ V̂h.
(10.22)
We first give an approximation property of the solution of (10.22).
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Theorem 10.3. Suppose that the finite element space Vh satisfies the assumptions (H1) ∼ (H4).
Then there exists a mapping φ(w) defined by (10.22) which is a Lipschitz continuous function with
the Lipschitz constant l = l(ρ), and φ(·) attracts any solution w0 of (10.1), i.e.,
(H5) ‖φ(w1)− φ(w2)‖1,D ≤ l(ρ)‖w1 −w2‖1,D, ∀w1,w2 ∈ Vh(D) ∩Bρ,
(H6) dist(w0,M) ≤ δ = C(1 + ‖w0p‖1,D + ‖wh‖1,D)‖w0‖1,Dh2k+ 12 ,
where Bρ = {w|w ∈ V (D), ‖w‖1,D ≤ ρ}.
Proof: Let wi ∈ Vh,φi = φ(wi) for i = 1, 2, and φ = φ1 − φ2. If setting w = w1,w2 in (10.22)
respectively and making subtraction, then we get{ Awh(φ,v) = b0(w1 −w2,w1,v) + b0(w2,w1 −w2,v)−Awh(w1 −w2,v)
−Awh(v,w1 −w2), ∀v ∈ V̂h.
(10.23)
Owing to wh is nonsingular and (10.13), the following inequality is valid,
1
2α0‖φ‖1,D ≤ sup
v∈Vh(D)
Awh (φ,v)
‖v‖1,D ≤ supv∈V (D)
Awh (φ,v)
‖v‖1,D
≤M(‖w1‖1,D + ‖w2‖1,D + ‖wh‖1,D + 1)‖w1 −w2‖1,D.
Furthermore by using the triangle inequality ‖wh‖1,D ≤ ‖w0 −wh‖1,D + ‖w0‖1,D, we derive the
(H5).
Our task is now to prove (H6). We first know that
dist(w0,M) = infw∈M ‖w0 −w‖1,D
≤ ‖w0 − (w0p + φ(w0p))‖1,D
= ‖w0 −w0p − φ(w0p)‖1,D
= ‖w0q − φ(w0p)‖1,D.
For any v ∈ V (D), Equation (10.1) can be rewritten as,
Awh(w0q,v) +Awh(w0p,v) + b0(w0 −wh,w0 −wh,v)− b0(wh,wh,v) =< Gη,v > . (10.24)
Choosing w = w0p in (10.22) gives
Awh(φ(w0p),v) = b0(w0p,w0p,v)−Awh(w0p,v)−Awh(v,w0p)+ < Gη,v >, ∀v ∈ V̂h(D).
(10.25)
Setting v ∈ V̂h(D) in (10.24) and Subtracting with (10.25). Taking into account (7.15), then we
have
Awh(w0q − φ(w0p),v) = −b0(w0 −wh,w0 −wh,v) + b0(wh,wh,v)− b0(w0p,w0p,v)
= −b0(w0 −wh,w0 −wh,v) + b0(wh −w0p,wh,v) + b0(w0p,wh −w0p,v).
Since w0 is a nonsingular solution of (7.1), and noting that (10.5) and (10.15), we get
α0‖w0q − φ(w0p)‖1,D ≤ sup
v∈V (D)
Aw0 ((w0q−φ(w0p),v)
‖v‖1,D ≤ I + II.
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Our problem reduce to the estimation of I, II. It is easy to show that
I = sup
v∈V (D)
Awh (w0q−φ(w0p),v)
‖v‖1,D
= sup
(v0p+v0q)∈V (D)
Awh (w0q−φ(w0p),v0p+v0q)
‖v0p+v0q‖1,D
≤ sup
v0q∈ V̂h(D)
Awh (w0q−φ(w0p),v0q)
‖v0q‖1,D
= sup
v0q∈ V̂h(D)
−b0(w0−wh,w0−wh,v0q)+b0(wh−w0p,wh,v0q)+b0(wp,wh−w0p,v0q)
‖v0q‖1,D
≤M(‖w0 −wh‖
1
2
0,D‖w0 −wh‖
3
2
1,D + (‖wp‖1,D + ‖wh‖1,D)‖w0p −wh‖1,D)
≤M(1 + ‖w0p‖1,D + ‖wh‖1,D)‖w0 −wh‖
1
2
0,D‖w0 −wh‖
3
2
1,D,
II = sup
v∈V (D)
Aw0 (w0q−φ(w0p),v)−Awh (w0q−φ(w0p),v)
‖v‖1,D
= sup
v∈V (D)
b0(w0−wh,w0q−φ(w0p),v)+b0(w0q−φ(w0p),w0−wh,v)
‖v‖1,D
≤ 2M‖w0 −wh‖1,D‖w0q − φ(w0p)‖1,D
≤ 2MChk‖w0q − φ(w0p)‖1,D.
where in the fifth step estimation of I we adopt (10.16). Finally, noting that ( H1), we have
‖w0q − φ(w0p)‖1,D ≤ M(1+‖w0p‖1,D+‖wh‖1,D)α0−2MChk ‖w0 −wh‖
1
2
0,D‖w0 −wh‖
3
2
1,D
≤ Ch2k+ 12 .
So we prove (H6). 
Theorem 10.4. Assume that the assumptions (H1) ∼ (H4) for finite element space Vh are satisfied
and wh is the nonsingular solution of (10.3). Then variational problem (one step Newtonian
iteration) {
Findw∗ ∈ V (D)such that
Awh(w∗,v) =< Gη,v > +b0(wh,wh,v), ∀v ∈ V (D), (10.26)
has a unique solution w∗ and the following estimation are valid
‖w −w∗‖1.D ≤ Ch2k+ε, (10.27)
where
ε =
{
1, for B.C.I,
1
2 , forB.C.II
Proof: Navier-Stokes equations (10.1) equals to
Awh(w0,v) + b0(w0 −wh,w0 −wh,v)− b0(wh,wh,v) =< Gη,v >,∀v ∈ V (D). (10.28)
Subtracting (10.28) from (10.26) leads to
Awh(w0 −w∗,v) + b0(w0 −wh,w0 −wh,v) = 0,∀v ∈ V (D). (10.29)
By applying (10.13) and lemma 10.1 we assert
1
2α0‖w0 −w∗‖1,D ≤ sup
v∈Vh(D)
Awh (w0−w∗,v)
‖v‖1,D
≤ sup
v∈V (D)
Awh (w0−w∗,v)
‖v‖1,D
≤ sup
v∈Vh(D)
−b0(w0−wh,w0−w∗,v)
‖v‖1,D .
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For B.C.I., we have
|b0(w0 −wh,w0 −w∗,v)| = | − b0(w0 −wh,v,w0 −w∗)|
≤M‖w0 −wh‖0,D‖w0 −wh‖1,D
≤ ‖v‖1,DMC‖w0‖2k+1,Dh2k+1.
Similarly, For B.C. II.,
|b0(w0−wh,w0−w∗,v)| ≤M‖v‖1,D‖w0−wh‖
1
2
0,D‖w0−wh‖
3
2
1,D ≤MC‖v‖1,D‖w0‖2k+1,Dh2k+
1
2 .
Thus the proof is completed. 
Remark 10.1. First, it is simple to show that
w∗ = wh + φ(wh).
Second, the variational problem (10.26) is still an infinite dimensional problem. We can apply the
standard two-level finite element method on this problem(see Layton et al.[21-23] and references
therein).
Theorem 10.5. Suppose that the assumptions in theorem 10.4 are satisfied. Vh∗ is a finite element
subspace with mesh parameter h∗ ≤ h and satisfies assumptions (H1) ∼ (H4) with integer m ≤ k.
If (wh∗) is a Galerkin finite element approximation solution to (10.26), that is{
Find(wh∗) ∈ Vh∗such that
Awh(wh∗ ,v) = (Gη,v) + b0(wh,wh,v) ∀v ∈ Vh∗ . (10.30)
Then the following error estimation holds
‖w∗ −wh∗‖1,D ≤ Ch∗(m+1)(‖w∗‖m+1). (10.31)
Proof:The proof is omitted. 
Combining theorem 10.4 and 10.5 leads to our final conclusion,
Theorem 10.6. Suppose that the assumptions in theorem 10.4 and 10.5 are satisfied. Then we
have following estimation
‖(w0 −wh∗)‖1,D ≤ C(h2k+ε + h∗(m+1)).
In particular, if choosing h∗ = h(2k+1)/(m+1), then we have
‖(w0 −wh∗)‖1,D ≤ C(h2k+ε).
Proof:The proof is omitted. 
Algorithm 1. Here we present the finite element approximation algorithm based on the approxi-
mate inertial manifold, i.e.,
• Step1: Solve the nonlinear problem (10.3) on the coarse grid with mesh size h,
• Step2: Solve the linear problem (10.30) on the fine grid with mesh size h∗.
Remark 10.2. If we use the linear finite element method for (10.3) and (10.30), respectively, then
on the two dimensional problem the following estimates hold
‖(w0 −wh∗)‖1,D ≤ ch3 ≈ ch∗2 ,
where h∗ ≈ h 32 . As we know that in Layton[19, Theorem 2], the result is
‖(w0 −wh∗)‖1,D ≤ ch2 ≈ ch∗,
with h∗ ≈ h2. This shows that our results is much better than that in [19].
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A Appendix
This section gathers most of the preliminary knowledge that will be required in this article. In
subsection 1, we focus on the the expressions of some physical and geometrical quantities in the
new coordinates system; then in subsection 2, The Navier-Stokes Equation in the new coordinate
system is derived. Finally, we consider the Gaˆteaux derivative of the solutions of the Navier-Stokes
equations with respect to the shape of blade.
A.1 Some Physical and Geometrical Quantities
In order to simplicity, we consider the 3D fluid flow in an flow passage in an impeller with rotating
angular velocity ω = (0, 0, ω) around its axis, and the thickness of the blade is uniform. Let
(x, y, z) be the cartesian coordinate system out of the impeller in the Euclidean space R3, and three
coordinate basis vector are i, j,k respectively. Furthermore, (r, θ, z) be the cylindrical coordinate
system attached to and fixed on the impeller, and er, eθ, ez are three basis vector of this system
respectively. Next we define a new coordinate system (x1, x2, x3) through the following relations{
x1 = z, x2 = r, x3 = ξ = ε−1(θ −Θ(x1, x2)),
r = x2, z = x1, θ = εξ + Θ(x1, x2),
(A.I.1)
where Θ(x1, x2) be a smooth mapping from a bounded smooth enough subset D ⊂ R2 into R,
especially, (x1, x2,Θ(x1, x2)) denote an arbitrary point on the blade surface. Let ei be the basic
vectors of this new coordinate system. The parameter ξ satisfies 0 ≤ ξ ≤ 1 and obviously, ξ = const
represent a surface =ξ in R3, which can be obtained by a rotation of the blade through an angle
of εξ degree.
Next, we present the following proposition.
Proposition A.1. The covariant components aαβ and contra-variant components a
αβ of the met-
ric tensor of the surface =ξ and the covariant components gij and the contra-variant components
gij of the metric tensor of 3D Euclidean space R3 are given by, respectively,
aαβ = δαβ + (x
2)2ΘαΘβ , a = det(aαβ) = 1 + (x
2)2(Θ21 + Θ
2
2), Θα =
∂Θ
∂xα ,
aαβaβσ = δ
α
σ , a
11 = a22√
a
, a22 = a11√
a
, a12 = a21 = −a12√
a
,
gαβ = aαβ , g3α = gα3 = εr
2Θα, g33 = ε
2r2, g = det(gij) = ε
2r2,
gijgjk = δ
i
k, gαβ = aαβ , g3α = gα3 = εr
2Θα, g33 = ε
2r2,
(A.I.2)
where δij is the Kronecker symbol. Furthermore, we have the followings conclusions
1. Rotating Angular Velocity ω{
ω = ωe1 − ωε−1Θ1e3
ω1 = ω, ω2 = 0, ω3 = −ωε−1Θ1, (A.I.3)
2. Coriolis Forces 
2ω ×w = C1e1 + C2e2 + C3e3
C1 = 0, C2 = −2rωΠ(w,Θ),
C3 = 2ωε−1(rΘ2Π(w,Θ) + w
2
r ),
(A.I.4)
3. Unite Normal vector to the Surface =ξ n = −x2Θα/
√
aeα + (εx
2)−1 1+r
2Θ22√
a
e3,
nα = −x2Θα/
√
a, n3 = (εx2)−1 1+r
2Θ22√
a
.
(A.I.5)
4. Curvature Tensor of the Surface =ξ (Second Fundamental Form)
b11 =
1√
a
(Θ2(a11 − 1) + x2Θ11). b12 = b21 = 1√a (Θ1a12 + x2Θ12),
b22 =
1√
a
(Θ2(a22 + 1) + x
2Θ22), b = det(bαβ) = b11b22 − b212, (A.I.6)
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where
|∇˜Θ|2 = Θ21 + Θ22, ∆Θ = aαβΘαβ , ∆˜Θ = Θ11 + Θ22, Θαβ = ∂α∂βΘ, (A.I.7)
5. Mean Curvature and Gaussian Curvature of the Surface =ξ{
K = b/a,
2H = 1
a
√
a
[x2(a22Θ11 + a11Θ22)− 2a12Θ12)Θ2(2a11a22 + a11 − a22)− 2Θ1a212, (A.I.8)
Proof: Firstly, from (A.I.1) we have x = x(x
1, x2, ξ) = r cos θ = x2 cos(εξ + Θ(x1, x2))
y = y(x1, x2, ξ) = r sin θ = x2 sin(εξ + Θ(x1, x2))
z = z(x1, z2, ξ) = x1
(A.I.9)
Therefore,
∂x
∂x1
= −x2 sin θΘ1, ∂x
∂x2
= cos θ − x2 sin θΘ2, ∂x
∂ξ
= −x2 sin θε,
∂y
∂x1
= x2 cos θΘ1,
∂y
∂x2
= sin θ + x2 cos θΘ2,
∂y
∂ξ
= x2 cos θε,
∂z
∂x1 = 1,
∂z
∂x2 =
∂z
∂x3 = 0,
(A.I.10)
where θ = εξ + Θ(x1, x2). From (A.I.10) we get
∂(x, y, z)
∂(x1, x2, x3)
= εx2. (A.I.11)
It is well known that {
er = cos θi+ sin θj, eθ = − sin θi+ cos θj,
i = cos θer − sin θeθ, j = sin θer + cos θeθ, (A.I.12)
Let <(x1, x2, ξ) = x(x1, x2, ξ)i + y(x1, x2, ξ)j + z(x1, x2, ξ)k denote the radial vector at the
point P = (x1, x2, ξ). Then the covariant basic vectors (eα, e3) and the contra-variant basic
vectors (eα, e3) in the new curvilinear coordinate system (xα, ξ) are given by, respectively,
eα = ∂α< = ∂αxi+ ∂αyj + ∂αzk, e3 = ∂∂ξ< = ∂x∂ξ i+ ∂y∂ξ j + ∂z∂ξk,
e1 = x
2Θ1eθ + k = −x2 sin θΘ1i+ x2 cos θΘ1j + k,
e2 = Θ2x
2eθ + er = (cos θ − x2 sin θΘ2)i+ (sin θ + x2 cos θΘ2)j,
e3 = x
2εeθ = −εx2 sin θi+ εx2 cos θj,
ei = gijej , e
α = eα − ε−1Θαe3, e3 = −ε−1Θαeα + (rε)−2ae3,
e1 = k, e2 = cos θi+ sin θj,
e3 = −(rε)−1(sin θ + rΘ2 cos θ)i+ (rε)−1(cos θ − rΘ2 sin θ)j − ε−1Θ1k.
(A.I.13)
Inversely, we have er = e2 − ε
−1Θ2e3, eθ = (εx2)−1e3, k = e1 − ε−1Θ1e3,
i = cos θe2 − (ε−1 cos θΘ2 + (εx2)−1 sin θ)e3,
j = sin θe2 + ((εx
2)−1 cos θ − ε−1Θ2 sin θ)e3,
(A.I.14)
For any fixed ξ, the mapping
<(x1, x2; ξ) = x(x1, x2, ξ)i+ y(x1, x2, ξ)j + z(x1, x2, ξ)k
define a 2-dimensional surface =ξ with single parameter ξ and the covariant components of metric
tensor of =ξ is expressed as
aαβ = eαeβ = δαβ + (x
2)2ΘαΘβ , a = det(aαβ) = 1 + (x
2)2(Θ21 + Θ
2
2) = 1 + |∇˜Θ|2.
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Meantime, the covariant components of the metric tensor of 3D Euclidean space R3 in the coordi-
nate system (x1, x2, ξ) are given by
gij = ei · ej
From this and the expression (A.I.13) it is easy to derive (A.I.1).
Next, we consider the angular velocity vector. Obviously,{
ω = ωk = ωe1 − ωε−1Θ1e3,
ω1 = ω, ω2 = 0, ω3 = −ε−1ωΘ1, (A.I.15)
which norm can calculated as
|ω|2 = ω · ω = gijωiωj = g11ω1ω1 + g33ω3ω3 + 2g13ω1ω3
= a11(ω)
2 + r2ε2(ω)2ε−2Θ21 + 2εr
2Θ1(ω)
2(−ε−1Θ1)
= (ω)2(a11 + r
2Θ21 − 2r2Θ21) = (ω)2.
Similarly, from the coordinate relation (A.I.1) and the definition of εijk, the Coriolis force is
formulated as
C = 2ω ×w = 2εijkωjwkei = (2εijkωjwk)gimem
= 2εijkω
jwk(gi1e1 + g
i2e2 + g
i3e3) = C
iei,
C1 = 2(gi1εi1kωw
k + gi1εi3k(−ωε−1Θ1)wk)
= 2ω(gα1εα13w
3 + g31ε312w
2 − gα1εα3βε−1Θ1wβ)
= 2ω(0− ε−1Θ1w2√g − ε132ε−1Θ1w2) = 0,
C2 = 2(gi2εi1kωw
k + gi2εi3k(−ωε−1Θ1)wk)
= 2ω(gα2εα13w
3 + g32ε312w
2 − ε−1Θ1gα2εα3βwβ)
= 2ω(ε213w
3 − ε−1Θ2w2ε312 − ε−1Θ1ε231w1)
= 2ω
√
g(−w3 − ε−1Θ2w2 − ε−1Θ1w1) = −2rωΠ(w,Θ),
C3 = 2(gi3εi1kωw
k + gi3εi3k(−ωε−1Θ1)wk)
= 2(gα3εα13ωw
3 + g33ε312ωw
2 + gα3εα3β(−ωε−1Θ1)wβ)
= 2ω(−ε−1Θ2ε213w3 + g33ε312w2 − ε−1Θ1(−ε−1Θ2ε231w1 − ε−1Θ1ε132w2))
= 2ω
√
g(ε−1Θ2w3 + g33w2 + ε−2Θ1(Θ2w1 −Θ1w2)).
Owing to the identity
g33 = (rε)−2w2 + ε−2(Θ21 + Θ
2
2)w
2,
we have
C3 = 2rωε−1Θ2Π(w,Θ) + 2ω(rε)−1w2.
where
Π(w,Θ) = εw3 + Θαw
α.
Therefore,
2ω ×w = −2rωΠ(w,Θ)e2 + (2rωε−1Θ2Π(w,Θ) + 2ω(rε)−1w2)e3]
Finally, the contravariant components of Coriolis force in the new coordinate system is given by
C1 = 0, C2 = −2ωrΠ(w,Θ), C3 = 2ω(ε)−1(rΘ2Π(w.Θ) + w2r ). (A.I.16)
Next we consider the unite normal vector n of =ξ. At first, it is well know that,
n =
e1 × e2
|e1 × e2| =
1√
a
(e1 × e2) = nxi+ nyj + nzk = niei
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By virtue of (A.I.13) and (A.I.14), the above expression shows that
e1 × e2 =
∣∣∣∣∣∣
i j k
(e1)x (e1)y (e1)z
(e2)x (e2)y (e2)z
∣∣∣∣∣∣
=
∣∣∣∣∣∣
i j k
−rΘ1 sin θ rΘ1 cos θ 1
cos θ − rΘ2 sin θ sin θ + rΘ2 cos θ 0
∣∣∣∣∣∣
= −(sin θ + rΘ2 cos θ)i+ (cos θ − rΘ2 sin θ)j − rΘ1k
From this we obtain the contra-variant components of n in the cartesian and the new coordinate
system, 
nx = − 1√a (sin θ + x2Θ2 cos θ), ny = 1√a (cos θ − x2Θ2 sin θ),
nz = −x2Θ1/
√
a.
nα = −x2Θα/
√
a, n3 = (rε)−1
√
a,
(A.I.17)
Now we calculate the curvature tensor of the surface =ξ. Noting that
bαβ = −1
2
(nαeβ + nβeα) = neαβ =
1√
a
e1 × e2 · eαβ , (A.I.18)
If the radial vector at the point P on =ξ is denoted by <, then
eαβ =
∂2<
∂xα∂xβ
= xαβi+ yαβj + zαβk,
where xαβ = ∂α∂βx. Therefore
√
abαβ =
∣∣∣∣∣∣
xαβ yαβ zαβ
(e1)x (e1)y (e1)z
(e2)x (e2)y (e2)z
∣∣∣∣∣∣ =
∣∣∣∣∣∣
xαβ yαβ 0
−rΘ1 sin θ rΘ1 cos θ 1
cos θ − rΘ2 sin θ sin θ + rΘ2 cos θ 0
∣∣∣∣∣∣
= −[(xαβ sin θ − yαβ cos θ) + rΘ2(xαβ cos θ + yαβ sin θ)]
= −[(xαβ + rΘ2yαβ) sin θ + (rΘ2xαβ − yαβ) cos θ],
(A.I.19)
Simply calculation from (A.I.8-A.I.10) shows that
x11 =
∂2x
∂(x1)2 = −x2(Θ11 sin θ + Θ21 cos θ),
x12 = −Θ1 sin θ − x2(Θ12 sin θ + Θ1Θ2 cos θ),
x22 = −2Θ2 sin θ − x2(Θ22 sin θ + Θ22 cos θ),
y11 = x
2(Θ11 cos θ −Θ21 sin θ), y12 = Θ1 cos θ + x2(Θ12 cos θ −Θ1Θ2 sin θ),
y22 = 2Θ2 cos θ + x
2(Θ22 cos θ −Θ22 sin θ),
zαβ = 0,
(A.I.20)
Substituting (A.I.20) into (A.I.19) leads to
b11 =
1√
a
(Θ2(a11 − 1) + x2Θ11). b12 = b21 = 1√a (Θ1a12 + x2Θ12),
b22 =
1√
a
(Θ2(a22 + 1) + x
2Θ22), b = det(bαβ) = b11b22 − b212, (A.I.21)
Finally, the mean curvature and the Gaussian curvature are calculated as{
K = ba ,
2H = 1
a
√
a
[x2(a22Θ11 + a11Θ22)− 2a12Θ12)Θ2(2a11a22 + a11 − a22)− 2Θ1a212,
(A.I.22)
Those are (A.I.4)(A.I.5). 
In the next place, we consider the Christoffel symbols and the covariant derivatives under the
new coordinate system.
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Proposition A.2. Under the new curvilinear coordinate system (xα, ξ), the Christoffel symbols
and covariant derivatives are respectively given by
Γαβγ = −rδ2αΘβΘγ , Γα3β = −εrδ2αΘβ ,
Γ3αβ = ε
−1r−1(δ2αδλβ + δ2βδ
λ
α)Θλ + ε
−1Θαβ + ε−1rΘ2ΘαΘβ ,
Γ33α = Γ
3
α3 = r
−1δ2α + rΘ2Θα Γα33 = −ε2rδ2α, Γ333 = εrΘ2,
(A.I.23)
and 
∇αwβ = ∂wβ∂xα − rδβ2 ΘαΠ(w,Θ),
∇αw3 = ∂w3∂xα + ε−1(x2)−1w2Θα + ε−1wβΘαβ + (εx2)−1a2αΠ(w,Θ),
∇3wα = ∂wα∂ξ − x2εδ2αΠ(w,Θ), ∇3w3 = ∂w
3
∂ξ +
w2
x2 + x
2Θ2Π(w,Θ),
divw = ∂w
α
∂xα +
w2
x2 +
∂w3
∂ξ , Π(w,Θ) = εw
3 + wβΘβ .
(A.I.24)
Proof: From (A.I.13) it follows that
eij = ∂iej ,
e11 = −x2(cos θΘ21 + sin θΘ11)i+ x2(− sin θΘ21 + cos θΘ11)j,
e12 = e21 = (− sin θΘ1 − x2(cos θΘ1Θ2 + sin θΘ12))i.
+(cos θΘ1 + x
2(− sin θΘ1Θ2 + + cos θΘ12))j,
e22 = (−2 sin θΘ2 − x2(cos θΘ2Θ2 + sin θΘ22))i+ (2 cos θΘ1 + x2(− sin θΘ2Θ2 + + cos θΘ22))j,
e13 = e31 = −(rε)Θ1(cos θi+ sin θj), e33 = −rε2(cos θi+ sin θj),
e23 = e32 = −ε(sin θ + rΘ2 cos θ)i+ ε(cos θ − rΘ2 sin θ)i,
Γijk = e
iejk,
Γ111 = e
1e11 = ke11 = 0, Γ
2
11 = −x2Θ21, Γ311 = (ε)−1(rΘ2Θ21 + Θ11),
Γ112 = Γ
1
21 = 0, Γ
2
12 = Γ
1
21 = −rΘ1Θ2, Γ312 = Γ321 = (rε)−1(Θ1a22 + rΘ12),
Γ122 = 0, Γ
2
22 = −rΘ22, Γ322 = (rε)−1[2Θ2 + r(Θ22 + rΘ32)] = (rε)−1[Θ2(1 + a22) + rΘ22],
Γ113 = Γ
1
31 = 0, Γ
2
13 = Γ
2
31 = −(rε)−1Θ1, Γ313 = Γ331 = rΘ1Θ2,
Γ123 = Γ
1
32 = 0, Γ
2
23 = Γ
2
32 = −rεΘ2, Γ323 = Γ232 = r−1a22,
Γ133 = 0, Γ
2
33 = −rε2, Γ333 = −rεΘ2,
This yields (A.I.23). The (A.I.24) can be obtain from ( A.I.23) and
∇iwj = ∂iwj + Γjikwk.
This ends the proof. 
A.2 The Navier-Stokes Equation In the New Coordinate System
Proposition A.3. The Rotating Navier-stokes equations in the new coordinate system (xα, ξ) can
be written as
∂wα
∂xα +
∂w3
∂ξ +
w2
r = 0,
Nα(w, p,Θ) := −ν∆˜wα +∇αp+ Cα(w,ω)− νlα(w,Θ) + ∂∂ξ (−νlαξ (w,Θ)
−ε−1Θαp) +Nαx (w, p) +Nαξ (w, p) = fα,
N 3(w, p,Θ) := −ν∆˜w3 − ε−1Θα ∂p∂xα + C3(w,ω)− νl3(w,Θ)
+ ∂∂ξ (−νl3ξ(w,Θ) + (rε)−2ap) +N3x(w, p) +N 3ξ (w, p) = f3,
(A.II.1)
where C(w,ω) is Coriolis forces defined in (A.I.4), and the other shortening symbols are definitely
expressed as, respectively,
Nαx (w,w) = w
β ∂wα
∂xβ
− rδ2αΠ(w,Θ)Π(w,Θ), Nαξ (w, p) = w3 ∂w
α
∂ξ ,
N3x(w,w) = w
β ∂w3
∂xβ
+ ε−1wβwλΘβλ + (rε)−1Π(w,Θ)(2w2 + r2Θ2Π(w,Θ)),
N 3ξ (w, p) = w3 ∂w
3
∂ξ ,
(A.II.2)
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and 
lα(w,Θ) = −2rεδ2αΘλ ∂w3∂xλ + 1r ∂w
α
∂r − w
2
r2 δ2α + δ2α(r∆˜Θ− 2aΘ2)Π(w,Θ)
+Bασ (Θ)w
σ,
lαξ (w,Θ) = (rε)
−2a∂w
α
∂ξ − 2ε−1Θβ ∂w
α
∂xβ
−[(rε)−1(δαλΘ2 + 2δ2αΘλ) + ε−1δαλ∆˜Θ]wλ − 2r−1δ2αw3,
Bασ (Θ) = δ2α[2(δ2σ|∇˜Θ|2 − rΘλΘλσ)],
(A.II.3)

l3(w,Θ) = (rε)−1(δ2βΘλ + rΘβλ)∂w
λ
∂xβ
+ 2r
∂w3
∂r +
∂
∂xβ
(ε−1Θβσwσ)
+aΘ2Θ2w
3 +B3σ(Θ)w
σ,
l3ξ(w,Θ) = (rε)
−2a∂w
3
∂ξ − 2ε−1Θβ ∂w
3
∂xβ
+ 2ε−2(r−3δ2σ −ΘβΘβσ)wσ
+ε−1(rΘ2|∇˜Θ|2 − ∆˜Θ)w3,
B3σ(Θ) = (rε)
−1[(r−1 + raΘ2Θ2)Θσ + 2Θ2σ),
(A.II.4)
{
Θα =
∂Θ
∂xα , Θαβ =
∂2Θ
∂xα∂xβ
, Π(w,Θ) = εw3 + wλΘλ,
∆˜Θ = Θαα = Θ11 + Θ22, |∇˜Θ|2 = Θ21 + Θ22,
(A.II.5)
Proof: Firstly, we derive the Trace Laplacian operator in the New Coordinate System, that is,{
∆wα = gij∇i∇jwα = ∆˜wα + ∂∂ξ lαξ (w,Θ) + lα(w,Θ),
∆w3 = gij∇i∇jw3 = ∆˜w3 + ∂ξl3ξ(w,Θ) + l3(w,Θ).
(A.II.6)
In fact, we have
∆wα = gij∇i∇jwα = ∇β∇βwα − ε−1Θβ(∇3∇βwα +∇β∇3wα) + (rε)−2a∇3∇3wα.
Employing (A.I.23) and (A.I.24) we claim that
∇β∇βwα = ∂β(∇βwα)− Γmββ∇mwα + Γαβm∇βwm
= ∂β(
∂wα
∂xβ
− rδ2αΘβΠ(w,Θ)) + (Γαβσδλβ − Γλββδασ)∇λwσ
+Γα3β∇βw3 − Γ3ββ∇3wα,
∇β∇3wα = ∂β∇3wα − Γλ3β∇λwα + (Γαλβ − Γ33βδαλ)∇3wλ + Γα3β∇3w3,
∇3∇βwα = ∂ξ∇βwα + (Γα3σδβλ − Γλ3βδασ)∇λwσ − Γ33β∇3wα + Γα33∇βw3,
∇3∇3wα = ∂ξ∇3wα + (Γα3λ − Γ333δαλ)∇3wλ + Γα33∇3w3 − Γβ33∇βwα,
−ε−1Θβ(∇3∇βwα +∇β∇3wα) + (rε)−2a∇3∇3wα
= (rε)−2a∂ξ∇3wα − ε−1Θβ(∂β∇3wα + ∂ξ∇βwα)
+[−(rε)−2aΓλ33δασ + ε−1Θβ(2Γλ3βδασ − Γα3σδβλ)]∇λwσ
+[(rε)−2a(Γα3λ − Γ333δαλ) + ε−1Θβ(2Γ33βδαλ − Γαλβ)]∇3wλ
−ε−1ΘβΓα33∇βw3 + [(rε)−2aΓα33 − ε−1ΘβΓα3β ]∇3w3
and
(rε)−2a∂ξ∇3wα − ε−1Θβ(∂β∇3wα + ∂ξ∇βwα)
= ∂∂ξ [(rε)
−2a∂w
α
∂ξ − (rε)−1δ2αΠ(w,Θ)− 2ε−1Θβ ∂w
α
∂xβ
] + Θβδ2α
∂
∂xβ
(rΠ(w,Θ)),
Summing up the above results, we get
∆wα = ∂β∂βw
α + ∂∂ξ [(rε)
−2a∂w
α
∂ξ − (rε)−1δ2αΠ(w,Θ)− 2ε−1Θβ ∂w
α
∂xβ
]
−δ2αr∆˜ΘΠ(w,Θ) + I1∇λwσ + I2∇3wλ + I3∇λw3 + I4∇3w3
= ∆˜wα + ∂∂ξ [(rε)
−2a∂w
α
∂ξ − (rε)−1δ2αΠ(w,Θ)− 2ε−1Θβ ∂w
α
∂xβ
+ I2w
λ + I4w
3]
= +I1
∂wσ
∂xλ
+ I3
∂w3
∂xλ
+ [−rδ2σΘλI1 − rεδ2λI2 + (rε)−1a2λI3 + rΘ2I4]Π(w,Θ)
= +[ε−1(Θλσ − r−1Θλδ2σ)I3 + r−1δ2σI4]wσ,
(A.II.7)
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where some marked symbols are
I1 = [Γ
α
λσ − Γλββδασ + ε−1Θβ(2Γλ3βδασ − Γα3σδβλ)− (rε)−2aΓλ33δασ]
= −rδ2αΘλΘσ + rδ2λ|∇˜Θ|2δασ + ε−1Θβ(−rε)(2δ2λΘβδασ − δ2αΘσδβλ)
−(rε)−2a(−rε2)δ2λδασ = r−1δ2λδασ,
I2 = −Γ3ββδαλ + ε−1Θβ(2Γ33βδαλ − Γαβλ) + (rε)−2a(Γα3λ − Γ333δαλ)
= −[(rε)−1(a2βΘβ + Θ2) + ε−1∆˜Θ]δαλ
+ε−1Θβ(2r−1a2βδαλ + rδ2αΘλΘβ) + (rε)−2a(−rεδ2αΘλ − rεΘ2δαλ)
= −(rε)−1(δαλΘ2 + δ2αΘλ)− ε−1δαλ∆˜Θ,
I3 = Γ
α
3λ − ε−1ΘλΓα33 = −rεδ2αΘλ − ε−1Θλ(−ε2rδ2α) = −2rεδ2αΘλ,
I4 = (rε)
−2aΓα33 − ε−1ΘβΓα3β = (rε)−2a(−rε2δ2α)− ε−1Θβ(−rεδ2αΘβ) = −r−1δ2α,
Therefore
−rδ2σΘλI1 − rεδ2λI2 + (rε)−1a2λI3 + rΘ2I4 = (r∆˜Θ− 2aΘ2)δ2α,
ε−1(Θλσ − r−1Θλδ2σ)I3 + r−1δ2σI4 = [r−2(2a− 3)δ2σ − 2rΘλΘλσ]δ2α.
Substituting the above expression into (A.II.7), then
∆wα = ∆˜wα + ∂∂ξ [(rε)
−2a∂w
α
∂ξ − (rε)−1δ2αΠ(w,Θ)− 2ε−1Θβ ∂w
α
∂xβ
+ I2w
λ + I4w
3]
+r−1 ∂w
α
∂r − 2rεδ2αΘλ ∂w
3
∂xλ
+ [(r∆˜Θ− 2aΘ2)δ2α]Π(w,Θ)
+[r−2(2a− 3)δ2σ − 2rΘλΘλσ]δ2αwσ.
(A.II.8)
(A.II.8) can be rewritten in a splitting form, that is
∆wα = ∆˜wα + ∂∂ξ l
α
ξ (w,Θ) + l
α(w,Θ), (A.II.9)
where lα(w,Θ), lαξ (w,Θ), B
α
σ (Θ) are formulated in (A.II.3).
Our task is now to prove the second equality of (A.II.6). Indeed,
∆w3 = ∇β∇βw3 − ε−1Θβ(∇β∇3w3 +∇3∇βw3) + (rε)−2a∇3∇3w3.
An argument similar to the one used in proof of the first equality of (A.II.6) shows that
∆w3 = ∂β(∇βw3) + Γ3βλ∇βwλ + (Γ33β − Γβλλ)∇βw3 − Γ3ββ∇3w3
−ε−1Θβ [∂β∇3w3 + Γ3βλ∇3wλ + Γ33β∇3w3 − Γλ3β∇λw3 − Γ33β∇3w3
+∂ξ∇βw3 + Γ33λ∇βwλ + (Γ333δβλ − Γλ3β)∇λw3 − Γ33β∇3w3]
+(rε)−2a[∂ξ∇3w3 + Γ33λ∇3wλ + Γ333∇3w3 − Γλ33∇λw3 − Γ333∇3w3],
and
∆w3 = ∂β(∇βw3)− ε−1Θβ∂β∇3w3 + ∂∂ξ [(rε)−2a∇3w3 − ε−1Θβ∇βw3]
+J1∇βwλ + J2∇βw3 + J3∇3wλ + J4∇3w3, (A.II.10)
where (by (A.I.23))
J1 = (Γ
3
βλ − ε−1ΘβΓ33λ) = (rε)−1(δ2βΘλ + rΘβλ),
J2 = Γ
3
3β − Γβλλ − (rε)−2aΓβ33 + ε−1Θλ(−Γ333δβλ + 2Γβ3λ) = 2r−1δ2β ,
J3 = (rε)
−2aΓ33λ − ε−1ΘβΓ3βλ = ε−2r−3(δ2λ − r3ΘβΘβλ),
J4 = −Γ3ββ + 2ε−1ΘβΓ33β = (ε)−1(rΘ2|∇˜Θ|2 − ∆˜Θ)
(A.II.11)
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Some further calculations show that
∂β(∇βw3)− ε−1Θβ∂β∇3w3 + ∂∂ξ [(rε)−2a∇3w3 − ε−1Θβ∇βw3]
= ∂β(
∂w3
∂xβ
+ (rε)−1[(δα2Θβ + rΘαβ)wα + a2βΠ(w,Θ)])
−ε−1Θβ∂β(∂w3∂ξ + w
2
r + rΘ2Π(w,Θ)) +
∂
∂ξ [(rε)
−2a∇3w3 − ε−1Θβ∇βw3]
= ∆˜w3 + ∂∂ξ [(rε)
−2a∇3w3 − ε−1Θβ∇βw3 − ε−1Θβ ∂w3∂xβ ]
+ ∂
∂xβ
((rε)−1[(δα2Θβ + rΘαβ)wα + a2βΠ(w,Θ)]− ε−1Θβ(w2r + rΘ2Π(w,Θ)))
+ε−1∆˜Θ(w
2
r + rΘ2Π(w,Θ)).
Combining like terms, we get
∂β(∇βw3)− ε−1Θβ∂β∇3w3 + ∂∂ξ [(rε)−2a∇3w3 − ε−1Θβ∇βw3]
= ∆˜w3 + ∂∂ξ [(rε)
−2a∇3w3 − ε−1Θβ∇βw3 − ε−1Θβ ∂w3∂xβ ]
+ ∂
∂xβ
(ε−1Θαβwα) + ε−1∆˜Θ(w
2
r + rΘ2Π(w,Θ)).
On the other hand, by using (A.I.24), then
J1∇βwλ + J2∇βw3 + J3∇3wλ + J4∇3w3 = J1∂βwλ + J2∂βw3 + ∂ξ(J3wλ + J4w3)
+[−rδ2λΘβJ1 + (rε)−1a2βJ2 − rεδ2λJ3 + rΘ2J4]Π(w,Θ) + (rε)−1(2Θ2α − ∆˜Θδ2α)wα
= J1∂βw
λ + J2∂βw
3 + ∂ξ(J3w
λ + J4w
3)
+[ε−1r−2 + ε−1aΘ2Θ2 − rε−1Θ2∆˜Θ]Π(w,Θ) + (rε)−1(2Θ2α − ∆˜Θδ2α)wα.
Summing up the above conclusions, (A.II.11) becomes
∆w3 = ∆˜w3 + ∂∂ξ [(rε)
−2a∇3w3 − ε−1Θβ∇βw3 − ε−1Θβ ∂w3∂xβ + J3wλ + J4w3]
+ ∂
∂xβ
(ε−1Θαβwα) + ε−1∆˜Θ(w
2
r + rΘ2Π(w,Θ)) + J1∂βw
λ + J2∂βw
3
+[ε−1r−2 + ε−1aΘ2Θ2 − rε−1Θ2∆˜Θ]Π(w,Θ) + (rε)−1(2Θ2α − ∆˜Θδ2α)wα.
(A.II.12)
Thanks to the expanded formula
J1∂βw
λ + J2∂βw
3 = (rε)−1(δ2βΘλ + rΘβλ)
∂wλ
∂xβ
+
2
r
∂w3
∂r
.
Hence, similarly,
∆w3 = ∆˜w3 + ∂∂ξ l
3
ξ(w,Θ) + l
3(w,Θ), (A.II.13)
where l3(w,Θ), l3ξ(w,Θ) are expressed in (A.II.4). This is the second expression of (A.II.6).
Our goal now is to consider the terms of the pressure. Actually, we have
gαβ∂βp+g
α3∂ξp = δ
αβ∂βp−ε−1Θα∂ξp, g3α∂αp+g33∂ξp = −ε−1Θα∂αp+(rε)−2a∂ξp. (A.II.14)
By Using (A.I.24), the nonlinear terms are formulated as
wj∇jwα = wβ∇βwα + w3∇3wα = wβ ∂wα∂xβ + w3 ∂w
α
∂ξ − rδ2αΠ(w,Θ)Π(w,Θ)
wj∇jw3 = wβ ∂w3∂xβ + w3 ∂w
3
∂ξ + ε
−1wβwλΘβλ
+(rε)−1Π(w,Θ)[2w2 + (x2)2Θ2Π(w,Θ)],
(A.II.15)
Combing (A.II.6) with (A.II.14)-(A.II.15) obtains (A.II.1). The proof is completed. 
A.3 The equations for the Gaˆteaux derivative of the solutions of NSEs
In this section we consider the Gaˆteaux derivatives of the solution of NSE with respective to the
two dimensional manifold = which is a portion of the solid boundary of the flow passage in impeller.
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Proposition A.4. Assume that there exists a Gaˆteaux derivatives (ŵ := DwDΘ , p̂ :=
Dp
DΘ) of the
solutions (w, p) of the Navier-Stokes equations (A.II.13) with boundary conditions
w|Γs = 0, [ν
∂w
∂n
− pn]|Γ1 = h, (A.III.1)
where Γs and Γ1 are boundary ∂Ω = Γs ∪ Γ1, Ω = D × [−1, 1]. Then (ŵ, p̂) satisfy the following
linearized Navier-Stokes equations with the corresponding homogenous boundary conditions, that
is,
∂ŵα
∂xα +
∂ŵ3
∂ξ +
ŵ2
r = 0,
−ν∆˜ŵα − νlα(ŵ,Θ) + Cα(ŵ,ω) +∇αp̂− ∂∂ξ (νlαξ (ŵ,Θ) + ε−1Θαp̂) +Nαx (w, ŵ)
+Nαx (ŵ,w) +N
α
ξ (w, ŵ) +N
α
ξ (ŵ,w) +R
α(w, p,Θ) = 0,
−ν∆˜ŵ3 − νl3(ŵ,Θ) + C3(ŵ,ω)− ε−1Θβ∂β p̂+ ∂∂ξ (−νlαξ (ŵ,Θ) + (rε)−2ap̂
+N3x(w, ŵ) +N
3
x(ŵ,w) +N
3
ξ (w, ŵ) +N
3
ξ (ŵ,w) +R
3(w, p,Θ) = 0,
(A.III.2)
and {
ŵ = 0, on Γs ∩ ξ = ξk,
ν ∂ŵ∂n − p̂n = 0, on Γin ∩ ξ = ξk, ν ∂ŵ∂n − p̂n = 0, on Γout ∩ ξ = ξk,
(A.III.3)
where
Rα(w, p)η = −νDlαDΘ η − ∂∂ξ [
Dlαξ
DΘ η + ε
−1pηα] + ∂C
α
∂Θ η − 2rδ2αΘλΠ(w,Θ)ηλ,
R3(w, p)η = −νDl3DΘη + ∂∂ξ [−
Dl3ξ
DΘη + (rε)
−22r2Θλpηλ] + ∂C
3
∂Θ η − ε−1ηα∂αp
+ε−1wλwσηλσ + (rε)−1[wλ(2w2 + r2Θ2Π(w,Θ))
+Π(w,Θ)(δ2λr
2Π(w,Θ) + r2Θ2w
λ)]ηλ,
(A.III.4)
Proof:The Navier-Stokes equations (A.II.1) can be rewritten as{
∂wα
∂xα +
w2
r +
∂w3
∂x3 = 0,Nα(w, p,Θ)eα +N 3(w, p,Θ)e3 = fαeα + f3e3. (A.III.5)
Set Gaˆteaux derivative with respect with Θ along any director
η ∈ W := H3(D) ∩ {H1(D),with w|Γs = 0, [ν
∂w
∂n
− pn]|Γ1 = 0}
denoted by DDΘη. Then from (A.III.5) we assert
D
DΘNα(w, p,Θ)eαη + DDΘN 3(w, p,Θ)e3η +Nα(w, p,Θ)DeαDΘ η +N 3(w, p,Θ)De3DΘ η
= fαDeαDΘ eαη + f
3De3
DΘ e3η,
D
DΘNα(w, p,Θ)eα + DDΘN 3(w, p,Θ)e3 + [Nα(w, p,Θ)− fα]DeαDΘ + [N 3(w, p,Θ)− f3]De3DΘ e3 = 0.
Since Navier-Stokes equation (A.III.2), it yields{ D
DΘNα(w, p,Θ)η = ∂∂ΘNα(w, p,Θ)η + ∂∂wNα(w, p,Θ)ŵη + ∂∂pNα(w, p,Θ)p̂η = 0,
D
DΘN 3(w, p,Θ)η = ∂∂ΘN 3(w, p,Θ)η + ∂∂wN 3(w, p,Θ)ŵη + ∂∂pNα(w, p,Θ)p̂η = 0,
(A.III.8)
It is obvious that
Rα(w,Θ)η =
D
DΘN
α(w, p,Θ)η, R3(w,Θ)η =
D
DΘN
3(w, p,Θ)η.

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