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A novel scheme is presented for fault-tolerant quantum computation based on the cluster model.
Some relevant logical cluster states are constructed in concatenation by post-selection through veri-
fication, without necessity of recovery operation, where a suitable code such as the Steane’s 7-qubit
code is adopted for transversal operations. This simple concatenated construction of verified cluster
states achieves a high noise threshold ∼ 1%, and restrains the divergence of resources.
PACS numbers: 03.67.Lx, 03.67.Pp, 03.67.-a
In order to implement reliable computation in physi-
cal systems, the problem of noise should be overcome.
Then, fault-tolerant quantum computation with error
correction has been investigated [1, 2, 3, 4, 5, 6, 7]. In
the usual quantum error correction (QEC), error syn-
dromes are detected on encoded qubits, and the errors
are corrected according to them. The noise thresholds
for fault-tolerant computation are calculated to be about
10−6 − 10−3 depending on the QEC protocols and noise
models [6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. A main mo-
tivation for QEC comes from the fact that in the cir-
cuit model the original qubits should be used throughout
computation even if errors occur on them.
On the other hand, more robust computation may
be performed in measurement-based quantum computers
[16, 17, 18, 19, 20, 21, 22]. Teleportation from old qubits
to fresh ones is made by measurements for gate opera-
tions, and the original qubits are not retained. An inter-
esting computation model with error-correcting telepor-
tation is proposed based on encoded Bell pair preparation
and Bell measurement, which provides high noise thresh-
olds ∼ 1 − 3% [21, 22]. The cluster model or one-way
computer [18] should also be considered for fault-tolerant
computation. A highly entangled state, called a cluster
state, is prepared, and gate operations are implemented
by measuring the qubits in the cluster with feedforward
for the post-selection of measurement bases. This gate
operation in the cluster model may be viewed as the one-
bit teleportation [17]. A promising scheme for linear op-
tical quantum computation is proposed, where determin-
istic gates are implemented by means of the cluster model
[23]. Fault-tolerant computation is built up for this op-
tical scheme by using a clusterized version of the syn-
drome extraction for QEC [6]. The noise thresholds are
estimated to be about 10−3 for photon loss and 10−4 for
depolarization [24]. The threshold result is also argued
by simulating the QEC circuits with clusters [25, 26, 27].
Some direct approaches are, on the other hand, consid-
ered for the fault-tolerant one-way computation [28, 29].
In this Letter, we present a novel scheme of fault-
tolerant quantum computation by making a better use
of the unique feature of the cluster model. Specifically,
the fault-tolerant computation is implemented by con-
catenated construction and verification of logical cluster
states via one-way computation with post-selection. A
number of cluster states are constructed in parallel with
error detection, and the unsuccessful ones are discarded,
selecting clean cluster states. The high-fidelity prepara-
tion of Bell state (or its cluster version) is adopted for
the error-correcting teleportation [21, 22, 29]. It is also
considered that improved ancilla preparation increases
the noise threshold [30, 31]. In the present scheme, even
gate operations as cluster states are prepared and ver-
ified by post-selected computing to reduce errors more
efficiently. That is, gate operations are pre-selected, or
errors are corrected before the computation starts, say er-
ror pre-correction, which is enabled by means of the clus-
ter model where the order of operations can be changed
suitably (see Ref. [28] for an early idea). This is quite
distinct from the standard QEC, where errors are cor-
rected after noisy operations, even via teleportation.
While high-fidelity state preparation is achieved by
post-selection, huge resources are generally required due
to the exponentially diminishing net success probability
according to the computation size, which is a serious ob-
stacle for scalability [21, 22, 28, 29]. We here succeed
to overcome this dilemma in post-selection by presenting
a systematic method of concatenation to construct log-
ical cluster states through verification. As described in
the following, the necessary post-selections are minimized
and localized, which enables off-line gate operations prior
to the computation, as verified logical clusters. This pro-
vides the scalable concatenation of post-selection in the
cluster model. Then, a high noise threshold ∼ 1% is
achieved by post-selection, while the resources usage is
moderate, being comparable with or even less than the
circuit-based QEC schemes. This concatenated cluster
construction is implemented suitably by adopting a class
of stabilizer codes of Calderbank-Shor-Steane, e.g., the
Steane’s 7-qubit code [2, 3, 14]. The logical measure-
ments of Pauli operators as well as the Clifford gates,
H , S and C-Z, are implemented transversally on such
a quantum code. The non-Clifford π/8 gate is even op-
erated for universal computation by preparing a specific
qubit and making a transversal measurement [28, 29].
(i) Fundamental clusters: A set of gate operations in
one-way computation may be decomposed into some fun-
damental clusters. This decomposition enables us to
post-select the computation without divergence of re-
sources in concatenation. The fundamental clusters are
2FIG. 1: C-Z gate with single verification at the level l. Each
|+(l)〉 (= H |0(l)〉) is encoded through an H rotation to the
level-(l − 1) • qubits in 7 |h(l)〉’s with bare C-Z gates.
specifically taken as |h(l)〉, |0(l)〉, |+(l)〉 at the logical
level l (l ≥ 1), which are composed of level-(l − 1)
qubits. The code states |0(l)〉 and |+(l)〉 are used as an-
cillas for encoding and syndrome detection. The hexa-
cluster |h(l)〉, as a linear cluster of 6 qubits, represents
an elementary unit of gate operations. These fundamen-
tal clusters are combined by bare C-Z gates (transver-
sal concatenation of physical C-Z gates without veri-
fication) to implement one-way computations such as
C-Z gates with syndrome detections and the concate-
nated construction of logical clusters through verifica-
tion, {|h(l)〉, |0(l)〉, |+(l)〉} → {|h(l+1)〉, |0(l+1)〉, |+(l+1)〉}.
(ii) Verified C-Z gates: A C-Z gate with single verifica-
tion at the level-l is implemented by combining 7|h(l)〉’s
and 2|+(l)〉’s, as shown in the right cluster diagram of
Fig. 1. This combination of clusters is schematically
denoted by the symbol “⊗7” (henceforth used conve-
niently), which does not simply imply the tensor prod-
uct but also includes the encoding of ancilla code blocks
(marked with •). The level-(l− 1) • qubit in each |h(l)〉
is connected through an H rotation to the corresponding
level-(l − 1) qubit in an ancilla |+(l)〉 with a bare C-Z
gate (wavy line); |+(l)〉 = H |0(l)〉 is teleported as |0(l)〉.
The 2 input level-l code blocks are similarly encoded via
teleportation to the 2× 7 level-(l− 1) © qubits (see also
⊕’s in Fig. 3). As seen from the circuit equivalent in Fig.
1, the error syndromes of the 2 level-l qubits through the
C-Z gate are extracted for verification [6, 7, 8]. A C-Z
gate with double verification is also implemented by com-
bining 7 × 3 |h(l)〉’s and 8|+(l)〉’s in Fig. 2 (the ancillas
are encoded to the • qubits). Here, the errors in the an-
cilla |+(l)〉’s (|0(l)〉’s via teleportation) are even detected
for higher fidelity. It should be remarked that at the be-
ginning of concatenation the verified level-1 C-Z gates
may be implemented efficiently by means of the circuit
diagrams in Figs. 1 and 2, without using |h(1)〉’s. This
is because |h(1)〉’s, as chains of physical qubits without
verification, are somewhat noisy.
(iii) Concatenated cluster construction: The level-
(l + 1) hexa-cluster |h(l+1)〉 is constructed in Fig. 3
by combining the level-l clusters |h(l)〉, |0(l)〉, |+(l)〉 with
bare C-Z gates. Here, it is understood that the 7 level-
(l − 1) ⊕ qubits in a transversal set of 7 |h(l)〉’s are con-
nected to a |0(l)〉 (not shown explicitly) with bare C-Z
gates to encode |+(l)〉 = H |0(l)〉 via teleportation, as done
FIG. 2: C-Z gate with double verification at the level l. An-
cilla |+(l)〉’s should be encoded to the • qubits as Fig. 1.
FIG. 3: Concatenated construction of hexa-cluster.
similarly for the • qubits in Fig. 1. The 6 |+(l)〉’s en-
coded to the 6× 7 ⊕ qubits are entangled through 2 C-Z
gates with single verification (Fig. 1) and 3 C-Z gates
with double verification (Fig. 2) to form the |h(l+1)〉 via
one-way computation. These C-Z gates are combined in
such ways that each qubit has at most one bare C-Z con-
nection (wavy line), and that the output qubits (⊚) as
|h(l+1)〉 are doubly verified. The level-(l − 1) qubits, ex-
cept ⊚’s, are measured to implement the computation.
In this transversal level-(l − 1) computation, the level-l
syndromes can be extracted by the measurements of the
level-(l − 1) • qubits. Then, if all the level-l syndromes
are correct, the 6×7 level-(l−1)⊚ qubits survive as the
verified |h(l+1)〉 passing the post-selection. (Once an er-
ror syndrome is detected, the computation is abandoned,
among many parallel constructions.) That is, the level-l
gate operation to be implemented with |h(l+1)〉 has been
verified beforehand by these level-l syndrome extractions.
As noted previously, the level-2 construction may be im-
plemented efficiently with the circuit diagrams in Figs. 1
and 2 for the verified level-1 C-Z gates.
The level-1 |0(1)〉 and |+(1)〉 are prepared through veri-
fication by the stabilizer measurement and syndrome ex-
traction with the usual method [6, 7, 8]. Then, the level-
(l + 1) |+(l+1)〉 and |0(l+1)〉 are encoded with the level-l
fundamental clusters via one-way computation in cluster
diagrams, such as Fig. 3 for the |h(l+1)〉, which include
suitably the verified C-Z gates (Figs. 1 and 2).
(iv) Universal computation: The fundamental clus-
ters are constructed through verification up to the high-
est logical level l¯ to achieve the fidelity required for a
given computation size. Then, the desired computa-
tion is implemented by combining the highest-level hexa-
clusters |h(l¯+1)〉 with bare C-Z gates. The preparation
of |π/8(l¯)〉 = cos(π/8)|0(l¯)〉+ sin(π/8)|1(l¯)〉 is also needed
3for universal computation to operate the non-Clifford π/8
gate e−i(pi/8)Z by transversal measurement on the 7-qubit
code [28, 29]. The level-1 |π/8
(1)
〉 is encoded by the usual
method [12]. Then, the upper-level |π/8
(l)
〉 is encoded
with the lower-level |π/8
(l−1)
〉, similarly to the other fun-
damental clusters. The logical failure of |5π/8(l)〉 cannot
be detected in encoding the |π/8
(l)
〉, because it has also
the correct syndrome. This small mixture of |5π/8
(l)
〉 is
hence not reduced by the concatenation, though the con-
structed |π/8(l)〉 is kept on the code space by the verifi-
cation, retaining the logical fidelity as the |π/8
(1)
〉. This
slightly noisy |π/8(l¯)〉 is even useful to obtain the desired
high fidelity |π/8
(l¯)
〉 at the highest level by using the
magic state distillation with Clifford operations [32].
The errors on the qubits and Pauli frames should be
considered properly to estimate the measurement errors
and noise threshold in the one-way computation with
post-selection to prepare clean logical clusters.
(i) Homogeneous errors on qubits: The level-2 fun-
damental clusters are first constructed, and their con-
stituent level-1 qubits are doubly verified. Then, it is
reasonably expected that the level-0 qubits (as marked
with ⊚ in Fig. 3) encoded in these verified level-1 qubits
contain independently and identically distributed (homo-
geneous) depolarization errors in the leading order [31].
The homogeneous error probabilities ǫA (A = X,Y, Z)
of these level-0 qubits are determined essentially by
the error probabilities pAB of the physical gates which
are used transversally for the level-1 double verification;
ǫX = pXI , ǫY = pY I , ǫZ = 2pZI from the circuit di-
agram in Fig. 2. (The errors on the input qubits are
almost eliminated through the verification.) In the level-
(l+1) construction, as described in Fig. 3, any operations
are not implemented directly on the output level-l qubits,
which are composed of the level-(l − 1) ⊚ qubits, but the
entanglement by the verified C-Z gates is transferred to
prepare the verified level-(l+1) clusters via teleportation
(one-way computation) of the level-(l− 1) qubits. Hence,
these output level-l qubits inherit transversally the homo-
geneous errors ǫA of the constituent level-0 qubits after
the level-1 verification. The prepared level-(l + 1) clus-
ters are further used for the level-(l+2) construction, and
some pairs of level-l qubits in these clusters are connected
by bare C-Z gates. Then, extra errors are added to the
constituent level-0 qubits through the bare C-Z gate as
ǫ′X = ǫX+pXB, ǫ
′
Y = ǫY +pYB, ǫ
′
Z = ǫZ+ ǫX+ ǫY +pZB
(summed over B = I,X, Y, Z).
(ii) Errors in measurements and threshold: By the
measurements of level-(l−1) qubits to construct the level-
(l+1) clusters, as in Fig. 3, the level-(l−1) Pauli frames
of the neighboring qubits are updated. The output level-
l qubits to form the level-(l + 1) clusters are, however,
doubly verified, and hence the propagation of the preced-
ing measurement errors is prohibited by post-selection as
the Pauli frame errors of the constituent level-(l − 1) ⊚
qubits. The fundamental clusters are therefore prepared
to be free from the Pauli frame errors (up to the higher or-
ders) through the concatenation. In the absence of Pauli
frame errors at the level-(l−1) and below, the error prob-
ability p
(l)
q to measure solely a level-l qubit contained in
a verified level-(l + 1) cluster is reduced transversally to
the level-0 p
(0)
q on the 7-qubit code with distance 3 as
p(l)q ≃ 7C2(p
(l−1)
q )
2 ≃ (7C2p
(0)
q )
2l/7C2. (1)
The level-l qubit is actually measured during the upper
level-(l+2) cluster construction. Then, the measurement
error of this qubit becomes some multiple of p
(l)
q , includ-
ing its level-l Pauli frame error due to the propagation of
the preceding measurement errors.
The level-0 qubits with the homogeneous errors ǫ′A
through bare C-Z connection (ǫA < ǫ
′
A) are measured in
the X basis with the error probability p
(0)
q = ǫ′Z+ǫ
′
Y +pM
(pM is the error probability of physical measurement).
Then, the noise threshold is given from Eq. (1) as
p(0)q = Dpe < 1/7C2 → pth = (7C2D)
−1, (2)
where pe represents the mean error probability of physical
operations (D ∼ 1). It is estimated as pth = 0.042 (D =
17/15) typically with pAB = (1/15)pe for ǫ
′
A and pM =
(4/15)pe [22]. We have made a numerical simulation to
confirm the above estimates concerning the errors on the
qubits and Pauli frames in the concatenation. The Pauli
frame errors are really absent in the successful logical
clusters in the leading order, as considered in Eq. (1).
The physical resources (qubits and gates) are calcu-
lated by counting the numbers of hexa-clusters, ancilla
qubits and bare C-Z gates in the diagrams such as Figs.
1, 2, 3. (The details will be presented in a forthcoming
paper.) They are given as the recurrence relations for the
C-Z gates with single (S) and double (D) verifications,
and the fundamental clusters |α〉 = |h〉, |0〉, |+〉:
R
(l)
S = 7R
(l)
h + 2(R
(l)
+ +R
(l)
b )(l ≥ 2), (3)
R
(l)
D = 3× 7R
(l)
h + 8(R
(l)
+ +R
(l)
b ) + 2R
(l)
b (l ≥ 2),(4)
R(l+1)α =
∑
O=S,D,0,b
nOαR
(l)
O /p
(l+1)
α (l ≥ 1), (5)
where R
(l)
b = 7
l for a bare C-Z gate, (nSα, n
D
α , n
0
α, n
b
α)
= (2, 3, 6, 4)h, (6, 7, 11, 15)0, (5, 6, 10, 14)+, and the suc-
cess probabilities p
(l+1)
α for the cluster verification are in-
cluded. The level-1 resources are given by R
(1)
0 = 69/p
(1)
0 ,
R
(1)
+ = 72/p
(1)
+ , R
(1)
S = 3×7+2R
(1)
0 , R
(1)
D = 9×7+8R
(1)
0
[n0αR
(1)
0 → n
0
αR
(1)
+ for l = 1 in Eq. (5)], based on the
circuit diagrams in Figs. 1 and 2 with physical C-Not
and C-Z gates. Somewhat more resources are used if
the cluster computation is made even at the level-0, by
substituting C-Not → C-HZH .
The success probabilities p
(l+1)
α are evaluated by the
numerical simulation, which actually approach unity at
the level-3 or higher as the logical measurement error p
(l)
q
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FIG. 4: Resources for the present scheme of verified logical
clusters (LC) with pe = 10
−2 and 10−3, which are compared
with the Steane’s QEC scheme with pe = 10
−3.
is reduced rapidly below the threshold. The resources
are estimated in the above relations with these p
(l+1)
α ,
depending on the computation size N with the highest
level l¯ ∼ log2(log10N) to achieve the accuracy 0.1/N .
The results for R
(l)
0 (> R
(l)
h,+) are shown in Fig. 4 for the
present scheme of verified logical clusters (LC) with pe =
10−2 and 10−3, which are compared with the circuit-
based Steane’s QEC scheme with pe = 10
−3 [9]. Each
step in these graphs means the up of logical level by one.
The present scheme really consumes much less resources
than the Steane’s QEC scheme for pe ≤ 10
−3.
We also find that compared with the C4/C6 scheme
with post-selection (or with error-correction) [21], the
present scheme provides a comparable threshold, requir-
ing much less (or comparable) resources. Furthermore,
the present scheme has a lot of room for improvement.
The Fibonacci scheme such as C4/C6 based on the 4-
qubit error-detecting code may be applied to improve es-
pecially the resources. The optimal decoding (adaptive
concatenation) [33] is readily available to boost the noise
threshold up to 9% with reasonable resources.
The memory errors may be significant in this post-
selection scheme without recovery operation. The qubits
to form the clusters are not touched directly (but via
one-bit teleportation) through the verified construction
after the level-1 verification. Then, the memory er-
rors accumulate until they are measured in the upper-
level construction. The memory errors are added as
p
(0)
q + l¯(nτmpe), where τmpe denotes the probability of
memory error with the effective waiting time τm for
one measurement, and n is the number of waiting time
steps at each concatenation level (e.g., n = 12 for
the hexa-cluster). The noise threshold is hence deter-
mined as pth ∼ [7C2{1 + log2(log10N)nτm}]
−1, depend-
ing on the computation size N with the highest level
l¯ ∼ log2(log10N). For example, pth ∼ 1% for N ∼ 10
20
and τm = 0.1 (n ∼ 10), which will be tolerable for prac-
tical computations. In order to overcome essentially the
memory error accumulation, the fundamental clusters as
two-colorable graph states may be refreshed at each level
by using a purification protocol [34].
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