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Abstract
Video compression is an essential component of present-day applications and a deci-
sive factor between the success or failure of a business model. There is an ever increasing
demand to transmit larger number of superior-quality video channels into the available
transmission bandwidth. Consumers are increasingly discerning about the quality and
performance of video-based products and there is therefore a strong incentive for contin-
uous improvement in video coding technology for companies to have market edge over its
competitors. Even though processor speeds and network bandwidths continue to increase,
a better video compression results in a more competitive product. This drive to improve
video compression technology has led to a revolution in the last decade. In this thesis we
addresses some of these data compression problems in a practical multimedia system that
employ Hybrid video coding schemes. [20, 61]
Typically Real life video signals show non-stationary statistical behavior. The statistics
of these signals largely depend on the video content and the acquisition process. Hybrid
video coding schemes like H264/AVC [74, 61] exploits some of the non-stationary charac-
teristics but certainly not all of it. Moreover, higher order statistical dependencies on a
syntax element level are mostly neglected in existing video coding schemes. Designing a
video coding scheme for a video coder by taking into consideration these typically observed
statistical properties, however, offers room for significant improvements in coding efficiency.
In this thesis work a new frequency domain curve-fitting compression framework is pro-
posed as an extension to H264 Context Adaptive Binary Arithmetic Coder (CABAC)[53]
that achieves better compression efficiency at reduced complexity. The proposed Curve-
fitting extension to H264 CABAC, henceforth called as CF-CABAC, is modularly designed
to conveniently fit into existing block based H264 Hybrid video Entropy coding algorithms.
[74, 61]
Traditionally there have been many proposals in the literature to fuse surfaces/curve fit-
ting with Block-based, Region based, Training-based (VQ, fractals) compression algorithms
primarily to exploiting pixel-domain redundancies. Though the compression efficiency of
these are expectantly better than DCT transform based compression, but their main draw-
back is the high computational demand which make the former techniques non-competitive
for real-time applications over the latter.
The curve fitting techniques proposed so far have been on the pixel domain. The video
characteristic on the pixel domain are highly non-stationary making curve fitting techniques
not very efficient in terms of video quality, compression ratio and complexity. In this thesis,
we explore using curve fitting techniques to Quantized frequency domain coefficients. we
iii
fuse this powerful technique to H264 CABAC Entropy coding. Based on some predictable
characteristics of Quantized DCT coefficients, a computationally in-expensive curve fitting
technique is explored that fits into the existing H264 CABAC framework.
Also Due to the lossy nature of video compression and the strong demand for band-
width and computation resources in a multimedia system, one of the key design issues for
video coding is to optimize trade-off among quality (distortion) vS compression (rate) vS
complexity. This thesis also briefly studies the existing rate distortion (RD) optimization
approaches proposed to video coding for exploring the best RD performance of a video
codec. Further, we propose a graph based algorithm for Rate-distortion optimization of
quantized coefficient indices for the proposed CF-CABAC entropy coding.
The Proposed Multi-symbol Curve-fit CABAC was incorporated into the encoder and
decoder of the JM 18.3 software. It was applied to the coding of significant coefficients.
Experiments were performed using common conditions specified in [77] for nine different
set of sequences. Table 4.15 lists the comparison results of proposed MSCF-CABAC vS
H264 CABAC for three different operating points (High Rate, Medium Rate and Low
Rate). The QP values used for High rate range from 22-26, for Medium rate from 28-32
and for low Rate from 34-38.
• Compression efficiency Average Percentage Bitrate gain for same PSNR of pro-
posed MSCF-CABAC compared to H264 CABAC for High rate, Mid Rate and Low
Rate are 0.36%, 1.07% and 0.83% respectively. Peak Percentage Bitrate gain for
these sequences in same order are 0.62%, 3.87%, 3.02%.
• Throughput improvement/Bin Reduction Average Percentage Total Picture
Bins Reduction at the above mentioned operating points for proposed MSCF-CABAC
compared to H264 CABAC for High rate, Mid Rate and Low Rate are 0.55%, 1.33%
and 1.05% respectively. verage Percentage Total Picture Bins Reduction for these
sequences in same order are 0.83%,4.11%,2.65%.
Total coefficients Bin Reduction (significant Map, Last Coefficient Map and Residual
Level and sign coding).
Average Percentage Total coefficients Bin Reduction at the above mentioned operating
points for proposed MSCF-CABAC compared to H264 CABAC for High rate, Mid Rate
and Low Rate are 1.17%, 2.63% and 3.59% respectively. Peak Percentage Bitrate gain for
these sequences in same order are 1.67%, 4.94%, 5.67%.
Also we investigate trade-off between compression efficiency and complexity of the
proposed CF-CABAC scheme and suggest some optimal trade-off solutions.
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Over the last decade, there has been revolution in the way we create, share and watch
videos. The analogue television, VHS video tapes, Cell phones, consumer video cameras
has changed to digital television, Blu-ray, HD-DVDs, smartphones, High end HD video
camera’s. Many factors have contributed to the shift towards digital video, importantly
the technological advances. From the technology viewpoint, some of these factors in-
clude better communications infrastructure, with widespread, relatively inexpensive access
to broadband networks, 3G mobile networks, cheap and effective wireless local networks
and higher-capacity carrier transmission systems but more importantly the key to the
widespread adoption of digital video technology - video compression. [53, 20, 27, 28, 59]
For a True HD broadcast content, the effective raw bandwidth it can consume per
second for a 10-bit video at 29.97 frames/second would be (1125*2200*29.97*20) = 1.485
Gbps. Just one second of True HD video content would consume as much as 1.485 Gbps,
which is 1,485 million bits every second. With most applications infrequently having to
share the network with other data intensive applications, this is very rarely the bandwidth
available. To circumvent this problem, advanced Video compression techniques have been
derived to reduce this high bit-rate. Their ability to perform this task is quantified by the
compression ratio. Higher the compression ratio, the smaller is the bandwidth consump-
tion. However, there is a price to pay for this compression: increasing compression causes
an increasing degradation of the image. Nowadays for Broadcast applications, the true
content is compressed to around ∼ 8 to 12 Mbps. To achieve such high compression ratio’s
with reasonable good quality is a real challenge.
Typically Real life video signals show non-stationary statistical behavior. The statistics
of these signals largely depend on the video content and the acquisition process. Hybrid
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Figure 1.1: Practical multimedia system
video coding schemes like H.264/AVC exploits some of the non-stationary characteristics
but certainly not all of it. Moreover, higher order statistical dependencies on a syntax
element level are mostly neglected in existing video coding schemes. Designing a video
coding scheme for a video coder by taking into consideration these typically observed
statistical properties, however, offers room for significant improvements in coding efficiency.
Broadly speaking, this thesis addresses some of these data compression problems [69]
in a practical multimedia system that employ Hybrid video coding schemes.
A practical multimedia system as shown in Figure 1.1 involves a Front-end, a Back-
end device, and a connection in between them through channels or storage media. A
conventional system setting for researching on video compression is the pair of encoder
and decoder, assuming abundant computation power for encoding, limited computation
power for decoding and limited channel bandwidth/storage for transmission of data.
When designing such a system, critical questions for consideration are:
• What is the available network bandwidth?
• What image degradation is allowed due to compression or expected video quality?
• What is the complexity budget for the system?
• If there is a scheme that provides better compression over existing schemes that
simplifies decoding complexity and reduces channel bandwidth/storage requirement
which is the first problem addressed in this thesis.
• Further, for such a system with given channel bandwidth, what is the best quality
trade-off that can be achieved, which is the second major problem also addressed
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Figure 1.2: Illustration of Hybrid Video coding structure with Motion compensation,
Transform,Quantization and Entropy Coding.
by this thesis, to achieve the best RD trade-off for the proposed scheme for lossy
compression coding.
Lossy video compression under the conventional system setting with abundant encoding
power generally adopts a hybrid structure as shown in Figure 1.2, where several different
compression techniques such as motion prediction[27, 28], transform [29], quantization[16],
and entropy coding [10, 53] are employed together. In general, this is referred to as hybrid
video compression. This structure is adopted in almost all lossy video coding standards
in the industry [58, 61] that exploits to some extent the temporal redundancy (similar-
ity between frames), the spatial redundancy (similarity between neighboring pixels), the
psycho-visual redundancy (limited sensitivity to spatial details by human eyes).
Section 1.3 discusses few of these compression techniques in some details. In this thesis,
we mainly concentrate on the Entropy coding feature of the hybrid video coding structure.
1.1 Thesis Motivations
Work in this thesis is mainly motivated by a desire to answer the following questions in
the multimedia system shown in Figure 1.1.
1. Is there a coding scheme that fits into existing Hybrid Video coding framework that
provides better compression with high throughput over existing schemes.
Video compression is an essential part in any applications because of the enormous
volume of video data. As digital video has become a ubiquitous and essential component
of the entertainment, broadcasting, and communications industries, there is a never ending
pursuit of more bandwidth/storage space for accommodating the explosively growing video
data. This is fueling the demand for video compression to pursue the possibly best com-
pression efficiency. Another important motivation is increasing the throughput (number
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of bins/symbol coded at given time). Entropy coding compression, in particular,Context
adaptive Binary arithmetic coding (CABAC) is inherently serial due to strong bin-to-bin
data dependencies, and typically only a single bin is coded at a time. Consequently, the
CABAC is often the bottleneck in the Video codec. Also for High Definition or Low delay
video coding, symbols need to be coded at very high rates, which further pushes CABAC
to be the main bottleneck in the video Coder/decoder.
In this thesis, we mainly concentrate on the Entropy coding compression scheme of the
hybrid video coding structure and propose a new frequency domain High throughput Multi-
Symbol curve-fitting based compression framework as an extension to Hybrid video coding
H.264 Context Adaptive Binary Arithmetic Coder (CABAC) frame work that achieves
better compression efficiency at higher throughput. The proposed scheme is modularly
designed to conveniently fit into existing block based H.264 Hybrid video Entropy coding
algorithms. Further, we propose Rate-distortion optimization framework for quantized
coefficient indices to achieve the better RD cost for the proposed Multi-Symbol curve-fit-
CABAC (MSCF-CABAC) entropy coding.
2. What is the best Rate Distortion [8, 86, 31, 56, 73] coding performance of the
proposed scheme on H.264-compatible codec can achieve?
Video coding standards provide a solid base for the development of digital Video indus-
tries by promoting worldwide interoperability. Therefore, our study on the best RD coding
performance will be within a standard coding scheme, i.e., to maintain compatibility with
an industrial coding standard with above proposed extension. H.264, the newest hybrid
video compression standard[74, 61], has proved its superiority in coding efficiency over its
precedents, e.g., it shows a more than 40% rate reduction over H.263[61].
In this thesis we briefly study the existing rate distortion (RD) optimization approaches
proposed to video coding for exploring the best RD performance of a video codec. Fur-
ther, we propose a graph based algorithm for Rate-distortion optimization of quantized
coefficient indices for the proposed MSCF-CABAC entropy coding.
1.2 Thesis Contributions
Contributions in this thesis are summarized as follow:
• A new frequency domain Multi Symbol curve-fitting Entropy coding framework
is proposed as an extension to H.264 Context Adaptive Binary Arithmetic Coder
(CABAC) that achieves better compression efficiency at reduced complexity.
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Traditionally there have been many proposals in the literature to fuse surfaces/curve
fitting [2, 4] with Block-based, Region based, Training-based (VQ[24], fractals[22])
compression techniques algorithms primarily to exploiting pixel-domain redundan-
cies. Though the compression efficiency of these are expectedly better than DCT
transform based compression, but their main drawback is the high computational
demand which make the former techniques non-competitive for real-time applica-
tions over the latter. Also as far as Author knows, most of these techniques were
applied to spatial domain. In this work, based on some predictable characteristics of
Quantized DCT frequency coefficients a simple computationally in-expensive curve
fitting technique is explored on the frequency domain data and the results are com-
pared to existing Hybrid video coder (H.264).
• Rate distortion optimization framework for the proposed MSCF-CABAC entropy
coding scheme
In general, different entropy coding methods require different algorithms for Soft
Decision Quantization (SDQ) [81, 84, 59]. Depending on the entropy coding method
involved, the problem of designing algorithms for optimal or near optimal SDQ in
conjunction with that specific entropy coding method could be very challenging,
especially when the involved entropy coding method is complicated. Fortunately,
in this thesis, we are able to solve the design problems of SDQ in conjunction of
MSCF-CABAC. It is shown that given quantization step sizes, the proposed SDQ
algorithms based on MSCF-CABAC achieve near-optimal residual quantization in
the sense of minimizing the actual RD cost.
1.3 Thesis Organization
Chapter 2 presents a brief overview of traditional Image/video compression schemes. In
Chapter 3, we review the four coding components in a typical hybrid coding structure,
i.e., motion compensation, transform, quantization, and entropy coding. Since practices of
data compression take root in Shannons information theory[39], the discussion is intended
to explain some underlying principles for those four coding parts from an information
theoretic point of view. However, the theoretic discussion is limited to an introductory level.
Some other discussions are presented from an algorithm design point of view, explaining
corresponding state-of-the-art techniques and how they can be applied. Then, the next
section introduces the development of video coding standards from the early MPEG-1
to the newest H.264 (also referred to as MPEG-4, part-10) as background material and
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motivations to our study on RD optimization for video compression. Finally, the last
section is devoted to in-depth details of the H.264 Context adaptive Binary Arithmetic
coding, based on which we will develop algorithms for applying our proposed Multi Symbol
Curve fitting based CABAC to achieve best compression and R-D coding performance
Chapter 4 the proposed Multi- symbol curve-fitting based CABAC entropy coding. We
begin with motivation for using curve fitting schemes and proceed to defining new syntax
elements based on the statistical data collected over a large set of samples.
In the third section we demonstrate the coding of MSCF-CABAC using few examples
and in the last section, we provide experimental results for implementing these algorithms
based on H.264 reference codec JM 18.3.
Chapter 5 presents the RD optimization framework for hybrid video compression. We
begin with a brief survey on related work in the literature, highlighting the difficulty of
using the actual RD cost in conventional RD optimization approaches. To tackle this issue,
we discover an SDQ mechanism based on a universal fixed slope lossy coding scheme. Using
SDQ instead of the conventional HDQ, we then establish an RD optimization framework
for obtaining best coefficient indices that minimizing the RD cost. Specifically, in the
second section, we review the universal fixed-slope lossy coding scheme and apply it to
optimizing hybrid video compression, obtaining SDQ. Based on the idea of SDQ, in the
third section, we then formulate an RD optimization problem mathematically and based on
which we construct a graph structure so that the RD cost can be computed in an additive
manner. As a result, the additive computation of the RD cost enables us to use dynamic
programming techniques to search for quantization outputs to minimize the actual RD
cost, yielding an SDQ design based on MSCF-CABAC. In the final section, we provide
experimental results for implementing these algorithms based on H.264 reference codec
Jm82.
Finally, Chapter 6 concludes the thesis and discusses future research.
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Chapter 2
Image / Video Compression Schemes
Over the last two decades a lot of image compression techniques have been proposed [20]
that can be categorized on a high level into four subgroups: pixel-based, block-based,
sub-band-based and region based.
2.1 Review of Compression techniques
2.1.1 Pixel-based Techniques
In this technique the operations are performed at pixel-level and are mostly based on
predictive methods. These methods are usually loss-less and can provide compression
gains of up to 4:1 (depending on the content) but these techniques are computationally
highly intensive. The idea behind predictive methods is to encode the value of the difference
between the previously encoded pixel and the current pixel. Due to the correlation existing
in a natural image, the resulting values to be encoded typically have a lower dynamic
range than the original values. That is, in predictive schemes while decompressing a pixel
value X(i,j) is predicted based on the coded past X̂(i, j). From an encoder perspective,
the resulting difference between the original value and the predicted value (is called the
prediction error) is coded in the compressed stream.
e(i, j) = X(i, j)− X̂(i, j) (2.1)
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Further, the successive values of e(i, j) are typically quantized and coded into the
compressed stream. If loss-less compression is required, the signal must have a limited
number of possible values and is not quantized.
2.1.2 Block-based Techniques
These compression techniques were suggested in [35] where operations are performed on
non-overlapping blocks of the image. This technique is predominantly used for Video
compression due to better efficiency over pixel based techniques. However, at higher com-
pression rates, these techniques suffer from visually annoying artifacts at block boundaries
and requires post-processing like de-blocking filters.
Block based techniques can be further categorized into training based and non-training
based techniques. In training-based techniques, some off-line learning or training is required
before applying these techniques. Training based techniques include: vector quantization
(VQ) [44], and neural networks (NN) [36] and [41]. Iterated functions or fractals [79]
can also be considered as a category of VQ with a virtual code-book composed of blocks
surrounding the current block.
Non-training type techniques include: block truncation coding (BTC) [18], transform
coding (TC) (e.g., Discrete Cosine Transform (DCT) [23]), and surface fitting [51].
2.1.3 Sub-Band Based Techniques
Sub-band coding (wavelets) [48] differs from block-based techniques in performing the
transformation on the whole image rather than part of it. However, some of these tech-
niques can operate on large blocks. Hence, it has less blocking artifacts compared to block
based coding techniques; however, the reconstructed image tends to be blurry. Neverthe-
less, it is known that its performance is much better than traditional block-based techniques
[42] and [12].
The sub-bands are constructed through successive filtering and down-sampling (up-
sampling at the decoder) [47]. This technique can be viewed as performing block processing
in the frequency domain. In wavelet image compression [68], the image is decomposed
into four bands, namely: Low-Low, Low-High, High-Low, and High-High where Low and
High correspond to a low and a high pass filter respectively for each direction (Horizontal
and Vertical). The high pass filter can be obtained by subtracting the low pass filtered
output from the original image. The sequence of filter application is arbitrary, i.e., we can
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apply filtering to the horizontal and then to the vertical direction and vice versa. Further
a down-sampling by a factor of two is applied and the process can be applied for several
times on the resulting Low-low(1) band etc.. followed by bands Low-Low(n), Low-High(n),
High-Low(n), High-High(n) and so on. The coefficients at each band are then quantized
to reach the desired compression. Since most of the energy is concentrated in the Low-
Low band, larger quantization steps are used in other bands and hence a small portion
of the bit budget is allocated to high frequency sub-bands [15], [88]. Many filter models
have been proposed in the literature [48] for wavelet image compression. The JPEG2000
standard uses the Daubechies (9,7) filter due to its superior empirical performance on a
wide range of images. To reduce computational burden, the filter is broken to four 2x2
matrix multiplications using the lifting scheme [1].
2.1.4 Region-Based Compression
Region based techniques are also called as second generation compression technique because
of their superior performance over the previously mentioned schemes [14], [66] and [70].
Traditional transform coding techniques have a limit on the compression ratio that it
can achieve.[25] and [37]. Region- or segmentation-based techniques were proposed to
exceed this barrier [38] [65] and It has been shown by [50] and [60] that at higher bit-
rates Video quality of region-based techniques exceeds that of DCT. But these involve
a lot of computations over block-based schemes which are typically fast and involve less
computations.
The general idea of region or segmentation-based compression is to divide the image
into regions that may/may not necessarily of regular shape. These regions are decided
using some clustering or segmentation procedure that depends various features like motion
[65] ,shape, brightness, texture etc. In a simple Region based segmentation technique each
region might be represented by two codes. The first (preferably a chain code) describes the
location of boundary pixels. The second represents the best approximation of the region
enclosed by this boundary. In addition, coding gains can be obtained by avoiding repetition
of the common boundary points between adjacent regions. The usual compromise between
quality and Compression Ratio is dependent to a certain extent on the number of regions.
Lots of algorithms have been proposed in literature to segment the image into differ-
ent regions like Watershed algorithm, morphological operators [11], [57] and [66], region
growing [80], genetic algorithms GA combined with gradient information, and many other
algorithms [54] A pre-processing can be used to better describe the texture regions [33]
through some statistical test to separate edges from uniform or texture regions.
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After segmentation, each region can now be approximated in one of many different
ways. [50], for example, implemented up to second order surfaces to describe each region.
A similar procedure is to use some basis functions [25] followed by an orthogonalization
routine. Colored regions [62] can be described according to HVS sensitivity by describing
G component using a 2nd order polynomial, while R and B components are constructed
using a linear function of G. Successive approximation (from an orthonormal set) was
implemented in [37] independently on each region. A linear system is then solved to find
the weights corresponding to the selected orthogonal functions. In [57] a suggestion was
made to implement successive approximation between frames and/or resolution layers.
VQ can also be combined with polynomials [21] to reach a better compromise between
quality and performance. [38] implemented a DCT scheme defined on the smallest MxN
circumscribing rectangle.
2.2 Curve / Surface Fitting
The process of constructing a compact representation to model the Curve/surface of an
object based on a fairly large number of given data points is called curve/surface fitting.
In Image compression, surface fitting is also sometimes called as polynomial fitting. It has
been predominantly used in image segmentation [45] and quality improvement of block-
based compression in [55] and [3] respectively.
This powerful technique has been fused in some of the techniques described in the pre-
vious section. In the general field of image processing, surface (or polynomial) fitting has
been used in image segmentation [46], image noise reduction [71] and quality improvement
of block-based compression [40] by O. Egger, et. Al and [43]. Lost sub-band coefficients [32]
can be reconstructed by fitting the known samples to some surface. Splines can be used [7]
to encode the lowest frequency band in sub-band coding. RBF networks [41] can be com-
bined with surface fitting to perform compression using a predefined set of patterns for the
centers. The term surface fitting was also used by [Chen et al 1994] to describe successive
mean approximation. Polynomial fitting was implemented [13] in contour coding of black
and white images. Splines were used in block-based compression [78] to preserve continuity
between the pixels inside the block. Image representation by verge (high curvature) points
[64] is an elegant suggestion to emphasize the importance of boundary pixels (edges) in
producing perceptually pleasant pictures. Another implementation of polynomial fitting
is in predicting motion compensation vectors in video coding [52]. Segmentation-based [9]
image compression also uses 1D and 2D polynomial fitting. The former is used to encode
boundary points while the latter to approximate slowly varying areas enclosed by these
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points. To reduce complexity, slowly varying regions are usually approximated by a con-
stant intensity depending on the split and merge technique. A flexible way of constructing
variable size triangular blocks through split and merge was implemented in [49] and [19].
Lot of curve fitting algorithms has been proposed to reduce complexity. A simplified
method for first order Curve fitting was proposed by [72]. In [5], H. Aydinoglu proposed
incomplete polynomial transformation to quantize the coefficients. Polynomial fitting
schemes are investigated by [8] as multiplication limited and division free implementa-
tions. In 2006, a very simple plane fitting scheme using three parameters was implemented
[4]. Later in 2008, a linear mapping scheme using 8x8 block size was proposed [3]. In 2008,
a plane fitting scheme with inter-block prediction using 1st curve order with 8x8 block size
was also proposed [3].
Curve fitting can obtain a superior value of PSNR and subjectively quality of an im-
age over the compression techniques discussed in previous sections if it is possible is to
find efficient representations of an image using polynomial fitting. Due to non-stationary
characteristics of the video content it is not possible most of the time. Also, it is very com-
putationally intensive and can become extremely difficult to find the best fitting scheme for
different contents that best trades-off Video quality and compression ratio. More complex
fitting schemes require more data to convey to the decoder. Different fitting schemes have
been proposed such as First Order Polynomial (Curve) Fitting which is fast and multipli-
cation limited and division free model [20]. Higher order polynomial fitting increases the
quality of the image but decreases the compression ratio. Higher order polynomial also in-
creases the computational complexity, compared to 1st order curve fitting. Implementation
of polynomial schemes with orders greater than two is difficult [2].
The curve fitting techniques proposed so far have been only on the pixel domain. The
video characteristic on the pixel domain are highly non-stationary making curve fitting
techniques not very efficient in terms of video quality, compression ratio and complexity.
In this thesis, we explore using curve fitting techniques to Quantized frequency domain
coefficients. we fuse this powerful technique to H.264 CABAC Entropy coding. Based
on some predictable characteristics of Quantized DCT coefficients, a computationally in-




Hybrid Video Coding Standards
Many different new and innovative compression techniques for video coding have been
proposed and researched though commercial video coding applications tend to use a limited
number of standardized techniques for video compression. International standards for
video compression have played an important role in the development of the digital video
industry. Since early 1980’s, many standards have been developed. Standardized video
coding formats have potential benefits like:
1. interoperability between encoders and decoders from different manufacturers
2. makes it possible to build platforms that incorporate video, in which many different
applications such as video codecs, audio codecs, transport protocols, security and
rights management, interact in well-defined and consistent ways.
3. Takes care of patent infringements patent(s). The techniques and algorithms required
to implement a standard are well-defined and the cost of licensing patents that cover
these techniques, i.e. licensing the right to use the technology embodied in the
patents, can be clearly defined.
With the ubiquitous presence of technologies such as DVD/Blu-Ray, digital television,
Internet video and mobile video, the dominance of video coding standards is set to continue
for some time to come.
It is interesting to have a quick look at the development of these standards.
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3.1 Overview of Compression Standards
3.1.1 JPEG
The JPEG standard, ISO/IEC 10918, is the single most widespread picture compression
format of today. It offers the flexibility to either select high picture quality with fairly high
compression ratio or to get a very high compression ratio at the expense of a reasonable
lower picture quality. Systems, such as cameras and viewers, can be made inexpensive
due to the low complexity of the technique. JPEG image compression contains a series
of advanced techniques. It uses Discrete Cosine Transform (DCT) for de-correlating the
image and these de-correlated frequency domain coefficients are followed by a quantization
that removes the redundant information (the ”invisible” parts).
3.1.2 Motion JPEG
A digital video sequence can be represented as a series of JPEG pictures. The advantages
are the same as with single still JPEG pictures flexibility both in terms of quality and
compression ratio. The main disadvantage of Motion JPEG (a.k.a. MJPEG) is that since
it uses only a series of still pictures it makes no use of video compression techniques.
The result is a lower compression ratio for video sequences compared to more advanced
video compression techniques like MPEG. The benefit is in its robustness, low latency
requirement, error resilient as with no dependency between the frames, even if one frame is
dropped/corrupted in the channel, the rest of the video will be unaffected and recovered.
3.1.3 JPEG 2000
JPEG 2000 was created as the follow-up to the successful JPEG compression, with better
compression ratios. The basis was to incorporate new advances in picture compression
research into an international standard. Instead of the DCT transformation, JPEG 2000,
ISO/IEC 15444, uses the Wavelet transformation.
The advantage of JPEG 2000 is that the blockiness faced by JPEG is removed, but re-
placed with a more overall fuzzy picture. Whether this fuzziness of JPEG 2000 is preferred
compared to the ”blockiness” of JPEG is a matter of personal preference. Regardless,
JPEG 2000 never took off and is still not widely supported either.
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3.1.4 MPEG-1
The first video coding standard MPEG-1[10], still popular compression standard for videoCD,
the common video distribution format throughout much of Asia, was developed by ISO/IEC
MPEG. MPEG-1 was designed for bit rates ranging up to 1.5 Mbps mainly for CD-ROM
kind of video applications.
Though, MPEG-1 is much less complex compared to contemporary standard. However,
it has utilized all the main coding techniques for hybrid video coding such DCT, Motion
estimation/compensation, as bi-directional inter-frame coding, variable length entropy cod-
ing, etc., to a limited degree. For motion prediction, MPEG-1 supports the three main
types of frames, i.e., I-frame for intra prediction, P-frame for inter prediction, and B-frame
for bi-directional prediction. The block partition in I-frames is 8×8, while the block size for
inter prediction in P-frames is fixed as 16×16. Also, the prediction in MPEG-1 is based on
full-pixels, while later on it advances to support half-pixel in MPEG-2, and quarter-pixel
in H.264. DCT in MPEG-1 uses an 8× 8 block size. For quantization in MPEG-1, there is
one step size for the DC coefficient, and 31 step sizes for the AC coefficients. The 31 step
sizes take the even values from 2 to 62. For AC coefficients of inter-coded blocks, there is
also a dead-zone around zero. Finally, entropy coding in MPEG-1 uses a simple scheme of
concatenating run-length coding with variable length coding (VLC). A small VLC table
is defined for most frequent run-level pairs, while other run-level combinations are coded
as a sequence of 6-bit escape, 6-bit codeword for run, and 8-bit codeword for levels within
[-127, 127] or 16-bit codewords for other levels.
3.1.5 MPEG-2
MPEG-2 [45] was developed soon after MPEG-1 mainly to enhance the quality for television
applications like set-up boxes,DVD etc. that were not satisfied by the MPEG-1. Ever
since it was finalized in November 1994, MPEG-2 has become a fundamental international
standard for delivering digital video. The worldwide acceptance of MPEG-2 opens a clear
path to worldwide interoperability. Today, MPEG-2 plays an important role in the market
and it will continue to do the same in the near future. MPEG-2 based video products are
developed for a wide range of applications. Following are some of the applications to name
a few of them:
1. DVD: As a new generation of optical disc storage technology, DVD offers an up to
10G storage space for MPEG-2 video distribution. Ever since its introduction, DVD
has become the most popular MPEG-2 based video product.
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2. HDTV: MPEG-2 compression is used in HDTV applications to transmit moving
pictures with resolution up to 1080 × 1920 at rate up to 30frame/second (requiring
20MHz bandwidth) through 8MHz channels.
3. Digital Camcorders: Originally, all digital camcorders use the Digital Video (DV)
standard and record onto digital tape cassettes. However, the latest generation of
camcorders turns to use MPEG-2 because it provides a high compression with high
quality. Video data can be recorded directly onto flash memory or even to a hard
disk. While transferring video files from a tape is slow because it requires real time
play-back, a flash card/DVD/hard disk provides a much faster access to the video
data.
Many issues such as the block size and prediction accuracy were not effectively ad-
dressed. In particular, motion compensation in MPEG-2 is based on a fixed size of 16×16,
which leads to poor prediction when there are a lot of details in images. The prediction
accuracy is fixed at half-pixel, while studies by [26] show that quarter-pixel accuracy is
required for efficient motion compensation when distortion is small.
MPEG-2 utilizes 8× 8 DCT where, the 8× 8 block is the fundamental unit for residual
coding in MPEG-2. Scalar quantization is applied to each 8× 8 block of DCT coefficients
in MPEG-2 with lower frequency coefficients taking smaller quantization step sizes and
higher frequency components taking larger quantization step sizes. Quantization for intra
blocks is slightly different. For an intra block, its DC components are quantized using one
of 4 quantization step sizes, i.e., 1, 2, 4, 8, Accordingly, the 11-bit dynamic range of the
DC coefficient is rendered to accuracy of 11, 10, 9, or 8 bits, respectively.
Each quantized coefficient in MPEG-2 is encoded as two parts, i.e., its absolute value
and the sign. A set of variable length coding tables is designed to code the absolute values
of quantized coefficients and other syntax elements. These tables are often referred to as
modified Huffman tables, in the sense that they are not optimized for a limited range of bit
rates. Coefficient signs are coded using fixed length codes with an underlying assumption
that positive and negative coefficients are equally probable.
In summary, for a given macroblock, a motion vector is found by matching its 16× 16
luma block with blocks in previously coded images, called reference frames. Predictions
for both the luma block and two chroma blocks are computed based on this vector. Then,
residuals are partitioned into 8×8 blocks and transformed using DCT. Scalar quantization




H.264 also called as Advanced Video Coding standard was co-published by two inter-
national standards bodies, the ITU-T (International Telecommunication Union) and the
ISO/IEC (International Organization for Standardization/International Electro technical
Commission). The H.264/AVC standard was first published in 2003, with several revisions
and updates published since then. It builds on the concepts of earlier standards such as
MPEG-2 and MPEG-4 Visual and offers the potential for better compression efficiency,
i.e. better-quality compressed video, and greater flexibility in compressing, transmitting
and storing video. One of the most important drivers for the standardization of H.264 and
its subsequent adoption by industry is its improved performance compared with earlier
standards. The benchmark for mass-market applications such as digital TV and consumer
video storage on DVD-Video is the earlier MPEG-2 standard. H.264 offers significantly
better compression performance than MPEG-2 Visual. Using H.264 it is possible to com-
press video into a much smaller number of bits than using MPEG-2, for the same video
resolution and image quality. This means, for example, that much more video material can
be stored on a disk or transmitted over a broadcast channel by using the H.264 format.
3.2 Detailed overview of H.264 Hybrid Video Com-
pression
In this section we briefly discuss important aspects of H.264 Hybrid video compression, a
hybrid coding structure [76], which was employed from the earliest MPEG-1 to the newest
H.264 [63].
In this chapter, we first review the basic structure of hybrid video coding. Then,
we briefly introduce the technical aspects of H.264 video coding techniques. Finally, we
present a detailed review of H.264 Context adaptive Binary Arithmetic Coding, since one
of the main objectives in this thesis is to come up a new frequency domain curve-fitting
compression framework as an extension to H.264 Context Adaptive Binary Arithmetic
Coder (CABAC) that achieves better compression efficiency at reduced complexity while
optimizing its RD trade-off.
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3.2.1 Hybrid Coding Structure
There are four coding techniques in the hybrid coding structure, i.e., motion compensation,
transform, quantization, and entropy coding. This Section briefly reviews these principles
and some design issues.
3.2.2 Motion Prediction
Perhaps the most important reason for the widespread adoption of H.264/AVC is its com-
pression performance and much of the performance gain compared with previous standards
is due to H.264/AVCs efficient prediction methods.
Video signals display a distinct kind of redundancy called temporal redundancy, with
high correlation between neighboring frames. While in Image processing, data are well
known for spatial redundancy among neighboring pixels; for video compression, higher
correlation are often observed among adjacent frames which marks an important differ-
ence between still image and video coding, the latter more oriented towards the temporal
redundancy processing.
For every macroblock, a prediction is created, an attempt to duplicate the informa-
tion contained in the macroblock using previously coded data, and subtracted from the
macroblock to form a residual as shown in Figure 3.1. The efficiency or accuracy of
this prediction process has a significant impact on compression performance. An accu-
rate prediction means that the residual contains very little data and this in turn leads
to good compression performance. Consider a typical scenario when the object moves
from location ’A’ to location ’B’. Once the object from location ’A’ is encoded in one
frame, its appearance in the succeeding frames can be well represented with two factors,
i.e., its shape and the displacement of motion from ’A’ to ’B’. Motion compensation that
allows arbitrary shapes is conceptually advanced and seldom used in real time video pro-
cessing applications though they find importance in advanced compression systems [67]
that don’t have real time constraints. The major drawback of object-based motion com-
pensation in terms the coding performance of compared to that of a block-based coding
scheme [61], is the high rate required to coding the shape. Thus, block-based motion com-
pensation is more widely used in video compression standards. An important factor for
block-based coding is the block size. In general, a small block size will lead to more motion
vectors, which means more overhead bits. However, it also means a better prediction.
H.264 uses square/rectangle blocks for motion compensation with various block sizes, e.g.,
16× 16, 16× 8, 8× 16, 8× 8, 8× 4, 4× 8, 4× 4, resulting in more flexibility for this new
standard to achieve superior coding efficiency.
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Figure 3.1: Example of H.264 Macroblock types and prediction sources
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H.264/AVC supports a wide range of prediction options intra prediction using data
within the current frame, inter prediction using motion compensated prediction from pre-
viously coded frames, multiple prediction block sizes, multiple reference frames and special
modes such as Direct and Weighted prediction. Another important factor for motion com-
pensation is the prediction accuracy. In the early standard H.261, motion compensation
is conducted on the original pixel map, so-called full-pixel prediction. The newest H.264
supports up to 1/4-pixel accuracy for the luma component. The samples at sub-pixel
positions are created by interpolation in the reference frames. In general, the higher the
prediction resolution is, the more effective motion compensation will be. However, studies
by Girod in [28] show that the gain by using higher 11 prediction accuracy is limited in
the sense that it becomes very small beyond a certain critical accuracy. It is suggested
that 1/2-pixel accuracy be sufficient for motion compensation based on videophone signals,
while 1/4-pixel accuracy be desirable for broadcast TV applications [28]. By selecting the
best prediction options for an individual macroblock, an encoder can minimize the residual
size to produce a highly compressed bitstream.
In Intra-Prediction an intra (I) macroblock is coded without referring to any data
outside the current slice. I macroblocks may occur in any slice type. Every macroblock in
an I slice is an I-macroblock. I macroblocks are coded using intra prediction, i.e. prediction
from previously-coded data in the same slice. For a typical block of luma or chroma
samples, there is a relatively high correlation between samples in the block and samples
that are immediately adjacent to the block. Intra prediction therefore uses samples from
adjacent, previously coded blocks to predict the values in the current block.
Inter prediction is the process of predicting a block of luma and chroma samples from a
picture that has previously been coded and transmitted, a reference picture. This involves
selecting a prediction region, generating a prediction block and subtracting this from the
original block of samples to form a residual that is then coded and transmitted. The block
of samples to be predicted, a macroblock partition or sub-macroblock partition, can range
in size from a complete macroblock, i.e. 16× 16 luma samples and corresponding chroma
samples, down to a 4× 4 block of luma samples and corresponding chroma samples.
The reference picture is chosen from a list of previously coded pictures, stored in a
Decoded Picture Buffer, which may include pictures before and after the current picture in
display order. The offset between the position of the current partition and the prediction
region in the reference picture is a motion vector. The motion vector may point to integer,
half- or quarter-sample positions in the luma component of the reference picture. Half-
or quarter-sample positions are generated by interpolating the samples of the reference
picture.
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Each motion vector is differentially coded from the motion vectors of neighboring blocks.
The prediction block may be generated from a single prediction region in a reference
picture, for a P or B macroblock, or from two prediction regions in reference pictures,
for a B macroblock [i]. Optionally, the prediction block may be weighted according to
the temporal distance between the current and reference picture(s), known as weighted
prediction. In a B macroblock, a block may be predicted in direct mode, in which case no
residual samples or motion vectors are sent and the decoder infers the motion vector from
previously received vectors.
3.2.3 Transform
In the previous section, we discussed about the prediction processes that remove some
redundancy by creating and subtracting an estimate of the current block of image data.
This ’front end’ prediction stage is loss-less, i.e. it is a process that is fully reversible
without loss of data. However, H.264 is fundamentally a lossy compression format, in
which a degree of visual distortion is introduced into the video signal as a trade-off for
higher compression performance. This distortion occurs in the transform/quantization
process.
Transform coding has been widely used for lossy compression of video, image, and audio
applications [25] [41] to de-correlate signals so that the outputs can be efficiently coded
using techniques such as scalar quantization. Along with de-correlating the data, the key
design criteria the transform should be satisfy are its reversibility and computationally
tractability. Among many block-based transforms, the most popular one is the discrete
cosine transform (DCT), which has been adopted in all lossy video coding standards. While
an 8× 8 DCT was used in early standards (MPEG1/2), the H.264 also uses a 4× 4 DCT,
which is know to give better coding efficiency and less blocky effect. As suggested from [49],
the coding gain for using a small block size comes from the reduced inter-block correlation.
In earlier standards, the transform is defined as in equation below. For example, Equa-
tion 3.1 defines a two-dimensional inverse DCT for blocks of size 4×4, where Yxy are input













Also in earlier standards there was an obvious boundary between the transform, con-
verting a block of image samples into a different domain, and quantization, reducing the
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precision of transform coefficients.However in H.264 codec, the transform and quantiza-
tion stages are overlapped. This, together with the new approach of exactly specifying
a reversible integer transform ’core’, makes the H.264 transform and quantization stage
significantly different from earlier compression standards. For example Implementation
of (Equation 3.1) for N > 2 on a practical processor requires approximations to certain
irrational multiplication factors, cos(aπ/2N). Different approximations can significantly
change the output of the forward or inverse transform, leading to mismatch between differ-
ent implementations of encoders and decoders. To limit the magnitude of this mismatch,
the earlier standards specify that the inverse transform must meet accuracy criteria based
on IEEE Standard 1180-1990 [iv]. Nevertheless, there is still likely to be a mismatch
between inverse DCTs in an encoder, which must carry out the inverse DCT to recon-
struct frames for inter prediction, and a decoder. This leads to discrepancies between the
prediction references in encoder and decoder and to ’drift’ or cumulative distortion in the
decoder output. In MPEG-2 Video and MPEG-4 Visual, this is mitigated by ensuring that
coded blocks are periodically refreshed by intra coding. In H.264/AVC and in other recent
standards such as VC-1 [v], the transform and quantization processes are designed to min-
imize computational complexity, to be suitable for implementation using limited-precision
integer arithmetic and to avoid encoder/decoder mismatch [vi, vii].
This is achieved by: using a core transform, an integer transform, that can be carried
out using integer or fixed-point arithmetic and, integrating a normalization step with the
quantization process to minimize the number of multiplications required to process a block
of residual data. The scaling and inverse transform processes carried out by a decoder
are exactly specified in the standard so that every H.264 implementation should produce
identical results, eliminating mismatch between different transform implementations.
From the correlation point of view, however, the concatenation of motion compensation
and transform coding is non-optimal. Intuitively speaking, the more effective is motion
compensation, the less correlated are the residuals, thus the less interesting for transforming
the residual to the frequency domain. Studies in [20, 22, 46] pointed out that residuals
after motion compensation are only weakly correlated.
From the information theoretic point of view, the transform plus scalar quantization
and entropy coding method is questionable too. The DCT transform tends to generate
coefficients with Gaussian distributions when the block size is large, which may be justified
by applying the central limit theorem. Particularly, Eude et al. showed by mathematical
analysis that DCT coefficients of images could be well modeled with a finite mixture of
Gaussian distributions [14]. Information theory shows that the rate distortion function of a
stationary source achieves its upper bound with Gaussian distributions [1], indicating that
Gaussian source is the most difficult for lossy compression either by vector quantization
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or by a scheme with scalar quantization and entropy coding [26]. The fact that a small
block size gives a better performance for using DCT transform possibly indicates that DCT
transform in the hybrid structure is of much interest for reconsideration.
3.2.4 Quantization
The application of quantization to video compression is inspired by some cognitive studies
on human visual systems. Human visual systems show excellent robustness in extracting
information from video signals [59]. Bioelectrically, the human eyes response to spatial de-
tails is limited. Thus, a certain amount of distortion may be introduced into video signals
while a human observer would not notice it. Furthermore, the human visual system allows
a wide range of even noticeable distortion while it is still able to obtain critical informa-
tion from the video signals. In other words, there exist much psycho-visual redundancy in
image/video signals. From information theoretical point of view, this psycho-visual redun-
dancy makes it possible to balance bandwidth and distortion according to given channel
conditions, leading to the application of quantization.
Most video compression designs use scalar quantization, which is basically a simple
arithmetic operation to shrink the dynamic range of inputs [61] [55]. It is a hard decision
based operation in the sense that the quantization output for a given input is directly
computed from the input itself and a quantization step size. Another method is to in-
troduce soft decision quantization [84], by which we mean that quantization outputs are
generated based on a rate distortion cost for an array of inputs, as to be discussed later.
An intuitive interpretation of soft decision quantization is to adapt quantization outputs
to the coding context of a given lossless coding algorithm. For hard decision quantization,
the output is totally unrelated to the entropy coding part. Under such a circumstance,
the best rate performance of the whole scheme is bounded by the entropy of quantization
outputs. Then the gap between the entropy and the Shannon lower bound is an inevitable
loss. However, studies in [36] show that the original entropy bound can be exceeded by
optimizing quantization outputs with respect to the following lossless coding. As a result,
the coding rate of the lossless algorithm will asymptotically approach the optimum given
by the rate-distortion function.
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Figure 3.2: Development of the forward transform and quantization process
3.2.5 Deriving H.264 Forward Transform and Quantization pro-
cess
The forward and inverse integer transform processes for 4 × 4 blocks are developed as
follows. Starting from a 4× 4 DCT, a scaled, rounded integer approximation to the DCT
is derived to which a normalization step added for maintaining the orthonormal property
of the DCT. Then this normalization step is integrated with the quantization process. The
process is explained in detail in Figure 3.2
(a) Consider a block of pixel data that is processed by a two-dimensional Discrete
Cosine Transform (DCT) followed by quantization, i.e. rounded division by a quantization
step size, Qstep ((a) of Figure 3.2).
(b) Rearrange the DCT process into a core transform (Cf4) and a scaling matrix (Sf4)
((b) of Figure 3.2) where (Cf4) and (Sf4) are given by:
Cf4 =

1 1 1 1
2 1 −1 −2
1 −1 −1 1



























(c) Scale the quantization process by a constant (215) and compensate by dividing
and rounding the final result ((c) of Figure 3.2). The constant factor 215 is chosen as a
compromise between higher accuracy and limited arithmetic precision.






The complete forward transform, scaling and quantization process for 4× 4 blocks.
Y = round
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3.2.6 Developing the inverse quantization and inverse transform
process
1. Consider a re-scaling or ’inverse quantization’ operation followed by a two-dimensional
inverse DCT (IDCT) ((a) of Figure 3.3).
2. Rearrange the IDCT process into a core transform (Ci) and a scaling matrix (Si) ((b)
of Figure 3.3).
3. Scale the re-scaling process by a constant (26) and compensate by dividing and
rounding the final result ((c) of Figure 3.3). Note that rounding need not be to the
nearest integer.
4. Combine the re-scaling process and Si into Vi ((d) of Figure 3.3), where:
Vi ≈ Si · 26 ·Qstep (3.4)
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Figure 3.3: 2D Inverse DCT
3.2.7 Entropy Coding
The entropy encoder converts a series of symbols representing elements of the video se-
quence into a compressed bitstream suitable for transmission or storage. Input symbols
may include quantized transform coefficients, run-level or motion vectors with integer or
sub-pixel resolution, start/marker codes that indicate a resynchronization point in the se-
quence, sequence/picture/macroblock headers and may also contain side information that
is not essential for normative decoding.
In Shannon’s information theory, entropy means the amount of information presented
in a source, which is quantitatively defined as the minimum average message length that
must be sent to communicate by the encoder to decoder.
While most of the multimedia compression is usually lossy due to quantization, the
entropy coding part is lossless that is the quantized outputs and other information discussed
above are coded precisely/loss-less with possibly minimum number of bits. According to
Shannon’s source coding theorem, the optimal number of bits for coding a source symbol
is −log2p, where p is the probability of the input symbol. An entropy coder seeks for the
minimal number of bits for coding a given set of symbols [26].
The two most popular entropy coding methods are Huffman coding [28] and arithmetic
coding [51]. The basic idea of Huffman coding is to encode a symbol with least number of
that bits that has highest probability, which exactly follows Shannon’s guideline of −log2p.
The one major drawback of this scheme is that in most of the cases −log2p may not be an
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integer leading to a loss of coding efficiency by up to 1 bit/symbol.
For example, a source symbol with p = 0.6 would transmit 0.73 bits of information,
but it consumes 1-bits if Huffman coding is used which is the efficiency loss of Huffman
Coding as this coding scheme can only assign an integer number of bits to code a source
symbol. The second major drawback is with Huffman
These drawback are solved to some extent by Arithmetic coding which is in theory
superior to Huffman coding because:
1. It can assign a non-integer number of bits to code a symbol.
2. It can adapt to symbol statistics pretty quickly.
Though Arithmetic coding is provides better compression efficiency but there is a cost
for arithmetic coding to pay for its high compression efficiency, i.e., the high computa-
tional complexity. Since an entropy codec is designed based on a mathematical model, the
coding efficiency of an entropy codec in a real-world application is largely dependent on
how well we can establish a mathematical model for the data to be compressed. Shannon’s
source coding theorem establishes a relationship between the symbol probability and the
corresponding coding bits. In order to find the optimal representation, i.e., the minimal
number of bits, the probability distributions of all symbols are required to be known, which
unfortunately is not true for most real world applications. The solution is to estimate the
distributions. In general, this is a big challenge for designing entropy coding methods. It
requires complicated design and extensive computation. E.g., extensive experiments are
conducted to study the empirical distributions of various syntax elements in H.264. Even-
tually, there are over 400 context models developed and complicated criteria are defined
for context selection in the CABAC method[51].
3.3 Detailed Review of H.264 CABAC
H.264 supports two entropy coding methods for residual coding, i.e., context adaptive
variable length coding (CAVLC) [3] in its baseline profile and context adaptive binary
arithmetic coding (CABAC) [51] in its main profile.
Figure 3.4 shows the generic block diagram for encoding a single syntax element in




3. Binary arithmetic coding.
Figure 3.4: CABAC Framework
3.4 Binarization
A given non-binary valued syntax element is uniquely mapped to a binary sequence, a
so-called bin string. When a binary valued syntax element is given, this initial step is
bypassed, as shown in Figure 3.4. For each element of the bin string or for each binary
valued syntax element, one or two subsequent steps may follow depending on the coding
mode.
The Binarization is designed such that a binary representation for a given non-binary
valued syntax element provided by the binarization process should be close to a minimum-
redundancy code. On the one hand, this allows easy access to the most probable symbols
by means of the binary decisions located at or close to the root node for the subsequent
modeling stage. On the other hand, such a code tree minimizes the number of binary
symbols to encode on the average, hence minimizing the computational workload induced
by the binary arithmetic coding stage.
There are four such basic types defined in H.264 Standard: the unary code, the trun-
cated unary code, the Kth order Exp-Golomb code, and the fixed-length coding. In addi-
tion, there are binarization schemes based on a concatenation of these elementary types.
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As an exception of these structured types, there are five specific, mostly unstructured
binary trees that have been manually chosen for the coding of macroblock types and sub-
macroblock types.
3.5 Context Modeling
Context modeling helps determine the code and its efficiency and is designed to explore
the statistical dependencies to a large degree and to keep ”up to date” during encoding.
In H.264 CABAC, this problem is solved by imposing two severe restrictions on the choice
of the context models. First, very limited context templates consisting of a few neighbors
of the current symbol to encode are employed such that only a small number of different
context models is effectively used. Second, context modeling is restricted to selected bins
of the binarized symbols.
Four basic design types of context models can be distinguished in CABAC. The first
type involves a context template with up to two neighboring syntax elements in the past of
the current syntax element to encode, where the specific definition of the kind of neighbor-
hood depends on the syntax element. The second type of context models is only defined
for the syntax elements of mb type and sub mb type. For this kind of context models, the
values of prior coded bins are used for the choice of a model for a given bin with index.
Both the third and fourth type of context models is applied to residual data only. In
contrast to all other types of context models, both types depend on the context categories
of different block types, as specified below. Moreover, the third type does not rely on
past coded data, but on the position in the scanning path. For the fourth type, modeling
functions are specified that involve the evaluation of the accumulated number of encoded
(decoded) levels with a specific value prior to the current level bin to encode (decode).
The entity of probability models used in CABAC can be arranged in a linear fashion
such that each model can be identified by a unique so-called context index. Each probability
model related to a given context index is determined by a pair of two values, a 6-bit
probability state index and the (binary) value of the most probable symbol (MPS), Thus,
the pairs (bin, MPS) for and hence the models themselves can be efficiently represented
by 7-bit unsigned integer values.
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Figure 3.5: Context modeling
3.6 Binary Arithmetic Coding
Binary arithmetic coding is based on the principle of recursive interval subdivision that
involves the following elementary multiplication operation. Suppose that an estimate of
the probability of the least probable symbol (LPS) is given and that the given interval is
represented by its lower bound and its width (range). Based on that setting, the given
interval is subdivided into two subintervals: one interval of width which is associated with
the LPS, and the dual interval of width, which is assigned to the most probable symbol
(MPS) having a probability estimate of. Depending on the observed binary decision, either
identified as the LPS or the MPS, the corresponding subinterval is then chosen as the new
current interval. A binary value pointing into that interval represents the sequence of
binary decisions processed so far, whereas the range of that interval corresponds to the
product of the probabilities of those binary symbols. Thus, to unambiguously identify
that interval and hence the coded sequence of binary decisions, the Shannon lower bound
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on the entropy of the sequence is asymptotically approximated by using the minimum
precision of bits specifying the lower bound of the final interval.
3.7 Residual Coefficient Data coding Process
Listing 3.7 and 3.7 illustrates the CABAC encoding scheme for a single block of transform
coefficients. If the coded block flag is non-zero, a significance map specifying the positions
of significant coefficients is encoded. Finally, the absolute value of the level as well as the
sign is encoded for each significant transform coefficient. These values are transmitted in
reverse scanning order.
Listing 3.1: Significance Map
for ( i =0; i<MaxNumCoeff ( BlockType )−1; i++)
{
Encode s i g n i f i c a n t c o e f f f l a g [ i ] ;
i f ( s i g n i f i c a n t c o e f f f l a g [ i ] )
Encode l a s t s i g n i f i c a n t c o e f f f l a g [ i ] ;
i f ( l a s t s i g n i f i c a n t c o e f f f l a g [ i ] )
break ;
}
Listing 3.2: Level Information
for ( i=MaxNumCoeff ( BlockType )−1; i>=0; i−−)
{
i f ( s i g n i f i c a n t c o e f f f l a g [ i ] )
{
Encode c o e f f a b s l e v e l m i n u s 1 [ i ] ;




Scanning Position 0 1 2 3 4 5 6 7 8 9 10
Quantized coefficient Level 0 0 2 0 0 0 0 0 0 0 0
Significant coefficient Flag 0 0 1 - - - - - - - -
Last coefficient Flag 0 0 1 - - - - - - - -
Table 3.1: Significant Coefficient Mapping in H264 CABAC : Example
Scanning Position 0 1 2 3 4 5 6 7 8 9 10
Quantized coefficient Level 0 0 2 1 0 0 0 0 0 0 0
Significant coefficient Flag 0 0 1 1 - - - - - - -
Last coefficient Flag 0 0 0 1 - - - - - - -
Table 3.2: Last Coefficient Mapping in H264 CABAC : Example
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Chapter 4
Proposed Curve Fitting Based
Entropy Codec Extension to CABAC
As per H.264 standard syntax, each coefficient in the block is coded in the inverse scanning
order. For example for a 4×4 block, a maximum of 16 coefficients could be coded depending
on the absolute value of the coefficients. Henceforth we call absolute value of the significant
coefficient as Coefficient Index. In this section, we discuss the proposed MSCF-CABAC
Model, where two or more coefficient indices may be coded together which enables us to use
a simplified linear curve fitting technique to exploit the higher order statistical dependencies
thereby achieving better compression and throughput. Based on observed statistics for
a wide range of video sequences of the coefficient indices, new syntax elements and its
respective context modeling have been defined. In this work we apply Multi Symbol Curve
fit CABAC for H264. This is applied to both luma and chroma for difference transform
sizes supported in H264 standard.
This chapter is divided into six categories starting with Section 4.1 Motivation, Section
4.2 details the overview of MSCF-CABAC and new proposed syntax elements and their
respective probabilities of occurrence for real life sequences. Section 4.3 details the context
modeling for the proposed syntax elements. Section 4.4, details some special handling for
blocks with only one significant coefficient or odd number of significant coefficients in the
block. Section 4.5, discusses complete block encoding with MSCF-CABAC followed by a
detailed Encoder/Decoder Syntax. In section 4.6, we finish this section by comparing the
MSCF-CABAC encoding and H.264 CABAC encoding.
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4.1 Motivation
The statistics of video signals largely depend on the video content and the acquisition pro-
cess. Though most of the real life video signals exhibit non-stationary statistical behavior,
the Quantized coefficients show some predictable statistical characteristics. H.264/AVC
Entropy Coding, say CABAC, exploits some of the characteristics but certainly not all of
it. Moreover, higher order statistical dependencies on a syntax element level are mostly
neglected in existing Entropy coding schemes.
Figure 4.1 shows the typical distribution of Quantized DCT coefficient’s at different
operating QP’s and picture types. It can be observed that the most probable absolute
coefficient index is ”one” followed by ”two” and so on. The probability decreases as the
value of index increases. H.264 CABAC tries to exploit this behavior to some extent by
coding the coefficient Index of ”one” with different context to that of coefficient Indices
”greater than one”. The major short coming of this approach is that it cannot consider the
higher-order correlation between coefficient indices, since it always codes each coefficient
index separately. In other words, H.264 CABAC is designed to work efficiently on overall
probability of coefficient indices but not on the block-level or Multi-symbol level probability
distribution of coefficient indices. Though it tries to address this indirectly to a small extent
by using five different contexts for coefficient index ”one” or ”greater than one” based on
the scanning position.
Designing an Entropy coding scheme that can exploit these observed higher order sta-
tistical properties, however, offers room for significant improvements in coding efficiency
and which is the one of the primary motivation of the proposal.
Another important motivation is reducing the throughput (number of bins that can be
coded in parallel). CABAC is inherently serial due to strong bin-to-bin data dependencies,
and typically only a single bin is coded at a time. Consequently, the CABAC is often the
bottleneck in the codec. Also for High Definition or Low delay video coding, symbols need
to be coded at very high rates, which further pushes CABAC to be the main bottleneck
in the video Coder/decoder. One solution is to allow CABAC Engine to be Operating at
high frequencies which limits our ability to voltage scale and results in significant power
consumption which is undesirable for battery operated devices. Hence there is a strong
need to improve the CABAC throughput.
4.2 Overview of MSCF-CABAC
The encoding process consists of, at most, four elementary steps:
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Figure 4.1: Coefficient Indices Pie Chart
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1. Classification of coefficient Indices;
2. Binarization;
3. Context Modeling for proposed new Syntax
4. Binary arithmetic coding;
Binarization and Binary Arithmetic Coding steps are exactly same as defined in H.264
CABAC and illustrated in Chapter 3.
4.2.1 Classification of Coefficient Indices
Typically adjacent coefficients Indices of a block are correlated which can be coded together
to achieve better compression compared to coding them independently. The number of co-
efficients that can be grouped/coded together largely depends on the video statistics.From
the statistics collected from wide range of sequence at different operating QP’s and picture
types, below classification/grouping of the coefficient indices are proposed.
Coefficient Index Block (CIB)
All the coefficient Indices of the block are coded together as a single bin element. Below we
explain the process taking an example. Consider a block with four significant coefficients
as shown in the table 4.1. As shown in the table, the significant coefficients at scanning
position 11, 8, 4, 0 that form a block are coded together.
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
1 1 1 1
MSCF-CABAC Blocks Coded Together
H.264 CABAC Coded Coded Coded Coded
Table 4.1: Example coding behavior of MSCF-CABAC CIB Block vs H.264 CABAC
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Coefficient Index Pairs (CIP)
The indices of two consecutive significant coefficients (henceforth called as pairs) of a block
are coded together as one Bin element. Below we explain the process by taking an example.
Consider a block with four significant coefficients as shown in the table 4.2. As shown in
the table, the significant coefficients at scanning position 11 and 8 that form a pair are
coded together as one bin symbol.
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
4 2 1 1
MSCF-CABAC Pairs Coded Together Coded Together
H.264 CABAC Coded Coded Coded Coded
Table 4.2: Example coding behavior of MSCF-CABAC Pairs vs H.264 CABAC
Typically the pairs in a block follow specific characteristics which enables us to better
fit them linearly. It may be worth noting that the proposed MSCF-CABAC algorithm
support coding together of either pair or an entire block which we feel is a good trade-off
between Compression and complexity though extending to coding more than two coefficient
indices together is a possible design but out of scope of this thesis.
Single Coefficient Index (SCI)
For special case of the blocks with only one significant Coefficient or the Last significant
coefficient in the reverse scanning order when the number of significant coefficients are odd,
these coefficients marked in bold-italic are coded independently as in H.264 CABAC.
Example in table 4.3 shows such cases for 2 blocks:
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index Block 1
3 - - -
Absolute Quantized coefficient
Level / Index Block 2
4 2 1 -
Table 4.3: Single Coefficient Index
In the section 4.2.2, we define in detail new syntax elements that define the classification.
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4.2.2 New Coding Syntax
Following information can be coded to represent significant coefficients
1. Order block: This binary syntax element is coded to convey to the decoder if the
absolute value of all the significant coefficients in the block are equal to one. If the absolute
value of all significant coefficients in the block happens to be one, the decoder skips the
decoding of the block and derives/sets the value of significant coefficient (the position of
significant coefficient from the significant coefficient Map) to ”one”.
As shown in Table 4.4 and Table 4.5, the value of Order block is set to ”one” if all the
absolute value of all the significant coefficient in a block is equal to ”one” else is set to
zero.
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
1 1 1 1
Order block 1
Table 4.4: Significant coefficient in a block and Order Block:1
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
1 2 1 1
Order block 0
Table 4.5: Significant coefficient in a block and Order Block:0
Typically in real life sequences we can find majority of the blocks with all their signif-
icant coefficients equal to one. The table 4.6 summarizes the probability of occurrence of
such block for ten sequences. It can be seen that the average occurrence of Order block is
greater than 80% for QP 22 and monotonically increases as QP increases as more and more
coefficient tend to become one. Also, the probabilities for P-pic and B-pic types follow a
similar trend as I-pic type.
2. Order pair: Order pair syntax elements are similar to order block but signifies per
pair(2 bins) to decoder if the absolute value all the significant coefficients in the pair are
equal to one. If the absolute value of all significant coefficient in the pair happens to be
one, the decoder skips the decoding of the pair and derives / sets the value of significant
coefficient (the position of significant coefficient from the significant coefficient Map) to
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Streams QP 22 QP 27 QP 32 QP 37 QP 42 QP 47
(I-Pic Analysis) In % In % In % In % In % In %
BasketballDrive 85.08 87.14 93.45 96.25 97.79 98.28
BlowingBubbles 70.27 76.66 84.4 89.66 95.74 96.89
BQMall 73.33 77 81.36 86.17 92.01 94.35
BQSquare 82.43 81.94 77.61 77.98 78.73 81.7
BQTerrace 82.01 78.53 80.21 83.68 88.85 91.35
Cactus 76.04 80.14 86.05 90.13 94.51 95.71
ChinaSpeed 83.72 88.26 89.06 88.6 89.88 90.19
Kimono1 78.22 86.08 93.96 97.21 98.85 99.16
ParkScene 74.08 78.22 86.38 91.48 95.15 96.47
SlideShow 87.07 89.63 89.72 85.26 85.19 87.22
Tennis 78.9 84.1 91.9 95.7 97.5 98.09
vidyo1 82.37 83.69 86.86 91.39 95.34 96.09
Table 4.6: Percentage of occurrence of Order block for I-pictures
”one”. This syntax is coded only if Order block is zero. Also if there are less than three
significant coefficients then this syntax is same as Order block and hence not coded.
As shown in the example (Table 4.7), the value of Order pair is set to ”one” if all the
absolute value of all the significant coefficient in a pair is equal to ”one” else is set to zero.
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level/Index
1 2 1 1
Order pair 0 1
Table 4.7: Significant coefficient in a pair and Order Pair
Typically in real life sequences we can find majority of the pairs with all their significant
coefficients equal to one. The table 4.8 summarizes the probability of occurrence of such
block for ten sequences.
3. Primitive Model: This syntax element is coded to convey the decoder that the
absolute value of the syntax elements in the pair can be linearly fitted or precisely conveyed
to the decoder if the coefficient indices in the pair are either (1,2) or (2,1). If the absolute
value of all significant coefficient in the pair happens to be one of above values, the decoder
skips the decoding of the pair and derives/sets the value of significant coefficient (the
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Streams QP 22 QP 27 QP 32 QP 37 QP 42 QP 47
(I-Pic Analysis) In % In % In % In % In % In %
BasketballDrive 72.96 - 73.52 81.67 87.05 86.82
BlowingBubbles 69.48 72.04 78.49 80.32 90.82 92.08
BQMall 65.03 67.26 73 77.59 84.02 87.74
BQSquare 80.66 73.09 70.94 75.09 77.38 79
BQTerrace 78.35 71.7 72.77 75.7 80.86 82.83
Cactus 67.68 - 72.9 76.35 82.83 84.71
ChinaSpeed 73.06 74.28 72.87 73.98 79.03 80.05
Kimono1 63.24 67.95 71.24 68.13 68.26 67.6
ParkScene 67.58 70.98 77.37 79.05 81.45 80.47
SlideShow 70.98 64.47 66.15 69.21 76.99 81.57
Tennis 66.69 71.15 78.57 79.58 81.57 83.63
vidyo1 68.01 63.9 66.39 70.75 80.42 81.34
Table 4.8: Percentage of occurrence of Order pair for I-pictures
position of significant coefficient from the significant coefficient Map) to either (1,2) or
(2,1) depending on the value of syntax ”Slope” detailed in table 4.9. This syntax is coded
only if Order block and order sub are zero.
As shown in example (Table 4.9), the value of Primitive Model is set to ”one” if the
absolute value of the syntax elements in the pair follow a pattern of (1,2) or (2,1) else is
set to zero.
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
4 2 1 2
Order pair 0 1
Table 4.9: Primitive Model: Example
The table 4.10 summarizes the probability of occurrence of such block for ten sequences.
4. Slope: This syntax element conveys to the decoder the slope of the absolute value
of significant coefficients in the pair. If the index of the coefficients in the pairs are in the
increasing order, the syntax Slope is set to one else is set to zero (Table 4.11).
The typical probability of the slope for a set of 10 sequences are detailed in Table 4.12.
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Streams QP 22 QP 27 QP 32 QP 37 QP 42 QP 47
(I-Pic Analysis) In % In % In % In % In % In %
BasketballDrive 17.95 0 18.22 13.79 9.47 9.92
BlowingBubbles 19.32 17.91 15.25 15.24 8.07 7.1
BQMall 20.67 19.63 17.6 15.8 12.12 9.71
BQSquare 12.6 16.11 18.1 15.08 15.85 14.98
BQTerrace 13.38 17.48 17.79 16.36 13.96 12.9
Cactus 20.66 0 17.78 16.24 12.42 11.47
ChinaSpeed 16.61 14.28 14.91 15.07 13.17 12.76
Kimono1 24.76 22.15 21.04 24.03 22.91 24.58
ParkScene 20.01 18.82 15.62 15.09 13.78 15.26
SlideShow 15.62 15.76 13.5 14.56 14.06 11.51
Tennis 20.8 19.42 14.95 14.58 14.72 13.17
vidyo1 18.7 21.21 21.72 19.58 14.59 13.6
Table 4.10: Percentage of occurrence of primitive Model for I-pictures
Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index
4 2 1 2
Slope 0 1
Table 4.11: Significant coefficients in the pair: Slope
5. Offset: This syntax element conveys to the decoder the residual value of the coeffi-
cient index that needs to added.
For a coefficient pair, the offset is computed by the encoder as follows:
Offset least significant index in pair = least significant index in pair − 1
Offset most significant index in pair = most significant index in pair−





QP 22 QP 27 QP 32 QP 37 QP 42 QP 47
Slope 0 1 0 1 0 1 0 1 0 1 0 1
BasketballDrive 5.61 19.11 0 0 6.56 17.13 4.46 12.21 2.52 8.9 1.83 9.59
BlowingBubbles 7.74 19.61 7.25 17.58 4.87 14.28 5.45 11.91 1.53 6.82 1.37 5.74
BQMall 10.21 20.86 9.27 19.5 8.31 15.27 6.9 13.14 4.25 10.44 2.67 8.64
BQSquare 6.36 10.71 7.88 15.8 9.7 16.02 7.45 13.6 5.58 14.44 5.34 13.17
BQTerrace 6.54 12.74 8.38 16.61 8.02 16.04 6.34 15.06 4.62 12.16 4.04 10.89
Cactus 7.95 21.11 0 0 7.21 16.71 5.43 15.3 3.18 12.43 2.21 11.83
ChinaSpeed 7.19 17.12 7.03 15.84 8.23 14.95 8.25 13.63 5.9 12.03 6 11.64
Kimono1 4.78 29.61 2.82 27.28 1.88 25.38 1.01 29.69 1.19 29.12 0 31.28
ParkScene 8.35 20.19 6.97 18.81 4.6 15.51 2.52 16.35 1.6 15.49 0.93 17.41
SlideShow 6.4 19.64 10.31 20.78 12.36 15.8 9.64 15.38 7.45 11.52 4.9 9.9
Tennis 7.58 22.44 5.88 20.3 3.57 15.84 2.14 16.25 1.38 16.21 0.6 15.37
vidyo1 6.31 22.54 7.12 25.25 7.16 23.29 4.94 21.12 2.62 15.1 1.37 14.64
Table 4.12: Percentage of occurrence of Slope for I-pictures
4.3 Context Modeling
For most sequences and coding conditions some of the statistics are very similar. To keep
the number of different context models used for coefficient coding reasonably small, the
contexts are classified into categories specified below. For each of these categories, a special
set of context models is used for all syntax elements related to residual data.
1. Ctx Order block: Order block represents whether all the significant coefficients in
the block are equal to ”one”. The chosen probability models for this syntax element
depends on the bin index. The context index increment for Ctx Order block for a
given block is given by
Ctx Order block(C) = (Ctx Order block(A) ! = 0) ? 0 : 1 +
2 ∗ (Ctx Order block(B) ! = 0) ? 0 : 1
where Ctx Order block(A) and Ctx Order block(B) represent the Order block pat-
tern to the left block A and on the top block B respectively.
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The Reason behind predicting the context increment from the neighboring blocks is
that typically in most of the real-life video sequences the blocks are correlated both
spatially and temporally to neighboring blocks.
2. Ctx Order pair: Order pair represents whether all the significant coefficients in the
pair are equal to ”one”. The context index increment for Ctx Order block for a given
block is given by following set of rules. The context increment is initialized to one
at the start and continues to be incremented until Order pair is equal to ”zero”. If
the Order pair is ”zero”, the context index is set to Zero is always chosen for further
pairs.
Context Modeling for proposed Order Pair.
Order Pair Context is modeled as shown in Eq: 2
ctxOrderPairInc = ((numDecodOrderPair! = 0)?0 : Min(4, 1+numDecodOrderPair))
Typically for majority of real life video sequences, the coefficients increase mono-
tonically in the reverse encoding order. So if we encounter indices > 1 at a specific
scanning position it is highly likely the indices succeeding this scanning position is
going to be greater than one. Hence a separate context is used for these cases.
3. Ctx PM: Primitive mode represents whether that the absolute value of the syntax
elements in the pair follow a pattern of (1,2) or (2,1). There is only one context
increment for Ctx PM as the occurrence is Random across the pairs.
4. Ctx Slope: There is only one context increment define for Ctx Slope.
5. Ctx Offset(2): Coded as defined in H.264 CABAC.
4.4 Handling Special Cases
4.4.1 Last Significant coefficient in reverse Scanning order of the
Blocks
Here we discuss a special case of the blocks with only one significant Coefficient or the
Last significant coefficient in the reverse scanning order when the number of significant
coefficients are odd. Example (Table 4.13) shows such cases for two blocks:
The Table 4.14 summarizes the probabilities of Coefficient index for such cases for
different Qp range and picture types (I, P, B).
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Scanning Position 11 8 4 0
Absolute Quantized coefficient
Level / Index Block 1
3 - - -
Absolute Quantized coefficient
Level / Index Block 2
4 2 1 -




QP 22 QP 27 QP 32 QP 37 QP 42 QP 47
Slope 0 1 0 1 0 1 0 1 0 1 0 1
BasketballDrive 95.36 4.64 0 0 94.82 5.18 96.04 3.96 97.49 2.51 98.36 1.64
BlowingBubbles 94.01 5.99 94.17 5.83 95.42 4.58 96.32 3.68 98.53 1.47 99.11 0.89
BQMall 91.33 8.67 92.59 7.41 93.02 6.98 94.98 5.02 97.22 2.78 97.6 2.4
BQSquare 93.06 6.94 91.63 8.37 92.06 7.94 94.09 5.91 97.32 2.68 96.3 3.7
BQTerrace 95.6 4.4 94.57 5.43 94.92 5.08 95.65 4.35 96.29 3.71 96.25 3.75
Cactus 94.83 5.17 0 0 95.7 4.3 96.05 3.95 96.83 3.17 97.19 2.81
ChinaSpeed 91.57 8.43 92.07 7.93 91.86 8.14 92.22 7.78 93.78 6.22 93.5 6.5
Kimono1 94.75 5.25 95.43 4.57 96.41 3.59 98.03 1.97 97.12 2.88 97.18 2.82
ParkScene 94.77 5.23 95.66 4.34 96.28 3.72 97.32 2.68 98.03 1.97 97.75 2.25
SlideShow 91.86 8.14 87.44 12.56 85.25 14.75 89.88 10.12 93.4 6.6 94.53 5.47
Tennis 94.97 5.03 95.64 4.36 96.61 3.39 97.09 2.91 97.95 2.05 98.59 1.41
vidyo1 94.27 5.73 94.1 5.9 93.65 6.35 93.97 6.03 96.42 3.58 96.43 3.57
Table 4.14: Probabilities of Coefficient index for picture type:I, different Qp range
If there is only one significant coefficient in the block, the coding is done similar to
H.264 CABAC.
4.4.2 Even and Odd pair Encoding
If the number of significant coefficients are even in a block, then all coefficient indices are
coded as pairs as detailed in the section 4.2. But if there are odd significant coefficients in
a block, the Last significant coefficient is coded separately as detailed in section 4.4.1 and
rest are coded in pairs.
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4.5 Encoder/Decoder Psuedocode Syntax
The Encoder/Decoder pseudocode/syntax is illustrated in the fig.4.2.
Further, a simplified Psuedocode Syntax is also illustrated in the fig.4.3. In the simpli-
fied proposal the number of contexts are significantly reduced and in comparison to H264
CABAC only six contexts are additional. The performance simplified MSCF-CABAC is
almost similar to MSCF-CABAC. Henceforth all the results comparison with respect to
H264 CABAC are discussed with simplified MSCF-CABAC.
In the simplified pseudocode syntax version of MSCF-CABAC, a pair of bins (two bins
in this case) are coded together. If the significant coefficient indices of all indices in the
air are equal to 1, only the sign of the indices are decoded and the absolute value of the
indices are derived as ”one”. The position of the indices are derived from the significant
Map. If all the indices in the pair are not equal to one, a slope is coded indicating whether
the consecutive significant coefficients are increasing or decreasing. Typically for CABAC
it is always better to code the lower significant code first followed by higher as in that
case contexts modeling is efficient. After coding the lower significant index of the pair
in the same fashion is done in H264 CABAC, the delta of the higher significant index is
coded instead of index. As a special case if the lower significant index happens to be 1,
higher significant index -2 is coded to avoid redundancy. For the cases when the significant
coefficients in block are odd, then the Last significant coefficient in the inverse scanning
order is coded in the similar fashion as H264.
4.6 Comparison with H.264 CABAC
The Proposed Multi-symbol Curve-fit CABAC was incorporated into the encoder and
decoder of the JM 18.3 software. It was applied to the coding of significant coefficients.
Experiments were performed using common conditions specified in [77] for nine different
set of sequences. Table 4.15 lists the comparison results of proposed MSCF-CABAC vS
H264 CABAC for three different operating points (High Rate, Medium Rate and Low
Rate). The QP values used for High rate range from 22-26, for Medium rate from 28-32
and for low Rate from 34-38.
• Compression efficiency
Average Percentage Bitrate gain for same PSNR of proposed MSCF-CABAC com-
pared to H264 CABAC for High rate, Mid Rate and Low Rate are 0.94%, 0.68% and
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Figure 4.2: Syntax Decoding Order for MSCF CABAC
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Figure 4.3: Simplified Syntax Decoding Order for MSCF CABAC
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1.30% respectively. Peak Percentage Bitrate gain for these sequences in same order
are 5.87%, 3.91%, 5.51%.
• Throughput improvement/Bin Reduction
Average Percentage Total Picture Bins Reduction at the above mentioned operating
points for proposed MSCF-CABAC compared to H264 CABAC for High rate, Mid
Rate and Low Rate are 1.09%, 0.80% and 1.34% respectively. Average Percentage
Total Picture Bins Reduction for these sequences in same order are 5.92%, 3.22%,
4.72%.
Total coefficients Bin Reduction (significant Map, Last Coefficient Map and Residual
Level and sign coding).
Average Percentage Total coefficients Bin Reduction at the above mentioned operating
points for proposed MSCF-CABAC compared to H264 CABAC for High rate, Mid Rate
and Low Rate are 2.21%, 2.11% and 3.53% respectively. Peak Percentage Bitrate gain for



























High Rate 38.1 19679 19776 0.49 0.83 1.64
Mid Rate 33.1 3174 3178 0.13 0.35 1.32
Low Rate 31.1 1922 1919 -0.16 0.26 2.46
BlowingBubbles
(416x240)
High Rate 37.8 1533 1538 0.33 0.67 1.44
Mid Rate 31.5 382.44 385.82 0.88 1.35 1.97
Low Rate 28.2 171.98 172.46 0.28 0.61 3.09
BQTerrace
(1920x1080)
High Rate 39.8 18982 19003 0.11 0.29 0.69
Mid Rate 34.2 6161 6169 0.13 0.47 0.73
Low Rate 28.8 2737 2741 0.15 0.14 0.46
Kieba
(832x480)
High Rate 37.8 7282.51 7325.59 0.59 0.82 1.24
Mid Rate 32.4 2646.17 2748.55 3.87 4.11 4.94
Low Rate 27.4 880.9 887.21 0.72 1.60 4.17




























High Rate 41.2 14696 14723 0.18 0.35 0.53
Mid Rate 35.6 3730 3765 0.94 1.16 3.66
Low Rate 32.1 1748 1744 -0.23 0.12 4.72
RaceHorses
(832x480)
High Rate 39 8919 8946 0.30 0.59 0.90
Mid Rate 33.2 2876 2932 1.95 2.13 3.58
Low Rate 28.1 1003 1016 1.30 1.39 2.73
ParkScene
(1920x1080)
High Rate 38.5 12115 12142 0.22 0.54 1.22
Mid Rate 37.4 8958 9027 0.77 1.04 1.95
Low Rate 31.9 2287 2356 3.02 2.65 5.67
BasketBall
(1920x1080)
High Rate 38.6 9972 10034 0.62 0.28 1.67
Mid Rate 34.2 2712 2710 -0.07 0.06 2.85




High Rate 0.36 0.55 1.17
Mid Rate 1.07 1.33 2.63




High Rate 0.62 0.83 1.67
Mid Rate 3.87 4.11 4.94
Low Rate 3.02 2.65 5.67
Table 4.15: MSCF-CABAC vS H.264 CABAC
4.6.1 Test Conditions
H.264 JM 18.3 reference software was used for comparison analysis of all the test sequences.
The reference PSNR’s and Bits per frame with H.264 were generated at constant QP’s with
best quality configurations for range of bitrate’s (high, medium, low).
The following are the key features/tools sets (Table 4.16) that were used to generate
the reference streams.
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Table 4.16: Key tools / features used to generate the reference streams









Table 4.17: List of test sequences
A variety of video sequences with very different spatio-temporal characteristics, as well
as content at different resolutions, were selected for this evaluation. The content tested
included movie and sports segments, trailer like clips with fast scene cuts and other types
of transitions, as well as standard and well known clips used by a variety of organizations
for standardization purposes. The list of all the sequences and the target Qp’s used can
be seen in Table 4.17.
The Rate gain mainly depends on the distribution of quantized coefficients. From the
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Quantized Coefficient data as shown in Appendix A it can be inferred that for typical real
life sequences majority of the Quantized DCT coefficient’s are not only distributed with
absolute value of 1 and 2’s but also exhibit statistical dependencies which can be exploited
if the coefficients are coded jointly. In this case we exploit using simple zero order and
first order curve fitting. H.264 CABAC encodes each coefficient separately thereby doesn’t
have the framework to exploit high order dependencies.
Also it should be noted that there might be hypothetical distributions of quantized
coefficients for which MSCF-CABAC might not be efficient. For example, if the none of
the coefficients pairs in the block cannot be fit as Zero-order or first-order then MSCF-
CABAC is less efficient to H.264 CABAC. The possibility of such cases for the tested
sequences have been found to 0.03% and the rest 99.77%.
Further to this it can be observed that the proposed Syntax elements operate on two or






In this chapter, we propose a Soft Decision Quantization (SDQ) design framework for
the proposed MSCF-CABAC Model. Based on SDQ instead of conventional HDQ, the
proposed framework allows us to optimize the significant coefficients by minimizing the
actual RD cost based on the final reconstruction error and the entire coding rate. As
seen in section 5, MSCF-CABAC particularly focus on efficiently coding the Significant
coefficients, the SDQ for MSCF-CABAC is also designed for Significant coefficient’s where
all the coefficient rate of the block is concentrated.
In the following section, we first review RD optimization methods in the literature.
Then, an SDQ scheme is introduced based on reviews of theoretical results on universal
fixed-slope lossy coding. We then discuss briefly the design challenges of Lagrangian mul-
tiplier based RD optimization schemes. Further we propose a simplified graph based SDQ
optimization to optimize the significant coefficients in the block based on MSCF-CABAC
encoding rules. We conclude this section by discussion the optimality, complexity and
comparing both objective and subjective comparison over H.264 JM.
5.1 Previous Rate-Distortion Optimization Work
Due to non-stationary nature of video content, it is extremely difficult to come up accu-
rately with a theoretical R-D function by estimating a statistical model for video data[38,
39]. To avoid this model mismatch, typically operational RD functions are used, which
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are computed based on the data to be compressed. This thesis is focused on developing
operational RD methods. Below we discuss some of the previous work done related to
Rate-Distortion optimization in literature.
Ramchandran et al. [61] developed an operational rate distortion framework for ef-
ficiently distributing bit budget among temporal and spatial coding methods for MPEG
video compression. The rate distortion optimization problem was converted into a gen-
eralized bit allocation task. The exponential complexity issue was tackled by utilizing a
monotonicity property of operational rate distortion curves for dependent blocks/frames.
The monotonicity property was constructed based on an assumption that rate distortion
performance for coding one frame was monotonic in the effectiveness of prediction, which
depended on the reproduction quality of reference frames. A pruning rule was then devel-
oped to reduce search complexity based on the monotonicity property. Generally speaking,
the above assumption implies a linear relationship between distortion and residual coding
rate. In fact, the above assumption is valid to only some extent and consequently, it may
not be able to find the optimal solution, either due to the approximation of the coding rate
or because of the exponential complexity.
Wiegand et al. proposed a simple and effective operational RD method using the
generalized Lagrangian multiplier method [15], for Hybrid Video coding [71, 75, 77]. The
mode selection for motion estimation was conducted based on the actual RD cost on a
macro-block basis. That is, for a given prediction mode, motion estimation is optimized
based on approximate actual RD cost, as follows (Equation 5.1):
(f, v) = arg minf,v d (x, p (m, f, v)) + λ · (r (v) + r (f)) (5.1)
where x stands for the original image block, p(m, f, v) is the prediction with given
prediction mode m, reference index f, and motion vector v, d(·) is a distortion measure,
r(v) is the number of bits for coding v, r(f) is the number of bits for coding f, and λ is the
Lagrangian multiplier.
Wen et. al [74] proposed an operational RD method for residual coding optimization
in H.263+ using a trellis-based soft decision quantization design. In H.263+, residuals are
coded with run-length codes followed by variable length coding (VLC). The VLC in H.263+
does not introduce any dependency among neighboring coefficients, while the dependency
mainly comes from the run-length code. Therefore, a trellis structure is used to decouple
the dependency so that a dynamic programming algorithm can be used to find the optimal
path for quantization decisions.
Yang and Yu in [87] proposed an operational RD method for H.264 based on a soft
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decision quantization (SDQ) mechanism, which has its root in a fundamental RD theo-
retic study on fixed-slope lossy data compression. Using SDQ instead of HDQ, a general
framework was designed to jointly minimize the actual RD cost on a frame-by-frame basis
including motion prediction, quantization, and entropy coding in a hybrid video coding
scheme.
Further the following three RD methods were proposed
1. A graph-based algorithm was proposed for SDQ, given motion prediction and quan-
tization step sizes,
2. An algorithm for residual coding optimization, given motion prediction, and
3. An iterative overall algorithm for jointly optimizing motion prediction, quantization,
and entropy coding - with these embedded in the indicated order.
Among the three algorithms, the SDQ design was the core, which is developed based on
a given entropy coding method, specifically, for context adaptive variable length coding
(CAVLC) in H.264 baseline profile and the context adaptive binary arithmetic coding
(CABAC) in H.264 main profile, respectively.
Further [67] proposed a more soft decision quantization algorithm that gives an opti-
mized determination of transform coefficient levels by considering temporal dependencies
as well. A linear model of inter-frame dependencies and a simplified rate model to formu-
late an optimization problem was assumed for computing the quantization outputs using a
quadratic program, but neglecting specific factors related to the particular entropy coding
method that is in use.
The SDQ design is primarily based on the Entropy coding technique that is being used,
thus a new design criterion is needed to handle the complexities of specific entropy coding
methods for designing SDQ in H.264. In this thesis we propose a simplified SDQ design
for the proposed MSCF-CABAC Entropy coding method.
5.2 Soft Decision Quantization Overview
Video encoders primarily use rate-distortion optimization to improve quality where de-
cisions have to be made that affect both file size and quality simultaneously. A wide
range of RD optimization algorithms using the Lagrange multiplier technique have been
proposed in the literature [1][2][3]. Conditions for optimizing the encoder operation are
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derived within a rate-constrained product code framework using a Lagrangian formula-
tion. Mathematically, the Rate Distortion minimizes, can be explained as the distortion
between the original image X and the thresholded image X̃ (Quantized after prediction)
given reconstructed image X̂ subject to a bit budget constraint, i.e (Equation 5.2)
Min[D(X, X̃)|X̂] subject toR(X̃) = Rbudget (5.2)
Alternative unconstrained problem is to minimize
J(λ) = D(X, X̃) + λ ∗R(X̃) (5.3)
For a given value of λ, we can obtain the R(X̃) or D(X,X̃) that minimizes J(λ).
Now, we discuss how the above discussed may be used to conduct SDQ in hybrid
video coding optimization. Consider a 4× 4 block, with quantized transform coefficient u,
prediction mode m, reference index f, motion vector v, and quantization step size q. Its
reconstruction is computed by Equation 5.4.
x̂ = p (m, f, v) + T−1 (u.q) (5.4)
where p (m, f, v) is the prediction corresponding to m, f, v and T−1 (.) is the inverse
transform.
Conventionally, the constraint of 5.4 is used to derive a deterministic quantization
procedure, i.e. (Equation 5.5) ,
HDQ (T (z)) = round ([T (z) + δ · q] /q) (5.5)
which mainly minimizes the quantization distortion d(x , x̂), where z = xp(m, f, v).
The factor δ is an offset parameter for adapting the quantization outputs to the source
distribution to some extent. There are empirical studies on determining δ according to
the signal statistics to improve the RD compression efficiency[79]. Still, this is an HDQ
process.
Typically video coding standards describe only the bit-stream syntax for decoding pro-
cess. The exact nature of the encoder design is generally left open to user specification.
This allows different Rate Distortion optimization algorithms to be applied to generate a
standardized video bit stream with a better RD performance. A search for u to minimize
the RD cost, i.e. (Equation 5.6),
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u = arg minud
(
z , T−1 (u · q)
)
+ λ.rγ (u) (5.6)
The minimization in (Equation 5.6) is over all possible quantized values. In general,
such a ”u” will not be obtained by the hard decision process via (Equation 5.5), and the
quantization by (Equation 5.6) is called SDQ [83].
Now, given (m, f, V, q), the problem of finding an optimal SDQ becomes to the mini-





‖2 + λ · r (U ) (5.7)
where Z is the residual corresponding to given (m, f , V , q). It is easy to see that the
exact optimal SDQ solution to 5.7 depends on entropy coding, which determines the rate
function r(·). Furthermore, the entropy coding method is application-dependent. Different
applications have different entropy coding methods and hence different SDQ solutions.
Some early work on practical (optimal or suboptimal) SDQ includes without limitation
SDQ in JPEG image coding and H.263+ video coding [6, 17, 81, 34, 59]. In this thesis, we
focus on designing SDQ algorithm for the proposed MSCF-CABAC optimization.
For a given value of λ, we can obtain the R(X̃) or D(X, X̃) that minimizes J(λ). If
the value of Lambda becomes small, the value of R(X̃) in J(λ) tends to become large, and
vice versa. The solution to the unconstrained Lagrangian cost function for any value of
Lambda results in minimum distortion for some rate, the final rate cannot be specified a
priori. Often it is desirable to find a particular value for lambda so that upon optimization
of (2), the resulting rate closely matches a given rate constraint Rbudget.
5.3 Design Challenges of Lagrangian multiplier Opti-
mization
There are two popular ways to solve such R-D problem, i.e. Lagrange multiplier method
and dynamic programming, among which the first one is widely used in today’s video
coding due to its lower cost in computation.
So, as we saw in previous section, the constrained optimization problem can be con-
verted mathematically as, for a fixed quantizer scale, the distortion between the original
image X and the thresholded image X̃ given reconstructed image X̂ subject to a bit budget
constraint, i.e
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Alternative unconstrained problem is to minimize









The Figure 5.1 show the variation of R with respect to lambda [28].
It can be seen that as λ increases the rate decreases. It shows a decreasing staircase
curve where the discontinuities correspond to singular values of λ. The black dots at
the singular points represent multiple values of constraints which correspond to multiple
solutions. So by taking a sweep of λ over all possible values (all values on the non-negative
real line) we can find all the solutions to the unconstrained problem.
5.3.1 Empirical Fixed Lambda Method
In 2001, Wiegand and Girod proposed a Lagrange Multiplier selection method [3]. Assum-
ing D to be differentiable everywhere, the minimum of the Lagrangian cost J is given by












In fact, Equation 5.9 indicates that λ corresponds to the negative slope of Rate-
Distortion function, that is λ can be perfectly determined by the models of R and D. If a
sufficiently high rate environment is supposed, the model can be derived as shown in Equa-
tion 5.9 according to the typical high-rate approximation curve for entropy-constrained
scalar quantization [82] (Equation 5.10),






where a and b are two constants. For the D model, preserving the same ”high rate”
assumption, the source probability distribution can be approximated as uniform within








Note that here the quantizer value Q is half the distance of the quantizer reproduction




= c ·Q2 (5.14)
where c is a constant which is experimentally suggested to be 0.85. In summary, this
method, or referenced as ”HR- λ” for convenience, is practical and efficient. Therefore it
was adopted into the reference software not only by H.263 [87][83], but also by H.264/AVC
[84][85], the state-of-art video coding standard. However, its ”high rate” assumption is not
realistic all the time. Furthermore, λ is only related to Q and no property of the input
signal is considered, which results in that it can not adapt to different videos dynamically.
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5.3.2 Bisection Search
The total data rate R is proportional to the Lagrangian multiplier λ, and thus R can be
adjusted to the target rate RT by searching the optimal Lagrangian multiplier. The optimal
Lagrangian multiplier λ can be found by using a bisection method [34]. The bisection
method uses two previously evaluated Lagrangian multipliers, λl and λh. Corresponding
to λl and λh, the distortion and the number of bits allocated are denoted by Pl, Ph, Rl,
Rh respectively.
The bi-sectional search method lowers the gap between λl and λh by computing the
following updated Lagrangian multiplier:
λnew = (Ph − Pl) / (Rh −Rl) (5.15)
Then, the total data rate Rnew corresponding to λnew is evaluated. If Rnew is greater
than the rate requirement RT , we update λh with Rnew while keeping λl the same. The
opposite update is done if Rnew is less than RT . An example of the bi-sectional search
method is shown in Figure 5.2. These update procedures are repeated until Rnew equals
to either Rl or Rh .
The Fixed lambda method is computationally very inexpensive but works good only
for some specific sequences where bit rates are very high. The Bisection search method
gives an optimal λ but is highly computationally intensive and not feasible for online or
real time applications.
For all our simulations the Fixed lambda method was used for its simplicity.
5.4 Simplified SDQ Design based on MSCF-CABAC
In this section, we present a Simplified graph-based SDQ algorithm based on MSCF-
CABAC for the significant coefficients in the block to solve the SDQ problem of Equation
5.7.
The coefficients in a block can be categorized as Significant and non-significant based
on their absolute values. All the non-zero coefficients fall into the category of signifi-
cant coefficients and needs to be coded while the zero coefficients fall into the category
of non-significant coefficients and are not coded. Whether the coefficient is significant
or non-significant is indicated in the Significant Map of the block. Also the number of
bits needed to encode a block of coefficients are largely concentrated on the significant
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Figure 5.2: Lagrangian selection using Bisection Search
coefficients. MSCF-CABAC particularly focus only on efficiently coding the Significant
coefficients, the SDQ for MSCF-CABAC is also designed for Significant coefficient’s. Let
U = {u1, · · ·, uK}, be set of significant coefficients in the block with K significant coeffi-
cients.
Clearly, for given residual U and quantizer (q), the distortion term in Equation 5.7 is
additive within a block and across the block-wise. Also in H.264, encoding of each block
depends not only on itself, but also on its two neighboring blocks due to context adaptivity
across blocks. However, such dependency is very weak and doesn’t affect much towards
rate and are therefore, decoupled in the optimization for the whole frame thus enabling
block by block optimization.
For all significant coefficients in the block, the optimization problem given in Equation
5.7 now reduces to,
u = arg minu d
(
z , T−1 (u · q)
)
+ λ.rγ (u) (5.16)
where r(u) is the number of bits needed for encoding u using MSCF-CABAC given that
its two neighboring blocks have been optimized.
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In general, SDQ is a search in a vector space of quantization outputs for trade-off
between rate and distortion. The efficiency of the search largely depends on how we may
discover and utilize the structure of the vector space, which features the de-quantization
syntax and the entropy coding method of MSCF-CABAC. In this study, we propose to use
a dynamic programming technique to do the search, which requires an additive evaluation
of the RD cost. In the following, we first show the additive distortion computation in the
DCT domain based on the de-quantization syntax in H.264. Second, we design a Simplified
graph for additive evaluation of the rate based on analysis of MSCF-CABAC, with states
being defined according to pair coding syntax and connections being specified according to
context transitions rules. Finally, we discuss the optimality and complexity of the graph-
based algorithm, showing that the graph design helps to solve the minimization problem
of Equation 5.16.
5.4.1 Distortion Computation in the DCT domain
The distortion term in Equation 5.16 is defined in the pixel domain. It contains inverse
DCT, which is not only time consuming, but also makes the optimization problem in-
tractable. Consider that DCT is a unitary transform, which maintains the Euclidean dis-
tance. We choose the Euclidean distance for d(·). Then, the distortion can be computed
in the transform domain in an element-wise additive manner.
As reviewed in Section 3.2.1, the transform and quantization in H.264 are combined
together. Specifically, the residual reconstruction process is
T−1 (u · q) = wT ·
(
u⊗ dq [prem] · 2Pquo/64
)
·w (5.17)
Since ŵ defines a unitary transform, we have
‖ŵT ·Y · ŵ‖2 = ‖Y ‖2 (5.18)
Equivalently, that is,
‖ŵT ·Y · ŵ‖2 = ‖Y ⊗B‖2 (5.19)

























Note that B is obtained based on the given matrices of w and ŵ as shown in Section
3.2.1. Consider z = ŵT
(
ŵ · z · ŵT
)
ŵ. Applying Equation 5.19, we compute the the
distortion term in Equation 5.16 with the Euclidean measure by
D = ‖z − wT ·
(





ŵ · z · ŵT
)
⊗ f − u⊗ dq [prem] · 2Pquo/64
)
· w‖2




w · z · wT
)
⊗ f . The equation of 5.20 brings to us two advantages. The
first is the high efficiency for computing distortion. Note that B and dq are constant
matrices defined in the standard. c is computed before soft decision quantization for given
z. Thus, the evaluation of D consumes only two integer multiplications together with some
shifts and additions per coefficient. More importantly, the second advantage is the resulted
element-wise additive computation of distortion, which enables us to solve the soft decision
quantization problem using the Viterbi algorithm to be presented later.
After applying the result of Equation 5.20 to 5.16, the soft decision quantization prob-
lem becomes
u = arg minu‖c− u⊗ dq [prem] · 2Pquo/64⊗B‖2 + λ · r (u) (5.21)
Note that every bold symbol here, e.g., u, represents a 4x4 matrix. For entropy coding,
the 4x4 matrix of u will be zig-zag ordered into a 1x16 sequence. To facilitate our following
discussion of algorithm design based on CAVLC, we introduce a new denotation, i.e., to
add a bar on the top of a bold symbol to indicate the zig-zag ordered sequence of the
corresponding matrix. E.g., u represents the 1x16 vector obtained by ordering u. Then,
the equation of 5.21 is rewritten as follows,
u = arg minu‖c− u⊗ dq [prem] · 2Pquo/64⊗B‖2 + λ · r (u) (5.22)
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where we still use the symbol ⊗ to indicate the element-wise multiplication between
two vectors. Finally, for simplicity, we denote b (p) = dq [prem] · 2pquo/64 ⊗ B and obtain
the following SDQ problem:
u = arg minu‖c− u⊗ b (p) ‖2 + λ · rCAV LC (u) (5.23)
Note that the rate function r (·) is further clarified to be related to CAV LC2.
5.4.2 Graph Design for SDQ based on MSCF-CABAC
MSCF-CABAC employs an adaptive context updating scheme besides the adaptive con-
text selection scheme for all significant coefficients in the block. The context states (or
probabilities) in a context model for coding a given pair/level, are dependent on all pre-
viously encoded pairs. Hence the problem to tackle becomes a two dimensional problem.
For a given context states the first problem to tackle can be expressed as
u = arg minû‖c− u⊗ b (p) ‖2 + λ · r (u | Ω) (5.24)
where represents context states, or the probabilities in all context models used for
coding non-zero transform coefficient levels u.
The second problem is to update context states based on the obtained quantization
outputs u which is relatively simple problem compared to the first problem.
To solve the problem of 5.23, we develop a graph structure, in which the rate function
r (u |) with given is computed additively. As shown in Figure 5.3, a graph is constructed
based on coding features of MSCF-CABAC. Basically, states are defined based on the
context model selection, which depends on characteristics of significant coefficients in the
block/pairs which is the key difference compared to the H.264 CABAC where the transition
depend only on the absolute value of the coefficient if it is greater than 1 or not.
For a 4× 4 luma block, there could be up to a maximum 8 or less columns with each of
them corresponding to two adjacent significant coefficients in the encode scanning order.
In each column there are up to 4 states. Every state corresponds to a pair of coefficients.
Transitions are established between states according to the characteristics of the coefficients
in that pair. For example from state (S) there could be transition to states (0 0) if the
Quantized coefficient indices in the pair (C14, C15) are (1,1) and can transition to state
(1 0) if (C14, C15) form a primitive model. It could also transition to (2 0) if (C14, C15)
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Figure 5.3: Parallel Transitions
does not form a primitive model and can transition to (3 0) if (C14, C15) has odd last
significant coefficient.
As we can seen that each state may accord to multiple quantization outputs. These
result in multiple transitions between two connected states. There can be as many paral-
lel transitions as the range of coefficients with each according to its unique quantization
output. Clearly, the only difference between these parallel transitions and the transitions
based on context rules is that former is only specific to the quantization output and will
not affect any other connections. Therefore, they are named parallel transitions.
In MSCF-CABAC, a state is defined for a pair of coefficient. So a parallel transition
also defined for a pair of coefficients. In practice, because the distortion is a quadratic
function with respect to the quantization output, it is sufficient to investigate only a few
parallel transitions. Thus the complexity is greatly reduced without sacrificing much of
the RD performance.
63
5.4.3 Rate Distortion Metric Computation in the Graph
Let us denote rs (· |), rl (· |) and rc (· |) as the coding rate for a significant-coefficient-flag
bit, a last-coefficient-flag bit, and a quantized coefficient ui, respectively.
The RD metric for a typical transition can be defined as
gm,i = (ci − bi · ui |)2 + λ · (rs (l | Ω) + rl (l | Ω) + rc (ui | Ω)) (5.25)
Below we details the RD metric for multiple parallel transitions. Also since the encoding
starts only from the First non-zero coefficient transition from S must go to last significant
coefficient which is uK.
Transition 1 :
Consider a transition from the state S to the state E. This transition implies that all
the coefficient in the block are 1 and the significant and last coefficient map is same as
that from the HDQ.
Transition 2 :
Consider a transition from the state S to the mth state (0¡=m¡=2) at the coefficient uk
and denote it as sk,m.This transaction implies that not all the coefficients in the block are
one and the coefficients ate pair-wise coded.
Transition 3 :
Consider a transition from the state S to the mth state (m=3) at the coefficient uk. This
transition implies that the this coefficient is the last significant coefficient in the encode
scanning order. Note this may not be same as the last significant coefficient.
5.4.4 Optimality
Based on the graph design and the metric computation discussed above, the solution to
5.23 now becomes a problem of searching for a path in the graph for the minimal RD cost.
It is not hard to see that the proposed graph design would allow an element-wise additive
computation of the RD cost in 5.23 with given . In this case, the Viterbi algorithm can
be used to do the search. By examining the details of MSCF-CABAC, it is not hard to
see that for any given path and its corresponding coefficient sequence, the accumulated
metric along the path can be easily computed by 5.24. Thus, applying Viterbi algorithm
to search the graph leads to the solution of the problem in 5.23.
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In general, the optimality of the above SDQ algorithm for 5.3 is not guaranteed due to
following reasons
1. Limited search space in a vector space of quantization outputs.
2. Multi-dimensional dependencies involved in the search for optimal path.
Nevertheless, it can be shown that the proposed graph design leads to the optimal solution
to 5.23. Thus the SDQ algorithm is referred to as being near-optimal for solving 5.3.
5.4.5 Complexity
The complexity of the proposed graph-based SDQ algorithm (i.e., dynamic programming
applied to Graph 5.3) depends on three factors, i.e.,
1. Number of columns
2. Number of states in each column
3. Number of parallel transitions for each connection.
5.5 Comparison
5.5.1 Objective Analysis
The proposed MSCF-CABAC compression scheme has been implemented in H.264 JM
reference software. In this section we provide a review of analysis between H.264 with
MSCF-CABAC with SDQ with H.264 JM CABAC with RDOQ. Comparative studies of
the coding performance are shown by RD curves, with the distortion being measured by
PSNR. Figures 5.4 shows the RD curves for Basket-Ball drive sequence measured over 50
frames covering all picture types. Comparisons are conducted among four encoders, i.e., a
Main profile encoder with the proposed MSCF-CABAC, a main profile reference encoder
with CABAC and RDOQ OFF, a Main profile encoder with the proposed SDQ for MSCF-
CABAC and a Main profile encoder with the CABAC and RDOQ enabled. Also Fixed
lambda method discussed in section 5.3.1 was used for both proposed SDQ and RDOQ
method in reference software implementation.
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Experiments over a set of five video sequences (i.e., BasketballDrive, BlowingBubbles,
BQMall, BQSquare, ChinaSpeed, ParkScene, Cactus, show the proposed SDQ based on
MSCF-CABAC achieves an average 10% rate reduction while preserving the same PSNR
CABAC and 3% over the RD optimization in [75] with the Main profile profile.
Figure 5.4: Basket Ball Drive Graph
5.5.2 Subjective Analysis
The proposed SDQ for MSCF-CABAC is also subjectively better than over the RD opti-
mization in [75] as it preserves more details. One of the key drawbacks is that the PSNR or
R-D metric is not optimal from visual perspective. Typically SDQ algorithm tries to trade-
off some distortion for gaining rate, especially, tries to cancel the Significant coefficients
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with absolute value of 1. This is not desirable from the perceptual quality perspective
though. Since SDQ based on MSCF-CABAC efficiently represents the significant coeffi-
cients with less scope of cancellation, it is observed to preserve more details in textured





Conclusion and Future Work
This chapter concludes the thesis with a summary of contributions and presents a few
thoughts on future research.
6.1 Conclusions
In this thesis, we first briefly studied the existing Image/video compression schemes with
main focus on Surface/curve fitting. We discussed the techniques traditionally employed by
Hybrid video coding standards. Then we proposed a curve fitting based Context adaptive
Binary Arithmetic coding to efficiently optimize the significant coefficients in the block. In
the process we defined a set of new syntax element with their motivation.
The Proposed Multi-symbol Curve-fit CABAC was incorporated into the encoder and
decoder of the JM 18.3 software. It was applied to the coding of significant coefficients.
Experiments were performed using common conditions specified in [77] for nine different
set of sequences. Table 4.15 lists the comparison results of proposed MSCF-CABAC vS
H264 CABAC for three different operating points (High Rate, Medium Rate and Low
Rate). The QP values used for High rate range from 22-26, for Medium rate from 28-32
and for low Rate from 34-38.
• Compression efficiency
Average Percentage Bitrate gain for same PSNR of proposed MSCF-CABAC com-
pared to H264 CABAC for High rate, Mid Rate and Low Rate are 0.36%, 1.07% and
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0.83% respectively. Peak Percentage Bitrate gain for these sequences in same order
are 0.62%, 3.87%, 3.02%.
• Throughput improvement/Bin Reduction Average Percentage Total Picture
Bins Reduction at the above mentioned operating points for proposed MSCF-CABAC
compared to H264 CABAC for High rate, Mid Rate and Low Rate are 0.55%, 1.33%
and 1.05% respectively. Average Percentage Total Picture Bins Reduction for these
sequences in same order are 0.83%, 4.11%, 2.65%.
Total coefficients Bin Reduction (significant Map, Last Coefficient Map and Residual
Level and sign coding).
Average Percentage Total coefficients Bin Reduction at the above mentioned operating
points for proposed MSCF-CABAC compared to H264 CABAC for High rate, Mid Rate
and Low Rate are 1.17%, 2.63% and 3.59% respectively. Peak Percentage Bitrate gain for
these sequences in same order are 1.67%, 4.94%, 5.67%.
Further, In Chapter 6 we proposed a Simplified graph-based SDQ algorithm based on
MSCF-CABAC entropy coding for optimizing the significant coefficients in the block. With
a similar comparative setting, experiments in Chapter 6 have showed that the proposed
graph-based SDQ algorithm based on MSCF-CABAC achieves on average of 10% rate
reduction over the JM reference software for main profile H.264 codec with CABAC and
RDOQ off., and an average of 2% gain consistently when RDOQ is enabled. Also we
demonstrated the complexity of proposed SDQ is dependent on the characteristic of the
coefficient in the block and based on statistics it is much less or comparable than the
complexity of the RDOQ in JM H.264 Standard.
6.2 Future Research
Needless to say, there are many topics left for future work. Yet, in the following, we discuss
a few of them.
6.2.1 Higher Order Curve fitting
In this thesis, from the idea of curve fitting, we proposed an technique to exploit the first
order dependency of the quantized transform coefficients. However the coefficient’s do
exhibit higher order dependencies in a block. By exploiting this higher order dependencies
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and finding efficient representations of an image using polynomial fitting can result in a
superior value of PSNR and subjectively quality. Though it comes with own challenges
like finding the best high-order fitting scheme for different contents and computationally
requirement. Also more complex fitting schemes require more data to convey to the decode.
If the above challenges can be addressed, it is only prudent to apply high-order curve fitting
techniques to achieve better compression.
6.2.2 JOINT R-D optimizations Framework
Video compression generally assumes four types (temporal, spatial, psycho-visual, and
statistical) of redundancy, leading to a hybrid coding structure [30], as shown in Figure
1.2. The hybrid structure employs four coding parts, i.e., motion compensation, transform,
quantization, and entropy coding to reduce each of those redundancies. H.264, the newest
hybrid video compression standard [75], has proved its superiority in coding efficiency
over its precedents, largely due to its improved coding technologies for each individual
coding part from efficient prediction modes to complex binary arithmetic coding. It can be
Intuitively demonstrated that each coding part is not entirely independent and they affect
the overall R-D performance of other coding parts. For example, From the correlation
point the more effective is motion compensation, the less correlated are the residuals, thus
the less interesting for transforming the residual to the frequency domain.
This thesis only focuses on one of the coding part, the Entropy coding design. It
would be interesting to see how much RD theoretic studies can help to further improve the
coding performance for H.264 by jointly designing the whole hybrid coding structure with






Below table Summarizes in great detail the different probabilities of occurrence of coefficient
Indices for all range of QPs and all picture types.
BasketBall Drive
Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 93.7 5.938 0.3 0.04
1 I 32 98.3 1.622 0.1 0.02
1 I 37 98.8 1.152 0.1 0.02
1 I 42 99.1 0.887 0 0.01
1 I 47 99.3 0.634 0.1 0.01
1 P 22 94 5.457 0.4 0.08
1 P 32 97.5 2.359 0.1 0.03
1 P 37 98.1 1.751 0.1 0.02
1 P 42 98.7 1.247 0.1 0.01
1 P 47 99.2 0.791 0 0.01
1 B 22 93.3 5.979 0.6 0.12
1 B 32 97.9 1.958 0.1 0.01
1 B 37 98.5 1.372 0.1 0.01
1 B 42 99 0.958 0.1 0
1 B 47 99.6 0.358 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 85 13.1 0.97 0.33 0.03 0.42
2 I 32 88 10.3 1.51 0.2 0.02 0.31
2 I 37 90 8.36 0.89 0.17 0.07 0.13
2 I 42 93 5.3 1.11 0.14 0 0.07
2 I 47 92 7.25 0.78 0 0 0
2 P 22 85 12.9 1.34 0.54 0.06 0.6
2 P 32 88 10 1.16 0.36 0.03 0.27
2 P 37 88 10 1.37 0.3 0.02 0.16
2 P 42 92 7.3 0.73 0.13 0 0.21
2 P 47 95 4.74 0.35 0.18 0 0
2 B 22 86 11.6 1.47 0.52 0.06 0.58
2 B 32 89 9.33 1.15 0.2 0.02 0.15
2 B 37 92 6.68 0.85 0.08 0 0.03
2 B 42 94 5.69 0.23 0.11 0 0
2 B 47 96 3.57 0 0 0 0
Block coeffs > 0 Picture Type QP 1% 1-2% 2-3% >3%
3 I 22 0 94.02 4.2 1.79
3 I 32 0 94.88 3.8 1.33
3 I 37 0 96.59 2.5 0.91
3 I 42 0 95.4 3 1.61
3 I 47 0 95.59 3.5 0.88
3 P 22 0 94.23 4 1.75
3 P 32 0 93.22 5.1 1.69
3 P 37 0 93.44 5 1.58
3 P 42 0 95.35 3.6 1.03
3 P 47 0 95.35 4.7 0
3 B 22 0 95.74 2.9 1.32
3 B 32 0 96.12 3.2 0.66
3 B 37 0 97.15 2.4 0.47
3 B 42 0 96 2.9 1.14
3 B 47 0 94.74 5.3 0
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Block coeffs Picture Type QP 1% 1-2% 2-3% >3%
4 I 22 45.9 37.59 11 5.48
4 I 32 45 40 11 4.16
4 I 37 50.9 37.91 7.1 4.03
4 I 42 64.7 29.41 3.5 2.35
4 I 47 56.7 40 3.3 0
4 P 22 48.5 35.05 10 5.96
4 P 32 43.1 39.57 12 5
4 P 37 43.5 42.51 11 3.12
4 P 42 61.2 30.22 7.2 1.44
4 P 47 75 16.67 8.3 0
4 B 22 55.3 31.54 8.7 4.39
4 B 32 50.5 39.28 7.6 2.58
4 B 37 53.6 37.5 6 2.98
4 B 42 69.2 19.23 12 0
Block coeffs Picture Type QP 1% 1-2% 2-3% >3%
5 I 22 31.5 37.09 18 13.2
5 I 32 20.5 47.62 21 10.6
5 I 37 27.6 49.66 14 8.97
5 I 42 48.1 25.93 26 0
5 I 47 57.1 28.57 0 14.3
5 P 22 37.6 36.4 15 10.7
5 P 32 23.7 42.42 22 11.8
5 P 37 27.2 52.63 14 6.41
5 P 42 50 35.29 8.8 5.88
5 B 22 42.3 35.36 13 8.93
5 B 32 33.1 45.09 18 4.28
5 B 37 42.9 41.76 9.9 5.49
5 B 42 50 50 0 0
Blowing Bubbles
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 90.4 8.59 0.8 0.2
1 I 27 92.9 6.75 0.3 0.1
1 I 32 95.9 3.75 0.34 0
1 I 37 97.1 2.56 0.28 0.1
1 I 42 97.6 2.11 0.29 0
1 I 47 97.9 1.93 0.11 0.1
1 P 22 88 9.37 1.86 0.8
1 P 27 91.7 7.19 0.86 0.2
1 P 32 96 3.66 0.27 0.1
1 P 37 97.4 2.25 0.23 0.1
1 P 42 98.3 1.5 0.12 0.1
1 P 47 98.4 1.6 0 0
1 B 22 91.2 7.3 1.16 0.3
1 B 27 93.5 5.8 0.56 0.1
1 B 32 96.4 3.33 0.18 0
1 B 37 98.1 1.75 0.19 0
1 B 42 97.1 2.73 0.18 0
1 B 47 97.8 2.2 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 81.5 15 1.52 0.69 0 0.83
2 I 32 86.2 11 1.35 0.42 0.17 0.42
2 I 27 84.4 13 0.85 0.56 0.14 0.77
2 I 37 85.4 13 0.8 0.13 0 0.27
2 I 42 93 6.1 0.84 0 0 0
2 I 47 95.9 3.2 0.91 0 0 0
2 P 22 80.7 15 2.01 1.06 0.11 1.6
2 P 27 84.8 12 1.71 0.81 0.07 0.9
2 P 32 88 10 1.45 0.07 0.04 0.32
2 P 37 92.7 5.3 1.3 0.08 0.08 0.46
2 P 42 92.8 6.9 0.28 0 0 0
2 P 47 93.9 6.1 0 0 0 0
2 B 22 81.9 14 1.63 0.78 0.07 1.75
2 B 27 84.9 12 1.59 0.73 0.06 0.67
2 B 32 87.9 10 1.12 0.19 0 0.42
2 B 37 86.5 13 0.46 0 0 0.46
2 B 42 89.7 8.4 1.87 0 0 0
2 B 47 88.9 11 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 93.6 4.02 2.3
3 I 27 0 94.3 3.84 1.8
3 I 32 0 96.3 2.68 1
3 I 37 0 97.6 1.69 0.7
3 I 42 0 99.3 0.69 0
3 I 47 0 100 0 0
3 P 22 0 93 4.31 2.7
3 P 27 0 94.5 3.6 1.9
3 P 32 0 96.3 2.48 1.2
3 P 37 0 94.9 3.1 2
3 P 42 0 93.7 2.53 3.8
3 P 47 0 100 0 0
3 B 22 0 94.4 3.41 2.2
3 B 27 0 94.9 3.29 1.8
3 B 32 0 94.9 2.85 2.2
3 B 37 0 92.8 4.31 2.9
3 B 42 0 100 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 50.1 35.7 9.82 4.4
4 I 27 48.9 37.8 9.09 4.3
4 I 32 56.7 34.7 6.75 1.9
4 I 37 59.8 34.7 4.63 0.8
4 I 42 82.4 16.2 1.35 0
4 I 47 84.2 15.8 0 0
4 P 22 55 31.1 9.05 4.9
4 P 27 58.2 30.2 7.55 4
4 P 32 61 32 4.77 2.3
4 P 37 64.9 28.9 5.06 1.2
4 P 42 57.1 28.6 14.3 0
4 B 47 65.7 23.6 6.63 4.1
4 B 22 59.3 29.2 7.64 3.8
4 B 27 63.9 27 6.52 2.6
4 B 32 62.1 29.3 8.62 0
4 B 37 0 100 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 34.2 40.2 14.6 11
5 I 27 39.5 40.6 14 5.9
5 I 32 53.6 36.3 7.77 2.3
5 I 37 48.6 44.6 4.05 2.7
5 I 42 79.4 20.6 0 0
5 I 47 90 10 0 0
5 P 22 50.1 30.5 10.7 8.7
5 P 27 49.2 33.9 10.9 6
5 P 32 51.1 36.4 8.79 3.7
5 P 37 62.8 28.8 7.05 1.3
5 P 42 37.5 62.5 0 0
5 B 47 59.2 24.6 9.28 6.9
5 B 22 46.8 37.5 10.7 5
5 B 27 54 36.8 7.28 2
5 B 32 76.9 15.4 7.69 0
BQMall
Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 91.9 7.35 0.57 0.15
1 I 27 94.5 4.98 0.29 0.23
1 I 32 96.5 2.98 0.36 0.12
1 I 37 97.1 2.54 0.2 0.15
1 I 42 97.3 2.33 0.34 0.02
1 I 47 97.7 2.03 0.21 0.08
1 P 22 91.3 6.88 1.25 0.61
1 P 27 93.1 5.65 0.85 0.45
1 P 32 95.7 3.72 0.43 0.13
1 P 37 96.6 2.98 0.29 0.09
1 P 42 98.2 1.61 0.13 0.05
1 P 47 98.3 1.69 0.04 0
1 B 22 93.2 5.59 0.84 0.33
1 B 27 94.8 4.3 0.68 0.18
1 B 32 97.1 2.57 0.26 0.06
1 B 37 97.9 1.88 0.18 0
1 B 42 98.9 1.1 0 0
1 B 47 98.8 1.18 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 80.5 16.2 1.43 0.79 0.07 0.98
2 I 32 88.3 9.41 1.7 0.39 0 0.24
2 I 27 84 13 1.95 0.43 0.13 0.48
2 I 37 87.9 10.3 1.23 0.25 0.11 0.18
2 I 42 92 6.74 0.99 0.11 0.06 0.11
2 I 47 93.8 5.66 0.42 0.14 0 0
2 P 22 81 14 2.64 0.96 0.19 1.26
2 P 27 83.9 13.1 1.63 0.46 0.11 0.82
2 P 32 87.9 10.1 1.11 0.37 0.04 0.51
2 P 37 90.6 7.92 1.16 0.17 0 0.12
2 P 42 93.5 6.12 0.34 0.06 0 0
2 P 47 94.2 5.81 0 0 0 0
2 B 22 85.2 10.4 2.28 0.91 0.13 1.01
2 B 27 88.4 8.52 1.87 0.64 0.09 0.49
2 B 32 90.6 7.6 1.2 0.34 0.02 0.19
2 B 37 92.6 6.51 0.62 0.28 0 0
2 B 42 95.1 4.18 0.7 0 0 0
2 B 47 100 0 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 93.8 3.93 2.28
3 I 27 0 94 3.84 2.11
3 I 32 0 96.1 2.5 1.36
3 I 37 0 96.3 2.38 1.32
3 I 42 0 96.3 2.91 0.75
3 I 47 0 97.7 1.85 0.5
3 P 22 0 95.1 2.89 2.01
3 P 27 0 95.1 2.9 2.01
3 P 32 0 96.7 2.47 0.83
3 P 37 0 96.6 2.66 0.77
3 P 42 0 97.6 2.09 0.35
3 P 47 0 96.8 3.23 0
3 B 22 0 95.5 2.87 1.65
3 B 27 0 96.2 2.55 1.22
3 B 32 0 97.1 2.4 0.55
3 B 37 0 97.9 1.87 0.19
3 B 42 0 97.4 2.56 0
3 B 47 0 100 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 41.2 38 12.4 8.43
4 I 27 42 39.3 12.7 5.89
4 I 32 50.8 36 10.3 2.8
4 I 37 57.8 32.1 7.18 2.93
4 I 42 63.5 30.1 4.34 2.04
4 I 47 64.9 29.4 4.12 1.55
4 P 22 47.7 32.8 12.4 7.1
4 P 27 48.7 35.8 10.1 5.29
4 P 32 53 35.8 8.03 3.17
4 P 37 56.5 34.2 7.69 1.62
4 P 42 70.6 24.6 4.28 0.53
4 P 47 66.7 33.3 0 0
4 B 22 59.5 27.4 8.1 5.01
4 B 27 57.5 31 8.16 3.27
4 B 32 59.7 32.1 6.55 1.65
4 B 37 62.5 34.9 2.63 0
4 B 42 75 25 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 27.7 39.8 18.6 13.8
5 I 27 31 38.8 17.6 12.6
5 I 32 36.5 43.6 12.9 7
5 I 37 46 38.9 10.8 4.32
5 I 42 53.4 35.2 10.2 1.14
5 I 47 57.1 36.5 6.35 0
5 P 22 36.4 35.2 16.2 12.2
5 P 27 34.4 39.8 15.7 10
5 P 32 39.3 41.1 13.8 5.74
5 P 37 41.3 41.4 14.3 3.02
5 P 42 69.2 23.1 2.56 5.13
5 P 47 100 0 0 0
5 B 22 49.1 31 11.3 8.57
5 B 27 44.3 37.1 12.4 6.14
5 B 32 45.6 41 10.7 2.72
5 B 37 59.5 33.3 7.14 0
BQSquare
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 93.02 6.36 0.31 0.31
1 I 27 95.83 3.25 0.61 0.31
1 I 32 95.11 4.13 0.25 0.51
1 I 37 94.75 3.87 0.83 0.55
1 I 42 95.78 3.23 0.72 0.27
1 I 47 96.23 2.81 0.7 0.26
1 P 22 96.33 3.35 0.32 0
1 P 27 94.82 4.69 0.49 0
1 P 32 94.03 5.26 0.71 0
1 P 37 98.14 1.86 0 0
1 P 42 99.78 0.22 0 0
1 P 47 97.56 2.44 0 0
1 B 22 91.11 8.11 0.66 0.12
1 B 27 95.86 3.97 0.14 0.03
1 B 32 98.4 1.6 0 0
1 B 37 100 0 0 0
1 B 42 98.53 1.47 0 0
1 B 47 100 0 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 86.2 10.8 1.5 0.3 0.15 1.05
2 I 32 83.3 14.2 1.37 0.27 0 0.82
2 I 27 87.5 8.93 2.01 0.89 0 0.67
2 I 37 87.6 9.8 1.09 0.65 0 0.87
2 I 42 89.6 7.94 1.06 0.53 0.18 0.71
2 I 47 87.8 8.68 2.67 0.67 0 0.17
2 P 22 86.3 11.5 1.51 0.47 0 0.19
2 P 27 89.4 9.09 0.93 0.4 0.07 0.13
2 P 32 92.2 6.67 1.03 0.11 0 0
2 P 37 98.8 0.82 0.35 0 0 0
2 P 42 92.6 6.67 0.37 0.37 0 0
2 P 47 94.1 4.24 0.85 0.85 0 0
2 B 22 88.5 10.4 0.78 0.21 0.02 0.04
2 B 27 94.9 4.72 0.32 0.07 0.02 0.02
2 B 32 98.1 1.58 0.18 0.18 0 0
2 B 37 93.7 6.34 0 0 0 0
2 B 42 100 0 0 0 0 0
2 B 47 83.3 16.7 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 97.1 2.11 0.81
3 I 27 0 94.8 2.86 2.34
3 I 32 0 97.1 1.75 1.17
3 I 37 0 96.6 2 1.4
3 I 42 0 96.3 2.43 1.22
3 I 47 0 96.8 2.08 1.12
3 P 22 0 99.3 0.65 0
3 P 27 0 99.4 0.53 0.05
3 P 32 0 99.7 0.24 0.06
3 P 37 0 99.5 0.35 0.18
3 P 42 0 98.8 0.61 0.61
3 P 47 0 100 0 0
3 B 22 0 99.6 0.36 0.04
3 B 27 0 99.7 0.29 0.03
3 B 32 0 99.8 0.22 0
3 B 37 0 98.7 0 1.32
3 B 42 0 100 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 71.51 22 3.76 2.69
4 I 27 63.33 26.4 5.64 4.62
4 I 32 50.77 35.5 7.14 6.63
4 I 37 60.16 29.3 6.25 4.3
4 I 42 58.6 32.9 5.68 2.84
4 I 47 57.69 35.2 5 2.12
4 P 22 72.83 19.5 5.59 2.09
4 P 27 76.3 19.2 3.42 1.11
4 P 32 89.14 9.01 1.37 0.48
4 P 37 77.18 17.7 3.3 1.8
4 P 42 74.19 23.7 2.15 0
4 P 47 100 0 0 0
4 B 22 77.78 18.1 3.3 0.8
4 B 27 81.84 15.9 2.03 0.22
4 B 32 76 18.9 3.43 1.71
4 B 37 67.74 22.6 9.68 0
4 B 42 100 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 62.3 24 8.81 4.92
5 I 27 45.45 33.6 11.2 9.7
5 I 32 48.15 32.6 14.3 4.94
5 I 37 45.61 36.8 11.4 6.14
5 I 42 47.29 41.6 8.24 2.82
5 I 47 55.42 34.9 6.43 3.21
5 P 22 65.17 24.4 7.27 3.19
5 P 27 72.9 20.2 5.08 1.78
5 P 32 83.71 12.8 2.86 0.62
5 P 37 53.62 31.4 10.1 4.83
5 P 42 56.67 40 3.33 0
4 P 47 100 0 0 0
5 B 22 72.21 22.5 3.96 1.3
5 B 27 77.16 18.8 3.25 0.84
5 B 32 58.26 29.6 8.7 3.48
5 B 37 53.85 46.2 0 0
BQTerrace
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 95.94 3.76 0.23 0.07
1 I 27 96.68 3 0.26 0.06
1 I 32 96.94 2.77 0.22 0.08
1 I 37 96.83 2.76 0.3 0.1
1 I 42 97.17 2.52 0.24 0.07
1 I 47 97.52 2.24 0.17 0.07
1 P 22 98.38 1.52 0.08 0.02
1 P 27 98.03 1.78 0.17 0.02
1 P 32 98.42 1.47 0.1 0.01
1 P 37 99 0.91 0.09 0
1 P 42 99 0.96 0.03 0.01
1 P 47 98.96 0.95 0.09 0
1 B 22 98.82 1.12 0.05 0.01
1 B 27 98.63 1.29 0.07 0.01
1 B 32 99.15 0.8 0.05 0
1 B 37 99.33 0.65 0.01 0
1 B 42 99.35 0.65 0 0
1 B 47 99.52 0.48 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 91 7.54 0.78 0.24 0.05 0.39
2 I 32 88.1 9.65 1.26 0.51 0.08 0.39
2 I 27 88.1 9.65 1.24 0.42 0.05 0.59
2 I 37 88.8 9.09 1.32 0.36 0.07 0.4
2 I 42 91.2 6.81 1.49 0.35 0.02 0.12
2 I 47 90.9 6.6 2.16 0.23 0.03 0.07
2 P 22 94.9 4.33 0.53 0.11 0.02 0.08
2 P 27 93.8 5.26 0.72 0.16 0.01 0.1
2 P 32 93.5 5.27 0.88 0.22 0.01 0.08
2 P 37 94.4 4.43 0.98 0.1 0 0.12
2 P 42 94.4 4.54 0.87 0.17 0 0
2 P 47 92.8 6.4 0.8 0 0 0
2 B 22 96.8 2.86 0.28 0.07 0.01 0.01
2 B 27 96.2 3.17 0.53 0.08 0 0.01
2 B 32 95.6 3.5 0.68 0.15 0.01 0.03
2 B 37 95.6 3.96 0.41 0 0 0.06
2 B 42 95.1 4.43 0.49 0 0 0
2 B 47 100 0 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 97.1 1.57 1.36
3 I 27 0 95.4 2.99 1.62
3 I 32 0 96.3 2.52 1.19
3 I 37 0 96.5 2.39 1.15
3 I 42 0 96.8 2.46 0.69
3 I 47 0 97.5 1.87 0.65
3 P 22 0 99.4 0.49 0.16
3 P 27 0 99 0.8 0.24
3 P 32 0 98.8 0.93 0.28
3 P 37 0 98.1 1.65 0.23
3 P 42 0 98.3 1.72 0
3 P 47 0 100 0 0
3 B 22 0 99.9 0.12 0.02
3 B 27 0 99.5 0.34 0.13
3 B 32 0 99.4 0.48 0.16
3 B 37 0 98.5 1.49 0
3 B 42 0 100 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 59.74 27.9 8.11 4.27
4 I 27 48.09 37.6 9.44 4.86
4 I 32 48.86 38.2 9.19 3.74
4 I 37 51.92 37.1 8.03 2.92
4 I 42 56.95 35.6 5.84 1.56
4 I 47 55.33 38.3 5.36 1.04
4 P 22 81.35 15.9 2.1 0.64
4 P 27 77.71 18.4 3.13 0.8
4 P 32 69.58 25.1 4.24 1.05
4 P 37 62.08 32.6 3.66 1.64
4 P 42 62.89 29.9 6.19 1.03
4 P 47 50 50 0 0
4 B 22 89.73 9.16 0.91 0.2
4 B 27 81.57 15.3 2.39 0.76
4 B 32 68.26 26.2 4.46 1.06
4 B 37 65 31.4 2.73 0.91
4 B 42 77.78 11.1 11.1 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 45.63 34.4 12.5 7.52
5 I 27 33.57 41.7 15.5 9.28
5 I 32 33.7 44.4 14.3 7.68
5 I 37 37.16 43.7 13.9 5.24
5 I 42 40.87 45.9 9.62 3.58
5 I 47 43.34 47.1 6.98 2.6
5 P 22 73.09 22 3.55 1.34
5 P 27 68.84 23.8 5.38 1.99
5 P 32 55.86 33 8.1 3.07
5 P 37 43.65 44.3 9.63 2.46
5 P 42 39.29 57.1 0 3.57
5 B 22 84.36 13.6 1.62 0.43
5 B 27 67.84 24.6 5.65 1.91
5 B 32 49.3 37.3 11.3 2.1
5 B 37 52.54 44.1 1.69 1.69
Cactus
Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 93.1 6.4 0.44 0.05
1 I 32 97 2.8 0.16 0.05
1 I 37 97.6 2.18 0.16 0.05
1 I 42 98.2 1.63 0.13 0.04
1 I 47 98.2 1.58 0.17 0.04
1 P 22 90.1 7.82 1.38 0.73
1 P 32 95.4 4.16 0.4 0.06
1 P 37 97.8 2.03 0.14 0.01
1 P 42 98.8 1.13 0.03 0
1 P 47 99.3 0.66 0.03 0
1 B 22 91.9 6.83 0.98 0.31
1 B 32 98.1 1.75 0.17 0.02
1 B 37 99.1 0.82 0.07 0.01
1 B 42 99.5 0.5 0 0.02
1 B 47 99.7 0.28 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 81.6 16.1 1.2 0.46 0.05 0.56
2 I 37 90 7.78 1.5 0.42 0.07 0.22
2 I 32 88.5 9.62 1.19 0.34 0.03 0.29
2 I 42 90.4 8.06 1.03 0.24 0.04 0.2
2 I 47 92 6.8 0.77 0.28 0.03 0.15
2 P 22 78.8 17 1.66 0.77 0.07 1.66
2 P 32 89.6 8.69 1.12 0.35 0.04 0.22
2 P 37 90.3 8.14 1.13 0.24 0.02 0.15
2 P 42 92.8 6.59 0.43 0.05 0.05 0.05
2 P 47 94 3.13 2.82 0 0 0
2 B 22 86.2 10.9 1.34 0.6 0.06 0.95
2 B 32 91.8 6.58 0.95 0.41 0.03 0.22
2 B 37 91.8 6.79 1 0.36 0 0.09
2 B 42 92.2 7.34 0 0.46 0 0
2 B 47 97.6 0 2.38 0 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 93.6 4.65 1.79
3 I 32 0 95.4 3.4 1.16
3 I 37 0 95.1 3.31 1.61
3 I 42 0 95.1 3.99 0.87
3 I 47 0 94.5 4.59 0.94
3 P 22 0 92.3 4.79 2.96
3 P 32 0 96.3 2.81 0.91
3 P 37 0 96.3 3.15 0.59
3 P 42 0 97.1 2.54 0.36
3 P 47 0 91.5 6.38 2.13
3 B 22 0 95.7 2.82 1.44
3 B 32 0 96.3 2.79 0.87
3 B 37 0 95.6 3.61 0.83
3 B 42 0 96.6 3.45 0
3 B 47 0 77.8 22.2 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 42.8 40.4 11.4 5.4
4 I 32 46.2 39.6 9.64 4.53
4 I 37 47.5 40.7 8.64 3.12
4 I 42 51.2 37.5 6.77 4.62
4 I 47 53.1 35.4 7.18 4.31
4 P 22 42.6 38.4 11.8 7.22
4 P 32 55.5 34.6 7.22 2.66
4 P 37 48 43.8 6.3 1.89
4 P 42 58.7 30.3 6.42 4.59
4 P 47 77.8 11.1 11.1 0
4 B 22 63.6 27.1 6.28 3.05
4 B 32 55 36 6.93 2.11
4 B 37 52 39 7.32 1.63
4 B 42 63.6 36.4 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 29.1 42.2 17.2 11.4
5 I 32 28.2 45.5 17.2 9.07
5 I 37 35 45.1 11.7 8.15
5 I 42 40.1 43 11.6 5.23
5 I 47 37.5 51.8 7.14 3.57
5 P 22 33.9 39.9 15.6 10.7
5 P 32 40.6 40.8 12.7 5.82
5 P 37 34.6 48 13.4 4.04
5 P 42 21.7 56.5 4.35 17.4
5 B 22 54.9 30.7 9.15 5.31
5 B 32 39 42.4 12.6 6.05
5 B 37 25 55.6 8.33 11.1
5 B 42 100 0 0 0
ChinaSpeed
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 90.2 9.18 0.51 0.09
1 I 27 94.6 5.1 0.25 0.06
1 I 32 97.8 1.97 0.16 0.06
1 I 37 98 1.59 0.21 0.17
1 I 42 97.8 1.72 0.29 0.18
1 I 47 97.5 2.06 0.22 0.18
1 P 22 86.2 9.22 1.82 2.74
1 P 27 88.2 7.06 1.6 3.11
1 P 32 87.8 7.26 3.2 1.71
1 P 37 88.5 10.6 0.74 0.14
1 P 42 98.7 1.13 0.05 0.08
1 P 47 98.9 0.95 0.09 0.06
1 B 22 88.6 8.96 1.5 0.9
1 B 27 94.7 4.29 0.69 0.31
1 B 32 96.8 2.72 0.32 0.17
1 B 37 98 1.78 0.16 0.06
1 B 42 98.9 0.84 0.2 0.05
1 B 47 98.4 1.63 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 84.5 13 1.4 0.3 0.1 0.72
2 I 32 89.5 7.75 1.6 0.5 0.1 0.5
2 I 27 87.8 9.68 1.5 0.3 0 0.7
2 I 37 88.6 8.72 1.3 0.4 0.3 0.64
2 I 42 88.9 8.39 1.6 0.4 0.1 0.53
2 I 47 91 6.56 1.1 0.6 0.3 0.39
2 P 22 78 14.7 2 0.9 0.1 4.32
2 P 27 84.1 9.35 2 0.8 0.2 3.43
2 P 32 86.6 8.78 2.8 0.8 0.1 0.91
2 P 37 89.3 7.48 2.2 0.8 0 0.25
2 P 42 93.2 5.27 1.3 0.2 0 0
2 P 47 95.5 3.2 0.9 0.4 0 0
2 B 22 83.2 12.7 2 0.7 0.1 1.3
2 B 27 90.6 6.39 1.9 0.4 0.1 0.65
2 B 32 92.1 5.51 1.7 0.2 0.1 0.46
2 B 37 94 4.06 1.4 0.2 0 0.27
2 B 42 96.5 2.94 0.5 0.1 0 0.07
2 B 47 94.6 5.36 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 94.2 3.37 2.44
3 I 27 0 93.9 3.74 2.33
3 I 32 0 94.7 3 2.28
3 I 37 0 96.1 2.29 1.57
3 I 42 0 97.4 2.1 0.54
3 I 47 0 95.6 3.42 0.96
3 P 22 0 90.9 4.04 5.02
3 P 27 0 92.7 4 3.29
3 P 32 0 93.9 3.8 2.28
3 P 37 0 96.3 2.57 1.13
3 P 42 0 97.1 2.18 0.69
3 P 47 0 98.9 1.08 0
3 B 22 0 94.9 3.18 1.87
3 B 27 0 96.8 2.23 1
3 B 32 0 98 1.37 0.63
3 B 37 0 98.8 1.08 0.11
3 B 42 0 99.5 0.43 0.11
3 B 47 0 100 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 51.4 29.8 8.97 9.83
4 I 27 54.7 25.6 7.73 12
4 I 32 53 29 8.51 9.49
4 I 37 53.4 32.6 7.07 6.91
4 I 42 60.7 27 8.22 4.01
4 I 47 62.4 26.2 8.46 2.99
4 P 22 51.9 28.3 9.54 10.2
4 P 27 51.3 23.9 10.2 14.6
4 P 32 57.3 26.3 10.7 5.64
4 P 37 71.6 20.7 4.44 3.24
4 P 42 82 14.6 2.34 0.98
4 P 47 84.2 12.8 2.46 0.49
4 B 22 61.3 25.2 7.7 5.81
4 B 27 68.7 20.4 6.21 4.71
4 B 32 74.5 18.5 4.72 2.26
4 B 37 83.9 13.6 2.02 0.55
4 B 42 88.8 10.1 0.95 0.16
4 B 47 81.8 18.2 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 44 33.8 12.6 9.55
5 I 27 45.6 32.3 11.7 10.3
5 I 32 42.2 36.8 13.1 7.89
5 I 37 45.2 36.1 12 6.63
5 I 42 51.5 35.5 9.06 3.99
5 I 47 57.8 29.3 9.15 3.74
5 P 22 48 28 11.8 12.2
5 P 27 50.9 24.6 11.5 13
5 P 32 60.3 26.1 7.58 6.04
5 P 37 68.2 23 6.87 1.92
5 P 42 80.5 16.5 2.66 0.38
5 P 47 75 20.3 4.69 0
5 B 22 60.6 23.8 9.13 6.52
5 B 27 69.1 21 6.29 3.59
5 B 32 75.8 18.3 4.13 1.7
5 B 37 81.5 15.3 2.63 0.55
5 B 42 82.7 15.3 1 1
Kimono1
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 91.4 8.11 0.46 0.05
1 I 27 92.3 7.38 0.26 0.02
1 I 32 96.8 3.03 0.11 0.02
1 I 37 98.4 1.55 0.07 0.01
1 I 42 99.3 0.66 0.04 0.01
1 I 47 99.4 0.58 0.03 0
1 P 22 90.2 8.52 1.09 0.2
1 P 27 92.7 6.77 0.51 0.07
1 P 32 96.9 2.93 0.16 0.02
1 P 37 98.3 1.61 0.09 0
1 P 42 98.7 1.24 0.07 0
1 P 47 99.4 0.62 0.02 0
1 B 22 92.7 6.47 0.72 0.13
1 B 27 96.8 2.94 0.2 0.03
1 B 32 98.6 1.31 0.07 0
1 B 37 99 0.95 0.06 0
1 B 42 99.4 0.54 0.03 0
1 B 47 99.1 0.89 0 0
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Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 80.3 17.5 1.1 0.4 0.04 0.5
2 I 32 86 12.3 1 0.3 0 0.3
2 I 27 83.4 14.5 1.2 0.4 0.04 0.5
2 I 37 82.3 16.3 0.5 0.2 0.07 0.6
2 I 42 84.5 15.1 0.3 0 0 0
2 I 47 82.3 17.7 0 0 0 0
2 P 22 77.5 18.7 1.7 0.8 0.07 1.3
2 P 27 80.8 16.5 1.4 0.6 0.05 0.7
2 P 32 85.2 13.1 1 0.4 0.03 0.4
2 P 37 78.4 20.2 0.6 0.3 0 0.5
2 P 42 78 22 0 0 0 0
2 P 47 100 0 0 0 0 0
2 B 22 77.9 18 1.9 1 0.08 1.1
2 B 27 81.1 16.7 1.2 0.5 0.04 0.5
2 B 32 83.6 15 0.9 0.3 0.03 0.2
2 B 37 79.3 20.7 0 0 0 0
2 B 42 86.2 13.8 0 0 0 0
2 B 47 100 0 0 0 0 0
Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 84.1 10.4 5.48
3 I 27 0 79.8 13.4 6.83
3 I 32 0 78.8 14.6 6.67
3 I 37 0 78.7 16.8 4.49
3 I 42 0 73.9 17.4 8.7
3 I 47 0 79.6 16.3 4.08
3 P 22 0 84 10.6 5.45
3 P 27 0 83.9 10.8 5.2
3 P 32 0 85 10.8 4.26
3 P 37 0 82.6 13.1 4.3
3 P 42 0 83.3 14.3 2.38
3 B 22 0 86.1 9.66 4.28
3 B 27 0 88.2 8.1 3.67
3 B 32 0 88.3 8.61 3.12
3 B 37 0 85.4 14.6 0
3 B 42 0 100 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 23.3 44.5 18.5 13.8
4 I 27 27.5 43 15.5 14
4 I 32 20.1 53 18.1 8.72
4 I 37 32.3 45.2 0 22.6
4 I 42 50 0 50 0
4 I 47 50 50 0 0
4 P 22 27.5 43.2 17.1 12.2
4 P 27 35.9 41.4 13.5 9.25
4 P 32 41.7 39.9 11.2 7.24
4 P 37 47.8 34.8 13 4.35
4 B 22 32.9 42.5 15.4 9.17
4 B 27 43.2 40.2 10.7 5.89
4 B 32 50 29.2 20.8 0
Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 12.9 40 22.6 24.5
5 I 27 14.4 33.8 26.6 25.3
5 I 32 11.5 35.9 29.5 23.1
5 I 37 0 42.9 14.3 42.9
5 P 22 17.7 39.6 22.6 20.1
5 P 27 27.9 40.3 16.8 15
5 P 32 28.6 40.3 22.1 9.09
5 P 37 0 70 20 10
5 B 22 24.6 39.9 19.7 15.9
5 B 27 33.2 45.9 11.8 9.09
5 B 32 22.2 55.6 22.2 0
ParkScene
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Block coeffs Picture Type QP 1% 2% 3% >3%
1 I 22 94.2 5.3 0.4 0.06
1 I 27 95.6 4 0.3 0.07
1 I 32 96.8 2.9 0.3 0.01
1 I 37 97.1 2.6 0.2 0.03
1 I 42 98 1.9 0.1 0.01
1 I 47 98.6 1.4 0.1 0.01
1 P 22 96.4 3 0.4 0.13
1 P 27 96.4 3.1 0.4 0.12
1 P 32 97.1 2.6 0.3 0.05
1 P 37 97.9 1.9 0.1 0.01
1 P 42 98.5 1.4 0.1 0.01
1 P 47 98.6 1.3 0.1 0
1 B 22 98 1.7 0.2 0.04
1 B 27 97.5 2.2 0.3 0.04
1 B 32 98.4 1.5 0.1 0.01
1 B 37 99.4 0.6 0 0
1 B 42 99.7 0.2 0 0
1 B 47 99.5 0.5 0 0
101
Block coeffs Picture Type QP 1% 1-2% 2% 2-3% 3% >3%
2 I 22 84 13.6 1.34 0.47 0.07 0.48
2 I 32 89 8.98 1.32 0.37 0.02 0.23
2 I 27 86 11.5 1.21 0.43 0.07 0.49
2 I 37 90 8.23 1.11 0.29 0.01 0.18
2 I 42 91 7.91 1.06 0.28 0.03 0.03
2 I 47 89 8.95 1.28 0.32 0 0.16
2 P 22 90 7.61 1.45 0.54 0.08 0.53
2 P 27 89 8.36 1.62 0.62 0.07 0.5
2 P 32 91 7.12 1.26 0.37 0.05 0.15
2 P 37 92 6.23 1.05 0.31 0.01 0.06
2 P 42 91 8.45 0.61 0.28 0.05 0.09
2 P 47 87 12.5 0.69 0 0 0
2 B 22 92 5.48 1.47 0.46 0.07 0.31
2 B 27 93 5.15 1.42 0.41 0.03 0.22
2 B 32 95 3.84 1.02 0.34 0 0.04
2 B 37 96 2.84 0.3 0.42 0 0.06
2 B 42 95 4.32 1 0 0 0
2 B 47 79 21.2 0 0 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
3 I 22 0 95 3.5 1.26
3 I 27 0 95 3.3 1.27
3 I 32 0 96 3.1 0.94
3 I 37 0 94 4.5 1.22
3 I 42 0 93 5.5 1.6
3 I 47 0 93 5.7 1.55
3 P 22 0 97 2.1 1.21
3 P 27 0 96 2.5 1.03
3 P 32 0 97 2.3 0.61
3 P 37 0 96 2.8 0.96
3 P 42 0 95 4.1 1.09
3 P 47 0 95 3.3 1.64
3 B 22 0 98 1.3 0.64
3 B 27 0 98 1.4 0.54
3 B 32 0 99 1.2 0.28
3 B 37 0 99 1.3 0.16
3 B 42 0 96 4.3 0
Block coeffs Picture Type QP 1% 2% 3% >3%
4 I 22 42.6 40 12 5.46
4 I 27 45.8 39 10 4.72
4 I 32 50.8 38 7.9 3.15
4 I 37 47.2 40 9.2 3.1
4 I 42 37.9 48 9.2 4.6
4 I 47 45.1 39 11 4.51
4 P 22 55.6 32 8.2 3.98
4 P 27 49.5 38 9 3.88
4 P 32 52 38 7.3 2.29
4 P 37 47.3 42 7.9 3.01
4 P 42 55.2 31 9.9 3.77
4 P 47 100 0 0 0
4 B 22 68 25 5 2.1
4 B 27 62.2 31 5 1.66
4 B 32 62.9 32 3.5 1.15
4 B 37 57.6 35 6.4 0.85
4 B 42 50 50 0 0
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Block coeffs Picture Type QP 1% 2% 3% >3%
5 I 22 26.2 44 18 11.4
5 I 27 30.4 45 16 8.95
5 I 32 34.2 43 16 6.66
5 I 37 33.3 42 15 9.73
5 I 42 23.7 49 14 12.9
5 I 47 32 48 16 4
5 P 22 40.4 38 13 8.59
5 P 27 34.9 42 15 8.13
5 P 32 34.1 46 14 5.89
5 P 37 30 48 16 6.33
5 P 42 32.6 48 17 2.17
5 B 22 54.4 32 9.3 4.7
5 B 27 44.5 41 10 4.42
5 B 32 41.8 44 11 3.52
5 B 37 36.5 43 17 3.17
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