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PREFACE 
The work described in this dissertation was carried out at the 
Royal Society Mend Laboratory, Cambridge. The dissertation is not 
substantially the same as any which I mi ght have submitted for a 
degree or dip loma or other qualification at any University other 
than that of Cambridge, and i ndeed no part o f it has already, or 
is being concurrently , submitted for any such de gree, diploma 
or other qualification. 
Throughout the text, acknowledg ement of t h e work of oth ers 
has been made explicitly or by references. In part I, c h apters 
1 and 4 summarize the work carried out by others in the field and 
are essentially not original. The experiments de scribed in 
chap ters 2 and 3 are believed to be original as is also the 
applicati on of the calculation of t h e a ppendix to chapter 3. 
Part II is an account of a field of research originated by the 
author and is nearly all original, excep t where results obtained 
by others working in t h e field h ave been quoted for completeness 
or for illustrative pur p oses. In such case s t h e fact t hat the 
r esult is not due to t h e p resent author is made clear in the tex t. 
It is, however, probably inevitable that in t h e e xpository parts 
of the work ideas picked up in conversation with o thers have been 
incorporated. 
I am grateful to my supervisor, Professor A. B. Pippard , for 
sug gesting t h e experiment described in Part I of t h e dissertation 
and for his e v e r ready advice on how to carry it out and ove rcome 
i 
ii 
the difficulties that arose; to Dr. P. W. Anderson for many 
stimulating discussions during his stay at Cambridge during t h e 
year 1961-2; to t h e workshop staff for the c onstruction o f the mai n 
parts of the appara tus and t h e supply of liquid helium, and for 
t heir he l p ful advice on matters of design and technique; and to 
t he many o ther members of the staff and research students with 
whom I have had useful discussi ons on experimental and theoretical 
topics. I should also like to thank Trinity College for their 
generous financial support throughout t he period of the research 
project , and the DepaEtment of Scientific and Industrial Research 
for providing par tial financial support for the first two years. 
th August 10 , 1964. 
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INTRODUCTION 
Part I of this dissert ation is concerned with the problem of 
the magnetic field dependence of t h e surface impedance of super-
conductors, with particular reference to tin. In chapter 1 the 
predictions of the simple theory for the behaviour of the surface 
i mpe dance for different frequencies and fieid configurations are 
described and compared with the results of previous experiments. 
Chapter 2 deals wi th the experimental side of the present work, 
where a . frequency of 170 Mc/s was used, and in chapter 3 t h e 
results obtained are discussed. In chapter 4 the attempts which 
have been made to account theoretically for the experimental 
obs erva tions are reviewed. 
Part II of t h e dissertation is con cerned with another problem 
in superconductivity, namely the behaviour of superconducting 
systems partitio ned by thin barriers of substances which in bulk 
are not superconducting. The t h eory of such systems is developed, 
the c onsequences investigat ed in soDe detail and the present 
e xperimental situation reviewed. 
0 
Part I 
FIELD DEPENDENCE OF THE SURFACE I MPEDANCE OF SUPERC ONDUCTORS 
Chapter 1. General background. 
(i) The penetration depth 
One of the most basic properties of superconductors is the 
Meissner effect, discovered in 1933 by Meissner and Ochsenfeld, 
who showed that pure superconductors in a magnetic field behave 
as if the magnetic induction~ in their interior is zero. This 
observation suggested the question of how fast a magnetic field 
applied to the surface of a superconductor falls off with distance 
from the surface. An answer to this question was provided by 
the theory of F. and H. London (1935). This theory assumed the 
existence in a superconductor of 'superconducting electrons' 
which under the influence of an electric field accelerate freely 
without encountering resistive forces. The basic equation of 
the Londons' theory for superconductors in equilibrium is the 
following : 
cAcurl !!_ +] =0 ( 1) 
2 
where /\ = m/n e , m, n and e being the mass, number density and 
s s 
charge respectively of the supercobducting electrons. From (1) 
and Maxwell's equations can be deduced the penetration equation 
(2) 
which shows that B falls off e xponentially with distance from the 
surface in a characteristic distance A, the penetration depth, given by 
2 2 1 ).. = (me /4nn e )2 
s 
(3) 
In the general case when the Londons' equations may not be obeyed, 
it is convenient to define 
). = 
the penetration depth as 
00 J H(z)dz 
0 
H(O) 
where H(z) is the field at a depth z below the surface. Wh en 
the Londons' equations are valid, H(z) = e-~I.UH(O), so this 
definition reduces to the previous one. 
(ii) Temperature dependence of the penetration depth 
(4) 
Ori~inally the Londons identified n with n, the number density 
s 
o f conduction electrons, which occurs in the discussio~ of such 
normal state properties as the conductivity and the Hall effect. 
-6 This predicted a penetration depth of the order of 10 cm. When 
measurements of the penetration depth were carried out it was found 
to be considerably greater, indicating that n is much smaller than 
s 
n. Furthermore, it was found that as one approaches the transition 
temperature T the penetration depth tends to infinity, so that n c s 
tends to zero at T. 
c 
The Londons' theory may be combined with the two-fluid model 
of Gorter and Casimir (1934), according to which a superconductor 
consists of an equilibrium mixture of two fluids, composed of 
'superconducting electrons' and 'normal electrons' r e spedtively. 
n is then the number density of the superconducting component s 
2 
(alternatively it may be thought of as an order parameter, in the sense 
of the Landau theory of phase transitions (Landau and Lifshitz 1959)), 
and T is t h e point at which n becomes zero and the characteristic c s 
superconducting properties disappear (through/\ becoming infinite). 
(iii) Field dependence of the penetration depth. 
It is to be expected that the proportion of superconducting 
electrons will be a function not only of temperature, as in 
section (ii), but also of magnetic field. We know in particular 
that application of fields greater than the critical field causes 
a superconductor to change into the normal state (n = O). One 
s 
would therefore e xpect that in fields less tha.h the critical field 
n might be reduced in t ::ne penetration region, with a corresponding s 
increase in the penetration depth. 
A more sophisticated argument giving rise to the same conclusion 
is due to H. London (unpublished, see Pippard 1950), and is as 
follows. If we i gnore the penetration region, and suppose that 
the specimen has such a shape that demagnetizing effects can be 
ignored, then the magnetization per unit volume of a super conductor, 
M, is H/4n, where H is the applied field. The effect of the finite 
distance of penetration of the field is to reduce M slightly. Since 
the penetration depth increases with temperature, it follows that 
(oM/oT)H is ne gative. By a Maxwell relation it fo l lows that (oS/oH)T 
is positive, so that the entropy of the superconductor increases 
with H. This entropy increase is :presumably associated with a 
decrease inns, since the entropy of the normal state (ns=O) is 
known from specific heat. measurements to b e greater that that of the 
superconducting state (n > 0). 
s 
(iv) The Ginzburg-Landau theory 
A theory which makes det ailed predictions of the field dependence 
of the penetration depth is the Ginzburg-Landau theory (Ginzburg 
and Landau 1950). This differs from the two-fluid model in using 
a complex order parameter '{J • l tl 2 is proportional ton of the 
s 
two-fluid model, and the appearance of an order parameter with phase 
as well as amplitude reflects the wave nature of the electron in 
quantum theory, which manifests i tself on a macroscopic scale in 
superconductivity . 
The Ginzburg-Landau theory (hereafter referred to a s the G-L 
t heory) procee ds by applying the variational principle to a suitable 
thermodynamic potential (Gibbs free energy). The main advance of 
the G-L theory is the inclusion of a term 1 2ni 
containing the magnetic vector potential!, where according to 
Gor'kov (1959) e* is twice the electronic charge. Th e equili brium · 
state of the s y stem in the G-L t heory is obtained by minimizing the 
Gibbs free energy with r e spect to variati ons of both f'and A. 
Equations are t hen obtained from whi ch the properties of a 
superconductor in a magnetic field can be deduced. In weak fields 
these reduce to the Londons' equations. 
The G-L equations at a given tempera ture involve only two 
adjustable parameters, which can be determined from two experimental 
parameters such as the critical field H and the s mall field 
c 
penetration depth A (0). From these may be derived the important 
5 
dimensionless quantity 
Experiment shows that for pure tin K = 0.16 (Lynton 1962). The 
G-L equations make the following predictions for the field dependence 
of ). (Ginzbur g and Landau 1950, Sharvin a nd Gantmakher 1961): 
). (H) 1 (o){ 1 + a.(H/H )2 4 ) (6) -- + l3(H/H) + ••••• c c 
where a. = ~ ( K + 2 ...J2) ()(. + .v2 )2. (?) 
and 2 13 = 0.047 l<. (1 2 - 5.1)(. + 7\.(.. ) ( 8 ) 
for K-l..<. 1. For Sn, 13 is very small and the quadratic approximation 
for )(H) should be quite good for all fields up to the critical field. 
It should be noted in particular that since a.;>O the increase in ) 
with increasing H expected from simplified arguments is confirmed 
by the G-L theory. 
(v) The surface i mpedance 
There exist no methods using only static fields capable of 
measuring the penetrati on depth of a superconductor with sufficient 
accuracy to give useful information about its field dependence, 
and generally methods using high frequency fields are employed. 
These measure a quantity known as the surface i mpedance, defined 
a s the electric field at the surface divided by the total current 
crossing unit length of surface in a direction parallel to the 
electric field. These two quantities will in general not be in 
pl;lase, so that the surface i mpedance Z is in general complex. Its 
real and imaginary parts are known as the surface resistance Rand 
surface reactance X respectively. The surface i n ductance L may 
be defined by the familiar relation X = wL, where w is the angular 
frequency. 
These quantities may be related to the penetration depth in 
the followi ng way. Suppose that the surface of the specimen is in 
the xy plane, with the electric field and currents in the x 
direction and the magnetic field in the y direc tion. We have from 
the Maxwell relation 1 oB curl E =-c 5t: 
E (o) =-iw Jao H (z) dz 
X C O y (9) 
and from the relation curl H = 4nj/c (ignoring displacement currents): 
R (0,) =-4n foo .i(z) dz 
Y c Jo --x ( 10) 
It follows from the definition of Z that 
. Jeo E (o) -~ H (z) dz 
x __ · c · 9 y 2 Z = --,.cic,~~~~ = 4niw;\./c J0 jx< z) dz - :n Hy ( O) 
( 11) 
where 
Sao H (z) dz 
G y 
H (O) y 
as in (4), but the H may now be y 
complex. In general A will also be complex, though it is clear 
that in the limit w -4, 0 it will simply reduce to t h e static penetration 
depth defined earlier. Clearly, then,measurements of t h e surface 
i mpedance at sufficiently low frequencies can be used to give 
information a b out the penetration depth. 
(vi) Effects of non-li nearity; the quasi-static limit 
Experbientally a situati::m in which a s mall a ltermating magnetic 
field is superimposed on a steady field is often used. If non-linearity 
is present the steady and alternating fields cannot be considered 
in isolation and the results of the pre~ing section must be 
modified. It should be noted in passing that from definition (4), 
a field-dependent penetration depth implies the existence of 
non-linearity. We shall, however, concern ourselves only with the 
case in which the alternating fields are so small that we need 
consider only quantities which are of first order in them (though 
quantities of higher order in the statie fields will have to be 
taken into account), and ac surface impedance can be defined as usual. 
In this section we shall consider only the quasi-static limit, 
in which the freq u.ency of the alternating fields is assumed to be 
so low that the superconductor is at each instant in the e~uilibrium 
state corresponding to the particular magnetic field pre s ent at 
its surface at t hat instant. 
Following Ginzburg and Landau (1950), we ne glect anisotropy 
effects, so that 1. may be written as a function of H(O):H0 , so that 
): !!(z) dz = lio (12) 
for quasi-static fields, ').. being the- field-dependent static penetr-
ation depth. For small variations f£!o 
f~g !f(z)dz = ~ (H0 ) S lio + lio ~ (H0 ) ~H0 (13) 
(note the distinction between & H0 and £ lio, b H0 being the chang e 
in the amplitude of H0 ). 
In the present case we may regard the oscillating component of the 
field as a small variation f/g. The surface i mpedance is then given 
by the following modification of (11): 
,v 2 
Z = 4n:iwl./c 
where now 
oO 
S0 ~Blz)dz. 
~!{o 
( 11 I ) 
( 14) 
Let us now consider two spectial cases: (i) ~!!o 1 E.o and (ii) S'!!,011E.Q, 
which for e xperimental reasons are known as the longitudinal and 
transverse cases respectively. In the longitudinal case we have 
&H0 = O, and we obtain from (13) and (14) simply 
'J. (Ho)::: A (He) (longitudinal) ( 15) 
In the transverse case all magnetic fields lie in a fixed plane, so 
that (13) redttces to 
r:'oH(z) dz = (A1(Ho) + HoX (Ho)) ifH() 
from which we deduce 
(transverse) ( 16) 
This formula is valid for any penetration law and assumes only 
isotropy and the quasi-static approximation. A more general relation 
can be derived if anisotropy is present. 
A case of particular interest is when A, depends parabolically 
on H0 (as will always be the case for small fields). Assuming 
~ ( H) = A ( 0) { 1 + a. ( H/H c )2 } 
we have A ( H) + H ')..1 ( H) = f- ( 0) f 1 + 3a. ( H/H c >2 l 
so that as pointed out by Ginzburg and Landau the field dependence of 
the surface impedance in the transverse case should be three times 
as great as in the longitudinal case in the quasi-static limit. 
It should be noted that this derivation makes no assumptions as to 
the detailed form of the penetration law. 
(vii) Frequency-dependent effects 
This difference between the longitudinal and transverse cases 
in the quasi-static limit results from the fact that in the 
transverse case the fields are changing in magnitude and consequently 
the order parameter also changes. Naively one would expect that 
the change in the order parameter might be some kind of relaxation 
process, and that with increasing frequency the order parameter 
would become less able to follow the changes in magnitude of the 
field. At high frequencies the order parameter would not change at 
all and the surface impedance would be the same in a given static 
field whatever was the direction of the oscillating field. Thus 
SZT/SZL' the ratio between the field dependences in the transverse 
and longitudinal cases would change smoothly fr9m 3 in the quasi-static 
limit to 1 at high frequencies. 
(viii) Previous experimental results 
The experimentally observed results on the field dependence 
.. ·· of the su~face reactance in superconducting 
tin are not at all in accordance with the simple picture derived 
in the last section. Observations have been made at various 
frequencies, 9.4 Gc/s by Pippa.rd (1950), 3 Gc/s by Richards (1962), 
1 Gc/s by Spiewak (1959) and 2 Mc/s by Sharvin and Gantmakher (1961). 
Sharvin and Gantmakher observed values of tz in fair agreement with 
the G-L theory, and also a value of SzT/8z1 consistent with the 
quasi-static value of 3. The observations at higher frequencies 
have been summarized by Pippard (1961), essentially as follows: 
(i) In the longitudinal case &x is normally positive at all 
temperatures, as in the quasi-static limit. 
(ii) In the transverse case 6x is positive for low temperatures 
(say below 0,7 T ) • Close to T Sx is ne gative at the lower frequen-
c c 
cies and becomes positive as the frequency is increased. 
It follows that at moderately high frequencies and close to T , 
c 
~T/&x1 may actually be negative, showing that our picture of the 
last section is considerably oversimplified. It is clear that a 
significant change in the behaviour of &cT occurs between the 
frequencies 2 Mc/sand 1 Gc/s, and even for frequencies as low 
(compared, say, to the gap frequency) as 1 Gc/s the quasi-static 
approximation has broken down completely. 
(ix) The present experiment 
The object of the present experiment, suggested by Professor 
Pippard, was to start to fill in the previously mentioned gap in 
frequency, a factor of 500, between 2 Mc/sand 1 Gc/s. The frequency 
chosen was 170 Mc/s, and measurements were made of the field 
dependence of the surface react~nce of superconducting tin over a 
wide range of temperatures in both the transverse and the longitudinal 
configurations. 
11* 11 
Chapter 2. The experiment 
(i) The resonance method 
The essentials of the method employed to measure changes of 
surface impedance in the present experiment were suggested by 
Professor Pippard and are described in a paper by him (Pippard 1947). 
The basis of the method is to make a specimen of the substance under 
investigation in such a way that it will resonate electromagnetic-
ally at the frequency of interest (typically the specimen might 
be in the form of a resonant transmission line). Changes in the 
surface impedance of the specimen affect the boundary conditions 
satisfied by the electromagnetic field at its surface and hence its 
resonant frequency. More precisely, an increase in the surface 
reactance (assumed inductive) decreases the resonant frequency 
and an increase in the surface resistance decreases the Q of the 
resonance. Assuming that there are no other important resonances 
nearby and that the fractional frequency c hange is small, the 
change in frequency can be taken as proportional to the change in 
surface rea ctance. 
In order to make the sensitivity of the method as great as 
possible the specimen must be in the form of a wire. In fact the 
fractional change in frequency is then of the order of the change in 
penetration depth divided by the diameter of the wire, so the 
diameter of the wire must be as small as possible. Its length is 
g overned by the fact that the lowest frequency resonance of a 
conductor has a free space wavelength of the order of twice its 
12 
greatest linear dimension. 
(ii) The transmission method for determining resonant frequency 
The resonant frequency was determined by the tnan"Bni:i.::B.si.:on method, 
the details of which can be seen from the photograph of fig. 2. 
The specimen is held inside a metal can into which two transmission 
lines go (in the photograph the can is removed to show details of 
the interior). Th e outer conductors of the transmission lines are 
connected to each other directly via the top of the can, and the 
inner conductors are joined by a loop of wire inside the can. 
An oscillator is connected to one transmission l ine and a matched 
detector to the other, the matching being adjusted so that in the 
absence of the specimen all the power is transmitted to the detector 
and none reflected back to the oscillator. When the s pecimen is in 
position and the oscillator is near the resonant frequenc~ the 
specimen is set into oscillation, and some power is absorbed and 
some reflected, so that the power transmitted to the detector drops. 
An .attenuator is placed between the oscillator and the specimen 
to prevent the oscillator being pulled by the reflected wave. 
In the ideal case a s :rmmetrical resonance curve of power transmitted 
a gainst frequency is obtained, but if the matching is not perfect, 
Fi g . 2 an unsymmetrical resonance curve ~s obtained in general. Changes in 
the surface reactance will to a good a pproximation merely displace 
the whole resonance curve in frequency, if as in the present instance 
the frequency is so low that most of the losses are due to causes 
T v-ov9 l'l for 
holdi119 c.ooli ng\ 
W'ctte.v- clvr-i ng -------
so\cleri ti 1 
opera.t ion 
Fig. 3 
13 
other than the specimen. The eIIects of s mall changes in Q can 
be partly eliminated by the observational technique described later 
(section vi). 
(iii) The apparatus 1: the cryostat 
The details of the cryostat design were worked out in conjunction 
with Professor Pippa rd and Mr. F. Sadler, and the construction 
was carried out by 1Ir. W. Undrill of the Mond Laboratory workshop. 
The essenti~l parts are the two transmission lines for carrying the 
rf signal, the specimen holder, and a screening can to prevent loss 
of pbwer from the specimen by radiation and to allow the specimen 
to be at a different pressure from the helium bath. In addition 
a tube was provided to allow specimens to be inserted from the top 
of the cryostat, which also allowed the separation between the 
specimen and the coupling loop to be varied during an experiment. 
The design of the lower part of the cryostat can be seen from the 
photograph (fig 2), and the diagram of fig. 3. The coaxial lines 
each consisted of a 3mm. O.D. copper.-nickel tube outer conductor 
and an inner conductor of 26 S.W.G. Eureka wire. The wire was 
supported in the tube by some of the polythene insulator obtained 
from a commercial coaxial cable. The polythene was cut up into 
short lengths to avoid diffj_cul ties due to contraction and was 
threaded on to the wire before being inserted into the tube. The 
polythene was prevented from falling out at the bottom by a piece 
of polystyrene, which also served to support the inner conductor. 
The two lines were made separately and the inner wires soldered 
I 
together afterwards to make the coupling loop. At the top of 
each transmission line was a socket which would accept a standard 
G.E.C. plug; this was a design of Mr. Sadler's using a tapered PTFE 
washer as a vacuum seal. The tube for inserting the specimen was 
an 18 mm. O.D. copper-nickel tube. The specimen was held on the 
end of a long 5 mm. tube which at the top end passed through an 
0-ring seal and at the bottom end had attached two sets of brass 
spring fingers which bore a gainst the inside of the 18 mm. tube. 
At the bottom of the tube holding the specimen was inserted a 
short length of copper wire, which could be bent in order to align 
the specimen correctly for insertion in the tube (a system invented 
by Chambers (unpublished)). The screening can was made from 30 mm. 
O.D. copper-nickel tube electroplated on the inside with copper to 
reduce resistive losses. The coaxial lines and the specimen 
insertion tube were soldered into a brass top plate, which rested 
via an 0-ring seal on top of an assembly which could be connected 
to the laboratory vacuum line, a booster pump, a small rotary 
pump, or the helium return line (fig. 1). Provision was made for 
pumping the specimen space and for filling the specimen space 
with helium from the helium bath. The pressure in the specimen 
space could be read with a mercury manometer and the bath pressure 
by either a mercury manometer, a differential oil gau ge or a McLeod 
gauge. Specimen temperatures were obtained from the bath pressure, 
an estimated hydrost a tic correction of 0.45 mm. of mercury being 
added to those obtained above the l ambda-point. 
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All soldered joints near the specimen had to b e made of 
non-sup erconducting solder to avoid interference with the magnetic 
field. Hard solder was used for all joints except that holding the 
screening can, which it was forseen might have to be removed later. 
For this joint a zinc-cadmium alloy was used as solder. To avoid 
damag e to the coaxial lines while this joint was being made, a 
water 
trough which could be filled with coolingAwas incorporated i nto the 
design and the heating was done electrically. 
Thermal contact between the specimen and the helium bath was 
obta ined by admitting into the specimen volume 1 cm. pressure of 
helium before cooli ng. The helium bath was contained in a glass 
Dewar surrounded by a liquid nitrog en shield. A temperature of 
o. 8 ° K could be reached using the booster pump. 
(iv) The apparatus 2: external cirauitry. 
The experimental arrangement in its final form is shown in the 
block diagram, fig. 4. In this section the arrangement used initially 
will be descri bed • 
Much of the equipment wa s that used previously for penetration 
dept h measurements by McLean. We refer to McLean (1960) for fuller 
details not given here. The rf signal was genera ted by a triode 
oscillator constnucted by McLean using a CV 273 triode with coaxial 
lines shorted by movable spring fingers as the frequency determining 
resonant elements. Coarse control of the frequency could b e obtained 
by movi n g the s pring fingers, while fine control could b e obtained 
16 
by inserting metal or silica rods into the resonant line. The 
output was taken from one of the lines by variable capacitative 
coupli ng. The filament voltag e was obtained from an accumulator 
and the HT supply from a stabilized power pack. Two-stage RC and LC 
filters of standard design in a screening can were used to prevent 
trouble due to power getting back along the supply lines. By 
careful setting of all the controls (grid voltage, feedback, length 
of coaxial lines) it was possible to get the oscillator to oscillate 
stably at t h e required frequency, with a drift which settled down 
eventually to a value of the order of 5 cycles/sec2 • 
The fre quency of the output was measured by a Beckmann/Berkeley 
pulse counter model 7370 together with a model 7572 hetrodyne 
frequency converter, which together displayed the output in digital 
form. Both models were controlled by the same thermostatically 
controlled crystal oscillator with a stability of± 3x10-7 per week. 
The oscillator was connected to the input line of the cryostat 
by attenuating cable, which was also used between the oscillator and 
the frequency meter, t h e object t in both c a ses being to prevent 
reflected signals. 
The output from the cryostat was taken to an adjustable matching 
device and then to a rectifier consisting of a point-contact diode 
inserted in the inner conductor of the transmission line. The 
output from the rectifier was then taken, in the preliminary 
experiments, to a galvanometer. 
A pair of Helmho l tz coils was mounted on a Dexion framework 
I 
I 
I 
to provide horizontal (transverse) magnetic fields and a solenoid 
was used to provide vertical (longitudinal) fields. The field 
distributions were measured and found to vary by less than 5% 
over the specimen region. Each magnet had a resistance of the 
order of an ohra . The magnets were powered by a 25 volt battery 
supply and the current was controlled by series rheostats. In 
the preliminary experiments, the current was measured directly by 
a sub-standard ammeter. The earth's field was not conpensated. 
(v) Specimen preparation 
As mentione d in sedtion (i), the specimen must be in the form 
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of a thin wire about half a wavelength long, or in the present case 
about 90 cm. The only suitable method for making and supporting 
wires of the necessary thinness is to cast them into fused silica 
capillary tubes and to leave them in the tubes during the experiment. 
Silica is suitable for this purpose because of its low electromag-
netic losses and because tin contracts more than silica on cooling 
and does not stick to it, so that specimens prepared in this way 
have surface properties similar to those of unsupported specimens, as 
shown by Pippard (1950). 
The first problem was to make capillaries of sufficient length. 
Capillaries are normally made by heating ordinary tubing in a flame 
while holding both ends till the viscosity of the quartz becomes 
very low, removing it from the flame and pulling sharply. The 
length of capillary · required in the present case prevented this 
method on account of two factors, the length of the experimenter's 
arms and the length to which the tube could b e pulled before it 
got too cool to be stretched any further. The following meth od of 
making capillaries was accordingly devised. The top of the tube 
was held vertically in a clamp at a height of about six feet, and 
a weight of about i kg. was clamped to the bottom of the tube, 
leaving a gap of a few centimetres in betwe en. To heat up the 
necessary volume of silica an oxy-acetylene torch fitted with a 
jet of size no~ 10 or larger was used. This was directed at the 
region between the c.lamps while the weight at the bottom was held 
in the free hand. When the silica was almost molten the flame was 
removed and the weight immediately released and allowed to fall 
into a bucket of sand, drawing out the tub e into a capillary in the 
process. Some practice was neaessary to get suitable results; if 
an insufficiently hot flame was used the weight would not fall far 
enough, and if an insufficiently great region was heated up the 
resulting capillary would have an e x tremely fine bore, though 
there seemed to be no danger of the tube closing up comp letely. 
By this method capillaries of length about 130 cm. and bore of the 
order of 0.1 mm. could be made. 
The long capillaries then had to be bent to a suitable compact 
shape which would go into the cryostat. An important factor in 
determioing the shape was the necessity of being able to se parate 
out the longitudinal and transverse field cases. Since the currents 
flow along the axis of the wire the rf field is transverse to the 
wire, so that the longitudinal and transverse field cases defined 
in chapter 1 actually c orresp ond to steady fields longitudinal and 
transverse to the wire in this case. Professor Pippard drew 
attention to a paper by Tapp (1932) describing a method for making 
helices from silica fibres. With a helical wire of s mall pitch 
angle the more interesting transverse field case can b e realized 
approximately when the steady field is parallel to the axis of the 
helix , while with the field at right angles to the axis the field 
will be transver se in some places, longitudinal in others and in 
between the field will h a ve components in both directions. 
Attempts were made to apply the Tapp method to the production 
of helical capillaries. Essenti&lly the princip le was to wind the 
capillaries on to a graphite rod with a s mall flame p laying on the 
point where the capillary first made contact with the rod, in order 
to bend the capillary. A minature oxy-coal gas burner wa s made for 
this purpose. The rod was caused to move along its a xis as it 
rotated by attaching it to a threaded rod rotati ng in a fi x ed mount. 
The capillary was guided in its approach to t h e rod by two slots 
and tensioned by friction o:r gravity. Th e main difficulty with 
this method was that the capi llary tended to bend in polygons rather 
than s mooth curves, and to become very fragile at the corners of the 
p olygons. The ma ximum number of turns obtained by this method 
before the capillary stretched and snapped or met some other disaster 
was about ten, and,. was general l y less. This was less than half of 
t h e leng th required, and various mo difications tried met with no 
greater success. 
Fig . 5 Specimens before and after being )fille d with tin \ 
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In view of the difficulties inv6lved in this method it was 
decided to leave the helical geometry for the time being and try 
a different one. This was essential ly a zig-zag shape bent into 
a cylinder, and one such specimen can be seen in fig. 5. The 
production of such a shape involved only making a number of 180° 
bends in the capillary. One advant a ge of this shape is that apart 
from the bends all the wire is in one direction only, so that the 
transverse and longitudinal field cases can be investigated separately. 
However, there is the disadvantage that the length of the zig-zag 
needs to be considerably greater than half the free space wavelength 
at the resonant frequency. The rea son for this is that adjacent 
sections of the zig-zag carry currents in opposite directions, which 
tends to decrease the ma gnetic energy for given currents and hence 
the self-inductance, while they carry charges of the same sign, which 
increa ses the electrostatic energy for given charge distribution 
and hence decreases the self-capacitance. The net effect is that the 
resonant frequency for a specimen of given length is increased. 
Estimates were made of the magnitude of this effect by using the 
variational principle to determine the frequency of resonance. 
If we assume the current distribution along the wire in a normal 
mode to be j(x) thehthe charge distribution (out of ph ase by n/2) 
-1 d" is given by the continuity equation to be w ~, w being the frequency 
of the mode. At one point in the cycle the energy is entirely 
magnetic, the current being at its peak, and a quarter of a cycle 
later the energy is entirely electrostatic, the charge density being 
Fig. 6 Test spec i men made from Nb wire 
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being at its maximum. Equating the two energies gives an expression 
for 002 in terms of j(x), and the variational principle tells us 
that the frequency and current distribution of the normal mode of 
lowest frequency can be found by choosing j(x) so as to minimize 2 Ol • 
In the present case the energies were calculated by treating the 
sections of the zig-zag as infinitely long, each one carrying a 
uniform charge density or current. For j(x) was assumed a Fourier 
series containing terms up to the f our t h order, all except two 
vanishing by symmetry. The effect of the screening can was taken 
into account by the method of images. 
The calculation showed that increases in: length of the order of 
50% would be required to make a specimen of the same resonant 
frequency as one which was half a free space wavelength long. The 
length would of course depend to a small extent on the diameter of 
the specimen and the number of sections of the zig-zag. To check 
t his prediction a test specimen (fig. 6) was made up from some 
o.005r1 niobium wire kindly provided by Dr. B. Abrahams. The wire 
was threaded through holes in two PTFE discs on a silica rod and 
held at the ends with araldite. The resonant frequency, measured 
in a liquid helium run, was about 10% less than the predicted value. 
In deciding the length of capillary to be used for the real 
s pecimen to give the required resonant frequency, allowance was made 
for the dielectric nature of the silica, and on the strength of 
the result obtained with t h e test specimen a length of about 105 cm, 
was decided on. It was also decided to make the speiimen with 12 
-sections of zig-zag, this being a compromise between the necessity 
of keeping the specimen short so that it should be in a f a irly 
h omogeneous field, and the difficulty of making a specimen with 
a larger number of sections. 
The silica capillary was supported in triangular slots on the 
edge of three mica discs of diameter 15 mm, spaced 3 cm. apart on 
a 2 mm. silica rod, allowing just over 1 mm. clearance in the 
specimen insertion tube. Before the disc s were attached to the 
rod one end of the rod was enlarged by heating in a flame and the 
other end inserted into a brass sleeve just larg e enough to take 
t he main part of the rod. A 6 BA threaded rod was then screwed 
into the sleeve and held by a locknut. When the specimen had been 
made the silica rod was held firmly in the sleeve with black wax 
and the threaded rod used to attach the specimen to the s pecimen 
holder. 
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The adhesive used for attaching the mica discs to the central 
rod and the capillary to the mica discs was araldite I. This had 
two advantages compared to the usual two-tube form. In the first 
place it is better able to withstand the temperatures involved in 
filling the capillaries with molten tin. Secondly, as will be seen, 
its method of application made it possible to cure all the 36 joints 
together instead of separately a s would have been necessary using 
two-tube araldite. 
In the first attempts to make zig-zag specimens flat zig-zags 
were first made, using the minature flame to make the bends. This 
- -: 
:t 
Fig. 7 Ji g f or making s p ecimens ; 
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operation proved to be fairly stra i ghtforward, but difficulty 
was experienced making the zig-zag lie on the surface of a cylinder 
w:iile sticking it into the slots on the mica discs. It was then 
realized that it would be much simpler to do the bending and 
sticking operations in a single operation. To facilitate the 
operation a jig was constructed (fig. 7) which allowed the specimen 
to be rotated about its axis and about a line at right angles to the 
axis. It should be explained at this point that araldite I is 
a wax-like solid with a low melting point, which is cured by 
heating. Since the adhesive is solid at room temperature the joints 
have a certain amount of strength even before the adhesive is 
cured, although of course the adhesive becomes liquid again when 
it is heated for the curing process. 
The specimens were made in the following way. First the mica 
discs were stuck to the silica rod and the joints cured. The 
specimen was then placed in the jig and the capillary rested in 
the slots in the mica discs, and fixed temporarily with araldite I 
as described above, using a minature soldering iron run at 
reduced voltage to apply the adhesive. The capillary was then bent 
in the minature flame, the specimen being rotated so that gravity 
would cause the capillary to fall into the next set of slots. The 
capillary wa s then stuck to the next set of slots and the process 
continued a s before. 
When this process wa s finished the specimen wa s p lac e d in a n 
oven to cure the joints. The capillaries were held in the slots 
24 
during this process by wrapping fine wires round them, the wires 
being kept in tension by attaching weights to their ends. 
The final step in preparing the specimens was to fill the 
capillaries with tin. In principle, the method was the following . 
One end of the capillary was sealed up. The capillary was evacuated 
and the open end immersed in molten tin. Nitrogen at atmospheric 
pressure was then used to force the molten tin into the capillary. 
The experimental details were as follows. The tin used (Johnson 
Matthey spec. pure) was heat~d to red heat in a rotary pump 
vacuum to out gas it and reduce the danger of getting breaks due 
to bubbles in the column of tin in the capillary. The tin was bent 
into a ring and placed in the bottom of a metre long pyrex tube 
which had a small pip on the end to contain the tin after melting. 
The specimen was attached to a long rod going through a rubber bung 
at the top of the tube. The bung was also fitted with a tube for 
evacuating the s~stem. A few inches of the open end of the 
capillary were left protruding beyond the specimen and, as suggested 
by Professor Pippard, the end was bent into such a shape as would 
prevent it being pulled against the side of the pyr ex tube by 
the f orce due to the incomi ng tin. 
The specimen having been positioned with the open end of the 
capillary in the pip, the tube was evacuated and clipped off. It 
was then placed vertically with its lower end in a furnace, which 
0 
had been pr~viously se t to a temperature about 20 C above the 
melting point of tin. When the tin had melted and gone into. the 
pip nitrogen was admitted into the tube. After allowing a few 
minutes for the capillary to fill, the specimen was withdrawn 
slightly so that its end was clear of the tin, and the tube was 
removed from the furnace. At the first attempt a good specimen 
was obtained, all but about 1 cm. of the capillary being filled 
with a continuous length of tin. The protruding end of the 
specimen was broken off before the specimen was mounted. 
(vi) The preliminary experiments and the consequent modifications 
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The first task was to find the resonant frequency of the 
specimen. This was originally done by using the fi n e tuning control 
of the oscillator and systematically covering the whole frequenc y 
rang e by setting the coarse controls suitably. The resonance 
showed itself as a sharp drop in output on the galvanometer. 
This process took a few hours, but was later s p eeded up by using 
a Marconi signal generator no. TF 801D/1 lent by Dr. Dobbs as the 
oscillator. This could be tuned through the frequenc y range in a 
few minutes without the output power fluctuating violently as 
would have happened using the coarse control on the McLean 
oscillator. To make the det~c tor fast enough to respond to the 
sudden chang e in output on g oing through the resonance, the 
attenuating cable was dispensed with, thus making the output large 
enough to be deteoted on an oscilloscope. 
Trouble was experienced at the be ginning due to short circuits 
in the transmission lines down to the cryostat. This was traced 
to damage caused to the polythene and polystyrene during the 
operation of soldering on t h e screening can. This difficulty was 
overcome by replacing the polythene in the relevant parts by pyrex 
I 
' 
and the polystyrene by araldite. 
The method of measuring changes in resonant frequency of the 
sample was the following. The changes of resonant frequency on 
applying a magnetic field were so small (usually less than 1 kc/s 
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or about 1% of the width of the resonance) as to make it unsa tisfactory 
to proceed by plotting out complete resonance curves. Instead, the 
oscillator was set to a frequency on one side of the resonance, 
and the magnetic field switched on and off several times while 
noting down the galvanometer deflection, if necessary adjusting 
the oscillator tuning c ontrol to compensate for drift. These 
amplitude changes were then rela ted to changes in resonant frequency 
by plotting a resonance curve at fixed magnetic field. To allow 
for possible changes in surface resistance the measurements were 
repeated on the other side of the resonance curve. Changes in 
surface resistance produce contributions of opposite sign in the 
two cases, and so averaging will largely eliminate the effects, 
in any case small, of surface resistance changes. 
One disadvantage of the cryostat design manifested itself 
when the resonance had been found; the galvanometer spot s h owed 
violent jerky, irregula r movements a bout the scale, making it 
difficult to estimate what to take as its mean position. This 
effect only occurred on resonance, indicating that it was due to 
fluctuations in resonant frequency, presuma bly due to motion of 
t h e s pecimen relative to the screening can. This effect was 
enhanced by the eccentric position of the s pecimen in the screening 
27* 
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can and by the lack of symmetry of the specimen about its axis 
(since the ends of the capillary define a preferred direction). 
These assymmetries allow changes of frequency which are first order 
in the displacement. The largest bursts of activity, corresponding II C'> ""' to frequency changes of some kilocycles per second, could be 
clearly identified with events such as slamming doors in the 
vicinity, people walking in the corridor or noisy machines being 
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of intensity too s mall to be noticed by other means, rather than 
ti:, the boiling of the nitrogen or the vibrations of the pump, which 
would have caused effects similar to random noise. 
The exact way in which vibrations affected the output power 
did not become clear until the output was plotted on a pen recorder 
(figs. 8,9). It will be seen from these t~aces that the disturbances 
tend to be in one direction only, and that their magnitude and sign 
vary in a similar manner to the second derivative of the amplitude 
with respedt to frequency. This indicates that the measuring 
device is not responding to the fast vibrations of the s pecimen, (]) Q) 
" 
• ...C: H o . ~ 8 ~ +> P'.:l but is acting as a square law detector, owing to the non-linearity 
of the amplitude-frequency curve. Therefore the noise can be ~ 0 Oo r:--m 
t--
reduced by worki ng near the point of inflexion of the re,sonance 
curve, and by broadening the resonance curve by coupling the 
specimen more strongly. 
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The effects of the external vibrations could probably have 
been made ne gligible if the specimen could have been fixed rigidly 
against the screening can. However, this was not very feasible 
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with the present design, adopted to avoid the necessity of frequent 
soldering and unsoldering of the sc~eening can, in which the specimen 
was inserted from the top of the cryostat. Failing this, various 
other devices were tried to reduce the . vib~ation of the specimen. 
The screening can was supported in the helium dewar by spring 
fingers. The copper wire link to the s p ecimen mentioned in section 
(iii) was stiffened with araldite once it had been bent into the 
cor.rect position, and the effect of replacing the spring fingers 
supporting the specimen in the specimen insertion tube by a 
kinematic slide was noted but found to be negligible. A device 
invented by Preston-Thomas (1949) to prevent the nitrogen bubbling 
was made, but this wa s not very successful since it tended to 
block up when the nitrogen evaporated after a run. Finally, the 
only measure which had any significant effect was to work at niwt. 
Apart from the period when the porter made his nightly tour of the 
laboratory, there were few larg e disturbances then. 
Improvements were also made to the detection side of the 
experiment. A twin-channel recording milli_ammeter was used to 
record the information obtained, and allow a less subjective 
separation of the signal from the noise. Into one channel was fed 
the output signal amplified by a galvanometer amplifier. A filter 
was p laced between the cry stal detector and the a mplifier, just 
I I 
as was used in the power supply to the oscillator, to prevent 
variable amounts of rf power being reflected back from the amplifier 
to the detector. To the other channel was connected a signal 
derived from the magnet curr ent. The recorder was oil damped with 
a time constant of a few seconds. Reading s were taken as before 
by switching the magnet on and off several times. Some trouble 
was had near the transition tempenature owing to drifts in temperature 
of the bath, so an Adkins temperature stabilizer (Adkins 1961) was 
fitted. This type of stabilizer detects chang es in the bath 
tempera ture by means of a differental oil manometer, and controls 
the tempeeature by altering the current through a heater at the 
bottom of the cryostat. 
A few observation s were made by this method, but it was soon 
decided to replace t h e recording milliammeter by a Moseley servo-
controlled X-Y recorder. One advantage of doing this was that the 
whale behaviour of penetrati on depth as a function of field could 
be displayed by varying the field wi th the rheostats while plotting 
output powe r directly a gainst ma gnet current. The si gnal corres-
ponding to the ma gnet current was in this case obtained from the 
voltage develor ed across a shunt i n series with the magnet. Further, 
the X-Y recorder had such a f a st response time that it was p ossible 
to dr aw complete plots in between ma j or disturbances affecting the 
specimen. It was also possible to compe nsate for t h e component of 
the earth's field in the direction of the magnet's field by plotting 
the behaviour with both directions of field and making use of the 
symmetry of the curve to find th e p oi nt corresponding to zero total 
30* 
~ ~ v ~ ~ IJ ..:.! ...Y. I.I'\ I,) tJ V\ ~ ..:..! 6 0 
. 
+> 
e.-. 
(I) 
r-1 
(I) 
..c: 
+> 
g 
0) 
(I) 
0 
c1l 
~ 
+> 
(I) 
..c: 
+> 
~ 
0 
e.-. 
11) 
(I) 
l:lO 
s:1 
c1l 
..c: 
0 
:>, 
0 
s:1 
(I) 
& 
(I) 
~ 
e.-. 
+> § 
§ 
0) 
(I) 
~ 
0 
+> 
.p 
s:1 (I) 
s (I) 
0 
c1l 
r-1 
P.. 
0) 
~ · 
(I) 
+> 
c1l 
r-1 (I) 
~ 
11) 
(I) 
t 
::s 
0 
30 
field. A typical X-Y reconder p lot, including traces giving the 
relation between output and oscillator frequency, is shown in fig. 9. 
(vii) Miscellaneous observations and calibrations 
Critical field curve 
The critical field of the specimen was measured at various temper-
atures by setting the oscillator so that the specimen was in the 
centre of the resonance, and measuring output as a function of 
applied longitudinal field, the coupling to the loop being made 
fairly strong . When the specimen became normal the Q of the 
resonance dropped, c a using the output to increase. There was a 
tendency for supercooling to occur, and for the transition to 
occur in a series of step s, but there was a fairly well defined 
field 
maximum transitionAin increa sing fields, and this was taken as 
defining the critical field~ 
Critical temperature and transition width 
The critical temperature of the specimen was obtained from the 
critical field curve as the temperature where the critical field 
extrapolated to zero. To find the width of the transition, the 
range of fields over which the transition took place at constant 
temperature was esti~ated from the curves used to find the critical 
fields close to the critical tempera ture, and this range was then 
converted to a walue of the broadening of the critical tempera ture 
in zero field, using the slope of the critical field curve near the 
transition point. 
! I I 
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Constants relating magnetic fields and currents through the ma gnets 
The fields corresponding to a given current in the ma gnets were 
found by comparison with a standard solenoid made by Dr. Faber. A 
search coil connected to a ballistic galva nometer was used to 
compare the magnetic fields. 
Constant relating resonant frequency c h an ges to chang es 
in penetration depth 
The resonant frequency chang es observed in the e xperiment are 
proportional to the chang es in penetration dep t h, the constant of 
proportionality depending on t h e detailed geometry of the system. 
In the past, methods of varying degrees of sophistication have b een 
used to det ermine t his constant, but here we h ave adop ted a fairly 
simple approach, as follows. Resonance curves were plotted in 
zero field at different temperatures ( a t ypical plot is shown in 
fi g . 8 ). At such low frequencies as those used in t h e present 
e x periment the penetra ti on depth in zero field is prop ortional to 
4 _..1. 
z :::: (1-(T/T) ) 2 over a fairly wide range of tempera tures. This 
- c 
is confirmed by the ex perimental p i ot of r esonant fneque ncy a gainst 
z (fig 10). By extrapolating t h e linear p ortion of the curve to 
z=O the frequency corresp onding to zero penetration de p th was found. 
The e x perimental curve was t h en used to find the frequency c h ang e 
corresp ondi n g to the penetration de p th a t any temp era ture. The 
meth od described was used to pre s ent all t h e e xperimental r e sul ts 
as fract i onal changes in penetration de pth a t the temperature con cerned. 
Residua l resis tivity ratio 
The re s idua l resis tivity ratio of t h e spe c i men wa s me a sured by 
j ' 
11 
breaking the c apillary at the ends of the s p ecimen and soldering 
leads to it. The specimen was connected in series with a standard 
resistor and t h e volta ges appearing a cross each were compared at 
32 
room tempera ture and liquid helium temperature by means of a 
p o tentiometer, the currents being reversed to allow for t h ermal e.m.f's. 
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Chapter 3. Results and discussion 
(i) Specimen charact eristics 
The characteristics of the specimen are given in the fo l lowing table. 
TABLE I. Specimen characteristics 
Material Johnson Matthey 'spec. pure' tin 
Total leng th 105 cm. 
Room temperature resistance (291°K) 9.10 ohms 
Residual resistance (4.2°K) 
Residual resistivity ratio 
Mean diameter 
Relaxation time (4.2°K) 
Mean free path (4.2°K) 
Transition temperature 
Transition width (field) (temperature) 
Critical field curve 
Resonant frequency 
1.232 milliohms 
7390 
0.0144 cm. 
1.55 x 10-10 
0.0084 cm. 
3.715°K 
sec. 
2.2 gauss 
0.015°K = 0.004 T c 
see fig. 11 
174 Mc/s 
The determination of most of the quantities in table I has been 
described alrea dy . The mean diameter was determined from the room 
t~ mperature resistance, assuming a resistivity of 1.4 x 10-5 ohm cm. 
(from the Chemical Rubber Publishing Company Handbook of Chemistry 
and Phy sics 1962-3). The relaxation time and mean free path at 
helium temperature were obtained from the observed r e sistivity and 
data for tin give n by Fawcett (1 960). 
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The crystal orientation of the specimen was not me~sured, but 
owing to its shape it is unlikely that solidification would have 
proceeded gradually from one end to the other, and so the specimen 
probably consisted of a large number of differently oriented 
crystals of length of the order of 1 cm. 
(ii) The field dependence of the penetration depth 
The experimental results are tabulated in tables II and III (next 
page). The magnetic fields are given in gauss and the frequency 
changes (ly in kc/s. The results are disnlayed graphically in 
figs. 12-15. In figs 12 and 13 the fractional penetration depth 
change A)./). is plotted against the reduced magnetic field h = H/H 
reduced c 
for variousAtemperatures in the transverse and longitudinal cases, 
and in figs. 14 and 15 ~)./)... is plotted as a function of reduced 
temperature for various values of h, using interpolated values of 
AX/A obtained from the curves of figs. 12 and 13. For clarity 
some curves have been omitted from fig. 12, but fig 14 contains the 
points derived fr om the omitted curves as well. In fig. 14 temp-
erature has been plotted on a logarithmic scale to expand the region 
near T. 
c 
(iii) Errors 
Almost certainly the main sour~e of error in the experiment 
was that caused by the irregular mechanical disturbances to the 
specimen mentioned in chapter 2, section vi. The pen recorder trace 
reproduced in fi g . 9 was taken at a temperature where the chang e in 
(continued on page 37) 
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EXPERIMENTAL DATA ON THE FIELD DEPENDENCE OF THE PENETRATION DEPTH 
Note In tables II and III the ieft hand column is the temperature 
in degrees Kelvin. The pairs of numbers to the righ t are the 
experimental observations, the upper member of the pair being the 
field in g auss and the lower member the observed resonant frequency 
chang e in kc/s. 
3.686 
3.664 
3.647 
3.610 
3.520 
3.479 
Table II Transverse field 
0.14 0.28 o.43 0.57 0.71 0.85 
0.18 o.44 o.86 1.27 1.70 2.00 
0.14 0.28 0.43 0.57 0.71 
0.06 0.26 0.70 1.02 1.32 
0.28 0.57 0.85 
0.09 0.34 0.74 
1.14 1.42 
1.15 1.63 
0.57 1.14 1.70 2.27 2.84 
0.24 0.65 1.07 1.48 1.79 
0.85 0.99 
1.64 1.88 
1. 70 1. 99 
1.97 2.28 
0.57 1.14 1.70 2.27 2.84 3.41 
0.12 o.46 o.88 1.15 1.50 1.72 
1o14 
2.06 
0.57 1.14 1.70 2.27 2.84 3.41 
0.04 0.14 0.27 0.42 0.56 0.71 
3.98 4.54 5.11 
o.86 0.98 1.08 
0.71 1.42 2.13 2.84 3.55 4.26 4.97 5.68 
0.04 0.10 0.18 0.27 0.35 0.42 0.50 0.57 
1.4 2.8 4.3 5.7 7.1 
0.07 0.18 0.30 0.41 0.48 
1.4 2.8 4.3 5.7 7.1 8.5 9.9 11.4 
0.03 0.09 0.13 0.15 0.18 0.21 0.22 0.21 
2.8 5.7 8.5 11.4 14.2 17.0 
0.03 0.08 0.08 0.03 -0.07 -0.23 
2.8 5.7 8.5 11.4 14.2 17.0 19.9 
o.oo o.oo o.oo -0.01 -0.05 -0.11 -0.20 
5.7 11.4 17.0 22.7 28. L,. 34.1 39.8 45.4 
o.oo -0.01 -0.05 -0.10 -0.18 -0.27 -0.38 -0.53 
5.68 
1.14 
Table II (continued) 
2.47 8 .5 17.0 25.6 34.1 42.6 51.1 59.6 68.2 76.7 o.oo -0.01 -0.04 -0.08 -0.13 -0.20 -0.29 -0.42 -0.64 
1,97 17 34 51 68 85 102 o.oo -0.01 -0.03 -0.11 -0.24 -0.51 
1.65 17 34 51 68 85 102 o.oo +0.02 +0.03 +0.02 -0.04 -0.21 
1.26 17 34 51 68 85 102 119 
+0.03 +0.08 +0.16 +0.21 +0.21 +0.15 -0.02 
1.19 17 34 51 68 85 102 119 +0.02+0.05 +0.09 +0.12 +0.11 +0.06 -0.08 
Table III Langi tudinal field 
3.662 0.85 1.69 2.54 3.38 4.23 o.oo -0.02 -0.11 -0.35 -0.79 
3.473 4.2 8 .4 12.7 16.9 21.1 
-0.01 -0.03 -0.08 -0.16 -0.34 
3.041 7.6 15.2 22. 8 30.4 38.0 45.6 53.2 o.oo -0.01 -0.04 -0.06 -0.11 -0.17 -0.27 
2.076 15 30 46 61 76 91 106 o.oo -0.01 -0.03 -0.06 -0.08 -0.13 -0.19 
1.0 19 38 57 76 95 114 133 152 
-0.01 -0.02 -0.04 -0.06 -0.09 -0.12 -0.15 -0.19 
I 
I I 
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penettation depth was large, and most traces had considerably 
worse signal to noise ratio than fig. 9. The values of A~ given 
in Table I were derived not from the recorder traces themselves 
but from hand-drawn smooth curves drawn on top of the traces 
following the general trend of the traces but with the noise removed. 
Traces where the noise was so great that the location of such a 
curve was doubtful were discarded. The procedure described is 
somewhat subjective, but in view of the non-random nature of the 
noise probably gave better results than an exact integration 
procedure would have done. However, since the points of the curves 
of figs. 12 and 13 have themselves been deriveq via hand-drawn 
curves, no information can be deduced from the accuracy with which 
they lie on the curves drawn. This comment is not applicable to 
figs. 14 and 15, since there the points on a given curve correspond 
to different temperatures and involve independent calculations 
from a set of different recorder traces. Therefore an estimate of 
the random errors can be obtained from the scatter of the points 
in figs. 14 and 15. This indicates that the absolute error in AA/).. 
should be generally less than 0.2% in the transverse case and 0.1% 
in the longi tudinal case, the corresponding relative errors being 
of the order of 15%. 
The errors in temperature determination a bove 1.5°K, where the 
pressure was determined from the mercury manometer, would be important 
only near T. Any systematic errers would affect the determination 
c 
of T in the same way, and henc e not affect T/T , while random errors 
c c 
are small compared with the width of the transition in zero field. 
Temperature determinations below 1.5°K using the McLeod gauge are 
liable to be too great by an amount of the order of 0.1°K, owing 
to the presence of a leak which was not noticed at the time in the 
connection to the McLeod gauge. 
The broadening of the transition (l\. T /T = 0.004) should not c c 
be important except for the two highest temperatures at which obs-
ervations were carried out. These observations appear only in 
fig. 14, and it can be seen that the points for the temperatures 
concerned do indeed deviate appreciably from the curve. 
The earth's magnetic field is approxima tely a quarter of that 
corresponding to the width of the transition, and should therefore 
not have had an important effect on the results. The errors in 
field determination and the inhomogeneities of the field over the 
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specimen were both small compared with the errors in the determination 
of lll. 
Various other possible sources of error were investigated. A 
trace was taken in t he usual way with t he specimen off resonance, 
using somewhat greater magnetic fields and sensitivities than 
those used during the penetration depth measurements, and it was 
found that the magnetic field had no detectable effedi'.t on the 
amplitude of the output of the oscillator. It also had no signif-
icant eff ect on its frequenc y . 
Another possible source of error would occur if the magnetic 
field could exert a mechanical force on the superconducting specimen 
and displace it relative to the screening can, thus altering the 
resonant frequency. To investigate this possibility, the Helmholtz 
coils were moved from their symmetrical position so as to create a 
strongly inhomogeneous field near the specimen, and the effect on 
the recorder trace noted. There was no appreciable effect apart 
from a small change in the scale of the X axis due to the change in 
the field at the specimen, indicating that magnetic fories on the 
specimen were not a significant source of error. 
Another source of error which must be considered is that at the 
ends of the zig-zag the current is flowing in a different direction 
to that elsewhere, causing a mixing of the longitudinal and transverse 
field configurations. One observed effect of this was that the Q 
of the resonance decreased sharply at fields of the order of fH in c 
both the longitudinal and transverse field configurations. However, 
from the short length of the end sections one would e~timate that 
the error introduced by them in fields smaller than those required 
to produce the sharp decrease in Q would be less than five per cent, 
except possibly in the longitudinal case near T , where an appreciable c 
reduction in the observed value of a.~/).might result. 
Finally, there is the question of whether the surface of the 
specimen was suitable for this type of exp eriment. Not very much 
can be said on this point, but as will be seen later the observations 
in the longitudinal field case are in fair quantitative agreement 
with t h e predictions of the G- L theory, which increases confidence 
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in the validity of the observations in the transverse case (where 
a greement with the G-L theory is not expected). Sharvin and 
Gantmakher (1961) found that straining their specimens considerably 
increased the value of a (eqn. 6, chapter 1), but this may not 
be a relevant point here as they were using a considerably different 
frequency. 
In summary, it would appear that the results obtained should 
show the correct general behaviour of the penetration depth in a 
magnetic field, but that the vibratory disturbances to the specimen 
have prevented results more accurate than about 15% from being 
obtained. 
(iv) Discussion of the results 
Longitudinal field 
It will be seen from fig. 15 that the value of ~l/).. for given 
longitudinal his not strongly temperature dependent, changing by 
only a factor of 2 over the temperature range couered. The effect 
tends to become less as the transition temperature is approached. 
Assuming a value f or )<.of 0.16, the prediction of the G-1 theory 
has been plotted in fig.13, and it is seen that it is in fair 
agreement with the experimental results. These conclusions are in 
agreement with those found at 2 Mc/s for their good specimens by 
Sharvin and Gantmakher (1 961). However , it should be pointed out 
that the region of validity of the G-L theory for tin is quite 
2 
small (i.e. T/T :> 1-X. See , for examp le Gor ' kov 1960), so that 
CN 
agreement would be expected only for the curve T/T ; 0.9~6 in any 
c 
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case. The region where the G-1 theory is not valid has, it is 
believed, not been investigated theoretically. 
Transverse field 
In the transverse field case there is no resemblance at all 
between the predictions of the G-1 theory and the experimental 
results. For example, for h=0.4, the G-1 theory predicts a (\l/i\. 
of 2.3% (allowing for the averaging effect discussed in the appendix, 
which increases 6,.)../~ by a factor 2), while the maximum observed 
at any temperature is 1.1%. More significantly, the maximum value 
of the ratio in the transverse and longitudinal cases is only o.6 
times that expected in the quasi-static limit (6, allowing for the 
averaging effect). Furthermore, for temperatures above about 0.93 T 
c 
and below about 0.45 T ll~/A even has the wrong sign. These c 
observations are in disagreement with those at 2 Mc/s, where the 
G-1 theory gives good agreement with experiment as in the longitudinal 
case, but are more similar to those obtained at higher frequencies 
(1 and 3 Gc/s). However, at the higher frequencies the low 
temperature sign reversal of AA/A does not occur and the high 
temperature sign reversal occurs at a lower temperature (of the 
order of 0.75 T as opposed to 0.93 T ). These differences could c c 
possibly be due to anisotropy effects. 
One observation which may be important in testing any theory 
which may be proposed to explain the experiments is the detailed 
shape of the LU/~ a gainst H curves (figs. 12 and 13). In the long-
itudinal case these are roughly parabolic (as predicted by the G-L 
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theory), as also in the transverse case in the re gion defined 
approximately by 0.5 T < T..:::: 0. 8 5 T • At low temperatures in the c c 
transverse case there is an H4 term in /::;. >../)... sufficient to cause 
its sign to chang e fr om ne gative to positive a s His increased. 
More interesting, however, is the behaviour near T. At temperatures c 
near 0.97 Tc the behaviour is quite well approximated by the law 
AJ../A.>oG IHI • This relation i mplies that the quadratic approximation, 
l(H) = ;\..(o) { 1 + a. (H/Hc) 2 }, which must be a good one in the limit H"?O, 
must break down in very small fields. Indeed, the breakdown occurs 
at such a low field that it is best seen not in the plotted curves 
but in the original recorder traces. Fig. 9, taken at 0 .• 972 T , is 
c 
a g ood example. Owing to the noise on the recorder traces it is 
difficult to te l l exactly where the quadratic approximation breaks 
down, but the following observations can be made: 
(i) As T is reduced the ran ge of hover which the quadratic approx-
imation is valid becomes less, t h e corresponding field H being 
roughly constant and of the order of 0.5 gauss. 
(ii) At the temperature where the effect is most pronounced (.-0.97 T) 
c 
the quadratic approximation is valid only over a rang e lhl<0.1 or 
less. 
(iii) The effect is visible in traces taken down to 0.937 T , but 
c 
at lower temperatures becomes lost in the noise. 
The effect observed cannot be explained as due to t h e earth's 
magnetic field, whose only effect would be to tend to smear out such 
an effect if it exi s ted. A similar remark would a pply to e xp l a nations 
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based on inhomogeneities of the specimen or the field, and it does 
not appear possible either to explain the effect as due to the 
presence of normal regions. It is, of course, possible that 
smearing out of the effect has occurred in the present case, and 
that the field concerned is even smaller than 0.5 gauss. 
The same effect has also been observed at higher frequencies, 
though not so clearly, since observations were not made in very 
small fields, as they were in the present experiment. In particular, 
the curves plotted by Spiewak (1958) at 3.320°K and by Richards (1962) 
at 0.894 T are similar to the curve of fig. 9. 
c 
It would clearly be desirable for the effect in small fields to 
be investigated further, using compensating coils 
dA field and a detection system which measured dH or 
(v) Summary of the discussion of results 
the earth's 
directly. 
(i) In a longitudinal field 4.A/A is always positive and is 
roughly in accordance with the G-L theory. 
(ii) In a transverse field A.l/).. is negative at low temperatures 
and near T , and positive otherwise. The observations bear no 
c 
relation to the predictions of the G-L theory, but are in many ways 
similar to those at higher frequencies. 
(iii) There is evidence that in the transverse case near T the 
c 
quadratic approximation for the dependence of~ on H breaks down 
in very small fields, of the order of 0.5 gauss. 
Appendix The unconvolution of the integrals occurrin~ 
the transverse field configuration 
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When a transverse field His applied to a cylindrical supercon-
ducting wire the field at a point on its surface is 2Hsin~, where 
~ is the angle between the field direction and the radius vector 
to the point. This local field h (we abandon previous notation for 
this appendix) is position-dependent and in general different from 
H, so that when one measures a field-dependent quantity such as 
the penetration depth, which in a local field h has a value f(h), 
what one obtains is not f(H) (H=applied field) but an average over 
the surface of the cylinder 
'11'/4 
f ( H) = ~ S f ( 2H sin ~) df1 
lt O ( 1) 
where it is assumed that f depends on the magnitude of h only and 
not on its direction. 
2 It is easily verified that if f(h) has the form a+bh then 
- 2 f(H) is a+2bH, a fact we have used previously in this chapter. In 
general, however, f will be a more compticated function and the 
question arises how f can be found if f is known (the unconvolution 
problem), and whether the solution is unique. This problem has 
not in general been attempted in the past, in the belief that its 
solution would involve a tedious trial and error procedure. The 
object of this appendix is to show that such a procedure is not 
necessary. A simple analytic solution will be derived and applied 
to an experimental curve. 
Consider the expression 
I ( H) = {" f (1) ) d 1J 
rlt 
= H ): f(H cos e) sine d-8 (putting"?= H cos e) 
= 
2Hs~ d~Ji f(Hcose) sin0 d8 
1t O O 
2H ) ,r;i, \ Tr /"J.. 
= - J sin e d'9 d~ • f ( H cos e) 
1t rp-:0 4P=O 
= 
21tH ~ ~ f ( H cos 0 ) dS 
where the last integral is over an octant of a unit sphere and 
e, 0 are polar coordinates~* 
Going over now 
we obtain 
to Cartesian coordinates 
x = r sin 0 cos 0 
y = r sin e sin 0 
z = r cos e 
I = 21tH ) f f ( Hz ) dS 
unit 
sphere 
x>o, y>O, z)O 
whence by symmetry we deduce 
* 
I = ~H ) s f (Hy) dS 
unit 
sphere 
x '>O, y>O, z>o 
= 
2H J. 4tT /;].( "'tr/2. si· n ) & d9 d0 f(H sine sin 0) 
1t j-=O Q:::0 
5.
'ri/2. ~ "rr/2.. 
= ~ sine d0 f(H sin@ sin 0) d~ 
1t <> 0 
Writing as an ex- mathematican to physicists, I suppose it is 
necessary here for me to interject the remark that the sphere has 
no physical significance whatever. This appendix may serve as 
a good example of the fact that out of mathematical abstra ction 
may come results which are useful to the physicist (as it is hoped 
fig . 16 will demonstrate). · 
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Figure 16 
{i) E)(pev-i wieL1ta l curve 
(ii) c ~kvlated. Vr\COVlVOlvte.d C.IJt"Ve 
(iii) Cvrve ob·bo.it'\ed f.rowi (ii) by a.vero.giV\g 
rirtJ.. 
= HJ. f(iH sine) sin 8 de 
0 
from (1) 
Combining this result with the definit~on of I(H), we obtain 
f (H) = d I dH 
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. ,;ra.. } 
= ddH i H J
0 
f(iH sine) sin 8 d0 (2) 
which provides an explicit solution to the unconvolution problem. 
If f is known for fields up to H, e quation (2) gives f uniquely 
- 0 
for fields up to 2H. In particular, although one can carry out 
0 
measurements in a tra nsverse field only up to about i H , information 
c 
can be obtained about the local behaviour in all fields up to H. 
c 
Equation 2 was tried out on the values of /)..)./}.. from the 
observations i n a transverse field at 0.341 T (curve (i) of fig. 16). 
c 
Curve (ii) is the lJ..l/A curve obtained by substituting in eqn. (2). 
Finally, the val ues of D.).,/ ).. obtained were substituted back in 
eqn. (1), giving curve (iii). It will be observed that the agreement 
between (i) and (iii) is quite g ood, consi dering the rather crude 
methods which were used to perform t he integrations . 
I am' indebted to Mr. N. Th. · Varopoulos for drawing my attention 
to the fact that a problem to which the present one can be trans-
formed was solved by the mathematician Abel in the nineteenth century. 
Abel's work appears not to have be e n used previously in connection 
with the present problem. 
In view of the fact that the unconvolution process in this and 
other cases investigated produced no important changes in the general 
shape of the curves, it was decided that it was not worth doing a 
systematic u n convolution of all the results. In any case, any 
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theoretical formula can be convoluted to compare with the experimental 
results more quickly than the experimental results can be unconvoluted 
to compare with the theory, as the former operation need be done 
only once to deal with all the results. 
Chapter 4 Theory 
In this chapter the theories which have been put forward to 
attempt to explain the anomalous (negative) sign of A1/Awill be 
described. 
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Firstly there is the theory of Dresselhaus and Dresselhaus (1960). 
This theory assumes a simple two-fluid model, with the superfluid 
obeying the Londons'equation and the normal fluid being described 
by the Boltzmann equation, allowing for the effect of the magnetic 
field in bending the orbits of the normal electrons. Some features 
of the observations can be explained qualitatively, but the theory 
has the following defects: 
(i) A detailed fit of the theory to the observations requires 
the effective mass of the normal electrons to be less by a factor of 
nearly 103 in some cases than it is in the normal state (Richards 1962). 
(ii) The theory does not account for the fact that the large 
deviations from the G-L theory are confined to the transverse case. 
(iii) The theory does not account for the small-field 
breakdown of the quadratic approximation for)... 
(iv) The anomalous effects at low temperatures observed in the 
present experiment cannot be explained on the theory since at such 
low temperatures the number of normal electrons is negligible. 
(v) The theory does not explain the observations of Richards on 
the effects of i mpurities (Richards 1962). 
We turn next to the theory of Bardeen (1958). Bardeen assumed 
that a wave disturbance analog ous to that of second sound in 
superfluid helium mi ght be p ossible in supere onductors. In such a 
wave the oscillating quantity would be not the total density of 
electrons as in plasma oscillations but instead the temperature 
and the order parameter ns. Since in the surface i mpedance exper-
iments a transverse magnetic field but not a longitudinal one 
causes oscillations inn (chapter 1), second s ound can be excited s 
in the former case but not the latter. By some mechanism not 
specified in detail by Bardeen, this might cause the anomalous 
sign of A)./}.. in the transverse case. In addition t h e effects 
might be larger near T owing to the larger number of normal c 
electrons present there, while the effect of adding impurities 
might be to damp out t h e second sound waves, tlius ·explaining the 
observations of Richards. 
Although some type of collective excitation similar to second 
sound may be responsible for the effects observed, it does not 
seem lik ely that the typ:e occurring in helium can occur under the 
conditions of the experiments. In second sound in helium the 
normal fluid underg oes 'hydrodynamic flow'. By t his is meant that 
there is local equilibrium,with non-zero mean velocit~ of the 
excitations of the normal fluid, caused by exci ta tion-exc.i tation 
collisions, which do not alter the total momentum of the normal 
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fluid. Under the conditions of t h e experiments on surface impedance, 
the electron-electron collision relaxation time is long compared 
with the relaxation time for the decay of a normal current through 
collisions of the normal electrons with the boundaries of the 
s pecimen or wi t h i mpurities. Hence hydrodynamic flow of the normal 
electrons is not possible. Furthermore, in the Bardeen t h eory , the 
. 
I 
j wavelength of the second sound is supposed to be of the order of 
the penetration depth. This is considerably shorter than the mean 
free path in the experiments on pure tin, so that again the 
conditions for treating the motion of the normal electrons as 
hydrodynamic flow are violated. 
The question arises as to whether a different type of second 
sound can exis~ in which the extreme opposite condition, mean free 
path>-) wavelength is satisfied. This type of second sound would 
bear the same relation to the other kind as that of zero sound to 
ordinary sound in fluids. The possibility has been investigated 
independently by Thouless (1960) and by Josephson (unpublished), 
who arrived by different methods at essentially the same dispersion 
relation. This is very complicat ed and has not so far been 
analysed in detail. However, the following conc lusions can be stated: 
(i) The velocity of such a disturbance if it existed would be of 
the order of the Fermi velocity, i.e. of the order of 104 times as 
great as that of Bardeen's type of second sound. 
(ii) The dispersion equation has no ph onoR-like · solutions -at any tern-
perc1:ture, with the possible exception of a region close to T (a 
c 
published statement to the contrary by Thouless and Tilley has 
since been withdrawn following the discovery of a numerical error). 
The situation c lose to T has not hitherto been investigated. c 
It can be seen from the ab ove that so far t here is no satisfactory 
theory to account for all the observations and their comRlicated 
dependence on all the parameters involved. Possibly some combination 
11 
of the ideas of the Bardeen and Dresselhaus theories may solve the 
problem, but it seems likely that a new idea may be necessary 
before a full explanation is obtained. 
(i) Introduction 
Part II 
SUPERCURRENTS THROUGH BARRIERS 
The characteristic features of superconducting systems, the 
Meissner effect, zero resistivity, quantized persistent currents 
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in macroscopic rings and quantized flux lines, are the consequences 
of a long-range ordering process of an essentially quantum nature. 
Part II of this dissertation deals with t h e properties of supercon-
ducting systems partitioned by thin barriers of substances which 
in bulk are not superconducting. Such s y stems have · become the 
subject of much recent experimental work, in connection wi th both 
dielectric barriers (tunnelling ) and barriers of normal metals 
(proximity effects). We shall deal with such questions as the 
fo l lowing: What effect does a barrier have on the superconducting 
long-range order? What happens to the characteristic features of 
a superconductor as the barrier is made thicker? Are new type s 
of behaviour possible? 
\ 1hat distinguishes superconducting systems from all other 
systems is a special property of t h e parameter which describes the 
orderi n g p roc ess. In normal systems t h e order parameter (e. g . spin 
densi t y in a ferromagnetic system) can be uniquely defined irres-
pec t ive of the gaug e chosen for the electromagnetic potentials. This 
is not so for t h e order parameter "1 of a superconductor, which 
changes under a gaug e transformation in the same way as do wave 
functions in elementary quantum mechanics; 
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A~A + grad X 
~~~ _ 1 ox 
cat ( 1 ) 
"1~ '/' exp l (ie* /;le) X.} 
where~ and A are the scalar and vector electromagnetic potentials 
respectively, X. is the scalar function of position defining the 
gauge transformation and e* is a constant having the dimensions 
of electric charge. Since there exists a particular gauge trans-
formation (with /v independent of position and time) which multiplies 
~ by a constant phase factor and leaves the electromagnetic 
potentials unchanged, it follows that the phase of 'f is not a 
physically meaningful quantity; it is only the phase differences 
between its values at different points of space that are important. 
The theory of Ginzburg and Landau (1950) assumed an order parameter 
of this type. It can be shown that the theory leads to a Meissner 
effect, and to quantized persistent currents and flux lines (Ginzburg 
and Landau (1950), Abrikosov (1957), Keller and Zumino (1961)). It 
was shown by Gor'kov (1959) that the existence of an order parameter 
with the properties postulat~d follows from the microscopic theory 
of superconductivity, with e* equal to 2e, the charg e of the Cooper 
pairs present in the superconducting state. It will not be necessary 
in setting up the phenomenological theory of barriers to consider 
the exact meaning of the order parameter, and so we shall not 
deal with this question here. 
After these preliminaries le't us return to consideration of the 
properties of barriers. We have seen that the ordering process 
I I 
consists of a long-rang e correlation of the phase of yJ • If now a 
barrier divides a superconductor into two parts, it is clear that 
if it is thick enough it will prevent the phase correlations 
getting across it. It should therefore be possible in that case 
to vary the phases of 'fin the two parts independently of each other. 
Consider now the opposite extreme of a very thin barrier, which we 
can think of as being a two-dimensional array of impurity atoms. 
As its thickness tends to zero we approach a situation in which 
there is no barrier at all. In the absence of a barrier -f must 
vary continuously with position; it is not possible to draw a 
plane dividing the superconductor into two parts and to alter the 
phases of ~in the two parts independently, as this would introduce 
a discontinuity in r in crossing the plane. 
We see that as the barrier is changed from a very thick one to 
a vanishingly thin one the system loses the degree of freedom 
corresponding to the ability to alter the phases independently as 
just described. By what mechanism can this loss take place? The 
answer is the following very sti:lple one. The free energy of the 
system contains a contribution from the barrier region which depends 
on the relative phases of t h e values of 1 on the two sides of the 
barrier, and whose magnitude becomes greater as the barrier is 
made thinner. With very thick barriers the free energy contribution 
from t h e barrier is negligible and the phases are able to vary 
arbitrarily with respect to each other. As the barrier is made 
thinner, however, the barrier energy be gins to exert an influence 
and the phases become effectively locked together. 
A chang e in behaviour as a function of barrier thickness which 
is more directly related to experiment is t h e question of whether 
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a barrier can pass supercurrents, i.e. currents at zero applied 
voltage. In the l imit of a vanishing ly thin barrier supercurrents 
must be able to flow just as in the bulk metal, while thick barriers 
do not transmit supercurrents. In practice it is observed that 
tunnelling specimens of resistance less than about an ohm almost 
invariably show critical supercurrents of the o~tler of milliamps, 
while specimens of resistance greater than about 10 ohms show no 
detectable currents at zero voltage. Before discussing the 
relationship between this observation and the phase locking, it 
will be convenient to consider the relationship between long-range 
order and zero resist i Yity in superconductors in general. 
Let us consider in the first place a normal metal in a state not 
too far remove d from equilibrium (e.g. a wire fed from a current 
generator). It is then possible to define approximately a local 
chemical potential for electrons (the Fermi level). Quasi-particles 
continuously move about· from one par t of the metal to another, 
tending to produce an equilibrium state with the same chemical 
potential everywhere. However, since the quasi-particles move 
only a short distance between collisions, it is quite possible 
to have a situation where there is local equilibrium eve rywhere 
tri thout general equilibrium, i .,e. the chemical potential can change 
slowly with position. Furthermore, it is only in non-equilibrium 
states that non-zero currents can occur, since only then is there 
anything to determine in which direction the currents should flow. 
This situation can be avoided in the case of the superconductor, 
as we shall see, by assuming that t h e time dependence of the order 
parameter is related to the local chemical potential. The e x act 
form of the relation can be obtained by extending a basic result of 
the Gor'kov (1958) theory, according to which the order parameter 
of a superconductor in equilibrium at a chemic al p o tential t<-' is 
everywhere proportional to e - 2if- t/~ The natural extension of this 
result to non-equili brium situations is that the rate of change of 
the phase of the order parameter at any point is equal to -2 times 
~ the local chemical potential. This assumption is consistent with 
the gauge transformation (1). From it one can deduce that in a 
steady state there can be no potential differences in a supercon-
ductor if long range phase correlations are present in ,..jl, since a 
difference in t h e potential at t wo points would result in the phase 
relationship between the values of fat the two points changing 
with time. 
The possibility of deriving zero resistance from long range 
order in this way is confined to superfluid s y stems, since only 
in these does the order parameter transform under gauge trans form-
ations in suc h a way as to allow a suitable expression for the 
chemical potential to b e obtained. It should be noted also that 
the e xistence of a position-dependent order parameter permits 
currents to occur even when the chemical potential is independent 
of position, since their magnitude and direction can be determined 
by the details of the s patial variation b f the order p arameter. 
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Returning now to the effects of phase locking in barriers, by 
a similar argument we see that if there is phase locking zero 
voltage supercurrents of magnitude determined by the phase relation-
ships between the values of ,f on the two sides of the barrier 
may occur, but if the phases are not locked then the usual mechanism 
for maintaining the potential of the superc onductor the same 
everywhere is absent, and only resistive currents can flow across 
the barrier. 
(ii) Basic . Phenomenolog~cal formulae 
In this section we shall derive a set of phenomenological 
formulae with which to investigate the macroscopic properties of 
barriers. While in t he derivation of these formulae from microscopic 
t n eory it may well be necessary to consider t he full details of 
how quantities such as 'f va ry as one g oes t h rough the ba rrier, 
it i s c l ear that as far as macrosc opic phenomena are concerned the 
problem is essentially a t wo-dimensional one, and we must first 
consider wh a t set of physical quantities is necessary to specify 
the problem. In the first p l ace let us consider t h e followi ng set: 
( i ) the or der parameters on each side of t h e barrier. 
(ii) t h e currents and ma gnetic field s in the nei Eh b ourhood 
of the barrier. 
(iii) the potential difference ac r oss the barrier. 
A di f f iculty arise s in connection with the quan t i t i es (ii ), 
s ince owin g to t h e s mallness of t h e penetration dep t h these quantiti e s 
should be re garded as varying in three dimensions. To avoid 
excessive complications we shall here deal only with situations 
where the re gions on each side of the barrier extend away from the 
barrier for distances larg e compared with the penetration depth, and 
that magnetic fields if they are present are appreciable only in 
the neighbourhood of the barrier. In this case we can assume that 
the magnetic fields are parallel to the barrier and are determined 
uniquely, according to some penetration law, by the field in the 
barrier itself. This device reduces the problem back to two-
dimensional form, since only the field in the barrier need appear 
in the equations. Generalization to the case of thin films 
separated by a barrier could be obtained by including also the 
fields at the outside edges of the films, but we shall not attempt 
this here. 
For our purposes the set of quantities (i) is more than we 
require. We shall be interested here only in s mall magnetic fields 
and currents, which do not appreciably affect the magnitude of the 
order parameter but only its pha se. Furthermore, only differences 
in the phase of the order parameter are physically meaningful. It 
follows that the effects of the order parameter in the neighbourhood 
of a point of the barrier can enter only through the difference 
between the values of its phase on the two sides. 
For simplicity we shall assume that the barrier is flat and 
occupies the plane z=O. The quantities required to specify the 
problem are now 
(i) 0(x,y,t); arg 'j(x,y,O+,t) - ar g '1J(x,y,O-,t), the change 
in the phase off as one crosses the barrier from negative z to 
p ositive z, 
(ii) H ( x ,y,t) and H (x,y,t), the components of the tangentia l x y 
ma gnetic field in the barrier, 
(iii) V(x,y,t)~·~(x,y,O-,t) - -p.(x,y,O+,t)J, the potential 
difference across t h e barrier, 
and (iv) j (x,y,t), the current through unit area of barrier. z 
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We must now derive equations relating these quantiti es. Firstly, 
from Maxwell's equations we have 
OH OH 
ol - a; = 4rcj z c 
1 OD 
z 
+ - crr-c ut (2) 
The displacement current term must be included since there may be 
large electric fields in the barrier. An expression for it may 
be found by regarding the barrier as a capacitor. Since the normal 
component of Din the region between the plates of a capacitor is 
equal to 4rc times the charg e per unit area on its plates, the 
displacement current may be expressed in terms of C, the self-
capacitance of t h e barrier per unit area, and the p otential 
difference V across it, giving the result 
OH OH 4rcC OV 4rcj 
_JL x = z 
ox - oy - cat c (3) 
Next we must find equations giving the time and spatial variations 
of 0. Firstly, from the relation assumed (section (i)) between the 
chemical potential and the rate of chang e of the phase of 'I, which 
may be written as 
11 ' 
we obtain the equation 
~ _ 2e V 
ot - V 
To derive a formula for the spatial variation of~ is rather 
(4) 
(5) 
more difficult. The problem was first solved by Anderson (pri vate 
communication), who pointed out that the situation was similar to 
those occurring in the phenomena of interference between electron 
beams in the presence of a magnetic field (Ehrenberg and Siday 1949) 
and of flux quantization in superconductors. By using gauge 
invariance he was able to prove the following result (Anderson and 
Rowell 1963, Anders on 1963): consider t wo points P and Q on opp osite 
sides of the barrier and outside the region of the ma gnetic field, 
joined by two curves crossing the barrier at different points A and B. 
The difference between the phases of~ at A and Bis proportional 
to the flux enclosed between the two curves, one flux quantum hc/2e 
corresponding t o a phase difference of 2n. This result may also 
be obtained directly from t h e Ginzburg-Landau equations, by similar 
calculations to those used by Keller and Zumino (1961) in their 
treatment of flux quantization. In differential form the result 
may be written: 
~= ox 
2ed H Tc y 
M __ 2ed H 
oy - Tc x 
(6) 
where dis the effecti ve thick ness of the re gion of ma gnetic fiel d 
near the barrier, i.e.{f_':, H(z)dz1 / H( O). dis equal to~1+~+t, 
where 1.1 , ~ are the penetration de p ths on each side of the barrier 
and t is the barrier thickness. 
One more equation is needed to comp lete the description of the 
system, namely an expression for the current through the barrier. j • 
z 
This can only be obtained from basic theory , which we defer to 
section (vi), bu t the most important features can be deduced from 
genera l considerations. Firstly we recall that in the situation 
where phase locking occurs there is a zero v oltag e supercurrent 
through t h e barrier which is determined by the phase difference. 
We may therefore write in this case: 
(7) 
jz must of c ourse be a periodic function owing to the nature of~-
In the more general case (V non-zero and~ time-dependent) we must 
expect that extra terms will have to b e added to the right-hand 
side of (7). One such term will be the term corresp onding to the 
ohmic currents across the barrier, which will be a function of V. 
In the case in which Vis constant and the transmission coefficient 
through the barrier for quasi-particles is assume d to be s mall 
compared to unity, j is given (Josephson 1962) by an e xpression of z 
the form 
In deriving the macroscopi c properties of barriers we shall ke ep 
only t h e t erm in (8 ) corresponding to zero-voltage supercurr ents, 6n 
the grounds that t his term should b e the chief factor in determining 
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the basic properties, though i t must be borne in mind that we are 
thereby leaving out of consideration a ll damping effects, which 
are due to the terms omitted. We shall therefore replace (8) by 
the relation 
j z = j 1 sin ,;! (9) 
with a constant j 1 • Equations (3), (5), (6 ) and (9) are the 
required set of equations for providing a complete phenomenological 
description of the behaviour of barriers. From them can be 
derive d an e quation involving only~: 
where 
2 1 ;:\217( -2 ~ ~ - - :!J:.. = A sin ~ 
v
2 ot2 
v = c/(41tdC)°~-
( 10) 
( 11) 
( 12) 
2 
and 'fi;/ is the two-dimensional operator Since (10) is 
a non-linear partial differential equation, it will not be possible 
to obtain the general solution, and we shall confine ourselves to 
considering i mportant limiting cases. 
(iii) Thermodynamics 
In t his section we shall derive a relationship between t h e 
supercurr e n t through a barrier under equilibrium conditions and the 
free energy associa ted with t h e barrier. This can be used to 
investigate the stability of time-independent s olutions of t h e 
equations derived in the last section. The proof given h ere is 
based on a g e dankenexperiment, in the s pirit of classical t h e rmo-
dynamics . A more mathemat i cal type of p r oof has been given by 
Anderson (1963). 
Since we expect both the free energy associated w~th the barrier 
and the current density throu gh it to be determined by the local 
value of W, it will be sufficient in deriving the relationship 
between them to consider a barrier so small that the spatial 
variations of W over it may be neglected. Let us consider two 
systems A and B, which are identical except for the fact that A 
contains a barrier and B does not, i.e. Bis a single superconducting 
region. Suppose that A and Bare connected to genera tors supp lying 
an identical current I to each. The free energies of A and B will 
be functions FA' FB respectively of I. If I is changing voltages 
VA' VB will appear across A and B. Equating the free energy 
changes to the work d one by the generators, we obt ain 
dF. = V.Idt (i=A or B) J. J. 
so that 
Now since A and Bare identical excep t for the barrier, FA - FB is 
simply F, the free energy associated with the barrier, and VA - VB 
is equal to V, the voltage across the barrier. 
Hence 
so that 
dF = VI dt = Ji. o~ I dt = JL2 e Id~ 2e ot 
I= 2e dF v d.0' 
Ex pressing (13) in terms of quantities per unit area, we obtain 
the more generally valid result 
( 13) 
2e of jz = 1f a}3 (14) 
where f is the barrier free energy p er unit a rea. In the special 
cas e of eqn. (9), therefore, we obtain for the barrier free energy 
per unit area: 
f = - fe j 1 cos fo + const. (15) 
(iv) Equilibrium properties 
If fo is independent of time, (10) reduces to 
2~ '\-2 V y.; = "'- sin fo ( 16) 
This equation was first derived by Anderson (private communication) 
and by Ferrell and Prange (1963). 
If the transverse dimensions of the barrier are small compared 
with A., one solution of (16) has fo approximately constant. It 
then follows from (9) that jz is also constant over the barrier, and 
takes its maximum value j 1 when fo is equal to n/2. In this case j 1 
therefore has the interpretation of the critical supercurrent per 
unit area of barrier. 
Interference of supercurrents 
A more general solution of (16), obtained by neg lecting the 
right-hand side, and valid when j 1 and consequently ).. -
2 is s mall, 
is 
where H, H and a. are constants. From (6) we see that this is a x y 
solution with a constant field (H, H, 0) in the barrier. This is x y 
the solution which will be set up when an external field (H, H, 0) 
x y 
whose direction lies in the plane of the barrier, is applied to the 
barrier. The total current through the barrier is t hen given by 
where Im denotes the imaginary part and the integrals are taken 
over the barrier. The critical supercurrent through the barrier is 
given by the maximum value of this expression with respect to 
changes in a, and is 
The integral occurring in (17), regarded as a function of a 
two dimensional vector (H , H ), is simply the Fourier transform x y 
of j 1 , with suitable scaling factors and rotated through a right 
angle. This fact allows us to make the following observation: the 
square of the critical current through the barrier, regarded as a 
function of the magnetic field applied to t h e barrier, is similar 
in functionaL:frorm to the Fraunhofer diffraction pattern of an 
aperture having the same shape as the barrier and transmission 
coefficient everywhere proportional to j 1 • The field dependence 
of the critical current has been studied experimentally in two 
cases. For a rectangular barrier (17) predicts a critical current 
for fields parallel to an edge of the barrier of the form I (sin x)/ xl , 
with minima occurring when the flux enclosed by the barrier is a 
non-zero multiple of the flux quantum. Behaviour of this type has 
been observed by Rowell (1963). The second case is the analogue of 
the interference pattern produced by two coherent point sources, and 
has been investigated by Jaklevic et. al. (1964), whose experimental 
arrangement consisted of two tunnelling barriers connected in 
parallel. The critical current of the combination was found to 
be approximately a periodic functi on of the applied field. It is 
interesting to note that according to (17), the critical current 
of the barriers connected in parallel is in general less than the 
sum of the critical currents which each barrier would have if 
measured by itself. As pointed out by Jaklevic et. al., their 
experiment shows that the rang e of the superconducting long-range 
order is at least as great as the separation of the two barriers, 
which in one cas~ was as grea t as 3.5 mm. 
The Meissner effect and the mixed state 
Anot her case o f interest occurs when% is everywhere small, so 
that in (16) sin% can be replaced by %. 
'12% = )._-2% 
(16) then reduces to 
( 18) 
This is simply the Londons' equation in two dimensions, and i mplies 
that in small magnetic fields there will be a Meissner effect, i.e. 
currents and magnetic fields will be confined to a region near the 
edg e of t h e barrier and will fall off with distance from the edge 
as e-r/~ Anderson (private communication) and Ferrell and Prange 
(1963) haue pointed out that this effect will reduce the critical 
current even in zero magnetic field below the value corresp onding 
to a current density of j 1 per unit area. 
For typical barriers used in tunnel l ing experiments ,Ai is of the 
order of 1 mm. 
Let us now consider qualitatively wha t will happ en in the general 
case, given by equation (16). It is clear that the Meissner effect 
will be destroyed in sufficiently large fields, just as in bulk 
superconductors, because the exclusion of the ma gne tic field 
increases the Gibbs free energy of the system, and in sufficiently 
larg e fields t his increase cannot be compensated by the lowering 
of oarrier energy obtained by having~ everywhere small in the 
interior of the barrier. The situation when the Meissner effect 
has been destroyed is analogous to that occurring in the mixed state 
of type II superconductors, and t he transition to the mixed state 
wi ll occur when it becomes energetically favourable for a single 
quantized flux line to enter the barrier. As shown by Abrikosov (1957) 
in the case of type II superconductors, the critical field is 
simply related to t he Helmholtz free energy per unit l ength of a 
flux line. This energy is calculated in the appendix, and the 
corresponding critical field shown to be 
( 19) 
This is typically of the order of a gauss. 
Ferrell and Prange (1963) have investigated the one-dimensional 
form of equation (16) and in particular have found the maximum field 
at the edg e of the barrier for which a solution with a Meissner 
effect (field decaying exponentially at large distances from the 
edge) is possible. This field they find to be (n/2)Hc 1 ' i.e. 
greater than the thermodynamic transition field. The solutions 
with H;::, Hc 1 must be metastable. The explanation for their existence, 
as in the case of type II superconductors (Bean and Ll.vingston 1964), 
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is that there is an attractive force between a flux line and the 
edge of the barrier, so that a flux line has to overcome a potential 
barrier before it can get into the interior of the barrier. 
Similarly, metastable solutions corresponding to the mixed state 
can occur in all applied fields down to zero field. 
We have so far assumed the barrier to be homogeneous. Let 
us now consider briefly the effects of inhomogeneities. As in the 
case of type II superconductors inhomogeneities will tend to pin the 
flux lines (Anderson 1962), and this will lead to the possibility 
of supercurrents being carried by the interior of the barrier as 
well as by its edge, the Lorentz force on the flux line being 
balanced by the pinning force. A particular exrunple of this is 
the supercurrent carried by a superconducting bridge across the 
barrier. 
(v) Non-equilibrium properties 
In this section we shall confine ourselves to the case of 
dielectric barriers, since in the case of normal metal barriers 
the damping effects due to shunting of the supercurrents by normal 
currents will be very important and cannot be neglected. 
Non-equilibrium properties of barriers can be classified into 
two t ypes, according to whether there is a de voltage across the 
barrier or not. Accoreing to (5), in the former case~ will 
increase progressively with tiille, so that oscillatory effects will 
occur through oscillations in sin~ and hence in j , even in the ; z 
absence of applied oscillating fields. In the latter case~ will 
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Frequency dependence of the wave number k and the . 
edge impedance Z for small amplitude electromagnetic 
waves propagated a long a barrier in the absence of 
steady fields and currents. 
oscillate abo ut a mean value, and these oscillations will be damped 
out by resistive effects unless they are sustained by applied 
oscillating fields. 
The non-equilibrium properties of barriers are described by 
equation ( 10): 
2 
V 25i:1 - -;. q = )..-2 sin ~ 
v ot 
).-2 In the limit of zero supercurrents, i.e. ~ O, this reduces to 
the two-dimensional wave equation . This corresponds to the fact 
that in this limit the barrier is behaving as a transmission plane 
(two -dimensional transmission line), the velocity of propagation 
being v. We shall now consider the properties which depend 
specifically on the existence of supercurrents. 
A. No de voltage 
We shall deal only with the situation in which~ undergoes small 
oscillations about the solution yj = 0, corresponding to zero 
a nd the barrier is uniform. 
magne tic field and current.A In this case we may replace sin~ by~, 
obtaining the equation 
On substituting into (20) the plane wave solution 0 = exp i ( wt - k. r), 
we obtain the dispersion relation, illustr~ted in fig. 17, 
= (k).)2 + 1 
where w0 = v/').. 
(21) 
(22) 
w0 is typically a few Gc/s. It follows from (21) that waves cannot 
be propagated for w <.w0 • In the static limit k tends to i/)... This 
is merely a restatement of the Meissner effect. For w >>cu0 the 
propagation velocity tends to v, its v a lue in the absence of 
supercurrents. 
A case of some interest is that for which w = w0 and k = O. In 
this case the phase is the same over the whole barrier, and so by 
(6) there are no ma gnetic fields. This type of disturbance is in 
effect a plasma oscillation, reduced in frequency to the microwave 
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region owing to the small density of charge carriers in the barrier, 
and localized in the barrier owing to its fre quency being below the 
plasma cut-off frequen c y in the bulk superconductor. 
In the k=O case, in which~ is indep endent o f position, we 
may drop the assumption of 95 being small, and obtain the pendulum 
equation (Anderson 1963) 
d 295 2 
-- + w sin ~ = 0 
dt2 0 
(23) 
As mentioned previously, in the absence of de voltages oscillatory 
disturbances can be set up only if t hey are excite d ex t ernally, for 
example by applying ac voltages across the edge of the barrier. It 
is therefore of interest to calculate t he i mpedance p resented to a 
source connected across the edg e of the barrier, i.e. the voltage 
across t h e barr ier divided by the current flowing across the edge. 
The latter is related to the magnetic field in the barrier by 
Maxwell's equations, so that using equations (5 ), (6) and assuming 
for 95 the p lane wave solution, valid in the case of a s emi-infinite 
barrier, we obtain for the edge imp edance per unit leng th 
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2 Z = 4rcdw/kc (24 ) 
The variation of Z vTith fre quency is s h own i n fi g . 17. Below w 
0 
Z i s pure ly i nductive , while a b ove it Z is purely resistive. This 
is due to the fact that onl y ab ove w c a n travell ing waves carry 
0 
energy awa y from t h e barrier. 
Owi ne; t o t h e s mallness of d, Z is n or mally very s mall (< 10 - 3 ohm cm.), 
but it is l a r ger near w , by an amount depending on the damping of 0 
the p lasma t y pe oscilla tion. 
The phenomena discusse d here could prob ab l y be ob served in a 
barrier in the form of a thin-film transmission line, it being 
necessary of c our s e to ensure t hat t he power a pplie d was not so 
great as to cause t h e breakdown of the linear approximation (20). 
Th e s e p aration into n or mal modes of t h e type discussed here of 
th e t h ermal and zero-point fluctuat i ons of~ could b e used as the 
starting p oint of~ calculation of t heir ma gnitude, a quantity 
which would det e r mi n e whether t he phas e l ock ing discussed in 
section (i) wo uld oc cur. Detailed calculations have hith erto not 
been performe d (see, h owever, Anderson and Rowell (1963), Anderson 
(1963) and Josephson (1964) for a qualitative discussion). 
B. Finite de voltag ~ 
In this cas e~ increases progressively with time, so that the 
app r oxi mation t hat~ is s mall can no longer be made. In general (10) 
can only b e solved numerically, and the soluti ons may be e xpected 
to have v e ry complicated behaviour, as is confirmed by experime n tal 
results (Fisk e 1964, Eck et. al. 1964, and va rious unp ub lished 
observations). For s mall j 1 , however, (10) ma y be solved approx -
i mately by an itera tive procedure, t h us allowing the main fe a tures 
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of t h e solutions to b e see n . To do this we wr i te ( 10) as t wo equations: 
v20 - ..1. _a: = . /( . J._2) (25) 2 
at 2 
Jz J1 
v 
jz = j1 sin la (26) 
As a zero order approxi mation we may solve (25 ) with the a ppropriate 
boundary c onditions, putting t h e right-hand side equal to zer o. 
These boundary c onditions will depend on the de voltag e and on vrhat 
oscillatory fiel ds if any are being app lied to t h e barrier. The 
value of 0 obtained can then b e substituted into (26) to obtain a 
value of j z which is use d as the righ t-h a n d sid e of (25) in the 
next approximation, a nd so on. :·Je shall n ow c onsider s eparate l y 
the cases with an a pplied oscillating field present or ab s ent. 
(a) No oscillating field applied 
In this case an a ppropriate zero order solution of (25 ) 
(Eck et.al. 1964) is 
+ a. (27) 
giving . . . . {2 e d ( H H ) 2e Vt } Jz = J1 sin Tc yx - xy + "j" + a. (28 ) 
where Vis the de potential difference a n d (H, H, 0) is the steady x y 
magnetic field. We see that the supercurrent oscilla tes with angular 
frequenc y w = 2eV/ ~ ( the ac s upercurrent), and that if t h e ma gnetic 
fiel d is non- z ero the current di s tri buti on varies as in a travelling 
wave , with v eloc i ty Vc/ lH ld. Th e value (28 ) o f j must n ow be 
z 
substit u ted i n to (25) to give a f i rst or der c orrection term ~ 1 to~-
~ 1 will oscillate with the frequency w of the driving term jz. We 
shall not here attempt any detailed calculations, but only note 
two qualitative features. Firstly, ~ 1 may be expected to be large 
when w is near a resonant frequency of the barrier, i.e. a 
frequency at which the h omogeneous e quation 
2 
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V2~ + 5;z ~ = 0 (29) 
has a non-zero solution satisfying appropriate boundary conditions. 
Secondly, _01 may also be expected to be large when the ratio between I I 
the potential difference and the magnetic field is such that the 
velocity Vc/lHld of the supercurrent distribution is equal to v, 
the velocity of propagation of electromagnetic waves in the barrier. 
The e x istence of the _01 term will show itself experimentally as 
a modification of the de curr ent-voltage c haracteristics of the 
barrier. However, t h e equations set up in s ec tion (ii) are not 
sufficient in t h emselves to treat t h ese modifications. This is 
because of our ne g lect of dissipative process.as. If a barrier h as 
a de potential across it and a de current t hrough it, energy is 
being continuously supplied to the barrier, and a steady state 
situ ation can occur only if there is some mechani s m present for 
dissipating the energy . He may turn this argument round and 
ob tain a qualitative picture of the behaviour of t h e de c haracter-
i stics by noting that any dissipative process must lead to a de 
current through t h e barrier in order t hat energy c a n be conserved. 
The rate of dissipation will be greater whe n larg e oscillating 
electroma gnetic f i elds are present, i.e. when ~ 1 is large for either 
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of the reasons c onsidered previously (the ~O term gives rise only 
to de fields when substituted into (5) and (6)). In both these cases 
the condition for ~ 1 to be large is one which involves the voltag e 
across the barrier, so that the current-voltage characteristics 
should show a resonant peak at a particular voltage or voltages. 
This has been confirmed by detailed calculations in one particular 
case by Eck et. al. (1964), and from these calculations it can be 
seen that t h e ex c e ss de current arises from a distortion of t h e 
waveform of the ac supercurrent (cf. also sub-section (b)). 
Experimental evidence for the occurrence of both types of 
resonant process has been obtained. Fiske (1964) has observed 
step-lik e cha racteristics with rapid rises of current at voltages 
which are indep endent of magnetic field, though oth er features of 
the characteristics are strongly field-dependent just as is the 
value of the critical zero-voltag e supercurrent. The excess currents 
observed by Fiske are probably due to the e xcitation of standing 
waves in the barrier at characteristic r esonant frequencies given 
by (29). The negative resistance portions of t h e resonant p eaks 
were presumably unstable under t h e conditions of the experiment 
and were not observed. 
Eck, Scalapino and Taylor (1964) have obtained evidence for the 
occurrence of the other type of resonant process. They observed 
characteristics with a resonant peak at a field-de p endent voltage 
given , to within e xperimental error, by the velocity matching 
condition Ve/( I HI d) = v. 
One further c as e of interest is t hat of zero magnetic field and 
a uniform barrier, which reduces as in the z e ro-voltage case to 
the pendulum equa tion (23). It is cle a r that in this case there 
can be no resonant type of behaviour (remember that we are now 
dealing with solutions in which~ i ncreases progressively with time ). 
This conclusion depends specifically on our assumptions of zer o 
ma gnetic field and barrier uniformity, which allow e quation (10) 
to be reduced to an ordinary differential equation. S ome exper-
imental support for it is provided by the observation that when 
barriers are made by a method which gives g ood uniformity of 
barrier thickness the step-like structure often becomes more 
pronounced in a magnetic field. 
For c ompleteness it s h ould be noted that a more complicated 
typ e of behaviour is also possible (Shapiro 1963), in which the 
barrier voltag e jumps back and f or ·e between two different values at 
a r ate determined by the external circuit parameters. This 
behaviour may be due to a negative resistance region of the 
characteristic, as suggested by Shapiro, or to t h e fact that t h e 
load line of the barrier may not intersect its de chara cteristic 
(as happens in the neon-tube time base). 
(b) Oscillating fields applied 
When both de voltages and oscillating fields are applied 
together to a barrier a new p ossibility arises; the ac supercurrent 
resulting from t h e de voltage may b ecome locked to the oscillations 
of t h e a pplied field. This can happ en only if the ratio between 
the t wo frequencies is a simple rational number. If l ock ing of 
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the ac supercurrent to an applied field of fixed fre quency occurs 
then the de component of the current is free to va ry, since the 
system has available one degree of freedom conresponding t o the 
possibility of a ltering the phase relationship between the two 
oscillations (a specific example will be c onsidered later), while 
on the other hand the de comp onent of the voltag e is fixed by the 
voltage-frequency relation (5), since the mean value of d~/dt is 
fixed by t h e frequency of t h e field to which t h e ac supercurrent is 
locked. This situa tion is ana l ogous to that occurring in the 
discussio n of the de s upercurrent (section (i)), where the voltag e 
i1as fixed a t zero while the current could v a ry over a finite range. 
In the present case the de characteristics will have a number of 
c onstant-voltage regions at finite voltages as well as at zero 
voltage. The volt age of these regions should be exactly constant 
as far as the present t h eory g oes, being determined only by the 
fr e quency of the applied oscillating field, while in the case of 
Fiske's experiments t h e voltage is determined by the fre quency of a 
res o na nce, which must have a finite wi dth. Fr om a more practical 
viewpoint we may say t hat a barrier whose phase oscillations are 
locked to t h os e o f an external oscillator of fi x ed frequency should 
behave as a p erfect voltage st a bilizer, i.e. within limits c h anging 
the current through it has no effect at all on the voltage. Pippard 
( private communication) has pointed out t hat this property mi ght b e 
'1' I ! 
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used for a n a ccurate detef.mination of the c onstant h/e on which the 
voltage-frequency relationship depends. 
We shall now make a quantitative analysis in the case where 
s patial variations may be ne glected and j 1 is s mall. Since j 1 is 
s mall, we may asoume t hat the supercurrent has no influence on the 
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voltage across t h e barrier, which is therefore simply t he sum of t he 
applied de and oscillating potentials: 
v = v0 + v1 cos wt 
From (5) we therefore obtain 
(30) 
!i1 = (2eV0/}{)t + (2eV1/p{w) sin wt+ a. (31) 
so that jz = j 1 sin{.(2eV0 /}{)t + (2eV1/}{w) sin wt + a.} 
= j 1 ~ [..rn (2eV 1/}i{w) sin {(nw + 2eV 0 /}i{) t + a.}] (32) 
l'l=-oo 
,·,here J is t h e Bessel function of order n. ;fo see t hat if 1.eY0 /l{w n 
is an inte ger n t hen j will have a n on-zero mean va lue which 
z 
depends on t he c onstant of integr a tion a.: 
J= (-1 )nJ J (2eV1/}(w) sin ex. = (-1 )nJ J (nV1/v0 ) sin ex. (33) z 1 n 1 n 
jz can therefore be either in t he direction of t h e applied de 
potential or against it, and to conserve energy power mus t 
accordingly be supplied to or absorbed from the applied oscillating 
field. jz can vary between the limi ts+ j 1 Jn(2eV1/}i{w), so that the 
size of the step a t de voltage np{w/2e is e qual to 2j 1Jn(2eV1/}{w) 
-fore 
and thereAvaries in an oscillatory manner with the amplitude of the 
oscilla ting c omponent of the fiel d>V1 (cf. the situation in p4oton 
assisted single-particle tunnelling ( Tien a nd Gordon 1963) ). 
The predicted behaviour of t he de c hara ct eristics of barriers 
i n a microwave field, including t he possibility ex~ected from ( 33 ) 
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of de curren ts flowing in t h e r everse dire ction to t h e app lied 
voltage, has been observed by Sha~iro (1963) and Shapiro et. al. 
(1964). However, in real barriers a dditional contributions to t h e 
curren t not considered here s hift t h e constant-volt age steps so 
t hat t hey are not symmetrical abo u t zero current as predicted by (33). 
(vi) Microsco~ic t h eory 
The tunnelling Hamiltonian method 
Th e basic p roblem of t h e microscopic theory is the deriva tion o f the 
relation betwe en j a nd 5D. One meth od , p_art'i c u1:a:rl_y usefu l for z 
dielectric barriers, is the tunnelling Hamiltonian meth od of Cohen, 
Falicov and Phillips (1962). In t his me thod it is assumed t hat t h e 
Hamiltonian o f t h e s ystem can be wr i tten in the f or m 
(34) 
where H1 and H2 are the Hamiltonians for the regi ons on the t wo 
sides of t h e barrier and RT is a term describing tunnelling across 
t h e barrier, assumed to be of the form '!_ T1r ai a r, where a 1 and ar 
are electron annihilation opera tors f or states on opposite sides of 
the barrier and HT is t h e tunnelling matrix element. The tunnelling 
Hamiltonian a p proxi mation is equivalent to t h e assu.~ption that 
tunnelling is an instantaneous process during which t h e effects of 
interactions may b e .i gnored. 
Since the effects of tunnelling are i n clude d e ntirely in the 
t e rm HT' it is reasonable when calcul ating the tunnelling c urrent to 
r e gard t his term as a perturbation . For calculating the zero-
voltag e current t h e s i mplest method is to calculate t h e free e nergy 
'I I 
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of the barrier by perturbati on theory and use (14) to derive the 
supercurrent (Anderson 1963). F or calculating the current at 
non-zero voltag e one must use time-dep endent perturbation t h eory. 
At t = - CIO the s ys tem is assumed to consist of t wo independent 
subsystems each in equilibrium at different potentials with a 
definite (time-dependent) value of~. The perturbing term HT is 
supposed to be s wi tche d on adiaba tically and t h e barrier current 
resulting is calculated. A calculation in which it uas assumed 
that t h e Hamiltonia ns H1 and H2_ could'he approxi mated by t hose of 
non-interacting quasi-particles h as been given by Josephson (1962). 
In this calculation there are certain difficulties in t h e formalism 
due to the fact that t h e usual simplification of me asuring all 
energies relative to t h e Fermi energy cannot be made since the Fer~i 
level is n ot t he same on both sides of the barrier. This difficulty 
is related t o t he fact that~ is time dependent. One way of avoiding 
it,which has t h e adva nt a s e of not being limited to the weak coupling 
limit in which independent quasi-particles exist, is to express the 
correlation functi ons which enter into the formula for the tunnelling 
curren t in terms of Green's functions (Ambegaokar and Baratoff 1963). 
Two terms are found, one which involves t he n or mal single-electron 
Green' s functions (G functions) and is the s am e as the expression 
found for quasi-particle tunnelling by Schrieffer et. al. (1963), 
and one which involves the Gor'kov F functions and is a periodic 
functio n of~. This latter term averages out to zero f or non-zero 
p otential differences, so that in an experiment me asuring t he de 
I 1111 
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current-voltag e characteristics the f or mula of Schrieffer et. al. 
e ives the correct result in the approximation used by .A.mbegaokar 
and Baratoff. The term involving F functions gives rise to the 
ac and de supercurrents, and may be regarded as the contribution 
from the tunnelling of 'Cooper pairs'. The Cooper pair sta te 
(Cooper 1956, Gor'kov 1958) is a boson state of charge 2e whose 
occupation number is macroscopic. Its existence in superconducting 
systems is imp lied by the long-rang e order of the phase of the 
order parameter. The energy of the Cooper pair state is twice the 
Fermi energy, and there is a single state only when the order 
parameter has phase coherence over the whole of the region which 
* is superconducting. Wh'. e n a finite voltage is app lied across a 
barrier, t h e time-dep endence of~ implies that phase coherence is 
present only in each of the sub-regions on either side of the 
barrier, and instead of a single Cooper pair state there is one 
state for each side of the ba rrier. These have different energies 
owing to t h e potential difference across the barri~r, so that 
the processes involving tunnelling of Cooper pairs across the 
barrier are virtual processes. These virtual processes constitute 
the ac supercurrent. Real processes involving the tunnelling of 
Cooper pairs, in which the ex istence of a dissipative process, or 
the poss ibility of interaction with photons from a microwave field, 
allows the energy balance to b e k ept, are also possible, and have 
* An instructive analogy can be found in the behaviour of lasers. When 
a laser oscillates in a single mode, i.e. a single photon sta te has 
macroscopic occupation number, the electroma gnetic field has ph a se 
coherence over the whole volume of the laser. In t his analogy the 
photons and electromagnetic f i eld of the l a ser corresp ond to the 
Cooper pairs and the order parameter of the superconductor. 
' 
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been discussed from a different viewp oint in section (v) B. 
The magnitude of t h e zero-voltage supercurrent has been 
calcula ted by Anderson (1963) at absolute zero and by Ambegaok ar 
and Ba ratoff (1963) for fi nite tempera tures. An i mportant result 
of the calculation is t hat the supercurrent terms are of t h e same 
order of ma gnitude as t h e quasi-particle currents occ urring at 
vol t a ges of t h e order of t h e energy gap. 
The Gor'kov method 
It is possible to calculate t h e zero voltage supercurrent in a 
way that avoids completely the tunnelling Ha miltonian met h od and 
describes propa~ation through t he barrier in terms of Gr e en's 
functions. This meth od has t h e advantaGeS t hat it shows precisely 
the factors determining t h e ma gnitude of t he supercurrent, it 
indicates t he rel a tion between supercurrents through barriers and 
the usua l kind of sup e r current, and it is not restricted to 
dielectric barriers. Th e method is based on t ha t used by Gor'kov 
(1 95~ Jto derive the Ginzburg - Landau equations from microscopic 
theory. 
We shall u s e in our proof the sta tistical Green's functions 
G + and F , defined by 
G(r·r, r '1'') = ( T ( '1-(r, Thyl(r' , i')i 
+ 
r '1' ' ) ( T('1l (r ,'T) ·J/ (r •, '1 1 ) )) F (r1", = 
where T is t h e time-ordering operator and for any operator 
A('Y) = Hi, A -H""r e e 
(35) 
(36) 
For simplicity we ahall use units in which~= 1, Boltzmann's constant=1 
I' 
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and energies are measured from the Fermi level (so that fL = O). 
+ G and F may be expressed in the usual way as Fourier series: 
G(ry,r'f') = Tl e-iw(y-r•) G Cr r•) 
(I) ' w 
(37) 
the sum being taken over the values w=w: (2n+1)nT for integral n, n 
T being the temperature and G being given by the relation w 
51/T G (r,r') = w O 
with similar relations for F+. Taking as the single-particle 
Hamiltonian (including self-energies but i gnoring interactions) 
H = 2
1 (i\7 + ~ A(r)) 2 + V(r) r m r c 
we may write the Gor'kov equations in the form 
(iw-H )G (r,r') +~ (r) F+(r,r') = ~(r-r•) r w w 
( i w-H * ) F + ( r , r 1 ) - J.. * ( r ' ) G ( r ' , r ) = 0 r' w l> -w 
H* being the operator obtained from H by t h e replacement i~-i • 
.6.(r )=gT ?- F. ·er ,r') is the energy gap parameter, g being the (I) 
(I) 
interaction constant. 
Using the Green's function for non-interacting pa rticles 
,,..., 
G (r,r'), which s a tisfies t h e equations w 
.IV (iw-H )G (r,r') = t (r-r') r w 
* ,-, (" (iw-H , )G (r ,r') = o (r-r •) r w 
(40) and (41) can be converted into the integral equations 
(38) 
(39) 
(40) 
(41) 
(42) 
(43) 
G (r,r') :'G (r,r') - !'G (r,s)~(s)F+(s,r') ds (4l1-) w w w w 
F+(r,r') = (G (s,r')6. *(s)G (s,r) ds (I) l (I) 
-w (45) 
Equation (45) is slightly different from Gor'kov's e quation, being 
""' obtaine d from it by interchanging G and G. This form will b e I:J. ore 
convenient for our pur p oses. Obtaining a different equation was the 
result of using an e quation for F+ derived from the equation of 
motion for \f't(~) r a ther than t h e one for \f't(r). 
F+ ma y now be eliminated from (41+) and (45), giving the result 
G (r,r') =G (r,r') - (('cf (r,s)a(s) G ' (s' ,s)~*(s 1 )G (s' ,r') ds ds' w w JJ w -w w 
(46) 
The expectation value of t h e current density, 
j(r)= ({ie(V ,-'2) , - 2e
2 
A(r)}·"t'Cr 1 ,o) cl,(r,o)) (47) m r r r =r me l 1' 
may now be found by expressing it in terms of G (equation 35), as 
follows: 
j(r) = _s iecv ,-V) , - 2 e
2 
A(r)}G(r,O; r' ,O+) (48) 1. m r r r =r me 
Note t hat in (47) and (48) is included a factor 2 due to summation 
rv over spins. If in the right..:.hanct side of (48 ) we replace G by G, 
we obtain the current density for a non-intera cting system, which 
is zero in equilibrium. Hence (48) remains true if in it we replace 
"' G by G-G, and using (37) and (46) we obtain 
{ 2 }ill ~ ie 2e * IV j (r) = T L. -(V ,-\7 ) , - -A(r) (r ,s)A(sY' G (s!ts )l}(s' )G(s ; r ') ds ds' w m r r r =r me w -w w 
(49) 
= SS K ( r , s, s' ) D.( s) .tl * ( s' ) ds ds' (50) 
where K(r,s,s') = T !. G (s' ,s) 
w -w 2 u ie f'J ,.., rv 2e - ""' X [- ( G ( r , s ) '('7<} ( s ' , r ) -G ( s ' , r ) V. G ( r , s ?- - A ( r) G ( r , s ) G ( s 1 , r) m 1 w 'r"'w w r w 'J me w w 
(51) 
I I 
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(49) is valid at all tempera tures and assumes only the validity of 
the Gor'kov equations. As a first approximation, valid n ear T 
c 
,v 
where bis small, we riay replace G by G. K then becomes independent 
of /1 and (49) reduces to Gor'kov's result. Gor'kov derived the 
Ginzburg - Landau equa tions from it by assuming .Ato be slowly varying 
with position and exuanding Aina Taylor series about the point r. 
If we are calculating the current at a point in a barrier t his 
approximation is clearly n ot a g ood one. Howeuer, since K has a 
range of t he order of a coherence length and t h e important variations 
in A. take place over a much smaller range, i.e. t h e barrier thickness, 
we may make a different approximation, namely that in the neighbour-
hood of r b. take s different constant values l\.1 and A2 on the two 
sides of the barrier. ( 50 ) then reduces simply to t he form 
* = L K .. !J.D. 
. . J.J J_ J 
1., J 
j (r) (i,j=1,2) (52) 
Further, no supercurrent can flow acros s the barrier unless both 
sides are superconducting, so that the righ t-hand side of (52) 
must vanish if either A.1 or 62 is zero. Hence K11 :K22:0, If 
time-reversal symmetry is present j must change si gn when /::;. is 
A::f.• replaced by u In addition j must be real. j therefore reduces 
to the form 
(53) 
where K is real. Putting 0 = arg A2 - arg A, and j 1 = -a-K1~1 I I~ I , 
this reduces to (9). 
More ligh t is thrown on the factors determining the magnitude of 
the supercurrents if we calcula te instea d of the current density the 
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total current through the barrier. Let S be a surface whose 
intersection vii th the superconductor lies inside the barrier, and 
which divides space into two parts v1 and v2 • If n is a unit 
vector normal to S pointing into v2 , the total current through the 
barrier is 
(the suffix r denotes that the surface integral is taken with respect 
to t he point r). The quantity r{K(r,s,s').~dSr can be calculated 
by using the identity 
tl [~ {a (r,s)VG (s' ,r) -G (s' ,r) (l G (r,s)} r m w r w w r w 2 2 "" ,.,, ~ __ e_A(r)G (r,s)G (s',r) me w w 
= 2ie{G (r,s)b(r-s') - G (s' ,r) ~ (r-s)1. w w s (55) 
This identity can be proved by direct computation using equations 
(39), (42) and (43), but it is more instructive to derive it from 
the law of conservation of charge , as follows. Consider two single-
electron states Is) and Is'), with wave functions 
-= G (r,s) 
w * 
={G/s',r)\ 
(56) 
respectively. Note t hat 'l. and \JI , are ordinary functions of t h e s s 
p osition coordinate r and not field operators. From (L~2) and (43) 
they satisfy t h e equations 
H -.}' (r) = iw "iJ. (r) - ~(r-s) 
r s s (57) 
H ~ ,(r) = -iwcl) (r) - ~(r-s') r s Ts• 
Now if Hr is a charge-conserving Hamiltonian and p(r) is the charg e 
density operator then 
. I 
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vr j(r) = -i (Hr,P (r)] (58) 
so that ~ (s 1 lj(r)ls) = -i(s 1 jHrf(r)-f(r)Hrfs) 
= w(s•Jp(r)ls) + i(hs 1lp(r)(s)- w <s•fpCr)fs)- i<s•lpCr)[s) 
from (57), 
(59) 
where 6, ~, are the states with wave functions b(r-s), ~(r-s•) s s 
respectively. If we now substitute the expressions 
<' ') . ~ )( 2 * i j(r) k =-~: C,/'i (r)Vr'4_(r)-t_k:.(r)Vrt (r))-:cA(rhpi (r)'fk(r) 
"( il,O(r)lk) = e~(r)'fi/r) 
and use the definitions (56), then (59) reduces to (55). 
and the definition (51) 
Using the identity (55)Awe obtain 
5{ K ( r , s , s ' ) • n 1 dS r = J 'Or K ( r , s , s ' ) dr 
v1 
= 2ieTl_ G (s' ,s)r (G (r,s)&'(r-s•) - G(s',r)S(r-s))dr I 
w -w Jv 1 w w 111 
= 2i e T r G ( s ' , s )G ( s ' , s) {n ( s • ) - n ( s ) 1 
-w w I (I) 
where n is a function which is equal to 1 in v1 and O in v2 • Noting 
t hat the funct i on n(s') - n(s) is zero unless s and s' are on 
opposite sides of S, we finally obtain 
I = 2ieT ( ~) 
- Jf ) ds ds' 
s'ErV1 , s~V2 sev1 ,s•~v2 XI ,..,,, * (60) G (s',s) G (s',s) A(s) ~ Cs•) 
-w w 
w 
It will be observed that (60) has the desirable property that the 
I 
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expression for the current t hr ough S contains only Green's funct
ions 
representing propagation through S (i.e. with sands' on opposite 
sides of S). In addition it is gauge-invariant. 
The diagram representation and its physical significance 
Equation (60) may be given physical significance by representing 
it by Feynman diagrams (fig . 18). In the diagrams the directed 
lines represent single-particle Green's functions, ane line 
"' representing a G function and the other a G function, and they ar
e 
labelled by the frequency which occurs as a suffix to the Green's
 
function. A dot at a verte :~ represents a fa c t or t>* or Cl according 
to whether two directed lines emerge from or go into the vertex, 
and 
the sum of the fre quencies labelling the two lines at a vertex r:m
s t 
be zero. The dashed line rep~esents the barrier, and takes into 
account the factor n(s') -n(s). More precisely , one must multiply 
each diagram by a factor proportional to the number of electrons 
which t h e diagram shows crossing the barrier (i.e. O, 2, O, -2 
respectively for the diagrams of fi g . 18). The quantity which a 
diagram represents must be integrated with respect to the coordin
ates 
of the ve r tices and summed Hith respect to frequency in the usua
l 
way, and the sum over all diagrams is a quantity proportional to 
the 
barrier current. Physically, we may say t hat the diagrams repres
ent 
the following process: a Cooper pair scatters at s', propagates 
to 
sand then scatters a gain. If in going from s' to sit crosses t
h e 
barrier, this ~recess c ontributes to the barrier supercurrent. F
rom 
this we see that the existence of an interaction in the barrier 
I 
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itself is not a necessary condition for supercurrents to be able 
to flow through the barrier. 
Processes involving more t han two Cooper pairs can also occur, 
and it is these processes which require on e of the Green's functions 
,oJ 
to be a G instead of a G. In fact, if an expression for Gin 
terms of 'a,~ and A* is obtained by iterating (46) and substituted 
into (60) the resulting expression is represented diagrammatically 
by an infinite set of connected diagrams, a typical one being that 
of fi g . 19, which represents a process involving four electrons 
crossing the barrier and four scattering processes involving the 
supercon ducting interaction. In these diagrams all directed lines 
,., 
are G functions. 
If one examines the fore going explanation of t h e processes 
occurring more closely some rath er curious f eatures emerge. For 
example, Feynman diagrams normally represent probability amplitudes 
Fig. 19 for processes and one would therefore have expected the current I I I 
through the barrier to have been the square of the modulus of the 
sum of the Feynman diagrams ins t ead of just the sum. A similar 
feature has also b-een noted in previous analyses (Josephson 1962, 
Ferrell and Prange 1963), and it is resp onsible for the fact that 
supercurrent s t h rough barriers, whic h are due to second order 
processes, are similar in magnitude to the first order quasi-particle 
processes. Another curious feature is that the c ontribution to the 
current from each diagram is in general complex, t h ough the sum is 
real, as it must be, each diagr am havin g a complex c onjugate 
diagram obtained from it by reversing all its arrows. It is clear 
t hat i n tuition is of no great help in understanding the s upercurrent 
as a flow of Cooper pairs. Eowever, as will now be shown, there 
are some very familiar situations in which simi lar difficulties 
arise if one tries to interpret t h em in terms of a · flowof p articles 
(for a different example, see Ferrell and Prange 1963). 
Consider a charg ed particle in a harmonic p otential well, 
interacting with an external oscillatitig .~lec t ric field. The 
i nteraction between the particle and the field may be pictured as 
follows: the quantum number of t h e state of t h e electron may cha n g e 
by ± 1 and a photon be simultaneously absorbed or emitted. The 
matrix element for these processes is proportional to the electronic 
charg e e, and as shown by standard t h eory the probability of 
emission of a photon (in t h e absence of an applied f i eld) or 
absorption or stimulated e mission (in the presence of a continuous 
spectrum of electromagnetic radiation) is proportional to the 
squared matrix element, i.e. to e 2 . Now consider instead a coherent 
applied electroma gnetic field oscillating in phase with the electron. 
If t h e quantum numbers of the electron and the field are larg e we 
may calculate classically t h e mean rate at which p ower is transferred 
from the field to t h e electron: 
P = eEv sin $0 (61) 
where E and v are t h e root mean s quare values of t h e electric field 
and t h e veloc i ty of the ele ctron r espectively and $0 is the phase 
difference between the t wo oscilla tions. Since the photon energy 
is fixed, n, t h e mean rate at 1vhich quanta are transferred from 
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the field to the electron, is proportional to P and hence to e sin~, 
i.e. proportional to the matrix element and no t to its square. It 
should be noted that the usual perturbation the ory tre a t ment for 
the rate at which a process occurs is not applicable here, since 
the spectrum of final states is not quasi-continuous as is usually 
assumed. Note also the appearance in (61) of the factor sin <J, 
just as in the case of barriers (equation 9). 
At this p oint we may take a lead fro~ the treatment of barriers 
and say that there ate two contributions ton, one proportional to 
ie exp(-ilJ) from the absorption of photons and one proportional to 
-ie exp(ilJ) from the emission of photons. As with other interfe rence 
processes, any attempt to observe which way any individua l process 
h as taken place alters t h e nature of t h e effect. To be able to 
tell whether between two :·. instants of time a photon has been 
a bs orb ed or emitted it is necessary to know the quantum n umb er of 
eith er the electron or the field at b oth times to better than unity, 
which destroy s knowledge of t h e phases. Equation (61) has meaning 
only when averaged over a large number of quantum processes. 
Interference effects 
After this di gression, let us return to the discussion of 
barriers. In particular we shall consider the question of whether 
the summations and inte grations i mplied by equation (60) involve 
quantities whi ch tend to have t he same sign (more precisely, whose 
real parts tend to have the same sign), or whether the signs tend 
to be random, which will tend to reduce the ma gnitude of the 
supercurrents. 
In the first place, phase changes may occur in the p roduct 
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ll(s)A*(s') as s and s' mov e in a direction parallel to t h e p lane 
of t h e barrier. Th e effect of t his on the barrier s upercurr ent is 
just t h e interference effect discuss ed in secti on (iv), and the 
phase changes occur on l y i n the presence of a ma gn etic field. Then 
t h ere is t h e p os s i bi l i ty of interference between t h e t wo integral s 
in equation ( 60). These chang e relativ e pb,ase as the phases of 6. 
on the t wo sides of t h e barrier cha ng e relative to each ot h er, but 
t his effect merely gives rise to t h e sin~ dependence of j • Ne x t 
z 
there is t h e possibility t hat A ma y ch ange sign as on e i aves n or mal 
to t h e ba rrier, owing to the Coulomb r epulsion dominating in t h e 
barrier. Th i s effect is probab l y s mall for t ypical t unnelling 
barri ers s i nce t h eir t hickness is so s mall, but it ma y play an 
i mportant r ole in barr iers of normal metal. Finally, there is t h e 
""' possibility o f fluctu a t i ons in sign of G (s•,s)G (s',s). Since 
-w w 
Green's f unctions oscillate in sign with a peFiod of the order of 
an inverse Fermi wave-number, one mi gh t e xpect t his effect t o be 
very i mportant, but we shall see t hat in t h e abse nce of ma gne tic 
i mpurit i es this is not so. If ma gnetic fields and i mpurities are 
absent t h en H* = H , so that by (42) r r 
(',, 5:-""' }* G (s•,s) = {G (s',s) w -w 
,., 
In additi on G a nd G are identical at the trans iti on temperature a n d 
genera lly tend to have t h e s ame p hase ( G decrease s fas t er with 
N. distance s e parat ing t he t wo arguments than G). 
,..., 
Hence G (s 1 ,s)G(s 1 ,s) 
- w w 
tends to have t he s am e sig n as IG (s•,s)f, which is alwa y s positive. w 
Thus non-ma gne tic i mpurities s houl d no t have a drastic effect on 
I I 
barrier supercurrents, but with magnetic impurities destructive 
interference is possible. This distinction between the effects of 
magnetic and non-magnetic impurities is similar to that occurring 
in bulk superconductors (Anderson 1959). 
To conclude this section, it should be pointed out that the 
method used here may be generalized in several directions. For 
example, spin-changing interactions can be dealt with by using a 
G, 1 and F+ which are matrices in the spi·n indices. Non-local 
interactions can be dealt with by using a 11 which is a function 
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of two position coordinates instead of one, and retarded interactions 
by using a l1 which depends on w. Once t h e appropriate generaliz-
ation of the Gor'kov equation has been written down, the subsequent 
manipulations are essentially identical to those carried out here. 
Appendix Calculation of Hc 1 
As pointed out by Abrikosov (1957), the field at which the 
transition to the mi x ed state occurs is e qual to 41tF/~, where 
0 
y1 = hc/2e is the flux quantum and F is the free energy of an 0 
isolated flux line per unit length. This expression comes from using 
t h e equilibrium condition dF = H dM (M = ma gnetization) and the fact 
that the magnetic moment contributed by unit leng th of a flux line 
is y1 /4rc. 
0 
The free energy of a barrier per unit area is 
(62) 
The first term is that due to t h e barrier itself, and was derived in 
sec t ion (iii). The second term is t he energy of the ma gnetic 
field plus t he k inetic energy of the supercurrents in t h e penetration 
I I 
reg ion. This contribution is clearly proporti onal to the s qu a re 
of the field in the barrier and so to (V0) 2 , and the c oefficient 
can most simply be found by using the fact that a pplying the 
v a riational principle to the free energy expression obtained from 
(62) must lead to (16). For the barrier containing no flux line the 
appropriate soluti on of ( 16) is 0 = 0, and the solution corresponding 
to an isolated flux line in the barrier is the one derived by 
Ferrell and Prang e (1963) in a different connection: 
0f = 2 sin - 1 sech (x/l.) (63) 
which clearly corresponds to a disturbance localized near the line 
x = O. Substituting into t h e free energy formula (62), we obtain 
for the additional energy per unit length of a flux line 
(°" 2 
= (2p{j 1/e)j~ sech (x/l) dx = 
= 4.tfj 1 J../e 
3 2 3 .1 
= (2~ j 1 c /ne d)
2 
Therefore Hc 1 = 4nF/(~:) 
s.ao 2 (2p{j 1 )./e) -c4 sech x dx 
(64) 
(65) 
(66) 
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