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Uniwersytet Łódzki, Wydział Matematyki i Informatyki
frydrych@math.uni.lodz.pl, horzel@math.uni.lodz.pl
Streszczenie Praca opsuje metode˛ szybkiego generowania kodów liniowych w
wymiarze „połówkowym”, tzn. gdy wymiar kodu jest równy jego kowymiarowi.
Kod jest reprezentowany w przestrzeni wektorowej nad ciałem skon´czonym cha-
rakterystyki wie˛kszej niz˙ dwa, co dało mozliwos´c´ wykorzystania automorfizmu
Frobeniusa do konstrukcji pewnych operatorów liniowych maja˛cych nature˛ geo-
metryczna˛. Metode˛ zilustrowano przykładem w wymiarze trzy (wymiar i kowymiar
kodu) nad ciałem charakterystyki siedem.
Słowa kluczowe: kody liniowe, kodowanie, Grassmanian
1 Wprowadzenie
Kody liniowe stosowane sa˛ powszechnie w przesyłaniu danych w zaszu-
mionym medium transmisyjnym. Przez wymiar kodu rozumie sie˛ przepu-
stowos´c´ ła˛cza dla transitowanej informacji, z kolei kowymiar kodu, mierzy
tak zwana˛ nadmiarowos´c´ czyli ilo informacji niezbe˛dnej do wykrywania i
ewentualnej korekcji błe˛dów w przesyłanych danych. Liniowos´c´ kodu zan-
komicie upraszcza procesy kodowania i dekodowania, co skutkuje duz˙a˛
wydajnos´cia˛ implementowanych algorytmów. Z oczywistych powodów,
najcze˛s´ciej stosuje sie˛ kody binarne, co znacznie zawe˛z˙a spektrum moz˙li-
wej do uzyskania jakos´ci kodu. Zastosowanie wie˛kszej liczby stanów (ciał
skon´czonych charakterystyki wie˛kszej niz˙ dwa), daje elastyczna˛ strukture˛
kolekcji kodów liniowych.
2 Kod liniowy
Niech, k, n, p, w, q ∈ N, p − liczba pierwsza, q = pw, k 6 n.
Definicja. Kaz˙da˛ k-wymiarowa˛ podprzestrzen´ wektorowa˛ C przestrzeni
n-wymiarowej Fnq nazywamy kodem liniowym o długos´ci n, wymiaru k,
nad ciałem Fq ([4], [3]).
Wybór bazy B = (b1, . . . , bk), b1, . . . , bk ∈ C ⊂ Fnq indukuje monomor-
fizm przestrzeni liniowych
ι : Fkq −→ F
n
q ,


ξ1
.
.
.
ξk

 7→ k∑
j=1
ξjbj, im(ι) = C.
zwany kodowaniem liniowym.
Dostajemy
0 −→ Fkq
ι
−−→ Fnq
pi
−−−→ Fnq /C −→ 0
tzw. krótki cia˛g dokładny przestrzeni wektorowych. codimC =
dimFnq /C = n− k. Składaja˛c π z dowolnym izomorfizmem Fnq /C ≈−−−→
Fn−kq dostajemy ponownie (krótki cia˛g dokładny). Operator (macierz)
H nazywamy anihilatorem, macierza˛ kontrolna˛ (check matrix) kodu C.
0 −→ Fkq
ι
−−→ Fnq
H
−−−→ Fn−kq −→ 0
Kowymiar podprzestrzeni codimC = n − k to „ilos´c´ stopni kontrol-
nych kodu - nadmiarowos´c´” a wymiar dimC = k „zawartos´c´ informacji”.
Wektory bazowe b1, . . . , bk ∈ Fnq sa˛ liniowo niezalez˙ne, wie˛c znajdziemy
podcia˛g 1 6 j1 < . . . < jk 6 n, taki z˙e macierz
bj1,...,jk =


bj1,1 . . . bj1,k
.
.
.
.
.
.
.
.
.
bjk,1 . . . bjk,k


jest nieosobliwa.
P · B · b−1j1,...,kk =


1 . . . 0
.
.
.
.
.
.
.
.
.
0 . . . 1
a1,1 . . . a1,k
.
.
.
.
.
.
.
.
.
an−k,1 . . . an−k,k


P jest odpowiednia˛ macierza˛ permutacji osi współrze˛dnych prze-
strzeni Fnq . Jest to tzw. standardowa postac´ bazowa kodu liniowego
C.
Dla postaci standardowej kodu C
B =
[
Ik,k
A
]
anihilator (macierz kontrolna, check matrix) H ma postac´
H =
[
−A In−k,n−k
]
.
gdzie Ik,k, In−k,n−k sa˛ macierzami jednostkowymi odpowiednich wy-
miarów.
2.1 Grassmanian
Definicja. Ogół wszystkich podprzestrzeni k-wymiarowych przestrzeni n-
wymiarowej Fnq nazywamy rozmaitos´cia˛ Grassmana lub Grassmanianem
i oznaczamy
Grass(k, n,Fq) = {V : V ⊂ F
n
q ∧ dimFq V = k}.
Z postaci standardowej widac´, z˙e Grassmanian Grass(k, n,Fq) jest
rozmaitos´cia˛ wymiaru k · (n − k) nad ciałem Fq i moz˙na go naturalnie
zanurzyc´ jako kwadryke˛ w przetrzeni rzutowej
Grass(k, n,Fq) →֒ P(Λ
kFnq )
span(v1, . . . , vk) 7→ span(v1 ∧ . . . ∧ vk).
Pełna grupa liniowa GL(Fnq ) działa tranzytywnie na podprzestrzeniach
ustalnego wymiaru, sta˛d
Stwierdzenie. Grassmanian jest przestrzenia˛ jednorodna˛
Grass(k, n,Fq) ≃ GL(F
n
q )/F (k, n,Fq)
F (k, n,Fq) jest grupa˛ macierzy postaci[
a b
0 c
]
gdzie
a ∈ GL(Fkq ), c ∈ GL(F
n−k
q ), b ∈M(k, n − k,Fq).
b jest dowolna˛ macierza˛ prostka˛tna˛ o k wierszach i n−k kolumnach
i elemntach w ciele Fq.
Poniewaz˙ grupa liniowa składa sie˛ z
# GL(Fnq ) = (q
n − 1)(qn − q)(qn − q2) · · · (qn − qn−1)
= (qn − 1)(qn−1 − 1) · · · (q − 1) · q(
n
2
)
elementów, otrzymujemy
Wniosek. Liczba elementów rozmaitos´ci Grassmana wynosi
# Grass(k, n,Fq) =
(qn − 1)(qn−1 − 1) · · · (qn−k+1 − 1)
(qk − 1)(qk−1 − 1) · · · (q − 1)
.
Poniz˙ej przedstawiono kilka przykładów zestawienia wymiaru kodu( k),
długos´ci kodu ( n), ilos´ci elementów w ciele Fq ( q) z ilos´cia˛ elementów
Grassmanianu ( # [k, n]q).
k n q # [k, n]q
4 7 24 301 490 686 407 185
4 8 24 19 758 795 115 067 683 345
8 16 2 63 379 954 960 524 853 651
3 6 72 1 663 045 363 565 300
3 Generowanie kodów
Rozwaz˙my teraz liczbe˛ pierwsza˛ p > 2, oraz liczby naturalne k, n =
2k. Be˛dziemy poszukiwac´ k-wymiarowych kodów liniowych o długos´ci
n, tzn. długos´c´ kodu be˛dzie równa podwojonemu wymiarowi. Grassma-
nian Grass(k, 2k,Fp) jest „najbogatszy w wymiarze połówkowym” bowiem
składa sie˛ z
(p2k − 1)(p2k−1 − 1) · · · (pk+1 − 1)
(pk − 1)(pk−1 − 1) · · · (p− 1)
elementów.
Przestrzen´ wekorowa˛ Fnp nad ciałem Fp moz˙emy potraktowac´ jako ciało
Fpn poprzez rozszerzenie stopnia n ciała prostego Fp za pomoca˛ nieprzy-
wiedlnego wielomianu f ∈ Fp[X], deg f = n.
Od tej pory be˛dziemy w powyz˙szy sposób utoz˙samiac´ ciało Fpn z prze-
strzenia˛ liniowa˛ Fnp nad ciałem Fp:
Fpn ≃f F
n
p .
Rozwaz˙my automorfizm Frobeniusa
σ : Fnp → F
n
p , σ(x) = x
p,
którego n-ta iteracja
σn(x) = xp
n
jest identycznos´cia˛ (Id = 1) na Fnp . Poniewaz˙ n = 2k, to k-ta iteracja
σk(x) = xp
k jest inwolucja˛. Oznaczmy ja˛ przez τ .
Otrzymalis´my operator liniowy
τ : Fnp → F
n
p , τ
2 = 1,
który w naturalny sposób rozkłada przestrzen´ Fnp na sume˛ prosta˛ dwóch
podprzestrzeni własnych:
V + = ker(τ − 1), V − = ker(τ + 1)
Fnp = V
+ ⊕ V −
Poniewaz˙ charakterystka ciała jest róz˙na od dwóch, dostajemy dwa
operatory idempotentne (rzuty)
π+, π− : Fnp → F
n
p
π+ =
1
2
(1− τ), π− =
1
2
(1 + τ),
spełniaja˛ce warunki:
π+ + π− = 1,
π+π− = 0 = π−π+,
ker π+ = imπ− = V +,
ker π− = imπ+ = V −.
Z drugiej strony zauwaz˙my, z˙e
V + = kerπ+ = ker(1− τ) = ker(1− σk),
co oznacza, z˙e V + jest rozszerzeniem stopnia k ciała prostego Fp, tzn.
jest izomorficzne z ciałem skon´czonym pk-elementowym Fpk .
Podsumowuja˛c, otrzymalis´my cia˛g kolejnych ciał, rozszerzen´ ciała pro-
stego Fp:
Fp  V
+  Fnp
gdzie
V + ≃ Fpk , F
n
p ≃ Fpn .
|V + : Fp| = k, |F
n
p : V
+| = 2, |Fnp : Fp| = n = 2k.
Kluczowe dla naszej konstrukcji jest rozszerzenie stopnia dwa Fnp/V +
ciała pk-elementowego V + przez ciało pn-elementowe Fnp . Mianowicie,
traktujemy ciało Fnp jako dwuwymiarowa˛ przestrzen´ wektorowa˛ nad ciałem
V +. Automofizm ciała Fnp jako operator liniowy nad ciałem prostym Fp
τ : Fnp → F
n
p
jest niezmienniczy na podprzestrzeni V +, wie˛c moz˙emy go traktowac´ jako
operator liniowy nad ciałem V + ≃ Fpk .
Jez˙eli wybierzemy dowolny element ξ ∈ V −, ξ 6= 0 to moz˙enie przez
ξ−1 ustala izomorfizm pomie˛dzy podprzestrzeniami:
ξ−1 : V − → V +, ξ−1(x) = ξ−1 · x
a izomorfizmem odwrotnym jest:
ξ : V + → V −, ξ(x) = ξ · x
Poniewaz˙ ξ2 ∈ V +, ξ /∈ V + to Fnp ≃ V +[ξ], tzn. element ξ realizuje
rozszerzenie Fnp/V + stopnia dwa.
W powyz˙szy sposób dostajemy rozkład ciała Fnp na sume˛ prosta˛ pod-
przestrzeni liniowych
Fnp ≃ξV
+ ⊕ V +
Fnp ∋ u 7→ (ξ
−1 · π+u, π−u) ∈ V + ⊕ V +
Kaz˙dej jednowymiarowej (nad V + ≃ Fpk) podprzestrzeni wektorowej
odpowiada naturalnie k-wymiarowa (nad Fp) podprzestrzen´ liniowa prze-
strzeni Fnp .
Θ : P1(Fpk) −→ Grass(k, 2k,Fp).
Wykorzystuja˛c wsółrze˛dne jednorodne, prosta˛ rzutowa˛ P1(Fpk) mo-
z˙emy utoz˙samic´ z Fpk ∪ {∞}
(V + ⊕ V +)/Fpk ∋ [x, y] 7−→
{ x
y
dla y 6= 0
∞ dla y = 0.
Jawna postac´ włoz˙enia Θ wygla˛da naste˛puja˛co:
Fpk ≃ V
+ ∋ x 7−→ spanF
pk
{x+ ξ} ⊂ Fnp
∞ 7−→ V + ⊂ Fnp .
4 Implementacja metody
Generator kodów opisana˛ metoda˛ został zaimplementowany w je˛zyku C,
przy wykorzystaniu biblioteki algebraicznej Computer Algebra System z
Uniwersytetu w Bordeaux.
Wykorzytano tu ciało skon´czone F76 rze˛du 76 = 117 649 przyjmuja˛c na-
ste˛puja˛ce wartos´ci parametrów:
p = 7, k = 3, n = 2k = 6,
wielomian nieprzywiedlny f ∈ F7[X] stopnia n = 6:
f(X) = X6 +X5 + 2X4 +X3 + 5X2 + 3X + 2,
generator (pierwiastek pierwotny) g ciała F76 rze˛du 76 − 1 = 117 648
g(X) = 3X5 + 4X4 + 5X2 + 2X + 2.
Do obliczen´ wykorzystano funkcje biblioteki Computer Algebra System
(ffinit(),ffgen(), ffprimroot(), fforder()) :
void init_kody(long prec)
{
GEN p1;
p = pol_x(fetch_user_var("p"));
k = pol_x(fetch_user_var("k"));
n = pol_x(fetch_user_var("n"));
f = pol_x(fetch_user_var("f"));
t = pol_x(fetch_user_var("t"));
g = pol_x(fetch_user_var("g"));
p = stoi(7);
k = stoi(5);
n = gmulsg(2, k);
f = ffinit(p, gtos(n), -1);
t = ffgen(f, -1);
g = ffprimroot(t, NULL);
p1 = fforder(g, NULL);
{
GEN j;
for (j = gen_0; gcmp(j, p1) <= 0; j = gaddgs(j, 1))
pari_printf("%Ps; %Ps\n", j, gpow(g, j, prec));
}
return;
}
Realizacja˛ ciała F76 jest ucie˛ta algebra wielomianów:
F76 ≃ F7[X]/(f).
Obliczenia be˛dziemy prowadzic´ w uporza˛dkowanej bazie szes´ciowy-
miarowej przestrzeni wektorowej F76 ≃ F67 nad ciałem F7:
(X5,X4,X3,X2,X, 1).
Macierze automorfizmu Frobeniusa σ : F67 → F67 oraz inwolucja τ = σ3:
σ =


6 0 2 5 6 0
4 5 6 4 1 0
2 3 5 1 3 0
4 2 1 3 2 0
2 4 3 6 1 0
6 6 4 6 2 1


, τ =


3 5 5 0 5 0
6 5 0 3 5 0
4 4 6 2 1 0
1 2 5 1 6 0
1 2 5 2 5 0
6 2 3 6 2 1


operatory rzutu (idempotenty) π+ i π−:
π+ =


6 1 1 0 1 0
4 5 0 2 1 0
5 5 1 6 3 0
3 6 1 0 4 0
3 6 1 6 5 0
4 6 2 4 6 0


, π− =


2 6 6 0 6 0
3 3 0 5 6 0
2 2 0 1 4 0
4 1 6 1 3 0
4 1 6 1 3 0
3 1 5 3 1 1


bazy podprzestrzeni V + i V − (jako odpowiednie kolumny macierzy):
V + =


6 1 0
5 0 0
1 0 0
0 1 0
0 1 0
0 0 1


, V − =


3 1 2
0 4 5
6 4 6
1 0 0
0 1 0
0 0 1


elementy ξ, ξ−1 ∈ V −:
ξ = 2X5 + 6X4 + 5X3 + 5X2 + 4, ξ−1 = 3X5 + 6X3 +X2.
Dla ujednolicenia oznaczen´, baza˛ przestrzeni F67 jest
(X5,X4,X3,X2,X, 1) = (e1, e2, e3, e4, e5, e6)
oraz baza podprzestrzeni V +
f1 = 6e1 + 5e2 + e3
f2 = e1 + e4 + e5
f3 = e6.
Mnoz˙enie w ciele F67 moz˙na przedstawic´ jako tensor
F67 ⊗F7 F
6
7 −→ F
6
7
ej · ek =
6∑
l=1
clj,kel, j, k = 1, . . . , 6
gdzie współczynniki clj,k ∈ F7 sa˛ stałymi struktury (mnoz˙enia).
Gdy mnoz˙enie przez lewy czynnik ograniczymy do podprzestrzeni
V + ≃ F73 to otrzymamy cze˛s´ciowy tensor w postaci trzech macierzy
f1· =


0 6 6 4 6 6
2 6 5 3 3 5
3 0 4 6 1 1
0 2 6 1 5 0
5 2 4 5 3 0
2 2 6 2 2 0


, f2· =


1 3 3 6 6 1
4 4 6 2 5 0
1 3 3 4 0 0
6 4 6 2 3 1
6 0 5 1 4 1
1 1 2 2 5 0


, f3· = Id.
Włoz˙enie generuja˛ce 73 + 1 = 344 kodów liniowych
Θ : P1(F73) −→ Grass(3, 6,F7)
realizujemy teraz naste˛puja˛co:
F73 ≃ V
+ ∋ x 7−→ spanF
73
{x+ ξ} ⊂ F67
∞ 7−→ V + ⊂ F67.
Ogólnie, kaz˙da podprzestrzen´ jednowymiarowa nad F73 jest odwzoro-
wywana na podprzestrzen´ wymiaru trzy nad F7 za pomoca˛ operacji
F67 ∋ u, spanF
73
{u} 7→ spanF7{f1 · u, f2 · u, f3 · u}.
Poniz˙ej przedstawiono niektóre z funkcji realizuja˛ce obliczanie kodów.
Funkcja tuple() generuje potrzebne krotki, natomiast wywoływana przez
nia˛ funkcja act() wykonuje odpowiednie operacja macierzowe:
void tuple( int n, int k, int d,
int (*f)( int*, int, int[_n][_k] ), int *a, int b[_n][_k])
{
if( d > 0 ) {
int j;
for( j=0; j<n; ++j ) {
a[d-1]= j;
tuple( n, k, d-1, f, a, b );
}
} else
f( a, k, b );
}
int act( int u[_k])
{
int v[_n], w[_n], r[_n][_k];
static unsigned long l= 1UL;
mulV3( v, Vplus, u );
addV( w, v, xi0 );
mul3U( r, w );
print3U( r );
}
W wyniku tych działan´ otrzymujemy poszukiwane kody:
1. [6 5 1 0 0 0
1 0 0 1 1 0
0 0 0 0 0 1]
2. [5 2 4 5 4 0
6 2 6 3 4 0
2 6 5 5 0 4]
3. [6 0 5 0 6 0
2 3 2 2 3 6
1 4 6 5 0 4]
...
344. [2 5 6 4 3 1
3 4 5 6 0 0
2 1 4 4 6 3]
Kolejnym krokiem be˛dzie analiza jakos´ciowa otrzymanego kodu.
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