In this research article, numerical solution of nonlinear 2 nd order two-point boundary value problems (TPBVPs) is discussed by the help of nonlinear shooting method (NLSM), and through the modified nonlinear shooting method (MNLSM). In MNLSM, fourth order Runge-Kutta method for systems is replaced by Adams Bashforth Moulton method which is a predictor-corrector scheme. Results acquired numerically through NLSM and MNLSM of TPBVPs are discussed and analyzed. Results of the tested problems obtained numerically indicate that the performance of MNLSM is rapid and provided desirable results of TPBVPs, meanwhile MNLSM required less time to implement as comparable to the NLSM for the solution of TPBVPs.
INTRODUCTION
For the two-point boundary value problems (TPBVPs) of ordinary differential equations (ODEs), some of the boundary conditions are stated at starting value of the independent variable, whereas the remaining boundary conditions are stated at end values of independent variable. Therefore, boundary conditions are divided between the initial points and terminal points of independent variable [1] .
Numerous problems in engineering and in applied sciences are sculpted as TPBVPs like in fluid dynamics, heat energy distribution theory, reaction kinetics, space technology, optimization and control theory. The newest application of the TPBVPs has been described by [2] [14] and [15] . It has been reported by [11] who considered multiple shooting methods (MSM) with Runge-Kutta method (RKM) to solve the nonlinear 2 nd order TPBVPs using constant step size. In a research paper [14] , discussed the multistep method regarding the backward difference formula and approaching solutions with NLSM. [10] discussed a numerical algorithm for the solution of TPBVPs directly by means of the divided-difference mode that comprises the differentiation and integration of coefficients in the code with MSM via adjustable order and step size.
In this paper, the NLSM is modified, which is named as a MNLSM. This method is applied to find the numerical solution of 2 nd order nonlinear TPBVPs by substituting RKM for systems (which is a single step method) by Adam Bashforth Moulton method (ABMM) for systems (which is multi step method). Both methods are used to find solution of initial value problems (IVPs). The execution and convergence time of both these methods are also tested and discussed.
MATERIALS AND METHODS
In latest study of optimal control theory, engineering and mechanics, one frequently faces with a second order TPBVPs. Many techniques for solving TPBVPs are discussed and presented by many researchers. The common technique for solving TPBVPs is shooting method (SM). In SM, TPBVP is reduced to the solution of an IVP, with the supposition of initial values that would have been given if ODE is an IVP. The boundary value calculated is then matched with real boundary value. Using some scientific approach or trial and error, one wants to reach the boundary value as close as possible.
The SM workings by allowing for boundary conditions as multivariate functions of initial conditions (ICs) at specific points, reducing the TPBVP to finding ICs that gives a root. The SM takings advantage of adaptivity and speed of methods for IVPs. SM disadvantage is that it is not as strong as collocation or finite difference methods: some IVPs with increasing modes are inherently unstable even though the TPBVP itself may be somewhat well posed and stable.
For solving these TPBVPs, a couple of other methods such as nonlinear SM (NLSM) and its variation, and multiple shooting methods (MSM) are present in the literature. In this study a new scheme is proposed and designed from favorable aspects of both NLSM and MSM. The modified nonlinear SM (MNLSM) covers discrepancies of both previously mentioned methods to give up a faster and superior method for solving nonlinear TPBVPs. The convergence of MNLSM is proved under mild conditions on second order nonlinear TPBVP. A comparison for a problem by MNLSM and MSM is made where both methods converge.
MNLSM is the modified version of existing shooting techniques using predictor-corrector method (PCM) which proceeds in two steps. Firstly, prediction step computes a rough approximation of essential quantity. Secondly, the corrector step improves initial approximation using another means. The idea behind PCM is to use a suitable combination of an implicit and an explicit technique to find a method with better convergence characteristics.
The fourth order classical RKM for systems is a single step method, has been used in NLSM to approximate the solution of the nonlinear TPBVPs. In MNLSM, ABMM for systems, which is a multistep method, is used in the replacement of the Classical fourth order RKM. The execution time of algorithms for both NLSM and MNLSM were also checked.
Considered a nonlinear 2 nd order TPBVP
Here α and β are constants and
For solutions of IVPs in the form of a sequence of
including t a parameter, and This procedure is known as a NLSM.
Initiated with parameter 0 t that set up out initial elevation by which object is fired from point ( , ) a  and close to curve termed by solution for IVP.  
recalling prime notation to specify differentiation w.r.t x.
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partial derivative of (7) w.r.t t.
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Since x and t are independent, , , So, one requires that two IVPs (2) and (9) be solved for every single iteration. Then from Eq. (6),
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In exercise, no one of these IVPs are solved accurately; as an alternative, the numerical solutions are found through one of IVP solvers.
Hence, in SM for 2 nd order nonlinear TPBVPs, classical fourth order RKM is used to find together the solutions essential by Newton's method.
Adams-Bashforth-Moulton Method
The PCMs also named multistep methods, are not selfstarting.
They need four starting points Let the two first order IVPs are
By using four step Adams Bashforth methods as predictor formula, is 
Here p is the predicted value. The above correctors formulas are used as several times as required to obtain the essential level of accuracy.
RESULTS AND DISCUSSION
Here, we discussed two examples to display the working of both NLSM and proposed MNLSM algorithm.
F o r s i m u l a t i o n , M A T L A B c o d e s a r e written and that c o d e s a re implemented on
Core I3 Windows 7 system. Results in Table 2 of example-1 showed that when value of the variable x increased from 13 x to x  , absolute error for MNLSM decreased when compared with the absolute error of NLSM, and with results reported by the researcher [11] , [13] and [15] . Numerical results in Table 3 of example-1 indicates that NLSM with tk = -1.4000192e+001 converges in 7 iterations and its execution time is 2.459359 seconds, whereas MNLSM with tk = -1.4002225e+001 converges in 14 iterations and its execution time is 1.598757 seconds, which is also less than the execution time of NLSM, and from execution time described by [15] . The numerical results acquired by MNLSM are also suitable, as compared with exact solution. 
Example-1

Example-2
Considered another 2 nd order nonlinear TPBVP of the form Numerical results in Table 4 [11] , [13] and [15] . Results in Table 5 of example-2 indicates that as the value of variable x increased from 12 x to x  , the absolute error for MNLSM is higher when compared with absolute error of NLSM, and with exact solution, and with results reported by the researcher [11] , [13] and [15] , but absolute errors of both methods are acceptable. Numerical results in Table 6 of example-2 indicates that NLSM with tk = -6.2499975e-002 converges in 3 iterations and its execution time is 1.483343 seconds, whereas MNLSM with tk = -6.2502598e-002 converges in 10 iterations and its execution time is 1.029948 seconds, which is much less than the execution time of NLSM and from execution time observed by [15] . The results obtained by MNLSM are also suitable, as related with exact solution. Results found numerically of both the tested problems clearly indicated that MNLSM in which ABMM for systems is used, will always require less execution time however perhaps with some loss in the accuracy. The fact is: ABMM which used in the MNLSM needs two function evaluations inspite of fourth order classical RKM used in NLSM which needs four function evaluations, make it more efficient [11] has applied NLSM on nonlinear 2 nd order TPBVPs and attained the desired results, while in this paper, NLSM and MNLSM are applied on same TPBVPs, which presented further accurate results than [11] , when compared with exact solution. Also, results in this paper are much better than results reported by [11] , [13] and [15] , obtained by using NLSM.
The reason is that the PCM which we used in MNLSM needs two function evaluations as a substitute of fourth order classical RKM used in NLSM which needs four function evaluations, make it more efficient.
CONCLUSION
Numerical simulations of tested problems pointed out that MNLSM all the time needs a smaller amount of time to execute, though possibly with certain loss in accuracy. Numerical results achieved by MNLSM are also acceptable, when compared with NLSM and with the exact solutions of the 2 nd order nonlinear TPBVPs. For future research, higher order TPBVPs will be solved by using parallel computing techniques [16] [17] [18] [19] [20] .
