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ABSTRACT
The industrial sector is the largest energy consuming sector in the
United Kingdom and in many industries energy costs are a significant
proportion of total operating costs. Furthermore, during the post 1973
era, the industrial sector has been identified as a sector where the
opportunities for improving energy efficiency and reducing energy demand
are the greatest. For these reasons the industrial sector has become
the focal point for much of government policy concerned with energy
efficiency and conservation.
During the 1970's, considerable interest was aroused amongst academics,
planners and governments about the determinants of industrial energy
demand and in particular the relationship between energy and other
factors of production. Economists extended the familiar capital-labour
production functions to include energy and other raw materials. These
are now referred to as KLEM production functions. The extension of the
production function in this way enabled the interrelationships between
energy and other factors of production to be examined within a rigorous
theoretical framework. Many of these studies were undertaken in the
United States, most were of a static nature and the majority used pre
1973 data.
This thesis aims to look at the relationship between the demand for
total energy and other factors of production and between individual
forms of energy supplied to the industrial sector. A dynamic model is
specified, based on the theory of costs of adjustment, in an attempt to
incorporate the gradual adjustment of factors of production to their
optimal level in response to changes in the exogenous variables.
An understanding of the nature of the interrelationships between
factors of production is a prerequisite for informed decision making,
whether by governments or industry itself. A review of the Government's
energy policy as it relates to the industrial sector is given in the
first chapter of the thesis. The models are then developed and
estimated in the light of existing theory and empirical work. The
results from the empiricaillnalyses and conclusions drawn from a
sensitivity analysis of future industrial energy requirements are
discussed in relation to several aspects of the policy issues
highlighted at the beginning of the thesis.
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CIIAPTER 1
IIn'IlODUCTIOH: INDUSTRIAL EDRGY COHSUllPTIOH IH
THE OX; TUImS, ISSUES AIm POLICIES
CIIAPTD 1
IITIlODUCTION: IRDUSTRIAL EHERGY CONSUllPTION IN THE UK ~
TRERDS, ISSUES AND POLICIES
Over the past thirty years, and in particular during the post 1973
era, the pattern of industrial energy consumption has changed
considerably and energy awareness in the industrial sector has
become more acute. In order to provide a context in which the
later chapters of this thesis can be placed, some attention needs
to be given here to three aspects of the subject; the nature of
energy consumption in the industrial sector; the issues that have
emerged during recent years and the policy developments that have
taken place.
The first part of this chapter summarises recent trends in
industrial energy consumption and the pattern of fuel use in the
industrial sector. The second part is concerned with the aspects
of energy policy that are of concern to the industrial sector;
energy pricing, conservation and fuel choice.
1.1 Industrial Energy Consuaption in the UK
1.1.1 Trends in Total Industrial Energy CoDsuaptioD
The industrial sector is the largest energy consuming sector in the
UK, accounting for over thirty per cent of total energy
consumption. Table 1.1 shows clearly the total energy delivered to
each consuming sector and the relative importance of each sector in
terms of energy.
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TABLE 1.1 ENERGY CONSUMPTION BY FINAL USER
(HEAT SUPPLIED BASIS)!
Industry Transport Domestic Other Total
Consumers
1960 M.Th 21351 8812 14425 5943 50531
% 42.25 17.44 28.55 11.76
1965 M.Th 23295 9437 14520 6435 53687
% 43.39 17.58 27.05 11.99
1970 M.Th 24689 11186 14643 7435 57953
% 42.60 19.30 25.27 12.83
1975 M.Th 21953 12261 14713 6949 55876
% 39.29 21.94 26.33 12.44
1980 M.Th 19130 14109 15816 7482 56537
% 33.84 24.95 27.97 13 .23
1984 M.Th 16475 14999 15042 7536 54052
% 30.84 27.75 27.83 13.94
Source: Digest of UK Energy Statistics, Various Issues.
Only the industrial sector has actually experienced a decline in
absolute levels of energy consumption, from 24,689 m.therms in 1970
to 16,475 m.therms in 1984. Despite this, the industrial sector
remains the single largest and most important sector in energy
terms, although its share of the total has been significantly
reduced.
The dramatic decline in industrial energy consumption can be
attributed to several factors; the 1973 and 1978 oil price shocks;
the continued decline in the industrial sector; the changing
structure of the industrial sector and improvements in energy
I All measurements of energy consumption in this thesis are based
on delivered energy. Delivered energy is defined as the
thermal content of the fuel or energy carrier delivered to the
final consumer. This is the measurement used by the Department
of Energy in the UK Digest of Energy Statistics.
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efficiency and conservation. Before embarking into a more detailed
discussion of these factors it is important to understand how
individual industry sectors contribute to the overall picture of
industrial energy consumption. Table 1.2 shows the energy
consumption of each industry group and the percentage each sector
has of the tota 1.
The pattern of industrial energy consumption has quite clearly
changed over the thirty years since 1955. In the early years the
iron and steel industry was by far the largest consumer, accounting
for over thirty per cent of the total energy consumed by the
industrial sector as a whole. Not only has iron and steel's share
of energy consumption fallen over this period but its level of
energy consumption has declined dramatically in absolute terms as
well, from 7497 m.therms in 1965 to 2908 m.therms in 1984. Despite
this, in 1984, iron and steel was still the second most important
industry in terms of energy consumption. A similar trend is
apparent in the textiles, leather and clothing sector where energy
consumption has fallen from 2087 m.therms in 1955 to 743 m.therms
in 1984; however this sector has never been a major energy
consumer. The chemical industry has emerged as the largest single
energy consumer in the industrial sector and now accounts for over
23 per cent of the total industrial energy requirement.
Engineering although declining slightly in absolute consumption
terms has shown a small increase in relative importance over the
period and now accounts for nearly 17 per cent of total industrial
energy consumed.
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Whilst Table 1.2 illustrates the relative importance of each
industry sector in terms of energy consumed, this is of limited
value in itself without more information on the importance of each
sector in terms of economic activity. Energy consumption is
directly related to economic activity1 and as was mentioned earlier
the decline in industrial energy consumption has been associated
with declining activity in the industrial sector. Economic
activity in the industrial sector is measured by the Index of
Industrial Production. Since 1973 industrial production has
declined at an average rate of 1.4 per cent per annum. Over the
same period total industrial energy consumption declined at a rate
of approximately 4 per cent per annum. Thus the decline in energy
consumption has been more dramatic than the decline in industrial
activity.
The relationship between energy consumption and economic activity
is frequently represented by the energy-output ratio, calculated by
dividing energy consumption by a measure of economic activity. If
the energy-output ratio is unity, then a one per cent increase or
decrease in economic activity is matched by a one per cent increase
or decrease in energy consumption. Table 1.3 shows how the energy
output ratio for the industrial sector has changed over the last
thirty years.
1. This relationship may not be uni-directional, thus output il
dependent upon energy and vice-verla. Sublequent chapters of
thil thesis will provide further discussion on the relationlhip.
between output and energy.
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TABLE 1.3 ENERGY-OUTPUT RATIOS FOR TOTAL INDUSTRY 1955-1984
Index of Index of Energy Energy-Output
Industrial Conswnption Ratio
Production
1975=100 1975=100 1975-1
(1) (2)
1955 66.3 96.8 1.5
1960 76.4 97.6 1.3
1965 90.2 106.2 1.2
1970 100.8 112.5 1.1
1975 100.0 100.0 1.0
1980 95.5 87.2 0.9
1984 94.5 75.1 0.8
Source: (1) Annual Abstract of Statistics.
(2) Calculated using data from the Digest of UK
Energy Statistics.
A declining energy-output ratio is normally used to indicate
improvements in energy efficiency. However, whilst it is the case
that improvements in energy efficiency have occurred in recent
years, the declining energy output ratio shown above also reflects
significant changes in the structure of the industrial sector that
have taken place over this period.
The point that the discussion has so far ignored is that it is the
importance of recognising which industries are the growth sectors
and which industries are in decline. For example, rapid growth in
an industry which has a low energy requirement such as instrument
engineering will cause the energy output ratio for total industry
to fall, clearly this cannot be attributed to improvements in
efficiency.
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Bossanyi, Ceriani and Stanislow (1) devised a method of analysing
the relative importance of a particular sector in terms of both
energy and economic activity. Their method is modified slightly
and applied here to the individual industry sectors in the UK. The
energy consumption of each industry per unit of total industrial
output can be decomposed into two contributions; the energy
intensity of each sector and the economic contribution of each
sector to total industrial performance. These are calculated as
follows
•••0.1)
where Ei is the amount of energy consumed by sector i,
Qi is the output of sector i,
and Q is total industrial output.
Ei/Q is essentially a measure of the importance of each sector in
terms of its energy consumption, taking into consideration both its
own energy intensity and its contribution to the total industrial
sector in terms of output.
The component s of express ion 0.1) have been calculated for each
industry group for 1955 and 1984 to show the changing structure of
the industrial sector and are shown in Table 1.4. Since all ratios
have been calculated using indices with 1975 as the base year, the
values for 1955 and 1984 should be viewed as being relative to 1975
• 1. We can see from this table that the energy intensity of all
industries has been significantly reduced thereby showing
improvements in energy efficiency across all sector.. In 1955,
7
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earthenware, china and glass was the most energy intensive sector
followed closely by textiles, leather and clothing and building
materials and cement. Iron and steel at that time was the most
important sector in terms of economic contribution although
textiles, leather and clothing was still a dominant force. As a
result of its high energy intensity and relative economic
importance, the textile industry was the most important sector in
terms of energy consumption per unit of total industrial output in
1955. The chemical industry was the least significant sector,
although fairly energy intensive its contribution in terms of
output was very low. By 1984 the picture had changed slightly,
with little to distinguish between any of the sectors in terms of
energy intensity. However, there has been a change in the economic
contribution of individual sectors with iron and steel and textiles
now towards the bottom of the league following rapid decline in
both sectors. The chemical industry has become the most important
sector in terms of contribution towards industrial output and is
now the most important consumer of energy per unit of total output.
1.1.2 The Pattern of Fuel Use in the Industrial Sector
Whilst the energy requirement of the industrial sector has declined
in recent years the pattern of fuel consumption has also changed.
The period since the 1950's has been characterised by first of all,
a move away from coal as the predominant fuel towards oil and gas;
and then, in the late 1970's early 1980's the so called "flight
from oil", in favour of gas and a slight revival in coal. These
changes in the fuel mix, that is. the combination of individual
9
fue1s1 that make up total energy consumption, are illustrated in
figure la.
Table 1.5 shows further how the relative importance of each fuel in
terms of its percentage share of the total energy requirement has
changed over the past thirty years.
TABLE 1.5 SHARE OF INDIVIDUAL FUELS FOR TOTAL INDUSTRY
Per cent
Solid Fuels Gas Oil Electricity
1955 78.0 5.7 11.3 5.0
1965 49.1 6.2 36.1 8.6
1975 23.1 25.0 40.3 11.6
1984 20.1 37.7 26.1 16.1
Source: Calculated using data from the Digest of UK Energy
Statistics.
Although this changing pattern of fuel use is characteristic of all
industries, differences in the fuel mix do occur across industries
as a result of the different processes used and varying end use of
fuels. Whilst a detailed analysis of the end use of individual
fuels in different industries is beyond the scope of this study2, a
brief review of each industry's requirement may prove useful.
1 Solid fuels consists of coal, coke and breeze. Prior to 1968
only town gas and coke oven gas were available. From 1968
onwards, the majority of gas consumed was natural gas.
2 The most up-to-date and detailed study of the fuel requirements
and use of individual industry sectors in the UK is the Energy
Technology Support Unit's report, reference (2).
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Iron and Steel. Table 1.6 shows the relative importance of
individual fuels for the iron and steel industry. Whilst
consumption of all fuels has declined in absolute terms as can be
seen from figure lb, the relative decline in the use of solid fuels
has not been so severe for this sector as for other industries.
TABLE 1.6 SHARE OF INDIVIDUAL FUELS IN THE IRON
AND STEEL INDUSTRY
Per Cent
Solid Fuels Gas Oil Electricity
1955 78.1 8.1 11.5 2.3
1965 57.8 8.8 29.0 4.4
1975 50.0 14.7 28.3 7.0
1984 56.7 20.3 12.4 10.6
Source: Calculated using data from the Digest of UK Energy
Statistics.
Care needs to be taken when interpreting stastics for the iron and
steel industry. The statistics reported in the Digest, and hence
here, do not include fuels delivered for the coke-producing
activities of the industry as this is treated as a secondary fuel
producing subsector. In addition, substantial amounts of coke oven
gas and electricity are produced internally. These of course do
not feature in the delivered energy statistics produced by the
Department of Energy.
Notwithstanding the above, Table 1.6 indicates the importance of
solid fuels to the iron and steel industry. Coke and breeze
ul
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FUEL MIX
1954-1984
XH~2
75
70
65
60
55
(f) 50I::
~
W::c 45t-
•
l:= 40
35
30
Solid Fuel25
20
15
10
1954 1958 1962 1966 1970 1974 1978 1982
13
accounts for nearly all of the solid fuel delivered to the
industry, as a product of the coke ovens. Most of this is then
used in blast furnaces, and sinter and pellet plant as part of
the iron-making process. Oil and gas, industry coke oven gas and
blast furnace gas are used to fire boilers and in the metal
finishing processes. Electricity is used primarily for motive
power and in the electric arc furnaces.
Engineering and Other Metal Trades. The engineering industry is
made up of over forty individual subsectors ranging from the heavy
goods such as shipbuilding and vehicles to lightweight products
such as instrument engineering. The sector is clearly not
homogeneous in terms of the processes employed and the fuel
requirements of the individual subsectors. Although analyses of
the fuel requirements of the individual subsectors do exist (2),
(3); for the purpose of this study the sector will be considered
as a whole.
Figure lc shows the changes in the absolute levels of the
individual fuels used by the engineering and other metals sector.
Table 1.7 shows the relative importance of each fuel measured in
terms of its percentage share.
14
Figure le ENGINEERING AND ALLIED INDUSTRIES
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TABLE 1.7 SHARE OF INDIVIDUAL FUELS IN ENGINEERING
AND OTHER METAL TRADES
Per Cent
Solid Fuels Gas Oil Electricity
1955 56.8 13.1 18.4 11.7
1965 28.0 13.5 41.9 16.6
1975 12.8 29.7 39.1 18.0
1984 10.1 41.5 21.7 26.6
Source: Calculated using data from the Digest of UK Energy
Statistics.
Since the early 1970's, consumption of gas and solid fuels has
remained fairly stable, with the exception of 1984 when the amount
of solid fuels delivered fell quite substantially. However, as a
result of the dramatic decline in oil consumption, gas has emerged
as the most important fuel in this sector.
Significant quantities of gas are used for high temperature heat
treatment processes in all sectors of the engineering industry.
Space and water heating is the dominant energy user in this sector
accounting for approximately 50 per cent of the gross energy
supplied. Electricity, now the second most important fuel in this
sector is used primarily for stationary motive power.
rooel, Drink anel 'lobacco. Figure Id shows the changing fuel mix for
the food, drink and tobacco industry whilst the relative importance
of each fuel can be seen more clearly in Table 1.8.
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Figure ld FOOD, DRINK AND TOBACCO
FUEL MIX
1954-1984
XH:~2
22
20
18
16
Oil
(J) 14
I::
~w 12:r:t-
•
1:: 10
8
6
4
2
0
1951 1958 1962 1966 1970 1971 1978 1982
17
TABLE 1.8 SHARE OF INDIVIDUAL FUELS IN THE FOOD.
DRINK AND TOBACCO INDUSTRY
Per Cent
Solid Fuels Gas Oil Electricity
1955 79.3 5.3 11.3 4.1
1965 49.8 4.8 38.2 7.2
1975 13 .8 20.3 55.0 10.9
1984 11.1 37.6 39.3 12.0
Source: Calculated using data from the Digest of UK Energy
Statistics.
Oil consumption in this sector reached a maximum in 1973 of just
over 1200 m.therms, 59 per cent of the total delivered energy.
This was a time when the total energy requirement for this sector
was increasing. The increased demand for energy was met by
increases in oil and gas; solid fuels, the predominant fuel used in
the 1950's had suffered a significant decline. However, the fuel
mix has changed in recent years with oil consumption in 1984 at 627
m.therms. nearly half the 1973 level. Gas and oil are at present
used in equal quantities.
Approximately 15 per cent of delivered energy in this sector is now
used for private electricity generation or CHP. Gas and oil are
both used for process energy. including refrigeration, and for
space and water heating. Electricity is used primarily for
stationary motive power and for lighting and appliances.
18
Che.icals and Allied Industries. The chemicals and allied
industries sector has become the largest energy consumer in the
industrial sector. The nature of energy use in this sector is
complex and care needs to be taken when examining the energy
statistics. The reason for this is the substantial quantity of
petroleum and natural gas feedstocks used within the industry.
Petroleum feedstocks are chemically and physically distinct from
petroleum used as a fuel; they can therefore be readily identified
and accounted for separately. In the Digest of UK Energy
Statistics they are not included as an energy input to the
chemicals and allied industries sector. On the other hand, natural
gas used for feedstock purposes is indistinguishable from natural
gas used as a fuel and consequently the Digest does not attempt to
differentiate between the two uses of natural gas.
As Table 1.9 shows, gas has become the predominant fuel supplied to
the chemical industry, although approximately fifty per cent of
this may be used for feedstock purposes.
Oil has declined in relative importance since the mid 1970's whilst
solid fuels are now almost insignificant. Figure Ie shows the
changing fuel mix for this sector in absolute terms.
19
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TABLE 1.9 SHARE OF INDIVIDUAL FUELS IN THE CHEMICALS
AND ALLIED INDUSTRIES SECTOR
Per Cent
Solid Fuels Gas Oil Electricity
1955 81.1 1.6 10.1 7.2
1965 55.6 1.5 31.0 11.9
1975 4.4 50.3 34.7 10.6
1984 3.4 66.2 17.6 12.8
Source: Calculated using data from the Digest of UK Energy
Statistics.
Most of the solid fuels supplied to this sector are used for
private generation of electricity or CHP. Electricity is used for
electrochemical processes and stationary motive power. Both oil
and gas are used for process energy and a small proportion for
space and water heating.
Textile., Leather and Clothing. Figure If shows the absolute
levels of individual fuel consumption for this industry whilst
Table 1.10 shows how the relative importance of each fuel has
changed.
Once again we see a marked decl ine in coal consumpt ion, although
its reduced importance in this industry has not been as great as in
other sectors. In recent years the use of solid fuels has
undergone a slight revival, whilst oil consumption has fallen quite
substantially.
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TABLE 1.10 SHARE OF INDIVIDUAL FUELS FOR TEXTILES,
LEATHER AND CLOTHING
1955
Per Cent
Solid Fuel Gas Oil Electricity
86.0 1.2 8.2 4.6
50.4 1.7 38.6 9.3
18.2 15.3 51.9 14.6
23.0 27.3 31.2 18.5
1965
1975
1984
Source: Calculated using data from the Digest of UK Energy
Statistics.
Energy use in this sector is dominated by the use of oil, coal and
gas for the production of steam and hot water, either for process
energy or space heating. Electricity is used primarily for
stationary motive power.
Paper, Printing and Stationery. In this sector oil consumption has
halved since the early 1970's from 745 m.therms in 1972 to 288
m.therms in 1983. 1984 saw a small recovery in the consumption of
all fuels as can be seen from figure 19.
From Table 1.11 it can be seen that gas is now the predominant fuel
23
although this has only been the case in recent years following the
"flight from oil" in the late 1970's. Electricity has become far
more important in recent years and now accounts for 17.5 per cent
of total energy supplied to this sector.
Figure 19 PAPER, PRINTING AND STATIONARY
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TABLE 1.11 SHARE OF INDIVIDUAL FUELS FOR PAPER.
PRINTING AND STATIONERY
1955
Per Cent
Solid Fuel Gas Oil Electricity
87.7 1.7 7.9 2.7
59.2 1.1 33.9 5.8
22.3 22.3 46.4 9.0
16.4 38.4 27.7 17.5
1965
1975
1984
Source: Calculated using data from the Digest of UK Energy
Statistics.
A substantial proportion of solid fuels, gas and oil is used for
private generation of electricity and in CHP systems which are
abundant throughout the industry. Nearly 30 per cent of the net
electricity consumed by the industry is now generated internally.
The remaining oil, gas and solid fuels are used for process energy
and space and water heating. Electricity is used primarily for
stationary motive power.
Building lIaterials and Ce.ent. The Digest of UK Energy Statistics
reports the data on delivered energy to the building materials
sector and cement industry separately. For the purpose of this
thesis the two sectors will be considered together although they
are not strictly homogenous. This is because the majority of
economic data needed for subsequent analysis is only available for
the two sectors jointly.
Figure Ih shows the fuel mix for the two industries together.
Deliveries of all fuels have declined in absolute values although
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consumption appears to have stabilised in recent years. As Table
1.12 shows, oil consumption increased considerably during the
1960's at the expense of solid fuels.
TABLE 1.12 SHARE OF INDIVIDUAL FUELS IN THE BUILDING
MATERIALS AND CEMENT INDUSTRIES
Per Cent
Solid Fuel Gas Oil Electricity
1955 95.9 0.0 1.9 2.2
1965 60.2 0.0 35.9 3.9
1975 56.7 16.8 21.5 5.0
1984 57.4 21.4 15.0 6.2
Source: Calculated using data from the Digest of UK Energy
Statistics.
Gas became widely used after the discovery of natural gas in the
late 1960's; however, solid fuel has remained the predominant fuel
and still accounts for nearly 60 per cent of the total delivered
energy to this sector.
Most of the solid fuel used by this sector is in fact used in the
cement industry and now accounts for 88 per cent of the fuel
requirement of the cement industry. This has not always been the
case since large quantities of oil used to be consumed by the
cement industry. The cement industry is unusual in its dependence
on coal but this stems from the fact that the ash produced in the
firing of kilns can be used as an integral part of the cement
clinker.
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The building materials sector which includes bricks, tiles,
fireclay and other building materials uses mainly oil and gas. The
kilning processes which are a feature of these industries require
very high temperatures and are consequently fairly energy
intensive, accounting for a large proportion of total energy use in
this sector.
Earthenware, China and Glass. Figure Ii shows the fuel mix for
this sector whilst Table 1.13 shows the relative importance of each
fuel. The unusual characteristic of this sector is the importance
that oil and gas have had throughout the whole period. Although
solid fuels were the dominant energy types in the 1950's, gas and
oil featured more prominantly than in most other sectors of
industry. In terms of total industrial energy consumption the
quantities of each fuel used by this sector are fairly small.
TABLE 1.13 SHARE OF INDIVIDUAL FUELS IN THE EARTHENWARE I
CHINA AND GLASS INDUSTRIES
Solid Fuel Gas Oil Electricity
1955 63.7 12.8 202 3.3
1965 19.4' 17.6 55.4 7.6
1975 1.3 40.3 45.8 12.3
1984 0.8 57.3 21.1 20.7
Source: Calculated using data from the Digest of UK Energy
Statistics.
The pattern of fuel use has changed so that by 1984, gas was the
predominant fuel whilst solid fuel consumption was practically
zero.
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Energy use in this sector is dominated by the firing process for
pottery and the melting and annealing processes for glass. Oil and
gas are used predominantly for process energy whilst electricity is
used for stationary motive power.
Other Industry. This sector includes the rubber industry, timber
and furniture, construction and other miscellaneous industries, and
consequently is difficult to analyse in terms of its end use.
However, it can be seen from figure Ij that energy consumption in
total has not declind so severely in this sector as in others. Oil
has dominated the fuel mix since the mid 1960's as can be seen from
Table 1.14. Very little solid fuel is used in this sector; gas is
also relatively unimportant.
TABLE 1.14 SHARE OF INDIVIDUAL FUELS IN THE OTHER
INDUSTRY SECTOR
Per Cent
Solid Fuel Gas Oil Electricity
1955 75.7 1.7 14.2 8.4
1965 34.9 1.6 50.0 13.5
1975 10.4 9.7 64.0 15.9
1984 6.5 12.5 59.8 21.2
Source: Calculated using data from the Digest of UK Energy
Statistics.
The construction industry dominates energy use in the other
industry sector, accounting for 56 per cent of delivered energy in
1980. The construction industry is unusual in that it is a heavy
user of oil for off-road vehicles and for motive power, two minor
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uses of oil 1n most other sectors.
Other than this the pattern of fuel use is characteristic of
industry as a whole. Electricity is used mainly for stationary
motive power, lighting and appliances and some space and water
heating. Other fuels are all used for process energy and space and
water heating.
1.1.3 Industrial Energy Prices
Whilst industrial energy consumption has fallen in the last ten
years, partly as a result of the overall decline in the industrial
sector; this does not provide a complete explanation of what has
been happening. Energy prices in this period have become
increasingly volatile, particularly oil prices, although gas and
coal prices tend to follow a similar trend to oil prices. There
can be no doubt that increases in energy costs and the uncertainty
surrounding energy prices in general have led to an increased
conservation effort and the desire to reduce dependency on anyone
fuel. This is particularly true in the industrial sector where
energy costs may be a significant proportion of total operating
costs.
Figure lk shows the prices of different fuels in real terms, that
is after allowing for inflation, delivered to large industrial
users. Electricity is clearly far more expensive than other fuels
although it must be remembered that these prices are based on the
thermal content of the fuels and not in terms of useful energy.
The differences in the efficiencies of individual fuels are likely
to be reflected to a certain extent in their prices. Nonetheless,
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electricity is the most expensive fuel used and this probably
accounts for the very specific end uses to which it is put. Prior
to the availability of natural gas in 1970, gas was also very
expensive. Up until 1973 oil and coal prices were fairly stable;
oil prices if anything declined slightly. Then the 1973 oil crisis
led to a sharp rise in oil prices with a similar occurence in 1979.
Coal and gas prices increased as well during this period but the
price differentials have been steadily increasing.
The second part of this chapter is concerned with some of the
policy issues surrounding industrial energy consumption. The
question of energy prices is the cornerstone of what could be
termed "Industrial Energy Policy" and will be discussed in further
detail in the subsequent sections.
1.2 Energy Policy and Industrial Energy Consuaption1
The remainder of this chapter focuses on three facets of
"Industrial Energy Policy". These are; energy pricing, conservation
and fuel choice. These issues are not mutually exclusive and it is
impossible to consider anyone in isolation from the other two.
Energy pricing is itself one of the most important and pervasive
instruments of energy policy (5) and is used to influence both
energy conservation and consumer's fuel preference. The level of
energy prices is a critical issue. Underpricing encourages
consumers to invest in inefficient energy intensive processes
whilst over pricing may lead to excess effort and resources being
spent on energy savings, given that energy is not the only scarce
1 An earlier draft of this section appeared a8 a Surrey
Energy Economics Discussion Paper (4).
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resource. Energy pricing can be used then, to encourage
conservation in all sectors of the economy and may also affect the
consumers fuel preference. This is particularly the case of the
industrial sector where energy costs may be a significant
proportion of total costs. Assuming firms wish to minimise total
costs this can be partly achieved by minimising energy related
costs. In addition to this, energy pricing is of particular
interest as a subject in its own right, since high energy pr1ces
during periods of recession and reduced profitability have caused
great consternation amongst the industrial consumers. As it is such
an important issue this section will begin with a review of the
developments in energy pricing policy in the recent past, before
looking at the implications for increasing the conservation effort
and influencing consumers' fuel choice, However, all of these
issues need to be considered within the context of energy policy as
a whole.
The extent to which governments have pursued an energy policy and
the form that policy has taken have changed considerably over the
last two decades or so. Until recently energy policy was primarily
concerned with the problems of supply. One reason for this (6) is
that on the supply side the energy sector has been dominated by a
small number of large powerful public or multinational
corporations, whilst in contrast, on the demand side, energy
consumers which tend to be large in number but highly diverse have
very little power. Any efforts on the demand side were taken on the
initiative of the consumer; the government did not at that time
pre-occupy itself with the question of energy conservation. It is
indicative of the importance attached to this issue, that in the
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1967 White Paper on Fuel Policy (7), no mention was made of energy
conservation whatsoever. Indeed, even after the oil price shock of
1973 and the belated recognition that oil too was a scarce
resource, the government was slow to adjust its policy and to give
serious consideration to the energy conservation issue. Only in
recent years has any real effort been made to tackle this subject
in a comprehensive and coordinated manner, culminating in the
promotion of 1986 as Energy Efficiency Year.
The industrial sector has become the target for much of the
government's energy efficiency campaign since it is a sector where
opportunities exist for substantial savings.
The traditional objectives of energy policy have been to ensure
that the energy requirements of the nation are met at the minimum
cost to the nation; that continuity and security of supply are
maintained and that energy resources are used efficiently (8). Of
course these objectives cannot be divorced from other policy issues
such as industrial, social, political, environmental and
macroeconomic consideration.
These energy policy objectives still remain today, although the
emphasis placed by the present Conservative government has been on
permitting market forces to play their role in achieving them. The
former Secretary of State for Energy, Nigel Lawson has stated (9),
"Our task is rather to set a framework which will ensure that the
market operates in the energy sector with a minimum of distortion
and that energy is produced and consumed efficiently~ The key
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features of this free market energy policy are as follows (10 )
to price energy economically; where there is a
genuine market, as in oil, the price is set by
competition; where there is no genuine market, as
in electricity, prices need to reflect the costs
of supply;
to allow market forces to operate more freely by
removing from the state sector activities which do
not need to be there, by breaking unnecessary
monopolies and increasing private sector
involvement in energy investment, production and
sales;
to ensure that those industries which remain
state-owned are run as efficiently as possible;
for fuels which are freely tradeable, energy
investment decisions should be taken not with a
view to balancing supply and demand of energy, but
rather to obtaining an adequate return on capital;
to provide and disseminate information and advice
to help the energy market to work properly on the
demand side.
It is the first and fourth of these features which are of
particular relevance to the industrial sector as far as energy
demand is concerned.
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1.2.1 Industrial Energy Pricing Policy
The traditional view regarding energy pricing has been that pr1ces
must relect at least the costs of supply, more specifically the
long run marginal costs of supply. This has been the view of both
Labour and Conservative governments who consider such a policy
necessary to prevent considerable government subsidies to the
nationalised fuel industries (II) as well as ensuring that all
consumers are aware of the costs of meeting their fuel
requirements.
Given the present free market approach to energy policy in general
one might expect this ideal to apply to energy prices also.
However, in practice the absence of a free market (with possibly
the exception of oil) must imply that the prices in the UK are
either directly or indirectly determined by the government. As far
as electricity and, for the industrial consumer, gas the prices are
based on the concept of long run marginal costs (LRMC) of supply.
Coal is generally priced at a "market clearing level I'. The various
grades of oil do tend to be close to the level set by the market
but even here government intervention is direct by the addition of
various petroleum taxes, in particular the imposition of the tax on
heavy fuel oil.
Until recently this policy has continued, to all intents and
purposes, unchallenged by the industrial consumers. However, in
1980 against a backdrop of deepening economic recession, high
interest rates and a strong pound, the industrial sector complained
primarily through the CBI that high energy prices were causing
significant damage to the international competitiveness of UK
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industry. This was the beginning of a year-long investigation into
the alleged disparities between UK energy prices and those enjoyed
by our competitors in W.Europe, Scandinavia, United States and
Japan. The industries experiencing particular problems were iron
and steel, chemicals, paper, aluminium, glass and ceramics, all of
them highly energy intensive industries.
In November 1980 the CBI submitted a memorandum (12) to the
Department of Energy claiming that energy costs were a problem to
industry in general although certain energy intensive industries
were experiencing particular difficulties. The suggestion that the
CBI put forward in that memorandum was that the government should
consider the international competitiveness of British industry as a
major factor in determining energy policy. Specifically they
called for abolition of the £8 a tonne duty on heavy fuel oil and
an assurance that electricity prices would not be adversely
affected by uncompetitively priced coal.
The government's initial response in December 1980 (13) to the
CBI's memorandum was that the CBI had overstated their case and
that in any event the constraints on existing energy policy meant
that there was no room for manoeuvre.
Also in December 1980 the Director-General of the National Economic
Development Off ice (NEDO) submit ted a memorandum on industrial
energy pricing to the National Economic Development Council (HEDC)
summarising NEDO's conclusions on the issue. In the memorandum
which was also submitted to the Secretary of State for Energy, HEDO
stated that for specific industries, paper and board, chemicals,
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iron and steel, energy costs were in fact "out of line with those
of their competitors" (14).
As a result of this communication the Select Committee on Energy
decided to investigate for themselves the question of industrial
energy pricing. The Select Committee took evidence from the CBI,
the Department of Energy, the National Union of Mineworkers and a
NEDO Task Force which was established in January 1981. The Task
Force which comprised representatives from government, the energy
intensive industries and the fuel producers, carried out a detailed
and comprehensive study of industrial energy prices and came to the
following conclusions (15)
(i) Prices of electricity and gas to over 95% of
individual industrial consumers were broadly in
line with those on the continent. However these
consumers only accounted in volume terms for 50%
of total industrial electricity consumption.
(Li.) For an important group of energy intensive users
constituting most of the remaining 50% of
industrial electricity consumption and the
majority of gas by volume, UK gas and electricity
prices had moved significantly ahead of those
being charged to their major competitors on the
continent at that time. By the end of 1980 gas
price disparities with Europe for such large users
were 10% for interruptible gas and 10-20% for firm
gas. Electricity price disparities for these
large users ranged from 10% to 35%.
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(iii) Throughout 1980 oil product prices were generally
higher in the UK than on the continent, although
prices had moved in 1ine more towards the end of
the year. Nonetheless the situation still
remained volatile.
(iv) Coal prices were 1n the ma1n competitive with
those on the continent.
(v) UK foundry coke prices were 30% higher than in the
rest of Europe.
The causes of these disparities varied from fuel to fuel and
country to country. The main reasons given by the Task Force for
these disparities were
(a) Exchange rate movements during 1980.
(b) Energy resource differences between countries,
whether stemming from natural resource endowment
or energy programs.
(c) Differences in market structure and pricing
practices.
More specifically for oil, price disparities were caused partly by
the structure of the UK oil products markets and the relative
isolation from the Rotterdam spot market, and partly by the level
of taxation on derv and heavy fuel oil. Table 1.14 shows the taxes
on fuel oil which applied in European countries in 1980.
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TABLE 1.14 TAXES AND DUTIES ON FUEL OIL
£/tonne Excise Tax Other Tax
UK 8.0
Belgium
Denmark 27.0*
Germany 3.0 0.7
France 0.1 0.9
Ireland 12.0
Italy 0.4
Netherlands 3.0
* Rebated to VAT registered traders.
Source: NEDC Energy Task Force. Report on Industrial Energy
Prices. February 1981.
Apart from Denmark, where the tax is normally rebated, the UK has
the second highest fuel oil tax, after Ireland.
As far as gas is concerned the disparities here were caused by four
factors: the appreciation of sterling against other European
currencies; the linkage of interruptible gas prices to fuel oil;
and the disagreement between the BGe and consumers on the impact
and degree of the linkage between firm gas and gas oil or other oil
products in different countries.
The appreciation of sterling also caused problems for the price of
foundry coke, but three other reasons for the disparities here were
offered: the degree of subsidisation given elsewhere; the
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problems that National Smokeless Fuels Ltd. faced in trying to
adjust to a reduction in the size of their market; and the
requirement to recover costs through prices without recourse to the
NCB.
Finally, the price disparities for industrial electricity were
again influenced by exchange rate factors but were maily due to
other factors. Many of Britain's competitors, by virtue of their
natural resource endowments or energy programmes, have reduced the
costs of electricity generation considerably. France, in
particular has substantial hydro-electric resources as well as a
growing reliance on nuclear power, whilst Germany has considerable
resources of cheap brown coal. In addition many countries on the
continent, notably Germany, have favourable contracts for large
industrial users.
No comparison by the Task Force was made with countries other than
in Europe, but it did acknowledge that particular countries against
which UK industries were competing, were enjoying a competitive
edge as far as energy prices were concerned.
The Task Force suggested policy options which the government might
cons ider to reduce the burden on industrial consumers, in
particular the energy intensive industries. These suggestions
included: the removal of the excise duty of RFO, which in turn
would relieve the pressure on gas prices because gas prices tend to
be 1inked to the price of RFO; to restructure gas and electricity
tariffs and negotiate discounts to large industrial users; to
review the relatioDship between prices to industrial and domestic
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consumer s; to recons ider the relationship between firm and
interruptible gas prices and between these prices and those for HFO
and gas oil; to review the hours of the application of off-peak
rates; to review incentives for optimal energy management and
encourage conservation and improved energy efficiency.
In response to the NECD Task Force the government announced a
package of measures worth £168m on top of those already existing
which aimed to help the large industrial energy consumers. The
package included: an assurance by the BGC that renewal prices for
interruptible gas supplies would remain at their December 1980
levels; a two year grant scheme worth ESOm to encourage conversion
of oil boilers to coal; a new arrangement to enable large
electricity consumers to take advantage of load management
provisions and greater flexibility by the area boards in their
agreements with industrial consumers; and a review by the
electricity supply industry of the terms of the Bulk Supply Tariff
which affects the large consumers.
The industrial consumers were not satisfied by the government's
response complaining that the measures proposed were inadequate.
The NEDO Task Force was commissioned to carry out a further study.
The second study of the Task Force (16) showed that the disparities
shown up in their earlier report had been reduced by a considerable
extent, partly as a result of the measures announced by the
government but also because of favourable exchange rate movements
and because of fuel price increases on the continent.
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The House of Commons Select Committee in their report (17) made
their own suggestions for industrial energy pricing policy after
considering all the evidence. They were not in agreement with the
principle of LRMC pricing arguing that it is inflationary and
damaging to the competitiveness of industry. Preference was
expressed towards a system of average cost pricing although it was
acknowledged that such a system could only work if the energy
supply industries were given more freedom to raise finance for
medium and long term investment on the capital market together with
some relaxation of the External Financing Limit. They could see no
case for reducing or abolishing the excise tax on HFO since
although the original purpose of the tax was to protect the coal
industry there was a case for retaining the tax to encourage a
reduction in the dependence of industrial consumers on oil. Some
short term target assistance for energy intensive industries in
return for improvements in efficiency was suggested as a means of
easing the burden on these consumers; and a more ambitious
programme to promote industrial energy conservation generally and
greater incentives for conversion from oil to coal. The closure of
uneconomic pits would bring about a fall in the price of coal and
hence electricity but the Select Committee recognised the social
problems associated with the pit closure program. Finally, the
committee concluded that energy policy should not compensate for
the consequences of macroeconomic policy and that industry should
concentrate on other factors which influence competitiveness.
In their reply to the Select Committee (18), the government
strongly defended the principle of marginal cost pricing and
reiterated its stance on energy pricing and energy policy in
general.
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The result of this debate was certainly an acknowledgement of the
difficulties facing specific energy intensive industries but little
radical change. Many of the dispartities between UK prices and
those of our European counterparts were removed by favourable
exchange rate movements. Also, as a result of the report by the
NEDO Task Force both the BGe and the eEGB agred to review the
pricing structure facing large industrial consumers. In addition to
the measures discussed earlier in this section, the eEGB in 1982
introduced new load management rates which allowed large industrial
consumers to benefit from significant price reductions if they were
prepared to reduce their load at short notice and undertake
stringent demand management.
These discuss ions and communications have raised several issues
upon which little agreement seems to have been reached between
government and industry. To a certain extent the root of the
industrial sector's complaint, that is the price disparities
between UK industrial fuel price and those of our competitors
abroad, has fortunately been removed by favourable (from this point
of view at least) exchange rate movements. However, the real issues
have not been resolved.
The concept of LRMe pricing is one such issue. The government has
resolutely stood by its policy that only by LRMe pricing will
consumers be aware of the costs involved in satisfying their energy
requirements. Although it is not a new idea, LRMe pricing has only
been applied by the energy supply industries in the last decade or
so. What effectively happens with such a pricing policy is that
today's consumers are being called upon to make a contribution
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towards the replacement costs of providing for tomorrow's
consumers. However laudible such a policy may be, much of the
burden of the policy has rested on the shoulders of the industrial
consumer and has been particularly harder for them to bear because
of the sharp transition to the present price structure from one
which merely reflected the current costs of production.
The second issue and one that is a real bone of contention for the
industrial sector is the tax on HFO, imposed in the early 1960's to
provide some protection for the coal industry against the assault
of cheap oil prices, and has remained ever since.
Finally it would appear that the CBI were asking the government to
take into account the competitiveness of UK industry when making
decisions on energy pricing. As stated earlier energy policy cannot
be divorced from other policy considerations, but the question here
is to what extent was the poor competitiveness of UK industry a
result of energy pricing policy? It is unlikely that high energy
prices were to blame entirely for the weak performance of UK
industry. However they may have exacerbated the already difficult
situation that our industrial sector was in towards the end of the
last decade and the beginning of this one. During periods of
recession and restricted cash flows, high energy prices only add to
these restrictions and rather than stimulate investment in energy
efficient equipment as the government intended, may actually have
prevented investment taking place.
So far this section has looked at the various arguments regarding
industrial energy pricing policy and the issues arising from these
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debates. What have been the implications of this policy on energy
conservation and consumers' fuel choice?
The government believes that economic pricing is the most important
incentive for energy conservation and investment in efficient
equipment and technologies. The success of such a policy will
depend primarily on the sensitivity of demand to changes in price,
or more formally, the price elasticity of demand for energy.
However, expectations regarding both energy prices and the security
of supply will also affect the investment decisions of firms and
hence the potential for improved efficiency.
There are clearly two sides to the issue of energy pricing policy.
Since 1973 successive governments have agreed that economic pricing
must play the key role in affecting the consumer's attitude towards
the efficient use of energy. Only if consumers are aware of the
long term costs of meeting their energy requirements can they make
rational decisions about fuel use, investment in fuel appliances
and energy conservation (19). Industry's argument states that
rather than stimulate investment, high energy prices severely
restrict cash flows and actually stifle the investment needed to
improve energy efficiency.
Despite these contr~versies the government has strongly defended
its policy in this area but has recognised that it needs to be
supported by a vigorous programme of information, advice,
demonstration and financial support.
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1.2.2. Industrial Energy Conservation Policy
The government was first pinpointed as having an important role to
play in energy conservation in two reports on the subject which
were published in 1974. The first was by the Central Policy Review
Staff (20) which was the first recognition of the importance of
public awareness and discussion to the successful achievement of
energy conservation, and the second by NEDO (21). Both of these
reports contained recommendations about the possible role of the
government, although they were general in content and lacked
specific recommendations. The NEDO report suggested that the
existing mechanisms of energy conservation, namely market factors,
institutional policies and social preferences would not be
sufficient to respond to the new energy situation unless more
information and understanding of these mechanisms was developed.
It recommended improved co-ordination between various government
departments as well as a programme of information and education and
a dispersion of decision making. There was at this time a distinct
lack of knowledge or expertise both inside government and without
on the whole concept of energy conservation. The NEDO report
called for more specific studies in the area and in particular an
analysis of the costs and benefits of the efficient use of energy.
Prior to the NEDO report the then Secretary of State for Energy,
Mr. Eric Varley, had set up the Advisory Council on Energy
Conservation (ACEC) in June-October 1974 and it was anticipated
that ACEC would fulfil some of the recommendations of the REDO
report. The terms of reference of ACEC were ••to advise and assist
the Secretary of State for Energy in carrying out his duty of
promoting economy and efficiency in the use and consumption of
energy" (22).
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In the same year the Energy Technology Support Unit was established
at Harwell under contract to the Department of Energy. ETSU's
objectives were to develop a national strategy for research,
development and demonstration in the energy field. The Department
of Energy and the Department of Industry also set up two schemes
jointly to assist in providing advice and information on energy
conservation. The Energy Thrift Scheme provides a one day
confidential visit to representative companies in different sectors
of manufacturing by a team of Department of Trade and Industry
research assistant staff and independent consultants to identify
energy saving opportunities. The Energy Audit Scheme has as its
principal objective the examination of the flow of energy through
industry in order to identify activities which use excessive
amounts of energy and to encourage energy saving measures. Both
schemes produce reports on the results of their findings and now
provide a comprehensive guide to the pattern of fuel use and the
scope for energy conservation by a large number of industries
within the manufacturing sector.
In December 1974 Mr. Eric Varley produced the government's first
ever package of energy saving measures (23). This wasa twelve
point plan of what the Secretary of State described as an hinterim"
package with the aim to extend and reinforce it in the future. Of
particular relevance to the industrial sector was the proposal of a
loan scheme for energy saving investment in industry. Under this
scheme E3m was made available for loans on specific energy saving
projects. In order for a project to be eligible for one of these
loans it would have to produce sufficient energy savings to recoup
capital and interest charges within four years. The new twelve
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point package also included a request; to both management and unions
to include energy savings as a regular item in their joint
consultations and a request to boards of directors to include a
statement of fuel expenditure and steps taken to save energy in the
company's annual reports, to make clear their commitment to energy
saving within their own company and to make someone responsible for
achieving it. Measures not specifically aimed at the industrial
sector included the famous "Save-It" publicity campaign.
The majority of the measures proposed in this package were by
necessity of a voluntary nature relying on the consumer's own
motivation to reduce energy costs by the more efficient use of
energy, rather than imposing and trying to regulate mandatory
measures.
At the same time as Mr. Varley was making these proposals the
Select Committee on Science and Technology was collecting evidence
for its first report on energy conservation which was published in
July 1975 (24). The Select Committee was not satisfied by the
government's measures to promote energy conservation throughout the
economy and expressed their concern at the "general lack of
urgency" •
The Select Committee made several recommendations to the government
for further action, including the establishment of a full time task
force to report directly to the Prime Minister and an Energy
Conservation Bill. It also, somewhat over-optimistically, looked
for 15% energy savings in two years without sacrificing output,
employment ~ living standards. As far as industry was concerned
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the Select Committee called for urgent consultation with large
users of energy to agree on energy saving targets and patterns of
fuel use; grants and loans to industry should be conditional upon
installing the most energy efficient equipment and extended to
cover energy saving schemes. To a certain extent this was covered
by the twelve point plan. It also recommended that the government
bare two thirds of the cost of a consul tancy serv ice for small er
firms, the provision of a nationwide fuel advisory service and to
regulate certain '~ood housekeepint' measures subject to inspection
if neces sary.
Some of these measures would seem quite unrealistic and it has to
be borne in mind that energy conservation is not something to be
achieved at all costs but rather it should be viewed within a
context of other economic, social and environmental objectives as
well as the optimal use of other resources in general.
The government's reply to the Select Committee's report (25) was
predictable and insubstantial in content. It rejected the idea of
a task force but instead appointed a minister in the Department of
Energy and other department s with particular responsibil ity for
energy conservation. It also established within the Department of
Energy a special Conservation Unit, and it was this unit which was
eventually to become a division of the Department of Energy now
known as the Energy Eff iciency Off ice (EEO). As far as industry
was concerned the government did not see a need for widespread
grant finance aimed specif ically at st imulating investment.
However it did aim to improve the advice and information service
provided by making advice available through the regional offices of
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the Department of Industry as well as providing a free quick
inquiry service, the Energy Quick Advice Service (EQAS), which was
run by consultants on behalf of the government. In addition the
Energy Survey Scheme was initiated. This provided a subsidy up to
£30 to be given towards the cost of employing a consultant to make
a one day visit to advise on energy saving measures. This was
intended to complement the Energy Thrift Scheme which had already
been established.
After this burst of act ion during 1974 and 1975, government
activity was depressed for some time. This was mainly because
there was considerable public and parliamentary pressure for action
on new and renewable energy resources which distracted attention
from the conservation issue. However, interest was revived with
renewed vigour following the visit of President Carter in May 1977,
and his announcement of a major conservation programme in the U.S.
This provided a considerable incentive to the U.K. government. In
December 1977, Mr. Tony Benn, announced a substantial reinforcement
of the government's energy conservation policies (26). Some
changes were made to existing schemes such as an increase in the
amount made available under the industry loans scheme to E2Sm and
the scheme was renamed the Energy Conservation Scheme. Subsidies
under the Energy Survey Scheme were increased to £7Sm. A network
of energy managers was established with the formation of the Energy
Managers' Group, an annual conference, a free monthly newspaper and
a pilot scheme of courses for energy managers. E2l.Sm was made
available under the Energy Conservation Demonstration Projects
Scheme (ECDPS) for projects demonstrating the potential for energy
saving or new or adapted technologies and a 100% 1st year tax
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allowance was given on the installation of industrial and
commercial buildings. These measures were all reviewed in Energy
Paper No.33 (27).
The change of government in 1979 obviously had some implications on
energy conservation policy. The Conservative government, in line
with its free market approach, believed that energy conservation
should be left as far as possible to market forces, in particular
economic pricing. In reality however, the government has not
relied entirely on its energy pricing policy to attain its
objectives; in many cases it has endorsed and expanded on the
schemes initiated by its predecessor. The one exception to this is
the Energy Conservation Scheme which was discontinued in 1980.
In May 1981 the Department of Industry introduced the Coal Fired
Boiler Scheme which provides assistance up to 25% of the cost of
converting existing oil/gas fired boilers to coal. This scheme was
des igned lito promote industrial eff iciency in the UKby reducing
unit costs, and also assist in reducing the UK's long term
dependence on oil"(28). In the same year the Energy Conservation
Act 1981 (29) was introduced to set standards for the efficiency of
new space and water heating appliances and gas appliances for all
consumers. These standards were to be set by the BSI. In October
1983 the Conservation Unit within the Department of Energy was
promoted to a division and appropriately named the Energy
Efficiency Office (EEO). The EEO was given overall responsibility
for the government's conservation policies and efforts throughout
the economy and its obj ective was to increase the visibil ity and
coordination of conservation efforts. With the creation of the EEO
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the government also announced modest expansion of certain existing
programmes and an agenda for potential further work. The subsidies
available under the Energy Efficiency Survey Scheme were raised to
E250 and to complement this scheme a new Industrial Heat Recovery
Consultancy Service was set up in 1983. E3m was allocated to this
scheme which provides assistance of up to 10,000 to high energy
users in manufacturing industry to commission consultants on a heat
recovery project. The introduction of these measures and
especially the establishment of the EEO, display the government's
commitment to a rigorous energy conservation programme.
Many of the schemes introducted by the various governments have
proved highly successful in terms of the response to the schemes.
By the middle of 1984 approximately 250 projects had been approved
under the ECDPS, now called the Energy Efficiency Demonstration
Scheme (EEDS). Out of these, 180 installations were already
operational. In a review of the scheme (30) the EEO estimated that
the total energy savings achieved through these projects and
replication of the projects were in the region of 0.75mtce (192m
therms) per year. The long term target savings from this scheme is
5mtce (1280m therms) per year by the early 1990's.
Table 1.15 shows the government expenditure under the ECDPS and the
ECS. The ECS scheme which was discontinued at the end of 1980 had
a considerable take-up in its final year. Similarly with the ECDPS
the amount of expenditure is increasing every year. There are two
reasons for this pattern of expenditure, in the first place it will
take some time for applications to be processed and projects
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authorised and so there will be some lag before expenditure occurs.
In the second place there is likely to be some delay in industry
responding to government initiatives of this kind. Information
needs to be disemminated, the decision making process may be very
lengthy and slow and often the decision makers will want to see
what the general response to a scheme is before committing
themselves. A similar response pattern also occurred for the Coal
Fired Boiler Scheme as we shall see in a later section, although in
that case the delay in response is even more accentuated.
TABLE 1.15
GOVERNMENT EXPENDITURE UNDER THE ECDPS AND THE ECS
m 1978/79 1979/80 1980/81 1981/82 1982/83 1983/84 1984/85
ECDPS 0.2 1.3 1.7 3.8 5.1 n/a
ECS 0.1 2.3 9.0 0.1
Total 0.1 2.5 10.3 1.8 3.8 5.1 n/a
Source: Department of Energy. Energy Efficiency Office.
1.2.3 Constraints to Energy Conservation in Industry
There are a considerable number of obstacles or constraints to
energy conservation that need to be recognised and taken into
account when developing policies aimed at improving energy
efficiency. These constraints are also an important consideration
when evaluating the effectiveness of a particular policy or package
of energy saving measures.
56
The industrial sector faces its own particular constraints. These
have been highlighted by the report on energy conservation in
industry prepared for the government by Armitage Norton
consultants (31) and discussed in a recent report by ACEC to the
Secretary of State for Energy (32). Three broad categories of
constraints can be identified;
managerial.
they are technical, financial and
As far as technical constraints are concerned either the technology
does not yet exist or firms are not aware of its existence.
The attitude of management can be a severe constraint on the
implementation of energy conservation measures. In many firms
there is a general lack of awareness of the need for energy
conservation. Many managers interviewed for the Armitage Norton
report were either not aware of the government's energy pricing
policy or had not assessed the long term impact of energy prices on
operating costs. In many cases future energy prices were not taken
into account when carrying out investment appraisals. Even when
managers are aware of the need for energy conservation it is not
always given a high priority and resources including man hours are
not made available to investigate and organise energy conservation
investment.
Finance is always a constraining factor. In general the poor
investment record of UK industry has meant that industry as a whole
has been slow to replace old plant and equipment and this has
undoubtedly limited the introduction of new energy efficient plant
and equipment. In recent years this has been exacerbated by
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severely restricted cash flows during the periods of recession in
the mid seventies and early eighties when competition for limited
resources was fierce. In addition, during periods of recession
industry's time horizons tend to change, firms struggling to
survive are preoccupied with the short run and give little
consideration to the long run. Investment criteria have also
proved to be a constraint on investment in energy saving technology
and equipment. The Arm itage Norton report looked at the capital
investment decision making process in detail. In general they
found that energy conservation projects were almost always
classified as cost saving investments and were as such given a low
priority since firms tend to have a preference for investments
which give productivity improvements. Not only are cost saving
projects given a low status but the investment criterion used is
often only a crude payback requirement of two or three years.
Discounted cash flow criteria are rarely used and consequently
additional factors such as the longevity of the project, low risk
and inflation linked savings are not taken into account. The
implication of this is that many energy saving projects are
rejected on the payback criteria whereas they may have appeared
more attractive if DCP criteria had been employed.
The Armitage Norton report supports the results of a similar
survey, this time of energy managers only, carried out by Ray and
Morel (31). One of their main findings was that the low
profitability of conservation projects presented the greatest
obstacle to energy conservation. In addition 25% of the energy
managers could not list any of the measures in the government's
conservation programme whilst 10% gave incorrect answers.
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1.2.4. Fuel Switching Policies
The UK government as now actively involved in influencing
consumer" s fuel choice through demand management pol ic ies. Its
objective is twofold, to reduce the country"s dependence on oil and
to protect other fuel supplying industries, notably coal.
Effective demand management is achieved by energy pricing policies,
financial incent ives, the impos ition of phy sical and legal
constraints and a programme of education and training.
Successive governments have viewed correct energy pricing as the
key factor not only as far as energy conservation is concerned but
also as a major influence on consumer"s fuel choice.
The movement in relative prices of individual fuels delivered to
the industrial user were illustrated earlier in this chapter in
figure 1j. When measured in pence per therm electricity is clearly
the most expensive fuel for industry to use. Of greater interest
though is the price disparities between oil, gas and coal. In 1984
the price differential between coal and oil was 7 pence per therm
or 50 per cent of the price of heavy fuel oil. Even after making
allowances for differences in thermal efficiencies and the
disadvantages associated with coal, the disparity is not
insignificant. The price differential between coal and gas is
however, much smaller, only 2.9 pence per therm in 1984.
However, it is not just present price disparities which influence
consumers" choice, but also future prices. In a survey carried out
by the Chemicals Industry Association (34), fifty per cent of
member countries expressed doubts about the future price advantage
of coal and fears about the security of supply.
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The price of oil is kept high by the various taxes imposed upon
the market price, in particular the tax on HFO. Table 1.16 shows
the tax on HFO and the price (inclusive of tax) in annual averages
since 1961.
TABLE 1.16 TAX ON HEAVY FUEL OIL, ANNUAL AVERAGES 1961-1984
*Tax Price of HFO Tax as a
£ /tonne £ /tonne % of Price
1961 1.33 7.5 21.3
1965 1.87 6.9 38.0
1970 2.25 9.2 31.4
1975 2.25 37.7 6.2
1980 7.50 90.3 9.0
1984 7.87 149.7 5.6
* Converted from pence/gallon to £ /tonne.
Source: Digest of UK Energy Stastics, HMSO.
The objective of this tax when it was introduced in the 1960's was
to protect the coal industry by enlarging the price differential
between oil and coal and thereby discouraging large industrial
consumers from burning oil when they could use coal. Today the
government justifies its retention as an incentive to firms to
reduce their dependence on oil.
Gas prices to the commercial/industrial sector generally reflect
oil prices whereas the price of coal is kept low by the
government's support for the coal industry.
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The degree to which substitution will take place between various
fuels depends on a variety of factors of which price is only one,
and is likely to differ between the industries. The end use of the
fuel may well determine the type of fuel to be used; electricity
is a prime example of a fuel which in general has a highly specific
application either for electrochemical processes or for motive
power, and as such has limited potential for substitution. The
greatest potential for fuel substitution is undoubtedly in the
steam-raising market where enormous opportunities for coal firing
exist.
The government does not rely entirely on energy prices to bring
about the optimal allocation of resources. In an attempt to
reverse the trend away from coal to oil and gas various incentives
have been introduced to encourage a switch from oil/gas to coal.
In almost all cases a switch from oil/gas to coal requires the
conversion or replacement of existing boiler plant involving
considerable capital investment, particularly if the boiler is not
yet at the required age for replacement. Such large investments
may themselves be a barrier to conversion or replacement, and this
is particularly true during periods of recession or restricted cash
flow. By providing a package of grants and other financial
inventives which substantially reduces these capital costs,
together with significant price differentials the industrial
consumer is encouraged to undertake a conversion or replacement
project.
In May 1981 the government introduced the Coal Firing Scheme. The
scheme initially covered conversions or replacement of oil fired
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boilers to coal firing but was later extended to cover conversion
or replacement of oil and gas fired boilers. Grants were made
available to most commercial undertakings in the UK including
industry, commerce and agriculture. A maximum of 25% of net
eligible costs of a conversion/replacement proj ect is given
provided costs exceed £15,000. There is no limit to the amount of
grant given to each firm under the scheme but an off er of a grant
greater than £5m requires Parliamentary approval. The government
initially made £SOm available to cover the scheme but in 1984 added
another £25m and has twice extended the duration of the scheme.
The industrial and commercial sectors were initially quite slow to
take up the scheme mainly because of the long lead times involved
in making the decision to convert. Table 1.17 shows the take up
the the scheme since it began in 1981.
TABLE 1.17 EXPENDITURE UNDER THE COAL FIRED BOILER SCHEME
1981/82 1982/83 1983/84 1984/85
CFS 0.1 1.7 5.5 11.0
Source: Department of Energy. Energy Efficiency Office.
These figures may not reflect the true response to the scheme
because of the way payments are made. Payments are made in stages
and the first payment is not made until one third of the project
costs have been incurred. Therefore projects in the early stagea
of implementation will not appear in these figures and obviously
projects currently being considered are not repre8ente~ The table
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does however show the gradual build up in response to the scheme.
The scheme has 1n general been considered a success despite fears
of security of supply no doubt heightened by the year-long miners'
strike which began in March 1984.
In addition to the grants made available under the CFS the
government has made provision for other support measures under
section 7 of the Industry Act 1972, the Science and Technology Act
1965, the Capital Grant Scheme of the Ministry of Agriculture,
Fisheries and Food and the Regional Development Grants. However,
the CFS is by far the most significant measure the government has
provided to encourage a switch to coal.
In November 1982 the European Commission Coal Firing Scheme was
introduced. Under this Scheme firms may borrow up to 50% of the
net eligible costs of industrial conversions at preferential rates
of interest for three years. The government has offered up to a
total of £15m in exchange rate risk coverage available to all
borrowers under this scheme.
Other measures that can be adopted to affect the consumer's fuel
choice include imposing physical or legal constraints. This type
of intervention has been seen on a few occasions in the UK
industrial fuel markets. The Clean Air Act 1956, was probably the
first example of such a constraint. Although its objectives were
environmental rather than demand management, the spread of
smokeless fuel zones under the Act was an additional, important
factor in the decline of coal.
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More recently, as a result of the "Winter of Discontent" in 1973/74
three day week controls on electricity consumption were imposed.
These controls were introduced in December 1973 and relaxed in
March 1974. In 1979 the BGC found it necessary as a result of the
"flight from oil" to restrict the number of new contracts taken
out; these restrictions were slightly relaxed in 1982/83 and
abolished completely in October 1983. Generally speaking,
intervention such as this is rarely seen and in almost all cases is
only resorted to on a temporary basis.
The dissemination of information is regarded by the government as
fundamental to the improvement in energy efficiency and it is
equally relevant to the issue of consumer's fuel choice. The
Energy Thrift Scheme, Energy Audit Scheme and the various
demonstration projects discussed earlier in this paper have proved
an effective means of providing information on the potential for
changing the industry's fuel mix.
1.3 Scope. Approach and Objecti~e8 of this Study
This chapter has provided a review of recent trends in industrial
energy consumption, fuel use and energy prices; as we11 as
discussing some of the policy issues pertinent to the industrial
sector, that have emerged in the last decade or so.
Clearly energy pricing is percieved to be the most important
instrument of energy policy although it is not clear that the
industrial consumer is conscious of such a policy. Bonetheless,
energy pricing policies have been adopted to promote both energy
conservation and fuel switChing.
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The effectiveness of such a policy depends primarily on four
factors; the price elasticity of demand for energy; the own and
cross price elasticities of demand for energy; the relationship
between energy prices and investment behaviour and finally, the
relationship between the costs of investment and energy
consumption.
This study aims to develop a dynamic model of energy demand as an
integral part of the firm's decision making process within the
framework of existing economic theory. The full interrelationships
between energy and other factors of production, labour and capital
are investigated. This should provide a better insight into the
relationship between the factors of production than traditional
static models could permit.
A further feature of the model is that output is not treated as
exogenous, thereby allowing the full impact of changes in economic
variables to be realised by permitting the firm to move along or
indeed shift its production isoquant in response to exogenous
factors.
The study then proceeds to investigate the relationships between
indivudua1 fuels as a means of examining the extent to which inter-
fuel substitution has taken place.
Both models can be used to provide an analysis of past trends and
to assess the accuracy and likely impact of the government's energy
policy as it relates to the industrial sector.
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CIIAPTEll 2
MODELLING UmUSTR.IAL ENERGY DEIIARD: A REVIEW 01"
EXISTIBG METHODOLOGIES
CBAPTE1l 2
1I0DELLIIfG IBDUSTR.UL EDR.GY DEIIAlID: A UVIEW OF
EXISTING IIETBODOLOGIES
2.1 lIodelling Energy De.and
The events of the 1970's; in particular the two oil price shocks in
1973 and 1979, the consequent escalation of all energy prices and
the increased perception of energy as both an important and scarce
resource, have led to a heightened interest in energy demand
models.
At the risk of over generalising, much of the research undertaken
falls into one of two approaches. An economic approach or an
engineering approach. For the purpose of this study attention will
be focussed on the economic approach since this provides the basis
for the empirical work which will be discussed later.
However, within the economic approach a whole range of research has
been undertaken on all aspects of energy demand. This review of
existing research is by necessity restricted to studies of the
industrial demand for energy. The approach taken to analyse
industrial energy demand is in general quite distinct from the
approach towards say, household energy demand. Most models of
industrial energy demand treat demand as a derived demand, that is
the amount of energy necessary to produce a given level of output,
and normally the demand functions are derived from a production
function or, using recent advances in duality theory, from a cost
function. A parallel may be drawn here with the utility function
of the household but since this is beyond the scope of this study;
66
it is not discussed here.
The object of this chapter is then, to discuss the methodologies
and results of a selection of the well known earlier studies which
provide the foundations for much of the more recent research.
Selected results of this more recent work are also included.
Many of the models discussed here, in particular the pioneering
work, are static models, that is, the effect of a change in one or
more of the exogenous factors on energy demand is assumed to be
instantaneous. This has proved to be one of the major limitations
of these models and more recently attempts have been made to use
dynamic models of energy demand and to examine the difference
between the short run and long run responses of energy demand.
One of the key issues in much of the research that has been
undertaken relates to the nature of the relationship between energy
and capital. Clearly energy, in one form or another is required to
run the capital equipment in place, thus to a certain extent the
industry's energy requirement is determined by the capital stock.
However the empirical evidence does not lead to a clear concensus
of opinion on the exact nature of this relationship.
The most popular methodology applied in this field for many years
was the use of the Transcendental Logarithmic or Trans10g cost
function and this provides a convenient starting point for this
discussion.
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2.2 The Structure of Production
The fundamental approach to much of the empirical work on energy
demand is to assume the existence of a twice differentiable
production function such that
Q = f(K,L,E,M)
where Q is output and the factors of production are capital, K,
labour, L, energy, E and non-energy raw materials, M. In general
two further assumptions regarding the underlying characteristics of
the production function are stated. They are that the production
function is weakly separable between all inputs and that it is
homotheticl• In addition each input aggregate is assumed to be
homothetic in its components. Weak separability implies that the
marginal rates of substitution between the components of each input
are independent of the input levels of any of the other aggregate
inputs. The assumption of homotheticity is a necessary and
sufficient condition for an underlying two-stage optimisation
problem. Stage one is the determination of an optimal choice of
aggregate inputs K,L,E,M whereas stage two is the
determination of an optimal mix for each aggregate input.
The assumption of weak separability and homotheticity together
justify the construction of a separate inter-fuel substitution
model.
1 A production function is homothetic if it can be expressed
as Q - f(g(K,L,E,M» where f is a monotonic increasing
function of a single variable and g is a homogeneous
function of degree one.
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The production function could be expressed in a functional form and
the convent iona1 prof it maximis ing fac tor demand func tions
estimated. Alternatively using duality theory, a cost function may
be specified and the cost minimising factor demand estimated.
The cost function dual to the above production function would be
expressed as
where C is the unit cost
and Pi, i = K,L,E,M are the factor prices for the
respective inputs.
The cost function is also assumed to be weakly separable.
2.3 The Transcendental Lo&arithaic Model
The Translog cost function was introduced by Christensen, Jorgenson
and Lau (1) as a second order approximation to any arbitrary twice
differentiable cost function and takes the form
Log C =
i,j • K,L,E,M
Logarithmic differentiation of the cost function and applying
Shephard's Lemma1 yields the following cost share equations
1 Shephard's Lemma states that given a cost
C(Q,P) the cost minimising level of input xi
produce output Q is given by xl • 3 C
3 p.
1
function
needed to
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So
1 = ai + YQiLogQ + ~YijLogP j
J
i,j = K,L,E,M
where Si is the cost share of input i.
Because the cost shares must by definition sum to unity only three
of the share equations need to be estimated.
For the Translog cost function to represent a well behaved cost
function the following parameter restrictions must hold.
(i) Linear homogeneity in prices requires the following
restrictions
~ai = 1
1
no = 0o 1
1
r,y 00 = r,y •. = 0. 1J o J1
1 1
(ii) Symmetry restrictions
y .. = y ..
1J J1
The cost function would be homothetic if it could be written as a
separable function of output and factor prices. This would impose
an additional restriction
For the cost function to be homogenous we require
YQQ = 0
Rather than naposing these restrictions a priori they can be tested
once the share equations have been estimated.
70
Moving to the second stage of the optimisation process we can by a
similar argument, specify an inter-fuel substitution model.
Assuming that the aggregate price of energy can be represented by a
homothetic Translog function i.e.
E8·LogP· +
ill
HB· ·LogP·LogP·.. 1J 1 J
1)
i,j = O,G,C,EL
where PE is the price of energy and the Pi are the fuel prices for
oil 0, gas G, coal C and electricity EL. The fuel share equations
will then be
i,j == O,G,C,EL
and EB· == 1
i 1
re" == 0. 1J
1
ESi_' == rBji .. 0. J
1. j
Bij == Sji
The elegance and simplicity of the Translog model account for its
immense popularity in the mid to late 1970"s. In addition it is
based on an explicit theoretical model as well as imposing the
minimum of restrictions on the parameters to be estimated and
allowing relatively unrestricted estimates of elasticities of
substitution and demand elasticities to be obtained. In many
respects the Generalised Cobb-Douglas or Generalised Leontief
functions would equally satisfy these criteria. A further
advantage of the Translog specification is that it reduces the
number of parameters to be estimated alleviating the problem of
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multicollinearity and degrees of freedom.
This rather lengthy exposition on the Translog model is justifiable
on the grounds that the majority of studies on industrial energy
demand have taken this approach. The next section will look at the
empirical applications of this model.
2~.1 Eapirical Applications of the Translog Kodel
Hudson and Jorgenson (2) and Berndt and Wood (3) pioneered the
application of the Translog to the question of energy demand. Both
studies employed time series data for the US manufacturing sector
from 1947-1971. Both sets of results were similar with energy and
capital exhibiting a complementary relationship. Berndt and Wood
estimated the own price elasticity of energy to be -0.47, fairly
inelastic. Hudson and Jorgenson, however obtained a positive own
price elasticity of demand. Table 2.1 shows the demand
elasticities obtained from both of these models.
The Berndt and Wood study has, over time provided the benchmark
against which subsequent results have been compared.
Griffin and Gregory (4) used pooled international cross section and
time series data for their application of the model rather than
time series data for one country. Their results, as can be seen
from the table, were not consistent with those of Berndt and Wood.
Capital and energy were found to be substitutes whilst the own
price elasticity of demand for the US was much greater at -0.79.
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A similar approach was taken by Pindyck (5) who used pooled erosl
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section time series data from ten countries over the period 1959-
1974. Since fuel prices in the US and Canada were significantly
lower than in other countries during this period, the model was
estimated with those two countries pooled separately. Pindyck's
results support tho~e of Griffin and Gregory with energy and
capital found to be substitutes and an average own price elasticity
of demand for energy of -0.85.
Clearly there is some disparity over the magnitude of the own price
elasticity of energy demand and over the relationship between
energy and capital.
Pindyck suggests that the discrepancy in these results stems from
two differences in the methodologies used. First the use of pooled
time series cross section data is more likely to produce long run
estimates of the cost function and hence will yield long run
elasticities. Time series data on the other hand is normally
associated with capturing short run responses. If this were the
case then the results discussed so far would indicate that energy
and capital are compliments in the short run but substitutes in the
long run, a realistic finding consistent with economic theory.
This reasoning would also explain the discrepancies in the
magnitude of the own price elasticities of demand. The long run
price response is expected to be greater than the short run and
this is borne out by Pindyck's and Griffin and Gregory's results.
However there is another difference in the methodologies, the
earlier studies estimate a four factor cost function, Griffin and
Gregory, and Pindyck, due to lack of data on materials could only
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estimate a three factor cost function. Pindyck records the
comments made by Berndt and Wood that complementarity between two
factors of production in a four-dimensional production space can be
consistent with substitutability between the same factors in a
three-dimensional subspace.
More recently however, the results obtained by Turnovsky, Folie and
Ulph (6) using time series data to estimate a four factor cost
function for Australian manufacturing produced another
contradiction to Berndt and Wood ....s conclusions. Turnovsky et al
found capital and energy to be substitutes whilst the own price
elasticity of demand for energy was actually lower than all the
other studies at -0.22.
Finally Hunt (7) in a belated attempt to apply the model solely to
UK maufacturing employed time series data from 1960-1980. His
results were broadly consistent with those of Berndt and Wood. The
own price elasticity of demand was estimated at -0.38.
The results discussed so far have only been concerned with factor
substitutability; some of these studies have also applied the model
to analyse the extent of inter-fuel substitution.
Pindyck (8) finds large own price elasticities of demand for coal,
oil and gas for all countries. Electricity demand however was
found to be inelastic in all counties. The following table shows
Pindyck ....s estimats of the own and cross price elasticities for the
UK.
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TABLE 2.1 PINDYCK'S ESTIMATES OF THE OWN AND CROSS PRICE
ELASTICITIES FOR THE UK
Price
C 0 G EL
C -1.12 0.21 0.52 0.39
0 0.32 -0.22 -0.06 -0.04
G 1.86 -0.15 -1.38 -0.33
EL 0.22 -0.01 -0.05 -0.15
These results show that coal is a complement for all fuels and
vice-versa, whilst oil, gas and electricity are all substitutes.
Turnovsky et al (9) find entirely different results as can be seen
most easily by the following table
TABLE 2.2 OWN AND CROSS PRICE ELASTICITIES OF INDIVIDUAL
FUELS FOR AUSTRALIAN MANUFACTURING - TURNOVSKY
ET ALOO)
Price
C 0 G EL
C -0.75 0.46 -0.06 0.35
0 1.16 -0.99 0.16 -0.33
G -0.59 0.68 -0.31 1.37
EL 0.31 -0.12 0.11 -1.45
Here coal and gas are substitutes as are gas and electricity.
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Electricity in Australian manufacturing would appear to be more
price elastic than Pindyck's findings would suggest.
All of these studies have looked at factor substitution and/or
interfuel substitution for the aggregate manufacturing sector.
This assumes that each industry is faced with a cost function
identical to every other industry. However total manufacturing
cannot be thought of as homogeneous, thus industry subsectors would
not be expected to exhibit identical response patterns to relative
pr1ces.
Field and Grebenstein (11) used cross section data at the state
level for ten industry subsectors. In an attempt to shed further
light on the discrepancies found in earlier studies they
differentiated between what they called physical or reproducible
capital and working capital. Results across industries did differ,
thereby supporting their choice of adisaggregated model. In
general however they found energy demand to be significantly more
price elastic than previous studies had suggested with the own
price elasticity of demand ranging from -0.89 to -1.66. In general
the cross price elasticities suggested that energy and physical
capital were complements whilst energy and working capital were
substitutes.
Cameron and Schwartz (12) in their study of energy demand in
Canadian manufacturing estimated the model for nineteen industry
subsectors using time series data. Again they found a significant
difference in the estimated elasticities between industry
subsectors although energy was found to be moderately price
inelastic overall.
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Dargay (13) in her study of energy demand in Swedish manufacturing
found a similar range of elasticities across industry subsectors to
those reported by Cameron and Schwartz. Of further interest 1S
Dargay's findings on the energy capital relationship, in six
industry sub-sectors energy and capital were complements, one
sector exhibited capital energy substitution and in the remaining
nine sectors complementarity was exhibited but was not
statistically significant. Dargay concludes that these results
emphasize the importance of disaggregating manufacturing into its
component industries since the magnitude and even the nature of the
demand and substitution reponses vary according to the production
structure of the specific industry.
2.4 Other Static Models
It was noted in the discussion on the Translog model that some of
its attributes were also common to the Generalised Cobb-Douglas and
Generalised Leontief functions. Both of these functional forms
impose very few a priori restrictions on the parameters to be
estimated. Despite this, the empirical applications of these
models to the analysis of energy demand are very few compared with
the considerable number of applications using the Translog model.
2.4.1 Generalised Cobb-Douglas Model
Given the production structure discussed earlier and extending
Diewert's (14) Generalised Cobb-Douglas unit cost function the
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following n-factor unit cost function can be defined
n n
C = e IT n tlJ ij 6 .. i,j = 1, ... ,n, ~J
i=1 j=1
where tjJ •• = q.p. + ajp.~J ~ ~ J
and e·· = (3 .•~J );1.
E ~.. = I1J
ij
e > 0
The cost function C is a positive and linearly homogeneous function
of degree one in prices. If Bij > 0 it will also be concave.
The cost share equations are derived by logarithmic differentiation
and take the form
s i ~Pia LogC
~p.
1
i - 1,••• ,n
Magnus (15) estimated this model using time series data on cost
shares and factor prices for manufacturing in the Netherlands from
1950-1976. 0 wing to lack of data he does not include non-energy
raw materials into the model. His results tend to be in agreement
with those of Berndt and Wood with energy and capital found to be
strong com p1ements. The own price elasticity of demand was much
lower, -0.23 compared with Berndt and Wood's estimate of -0.47. Of
further interest is Magnus's conclusion of the impact of energy
prices on investment and the impact of investment incentives on
energy demand. He concludes that higher priced energy will dam pen
the demand for plant and equipment with subsequent consequences for
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the rate of growth of productivity. Investment incentives such as
a cc elerate d depre cia tion allowances and investment tax credits
result in an increased demand for energy.
2.4.2. Generalised Leontief Hodel
A similar approach to the GCD model is to use Diewert's (16)
Generalised Leontief cost function. The Generalised Leontief cost
function is defined as
C = H(Ax,t)H
ij
C.. (p·p.)1/2
1J 1 J i,j = K,L,E,M
where Ax is the level of output and technical change is assumed to
be Hicks neutral.
The cost minimising input demand functions are then
X. = R(A t) r. C··p·-l/2p.l/21 X" 1J 1 J i,j = K,L,E,M
In practice the unknown function H(Ax,t) may be replaced by a
constructed index Q as a measure of the quantity term.
Furtherm ore by spe cifying a Generalised Leontief functional form
for the price of aggregate energy as
rrb ..(p.p.)1/2
.. 1J 1 J
1J
i,j -C, 0 , G , E L
--
the cost minimising shares of each fuel can be determined to be
SK 0: P 1/2r. b op.l/2
K 0 KJ J
J 1/2LLb 00 (p op 0)
00 1J 1 J
1J
i,j,k = C,O,G,EL
This approach is taken by Longva and Olsen (I7) in their study of
energy demand in Norway for nineteen industries using time series
data from 1962 to 1978. Their results showed considerable
variation across industries adding further support to the
disaggregated approach. They found that in industries where the
cost share of energy was rather low energy demand tended to be
relatively price elastic, whereas in many of the energy intensive
industries energy price reponses were more moderate. Again energy
and capital were found to be complements in some industries whilst
for other industry subsectors they were substitutes.
2.4.3. Conatant Elaaticity of Substitution 1I0dela
The CES functional form for production functions posited by Arrow
et al (18), traditionally one of the most widely used functions in
empirical work, has received very little attention in the analysis
of industrial energy demand. Uri (I9) and Prywes (20) are the only
two examples of an energy demand function being derived from aCES
production function.
The CES relationship between energy and capital is of the form
where y, <50 and Po are parameters to be estimated
technical change is assumed to be Hicks neutral.and
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By equating marginal product with price and taking logs Uri shows
that the demand for aggregate energy becomes
LogE = C - A [1-1/(1-p )1t_0
v
+ (v-l)/(l+po) + 1LogQ + 1/(l-Po)Log!o
v PE
Uri uses time series data for US manufacturing from 1947-1978
pooled across industries whilst Prywes uses pooled time series
cross section data from 1971-1976. Prywes extends the above
relationship to include Labour into the model by using a nested CES
production function. N either study allowed for computation of the
own price elasticities of demand being more concerned with the
elasticities of substitution given by the expression 1/0-Po)'
Both studies found a substitutional relationship between energy and
capital.
2.4.4 The lIultino.ial Logit lIodel
The multinomial or multivariate 10git model was first introduced by
Theil (21) to analyse consumer budget allocations but has
subsequently been applied to the theory of the firm as well. It
has not been as popular an approach as the Trans10g or other
derived demand models but merits a brief discussion here on the
grounds that it provides a useful compromise between rigid
theoretical models and more ad hoc prediction-orientated models.
It has several properties which make it particularly attractive for
analysing cost shares or fuel shares. First of all the model
guarantees that the shares sum to unity; second it is easy to
estim ate and permits alternative dynamic specifications to be
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introduced; finally and of prime im portance all fitted shares
generated by the estimated model will be greater than zero and less
than unity. This last condition is not necessarily satisfied by
say, the Translog model whose shares may become negative or
greater than unity when forecasted outside the estimation period.
This is most likely to arise when shares are very sma1l or very
large, or when input prices are expected to increase substantially
over a forecast or simulation period.
The exponential form of the multivariate logit generates a share
system of the form
s. =
1. exp(fj( Xe»
n
.l:.exp(f/XS»
]"=1.
i = 1,2, •••,n
where Si is the share of input i
and f. is
1. a function of a vector of explanatory
variables X and a vector of parameters 13.
The vector X might include the relative prices of factor inputs, a
quantity variable and possibly lagged share variables that allow
shares to adjust dynamically to changes in price. The functional
form of fi is arbitrary, although the sim plest form would be
linear.
Lutton and Le Blanc (22) apply both the multivariate logit model
and the Translog model to the US food and kindred products industry
for the period 1954-1976. They estimate a complete share system of
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energy and non-energy inputs. Energy is not aggregated into one
input but oil, coal, gas and electricity appear directly into the
system along with labour, materials, structures and equipment.
Chern and Just (23) apply a similar model to the US paper industry
using pooled time series - cross section data.
share equation for boiler fuels only.
They estimate a
It is not possible to summarise the results of these studies in a
useful way because of the specialised application of the models in
each case. The interest in their work stems, in the main part,
from the methodology used.
2.5 Dyna.ic lIodehl
One of the major limitations of the Translog model and of static
models in general is their failure to differentiate between short
run and long run responses to changes in causal factors.
This section looks at attem pts to overcome this deficiency.
Different methodologies have been applied ranging from attempts to
introduce lags into the Translog model to explicit models of the
adjustment process.
2.5.1 The Dynaaic TraDslol MOdel
Given the immense popularity of the Translog cost function and its
theoretical elegance it would be surprising if no attem pt had been
made to overcome its limitations of being a static model by
incorporating some form of lag structure into it.
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Pindyck (24) postulates but does not estimate dynamic versions of
the Translog cost function allowing adjustment to constant returns
to scale over time. He argues that although a production function
may exhibit constant returns to scale in the long run this is not
necessarily true in the short run.
Constant returns require and
Y Qi = 0 in the static translog equation. One way of incorporating
an adjustm ent to constant returns in the long run is to make these
parameters functions of changes in output or prices as follows
CXQ
k
= exp [81 L A 1k(6Qt_k)2]
k=l
k
and YQQ'"' 82 L A 2k(6Qt_k)2 + 63
k-l
where
If ~ f: 0 then non constant returns to scale can exist even in the
long run. If we assume long run constant returns then the
estimates of 83 act as a test for this hypothesis.
Estim ation of the Eli req uires the cost function and the share
equations to be estimated simultaneously. If, however, the data
did not perm it this <lQand YQQ could be assu med eq ual to 1 and 0
respectively and adjustment could occur through Y Qio
An alternative dynamic specification suggested by Piudyck
introduces the dynamic adjustm ent directly into the share eq uatious
85
as follows
S. t =1, Si,t-1 + L <5 •• ( S*. t- S . 1 ). 1J J, 1,t-
J
*where S j,t is given by the conventional Translog share equation
*S . t =J, <Xj+ 'Y'QjLogQ+ LYijLogPi
i
*Since S j,t and Sj,t-1 must sum to unity, all of the columns of the
~ij matrix must sum to the same arbitrary constant.
Berndt, Fuss and Waverman (25) do in fact estimate a dynamic
Translog cost function with a cost-share adjustment specification
using time series data for the period 1947-1971 for aggregate
manufacturing in the US. The model is estimated under three
alternative specifications
(1) adjustment is instantaneous i.e. a static model
(ii) the adjustment matrix is diagonal
(iii) full adjustment matrix.
A summary of their results suggests that the diagonal constraint is
too restrictive and little would be lost in assuming instantaneous
adjust ment. The full adjustment model provided a considerably
better fit but the estimated adjustment matrix failed to satisfy
the conditions for stability and convergence of the adjustment
process.
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On the basis of the results given by Bendt et al, it would appear
that their specification of the dynamic Translog cost function is
not altogether satisfactory. It is unfortunate that we do not have
any more empirical evidence to shed further light on the
applicability of the dynamic Translog model.
1
2.5.2 The CUBS Model
One of the most recent studies of the demand for energy that has
been applied to the UK is a general equilibrium analysis by
Beenstock and Dalziel (26). This approach permits energy demand to
be determined jointly with other macroe conomic variables, and the
demand for energy is generated by the economic system as a whole.
The advantages of such a model for determining energy demand are
two-fold. The model recognises that there is a bi-directional
causal relationship between energy and output and allow s other
factor markets such as labour and capital to affect the demand for
energy. However, rather than the supply of these inputs being
exogenously determined, they are themselves determined within the
system.
Beenstock and Dalziel assume a Cobb-Douglas production function and
derive a conventional factor demand function for energy. Assuming
constant factor elasticities with capital and labour constant they
1 CUBS is an abbreviation for City University Business
School
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show that the demand for energy can be expressed as
where PM is the price of non-energy raw materials
PE is the price of energy
and P is the price of output.
The energy demand equation is then estimated using 3SLS together
with the investment, output and price equations from the CUBS
model. To take account of the endogeneity of labour, the fitted
value from the labour market sector of the CUBS model was used.
The equation was estimated using annual data from 1953-1982.
Somewhere in the estimation process but not fully explained in the
article, several lags appear in the equation until the selected
equation
LnE = 1.04 + 0.363LnE_1 - 0.228Ln(PE/P) + 0.132LnK
(0.64) (2.98) (6.32) (4.06)
+ 2.496. 2LnK + 0.392LnL + 0.095Ln(PM/P)
(3.81) (2.41) (1.45)
+ 0.127Ln(PM/P)_2
(2.0)
was arrived at.
Beenstock and Dalziel suggest that failure to incorporate the two-
way causal relationship between energy and output will
underestimate the overall price elasticity of demand for industrial
energy. They argue that when the price of energy rises, output is
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adversely affected and the demand for energy is then further
affected. However, their general equilibrium estimate of the own
price elasticity of demand for energy is -0.38, which is in fact
lower than the estimates obtained from some of the Translog models
discussed earlier.
2.5.3 Other Dynaaic Models
Other models of energy demand incorporating a dynamic adjustment
process have essentially been on a rather ad hoc basis. This does
not include a selection of studies based on the theory of
adjustment costs, a discussion of which will be postponed until a
later chapter. The ad hoc studies referred to here are those which
employ a general Koyck lag structure.
Wigley and Vernon (27) discuss the methods used for projecting
energy demand in the UK by the Department of Energy. Using data
from 1954-1979 the objective of their model was to establish the
relationship between each fuel and the level of industrial activity
and current and past fuel prices. The methodology is as follows; a
single equation is used to obtain an estimate for total useful
energy, this is then subdivided into shares for individual fuels
using current and lagged relative fuel price as explanatory
variables. The demand for electricity is treated separately. The
rate of fuel subsitution in the model is assumed to be unaffected
by economic growth or investment rates.
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The equation for total useful energy 18 defined as
Log E
*+ cl (LogT-k LogT_l)
*+ dl (LogRPE) + k LogE_l
where YE is an energy weighted index of output, T is tem perature
and RPE is the real price of energy. The dynamic structure, a
sim ple Koyck distributed lag, was determined by the availability of
data.
The share of electricity demand m total useful energy is defined
as
Log(EL/E) = a2 + b2Log(PEL/PA V) + c2LogYEL
+ d2Log(EL/E)_1 + f2DUM
where PEL is the average price of electricity, PAV is the average
price of useful energy, and DUM is a dum my variable for the three
day week in 1974.
For the remaining fuel shares Wigley and Vernon apply a multinomial
logit model
Log(SO/SC) .. a3 + b3Log(PI01PAM) + c3Log(PIC/PAM)
+ d3LogSO_l + f3LogSC_l
Log(SG/SC) .. a4 + b4Log(PIG/PAM) + c4Log(PIC/PAM)
+ d4LogSG_1 + f4LogSC_l
So + SG + Sc • 1
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PlO, PIC and PIG are the input price of oil, coal and gas
respectively
and PAM is the arithmetic mean of PlO, PIC and PIG.
where
Their results show that demand for total useful energy was fairly
elastic with respect to output, with an output elasticity of 0.622.
The short run own price elasticity for total useful energy was -
0.08 and the long run price elasticity was -0.224, implying a more
inelastic price response than other studies would suggest. 0 il,
gas and coal were all found to be price elastic in the long run and
all three fuels exhibited a substitutional relationship.
A closer look at the dynamic structure of the model shows that the
energy weighted output YE and temperature T affect demand for
useful energy only in the current year whilst current and past
values of the real price of energy affect demand with decreasing
geometric weights.
2.6 ec-ent8
This section has covered a selection of different methodologies
that have been applied to the important field of energy demand
analysis. Each methodology clearly has its own advantages and
disadvantages.
The popular approach is based on the assumption of cost
minimisation, an assumption often found more acceptable than that
of pro fit ma xim isa tion, but nonetheless still restrictive.
Although the cost minimising input demand functions clearly reflect
the impact of economic or industrial activity on the level of
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demand for a particular input, they fail to incorporate the effect
of input prices and levels of inputs on output. This arises
because output or industrial activity is treated as exogenous to
the input demand functions. Beenstock et a1 (28) suggest that the
adoption of a uni-directiona1 relationship btween output and energy
will lead to an underestim ate of the elasticity of demand for
energy.
The majority of the studies discussed here have been static models
based on the assumption of instantaneous adjustment to exogenous
shocks. When such models are estimated using time series data then
it must be recognised that any results will be reflecting only the
short run responses. Clearly, in order to achieve a fuller
understanding of the mechanisms involved in the firm's decision-
making process a distinction has to be made between the short run
and long run effects of exogenous shocks. Estimating the models
using cross se ction data will provide a vie w of the long run
responses but ideally one model should capture both the short run
and long run responses. This would suggest that a dynamic
specification is required.
Recent studies have tended to employ a dynamic specification but
the main problem has been to find a suitable theoretical framework
from which dynamic input demand functions can be derived. After
the theoretical elegance of the Trans10g model the search has been
for an equally elegant dynamic specification. The next chapter
will discuss some of the advances that have been made in this
respect based on the theory of costs of adjustment.
Finally the question of disaggregation must be addressed. Most
studies have spe cified and estim ated a model for the aggregate
manufacturing sector. To do this requires the underlying
assumption that the manufacturing sector is homogenous, implying
that every industry or individual firm faces the same production or
cost function. Clearly such an assumption is unrealistic since
production processes differ considerably across industries.
However disaggregation depends on the data available and even then
if the m0 del is e stim a ted at an industry level it is not
ne cessarily the case that the industry is homogenous. Nonetheless
those studies that have taken a disaggregated approach have shown
that results do differ across industries and that the magnitude and
nature of the demand and substitution responses vary according to
different production structures.
The following chapters attempt to develop an alternative
specification aimed at addressing many of the limitations discussed
in this section and to apply the model to the UK manufacturing
sector at a disaggregated leveL
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CHAPTER 3
THE THEORY OF COSTS OF ADJUSTMERT ARB ITS APPLICATIOR
TO FACTOR DDWm MODELS
CHAPTER. 3
THE THEORY OF COSTS OF ADJUSTMENT AID ITS APPLICATIOB
TO FACTOR DEHAHD MODELS
In recent years an alternative approach to energy demand modelling
has been investigated applying the cost of adjustment theory
traditionally associated with investment models. Such an approach
has several distinct advantages over the very popular and widely
applied Translog model. Incorporating costs of adjustment of the
quasi-fixedl factors of production into the model generates both
short and long run factor demand equations within a unified
framework as the solution to an explicit dynamic optimisation
process. In this way the factor demand functions are permitted to
be interrelated in the short and long run so that all factors are
affected as the quasi-fixed inputs adjust to their long run
equilibrium levels whilst ensuring that the output feasibility
constraints are satisfied during the adjustment process.
This section will review the adjustment cost theory and discuss its
more general application to interrelated factor demand analysis.
3.1 Cost of Adjust.ent Theory
The concept of adjustment costs has, traditionally, been
incorporated into the theory of investment. behaviour and in this
context it has been formally presented in many textbooks on
investment, notably Nickell (1). A somewhat simpler discussion of
the topic may be found in Junankar (2).
1 A quasi-fixed factor of production is defined as one that
is fixed only in the short run, it may therefore be variable in
the long run.
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One of the earliest rigorous formulations of the adjustment cost
theory was postulated by Eisner and Strotz (3) in 1963. Much of
the empirical work on investment hitherto, had relied on the
assumption of a stock adjustment process known as the "flexible
accelerator". Such a mechanism provided a link between the desired
or optimal level of capital stock as predicted by economic theory
and the actual or observed level. It also had the advantage of
taking a straightforward empirical form which facilitated
estimation. Unfortunately the flexible accelerator mechanism was
essentially ad hoc with no rigorous underlying theoretical
framework. By formulating the problem as the dynamic optimisation
of the firm'"s net present value and us ing the cal cuIus of
variations to solve for the optimal capital stock Eisner and Strotz
provided a rigorous proof of the flexible accelerator theory.
The rationale behind the theory is that the firm, when adjusting
towards the desired or optimal level of capital stock, is faced not
only with the actual cost of investment but also with certain other
additional costs. These adj~tment costs are a function of gross
investment and increase with the absolute rate of investment or
disinvestment. Further more the marginal costs of adjustment are
also increasing, therefore the faster the firm adjusts towards the
optimal level of capital stock the higher are the marginal costs.
This can be seen more clearly from fig.3.!. Increasing marginal
costs of adjustment implies that the adjustment cost function
facing the firm will be a strictly convex function. As a result of
this the total cost of maintaining investment at a given level say
11' for two periods is less than the total cost of maintaining
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twice that rate of adjustment for one period. Since the total
change in the capital stock is exactly the same in both cases there
18 a clear cost advantage in taking the staggered adjustment path.
Fig.J.I TOTAL COSTS OF ADJUSTMENT
Investment
..
The assumption of increasing marginal cost of adjustment is a
necessary factor in the explanation of why firms do not adjust
instantaneously. If marginal costs of adjustment were constant or
decreasing there would be no benefit to the firm in delaying
investment and firms would adjust immediately, that is there would
be a situation of so called "bang-bang" adjustment. Clearly a firm
attempting to maximise its net present value will stagger its
adjustment in a manner similar to that predicted by the flexible
accelerator model.
There are two reasons why marginal costs of adjustment may be
increasing. In the first place, the actual price that firms have
to pay for the capital equipment may be increasing although to some
extent this may be offset by the availability of such things as
quantity discounts. Secondly the firm may experience increaling
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internal costs associated with incorporating the new equipment into
the production process, for example, training the workforce or
reorganising a production line.
The process of adjustment can be illustrated by a four quadrant
diagrammatic model shown in fig.3.2.
The model is based on two assumptions
(1) the firm can borrow or lend at a constant rate
of interest
(2) the firm aims to maximise its net present value.
Suppose an exogenous change makes the new long run equilibrium
position of the firm such that the long run optimal level of the
capital stock, which is denoted by K*, is greater than the actual
level of the capital stock Kt. The firm will choose an adjustment
path such that the discounted marginal product of capital will
equal the marginal cost of adjustment.
Quadrant (a) in the diagram shows the present value of the firm
plotted againt the capital stock. The shape of the present value
curve in the diagram implies a further assumption of diminishing
returns to capital.
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Fig.l.2
a)
Marginal costs
of adjustment
b)
Discounted
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product Kt
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This diagram has been taken from Junankar (4).
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Quadrant (b) shows the marginal cost of adjustment curve which is
increasing and the marginal product of capital discounted back to
time t. The discounted marginal product of capital is independent
of the rate of investment I, and its position depends on the slope
of the present value curve in quadrant (a).
Quadrant (c) simply shows that if investment is positive then the
capital stock is increasing. The firm starts with a level of
capital stock, Kt. At time t the optimal rate of invesment is I,
shown by the intersection of the discounted marginal product of
capital curve with the marginal cost of adjustment curve. A
positive rate of investment increases the capital stock but because
of diminishing returns to capital the discounted marginal product
curve falls and intersects the marginal cost of adjustment curve
lower down, thereby reducing the rate of investment. The process
will continue with investment being at a lower rate until K* is
approached (aIthough K* is never actually reached).
This adjustment process may be represented by the flexible
accelerator model
•••(3.1)
The flexible accelerator mechanism discussed here is dependent upon
the assumption of constant prices. In the more realistic case
where prices, wages and interest rates are allowed to vary over
time the adjustment process will not be as simple as the flexible
accelerator model. The rate of investment will depend on the
entire path of prices so that even in the case where two
alternative paths lead ultimately to the same long run level of
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capital stock the firm's adjustment process to that long run level
will be affected by differences which may occur at any point along
the price path. Gould (5) presents a theoretical exposition of the
effect of time dependent prices on a firm's investment behaviour
but does not derive a simple, unique model which can be implemented
empirically. From an empirical point of view the misspecification
caused by assuming constant prices may not be that serious and the
use of the flexible accelerator mechanism may give a sufficiently
good approximation to the actual adjustment procedure as to be
justif ied.
So far the flexible accelerator theory can only be applied to the
limited case of one quasi-fixed input namely capital stock. Lucas
(6) extended the theory to the mUltiple input case which can be
expressed as
dX ..
-tdt
•••(3.2 )
where X is a vector of n quasi-fixed inputs
and r is an n x n matrix of adjustment coefficients. Note
that continuous changes in the quasi-fixed inputs are approximated
by discrete changes.
At this point it would be wise to elaborate on Lucas's model since
it forms the basis of much of the discussion that follows.
3.1.1 The Generalised Flexible Accelerator - Lucas's Model
Consider a firm faced with the usual concave production function
defined for non-negative input values and having continous first
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and second order derivatives. The firm uses M variable inputs v ~
(Vj), j = 1,...M and N capital inputs, x = (Xi), i = 1,.•.N. The
production function can be expressed as
Q = F[x(t),v(t)] •••(3.3)
where Q is output.
Assume that factor markets for variable inputs are perfectly
compet it ive with prices WI' •••W M which will remain constant over
time and are known with certainty. Capital or quasi-
fixed inputs can be varied at a cost C1·(xi)where xi = dx· is theF
rate of change of the i-th quasi-fixed input.
Further assume that
.
Ci(O) = 0, Ci'(xi) > 0, ci_'(Xi)> 0 •••(3.4)
i - 1, •••N
implying positive increasing marginal costs of adjustment. Lucas
illustrates the "adjustment cost functions" by considering the
limiting case where the quasi-fixed input xi can be both purchased
and sold on a perfect market at a price qi.
adjustment costs other than purchase costs then
If there are no
.
Ci(xi) - q ixi' C i(xi) .. q i' Ci(xi) ..0 •••(3.5)
The case under consideration can then be thought of as describing
imperfect markets for capital goods and the firm faces an upward
sloping supply curve.
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The firm's product price, p, is assumed to be stationary and again
known with certainty. At time t, the firm's receipts are
represented by the following expression
N M
R(t) = pF[x(t),v(t)] - ~ Ci[xi(t)] - r W'V'
i=l j=I J J
•••(3.6)
Finally assume that the firm finances entirely by borrowing at a
fixed constant rate r, then the firm's present value of net
receipts at time zero is
00
v(O) = r e-rtR(t)dt
o
•••<3.7)
The firm's problem is to choose time paths of vet) and x(t) so as
to maximise v(O) given any initial values of x(t) and vet) i.e.
x(O) and v(O).
Dynamic optimisation problems such as this one are solved using the
calculus of variations.
Optimising w.r.t. the variable inputs vj the M Euler equations are
given by
!) (0 f) .. 0
at~v j)
j a l, ••.,m •••(3.8)
j-l, ••.,m •••(3.9)
or Fv.aw·-w·
J -=j J j -l •••••m ••• (3.10)
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Optimising w.r.t. to the quasi-fixed inputs xi the N Euler
equations are given by
_Q_ (_Q_J_) = 0
at( aXi)
i = 1,•.•,n •.•(3.11)
i = l, ... ,n •••(3.12)
which reduces to
+ C·"
1 lx i lx , = 01 1 •••(3.13)
In add ition any opt imal path must satisfy the endpoint or
transversality conditions
.
lim e-rtC.'(x.) = 0
1 1t-> 00
Solving equations (3.10) and (3.13) will produce a unique optimal
investment plan for the firm.
Given strict concavity of F (3.10) can be solved to give unique
solutions for the variable input demand functions
these may be substituted into (3.13). Equation (3.13) now has a
stationary solution x*(w,r) which satisfies
•••(3.15)
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Expression (3.15) states that, an the steady state equilibrium, the
marginal value product of the quasi-fixed factor equals the
marginal accumulation cost.
A solution to (3.13) is found by expanding this system about the
stat ionary sol ut ion and taking a 1inear approximat ion. By
examining the characteristic roots of the linear system Lucas
proves that a unique solution exists and from this is obtained the
generalised flexible accelerator model
xf t ) = r [x*-x(t)] •••(3.16)
where r is a matrix of adjustment parameters.
Lucas also shows that r varies with the interest rate and the
stationary stocks xO• The proof of this solution is very
complicated and lengthy and so will not be reproduced here. The
reader is referred to Lucas (7) for the precise derivation.
For the case of a single quasi-fixed input Lucas derives an
explicit function for the adjustment parameter
r = -1/2[r-1 r2-4F" (x*)]
C "(0)
•••(3.17)
The rationale behind the generalised flexible accelerator mechanism
can be illustrated with the use of a two input model using capital
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and Iabourl.
The adjustment of the capital stock now depends not only on the
difference between desired and actual levels of capital as in (3.1)
but also on the difference between the desired and actual levels of
labour employed. This relationship need not be unidirectional, the
adjustment of employment may similarly depend on the difference
between desired and actual capital stock as well as the difference
between desired and actual employment, such that
..•0.18a)
* *= Y LK(K -K_1) + YLL (L -L_l) ...0.18b)
where K and L are capital and labour respectively,
the asterisks represent desired or optimal levels
and the y's are the adjustment parameters.
The nature of the dynamic interactions among the time paths of the
two inputs can be illustrated by the diagram in Fig.3.3.
1 Most studies on employment treat labour as a quasi-fixed factor
of production, see for example Brechling (8). The
justification for this being the existence of significant costs
associated with laying off existing labour or hiring and
training new labour. In addition labour is often hired on a
contract basis and so changes in the size of the firm'"8
workforce cannot be made instantaneously.
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Fig.3.3
L
K
This diagram was taken from Nadiri and Rosen (9).
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The firm's production function is
Q=F[K,L]
where Q is the level of output produced by given levels
of capital K and labour L.
The two production isoquants in the diagram are Ql and Q2 and the
dotted line AB is the conventional locus of efficient expansion
points along which costs are minimised. This mayan adequate
representation of the firm's long run behaviour, however there are
plenty of reasons why firms do not remain along the line AB at
every point in time. The most important reason being the existence
of costs of adjustment that we have already discussed.
Suppose the firm wants to increase output to Q2 given the initial
condition A, the conventional partial adjustment model given by
equation (3.1) would imply an immediate move from A to say C with
convergence along the new isoquant to the new equilibrium point B.
The diagram indicates a corresponding and implied adjustment path
for L as well.
In general, two independent adjustments have additional
implications regarding the role of the production function
during the adjustment process. Either the production function
constraints always hold as an equality and independent adjustments
imply an output decision function which may not be optimal, or,
output is taken as exogenous and the two independent adjustments
will mean that the firm will be off its production function thereby
implying the existence of spare capacity.
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If however output is assumed exogenous but inputs are specified as
interrelated as in equations (3.18) firms may remain on their
production function during the adjustment process. This would
require restrictions on the Yij's to ensure that the firm does
remain somewhere along the isoquant Q2.
3.1.2 Empirical Applications of the Theory
Empirical work on the mul tiple input interrelated factor demand
model has been carried out by Nadiri and Rosen (10), Brechling
(11), Schramm (12) and Kokkelenberg (13).
However out of these only Nadiri and Rosen and Kokkelenberg
actually estimate a full interrelated model explaining the long run
input demand functions of labour, hours per man, capital stock and
capital services. Their model takes the form
•••(3.19)
where Y is the vector of inputs, A is a vector of regression
coefficients on output X, B is a matrix of regression coefficients
on relative factor prices R, I is the identity matrix and r is
the matrix of adjustment coefficients.
Nadiri and Rosen present the firm's problem as one of cost
minimisation subject to a Cobb-Douglas production function. Hence
output appears exogenously in the input demand functions. The
input demand functions are themselves log-linear. The choice of
such a functional form would seem to have been made for resons of
simplicity, unfortunately however the weaknesses of the Cobb-
loa
Douglas production function will be inherent in their model. The
drawbacks of the Cobb-Douglas production function, namely the
implication of Hicks-neutral technical progress and the restrictive
imposition of unit elasticity of substitution between inputs have
been discussed thoroughly elsewhere, for example Hebden (14), and
so will not be pursued here.
Furthermore Nadiri and Rosen used the single equation estimation
technique of ordinary least squares to estimate their model. Such
a procedure is clearly not appropriate since certain parameter
restrictions implied by the model could not be imposed and secondly
the nature of the model, that is, an interrelated factor demand
model, would imply interrelated errors across equations. In these
circumstances, Zellner's seemingly unrelated least squares would be
more approriate. Consequently if the error terms of the four input
equations were correlated then their results would be inefficient.
Kokkelenberg improves upon the work of Nadiri and Rosen by using
seemingly unrelated least square to estimate his model.
The work of Schramm on investment behaviour and Brechling on
employment are deficient in that they do not estimate a system of
factor demand equations but simply estimate the particular equation
relevant to their discussion. By doing this they are not imposing
the models restrictions on the structural parameters and are not
ensuring that the firm remains on its production isoquant.
There are two theoretical deficiencies of the generalised flexible
accelerator model as applied to the multiple input case discussed
so far.
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The first is the implementation of a constant adjustment parameter.
Lucas has in fact shown that the adjustment process is related
inversely to the rate of interest and that it depends also on the
level of stationary stocks. However the exact functional form has
been derived only for the restricted case of a single quasi-fixed
input.
Secondly there is some doubt as to the reliability of the estimated
coefficients from a system of factor demand equations when the
production function is not estimated simultaneously with the factor
demand functions. Burgess (15) has found this to be the case for
factor demand functions that have been derived from a cost function
even when the structural parameters of the production function can
be fully retrieved. It is not altogether clear whether this is
also true for factor demand functions derived from a production or
prof it function.
Epstein (16) discusses several functional forms for dynamic factor
demand systems that can be estimated together with the associated
profit function. His paper is purely theoretical and to date there
is little empirical work that has been carried out using these
theoretical models.
McIntosh (17) estimates a system of input demand functions for
labour and capital together with a Cobb-Douglas production
function. Costs of adjustment are assumed to be of a quadratic
nature. In this way firms determine their inputs and output
simultaneously. McIntosh, himself, states that his model is highly
simplified and recommends a more realistic treatment of uncertainty
and the use of more general functional forms.
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Clearly the theory of costs of adjustment and its application to
interrelated factor demand models has received considerable
attention over the past two decades.
So far we have discussed this theory only so far as it has been
applied to traditional input demands such as capital and labour.
The next section reviews attempts to apply this theory to include
energy as a factor of production.
3.2 Application of the Theory to Energy De.and Models
The first attempt to apply the theoretical advances discussed
earlier in this chapter to include energy as a factor of production
was a paper by Berndt, Fuss and Waverman (18) presented at an lEA
Workshop on energy demand and supply models. Treating energy,
labour and materials as variable inputs and capital as the quasi
fixed input they applied Lucas's model to derive demand equations
for energy, labour and investment. However they did not estimate
the model empirically.
A couple of years later they modified the model to a cost
minimisation approach and estimated the model for US manufacturing
over the period 1947-1971 (19). A similar model has been estimated
by Denny, Fuss and Waverman (20) for the US and Canadian
manufacturing industries.
In these models the firm's problem is to minimise the present value
of its future stream of costs to determine optimal paths for both
the variable and quasi-fixed inputs in a way analogous to the
profit maximising model of Lucas.
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Berndt, Fuss and Waverman specify the following quadratic
normalised restricted cost function
G = L + PE.E + PM.M
+ inr: Y .. p.p. + 1/2( YQQQ2 +Y KKK2_l +Y KK··(~K)2)
.. J1 J 1
J1
+ ~jKPjK_l + ~YjQPjQ + YQKK_1Q
J J
~ YjKPj ~K + YQKQ~ K + YKi~ KK-1
J
+
•••(3.20)
where j = E,M
t = 1, •••,T
Y ij = Y ji
All prices are normalised here with respect to the price of labour
although this is an arbitrary choice, and Q represents the level of
output.
Within G, internal costs of adjustment are represented by
• •• 2' •C( ~ K) E ClK ~ K + 1/2 Y KK(~ K) +YEKPE ~ K + YMKPMAK
• • •
+ YQK~ KQ + YKK~ KK_l + (ltK ~ Kt ••• (3.21)
Berndt, Fuss and Waverman show that the solution to the firm's
problem is given by choosing the following paths for the variable
112
inputs and the quasi-fixed input
L = 0.0 + o.Ott - 1/2(YEEPE2+2YEMPEPM+YMMPM2)
+ YQKK_IQ + aQQ + I/2yQQQ2 + o.KK_l + aKtK_It
+ 1/2YKKK_I
2 + 1/2Yii(6K)2 ••• 0.24)
6K = -1/2 [ r- { r2 +4 Y KK/ Y iK}1/ 2 ] • [ (-1/ Y KK)'
( a K+ YEKPE+YMKPM+YQKQ+aKt t+PK)-K_l] •••(3.25)
In the short run the variable inputs energy and materials are
dependent on technical progress, the level of output, relative
prices and capital stock. Labour is dependent on technical
progress, relative prices, the level of output, the capital stock
and the rate of change of capital stock or investment.
In the intermediate run when capital stock is allowed to vary, and
in the long run when it has fully adjusted the variable inputs
energy, materials and labour will adjust according to the changes
that take place to the capital stock. Since relative prices,
output, technical progress and the user cost of capital PK all
affect the level of investment in the intermediate run, the long
run effect of these factors will be important in determining the
level of the variable inputs. The effect therefore of an increase
in the price of energy will be first of all the direct effect of
energy prices on the short run demand for energy and then a8 an
indirect effect of energy prices on investment which then feed back
into the energy equation.
The table below shows the own price elasticity of demand for each
of the four inputs in the short run, intermediate and long run.
eo EE
SR -0.041 -0.007 -0.000 0.000
IR -0.043 -0.033 -0.036 -0.043
LR -0.047 -0.083 -0.106 -0.127
These results show a considerably smaller price responsiveness of
energy to changes in its own price than other studies would
suggest. The relatively small difference between the short run own
price elasticity of demand for energy and the long run estimate is
due to the weak complementarity between energy and capital, the
long run cross price elasticity of demand of capital with respect
to the price of energy was -0.024. The parameter YEK was positive
implying that energy and capital become increasingly complementary
*as K approaches K •
The adjustment parameter, M, was estimated to be approximately 0.4
which suggests that considerably less than full adjustment of K to
K* occurs within one year and supports the specification of a
dynamic model.
The results of the model also showed that energy output ratios tend
to fall in the long run as output increases. This would help to
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explain why average energy efficiency has increased in the post
World War II period in US manufacturing despite decreases in the
real price of energy.
Clearly such a model represents a marked improvement on the static
factor share models that were so fashionable in the early and mid
seventies. It manages to distinguish between short, intermediate
and long run responses to the exogenous variables, responses which
are derived within a unified theoretical framework as the unique,
optimal solution to a dynamic optimisation process. The choice of
a quadratic normalised restricted profit function imposes no a
priori restrictions on the parameter estimates as does the use of a
Cobb-Douglas functional form. Epstein (21) commends the work of
BFW but points out three limitations of this approach. First of
all the model is limited to the case of one quasi-fixed input, and
as we have discussed earlier empirical evidence supports the
treatment of labour as quasi-fixed. Secondly, the flexible
accelerator mechanism is the only adjustment mechanism that follows
from this approach. Finally the model is based on the assumption
of constant prices. In addition their model is also subject to
Burgess's (22) reservations regarding the estimation of factor
demand functions derived from a cost function.
On a more practical note the author's experience in attempting to
estimate the BFW model for UK manufacturing highlighted several
problems which proved insurmountable. These are discussed below.
In the first place data on materials and the prices of material
inputs are not available in the UK, this is not a proble.
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attributable solely to this model but to any KLEM model. The
solution here is straightforward, assuming separability of the cost
function one can specify the model excluding material inputs and
the price of materials.
The model itself does not represent a system of simultaneous
equations, although ~ appears as an explanatory variable in the
labour equation, the labour and capital equations are in fact
recursive. Despite this the model cannot be estimated using single
equation techniques because of the symmetry restrictions on several
of the parameters.
Two alternative estimation procedures are immediately apparent.
The first requires finding the reduced form of the model by
substituting the expression for 6. K equation (3.25) into the labour
equation (3.24). The reduced form may then be estimated using non-
linear mul tivar iate regress ion with cross equat ion constraint s.
This is an iterative procedure similar to Zellner's seemingly
unrelated least squares. Alternatively the structural form of the
model may be estimated using full information maximum likelihood,
again with cross equation constraints imposed.
Both of these procedures are iterative and it is advisable to
provide starting values for the parameters before invoking the
estimation procedure, this should help the iterative procedure to
reach convergence. The author's experience with this model was
that, despite trying a range of starting values, the iterative
procedure failed to converge in the majority of cases. When the
model did converge the results were generally insignificant and not
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1n keeping with a priori expectations. Such results as were
obtained are presented in Appendix (4).
One cannot discount the possibility that poor data are to blame for
the disappointing performance of this theoretically sound and
elegant model. Given the limitations of UK official statistics it
could be that a model of such sophistication would put too many
demands on the data.
Alternatively it is probable that the complex form of the labour
equation and the cross equation parameter restrictions are in fact
too restrictive, the difficulty experienced in trying to get the
estimation procedure to converge on a set of parameter estimates
would support this hypothesis.
This section has reviewed the developments in the theory of
adjustment costs and how this theory has been incorporated into the
study of factor demand functions. In recent years this approach
has been pursued by some energy demand modellers.
The following chapter develops a model based on the flexible
accelerator mechanism that can be applied to the UK manufacturing
industry.
11.7
CIIAPTEB. 4
CBAPTEIl 4
.0 IIn'ERRET,A'rED FACTOR DEIWO> MODEL FOR R IWfUFACTURING
The previous chapter discussed the theory of costs of adjustment
and its traditional association with investment behaviour models
and more recently the generalisation of the theory to interrelated
factor demands. This chapter specifies a model based on this
generalisation of the theory in an attempt to analyse the full
interrelationships between energy and other inputs to the
production process for the UK manufacturing industry.
All factors of production are assumed to have associated costs of
adjustment or adjustment phenomena which prevent the firm changing
to the opt imum level instantaneous ly. The previous chapter
discussed the rationale behind the costs of adjustment associated
with capital stock and labour. Energy however is generally assumed
to have a zero adjustment cost but being dependent on the stock of
capital. will vary as the stock of capital varies and is thereby
affected by the costs of adjusting the capital stock. Significant
changes in the pattern of energy consumption do depend on
investment in new more efficient plant and machinery. However. a
considerable reduction in energy consumption can be achieved by low
cost "good housekeeping" measures requiring little or no capital
investment. Nonetheless these savings are unlikely to be made as
an instantaneous response to price increases because of a variety
of factors. Even "good housekeeping" measures require a certain
amount of expertise but more fundamentally they require a change of
attitude from both the workforce and management. Such a change in
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attitude is slow to occur, for example, the appointment and
training of energy managers is a recent phenomena reflecting the
growing awareness of the importance of energy conservation ln the
production process. For this reason alone it is unlikely that a
significant reduction in energy consumption could occur
instantaneously. On this basis it would seem unrealistic to treat
energy as a totally variable input.
4.1 Specification of the Model
4.1.1 Theoretical derivation of the Interrelated Factor
Demand Model.
Assume the firm is faced with a production function F[Xt] employing
negative values of Xt and has continuous first and second order
derivatives. F[Xt] can be approximated by the following quadratic
function
•••(4.1 )
where a is a 1 x N vector of constants
and A is an N x N symmetric negative definite matrix
of constants.
A quadratic production function is chosen since it produces linear
marginal product ivity condit ions and a convenient 1inear second
order difference equation system which can be solved for the
implied input changes, thereby facilitating empirical estimation of
the model without imposing any a priori restrictions on the
estimated elasticities.
1l.9
Factor markets for all inputs are assumed to be perfectly
competitive with input prices Pt = (Pl,P2, ... PN)t assumed constant
and known with certainty. Similarly the price of output p is
assumed constant and is known with certainty. The assumption of
constant prices is clearly unrealistic as discussed in an earlier
section of this work, however, in practice as the model is
developed further, we become concerned more with relative prices
and these assumptions become less restrictive.
The existence of various costs of adjustment or adjustment
phenomena hitherto discussed makes the firm's input decision more
than one of instantaneous adjustment of the inputs to their long
run optimal levels • Adjustment costs are denoted
.
by the funct ion C(Xt), where Xt '" ~ is the rate of change of the
dt
factor inputs. The adjustment cost function is defined as having
continuous first and second order derivatives and positive second
order derivatives such that
.
C'~(X·) > 0
1 1
1 .. 1, •••,N
thereby implying positive increasing marginal costs of adjustment.
It is convenient to approximate C(Xt) by a simplified quadratic
function.
" .
•••(4.2)
where Kt is an N x 1 vector of input changes
and D is an N x N diagonal matrix.
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The firm's problem is the coventional dynamic optimisation of the
net present value of receipts which can be solved using the
Calculus of Variations.
At time t the firm's net receipts R(t) are given by the expression
N
pF[X(t}] - r. Ci[Xi(t)]
i=l
N
r.
i=l
P-X-1 1 ••.(4.3)
1 = l, ••• ,N
Discounting back to time zero gives the expression
00 N N
V(O) = of e-rt{pF[X(t)]- r Ci[Xi(t)]- r PiXi}dt •••(4.4)
i=l i=l
i = l, ••• ,N
where V(O) is the net present value of receipts at time zero
and r is the firm's discount rate.
The N Euler equations for the optimisation of such a problem are
then
o ....
PFx - - P - - rC: eX:.) + C :'(X-)X· • 011 11111 •••(4.5)
i • 1•••• ,N
The stationary solution to (4.5), that is when all inputs are at
their optimal profit maximising levels X.* and hence
1
00
C~Xi) • Ci~~i)Xi - 0 is
pFx. - Pi • 01 •••(4.6)
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Differentiating (4.1) gives
FXit = a + 2AXt •••(4.7)
which 1n the steady state when Xt = Xt* will be
*a + 2AXt •••(4.8)
Substituting (4.8) into (4.6) gives the stationary solution as
•••(4.9 )
rearranging gives
p
or X * = R(c+p) •••(4.10)t
where R = 2A-l
c = -a
and P 0= pIp
Substituting (4.10) into Lucas's generalised flexible accelerator
mechanism (3.16) we obtain the optimal path for all inputs as
•••(4.11 )
assuming that continuous changes in Xi can be approximated by
discreet changes 6Xi and that changes in Xi in the current period
t are made in view of the level of Xi in the previous period t-l.
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Expanding (4.11) gives
'"Xt so BRc + BRP + (I-B)Xt_1 •.•(4.12)
where X is an (N x 1) vector of inputs
BRc 1S an (N x 1) vector of regression coeff icients
on the constant term
BR is an N x N matrix of regression coefficients on
the vector of input prices relative to the output
price
and B is an N x N matrix of adjustment parameters.
Lucas (1) has proved that BR is a symmetric matrix whilst B
although not expected to be symmetric in values should be symmetric
in signs.
Furthermore the diagonal elements of this matrix should be positive
and all elements should be of a magnitude less than unity. An
adjustment coefficient of unity implies that full adjustment from
the actual value of an input to the desired level occurs in one
period. A value greater than unity would imply over adjustment.
Equation (4.12) represents the input demand functions for N factor
inputs. For the purpose of this study we shall restrict the number
of inputs to three, namely Energy, Labour and Capital and
concentrate on the interrelationship between them. Although the
primary objective of this study is the behaviour of energy
consumption it is not sufficient merely to specify and estimate an
energy demand equation in isolation. In order to capture the
complete picture of the interrelationships between energy and the
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other factors of production it is necessary to specify and
estimate the complete set of factor demand equations generated by
equation (4.12). For the three factor inputs Energy, E, Labour L
and Capital, K these are
Et aE aEE aEL aEK PE (I-bEE) -bEL -bEK Et-1
Lt = aL + aLE aLL aLK PL + -~E (l-~L) -~K Lt-1
Kt aK aKE aKL aKK PK -bKE -bKL (l-bKK) Kt-1
•.•(4.13)
where PE, PL, PK are the price of energy, price of labour and the
user cost of capital respectively all normalised with respect to
the price of output.
The vector [ai]' i = E,L,K replaces the vector [BRc] in (4.12) and
the matrix [aij]' i,j I: E,L,K replace the matrix BR in (4.12).
Recall that a·· I: a ..•1J J 1
It should be noted here that the proposed model does not include
the production function in the specification although a precise
functional form bas been assumed. Thus the model may be subject to
the doubts expressed by Burgess (2). However, since the production
function from which the Xt* are derived, must by definition
generate the profit maximising level of output and since such a
level of output is not likely to be the observed level, unless
*Xt • Xt i.e. in the steady state, then clearly the production
function cannot be estimated. The equations defined in (4.12) and
(4.13) do not represent the profit maximising levels of inputs but
rather the optimum input paths adjusting towards the profit
maximising level.
3.24
4.1.2 Elasticities and their Interpretation
One of the advantages of specifying a dynamic model over a static
one is the clear distinction between short run responses and long
run responses. The classical, Marshallion definition of the short
run is the period during which the firm'"s capital stock is fixed
whilst in the long run the capital stock may vary. In this
analysis the distinction between the short and long run is not so
simple, the ability of an input to vary depends principally on the
costs of adjustment associated with changes in the input level. An
input with low adjustment costs will vary far sooner and more
rapidly than an input with high adjustment costs. Thus the
definition of the long run depends entirely on the speed of the
adjustment process which is dependent on the costs of adjustment.
However for the purpose of calculating short and long run
elasticities for the model defined by (4.13) we define the short
run response as the immediate response of the inputs to changes in
relative prices and the long run response as the effect of relative
prices on the input levels in the steady state equilibrium.
The short run price elasticities are calculated from
e:s .... p.(d X.)
1J -J~
X. d p.
1 J
i,j • E,L,K
• p. aJ' ij
X.
1
i,j - E,L,K
•••(4.14)
Computation of long run elasticities is far more complicated
because of the interrelationships that exist between the factor
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inputs. The steady state coefficients may be found but these do
not generate long run elasticities unless the equilibrium or
optimal level of each factor input is known.
The optimal path for each input is given by (4.13) in matrix
notation as
..•(4.15)
where P is the vector of relative prices [PE,PL,PK]
X = [E,L,K]
Al = [aE,aL,aK]
aEE aEL aEK
A2 = aLE aLL aLK
aKE an aKl{ with a" = a"1J J1
and bEE bEK bEK
B = bKE bLL br.K
bKE ~L bKl{
In terms of the lag operator L, defined so that
the system of equations described by (4.15) can be written as
'"Xt - Al + A2Pt + [I-B]LXt
rearranging gives
•••(4.16)
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In the steady state equilibrium when Xt = Xt-1 = Xt* (4.16) reduces
to
that ~s
Pre-multiplying by B-1, assuming B to be non-singular, gives the
expression for the optimal input level
•••(4.17)
The matrix B-1A2 gives the steady state coefficients of the
relative prices.
In order to calculate the long run or steady state elasticities
from (4.17) the argument would proceed as follows
EL .. = p. (d. *) i,j - E,L,I{~J ~~
X.* 'dP.1 J
= Pj[B-1~1ij i,j • E,L,I{
X.*~
- p. })S •• -lA2·· i,j - E,L,I{J ~J J1
-*j
•••(4.18)x ..1 J
Clearly the e:Lij can only be calculated if Xt * is known which is
unlikely. Thus, in order to evaluate the magnitudes of the long
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run elasticities an alternative methodology is required. However
the above algebraic operations do give us further information which
may be useful when evaluating the dynamic performance of the model.
Economic theory tells us that the matrix of own and cross price
elasticities should be symmetric in signs with the diagonal
elements being negative. In order for this condition to be
satisfied the matrix [B-lA2] must also be symmetric in signs with
negative diagonal elements. By examining the [B-1A2] matrix we can
examine further the dynamic properties of the model before
calculating the elasticities. This is desirable because we do not
have a simple methodology to estimate the long run elasticities and
it would be desirable to know as much about the model as possible
in order that it can be accepted, rejected or respecified before
calculating elasticities.
The process by which the long run elasticities will have to be
calculated is by dynamic simulation with a price shock being
introduced into the simulation with all other prices being held
constant. The effect of the price shock on the level of all inputs
is then recorded for each time period allowing the dynamic
responses of the model to be examined.
The impact of the price increase must be compared with a simulation
when all prices were held constant over the simulation period. For
example, suppose that with 1955 taken as the base year and the
prices of all inputs held constant at their 1955 level. the level
of energy consumption rose by 10% by 1965. Bow suppose that in
1956 the price of energy rose by 1 per cent and then remained
constant, re-running the simulation showed that by 1965 the level
• 128
of energy consumption had risen by only 8%. The impact of the 1
per cent price rise has been to reduce the increase in energy
consumption by 2 per cent within nine years.
By performing several dynamic simulations the short, intermediate
and long run responses of all inputs to a ceteris paribus shock in
each input price can be measured.
4.1.3 Liaitations
All models, as a representation of a real life process, are by
necessity simplifications of that process. Indeed their usefulness
stems from this very fact. However, if a model is too simplistic
it cannot capture the essential elements of the process it is
trying to represent. If, on the other hand it is too complex it
will not aid us in our understanding of the process. Model
building is consequently a delicate compromise between simplicity
and complexity.
The model discussed in this section was a direct result of such a
compromise. In an attempt to explain the full interrelationships
between the factor inputs, several simplifying assumptions had to
be made, some for theoretical reasons, some for more practical
considerations. These limitations of the model are discussed below
and should be borne in mind in the further stages of estimation,
verification and application.
The first limitation of the model is the assumption of profit
maximising behaviour of the firm.. The debate surrounding the goal.
of the firm. is an old one. Much of the economic theory of the fira
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is based on the assumption of profit maximisation or its dual, cost
minimisation. However such assumptions have come under heavy
criticism for being unrealistic and alternative objectives of the
firm have been put forward, such as firm's maximise sales, or the
utility of profits or sales or both. Further discussions on these
and other alternative views on the behaviour of firms can be found
in Baumol (3), Jorgenson (4) and Cyert and March (5).
Nonetheless, almost all of the mathematical models built to
describe various aspects of firm's behaviour rely on the
assumptions of profit maximisation and cost minimisation. This
assumption may not be as restrictive nor as unrealistic as the
debate has implied. Leland (6) argues that when firms are liable
for their debts, profits have a unique role to play since they
provide the wherewithal by which firms can increase their capital
stock. Profits therefore become an important indirect obj ect ive
permitting the achievement of the firm's alternative goals in the
future. His conclusions, based on several mathematical dynamic
optimisation models are that there are alternative goals of the
firm whose optimal current policy requires profit maximisation and
therefore profit maximisation may be a more robust assumption than
economists have tended to thinL
With the development of duality theory in the 1970's, most input
demand functions are derived from a cost minisation problem by
applying Shephard's Lemma to an appropriate cost function. This is
a popular and appealing approach. Input demand functions can be
obtained from flexible functional forms without prior knowledge of
the production functio~ Unfortunately traditional input demand
functions derived in this manner are entirely static. However the
model developed by Berndt, Fuss and Waverman (7) is in effect a
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dynamic application of duality theory. Unfortunately the input
demand functions reached as an outcome of this process are quite
complex and proved, as mentioned earlier exceptionally difficult to
estimate. Similarly the theoretical work of Epstein (8), discussed
earlier, is an extension of the dynamic duality theory.
The input demand functions derived from the cost minimisation
problem are not the same as those derived from the profit
maximisation probleml, The input demand functions of the cost
minimising firm determine the level of inputs required to minimise
the cost of producing a fixed level of output. Thus output is
treated as exogenous in the system of input demand functions. The
input demand funct ions of a prof it maxim ising firm, on the other
hand, determine the level of inputs required to maximise profits
when both inputs and output are variable.
The second major limitation of the approach taken here is the
inplicit assumption of perfect competition. The theoretical model
is based on the expectations that prices of both inputs and output
will remain constant and known with certainty. Clearly this is an
unrealistic assumption although one that is fundamental to most
theoretical and empirical work of this nature. In practice however
the input demand equations become functions of relative prices and
this assumption may not be as restrictive as it seems.
Some comment must be made also, on the assumption of constant
1. The relationship between cost minimising input demands and
profit maximising input demands is explained in most
mathematical economics textbooks. For a particularly clear
discussion of this relationship see Smith (9).
131
adjustment parameters. Recall that Lucas showed that the
adjustment parameter for a capital good is a function of the rate
of interest. The constant adjustment parameters were chosen as a
simplifying assumption only, although it could be argued that in
this model since we are not concerned only with capital goods that
the adjustment parameters associated with energy and labour are not
necessarily going to be a function of the rate of interest.
Finally the fact that the derived input demand functions turn out
to be of a linear form may prove too restrictive and could be
criticised for being unrealistic.
4.2 Eati.ation of the lIodel
Before the model in (4.13) can be estimated it is necessary to
specify the system of equations as a system of stochastic equations
rather than deterministic, by including in each equation a
stochastic error term assumed to be normally distributed with mean
zero and variance 02•
In addition, as an hypothesis to be tested, a time trend is also
included in the equations as a crude proxy for technical progress.
The equations to be estimated can be written
Et • aE + aEtT + aEEPE + aELPL + aEKPK
+ (l-bEE)Et_l - bELLt-l - bEKKt-l + eE
Lt • aL + aLtT + aLEPE + ALLPL + ALKPK - ~EET-l
+ (l-by.L)Lt-l - BLKKt-1 + ~
Kt • aI + aKIT + aIEPE + aPLPL + aKKPI - btEEt-l
- ~Lt-l + (l-btx)Kt-l + ex
••• (4.17)
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where T represents technical progress
and e is the stochastic error term.
4.2.1 Da ta to be Used
The model is to be estimated for the UK manufacturing sector,
excluding iron and steel, on an aggregated basis and also at a
disaggregated level for nine industrial groups, over the period
1954-1982. The classification of the industry groups is the same
as that used by the Department of Energy in the Digest of UK Energy
Statistics. Precise details of the classification are given in
Appendix 1. As far as was possible, all non-energy data had to be
reclassified according to the relationship between the Standard
Industrial Classification and the industry groups.
All the data used for estimation of this model is presented in
Appendix 2, however, a brief discussion of each variable is given
below.
Energy Consumption
Total energy consumption for each industry is measured on a heat
supplied basis in millions of therms.
There has long been a controversy surrounding the methods by which
individual fuels are aggregated to provide a measure for total
energy. Kouris (10) provides a clear summary of the various
arguments that have been put forward on this subject. The
traditional method, which is the one used here, is to aggregate
fuels on the basis of their thermal content. The disadvantage of
this method stems from the fact that it assumes that all energy
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forms are perfect subsitutes on a heat equivalent basis. In an
effort to improve upon this method one could make a distinction
between primary and useful energy, however this requires the data
to be adjusted for thermal efficiences, raising further problems.
The efficiency factors required to convert from primary to useful
energy do not exist in any standardised form either between
countries or between sectors. In addition, the perceived necessity
to adjust for thermal efficience implies that the prices of
individual fuels are failing to reflect the differences in thermal
efficiencies. If instead we assume, not unrealistically, that the
prices do reflect differences in thermal efficiences then we may
rely on the method of aggregating primary energy on a thermal
basis.
An alternative method of aggregation is by the use of expenditure
data. In practise however this method when used for energy demand
modelling may lead to a serious identification problem since price,
often used as an exogenous variable is also part of the endogenous
variable and consequently appears on both the right and left hand
side of the equation.
Energy Price
The energy price index for each industry group is calculated as the
weighted arithmetic mean of the price of individual fuels
(converted to an index). The weights are determined by the amount
(on a thermal basis) of each fuel consumed for each industry.
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Thus for each industry
PE = LQ.p. 1 = Coal, Coke, Oil,r 1 1 Gas and ElectricityQ.1
where PE is the price index of total energy
Q. is the quantity (in therms) of fuel i consumed1
and p. is the price index for fuel i.1
This measure of energy prices was employed for two reasons. First
of all it is a logical representation of the cost of the energy
used by the consumer. Se cond, it prov ides a useful 1ink between
total energy demand and the price of individual fuels since if a
change in the price of anyone fuel leads to a change in the fuel
mix, this change is reflected simply, through the energy price
index, to total energy demand.
Alternative measures of the energy price have been used in the
past. One of the most popular is the Translog price index, derived
as a specific part of the two stage Translog model, again providing
a link between the fuel share model and the factor demand model.
Another popular measure is the Divisia (11) price index. A divisia
index of prices is obtained by cumulating the rate of change of the
values of an index of price change, observation by observation.
The index of price change is just the weighted sum of the rates of
change of the component prices.
Labour Employed
The labour data represents the number of employees in employment
for each industry group. It should be borne in mind that the
compilation of employment data in the UK has been subject to a
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considerable number of revisions over the period 1954-1982 and
consequently several series needed to be spliced together to
provide one continuous series.
Price of Labour
Owing to severe inconsistencies in the data on wage rates published
by the Department of Employment and the constant revisions that are
made to these series it seemed preferable to use some alternative
measure for the price of labour.
Since the labour data relates to the number of employees in
employment per year, an appropriate measure of the price of labour
would be the cost per employee. The cost per employee can be
calculated for each industry by dividing the total cost of wages
and salaries by the number of employees, thus
Pt = Wages and Salaries
No.of Employees in Employment
where Pt is the cost per employee. Pt is then converted to an
index based on 1975 • 100.
Capital Stock
As a measure of the stock of energy using equipment for each
industry group the Central Statistics Office estimates of the gross
stock of plant and machinery at replacement cost have been used.
The measurement of gross stock is based on the accumulated capital
expenditures year by year with retirements deducted.
There is some controversy over the preference of grosl capital
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stock data to net capital stock. The essential difference between
the two measures is that, whereas for gross capital stock the whole
of the original value of fixed assets is deemed to remain in stock
until the year of retirement, for net capital stock the original
value of assets is deemed to decline gradually over their service
lives. The use of net capital stock data as an input into the
production process would imply that the capacity of the equipment
in place is declining at a constant rate. There is no reason to
suggest that this is a realistic assumption. Griff in (12)
discusses in detail the advantages and disadvantages of gross and
net capital stock as a measure of the output potential of fixed
capital. His conclusion is that for this purpose gross capital
stock is a superior measure to net capital stock.
Price of Capital
The relevant measure of the price of capital is not the initial
price paid for the investment in a piece of equipment but the cost
of the capital services over the lifetime of a particular
investment project. This cost of capital services has two main
components. One is the amount of physical capital "used up" by
use, deterioration or obsolescence. The other is the opportunity
cost of the financial capital tied up in capital goods. These two
components are multiplied by the price index of the relevant asset
because capital assets are normally measured in constant prices.
The measure of the cost of capital services most widely used is
based on Hall and Jorgenson's (13) user cost of capital sometimes
referred to as "the implicit rental pri.ce"of capital. Tbis is tbe
measure used in tbis study.
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The user cost of capital, C, can be calculated from the following
expression
C = PK( r+o)( I-A) /0- t )
where PK is the price index of new capital assets
r ~s the firm ... rate of return or discount rates
~ is the rate of depreciation of the capital asset
A is the present value of investment allowances
t ~s the rate of corporation tax.
A full descussion of all of these variables and the calculation of
the user cost of capital as given in Appendix 3.
Price of Output
The wholesale price index of output, now called the producer price
index is used as a measure of the price of output.
4.2.2 Esti.ation Procedurel
It is clearly not appropriate to use single equation estimation
techniques to estimate the equations in (4.17) for two reasons. In
the first place, single equation estimators assume that the
stochastic disturbance or error terms from each equation are
unrelated. This is unlikely to be true in a system of interrelated
factor demand equations. Second, single equation techniques will
not permit the cross equation parameter restrictions, namely that
aij = aji' to be incorporated.
1. All estimation was carried out using TSP 4.0 econometric
package.
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The conventional approach taken with models of this nature is to
use Zellner's! seemingly unrelated equation estimation or SURE2.
The actual technique employed in this study is a variant of
Zellner's method but differs only in the fact that a maximum
likelihood estimator is used, whereas Zellner's procedure uses a
generalised least squares estimator. The principle behind the
technique remains the same. The estimation procedure involves two
steps, in the first step the model is estimated and a consistent
estimate of the covariance matrix is obtained. The model is then
re-estimated using the covariance matrix to weight the error terms
as follows
where e(b) is a vector of stacked residuals,
S is an estimated covariance matrix of the disturbances
and I is an identity matrix of the order of the number of
parameters.
1. Zellner (4), (5).
2. Most econometric textbooks make some reference to the SUIlE
procedure, see for example Johnston (16), and Pyndyck and
Rubinfie1d (17).
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CIIAPTEIl 5
ESTDfATIOR AIm VDIFlCATIOR OF THE IRTDRET.ATED
FACTOR DEMARD MODEL
.'
CHAPTD. 5
EST IllATION AND VERIFICATION OF THE INTERRET,ATED
FACTOR DEMAIm MODEL
5.1 Criteria Used for Evaluation of the Models
This chapter presents the results of the model specified in the previous
chapter. The model has been estimated for each industry group using the
data and methodology discussed earlier and the results are discussed on
an industry by industry basis. For each industry group the model has
been estimated and in many cases several hypothesis have been tested;
these are discussed as fully as space permits. The discussion of the
results includes an examination of the dynamic properties of the model
and the presentation of own and cross price elasticities.
Before looking at these results, some discussion of the criteria used
for evaluation of the models is required. The criteria one chooses
depends primarily on the purpose to which the model is going to be put.
For example, models designed for analytical purposes, perhaps to test a
particular hypothesis or measuring elasticities, rely heavily on
statistical criteria and a priori theory whilst models which are to be
used'for forecasting might rely less heavily on statistical criteria
with more emphasis being put on the performance of the model, its
tracking record and ability to predict turning points. The criteria for
dynamic multi-equation models, such as the one developed here, are
particularly complicated. The fact that there are several equations
means that high statistical significance for some equations may have to
be balanced against low statistical significance for other equations.
More important still is the dynamic structure of the model. The model
as a whole represents a complete picture of the processes being
modelled, whereas each equation individually only captures a particular
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element of the process. Even if all the individual equations fit the
data well and are statistically significant there is no guarantee that
the model as a whole when simulated will also fit the data well.
Therefore the dynamic performance of the model must be considered as an
important criteria together with the statistical performance.
The model developed in this study aims to analyse the relationships
between energy, labour and capital over the past in a way that many
studies have failed to do, that is, by modelling the complete decision
making process of the profit maximising firm. However energy demand
forecasting is an important exercise since the level of demand has
considerable implications for the energy supply industries and
government policies. Thus it is important that this model, as well as
presenting us with a clearer understanding of the interrelationships
between the factors of production can track the past well and in
particular is able to predict the turning points.
Clearly energy demand is the focal point of this study and consequently
the energy equation is the one of paramount importance but it must not
be forgotten that the decisions regarding the optimal adjustment path of
energy are inextricably linked to the decisions regarding labour and
capital. Therefore the performance of these two equations must also be
considered as important.
The criteria used in this study to evaluate th~ model's performance can
be classified as theoretical, statistical and dynamic performance.
The specification of the model deliberately avoided imposing any more
a priori restrictions than was necessary, however when evaluating the
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model we would expect certain economic criteria to be met. Clearly the
short run and long run own price elasticities should be negative and the
long run own price elasticities are expected to be greater than the
short run. No a priori expectations are made regarding the signs of the
cross price elasticities although symmetry in signs is expected. This
can be tested initially, before the elasticities are calculated by
examining the long run coefficients as discussed in the previous
chapter. There is no reason however why two inputs should not be
complements in the short run but substitutes in the long run.
The statistical criteria encompasses conventional tests such as the t-
test for hypothesis testing; the Durbin-Watson and Durbin-H tests for
first order autocorrelation; and the log likelihood ratio tests for
hypothesis testing and to test the significance of the model.
The t-ratios of all estimated coefficients, calculated as the ratio of
the coefficient to its standard error, are presented throughout the
discussion that follows in parentheses below the coefficient. The t-
ratios are used to test the significance of individual parameter
estimates taking into consideration the number of degrees of freedom
present. A t-ratio that falls below the critical value in the
statistical tables means that the null hypothesis of zero effect cannot
be rejected. However, it is stressed that t-ratios are only used as an
aid to the decision making process and are not absolute in themselves.
The presence of multicollinearity can lead to inflated standard errors
for the regression parameter and consequently lower t-ratios. In this
case it may not be desirable to omit an important variable on the basis
of a low t-ratio, although its estimated coefficient may be difficult to
interpret.
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Although the Durbin-Watson statistic, d, is reported in the results that
follow it is of limited value when the model contains a lagged
endogenous variable as one of the explanatory variables. Durbin (1)
derived a further test known as the Durbin-H statistic which is suitable
in this case. The test statistic, h, ~s given by
h = (l-d) J n
2" 1-nVar(b)
where d is the Durbin-Watson statistic
n is the number of observations
and Var(b) is the est ima ted sampl ing var iance of the coeff icient of
the lagged dependent variable.
If -1.645 < h < 1.645 there is no evidence of first order
autocorrelation, if h > 1.645 the errors are exhibiting positive first
order autocorrelation whilst if h < -1.645 there is evidence of negative
first order autocorrelation. If nVar(b) > 1 then the calculation will
break down.
When using maximum likelihood estimation techniques, statistics such as
the R2 and R2 are not calculated. To test the significance of the model
and to test the inclusion of a subset of explanatory variables the log-
likelihood ratio test may be used. If the full model has a likelihood L
and the constrained model <with some parameters constrained to equal
zero) has a likelihood LC, the likelihood ratio, LR, is then
LR = LC
L
Now -2LogLR is known to be distr ibuted 'X 2n where n is the number of
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constraints imposed, therefore, by computing -LogLR as
- 2LogLR = - 2(LogLC-LogL) = A
and comparing it with the value of X2n(a), where a is the level of
significance, the constraint can be tested. (If A > X2n) then the
constraint does not hold, whereas if A < X2n the constraint does hold!.
The significance of the model as a whole can be tested in an identical
way by estimating the model with all parameters except the constant term
constrained to zero and comparing the log likelihood, Lo' with the log
likelihood of the full model L in the manner described above.
Throughout the discussion of the results the log likelihood of the full
model is reported together with the log likelihood of the fully
constrained model.
The dynamic performance is based on the results of performing an ex post
dynamic simulation of the entire model and comparing the actual values
of the endogenous variables with the fitted values. A dynamic
simulation uses fitted values of the lagged endogenous variables rather
than actual ones, as would be done in a static or conditional
simulation. Therefore, after the first period, when actual values have
to be used as a starting point, the fitted values are generated entirely
by the estimated model. Consequently the performance will not, in
general, be as good as that of a stat ic simulat ion but it gives a more
realistic impression of how the model will behave when used for
forecasting. A dynamic simulation will show whether or not the model is
stable or whether there are any serious errors which will accumulate
I Mayers (2)
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over time and knock the model off course. From the dynamic simulation
we can see how well the model is tracking the past and predicting
turning points. Finally by comparing the actual and fitted data we can
employ several measures to endorse our judgement on the model's
performance.
The first of these is the correlation coefficient between actual and
fitted values, the closer to unity this coefficient is, the better.
However this is not a sufficient measure on its own since it only tells
us about the relationship between the two series. More information is
needed about the magnitude of the residual errors. The root mean
squared error1, RMSE, is the most widely used measure for this purpose;
it measures the deviation of the simulated or fitted values from its
actual time path and is defined as
RMSE =
T
L (X s-X a)2t t
t=l
where XSt 1S the simulated value of the endogenous variable Xt'
Xat is the actual value of the endogenous variable Xt
T is the number of periods in the simulation.
Of course the magnitude of the RMSE can only be evaluated by comparing
it with the average size of the dependent variable.
Finally Theils Inequality Coefficient2 provides a systematic measure of
the accuracy of the fitted values obtained from a model. The inequality
1 See Pindyck and Rubinfe1d p 362 (3).
2 See Koutsoyiannis pp 492-549 (4).
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coefficient, U, 1S defined as
U ~ [(XSCXSt_l) - {Xat-Xat_l)]2/n
L{xaCXat_l)Z/n
If U is equal to zero, the model has achieved a perfect simulation of X;
if U is equal to unity the model performs no better than a 'naive' zero
change prediction. Clearly the closer U is to zero the better the model
performs and the more faith we have in its predictive power.
Having discussed the criteria to be used in evaluating the model the
remainder of this chapter will present the results for each industry.
5.2 E.pirical R.esults
Total Manufacturing Industry (Excluding Iron and Steel)
The results of the estimated model for total manufacturing are presented
in Table 5.1. The model is significant overall when tested at the five
per cent level using the log likelihood ratio test. Calculating A t as
A = -2{-757.45 + 557.55)
= 399.80
and X21S(0.05) = 28.81. Since A > X21S{0.05) then the model
is significant.
Several of the coefficients were not significantly different from zero,
when tested at the five per cent level, although most were of the
expected sign. The constant term in the capital equation was not
expected to be negative but was insignificant in any case. Low t-ratio8
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TABLE 5.1 TOTAL INDUSTRY EXCLUDING IRON AND STEEL
Energy Labour Capital
c 21117.7 10856.4 -1121.8
(3 .83) (6 .80) (0.27)
T 257.87 378.11 430.57
0.09) (5.99) (2.39)
PE -49.397 -7.1866 -3.0911
(6.06) (2.38) (0.57)
PL -7.1866 -13.446 3.1652
(2.38) 0.86) 0.37)
PK -3 .0911 3.1652 -5.4571
(0.57) (1.37) (0.79)
E_l 0.6359 -0.2195 -0.5060
(3 .41) (4.08) (3.53)
L_l 1.0312 o . 1584 -0.1648
(2.20) 0.26) (0.45)
K_l 0.0621 0.1579 0.8306
(0.61) (5.66) (10.69)
L -557.548
Lo -757.447
s.e. 386.06 103.28 296.99
d 1.48 1.23 1.35
h 8.58 2.73 1 .85
Dynamic Simulation (Ex Post)
Corr.Coef. 0.97 0.96 1.00
RMSE 403.74 211.23 610.62
Theils 0.0006 0.0005 0.00006
Mean of 16085.4 8687.86 74457.5
dep.var.
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may be due to multicollinearity amongst the explanatory variables and do
not necessarily imply that a particular variable should be discarded
automatically.
The Durbin-H statistic indicates the presence of first order
autocorrelation in all three equations. No attempt however was made to
adjust for this autocorrelation.
The measures used to evaluate the dynamic performance of the model given
at the bottom of the table show that the model performs very well in
terms of the criteria discussed earlier.
The long run coefficients generated by this model are shown below. The
matrix is symmetric in signs as expected and the long run coefficients
in the leading diagonal are all greater than the corresponding short run
coefficients.
TABLE 5.2 LONG RUN PRICE COEFFICENTS FOR THE FULL MODEL
PE pr, PK
E
L
K
-164.72
39.44
-484.76
36.45
-26.16
104.92
-38.58
18.62
-132.82
Excluding the time trend from the model to test the inclusion of this
variable as a proxy for technical progress severely reduced the
performance of the model as can be seen in Table 5.3. The value of
the log likelihood function fell to -573.22 significantly different from
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TABLE 5.3 TOTAL INDUSTRY EXCLUDING IRON AND STEEL
Energy Labour Capital
C 16163.0 2736.18 -8878.6
(4.47) (1.60) (3 .33)
T
A
PE -50.133 -5.2552 -6 .6582
(6.10) (l.12) (l.16)
A
PL -5.2552 1 .9481 -0.8088
(1.12 (0.17) (0.21 )
PK -6.6582 -0.8088 -7.3797
(1.16) (0.21) (1.00 )
E_1 0.5116 -0.0394 -0.2542
(4.18) (0.64) (2.41)
L_1 0.6542 o .7439 -0.8264
(2.15) (5.77) (3.30)
K_l -0.04631 0.01082 1.0180
(3.44) (0.90) (95.83)
L -573.22
Lo -757.45
s,e. 395.77 164.69 323.49
d 1.40 1.26 1.50
h 2.08 2.67 1 .35
Dynamic Simulation (Ex Post)
Corr.Coef. 0.95 0.93 1.00
RMSE 494.31 278.98 863.90
Theils 0.0009 0.001 0.0001
Mean of 16085.4 8687.86 74457.5
dep.var.
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the log likelihood of the full model when tested at the five per cent
level of significance with three degrees of freedom, thus the constraint
is not valid based on this criteria. In addition several of the
parameter estimates were of the wrong sign and magnitude, and the
dynamic performance of the model had deteriorated. Thus we can accept
the inclusion of the time trend in the model on the basis of all three
criteria.
Many other hypothesis regarding the exclusion of different variables
were tested, but overall for this sector the preferred model was the
full model, despite reservations regarding the statistical significance
of some of the parameter estimates.
The graph on the following page plots the actual values of energy
consumption along side the fitted values generated by a dynamic
simulation of the preferred model. The model picked up the two main
turning points in 1973 and 1979 but failed to predict the slight
recovery between 1975 and 1979. Nonetheless for a dynamic simulation
the performance is very good.
By looking at the short and long run elasticities generated by this
model a greater understanding of the relationships described by these
equations and the dynamics of the model, can be obtained.
Table 5.4 shows the short and long run responses of each input to a one
per cent ceteris paribus change in each input price. These were
calculated by a simulation exercise as described in Chapter 4.
The first period response shows the short run own and cross price
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elasticities. There are no surprising conclusions to be made from these
estimates. Capital is totally unresponsive to changes in relative
prices in the short run. Energy is fairly responsive to changes in its
own price with an own price elasticity of -0.22. There is evidence of a
weak complementary relationship between energy and labour and energy and
capital. Labour and capital exhibit a weak substitutional relationship.
The intermediate and long run responses are however of more interest.
The model reached a stable equilibrium after approximately twenty two
years, implying a long run beyond the planning horizons of most firms.
Let us consider first of all the response of each input to a one per
cent change in energy prices. Energy consumption fell by 0.22% in the
first period and then by a further 0.10% in the second year. After that
it continued to fall as labour and capital adjusted to the new price.
Although in the short run, labour and energy appeared to be compliments
in the long run the relationship had changed to being one of
subst itutes. Capital initially responds slowly to the change in energy
price but the long run response is slightly greater, -0.4%. Thus energy
and capital exhibit a fairly weak complementary relationship in the long
run.
A one per cent change in the price of labour has a small positive effect
on energy consumption in the long run and a small positive effect on
capital. The long run own price elasticity of demand for labour is
negligible at -0.20.
The response of all inputs to the user cost of capital is also
negligible with the long run cross price elasticity of demand for energy
with respect to the price of capital being -0.12.
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We can conclude from these estimates that the price of energy is one of
the most important factors in the investment decisions of firms and that
high energy prices may stifle investment by damaging cash flows and
reducing profitability. Nonetheless the long run own price elasticity
of demand for energy is much greater than the short run implying that
firms are aware of the impact that energy costs may have on
profitability. Alternatively these long run responses may be picking up
the effect of energy prices on the firm's output level. High energy
prices and reduced profitability may force the firm to a new, lower
production isoquant with consequently lower energy requirements.
Engineering and Allied Industries
The results of estimating the full model for the engineering and allied
industries are given in Table 5.5. The model is significant when tested
at the five per cent level. Employing the log likelihood ratio test,
A is calculated as
A = -2(-661.25 + 488.53)
= 345.4
28.809,?. is considerably greater than X 2, thus the
model is significant.
There are however several parameters which are not significant, notably
the coefficients of the price of capital in the energy equation and
consequently the price of energy in the capital equation, and the price
of labour in the labour equation. All parameters are of the expected
sign.
The dynamic simulation of the model showed a reasonable fit as can be
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TABLE 5.5 ENGINEERING AND ALLIED INDUSTRIES
Energy Labour Capital
C 8457.11 5225.13 2895.7
(5.25) (5.34) (1.78)
T 282.82 176.95 179.16
(4.39) (4.69) (2.56)
PE -11.8187 -4.1914 -0.2754
(6.49) (2.90) (0.17)
PL -4.1914 -0.1927 -2.2627
(2.90) (0.03) (1.28)
PK -0.2754 -2.2627 -5.5879
(0 .17) 0.28) (2.03)
E_l 0.6040 -0.2686 -0.7892
(4.54) (2.51) (4.94)
L_l 0.1753 0.6293 -0.0771
0.26) 0.15) (0.45)
K_1 0.3408 0.2598 0.7231
(4.06) (5.19) 0.79)
L -488.53
Lo -661.25
s.e. 98.57 58.28 115.52
d 2.18 2.14 1.75
h -0.69 -0.43 0.77
Dynamic Simulation (Ex Post>
Corr.Coef 0.92 0.87 1.00
RMSE 187.72 134.37 278.73
Theils 0.003 0.001 0.0001
Mean of 3486.46 3583.06 27398.8
dep.var.
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seen from the statistics at the bottom of the table. Only the
correlation coefficent for the labour equation seemed somewhat low. The
RMSE and the Theils inequality coefficient both indicate an acceptable
performance.
However, when investigated more closely the model is seen to exhibit
some unexpected long run responses. As an indication of the long run
responses, the long run coefficents are calculated, these are shown in
Table 5.6.
TABLE 5.6 LONG RUN COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-8.41
0.09
-24.95
-2.39
6.91
-13.06
4.43
2.02
-7.01
The positive long run response of labour to its own price is clearly
unsatisfactory as are the a-symmetries in the signs of the off-diagonal
elements. Attempts to improve the model by excluding the insignificant
price variables were not successful. The problems with the dynamics of
the model must arise from the direct interrelationships of the inputs.
Excluding the time trend caused the model to deteriorate further and the
hypothesis that aET - aLT - aKT - 0 was not upheld by the log likelihood
ratio test. With a log likelihood of -499.39 excluding the time trend
clearly reduces the overall significance of the model.
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At this stage a further restriction was placed on the model to try to
improve the dynamic properties of the model. The coefficients bEL and
bLE were constrained to be zero thereby removing the direct
interrelationship between energy and labour. The model was re-estimated
and the results are shown in Table 5.7. The constraint did not hold at
the five per cent level but was accepted at a ten per cent level of
signif icance.
The effect of this constraint is to improve markedly the significance of
the coefficent of the price of labour in the labour equation to an
acceptable level. The performance of the labour equation in the dynamic
simulation is much improved as can be seen by the reduction of the RMSE
from 134.37 to 96.18. The performance of the energy and capital
equations remain much the same.
Again the coefficients of two of the price variables are not significant
at the five per cent level but since there is a likelihood of
multicollinearity inflating the standard errors and causing low t-ratios
these variables will be left in the model.
Figure 5b shows the plot of actual and fitted values of energy
consumption for this model. Although the correlation coefficient
between actual and fitted values indicates a strong relationship between
the two, and the RMSE's are low relative to the means of the dependent
variables, the actual tracking of the fitted values is not particularly
good. The model picks up the turning points of 1973 and 1979 but fails
to match the fall in 1970 and the subsequent increase in 1971. The
upturn in 1974 is not predicted until 1976 and the severe decline from
1980 onwards is not matched at all.
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TABLE 5.7 ENGINEERING AND ALLIED INDUSTRIES
Energy Labour Capital
C 7731.73 5753.10 2020.09
(5 .40) (5.81) 0.31)
T 273.36 189.40 162.03
(4.24) (4.71) (2.31)
PE -11.244 -6.1219 0.8842
0.27) (5.05) (0.61)
PL -6.1219 -10.878 0.8645
(5.05) 0.95) (0.59)
PK 0.8842 0.8645 -4.5934
(0.61) (0.59) (1.67)
E_l 0.4965 -0.6762
(3.98) (4.41)
L_1 0.7549 -0.2250
(9.19) (1.44 )
K_1 0.3174 0.2358 O.7435
(3.79) (4.38) 0.95)
L -491.93
s , e. 100.15 63.66 118.04
d 2.02 2.07 1.72
h -0.07 -0.20 0.85
Dynamic Simulation (Ex Post)
Corr.Coef. 0.92 0.90 1.00
Theils 0.003
96.18
0.001
297.71
0.0001
RMSE 187.80
Mean of
dep.var.
3486.46 3583.06 272398.8
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Figure 5b ENG INEER ING AND ALL IED INDUSTR IES
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
(DYNAMIC SIMULATION)
X102
44
Actual
42 ------ Fitted
r
40 //
I \ '-
if) '38
-,
l:: 7
v'
~w I
:r.
t- 36 J
:z: /
0
I--f J
_I
_.J 34 /-, /'
l:: /
3'2
159
Table 5.8 shows the long run responses of the model to simulated price
shocks. The model reaches equ ilibrium af ter approxima te ly ten years
although the effect of a change in the price of energy takes nearly
twice as long to stabilise.
The results here are somewhat inconsistent with a priori expectations
based on economic theory. Of particular concern is the long run own
price elasticity of demand for energy which is slightly smaller than the
short run al though of a sim i1ar magnitude. Af ter three periods the
response to a one per cent change in the price of energy reaches a
maximum of -0.46%, from then on the response declines and stabilises
after approximately twenty periods at -0.22%. This result would appear
to stem from the response of capital and labour to a change in energy
price. The response is greatest after four or five years and then
diminishes slightly and oscillates around an equilibrium value, this
will then affect the response pattern of energy demand due to the
interrelationships of the model.
There is also an a-symmetry in the long run relationships between the
various inputs, for example the price of energy has a negative effect on
capital and labour in the long run implying a complementary
relationship, whereas the price of labour has a zero effect on energy
in the long run and the price of capital bas a positive effect on energy
indicating a substitutional relationship.
Al though stable, the model is clearly exhibit ing some unexpected
feedbacks. In practice however most of the reponses are so small as to
be almost negligible with the exception of the own price elasticity of
demand of energy and labour.
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TABLE 5.9 FOOD DRINK AND TOBACCO
Energy Labour Capital
C 1436.34 628.63 872.31
(2.23) (4.47) 0.24)
T 12.2361 12.3375 34.2386
(0.7l) (3.20) 0.92)
PE -4.3540 -0.1088 -1.6539
(4.97) (0.58) (2.37)
PL -0.1088 -0.3530 0.0052
(0.58) 0.19) (0.03)
PK -1.6539 0.0052 0.1439
(2.37) (0.03) (0.13)
E_l 0.5631 -0.0773 -0.4510
(3.22) 0.99) (2.68)
L_1 o .3852 0.1974 1.3513
(0.4l) (0.95) 0.37)
K_1 -0.0016 0.0409 0.9145
-<0.03) (3.35) 05.96)
Lo -558.008
L -376.70
s,e. 38.41 8.37 42.08
d 1.86 1.66 2.12
h 0.95 -0.32
Dynamic Simulation (Ex Post)
Corr.Coef. 0.97 0.98 1.000
RMSE 44.16 9.22 49.58
0.00003Theils 0.0005 0.0001
Mean of
dep.var.
1809.67 749.84 8184.25
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Food, Drink and Tobacco Industries
The resul ts of the model estimated for this sector are shown in Table
5.9. Again several parameter estimates are seen to be not significantly
different from zero when tested at the five per cent level. In
particular the price variables exhibit low t-ratios as does the lagged
value of capital an the energy equation. The presence of
mul ticollinearity between the explanatory variables may be one reason
for many of the low t-ratios. The correlation matrix of the explanatory
variables is shown below.
TABLE 5.10 CORRELATION MATRIX - FOOD, DRINK AND TOBACCO
T PE PL PK E_I L-l K_I
T 1.00
PE 0.44 1.00
PL 0.95 0.26 1.00
PK 0.89 0.37 0.86 1.00
E_l 0.81 -0.07 0.85 0.81 1.00
L_l -0.59 -0.80 -0.38 -0.57 -0.13 1.00
K_l 0.99 0.53 0.91 0.90 0.75 -0.69 1.00
This is a rather crude way of checking for multicollinearity since
correlation coefficients only indicate the degree of linear relationship
between two variables. Multicollinearity may arise through non-linear
relationships between two or more variables. Nonetheless the
correlation matrix shown in Table 5.10 does indicate that
multicollinearity is a problem because of the considerable number of
elements that are of a magnitude very close to unity.
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The model 1S clearly significant as the application of the log
likelihood ratio test will show. A is calculated as
A = -2(-558.008 + 376.70)
= 362.62
compare this with the critical value of X218(0.05), which is 28.87 and
we can see that the model is highly significant.
There is no indication of autorrelation in the energy and capital
equations. The Durbin-H statistic broke down for the labour equation.
The dynamic simulation over the estimation period shows that the model
is tracking the actual time paths of each input extremely well. The
long run coefficients of the model, shown in Table 5.11 show the
symmetric relationship between pairs of inputs that is expected. The
long run coefficients are however considerably greater than the short
run coefficients.
TABLE 5.11 LONG RUN PRICE COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-95.94
89.44
-1939.15
12.71
-13 .53
280.95
-23.09
20.09
-437.79
Testing the hypothesis that the time trend should not be included gave
the results shown in Table 5.12. The constraints are acceptable when
tested at the five per cent level of significance. The improvement in
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TABLE 5.12 FOOD. DRINK AND TOBACCO
Energy Labour C~pital
C 1030.08 282.47 -330.79
(3.00) (2.91) (0.92)
T
PE -4.5234 -0.0220 -2.2116
(5.83) 0.09) (3.34)
PL -0.0220 0.1321 -0.3055
0.09) (0.42) 0.25)
PK -2.2116 -0.3055 -0.3071
(3.34) 0.25) (0.28)
E_1 0.5410 -0.0506 -0.3076
(3.70) 0.21) 0.97)
L_1 -0.1306 0.6082 -0.2964
(0.27) (3.82 ) (0.54)
K_1 -0.0413 0.0065 1.0248
(3.55) o .53) (87.11)
L -381.19
s.e. 39.47 10.53 43.81
d 1.97 2.02 2.17
h 0.10 -0.09 -0.45
Dynamic Simulation (Ex Post)
Corr.Coef. 0.97 0.96 1.00
RMSE 44.27
Theils 0.00059
13 .12
0.0003
64.52
0.00005
Mean of
dep.var.
1809.67 749.84 8184.25
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the significance of the coefficients of some of the price variables were
offset by falling t-ratios in other variables. The lagged value of
capital in the energy equation is now significant but in the capital
stock equation the coefficient of the lagged value of capital is greater
than unity implying a negative adjustment to the optimal level of
capital. This could be explained in a declining industry where
considerable excess capicity may exist but is unlikely to be the case in
the food, drink and tobacco sector. In fact, what is most likely to be
happening is that the lagged value of capital is now picking up the
effect of technical progress previously represented by the time trend.
Despite the fact that the inclusion of the time trend does not
significantly improve the value of the log likelihood it was decided to
retain it in the model since excluding it appeared to lead to biased and
inconsistent parameter estimates.
At this stage a further hypothesis was tested by constraining the
parameters bEL and bLE to be equal to zero thereby imposing the
assumption that there is no direct interaction between energy and
labour. The results of this model are given in Table 5.13. The
statistical significance of the model, measured by the value of the log
likelihood function, is not reduced significantly. There is some
improvement in the t-ratios of the previously insignificant coefficents
but not enough to push them above the critical level.
This model performs in much the same way as the full model and there
appears to be little to choose between them. On an intuitive basis the
latter model is preferred since the hypothesis is a plausible one and
the coefficient on the lagged value of capital is the energy equation,
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TABLE 5.13 FOOD. DRINK AND TOBACCO
Energy Labour Capital
C 1329.27 529.93 742.69
(6.34) (4.65) 0.07)
T 8.3987 10.068 31. 756
(0.98) (3.05) 0.79)
PE -4.8571 -0.3963 -1.6862
(6.36) (3.18) (2.40)
PL -0.3963 -0.6129 0.1726
(3.18) (2.03) (0.87)
PK -1.6862 0.1726 0.2794
(2.40) (0.87) (0.26)
E_l 0.4441 -0.3911
(3.97) (2.35)
L_l 0.4792 1.1053
(3.77) 0.14)
K_1 -0.0230 0.0282 0.9237
(0.97) (3.14) (16.28)
L -378.58
s.e. 38.26 8.25 42.43
d 1.85 1.96 2.11
h 0.49 0.13 -0.31
Dynamic Simulation (Ex Post)
Corr.Coef. 0.97 0.98 1.00
51.87
0.3
RMSE 42.84 8.21
Theils 0.0005 0.0001
Mean of
dep.var.
1809.67 749.84 8184.25
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which is one of the critical variables in the model, gives more weight
to this variable than in the first specification.
The graph in figure 5c shows how well this model tracks energy
consumption over the past. The fitted values are generated by dynamic
simulation which provides a clearer picture of the performance of the
model. The fitted values fall away rather too quickly after peaking in
1971 and the peak of 1979 is not matched by the model. In general
however the trend is matched closely, in particular the model manages to
capture the trough of 1973/1974 and the marked decline in the post 1979
period.
The simulated elasticities are shown in Table 5.14 and it can be seen
that the estimates have not stabilised within the twenty five year
period.
The estimates show a strong response by all inputs to a once and for
all change in energy prices. The short run own price elasticity of
demand for energy is -0.19, this increases in magnitude gradually,
doubling after approximately twelve years but still increasing
thereafter. There is evidence of a short run complementary relationship
between energy and labour, and between energy and capital. In the long
run, energy and labour become substitutes whilst energy and capital
remain complements. The capital stock shows a strong negative response
to changes in energy prices in the long run implying again perhaps that
high energy prices stifle investment by reducing profitability. Energy
demand for this sector shows a negligible response to changes in the
prices of labour and capital.
168
Figure Se FOOD, DRINK AND TOBACCO
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
(DYNAMIC SIMULATION)
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Che.icals and Allied Industries
The estimated model for the Chemical and Allied industries is shown in
Table 5.15. Some of the parameter estimates are not significant
although, with the exception of the constant term is the energy
equation, they all had the expected s~gn.
The model ~s statistically significant overall, calculating the log
likelihood ratio test statistic A as
A = -2(-589.96 + 448.81)
= 282.3
and comparing Awith the critical value of -x218<O.05), 28.809. Since
>">28.809 the model is significant.
The Durbin-H statistic in the capital stock shows the presence of first
order autocorrelation in the error term of that equation.
The dynamic performance of this model, measured by the statistics
presented at the bottom of Table 5.15, is reasonable although the
correlation coefficient appears to be somewhat lower for the labour
equation than in other industry sectors. The RMSE and Theils inequality
coefficient indicate a satisfactory performance for all three inputs.
So far, the most disconcerting result is the coefficient on the lagged
value of labour in the capital equation which is greater than unity.
The expected magnitude of all the adjustment coefficients is between +1
and -1.
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TABLE 5.15 CHEMICALS AND ALLIED INDUSTRIES
Energy Labour Capital
C -701.74 397.41 192.12
(0.84) (6.84) (0.22)
T -160.33 4.6440 68.681
(2.76) (1.50) (1.13)
PE -3.2553 -0.4836 -4.7599
(2.58) (6.25) 0.54)
PL -0.4836 -3.2071 0.4653
(6.25) (5.61) (2.12)
PK -4.7599 0.4653 -0.3610
(3.54) (2.12) (0.08)
E_1 0.7324 0.0297 0.1176
(5.69) (2.89) (0.68)
L_1 -0.6554 0.3458 -2.7712
(0.27) (2.82) (1.08)
K_1 -0.3166 -0.0121 0.9316
(3.25) (2.48) (9.03)
L -448.81
Lo -589.96
s.e . 146.04 6.89 149.93
d 2.09 1.71 0.84
h -0.32 1 .01 3.65
Dynamic Simulation (Ex Post)
Corr.Coef. 0.94 0.79
13.98
1.00
RMSE 276.09 264.58
Theils 0.007 0.001 0.0003
Mean of
dep.var.
3265.46 410.88 14704.4
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From the matrix of long run price coefficients shown below however,
considerable doubts arise regarding the long run responses of the model.
The matrix is not symmetric as economic theory would suggest and the
long run effect of the user cost of capital on the capital stock is
positive whereas one would expect it to be negative.
TABLE 5.16 LONG RUN PRICE COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-26.96
0.25
-13.03
-51.48
-3.22
-35.33
5.27
0.79
17.82
Once again the time trend was excluded from each equation and the model
re-estimated. The constraint holds when tested at the five per cent
level using the log likelihood ratio test but not at the ten per cent
level of significance. As the parameter estimates in Table 5.17 show,
the model is exhibiting a negative rate of adjustment of the capital
stock to its desired or optimal level and this would not seem plausible
for an expanding sector such as the chemical industry. In addition the
dynamic performance for all three inputs has clearly deteriorated
substantially; indicated by all three measures.
From this we can conclude that the time trend, despite having a low t-
ratio in both the labour and capital equations does contribute to the
statistical and dynamic performance of the model and its inclusion is
therefore justified.
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TABLE 5.17 CHEMICALS AND ALLIED INDUSTRIES
Energy Labour Capital
C -474.66 364.68 95.507
(0.51) (6.61) (0.11)
T
PE -3.4830 -0.4505 -4.6567
(2.48) (5.75) (3.40 )
PL -0.4505 -2.8453 0.4039
(5.75) (5.65) r i .83 )
PK -4.6567 o .4039 -0.4492
(3.40 ) 1 .83) (0.10)
E_1 0.8921 0.0290 o • 1855
(6.97) (2.78) 0.09)
L_1 -1. 9832 0.3369 -2.2391
(0.71) (2.61) (0.88)
K_1 -0.0529 -0.0176 1.0448
(2.91) (5.59) (53.63)
L -452.96
s•e . 164.50 7.3591 153.54
d 1.92 1.68 0.88
h 0.32 1.16 3.28
Dynamic Simulation (Ex Post)
Corr.Coef. 0.8557 0.6313 0.9978
RMSE 391.55 16.586 525.89
Thei1s 0.0137 0.0016 0.0011
Mean of 3256.46 410.88 14704.4
dep.var.
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TABLE 5.18 CHEMICALS AND ALLIED INDUSTRIES
Energy Labour Capital
C -521.30 415.42 974.57
(1 .80) (7.54) (2.86)
T -164.26 4.4548 60.004
(2.85) o .44) 0.06)
PE -3.3927 -0.4979 -5.3878
(2.75) (6.53) (4.43)
PL -0.4979 -3.2096 0.4135
(6.53) (5.62) 0.98)
PK -5.3878 0.4135 -2.6654
(4.43) 0.98) (0.80)
E_1 0.7553 0.0027
(6.02) (2.85)
L_1 o .2824
(2.65)
K_1 -0.3255 -0.0126 0.9535
(3 .42) (2.64) 00.05)
L -449.47
s,e. 147 .26 6.916 152.25
d 2.08 1.63 0.97
h -0.30 1 .17 3.16
Dynamic Simulation (Ex Post)
Corr.Coef. 0.96 0.85 1.00
RMSE 203.66 11.02 204.69
Theils 0.0037 0.0007 0.0002
Mean of 3265.5 410.88 14704.4
dep.var.
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Once again a considerable amount of experimentation was needed to find a
specification which satisfied all three criteria, theoretical,
statistical and dynamic performances.
The preferred model is shown in Table S.lS. The coefficients bEL and
bKE were constrained to be zero on the grounds of being insignif icant
but more important because they appeared to introduce spurious feedbacks
into the model. Finally bKL was constrained to be zero because the
magnitude of the coefficient being greater than unity was also
introducing spurious feedbacks into the model.
The results are acceptable in terms of the statistical criteria with the
exception of the coefficent of the user cost of capital in the capital
equation which has a t-ratio well below the critical level. However
this variable is retained on the grounds of being a critical variable in
the model from a theoretical point of view.
The Durbin-H statistic for capital remains high, implying the existence
of positive first order autocorrelation. No attempt was made to adjust
for this.
The dynamic performance remains satisfactory in terms of the measures
used to evaluate this aspect of the model's behaviour. However, when
the actual and fitted values of energy consumption are plotted together
as in fig. Sd the result is disappointing. Despite a relatively low
RMSE the errors generated by the model are significant. Energy
consumption in the sector has been fairly volatile since the early
1970's and the fitted time path fails to pick up these movements.
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CHEMICALS AND ALLIED INDUSTRIES
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
Figure 5d
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Table 5.19 shows the simulated long run response characteristics of this
model. For this sector we see a slow response of energy to the energy
price shock but the long run response is considerably greater in the
region of -2.61 after twenty five years. Such long time lags are beyond
the planning horizons of most industries, however within ten years or so
we see the own price elasticity of demand approaching unity. This
resul t is not surprising for an industry which is highly energy
intensive and where energy costs constitute a high proportion of total
operating costs.
The price of energy is clearly an important determinant of investment
with capital and energy being complements in the long run.
The relationship between energy and labour is a weak one with the two
factors being complements in the short run but substitutes in the long
run.
Textiles, Leather and Clothing
Estimating the model for the textiles, leather and clothing industries
yields the results shown in Table 5.20. With the exception of the
lagged value of capital in the labour equation all the parameter
estimates are significant or have t-ratios which are acceptable given
allowances for multicollinearity. The lagged value of labour in the
labour equation has a negative coefficient implying an adjustment factor
greater than unity. This resul t poses some cause for concern as does
the positive coefficient on the price of capital in the capital
equation. The correlation matrix given below shows the high correlation
between several of the explanatory variables, although this exercise
cannot show the full extent of multicollinearity it does illustrate the
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need to consider the implications of multicollinearity.
TABLE 5.20 CORRELATION MATRIX OF EXPLANATORY VARIABLES
PE PL PK T E_1 L-1 K_1
PE 1.00
PL 0.82 1.00
PK 0.81 0.95 1.00
T 0.76 0.98 0.94 1.00
E_1 -0.80 -0.93 -0.85 -0.94 1.00
L_1 -0.82 -0.99 -0.94 -0.99 0.96 1.00
K_1 0.76 0.97 0.88 0.97 -0.88 -0.96 1.00
No amount of experimentation solved either of these problems;
restricting bLL to equal zero seriously damaged the long run responses
of the energy equation whilst aKK remained positive and significant
throughout all the respecifications.
The results from Table 5.21 do show that the model is statistically
significant. Calculating the log likelihood ratio test statistic A as
A ... -2(-561.89 + 401.28)
= 321.22
which is clearly greater than the critical value of -x 218(0.05) of 28.87.
There is no evidence of first order autocorrelation in any of the three
equations and the dynamic performance of the model is exceptionally
good.
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TABLE 5.21 TEXTILES, LEATHER AND CLOTHING !I,
I
i'
I'
Energy Labour Capital I,
Ii
Ii
C 1483.12 2108.82 1817.45 11
(2.13) (9.34) (4.08) I:
T -51.83 -18.681 31.475 Ii
(J.68) (4.63) (J.72) ,i
PE -2.3901 -1.6169 -5.5235
(3.22) 0.51) (12.19)
PL -1.6169 -4.7313 1.2979
0.52) (6.40) (2.16)
PK -5.5235 1.2979 6.5698
(12.19) (2 .16) (4.78)
E-1 0.4842 -0.0704 -0.3474(J .28) 0.62) (3.77)
L-1 0.8969 -0.1704 o .4378(2.15) 0.39) 0.86 )
K-1 -0.2524 0.0157 o .6930(4.62) (0.59) 01.74)
L -401.281
Lo -561.982
s,e. 55.23 14.68 30.48
d 1.74 1.83 1.68
h 1.10 0.58 0.89
Dynamic Simulation (Ex Post)
Corr.Coef. 0.98 1.00 1.00
RMSE 67.26 15.29
Theils 0.0020
1464.07
0.0002
32.38
0.00002
Mean of
dep.var.
1187.39 7329.76
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The long run coefficients shown in Table 5.22 are slightly disappointing
in that they indicate a positive reponse to the price of labour by
energy whilst labour responds negatively to the price of energy.
Clearly this is inconsistent. The long run coefficient of the price of
capital in the capital equation is positive which is not consistent with
our a priori expectations. However it proved impossible to better these
results.
TABLE 5.22 LONG RUN PRICE COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-19.01
-2.03
-36.59
16.34
-3.43
27.61
-7.13
0.55
9.28
Excluding the time trend caused a sigificant deterioration in the
statistical and dynamic performance of the model. The log likelihood
fell to -416.44 a significant difference from -401.28 when tested using
the log likelihood ratio test. The long run responses showed no
improvement under this hypothesis.
Thus the initial model proved to be the preferred one despite its
shortcomings.
The plot of actual energy consumption versus the fitted values generated
by an ex post dynamic simulation is shown in fig. 5e. This illustrates
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how well the model performs in terms of tracking the time path of energy
consumption.
The simulated price responses are shown in Table 5.23. The model begins
to stabilise after ten to fifteen years, implying faster rates of
adjustment than has been evident in other sectors. Input levels are
inelastic to price changes in the short run, the own price elasticity of
demand for energy being only -0.10. After four or five years the
response of energy demand to its own price shock picks up but the long
run own price elasticity is still only -0.73. Energy and capital again
exhibit a complementary relationship in the short and long run and again
the price of energy has the most important effect on the capital stock
both in the short and long run.
The cross price elasticities between energy and labour are conflicting
and little can be concluded from them.
Paper, Printing and Stationery
The resul ts of estimating the full model for this sector are given in
Table 5.25. None of the price variables have coefficients that are
signif icant al though with the except ion of the price of labour in the
labour equation they are of the correct sign. The correlation matrix
shown below indicates a high positive linear relationship between the
time trend, the lagged value of capital, the price of labour and the
price of capital which may go some way towards explaining the low t-
ratios for the estimated coefficients of PL and PK•
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TABLE 5.24 CORRELATION MATRIX OF EXPLANATORY VARIABLES
PE PL PK T E_l L-l K-l
PE 1.00
PL 0.52 1.00
PK 0.51 0.85 1.00
T 0.67 0.94 0.91 1.00
E_1 -0.52 0.37 -0.25 0.20 1.00
L_1 -0.52 0.17 -0.09 -0.02 0.77 1.00
K_1 0.73 0.92 0.91 0.99 0.12 -0.12 1.00
The model is statistically significant based on the log likelihood ratio
test. The test statistic" is calculated as
A = -2(-522.03 + 365.65)
.. 312.77
comparing this with the critical value of X218(0.05) of 28.87 the model
as clearly significant.
The Durbin-H statistic indicates positive first order autocorrelation in
the residuals of the energy equation and the capital equation.
The dynamic performance of the model is judged to be satisfactory based
on the three measures reported at the bottom of Table 5.25.
The long run coefficients yielded by this model are shown in Table 5.26;
the matrix is not symmetric in signs and the coefficient of the price of
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TABLE 5.25 PAPER. PRINTING AND STATIONERY
Energy Labour Capital
C 1873.97 463.90 542.44
(3.75) (4.24) 0.77)
T 74.559 14.277 30.137
(3.56) (3.23) (2.41)
PE -1.1977 0.0363 0.7030
0.24) (0.15) 0.28)
PL 0.0363 0.2058 -0.1557
(0.15) (0.81) (0.62)
PK 0.7030 -0.1557 -1.2340
0.28) (0.62) (1.92)
E_1 0.7551 -0.0347 -0.3256
(4.88) o .07) (3.68)
L_l 1.0228 0.4355 0.9813
0.68) (3.30) (2.66)
K_1 0.3896 o .0790 o .8789
(3.59) (3 .40) (13.68)
Lo -552.034
L -365.65
s.e. 42.44 8.96 25.34
d 1.29 1.59 1.32
h 3.25 1.SO 2.44
Dynamic Simulation (Ex Post)
Corr.Coef. 0.91 0.94 1.00
RMSE 68.72 11.93 38.41
Theils 0.0028 0.0004 0.00004
Mean of
dep.var.
1277.81 572.61 5492.58
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labour in the labour equation is positive indicating a positive long run
own pr~ce elasticity of demand for labour.
TABLE 5.26 LONG RUN PRICE COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-2.26
0.19
-1.86
2.22
1.16
-4.63
3.75
0.18
-1.53
The time trend was excluded from the model but this only exacerbated the
poor statistical performance of each equation and the model as a whole.
This constraint did not hold when tested using the log likelihood ratio
test.
Returning to the results in Table 5.25 it can be seen that the lagged
value of labour in the energy equation is insignificant as is the lagged
value of energy in the labour equatio~ Although these t-ratios may be
low due to the presence of multicollinearity the model was re-estimated
to exclude these two variables as had been done for some other sectors.
The results of respecifying the model are shown in Table 5.27. The
constraints hold when tested using the log likelihood ratio test. The
t-ratio of the coefficient on the price of energy in the energy equation
is increased significantly by the re-specification. however, little
improvement is seen elsewhere.
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TABLE 5.27 PAPER, PRINTING AND STATIONERY
Energy Labour Capital
C 1247.58 447.12 599.30
(4.10) (3.93) (2.04)
T 49.350 13 .188 33.455
(3.35) (2.88) (2.81 )
PE -2.0210 -0.1076 0.8217
(2.14) (0.62) 0.65)
PL -0.1076 0.2632 -0.0909
(0.62) 0.02) (0.35)
PK 0.8217 -0.0909 -0.9195
0.65) (0.35) o .42)
E_l 0.5887 -0.3125
(4.33) (4.77)
L_l 0.5235 1.0072
(4.38) (3.11)
K_l 0.2501 0.0727 0.8565
(3.35) (3.06) (14.11)
L -367.43
s.e. 44.51 9.36 24.77
d 1.25 1.56 1.33
h 2.86 1 .51 1.87
Dynamic Simulation (Ex Post)
Corr.Coef. 0.92 0.95 1.00
RMSE 63.33 11 .59 37.91
Theils 0.0024 0.0004 0.00004
Mean of 1277.81 572.61 5492.58
Dep. Var.
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The dynamic performance of this model is marginally better as can be
seen by the decrease in the value of the RMSE in each equation.
Unfortunately the long run responses of the model are disappointing.
The long run coefficients are given in Table 5.28 and are clearly not
consistent with economic theory.
TABLE 5.28 LONG RUN PRICE COEFFICIENTS FOR THE CONSTRAINED MODEL
PE PL PK
E
L
K
-3.28
0.18
-2.69
2.18
1.15
-4.02
2.36
-0.10
-0.59
Further efforts to improve the long run response characteristics of the
model were not successful and the choice of preferred model remained
between the two discussed here.
Since there is little to choose between either model in terms of any of
the criteria discussed earlier the choice remains a subjective one.
Given the possible existence of multicollinearity between the
independent variables it was felt that imposing the constraints on ~
may not be entirely justified despite their low t-ratios and the results
of the log likelihood ratio test.
The comparison of actual and fitted values of energy consumption is
given in fig. Sf.
190
Figur-o? Sf ;J ADtr-R pp T tl-~'" ~i" ~f..:n '--7 AT T r,~'c'Rv
I I. ; , I " ~ h ! 1 i ,i.J t\ i .,l.i ~ c r. .L V. ';~_ i
ACTUAL AND FITTED VALUES
(DYNA~IC SIMULATION)
X101
155
150J Actual
145~ ------ Fitted -140 ./ <,,./- '"'/'135 V \/,
/' \I"(J) 130 / \A\L: /0::::LU 125 /:c /I-
z 120 / \ \0 /- /
\~
_.J 115 /_.J- /L:
110 _/
~105
100
95
90
85
I I II I I I I I I1954 1958 1952 1966 1970 1974 1978 198i
191
~
~
~
~
0~
~
<~
al
Q
~
<
~
~~
~
~
~
~
~
~
~
~
<~
al
~
~
~
~ al
U ~
~ ~
~ ~
al << >~
~ 0
~
~ ~u ~
~
~ ~
~ 0
al Q
al ~
0 al
~ <u ~
I
Q
~
<
~
~0
Q
~
~<
~
~X~
al
~
~ ~~
~
~
~ 0
~ .~
~ k
< U~ ~
~MMMMM~~~~~~~~~~~~~~~~~~~
0000000000000000000000000. . .
0000000000000000000000000
I I I I I I I I I I I I I I I I I I I I I I I I I
O-~MM~~~~~~~~~~~~~~~~~~~~
0000000000000000000000000
0000000000000000000000000
I I I I I I I I I I I I I I I I I I I I I I I I I
--~-O--N~NMMMMMMMMMMMMMM~
0000000000000000000000000
0000000000000000000000000
I I I I I I I I I I I I I I I I I I I I
N-O~MMMMMM~N~ ~ __ O O
0000000000000000000000000
0000000000000000000000000
I
~~~~~O~~M~~~~~~~~~~~~~~~~OOOOO~~_~~~_~_~_~_~~ _
0000000000000000000000000
--~MMM~~-O~~~~~~MMMMMMMMM
0000000000000000000000000
0000000000000000000000000
I I I I I I I I
~O~-M~~~~MM~~_~_~OOOOOOOO
O--NNNN~~~NN~NNN~NN~NNN~N
0000000000000000000000000
O_-_O~~~~~O_~MMM~~~~~~~~~OOOOOOOOOO~~~_~_~ __ ~ __ ~~~
0000000000000000000000000
I I I
~~~NMM~_O~~~~~~~~~~~MMMMM
O~~~N~~~N~~~~~~~~~~~~~~~~
0000000000000000000000000
I I I I I I I I I I I I I I I I I I I I I I I I I
~NM~~~~~~0~NM~~~~~~0~~~4~
~~~~~~~~~~~~NNNN
192
The overall trend depicted by the actual values is in fact borne out by
the time path of fitted values although the tracking is not that
accurate. The model underestimates the peak in 1970 and is late in
predicting the decline. Again the model fails to predict the slight
recovery in the late 1970's but does manage to capture the full decline
in energy consumption in the early 1980's.
The long run responses of the full model, unsatisfactory though they may
be, are given in Table 5.29. The table shows that energy demand in this
sector is inelastic in both the short run and long run with the
elasticities ranging from -0.07 to -0.13 although curiously increases
to -0.20 within five years before declining to a stable value.
Both labour and capital are relatively invariant to changes in energy
prices. Energy and labour exhibit a complementary relationship in the
short run whilst in the long run they are substitutes. It is difficult
to draw any conclusions about the relationship between energy and
capital since the cross price elasticities are inconsistent with each
other. The signs of the cross price elasticity of demand for capital
with respect to the price of energy casts doubts about the reliability
of these estimates since they show capital and energy to be substitutes
in the short run but complements in the long run, which is clearly
unrealistic.
Overall the performance of the model for this sector was disappointing.
Building Materials aDd Ceaent
The model was estimated for the building materials and cement industries
combined, this was because although the energy and labour data were
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available for the cement industry separately the capital stock data was
not. This was disappointing since the cement industry is of particular
interest in its own right.
The re su lts for the full mode 1 are presented in Ta bl e 5.30. The model
as a whole proved to be statistically significant, the log likelihood
ratio test statistic A is calculated as
A = -2(-506.20 + 370.59)
= 271.2
which is considerably greater than the X 2 critical value of 28.87 with
18 degrees of freedom at the five per cent level of significance.
Several of the estimated coefficients were not significant, notably the
time trend and several of the lagged endogenous variables. In addition
the lagged value of energy in the energy equation is negative implying a
rate of adjustment greater than unity which is inconsistent with
a priori expectations. The constant term in the capital equation being
negative is obviously of the wrong sign.
The residuals from the energy equation show a presence of negative first
order autocorrelation as indicated by the Durbin-H statistic of -2.37.
The dynamic ex post simulation shows the model to be behaving extremely
well over the past as indicated by the three statistics at the bottom of
Tabl e 5.30.
The matrix of long run price coeff icients, shown in Table 5.31,
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TABLE 5.30 BUILDING MATERIALS AND CEMENT
Energy Labour Capital
C 4004.4 267.11 -259.65
(5.74) (5.46) (0.95)
T -6.9955 6.1541 47.46
(0.30) (3 .40) (3.26)
PE -19.557 -1.0032 3.0195
(6.14) (4.59) (2.87)
PL -1.0032 -0.4105 0.0782
(4.59) (2.01) (0.70)
PK 3.0195 0.0782 -0.6187
(2.87) (0.70) (0.86)
E_1 -0.2281 0.0074 -0.1829
0.24) (0.62) 0.61)
L_1 -1.1504 0.4791 -0.0780
(0.50) (3.30) (0.06)
K_1 o . 1082 0.0665 0.5457
(0.45) (3.80) (3.65)
L -370.59
La -506.198
s.e. 63.23 3.97 39.65
d 2.21 1.90 1.94
h -2.37 0.41 0.25
Dynamic Simulation (Ex Post)
Corr.Coef. 0.98 0.97 1.00
RMSE 66.21 6.08 49.39
0.0004Theils 0.0013 0.0012
Mean of
dep.var.
1709.96 171. 93 2233.34
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contradicts the a priori expectations given by economic theory since it
is not symmetric in signs.
TABLE 5.31 LONG RUN PRICE COEFFICIENTS FOR THE FULL MODEL
PE PL PK
E
L
K
-17.37
-1.59
-0.62
-1.42
-0.70
-0.52
2.62
0.15
-0.28
Removing the time trend from all three equations caused the model to
deteriorate based on the statistical criteria and failed to improve the
long run responses. The log likelihood fell to -390.23 which is
significantly different from the log likelihood function of the full
model.
Excluding the time trend from the energy equation only, considerably
improved the t-ratio of the lagged value of capital stock in that
equation although it did not alter the magnitude of the coefficient
significantly. Thus there is evidence of multicollinearity between the
time trend and the lagged value of capital.
Experimentation with the exclusion of the lagged value of energy from
the energy equation causes both the lagged value of labour in that
equation and the lagged value of energy in the labour equation to have
even higher standard errors and consequently lower t-ratios.
3.96
TABLE 5.32 BUILDING MATERIALS AND CEMENT
Energy Labour Capital
C 3655.3 256.86 -155.32
(22.35) (6.18) (0.73)
T 1.8318 6.4500 46.669
(0.09) (3.76) (3.66)
PE -17.695 -0.9487 2.3877(13.53) (5.20) (2.69)
PL -0.9487 -0.4096 0.0587(5.20) (2.01) (0.57)
PK 2.3877 0.0587 -0.4768
(2.69) (0.57) (0.73)
E_l -0.1614
(2.52)
L_1 0.4385
(4.27)
K_1 0.1719 0.0686 0.5506
(0.78) (4.09) (4.14)
L -371.421
s.e. 65.20 4.00 39.54
d 2.34 1 .85 1.93
h 0.48 0.25
Dynamic Simulation (Ex Post)
Corr.Coef. 0.98 0.98 1.00
RMSE 65.84 6.14 48.70
Theils 0.0013 0.0012 0.0004
Mean of 1790.96 171.93 2233.34
Dep.Var.
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Excluding the most insignificant variables yields the results shown in
Table 5.32. There is little change in the performance of the model
overall, certainly there is no significant deterioration and a look at
Table 5.33, the matrix of long run coefficients shows similar long run
response characteristics to the full model.
TABLE 5.33 LONG RUN PRICE COEFFICIENTS FOR THE CONSTRAINED MODEL
PE PL PK
E
L
K
-17 .53
-1.57
-0.98
-0.91
-0.70
-0.20
2.42
0.13
-0.19
What has happened though, is that the long run price response of energy
to its own price is much closer to the short run response.
The simulated own and cross price elasticities for this model are
presented in Table 5.34. As expected from the matrix of long run
coefficients there is little difference between the short run and the
long run responses. This implies that all inputs adjust rapidly to
exogenous shocks. In terms of adjustment costs, rapid adjustment
implies very low, possibly zero adjustment costs.
The cross price elasticities indicate an inconsistencey in the model
with regard to the relationships between energy and capital, and labour
and capital. However energy and labour clearly exhibit a complementary
relationship in both the short and long run.
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BUILDING MATERIALS AND CEMENT
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
Figure 5g
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Fig. 5 g shows a plot of actual energy consumption and the fitted values
generated by a dynamic simulation of the model over the estimation
period. The fitted values track the actual time path of energy
consumption very closely although the trough of 1958 and the peak of
1973 are not quite matched. The most disconcerting feature of this
comparison is that the model fails to predict the upswing in 1982.
Earthenware, China and Glass
The full model was estimated for the earthenware, china and glass
industries combined; the results are shown in Table 5.35. The estimated
model is clearly significant. Applying the log likelihood ratio test,
the test statistic A is calculated as
A = -2(-436.53 + 328.97)
= 107.56
•
Comparing A with the critical value of X218(0.05), 28.87 the model
proves to be significant.
Some of the estimated coefficients have t-ratios well below the critical
value, in particular the time trend T, in the labour equation, the
lagged value of labour in the energy equation and the lagged values of
energy and capital in the labour equation. One cannot exclude the
possibility of multicollinearity affecting the standard errors of the
parameter estimates. The following correlation matrix provides an
initial analysis of the degree of linear relationship between the
explanatory variables.
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TABLE 5.35 EARTHENWARE, CHINA AND GLASS
Energy Labour Capital
C 530.43 120.74 124.38
(2.78) (3.93) (0.38)
T -9.9056 0.4142 28.3815
(2.29) (0.77) (3.65)
PE -0.8783 -0.1618 -0.4144
(3.94) (4.59) (1.29)
PL -0.1618 -0.5187 0.1775
(4.59) (3.03) (2.98)
PK -0.4144 0.1775 1.4926
(1.29) (2.98) (1.62)
E_1 0.2858 -0.0080 -0.8530
(1.18) (0.03) (1.96)
L_1 -0.7468 o .4389 4.7996
(O.4~) (2.04) (1.57)
K_1 -0.1348 0.0051 0.5289
(2.00 (0.61) (4.15)
L -328.97
Lo -436.53
s.e. 23.10 2.78 41 .5
d 2.03 1.44 1.64
h 1.30
Dynamic Simulation (Ex Post)
Corr.coef. 0.90 0.94 0.99
RMSE 22.63 3.34 56.73
Theils 0.0011 0.0006 0.0020
Mean of 676.01 131.50 1149.61
dep.var.
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TABLE 5.36 CORRELATION MATRIX OF EXPLANATORY VARIABLES
PE PL PK T E_1 L-1 K-1
PE 1.00
PL 0.02 1.00
PK 0.03 0.92 1.00
T 0.19 0.96 0.86 1.00
EE-l -0.41 -0.58 -0.39 -0.67 1.00
L_l -0.40 -0.82 -0.68 -0.85 0.79 1.00
K_1 0.19 0.97 0.90 0.98 -0.58 -0.85 1.00
Multicollinearity clearly exists between the price of capital. the price
of labour. the time trend and the lagged value of capital.
However the coefficient on the lagged value of energy in the labour
equation has a t-ratio so low as to suggest that the variable might be
excl uded. Since the coeff icient on the lagged value of labour in the
labour equation is also insignificant there may be reason to believe
that no direct inter-relationship between energy and labour exists.
The coefficient of the lagged value of labour in the capital equation is
both insignificant and greater than expected.
The Durbin-H statistic broke down for the energy and labour equations
and so could not be calculated. From the Durbin-Watson statistic
however there does not appear to be any evidence of first order
autocorrelation in the residuals of these equations.
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The dynamic performance of the model is acceptable based on the criteria
discussed earlier. The full long run response characteristics of the
model can be gauged from the matrix of long run price coefficients given
in Table 5.37. Although not perfectly symmetric in signs there is only
one conflicting relationship, namely that between energy and labour.
TABLE 5.37 LONG RUN PRICE COEFFICIENTS OF THE FULL MODEL
PE PL PK
E
L
K
-1.71
-0.30
-0.88
1.13
-1.02
12.87
-0.40
0.32
-0.79
Once again the hypothesis that the time trend should be excluded from
the model was tested; the results are shown in Table 5.38. Once again
all the evidence suggests that the time trend should be included in the
model.
At this stage the constraints impl ied from the resul ts in Table 5.35,
namely that L_1 should be excluded from the energy equation and E-l
should be excluded from the labour equation, were imposed and the model
re-estimated. The subsequent results given in Table 5.39 show no
significant deterioration in the statistical significance of the model.
The time trend and lagged value of capital in the labour equation is
still of a magnitude much greater than expected.
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TABLE 5.38 EARTHENWARE, CHINA AND GLASS
Energy Labour Capital
C 465.78 80.120 244.80
(2.24) (2.33) (0.62)
T
PE -0.8273 -0.1168 -0.4957
(3.51) (2.93) 0.28)
PL -0.1168 -0.1782 0.0971
(2.93) (0.96) o .46)
PK -0.4957 0.0971 1.3264
0.38) r i .46) (1.23)
E_l 0.7016 -0.0045 0.3102
(3.88) (0.02) (0.85)
L_1 0.9322 0.5893 -0.3070
(0.55) (2.79) (0.09)
K_1 0.0071 0.0052 0.9529
(0.30) 0.02) (16.22)
L -341.93
8. e. 25.37 0.09 50.49
d 2.14 1.42 1.92
h -1.31 n.d. 0.22
Dynamic Simulation (Ex Post)
Corr.coef. 0.8207 0.9151 0.9872
R.M.S.E. 30.48 4.1092 104.43
Thei1s 0.00202 0.00097 0.00668
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TABLE 5.39 EARTHENWARE, CHINA AND GLASS
Energy Labour Capital
C 607.69 128.79 136.88
(5.19) (4.74) (0.42)
T -9.5010 0.3959 28.957
(2.61) 0.01) 0.78)
PE -0.9103 -0.1670 0.4016
(4.27) (4.96) 0.25)
PL -0.1670 -0.5302 0.1809
(4.96) 0.11) 0.04)
PK 0.4016 0.1809 1.5024
(1.25) 0.04) 0.63)
E_1 0.3338 -0.9005
(2.32) (2.14)
L_1 0.3947 5.1361
(2.83) 0.72)
K_1 -0.1222 0.0052 0.5182
(2.33) (0.86) (4.13)
L -329.10
s.e. 23 .17 2.78 41.59
d 1.97 1.39 1.62
h 0.11 2.41 1 .33
Dynamic Simulation (Ex Post)
Corr.Coef. 0.90 0.91 0.99
RMSE 22.66 3.29 57.10
Theils 0.0011 0.0006 0.0020
Mean of 676.01 131.50 1149.61
dep.var.
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There is little to choose between the two models reported here and
further estimations failed to improve the performance of the model
signif icantly.
Using the latter model to determine short and long run elasticities
yielded the estimates shown in Table 5.40.
The full effect of an energy price shock on energy demand has taken
place after five years, considerably faster than in most other
industries. The short run own price elasticity of demand is -0.13
whilst the long run is -0.21.
The relationship between energy and labour is uncertain from these
results with energy and labour exhibiting a complementary relationship
in the short run but conflicting evidence occurs in the longer run.
Energy and capital are however complements in both the short run and the
long run. The capital stock responds fairly weakly to changes in energy
prices and fifty per cent of the reaction occurs in the first year.
Despite the own price elasticity of demand for capital being positive in
the short run, the long run shows a negative elasticity which is
consistent with economic theory.
Fig. 5h shows a plot of actual energy consumption over the estimation
period against the fitted values generated by an ex post dynamic
simulatio~ The model has captured the trend of the time path of actual
energy consumption but has not managed to identify the various peaks and
troughs that have occurred over the period.
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EARTHENWARE, CHINA AND GLASS
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
Figure 5h
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Other Industry
The performance of this sector is perhaps the most disappointing. There
are several reasons why this might be. In the first place, the other
industry sector 1S something of a miscellany of different industries
with very little in common. The diversity of these industries may make
it particularly difficult to fit just one model to the whole sector.
Another reason may be the disparities in data collection for the sector
as a whole, for example, the energy data includes the water and gas
supply industries whilst the labour and capital stock data do not. The
energy data for construction industry which is included in the sector
includes energy requirements for vehicles used in construction, however
this will not be reflected in the plant and machinery data for this
industry.
Nonetheless, the results, disappointing as they are, will be discussed
here. The estimated model is shown in Table 5.41. The model is clearly
statistically significant; using the log likelihood ratio test ~ is
calculated as
A '" -2{-648.25 + 466.75)
= 363.00
with X 218(0.05) • 28.87. A is greater than X2 and the model is proven
to be significant. Several of the estimated coefficients have t-ratios
below the critical level thus raising some doubt as to the significance
of these variables. The coefficients on the price variables are of
particular concern, notably the coefficient of PL in the labour equation
and the coefficient of PK in the capital stock equation are of the wrong
sign. The constant term in the capital equation is also of the wrong
sign but is significant.
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TABLE 5.41 OTHER INDUSTRY
Energy Labour Capital
C 2367.78 290.40 -1335.74
(3.13) (0.72) (3.73)
T -41.467 27 .469 8.4506
0.28) r i .44) (0.47)
PE -11.985 -0.4865 -0.9526
(3.77) (0.32) (0.74)
PL -0.4865 2.4345 1.5722
(0.32) 0.21) 0.32)
PK -0.9526 1.5722 0.9265
(0.74) 0.32) (0.86)
E_1 0.4715 0.0153 -0.1968
(2.94) (0.17) (2.74)
L_1 0.2586 0.8282 -0.6529
0.12) (6.12) (5.16)
K_1 -0.1623 o .0808 0.9694
0.89) 0.65) (21.24)
L -466.75
L -648.250
s.e. 100.36 57.49 56.90
d 1.40 1.40 1.79
h 3.01 2.26 0.56
Dynamic Simulation (Ex Post)
Corr.coef. 0.97 0.89 1.00
RMSE 127.76 80.72 108.7
The ils 0.0029 0.0017 0.0001
Mean of 2314.97 1967.36 7964.88
dep.var.
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There is evidence of multicollinearity between the lagged value of
energy, the price of labour and the time trend, a crude indication of
this is given by the following correlation matrix.
PL T
~-l
PL
T
1.00
0.87
0.84
1.00
0.82 1.00
This may explain the insignificance of these variables.
The Durbin-H statistic for the energy and labour equations indicates the
presence of first order autocorrelation.
The dynamic performance of the model appears satisfactory from the point
of view of tracking the model; however the long run responses are not
as expected. Table 5.42 shows the long run coefficients for this model.
TABLE 5.42 LONG RUN PRICE COEFFICIENTS
PE PL PK
E
L
K
-34.99
10.94
-22.66
12.73
-3.50
37.28
17.20
-12.28
42.31
TABLE 5.43 OTHER INDUSTRY
Energy Labour Capital
C 2149.13 283.87 -1376.98
(2. 80) <0.70) (3.86)
T
PE -9.3012 -1 .5741 -0.9055
(3.42) 0.09) <0.75)
PL -1.5741 3.3183 0.9508
0.09) u.85) (0.94)
PK -0.9055 0.9508 0.7688
(0.75) (0.94) (0.82)
E_1 0.6202 0.0867 -0.2033
(4.56) 0.10) (3.11)
L_1 0.3108 0.8966 -0.6852
0.32) (7 .20) (5.90 )
K_1 -0.0536 0.0107 0.9892
(2.97) (1.16) (113.13)
L -468.35
Lo -648.25
s,e. 104.91 58.15 57.45
d 1.37 1.39 1.84
f 2.41 2.13 0.43
Dynamic Simulation (Ex Post)
Corr.Coef 0.97 0.90 1.00
RMSE 138.39 76.90 150.17
Theils 0.0034 0.0015 0.0003
Mean of 2314.97 1967.36 7964.88
dep.var.
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Labour exhibits the correct negative response to its own price in the
long run although the short run response was positive. Capital stock
however continues to have a positive response to the price of capital in
the long run. The most disturbing characteristic of these reponses is
the a-symmetries in the off-diagonal elements of the matrix.
Excluding the time trend from all three equations does not cause a
significant deterioration in the performance of the model as can be seen
from Table 5.43. Some improvement in the t-ratios can be seen but in
most cases it is not significant. The dynamic performance is very
slightly improved in all three equations.
The long run coefficients show some improvement on the full model as can
be seen from Table 5.44, however when the elasticities are calculated
using a simulated price shock the model appears to be unstable.
TABLE 5.44 LONG RUN PRICE COEFFICIENTS OF THE RESTRICTED MODEL
PE PL PlC
E
L
K
-32.36
11.05
8.30
24.62
-6.03
168.88
7.03
-2.37
52.96
The simulated elasticities are shown in Table 5.45. As can be seen the
model fails even to approach an equilibrium situation within the
specified time period. Several of tbe responses exbibit an oscillatory
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OTHER INDUSTRY
ENERGY CONSUMPTION 1955-1982
ACTUAL AND FITTED VALUES
Figure Si
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pattern of behaviour, and the characteristics do not match those
expected from an examination of Table 5.44.
Returning to the full model the simulated elasticities have been
calculated and are shown in Table 5.46. Again the response
characteristics displayed by this model are inconsistent with our
a priori expectations. The model does not tend towards an equilibrium
and several series have oscillating responses.
As a consequence of these inconsistencies it is impossible to draw any
conclusions about the relationships in the two models. Further
experimentation with the specification failed to change the results.
5.3 Reaarks
The model has been estimated and the results discussed for each of the
industry sectors as well as for the manufacturing sector as a whole.
The purpose of this was to use the results of the total manufacturing
sector as a benchmark for comparing the results of the disaggregated
models.
The rationale behind attempting to estimate the model at a disaggregated
level was to make an allowance for the different production processes of
the different sectors. It should however, be borne in mind that the
level of disaggregation is such that diversification of processes is
still likely to occur within each sector, but hopefully, to a lesser
degree. The aggregated model relies on the implicit assumption that all
industries face the same production functio~
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The diversity of results obtained from the disaggregated models would
suggest that this assumption does not hold. Unfortunately for several
sectors the performance of the model was less than satisfactory with the
long run response characteristics exhibiting incongruous relationships
between the inputs. In other sectors the ability of the model to track
the time path of energy consumption when an ex post dynamic simulation
was carried out, was not accurate enough to place much faith in the
forecasting performance of the model.
The aggregate model, on the other hand, was satisfactory on the basis of
all the criteria discussed earlier. In general this is to be expected
from an aggrega ted model; aggrega tion tends to smooth out any
peculiarities in the data of the disaggregated elements. Thus the
estimated model should be able to fit the data better.
There are however, some interesting points from both the aggregated and
disaggregate model which can be highlighted.
The first relates to the importance of the price of energy in the
decision making process of the profit maximising firm. Table 5.47
summarises the short run and long run own price elasticities of demand
for energy for the aggregated model and for each of the industr~
sectors.
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TABLE 5.47 OWN PRICE ELASTICITIES OF DEMAND FOR ENERGY
Industry SR LR
Total Manufacturing
(excluding iron and steel)
-0.22 -0.60
Enginering and Allied
Industries
-0.30 -0.22
Food, Drink and Tobacco -0.19
-0.08
-0.48
Chemicals and Allied
Industries
-2.61
Textiles, Leather and
Clothing
-0.10 -0.73
Paper, Printing and
Stationery
-0.07 -0.13
Building Materials and
Cement
-0.60 -0.60
Earthenware, China and
Glass
-0.13 -0.21
Other Industry -0.26 -0.78
In all industries except building materials and cement there is a clear
distinction between the short run and long run effect of a price shoCL
The distinction is more marked in some industries than in others, for
example the chemical industry and the other industry sector.
As far as the demand for labour is concerned, all industries except
building materials and cement and the other industry sector showed a
fairly weak response to an energy price shock. Capital on the other
hand tended to respond quite strongly in most industries in particular
the food, drink and tobacco industry, chemicals and the other industry
sector.
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The importance of the energy price on the investment decisions of the
firm, in many cases it was the most important factor, is one of the most
interesting conclusions to be drawn from these results. This coupled
with the complementary relationship exhibited by capital and energy in
most industries in the long run throws more light on to the
controversial discussion of the impact of high energy prices on
industrial performance. The results obtained here suggest that high
energy prices rather than stimulating investment in more energy
efficient plant and machinery have actually stifled that investment.
The reason for this being precisely the argument put forward by the CBI
and NEDO, namely that high energy prices reduce profitability and
industry's competitiveness.
Unfortunately the model, being a partial equilibrium model cannot
contribute to the understanding of the effect energy prices have on
technical progress or the level of industrial activity. The reponse of
the capital stock to changes in the energy price as seen here could be
explained by the fact that high energy prices may cause firms to shift
to a lower production isoquant thereby having a negative impact on the
capital stock. The subsequently lower levels of output will have a
negative impact on the demand for energy in addition to the negative
effect of energy prices on demand. This might explain why the long run
own price elasticities of demand exhibited by this model are greater
than those given by other models which treat output as fixed.
The second point of interest is the relative unimportance of the user
cost of capital on the industry's input decisio~ The inclusion of this
variable in the model allows the effect of financial factors such as
interest rates and investment incentives on energy consumption via their
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effect on capital investment decisions to be analysed. The
complementary relationship between energy and capital exhibited in most
sectors would not support th~ hypothesis that investment incentives
which reduce the cost of capital actually lead to a reduction in energy
consumption. Only if this investment accelerated the rate of technical
progress would this improvement in energy efficiency occur. Again,
because the model treats technical progress as completely exogenous,
this interaction cannot be assessed from the results.
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CHAPTER. 6
A MODEL FOR DETDMIIIIlIG FUEL SHAUS
A MODEL FOR DETERMINING FUEL SHARES
Having decided on the optimal path for aggregate energy, the firm
is now faced with the choice of fuel mix given the prices of
individual fuels. Many models treat the fuel share model as a
static model but this is not a realistic representation of the
problem facing the firm or industry. It is more probable that a
firm will be 'locked' into a particular fuel mix because of the
composition of its capital stock, therefore, its ability to respond
ins tantaneous 1y to changing price different ial s is severe 1y
restricted. As was discussed in detail in Chapter 1, switching
from one fuel to another involves considerable investment in new
machinery or the conversion of exisiting equipment and will only be
undertaken if the price differentials are expected to persist and
provided the required investment criteria can be satisfied.
This chapter aims to develop and estimate a fuel share model with
an adjustment process ana1agous to that of the factor demand model
presented earlier. The fuel shares and aggregate energy are linked
through the energy price index which is calculated as a weighted
average of the individual fuels with the weights determined by the
share of each fuel.
6.1 Specification of the Fuel Share K04el
The optimal share of an individual fuel is assumed to be determined
by its own price, the prices of other fuels and technical progress.
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Thus
•.•(6.1 )
i,j = S,O,G,EL
Si* is the optimal share of fuel i,
Pi is the price of fuel i,
Pj 1S a vector of prices of other fuels,
T represents technical progress,
S represents solid fuels,
° represents oil,
G represents gas,
and EL represents electricity.
where
Actual or observed shares of each fuel are assumed to adjust
towards this optimal fuel mix in a manner similar to that described
in the previous chapter. Thus
where
and
S is a vector of fuel shares Si' i ..S,O,G,EL
B is a square matrix of adjustment coefficients.
Further, assuming that continuous changes in the share of each fuel
can be represented by discrete changes, (6.2) can be rewritten as
•••(6.3)
If S* is chosen to be a linear function of prices and technical
progress so that
s* .. AX
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where A is a matrix of parameters to be estimated
and X is a vector of determinants including a constant
term
then S = BAX +[I-B]S_l •••(6.4)
which is analagous to (4.12).
Clearly this specification implies that the adjustment of each fuel
towards its optimal level is dependent on the adjustment of the
other fuels to their optimal shares.
Expanding (6.4) and writing it in its functional form, the share of
fuel i is represented by the following equation
Si = ai + aiTT + faijPj + (l-bii)Si-l - j~ibijSj-l
•••(6.5)
The matrix [aij] is assumed to be symmetric and in order to
satisfy the constraint that rs. • 10011 the following
j restrictions must also be imposed.
Ea· • 100 •••(6.6)
· 1
1
~aij - ~ aj i - 0 •••(6.7)J 1
Ea·T • 0 •••(6.8)· 1
1
Eb .. - 0 •••(6.9)· lJ
1
1. The share of each fuel is calculated as a percentage of total
energy, therefore the shares sum to 100.
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Furthermore the constraint (6.9) can be expressed as
Substituting this ~n equation (6.5) yields
S .~ = a .~ + + (l-b· ·)S· 1~1 1-
~ b. ·S· 1
• .J.. ~J J-
Jr~
i,j - S,O,G,EL
•••(6.10)
Since the shares sum to 100 and are consequently linearly
dependant, all four share equations cannot be estimated
simultaneously or as a system as is necessary in order to impose
the restrictions (6.6)-(6.9), and to take into account any
covariance between the disturbance terms of the equations.
The normal procedure with models such as this, is to drop one share
equation. Provided maximum likelihood techniques are employed in
estimation, the choice of equation to be dropped is immaterial.
Then only three equations, together with the identity, need to be
est ima ted. The parameters of the fourth equation are then
determined by the adding up constraints.
Preliminary investigations using this specification showed
cons iderabl e probl ems with the stabil ity and long run
responses of the model, and the performance of the model in
this respect was totally unsatisfactory.
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In order to simplify the adjustment process the adjustment matrix B
was restricted to be a diagonal matriL Equation (6.10) reduces to
which is a simple Koyck lag distribution.
The long run price responses for such a lag distribution are
generated by
a· .
T.-~
11
i,j ., S,O,G,EL
Since the overall effect of a change in price on total energy must
be zero in the long run as well as in the short run we have, as an
example
..!.ss +..!GS + ~OS + ..!ELS - 0
bSS bGG bOO bELEL
and also
given symmetry in parameters, then clearly
thus
S • ., a 'TT +1 1 •••(6.12)
i • S,O,G,EL
The rationale behind restricting the adjustment matrix to be
diagonal, in the case of the fuel share model, is intuitively
acceptable. The factors now determining the share of a particular
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fuel mix are technical progress; the prices of individual fuels
and the share of that fuel in the past period. The lagged share of
a particular fuel can be seen as representing the capacity of plant
and machinery, already in place, able to use that fuel.
6.2 Variables Used in the Fuel Share Model
Share of Individual Fuels
The Digest of UK Energy Statistics gives data on energy consumption
by individual groups for eight fuel types on a heat supplied basis.
The data for the n i.ne industrial sectors, including Total
Manufacturing, covered by this study are presented in Appendix 2.
For the purposes of this study these fuels have been aggregated
into four groups; solid fuels which includes coal, coke and
breeze; gaseous fuels namely coke oven gas, town gas and natural
gas; oil including creosote and pitch mixtures; and finally
electricity.
The shares for each fuel group are computed as a percentage of
total energy consumption, therefore the four shares must sum to one
hundred per cent.
Prices of Individual Fuels
The prices of individual fuels taken from the Digest of UK Energy
Statistics are in pence per therm and represent prices of fuels
delivered to large industrial consumers. These prices essentially
reflect average revenues rather than marginal revenues to the
energy supply industries. The prices have been deflated b1 the GDP
deflator for goods and services.
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6.3 Estiaation Procedure
In order to impose the cross equation parameter restrictions when
estimating the system of equations described by (6.12) and to take
account of any covariace between the disturbance terms of each
equation the method of seemingly unrelated regression estimation
described in Chapter 4 has again been used. The choice of a
maximum likelihood estimator rather than the traditional least
squares estimators used by Zellner's (1) method is important when
applied to share models because it ensures that the parameter
estimaters will not be sensitive to which equation is dropped from
the system for estimation purposes.
6.4 Estiaation and Verification of the Fuel Share Kodel
The system of share equations represented by (6.12) together with
an identity to ensure that the four shares sum to one hundred were
estimated for the eight industry groups and also for total
manufacturing. The criteria used to evaluate the estimated
equations are identical to those discussed in detail at the
beginning of Chapter 5. The results will be presented in a similar
manner as for the factor demand model, on an industry by industry
basis.
Total Manufacturing Industry (Excluding Iron and Steel)
The parameter estimates for the fuel share model applied on an
aggregate basis are presented in Table 6.1. A log likelihood ratio
test indicates that the model is statistically significant overall,
although the constant term and the time trend are found to be not
significantly different from zero in the solid fuel share and oil
share equations. All the price variables are significant and of
the expected sign.
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TABLE 6.1 TOTAL INDUSTRY (EXCLUDING IRON & STEEL)
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -1.9160 6.9161 -1.5887
(0.84) (5.63) (1.06)
T 0.05107 -0.11025 0.03193
(0.64) (2.02) (0.59)
PS-PEL -0.06335 0.01014 0.06315
(4.19) (3.09) (4.99)
PG-PEL 0.01014 -0.01781 0.00631
(3.09) (6.66) (2.05)
PO-PEL 0.06315 0.00631 -0.07395
(4.99) (2.05) (6.11 )
S_l 0.96500 0.96500 0.96500
(42.63) (42.63) (42.63)
L 143.983
Lo -28.914
s.e 1.05 0.93 1.02
d 2.20 1.39 2.03
h -0.54 1.62 -0.09
Dynamic Simulation (Ex Post)
Corr.Coef RMSE The i1s Mean of
U Dep.Var.
SSOL 0.9986 1.49 0.0012 37.49
SGAS 0.9951 1.36 0.0048 15.08
SOIL 0.9944 1.57 0.0017 36.24
SELEC 0.9954 0.26 0.0006 11.19
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To test the significance of the time trend, representing technical
progress, the model is re-estimated with the time trend excluded
from the entire model. The parameter estimates for the restricted
model are presented in Table 6.2. The decrease in the log
likelihood value is not significant; the value of is calculated
as 5.418 which is less than the critical value of X2• This implies
that the inclusion of the time trend does not contribute to the
explanatory power of the model and should not therefore, be
included in the model. There is no apparent deterioration in the
performance of the model when judged according to the chosen
criteria. The standard error for each equation is satisfactorily
low, whilst the existence of positive first order autocorrelation
is only of concern in the gas share equation.
The dynamic performance of the model is highly satisfactory with
high correlation coefficients between actual and fitted values for
all four fuel shares. The RMSE is low compared with the mean of
the dependent variable for each fuel share and the low Theils
inequality coefficents inspire confidence in the predictive powers
of the model.
The plots an figure 6.1 show how the model, using dynamic
simulation tracks the actual time path of the fuel shares.
The gas share plot shows that the model goes off-course in the
earlier years, before the advent of natural gas. The existence of
positive first order autocorrelation becomes more apparent when
looking at the plots; there is a tendency of the fitted values to
oscillate about the actual values producing blocks of positive
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TABLE 6.2 TOTAL INDUSTRY (EXCLUDING IRON & STEEL)
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -0.22420 4.6644 0.36873
(0.55) (8.91) (0.43)
T
PS-PEL -0.08058 0.01052 0.06991
(5.31) (3.41 ) (5.89)
PG-PEL 0.01052 -0.01374 0.00256
(3.41 ) (7.71) 0.18)
PO-PEL 0.06991 0.00256 -0.07685
(5.89) (l.18) (7.08)
S_l 0.94177 0.94177 0.94177
(60.62) (60.62) (60.62)
L 141.274
Lo -28.914
s.e 1.04 0.97 1.10
d 2.32 1.30 1.78
h -0.84 1.84 0.59
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9985 1.53 0.0012 37.49
SGAS 0.9933 1.81 0.0085 15.08
SOIL 0.9911 2.11 0.0030 36.24
SELEC 0.9963 0.26 0.0006 11 .19
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Fig. 6.1b
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Fig. 6.lc
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Fig. 6.1d
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residuals followed by a succession of negative residuals. This is
particularly marked for gas but is also evident in the plot of the
actual and fitted values of oil. In the early years the model
tends to over-predict the share of oil but then underestimates the
peaks in 1969 and 1971. Electricity despite being calculated as a
residual through the identity relationship, performs satisfactorily
although the variations about the general upward trend are not
picked out by the model.
The elasticities generated by this model are given in Table 6.3.
The lag responses were simulated over thirty years but failed to
converge within this period. Thus the long run elasticities
reported here are not the true equilibrium elasticities;
nonetheless the responses were moving towards stability and
therefore the results presented here are felt to be an accurate
reflection of the true long run elasticities.
For total industry, solid fuels, gas and oil are price elastic in
the long run whilst electricity is found to be less sensitive to
changes in its own price with an own price share elasticity of -
0.64. All fuels are found to be substitutes in both the short run
and the long run although the degree of substitution between
electricity and other fuels is very weak. Gas and oil also exhibit
a weak substitutional relationship, and we can conclude that the
greatest opportunities for inter fuel substitution exist between
solid fuels and gas, and solid fuels and oil.
These relationships are very much as one might expect;
electricity, having a highly specific end use for space and water
237
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heating, motive power and electrochemical processes, cannot be
easily substituted by solid fuels, oil or gas. Conversely the high
cost of electricity would prohibit its use for say steam raising
where premium fuels are not essential. This might explain also why
gas, another premium fuel is not substituted for oil and vice-versa
to the same extent that solid fuels and oil are substitutable.
Engineering and Allied Industries
The parameter estimates for the fuel share model applied to the
engineering and allied industries sector are given in Table 6.4.
The log likelihood ratio test indicates that the model is
significant overall, however, several of the individual parameter
estimates are not significant. A comparison with the results of
the restricted model in Table 6.5, where the time trend has been
excluded, shows a slight improvement in the t-ratios of the
coefficients of the price of solid fuels in both the gas and solid
fuels equations. The value of the log likelihood function shows no
significant deterioration in the significance of the model, when
tested using the log likelihood ratio test.
It is clear that the time trend, representing technical progress,
does not contribute to the performance of the model and thus its
exclusion may be justified. A review of the other criteria against
which the model is evaluated shows no serious deterioration caused
by re-specifying the model.
There is no statistical evidence of first order autocorrelation
according to the Durbin-h statistic for each equation.
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TABLE 6.4 ENGINEERING AND ALLIED INDUSTRIES
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -2.1060 5.9972 -0.59326
(0.87) (4.98) (0.30)
T 0.11201 -0.09486 -0.00262
(1.28) (1.81) (0.04)
PS-PEL -0.02044 0.00369 0.02222
(0.84) (1.09) (1.46)
PE-PEL 0.00369 -0.01287 0.00863
(1.09) (5.07) (2.40)
PO-PEL 0.02222 0.00863 -0.03970
(1.46 ) (2.40) (2.74)
S-1 0.95082 0.95082 0.95982(30.92) (30.92) (30.92)
L 118.133
Lo -15.111
s.e 1.13 0.91 1 .26
d 1.88 2.41 2.12
h 0.32 -1.10 -0.33
Dynamic Simulation (Ex Post)
Corr.Coef RMSE Theils Mean of
U Dep.Var.
SSOL 0.9964 1.96 0.0044 25.87
SGAS 0.9957 1.16 0.0026 20.85
SOIL 0.9810 1.85 0.0025 36.01
SELEe 0.9762 0.76 0.0019 17.26
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TABLE 6.5 ENGINEERING AND ALLIED INDUSTRIES
FUEL SHARE MODEL
SSOL SGAS SOIL
C 1.2641 4.9300 1.2950
(2.59) (6.74) 0.24)
T
PS-PEL -0.03174 0.00389 0.03562
0.48) 0.29) (2.52)
PG-PEL 0.00389 -0.01059 0.00605
0.29) (6.23) (2.58)
PO-PEL 0.03562 0.00605 -0.05195
(2.52) (2.58) (4.23 )
S_l 0.90293 0.90293 0.90293
09.49) (39.49) (39.49)
L 116.76
Lo -15.111
s.e 1 .15 0.92 1.39
d 1.86 2.22 1.83
h 0.37 -0.57 0.45
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theile Mean of
U Dep.Var.
SSOL 0.9955 1.80 0.0037 25.87
SGAS 0.9901 1.37 0.0037 20.85
SOIL 0.9650 2.58 0.0048 36.01
SELEe 0.9764 0.75 0.0019 17.26
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The gas equation has shown a slight deterioration in terms of its
dynamic performance in the restricted model, nonetheless its
performance remains satisfactory.
Table 6.6 shows the lag responses of each of the fuel shares to
exogenous price shocks simulated over thirty years. The
relationships between the different fuel types for this sector are
slightly different from those exhibited by the aggregate model.
Solid fuels and gas appear to be very sensitive to changes in their
own prices in the long run. Their own price share elasticities
were -1.38 and -1.85 respectively. Oil and electricity are less
sensitive, with long run own price elasticities of -0.50 and -0.19
respectively. The cross price share elasticities indicate that all
fuels in this sector are substitutes with the exception of solid
fuels and electricity where the relationship is one of
complementarity. Despite gas and electricity both being premium
fuels, there is little evidence to suggest a strong substitutional
relationship between the two fuels in the sector.
In this sector, solid fuels, gas and oil are all used for power
generation, combined heat and power, space and water heating and
process energy whilst electricity is the main fuel used for motive
power and electrochemical processes. This pattern of fuel use
might imply less opportunity for interfuel substitution than
suggested by the results of the model. However, in the long run,
it is possible for the processes themselves to change together with
their fuel requirement.
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Food, Drink and Tobacco Industry
The parameter estimates of the fuel share model for the food, drink
and tobacco industry are presented in Table 6.7. The resu1 t s are
similar to those for total manufacturing, with the model proving to
be statistically significant overall. Most of the individual
parameter estimates are significant with t-ratios greater than the
critical value of the t-statistic. Of particular concern is the
magnitude of the coefficient of the lagged endogenous variables. A
coefficient greater than unity implies a negative rate of
adjustment which is clearly unrealistic.
The time trend is significant in both the solid fuel and gas
equations. However, as Table 6.8 shows, the exclusion of this
variable from the model does not reduce the statistical
significance of the overall model. Comparing the log likelihood
values of the two models by applying the log likelihood ratio test,
the value of is calculated to be 5.024 which is less than the
-'X2critical value of 7.815. The implication here is that the time
trend as a proxy for technical progress does not contribute to the
significance of the model. Excluding the time trend does reduce
the t-ratio of the estimated coefficients of the price of oil in
the gas equation and the price of gas in the oil equation.
Looking again at Table 6.8 it is clear that the model performs
fairly well with regard to the criteria used to evaluate the
results.
There is no evidence to suggest the existence of first order
autocorrelation with the Durbin-h statistic below the critical
value.
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TABLE 6.7 FOOD. DRINK AND TOBACCO - FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -6.3141 5.0032 -1.8754
(2.43) (4.46) 0.12)
T 0.17926 -0.11106 -0.05525
(1.94) (2.19) (0.92)
PS-PEL -0.05391 0.00672 0.05157
(2.56) (1.83) (3.70)
PG-PEL 0.00672 -0.01315 0.00594
0.83) (5.62) (1.81)
PO-PEL 0.05157 0.00594 -0.06395
(3.70) (1.81) (5.59)
s-1 1.0276 1.0276 1.0276(40.34) (40.34) (40.34)
L 116.011
Lo -33.468
s.e 1 .19 0.80 1.09
d 2.22 1.80 1.86
h -0.59 0.52 0.39
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Thei1s Mean of
U Dep.Var.
SSOL 0.9980 1.94 0.0018 39.14
SGAS 0.9956 0.93 0.0038 11.66
SOIL 0.9935 2.16 0.0025 40.69
SELEC 0.9903 0.43 0.0023 8.51
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TABLE 6.8 FOOD. DRINK AND TOBACCO - FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -1.0781 3.1457 -0.06495
(2.27) (7.52) (0.06)
T
PS-PEL -0.06151 0.00604 0.05592
(3.06) 0.79) (3.96)
PG-PEL 0.00604 -0.00988 0.00299
(1.79) (6.92) 0.27)
PO-PEL 0.05592 0.00299 -0.06559
(3.96) (1.27) (5.77)
S_l 0.97336 0.97336 0.97336
(58.59) (58.59) (58.59)
L 113.499
LO -33.468
s.e 1 .21 0.86 1.20
d 2.06 1.46 1.46
h -0.14 1.45 1.45
Dynamic Simulation (Ex Post)
Corr.Coef RMSE Theils Mean of
U Dep.Var.
SSOL 0.9972 2.09 0.0021 39.14
SGAS 0.9881 1.80 0.0144 11.66
SOIL 0.9864 2.95 0.0046 40.69
SELEC 0.9865 0.51 0.0032 8.51
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The results of the dynamic simulation show a slightly poorer
performance than for total manufacturing lower correlation
coefficients between actual and predicted values and slightly
higher values of Theils inequality coefficient. Nonetheless, there
is nothing particularly disturbing about the results for this
sector and the restricted model can be accepted with a high degree
of confidence.
Finally Table 6.9 presents the long run responses of the model.
The pattern of responses for this sector are similar to those found
for the engineering sector although some of the long run responses
are of a greater magnitude. Again we see a complementary
relationship between solid fuels and electricity, albeit a weak
one, whilst gas and electricity and oil and electricity are
substitutes. Solid fuels and gas, and solid fuels and oil appear
to be fairly strong substitutes whilst gas and oil are substitutes
but weaker.
In this sector, solid fuels, oil and gas are used for steam
process energy but a large proportion of gas is also used for
direct process energy whilst only a small proportion of coal and
oil are used for this purpose. Electricity is almost entirely used
for motive power whilst solid fuels, gas and oil are not. Clearly
the response characteristics generated by the model are consistent
with the pattern of fuel use for this sector.
Cheaicals aud Allied Iudustries
The parameter estimates for the fuel share model applied to the
chemical industry are shown in Table 6.10. The model is
statistically significant overall with evidence of positive first
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TABLE 6.10 CHEMICALS AND ALLIED INDUSTRIES
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -0.30313 13.111 -0.90891
(0.08) (4.06) (0.42)
T -0.10331 -0.12825 0.06346
(0.71) (0.92) (0.89)
PS-PEL -0.09293 0.03207 0.11211
(4.70) (4.42) (6.75)
PG-PEL 0.03207 -0.03805 -0.00059
(4.42) (5.15) (0.14)
PO-PEL 0.11211 -0.00059 -0.11361
(6.75) (0.14) (6.85)
S_l 0.91396 0.91396 0.91396
(29.49) (29.49) (29.49)
L 106.698
Lo -40.224
s.e 2.30 2.53 1.39
d 1.46 1.07 1.86
h 1.46 2.50 0.07
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Hean of
U Dep.Var.
SSOL 0.9950 3.03 0.0039 37.88
SGAS 0.9895 3.90 0.0138 22.49
SOIL 0.9865 1.93 0.0040 28.58
SELEe 0.9731 0.42 0.0014 11.04
t. 'f-' 249
TABLE 6.11 CHEMICALS AND ALLIED INDUSTRIES
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -2.6692 8.6871 -0.09826
(3.32) (5.79) (0.09)
T
PS-PEL -0.11701 0.01689 0.10123
(5.15) (3.95 (6.32)
PG-PEL 0.02689 -0.02774 -0.00224
(3.95) (5.10) (0.72)
PO-PEL 0.10123 -0.00224 -0.10516
(6.32) (0.72) (7.09)
5_1 0.93697 0.93697 0.93697(36.77) (36.77) (36.77)
L 97.778
Lo -40.224
s.e 2.35 2.68 1.38
d 1.40 1.04 1.87
h 1 .60 2.56 0.39
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE The ils Mean of
U Dep.Var.
8S0L 0.9928 3.70 0.0059 37.88
8GAS 0.9853 4.64 0.0195 22.49
SOIL 0.9869 1.86 0.0037 28.58
SELEe 0.8514 1.02 0.0083 11.04
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order autocorrelation in the gas share equation.
Although the coefficients of the time trend are not significant in
any of the share equations, the inclusion of the time trend does
contribute to the overall significance of the model. The results
for the restricted model with the time trend excluded, are shown in
Table 6.11, and it can be seen that the log likelihood function has
been considerably reduced. Applying the log likelihood ratio test
to evaluate the significance of the time trend in the full model,
the value of A is 17.84,comparing this to the criticalvalue of
X 2, 7.815, and it is clear that the improvement in the log
likelihood function when the time trend is included is significant.
The inclusion of the time trend also improves the dynamic
performance of the model. From the results of the dynamic
simulation it is evident that the full model tracks the time path
of actual fuel shares more accurately than the restricted model.
Only the oil share equation shows a slight deterioration in terms
of all three criteria used, however this is offset by the improved
performance of the other equations. The gas equation yields the
largest RMSE relative to its average actual value, this appears to
be characteristic of the performance of the gas equation in most
sectors.
Table 6.12 describes the short and long run response
characteristics of the full model. Once again, the response
patterns for the individual sector differ distinctly from those of
the aggregate model for total manufacturing. In many respects
however, the response characteristics for the chemical industry
have much in common with those of some of the other sectors. Again
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there is evidence of complementarity between solid fuels and
electricity but in the case of the chemical industry the responses
are much larger than in other sectors where this relationship
occurs. There is also evidence of complementarity between oil and
gas which so far, has not been evident at the aggregate or
disaggregated level. However, because of the insignificance of the
coefficient estimates of the price of oil in the gas equation and
the price of gas in the oil share equation, little emphasis should
be placed on this result, and in any case the c~oss price
elasticities between oil and gas are so small as to be negligible.
Of further interest here is a stronger substitutional relationship
between gas and electricity than has been evident in other
industries with a fairly elastic price response in the long run.
The chemical industry is of course very unusual in that nearly
fifty per cent of its natural gas requirement is used for feedstock
purposes and one would expect this factor to restrict the degree of
substitution possible between gas and other fuels. However the
results descussed above do not confirm this hypothesis except
between gas and oil.
Coal is used primarily for power generation and combined heat and
power, CHP, and could therefore be considered a substitute for
electricity, again this is not borne out by the resu1 ts. A
considerable proportion of oil and gas are used for this purpose as
well. The remaining oil and gas are used primarily for process
energy, both steam and direct process energy. It is therefore,
surprising that there is no evidence of substitution between these
two fuels. This may be accounted for by the fact that much of the
natural gas is used for feedstock purposes.
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Textiles, Leather and Clothing
The parameter estimates of the fuel share model for the textiles,
leather and clothing industry are presented in Table 6.13. The
model 1S clearly significant overall, although some of the
individual parameter estimates are not significant. In particular,
the price of oil in the gas equation and hence, by symmetry, the
price of gas in the oil equation have very low t-ratios.
The coefficient of the lagged share variable is estttll.iftedto be
1.0013, our a priori expections were that this coefficient should
have a value between zero and unity. The violation of this
condition implies a negative rate of adjustment which under normal
circumstances would be unrealistic.
The time trend is not significant in either of the three equations.
Restricting the coefficients of the time trend to be zero, the
model was re-estimated and the results are shown in Table 6.14. A
log likelihood ratio test shows no significant deterioration in the
value of the log likelihood function and hence the statistical
significance of the model, caused by imposing this constraint. The
value of "is 1.334, which is considerably lower than the critical
value of x 2.
In terms of the significance of the individual parameter estimates,
very little has changed. However, the coefficient of the lagged
endogenous variable has been reduced to a value below unity which
is now in accordance with our a priori expectations.
There is no evidence of first order autocorrelation as tested by
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TABLE 6.13 TEXTILES, LEATHER AND CLOTHING
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -4.1263 3.1766 0.42794
(1.05) (2.41) (0.21)
T 0.12726 -0.04694 -0.08388
(0.93) (0.82) (0.91)
PS-PEL -0.08651 0.00965 0.08147.',' (3.38) (1.78) (3.93)
PG-PEL 0.00965 -0.0087 0.00003
0.78) (3.03) (0.01)
PO-PEL 0.08147 0.00003 -0.07976
(3.93) (0.01) (4.13)
S-1 1.0013 1.0013 1.0013
(30.13) (30.13) (30.13)
L 112.852
Lo -18.866
s.e 1.81 0.97 1 .52
d 2.43 1.66 1.70
h -1 .17 0.90 0.81
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9979 2.24 0.0020 43.51
SGAS o • 9901 1 .17 0.0117 7.56
SOIL 0.9919 2.61 0.0040 37.89
SELEC 0.9939 0.48 0.0017 11.04
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TABLE 6.14 TEXTILES, LEATHER AND CLOTHING
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -0.44796 2.3363 -0.32202
(0.62) (5.43) (0.24)
T
PS-PEL -0.09406 0.00749 0.08783
(3.69) 0.51) (4.37)
PG-PEL 0.00749 -0.00715 0.00087
0.51) (4.12) (0.24)
PO-PEL 0.08783 0.00087 -0.08771
(4.37) (0.24) (4.87)
S_l 0.97590 0.97590 0.97590
(44.94) (44.94) (44.94)
L 112.185
Lo -18.866
s.e 1.82 0.97 1 .56
d 2.40 1.63 1.65
h -1.07 0.99 0.93
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9980 2.41 0.0023 43.51
SGAS 0.9892 1.33 0.0153 7.56
SOIL 0.9914 2.84 0.0047 37.89
SELEC 0.9947 0.42 0.0013 11.04
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the Durbin-h statistic with all values of h well below the critical
+level of ...1 64.
The results of the dynamic simulation show that the predicted
values of each fuel share track the actual time path quite closely.
The response characteristics of the model are presented in Table
6.15. The relationships between the different fuels for textiles,
leather and clothing differ considerably from those for the
aggregate model and for the other sectors. Of particular interest
here is the evidence of complementarity between electricity and the
three other fuels, although for solid fuels this is a relatively
weak relationship. The own price share elasticity of electricity's
share of the fuel mix is however positive in both the short and
long run. Again, this is contrary to a priori expectations. Solid
fuels, gas and oil are all found to be substitutes for one another,
although the gas/oil relationship is a weak one and not
statistically significant.
The nature of fuel use in this sector of industry is such that
electricity is used mainly for motive power whilst coal, gas and
oil are used primarily for steam process energy, power generation,
CHP and space and water heating. This would imply opportunities
for substitution between coal, gas and oil with very little
substitution between electricity and other fuels. This is clearly
consistent with the results found for this sector.
Paper, PriDtina aDd StatioDery
The parameter estimates obtained from applying the fuel share model
258
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to the paper, printing and stationery sector are given in Table
6.16. The model is clearly statistically significant with only a
couple of individual coefficients having t-ratios below the
critical value. The constant term in the solid fuel share equation
is not significant, neither are the coefficients of the time trend
in any of the three equations.
A look at Table 6.17 which shows the results of the model re-
estimft8ld with tthe time trend excluded from the specifioe-ation;
shows that no significant deterioration in the log likelihood
function arises as a result of the re-specification. Applying the
log Like'Ldhood ratio test yields a value f orX of 3.S22 which is
less than the X2 critical value of 7.Sl5. Thus, including the time
trend into the model fails to contribute significantly to the
model" s performance.
A further examination of the resuls given in Table 6.17 shows that
the performance of the model for this sector is quite satisfactory.
There is no evidence of first order autocorrelation and when a
dynamic simulation is performed the time paths of actual fuel
shares are matched closely by the perdicted values. The gas share
equation performs the least well, with a high RHSE relative to the
magnitude of the gas share.
The own and cross price share elasticities for the re-specified
model are presented in Table 6.1S. With the exception of oil, all
fuels are sensitive to changes in their own prices in the long run,
in particular gas. Gas and oil exhibit complementarity in both the
short run and long run, this is similar to the response patterns
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TABLE 6.16 PAPER, PRINTING AND STATIONERY
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -4.0769 5.6034 4.71159
0.01) (2.83) (2.27)
T 0.12628 -0.04770 -0.11131
(0.95) (0.56) (1.35)
PS-PEL -0.08010 0.02225 0.05505
.- .(3.63) (4.03) (2.97)
PG-PEL 0.02225 -0.01779 -0.00723
(4.03 ) (4.08) (1.59)
PO-PEL 0.05505 -0.00723 -0.06065
(2.97) 0.59) (3.41 )
S_l 0.93316 0.93316 0.93316
(25.38) (25.38) (25.38)
L 115.881
Lo -45.887
s.e 1.76 1.49 1.46
d 2.23 1.65 1.83
h -0.62 0.93 0.47
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9975 1.77 0.0011 47.36
SGAS 0.9883 2.19 0.0193 10.63
SOIL 0.9887 2.31 0.0039 34.72
SELEC 0.9953 0.32 0.0016 7.28
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TABLE 6.17 PAPER, PRINTING AND STATIONERY
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C -0.29224 4.8813 2.9623
(0.38) (7.00) (2.53)
T
PS-PEL -0.09079 0.01886 0.06017
(4.08) (3.74) (3.34)
PG-PEL 0.01886 -0.01633 -0.00462
(3.74) (5.99) 0.32)
PO-PEL 0.06017 -0.00462 -0.07052
(3.34) 0.32) (4.22)
S_1 0.91030 0.91030 0.91030
(38.41) (38.41) (38.41)
L 113.970
Lo -45.887
s.e 1 .76 1.49 1.50
d 2.25 1.60 1.76
h -0.68 1 .05 0.65
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9973 1.85 0.0012 47.36
SGAS 0.9859 2.34 0.0221 10.63
SOIL 0.9877 2.40 0.0042 34.72
SELEe o • 9956 0.31 0.0015 7.28
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found in the chemicals and allied industry sector although the
relationship in this case is much stronger.
Most of the non-electric fuel requirement is for steam process
energy, after being converted to heat, this would imply
considerable opportunities for interfue1 substitution in the long
run. Electricity, however, is used primarily for stationary motive
power implying little opportunity for substitution here.
The empirical results are to a certain extent consitent with the
pattern of fuel use for this sector although the response of
electricity to price changes is in many cases much larger than
would be expected. The relationship between oil and gas is also
contrary to a priori expectations based on the pattern of fuel use.
However, estimates of the boiler stock by firingl show that over
seventy five per cent of the boiler capacity for this sector is oil
fired. This would certainly restrict the ability to substitute
between oil and gas but does not entirely explain the
complementarity shown by these empirical results.
Building Materials and Ce.ent
The parameter estimates from applying the fuel share model to this
sector are presented in Table 6.19. Although the model is
statistically significant overall, many of the individual parameter
estimates are not significant. The solid fuels share equation and
the oil share equation perform particularly badly.
Although the time trend is significant in the gas share equation,
1 SPRU Boiler Survey (2).
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TABLE 6.19 BUILDING MATERIALS AND CEMENT
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 3.9596 7.9114 1.5144
(0.80) (4.51) (0.53 )
T 0.16213 -0.15294 -0.02467
(1.19) (2.17) (0.22)
PS-PEL -0.02590 0.01065 0.02196
(0.69) (1.46) (0.67)
PG-PEL 0.01065 -0.01993 0.00954
(1.46) (5.08) 0.55)
PO-PEL 0.02196 0.00954 -0.03451
(0.67) (1.55) (1.14)
S_l 0.86045 0.86045 0.86045
(22.73) (22.73) (22.73)
L 103.450
Lo -1.563
s.e 3 .22 1.34 2.90
d 1.57 1.81 1.43
h 1 .16 0.52 1 .85
Dynamic Simulation (Ex Post)
Corr.Coef. RM8E Theils Mean of
U Dep.Var.
S80L 0.9640 6.15 0.0085 65.09
SGAS 0.9871 1.36 0.0158 6.91
SOIL 0.9092 5.70 0.0465 23.64
SELEC 0.9774 0.27 0.0036 4.35
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its removal from the specification does improve the statistical
significance of some of the other explanatory variables, see Table
6.20. The overall significance of the model is only marginally
aff ected by the re specif ica tion. Using the log Iikel ihood ra tio
test, the computed value of
value of X2,7.815.
A is 5.07 compared with the critical
The time trend clearly does not contribute to the statistical
performance of the model.
The results of the dynamic simulation of the respecified model show
a slight improvement in terms of the criteria used to evaluate how
well the predicted fuel shares track the actual values. The solid
fuel share equation has deteriorated slightly but the other three
have all improved. Nonetheless, the dynamic performance is not as
good for this sector as for other sectors, the oil share
predictions are particularly disappointing.
Finally, the computed elasticities for this sector are shown in
Table 6.21. Overall, with the exception of gas, the price
sensitivity of each fuel share is much lower than in other
sectors. Furthermore the responses begin to stabilise far earlier
than in other sectors indicating faster rates of adjustment. Gas
and electricity appear to be weak complements, which is quite
reasonable on the grounds that they are both premium fuel a,
although this relationship has not been apparent in any of the
other sectors. The remaining relationships are clearly ones of
substitutes although in many cases the responses are relatively
weak.
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TABLE 6.20 BUILDING, MATERIALS AND CEMENT
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 10.535 4.6407 1.0241
(5.19) (6.66) 0.59)
T
PS-PEL -0.06174 0.00814 0.05251
0.62) Cl .42) (I .66)
PG-PEL 0.00814 -0.01425 0.00671
(1 .42) (5.351) (I.59)
PO-PEL 0.05251 0.00671 -0.06189
(I.66) (1.59) (2.21)
S_1 0.81768 0.81768 0.81768
(24.17) (24.17) (24.17)
L 100.915
Lo -1.563
s.e 3.07 1.38 2.97
d 1.75 1.66 1.41
h 0.67 0.94 1 .58
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9699 5.33 0.0064 65.09
SGAS o • 9796 1.73 0.0256 6.91
SOIL 0.9196 5.68 0.0463 23.64
SELEC 0.9681 0.32 0.0051 4.35
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The electricity requirement in this sector is used primarily for
stationary motive power, whilst solid fuels, oil and gas are used
almost entirely for firing kilns. The empirical results are
generally consistent with this pattern of fuel use.
Pottery, China and Glass
The parameter estimates for the fuel share model applied to the
pottery, china and glass sector are presented in Table 6.22. The
model is clearly significant overall although a few individual
parameter estimates are not significant. The time trend is not
significant in any of the three equations. The price of gas in the
solid fuels share equation and by symmetry the price of solid fuels
in the gas equation are not significant.
Excluding the time trend from the model yields the results shown in
Table 6.23. Contrary to expectations this does not lead to an
improvement in the t-ratios of the previously insignificant
coefficients. However the log likelihood function does not
deteriorate significantly and consequently the overall fit of the
model has not been reduced by the respecification. Using the log
likelihood ratio test,~ is computed to be 5.198 which is less than
the 'X2 critical value of 7.815 at the five per cent level of
significance.
The restricted model performs well in terms of the criteria used to
evaluate the model. The standard errors for each equation are low
relative to the magnitude of the endogenous variables and there is
no evidence of first order autocorrelatio~
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TABLE 6.22 POTTERY, CHINA AND GLASS
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 2.3703 8.3623 -5.0132
(0.84) (4.00) 0.65)
T -0.08803 -0.11619 0.15425
(0.77) 0.23) 0.51)
PS-PEL -0.05145 -0.00411 0.05204
(2.54) (1.10) (2.91)
PG-PEL -0.00411 -0.01779 0.01984
(l.10) (4.07) (3.44 )
PO-PEL 0.05204 0.01984 -0.07707
(2.91) (3.44 ) (4.16)
S-1 0.94093 0.94093 0.94093(28.48) (28.48) (28.48)
L 134.858
Lo -24.855
s.e 1.32 1.57 2.02
d 2.28 2.01 2.27
h -0.75 -0.02 -0.72
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9985 1.98 0.0047 19.59
SGAS 0.9877 2.07 0.0052 25.51
SOIL 0.9810 2.92 0.0038 45.24
SELEC 0.9978 0.31 0.0009 9.65
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TABLE 6.23 POTTERY, CHINA AND GLASS
FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 0.21292 4.8887 -1.6076
(0.48) (5.63) (1.34)
T
PS-PEL -0.05754 -0.00313 0.04491
(3.11) (0.91) (3.34)
PG-PEL -0.00313 -0.01127 0.01315
(0.91) (4.35) (4.07)
PO-PEL 0.04491 0.01315 -0.06489
(3.34) (4.07) (5.08)
S_1 0.95270 0.95270 0.95270
(54.07) (54.07) (54.07)
L 132.259
Lo -24.855
s.e 1.34 1 .65 2.09
d 2.25 1.84 2.10
h -0.65 0.41 -0.27
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9986 2.09 0.0052 19.59
SGAS 0.9830 2.67 0.0087 25.51
SOIL 0.9766 3.17 0.0045 45.24
SELEe 0.9962 0.48 o .0021 9.65
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The dynamic simulation results show an acceptable performance by
the model of tracking the actual time paths of the four fuel
shares. The correlation coefficient for the oil share equation is
slightly lower than would be expected but the RMSE and Theils
inequality coefficient do not indicate any serious failure of the
oil share equation to predict accurately.
Finally, Table 6.24 shows the own and cross price elasticities
generated by the restricted model. Once again the response
patterns did not stabilise within the thirty year period allowed.
However there is evidence to suggest that the share of solid fuels,
gas and electricity are all sensitive to own price changes in the
long run. Oil appears to be far less sensitive with an own
pri.ce elasticity of -0.78 in the long run.
With the exception of solid fuels and gas, all fuels exhibit
substitutability, although the degree of responsiveness is not
always symmetric. For example gas is fairly insensitive to changes
in the price of electricity whereas electricity is price elastic
with respect to the price of gas. This would imply that
electricity is substituted for gas but that gas is not substituted
for electricity to the same extent.
In this industry where premium fuels, gas and electricity, are
vital for the processes used, particularly in glass manufacture,
this relationship between gas and electricity is consistent with
our a priori expectations. This might also explain the
complementarity between solid fuels and gas, although by the same
measure gas and oil could be expected to be complements a180.
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Other Industry
The parameter estimates for the fuel share model applied to the
other industry sector are presented in Table 6.25. The model is
significant overall but again a couple of individual parameter
estimates are not significant. The time trend in the solid fuel
share and oil share equations have t+rati,o considerably below the
critical value whilst the price of gas in the solid fuel share
equation and the price of solid fuel in the gas share equation are
also not significant.
Removing the time trend from the model and re-estimating yields the
results shown in Table 6.26. Again, as in nearly all the other
sectors, excluding the time trend causes no serious deterioration
in the log likelihood function. Applying the log likelihood ratio
test, A is computed to be 5.47 which is less than 7.815, the
critical value of X2 at a five per cent level of significance.
However excluding the time trend does lead to a deterioration in
the significance of some of the price variables.
The results of the dynamic simulation show that the model manages
to track fairly accurately the time path of the actual fuel shares.
The correlation coefficient between actual and predicted values for
the share of electricity was slightly lower than expected at
0.9509, however in terms of the RMSE and Theils inequality
coefficient the dynamic performance of the model for electricity is
quite satisfactory.
The own and cross price share elasticities for other industry are
given in Table 6.27. There is nothing of particular interest with
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TABLE 6.25 OTHER INDUSTRY - FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 0.31803 3.2570 -3.2310
(0.11) 0.96) 0.67)
T -0.00847 -0.06075 0.12107
(0.08) 0.70) (l.32)
PS-PEL -0.06733 -0.00197 0.06326
(4 .11) (0.65) (4.21)
PL -0.00197 -0.00743 0.01004
(0.65) (4.26) (2.71)
PO-PEL 0.06326 0.01004 -0.08241
(4.21) (2.71) (4.57)
S_l 0.97658 0.97658 0.97658
(33.48) (33.48) (33.48)
L 107.074
Lo -48.461
s.e 1.08 0.60 1.42
d 2.22 2.75 2.46
h -0.59 -2.03 -1.23
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theile Mean of
U Dep.Var.
SSOL 0.9990 1.40 0.0013 30.26
SGAS 0.9960 0.50 0.0038 5.85
SOIL 0.9960 1.71 0.0010 50.70
SELEC 0.9701 0.58 0.0019 13.18
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TABLE 6.26 OTHER INDUSTRY - FUEL SHARE MODEL
Variable SSOL SGAS SOIL
C 0.06223 1.7623 0.63713
(0.16) (6.68) (0.55)
T
PS-PEL -0.06239 0.00333 0.06076
(4.18) (0.12) (5.07)
,.~, .'.~
PG-PEL 0.00333 -0.00516 0.00403
(0.12) (4.77) (1.42 )
PO-PEL 0.06076 0.00403 -0.06988
(5.07) (1.42) (5.01)
S_l o .96695 0.96695 0.96695
(66.24) (66.24) (66.24)
Lo -48.461
L 104.339
s.e 1.08 0.64 1.51
d 2.16 2.61 2.15
h -0.41 -1.61 -0.39
Dynamic Simulation (Ex Post)
Corr.Coef. RMSE Theils Mean of
U Dep.Var.
SSOL 0.9989 1.61 0.0018 30.26
SGAS 0.9944 0.77 0.0092 5.85
SOIL 0.9937 2.70 0.0026 50.70
SELEC 0.9509 0.81 0.0037 13.18
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respect to the response patterns shown here. Solid fuel and gas
are particularly sensitive to changes in their own price in the
long run whereas electricity and oil are less sensitive. All fuels
are found to be substitutes in the long run, although the magnitude
of the responses vary considerably. Electricity does not appear to
be very sensitive to exogenous price shocks other than its own.
Oil, gas and solid fuels are all used for power generation, CHP,
process energy and space and water heating implying considerable
scope for inter fuel substitution. Electricity is mainly used for
stationary motive power. The results generated by the fuel share
model are consistent with this pattern of fuel use.
6.5 Sua.ary
The fuel share model has been applied to each of the eight industry
sectors and to the total manufacturing industry. The main point to
be derived from the results discussed earlier is the diversity of
results between different industrial sectors. This reinforces the
suggestion made earlier that disaggregation allows the individual
production processes of different industries to be taken into
consideration.
The own and cross price elasticities were computed using a
simulation approac~ Stability was not reached in any of the eight
sectors, or at the aggregate level, within the period allowed,
although in nearly all cases the responses were beginning to
converge. The reason for this is a very slow rate of adjustment of
each fuel to its desired level, implying large costs of adjustment.
With the costs of investment into fuel burning equipment so
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expensive and with stringent investment criteria to be satisfied as
well as the shocks imposed by external price movements, the long
time delays implied by this model are not unrealistic.
The total manuf acturing resul ts suggest that all fue 1s are
substitutes, this is a finding consistent with many other fuel
share models. At the disaggregated level, however, complementarity
was evident between some fuels. Solid fuels and electricity were
found to be complements in four sectors; engineering, food,
chemicals and textiles. Gas and oil exhibited complementarity in
the chemical industry and in the paper industry. Gas and
electricity were found to be complements in textiles and building
materials and cement.
In all industries however, solid fuel and oil exhibited a
substitutional relationship, and in many cases this relationship
was fairly strong in the long run. This would suggest that a
pricing policy which artificially raises the price of oil vis a vis
solid fuels will lead eventually, to a move away from oil to coal.
The results also suggest that recent price differentials are
sufficient to induce a switch away from oil despite the
disadvantages associated with coal and fears regarding security of
supply and future price differentials. However, the rate of
adj ustment in industries where there was a signif icant long run
response, was often very slow implying long lead times before full
adjustment takes place. This would mean that it is possible tbat
industry bas so far responded mainly to the 1973 price sbock and
that adjustment to tbe 1979 price sbock is still in its early
stages.
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In terms of the abil ity of the model to forecast accura te ly, the
results have been encouraging. The gas equation performs the least
well in many sectors, however the greatest errors were encountered
in the early years of the estimation period before the natural gas
era. In many respects the gas series could be split into two
separate series, town gas and natural gas to distinguish between
their different markets. Natural gas is sold more into the bulk
market than was town gas. The considerable price discrepancies
between the town gas used in the early years and natural gas, may
account for the behaviour of the predicated gas shares in these
years.
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CHAPTER 7
EX POST AIm EX Alft'B FORECASTS
C8APTEIl 7
EX POST AND EX .on: FORECASTS
In this chapter the model developed in the previous chapters is
applied for forecasting purposes. To this end, both ex post
forecasts and ex ante forecasts are carried out. The object of
this exercise is twofold. In the first place, an ex post forecast
provides an opportunity for further verification of the performance
of the model, whilst an ex ante forecast allows the model to be
applied for projection purposes.
7.1 Ex Post Forecast
An ex post forecast, sometimes referred to as a post sample
simulation involves using the estimated model to make projections
outside the sample period used for the estimation of the model up
to and including the current period. The difference between ex
post simulations, ex post forecasts and ex ante forecasts are
illustrated more clearly by the following diagram.
Backcasting Forecasting
Time, tEstimation Period
forecast
Ex ante
)forecast
Ex post simulation.
t3(Today)
In the diagram t3 is a later time period than t2. Whilst in most
empirical work every effort is made to estimate a model with the
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most up to date information available it is likely that by the time
the estimation of the model has been completed, new data will have
become available. An ex post forecast then allows the predicted
values of the endogenous variables to be compared with this new
data, providing a further test of the validity of the model.
In this thesis the model was estimated from 1955 until 1982. Since
the estimation was completed data has become available for 1983 and
1984. An ex post forecast has been carried out for these two years
for the factor demand models and the share models on an industry by
industry basis.
Two sets of results are presented here, the first are the ex post
forecasts generated by carrying out a dynamic simulation over the
entire data period, that is, from 1955 up to and including 1984. A
dynamic simulation over such a long time-period will permit any
errors in the predicted values to be compounded, particularly if
autocorrelation is known to exist. The second set of ex post
forecasts were generated by dynamic simulation over 1983 and 1984
only.
Tables 7.1 and 7.2 present the ex post forecasts for the factor
demand model. The results in Table 7.1 have been generated by
dynamic simulation over the entire data period.
In most industry sectors the model has over predicted the level of
energy consumption for both years. The errors in the forecasts are
quite significant in some sectors, notably engineering and other
metal trades, other industry and for total industry. The
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discrepancy is particularly disturbing in the engineering sector
where the model predicts a slight increase in energy consumption in
1984 whereas actual energy consumption declined in that year.
The results in Table 7.2 using a dynamic simulation over 1983 and
1984 only are not signif icant ly different from the resul ts
discussed above, indicating that the errors are due less to
previous errors being compounded than to a failure in the model to
capture recent trends in energy consumption. It is possible that
the model has not captured the full extent of energy conservation
measures that have undoubtedly affected the level of demand or
perhaps the mine~s' strike in 1984 artificially depressed the level
of energy consumption and this will not have been picked up by the
model.
The ex post forecasts generated by the fuel share model are
presented in Tables 7.3 to 7.10. Again the s imulat ions were
carried out over two different data samples. The difference in the
two sets of resul ts is not signif icant indicating that the
forecasting errors are not being compounded to any great extent.
Looking at the ex post forecasts for the first set of results shows
that the model has performed reasonably well in this exercise. The
greatest discrepancy occurs for the predicted value of solid .fuels
in the engineering and allied industries sector, where the model
severely over-predicts the share of solid fuels for 1984.
One interesting point to be noted from the ex post forecasts for
solid fuels is that in six out of nine industry sectors (including
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TABLE 7.1 RESULTS OF EX-POST FORECAST FOR ENERGY CONSUMPTION
BY INDUSTRY (SIMULATION PERIOD 1955-1984)
m.therms
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry* 14002.0 15368.2 13567.0 15262. 2 556.9
Engineering & 2984.0 3648.9 2784.0 3730.6 278.4
Other Metal
Trades
Food, drink & 1564.0 1735.9 1596.0 1738.0 58.0
tobacco
Chemicals s 3966.0 3641. 8 3832.0 3504.5 214.0
Allied
Industries
Textiles, 807.0 814.1 743.0 801.5 65.9
Leather s
Clothing
Paper, Printing 820.0 822.9 864.0 753.6 69.4
& Stationery
Building 1014.0 987.9 1074.0 912.5 70.3
Materials s
Cement
Earthenware, 511. 0 557.0 497.0 545.4 25.1
China s Glass
Other Industry 2337.0 2775.7 2176.0 2861. 5 199.9
* Excluding Iron and Steel.
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TABLE 7.2 RESULTS OF EX-POST FORECAST FOR ENERGY CONSUMPTION
BY INDUSTRY (SIMULATION PERIOD 1983-84)
m.therms
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 14002.0 15462.6 13567.0 15606.0 1773.5
Engineering & 2984.0 3453.4 2784.0 3721.7 741.5
Other Metal
Trades
Food, Drink & 1564.0 1720.4 1596.0 1731.1 146.1
Tobacco
Chemicals & 3966.0 3807.4 3832.0 3623. 7 185. 1
Allied
Industries
Textiles, 807.0 809.8 743.0 802.5 42.1
Leather &
Clothing
Paper, Printing 820.0 791. 7 864.0 733.1 94.7
& Stationery
Building 1014.0 994.6 1074.0 915.4 112. 9
Materials &
Cement
Earthenware, 511. 0 548.5 497.0 542.3 41.6
China and Glass
Other Industry 2337.0 2694.6 2176.0 2826.8 525.1
* Excluding Iron and Steel.
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TABLE 7.3 RESULTS OF EX-POST FORECAST FOR SHARE OF
SOLID FUELS BY INDUSTRY (SIMULATION PERIOD 1955-1984)
m.therms
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 14.1 12.9 12. 2 14.8 1.6
Engineering & 16.8 15.7 10.1 17.3 2.2
Allied
Industries
Food, Drink 10.5 9.2 11.1 9.8 2.0
& Tobacco
Chemicals & 6.5 4.8 3.4 9.7 3. 2
Allied
Industries
Textiles, 22.0 16.5 23.0 18.4 2.7
Leather &
Clothing
Paper, 15.7 14.6 16.4 15.9 1.8
Printing &
Stationery
Building 59.5 59.3 57.3 60.9 5.2
Materials s
Cement
Earthenware, 0.6 2.5 O.8 3.3 2.1
China &
Glass
Other Industry 5.9 8.2 6.5 9.8 1.7
* Excluding Iron and Steel.
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TABLE 7.4 RESULTS OF EX-POST FORECAST FOR SHARE OF GAS
BY INDUSTRY (SIMULATION PERIOD 1955-1984)
per cent
1983 1984._ RMSE
Actual Forecast Actual Forecast
Total Industry * 39. 1 39.6 41.4 40.4 1.75
Engineering & 37.5 36.3 41.5 36.6 1.6
Allied
Industries
Food, Drink & 34.3 32.5 37.5 33.7 1.9Tobacco
Chemicals and 63. 7 62. 2 66.2 61.4 3.9Allied
Industries
Textiles, 23.7 24.6 27.3 25.5 1.3Leather &
Clothing
Paper, 35. 1 32.1 38.4 32. 1 2.6Printing &
Stationery
Building 17.7 18.3 21.4 18.2 1.8Materials &
Cement
Earthenware, 52.6 51.0 57.3 52.6 2.7China &
Glass
Other Industry 15.6 17.0 12.6 17.7 1.2
* Excluding Iron and Steel.
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TABLE 7.S RESULTS OF EX-POST FORECAST FOR SHARE OF OIL
BY INDUSTRY (SIMULATION PERIOD 1955-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry 30.9 32.0 29.1 28.7 2. 1
Engineering & 22.6 26.2 21. 7 23.6 2.6
Allied
Industries
Food, Drink 42.9 44.2 39.3 41.5 2. 9
s Tobacco
Chemicals s 18.8 22.1 17.6 17. 8 2.0
All ie d
Industries
Textiles, 37.8 42.3 31. 2 39.2 3.2
Leather &
Clothing
Paper, 35.1 37.7 32.1 36.4 2. 7
Printing &
Stationery
Building 16.2 16.3 15.0 14.5 5.5
Materials s
Cement
Earthenware, 26.8 27.0 21. 1 23.3 3. 1
China s
Glass
Other Industry 58.8 56.3 59.8 53.2 2.9
* Excluding Iron and Steel.
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TABLE 7.6 RESULTS OF EX-POST FORECAST FOR SHARE OF
ELECTRICITY BY INDUSTRY (SIMULATION PERIOD 1955-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 15.8 15.5 17.2 16.0 0.3
Engineering & 23 .1 21.8 26.6 22.5 1.1
Allied
Industries
Food, Drink 12.3 14.1 12.0 15.0 0.8
& Tobacco
Chemicals & 11.0 10.8 12.8 11.1 0.6
Allied
Industries
Textiles, 16.5 16.7 18.4 16.8 0.6
Leather s
Clothing
Paper, Printing 17 .1 16.9 17 .5 18.6 0.4
& Stationery
Building 6.6 6.1 6.2 6.3 0.3
Materials &
Cement
Earthenware, 20.0 19.6 20.7 20.9 0.5
China &
Glass
Other Industry 19.7 18.5 21 .2 19.2 0.9
* Excluding Iron and Steel.
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TABLE 7.7 RESULTS OF EX-POST FORECAST FOR SHARE OF
SOLID FUELS BY INDUSTRY (SIMULATION PERIOD 1983-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 14.1 13.5 12. 2 15.4 2.3
Engineering s 16.8 17. 1 10. 1 18.5 5.9Allied
Industries
Food, Drink 10.6 10.0 11. 1 10.7 0.5
& Tobacco
Chemicals & 6.5 4.6 3.4 9.4 4.5Allied
Industries
Text iles, 22.0 17.1 23.0 18.9 4.6Leather s
Clothing
Paper, 15.7 15.9 16.4 17.0 0.5Printing &
Stationery
Building 59.5 61.5 57.3 62.7 4.1Materials &
Cement
Earthenware, 0.6 0.8 0.8 1.7 0.6China s
Glass
Other Industry 5.9 7.9 6.5 9.5 2.6
* Excluding Iron and Steel.
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TABLE 7.8 RESULTS OF EX-POST FORECAST FOR SHARE OF GAS
BY INDUSTRY (SIMULATION PERIOD 1983-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry* 39.1 38.9 41.4 39.8 1.2
Engineering & 37.5 36.4 41.5 36.7 3.6
Allied
Industries
Food, Drink 34.3 32.5 37 .5 33.8 2.9
& Tobacco
Chemicals & 63.7 63.3 66.2 62.4 2.7
Allied
Industries
Textiles, 23.7 24.6 27.3 25.6 1.4
Leather &
Clothing
Paper, 35.1 32.9 38.4 32.9 4.2
Printing &
Stationery
Building 17 .7 17.2 21.4 17.4 2.9
Materials s
Cement
Earthenware, 52.6 49.7 57.3 51.3 4.7
China s
Glass
Other Industry 15.6 16.6 12.6 17 .3 3.4
* Excluding Iron and Steel.
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TABLE 7.9 RESULTS OF EX-POST FORECAST FOR SHARE OF OIL
BY INDUSTRY (SIMULATION PERIOD 1983-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 30.9 32.1 29.1 28.8 0.8
Engineering & 22.6 24.9 21. 7 22.4 1.7
Allied
Industries
Food, Drink 42.9 43.3 39.3 40.6 1.0
& Tobacco
Chemicals s 18.8 21 .3 17 .6 17 .1 1.8
Allied
Industries
Textiles, 37.8 41.6 31.2 38.5 5.9
Leather &
Clothing
Paper. 32.1 34.0 27 .7 31.3 2.9
Printing s
Stationery
Building 16.2 15.3 15.0 13.7 1.1
Materials &
Cement
Earthenware. 26.8 29.7 21.1 25.9 3.9
China & Glass
Other Industry 58.8 57.2 59.8 54.1 4.2
* Excluding Iron and Steel.
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TABLE 7.10 RESULTS OF EX-POST FORECAST FOR SHARE OF
ELECTRICITY BY INDUSTRY (SIMULATION PERIOD 1983-1984)
per cent
1983 1984
RMSE
Actual Forecast Actual Forecast
Total Industry * 15. 8 15.5 17. 2 16. 1 0.9
Engineering & 23. 1 21. 7 26.6 22.3 3. 1
Allied
Industries
Food, Drink t 2.3 14.1 12.0 14.9 2.4
& Tobacco
Chemicals s 11.0 10.8 12. 8 11. 1 1.2
Allied
Industries
Textiles, 16.5 16. 8 18.5 16.9 1.1
Leather &
Clothing
Paper, 17.1 17.1 17.5 18. 8 0.9
Printing s
Stationery
Building 6.6 5.9 6. 2 6. 2 0.4
Materials s
Cement
Earthenware, 20.0 19.7 20.7 21. 1 0.3
China &
Glass
Other Industry 19. 7 18.3 21. 2 19.0 1.8
* Excluding Iron and Steel.
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total industry) the model over-predicted the share of solid fuels
in 1984. The most obvious reason for this is the impact of the
year long miners' strike on the demand for coal.
A similar pattern of results is seen in the second set of results
where the dynamic simulation was carried out over a retricted
sample size.
In general, the share of gas was under est imated in 1983 and 1984
whilst no clear pattern emerged for the predicted levels of oil and
electricity. Over all the forecasting errors for gas, oil and
electricity were fairly small.
7.2 Ex Ante Forecasts
An ex ante forecast, that is, using the model to predict the values
of the endogenous variables beyond the current time period, was
carried out over the period 19851 to 1990.
Clearly, in order to generate these values over some future time
period by employing the estimated equations from chapters 5 and 6,
future values of the exogenous variables themselves are required.
Herein lies a substantial problem. The provision of such values
can amount to a major forecasting exercise in itself particularly,
as in this model, when some of the exogenous variables are highly
volatile and unpredictable.
1. Strictly speaking forecasts for 1985 are in fact ex post
forecasts. However, since actual data for the endogenous
variables is either not yet available or is not compatible with
earlier data the forecasts for 1985 have been included 88 an ex
ante forecast.
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Two alternative approaches are open to consideration. The first
would involve an in-depth investigation into the behaviour of each
of the exogenous variables and an attempt to formally generate
future values for these variables. Alternatively, a more popular
approach is to use forecasts for these variables which have been
produced as a result of other research and government or
institutional predictions.
Clearly the predictions for these exogenous variables must be
internally consistent. For example, if the price of heavy fuel oil
falls it is unlikely that the price of coal will simultaneously
rise. Whilst the specification and estimation of the model was
based on the assumption that the exogenous variables are
independent, in practise this is unlikely to be the case.
Before embarking into more detail on the underly ing assumptions
regarding the future values of the exogenous variables it is
important to be clear what the objective of the forecasting
exercise is. The main concern of this thesis is the demand for
energy within the industrial sector. To this end a full
interrelated factor demand model and fuel share model have been
developed. Whilst the model can be applied to predict future
levels of labour and investment, this is beyond the scope of this
thesis. Thus the forecasts are restricted to total energy demand
and the share of individual fuels on an industry by industry basis.
Furthermore, this exercise has been restricted to a "what-if" type
of approach or sensitivity analysis. That is, given certain
scenarios regarding one or more of the exogenous variables, what
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would be the effect on one of more of the endogenous variables?
Of particular interest to governments and energy suppliers is the
impact of oil prices and consequently the price of energy, on
energy demand. For this reason, attention has been focused on
this issue, although the model would lend itself to an analysis of
the impact of such factors as the rate of interest, rate of
corporation tax and other financial factors.
The various assumptions that have been made regarding the behaviour
of the exogenous variables are discussed below. For the purpose of
forecasting the starting point is the fuel share model. Once the
forecasts have been made for the individual fuel shares these
predicted values can be used to generate future values for the
price of energy. These in turn can be used in the ex ante
forecasts of energy demand using the factor demand model.
7.2.1 Aa8uaptioll8
Price of Heavy Fuel Oil
This variable provides the starting point for further discussion
because it is one of the most important variables in the model
being highly dependent on the price of crude oil. The relationship
between crude and fuel oil prices depends primarily on the levels
of indirect taxation and the extent to which refineries pass on
changes (particularly reductions) in crude oil prices to the
consumer.
The future of crude oil prices is a subject of considerable
interest to many sectors of the economy and one surrounded by
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uncertainty. It is beyond the scope of this study to try to
predict the future time path of crude oil prices and any attempt to
do so would be unwise given the pitfalls involved.
In June 1986 the Chevron Corporation presented two possible
scenarios for the price of crude (1). Under the high scenario,
crude prices would reach between $20 and $25 in 1986 prices by
1987, rising to $28-$35 by the year 2000. Under the low scenario
the range would be $10-$15 by 1987 and $18-$22 by the year 2000.
These predictions are consistent with forecasts made by Odell (2)
in October 1986. At a time when the future appears more uncertain
than ever before these predictions can only be viewed as being
reasonable estimates.
The predicted levels of heavy fuel oil prices, shown in Table 7.11,
are based on these assumptions regarding the price of crude.
Levels of indirect taxation are assumed to remain unchanged.
Although the Petroleum Intelligence Weekly points out (3) that,
according to traders, fuel oil prices move slower than crude and
light products, the International Energy Agency reports (4) that
much of the reduction in crude oil prices in 1986 has in fact been
passed on to the consumer.
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TABLE 7.11 EXPECTED HEAVY FUEL OIL PRICES
PER CENT CHANGE PER ANNUM (REAL TERMS)
High Scenario Low Scenario
1985 (a c t ua l.I" -4.6 -4.6
1986 (estimated) -54.0 -54.0
1987 30.0 0.0
1988 0.0 5.0
1989 10.0 5.0
1990 25.0 5.0
* Based on an inflation rate of 6% for 1984/85.
Price of Coal and Coke
In the past the price of coal and hence coke have been highly
correlated with the price of heavy fuel oil. However, in 1985 the
price of coal saw a modest increase despite the price of heavy fuel
oil having already begun its decline. In 1986 the price of coal
fell by only 1.14 per cent in the first quarter and by a further
4.6 per cent in the second quarter. The price of coal has a lower
limit related to production costs for domestic coal, which are on
average in the region of £40 per tonne. With 1985 coal prices
averaging £51 per tonne there is clearly limited room for
manoeuvring. Table 7.12 shows the alternat ive price scenarios for
coal and coke consistent with those for heavy fuel oil.
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TABLE 7.12 EXPECTED COAL AND COKE PRICES
PER CENT CHANGE PER ANNUM (REAL TERMS)
High Oil Price Low Oil Price
scenario scenario
1985 (actual)* 0.05 0.05
1986 (estimated) -10.00 -10.00
1987 4.70 -3.8
1988 0.00 0.0
1989 2.70 0.0
1990 0.00 0.0
* Based on an inflation rate of 6% for 1984/85.
Price of Gas
As with coal, average gas prices have in the past been highly
correlated to the price of heavy fuel oil. However, the price of
gas to the industrial consumer increased by about 7 per cent,
before allowing for inflation, in 1985, whilst the price of heavy
fuel oil fell in both real and nominal terms. Gas prices fell
quite sharply in the first two quarters of 1986 and there is no
reason why interruptible gas prices should not compete effectively
with the price of HFO. The expected price changes under both
scenarios are presented in Table 7.13.
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TABLE 7.13 EXPECTED GAS PRICES
PER CENT CHANGE PER ANNUM (REAL TERMS)
High Oil Price Low Oil Price
scenario scenario
1985 (actual) 1.0 1.0
1986 (estimated) -17.0 -17.0
1987 10.0 0.0
1988 0.0 2.0
1989 5.0 2.0
1990 7.5 2.0
* Based on an inflation rate of 6% for 1984/85.
Price of Electricity
The price of electricity to the industrial consumer is probably the
least likely to be affected by falling crude oil prices although
lower coal and oil prices should place some downward pressure on
the cost of electricity generation which may feed through to the
consumer.
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TABLE 7.14 EXPECTED ELECTRICITY PRICES
PER CENT CHANGE PER ANNUM (REAL TERMS)
High Oil Price Low Oil Price
scenario scenario
1985 (actual)* -2.4 -2.4
1986 (estimated) -5.0 -5.0
1987 5.0 0.0
1988 0.0 0.0
1989 0.0 0.0
1990 0.0 0.0
* Based on an inflation rate of 6% for 1984/85.
Price of Energy
The expected time path for energy prices are generated by
calculating a weighted average of the expected individual fuel
prices with the weights being given by the forecast values of the
individual fuel shares ie.
PE ...
100
where Si is the predicted share of fuel i
and Pi is the expected price of fuel i under the
relevant scenario.
Price of Labour
The real cost of labour increased by 1.5 per cent in 1985 and by
4.5 per cent in 1986. From 1986 onwards it is assumed to remain
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unchanged in real terms, that is increasing only with the rate of
inflation. Whilst such an assumption may not be realistic in view
of historic trends it is adequate for the purposes of this
forecasting exercise which is intended to test the sensitivity of
energy demand potential in the price of crude oil.
Cost of Capital
The cost of capital is assumed to remain constant in real terms
throughout the forecasting period.
7.2.2 I.esuits of the Ex Ante Forecasts
The re su1 ts of the ex ante forecast of fuel shares on an industry
by industry basis under both oil price scenarios are shown in
Tables 7.15 to 7.23.
Under both scenarios, the share of solid fuels declines
significantly in all sectors. The decline is more dramatic under
the low oil price scenario than under the high oil price scenario,
as would be expected. It was mentioned in chapter 2 of this thesis
that an inherent limitation of fuel share models of this type is
that shares may become negative when forecasted outside the
estimation period, particularly when shares are very small or when
input prices are expected to increase or decrease substantially.
This occurred in some sectors where the share of solid fuels is
very small, for example in the food, drink and tobacco industry,
chemicals and earthenware, china and glass. Clearly, it is
impossible to have negative shares and so, where these have been
forecast by the model they have been replaced by a zero share and
the other fuel shares adjusted accordingly.
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In nearly all sectors the decline in coal has been offset by small
increases in the share of gas and oil. Electricity has been the
least affected by either of the oil price scenarios.
'.",~. .._, ....
These results may in general be considered feasible. It is to be
expected that a fall in the price of heavy fuel oil, particularly
if it is sustained as in the low oil price scenario, will lead to a
shift back towards an increase in the level of fuel oil consumed at
the expense of coal. Gas is more likely to maintain its share of
the fuel mix than coal given that it is a premium fuel and also
more able to compete effectively in terms of price than coal. This
1S indeed borne out by the forecasts. In addition, the experiences
of the past fifteen years have led to a desire within the
industrial sector to incorporate flexibility into its production
processes thereby facilitating a switch from one fuel to another as
market forces dictate.
The ex ante forecasts for total energy consumption are given on an
industry by industry basis in Tables 7.24 and 7.25.
Under the high oil price scenario, energy consumption in nearly all
sectors is predicted to rise in 1986 and 1987 before tailing off
towards the end of the decade. These increases will be due to the
reduced cost of energy which occurs under both scenarios in 1986.
In some sectors energy consumption continues to increase in 1988
and in the chemicals and all ied industries energy consumption is
forecast to continue increasing until the end of the decade. A
similar response pattern is seen under the low oil price scenario
although the increases are more significant, as would be expected.
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Several qualifying points need to be mentioned here. To date, all
factor demand models such as the one developed and applied in this
thesis are based on the asumption of symmetric price responses.
Thus a one per cent increase in the price of an input will lead to
the same percentage change in demand for that input as a one per
cent fall. In reality there are very good reasons why this is
unlikely to be true in the case of energy demand.
Existing conservation measures and the increase in energy awareness
that has been aroused during the post 1973 era mean that in
practice price elasticities are more likely to be a-symmetric. For
this reason the forecasts presented here may in fact over-state the
levels of energy consumption likely to be attained in the future
under these price scenar i.os, However, it is not possible to state
to what degree this will be the case.
Whilst this is undoubtedly true, it may also be the case that lower
energy costs resulting from a lower oil price will stimulate output
thereby leading to an increased demand for energy so that some
increase would be expected.
Forecasting is an exercise fraught with pitfalls. The results of
such an exercise should not be taken at face value but in the light
of the assumptions and theoretical limitations of the underlying
models. Nonetheless it can serve a useful purpose to analyse the
sensitivity of the endogenous variables to potential changes in the
key determining factors.
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TABLE 7.15 RESULT OF EX-ANTE FORECAST OF FUEL SHARES FOR
TOTAL INDUSTRY
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
'iII--'
Solid Fuels 16 .1 12.3 10.0 7.8 6.1 6.6
Gas 41 .2 42.1 42.8 43.5 44.1 44.4
Oil 26.2 29.0 30.5 31.9 32.8 31.8
Electricity 16.4 16.6 16.7 16.8 17 .0 17 .2
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 16 .1 12.3 9.1 6.4 4.1 2.3
Gas 41.2 42.1 42.9 43.7 44.3 44.9
Oil 26.2 29.0 31.3 33.2 34.7 35.9
Electricity 16.4 16.6 16.6 16.6 16.7 16.8
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TABLE 7.16 RESULTS OF EX-ANTE FORECAST OF FUEL SHARES
FOR ENGINEERING AND OTHER METAL TRADES
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 18.5 17.0 16.2 15.6 15.2 15.8
Gas 36. 8 36.9 36.9 36.9 36.9 36.8
Oil 21.7 23.5 24.3 25.1 25.5 24.7
Electricity 22.9 22.6 22.6 22.4 22.4 22.6
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 18.5 17.0 15.7 14.8 14.0 13.5
Gas 36.8 36.9 37.0 37.0 37.0 37.0
Oil 21.7 23.5 24.9 25.9 26.8 27.4
Electricity 22.9 22.6 22.4 22.2 22.1 22.0
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TABLE 7.17 RESULTS OF EX-ANTE FORECAST FOR FOOD.
DRINK AND TOBACCO
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 10.1 6.4 3.7 1.2 0.0 0.0
Gas 34. 8 36.0 37. 1 38. 1 38. 7 39.2
Oil 39.3 41. 6 42.9 44.1 44.5 43.5
Electricity 15.7 15.9 16.3 16.6 16. 8 17.3
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 10.1 6.4 3.1 0.1 0.0 0.0
Gas 34. 8 36.0 37.2 38.2 38.3 38.3
Oil 39.3 41. 6 43.6 45.2 45.5 45.5
Electricity 15.7 15.9 16.2 16.4 16.2 16.1
•
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TABLE 7.18 RESULTS OF EX-ANTE FORECAST FOR CHEMICALS
AND ALLIED INDUSTRIES
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
So1id Fuels 13.4 7.7 4.6 1.7 0.0 1.7
Gas 60.3 60.4 59.8 59.2 58.1 56.3
Oil 14.9 19.9 22.9 25.7 27.7 26.7
Electricity 11.4 11.9 12.6 13.4 14.2 15.3
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 13.4 7.7 2.8 0.0 0.0 0.0
Gas 60.3 60.4 60.3 59.1 56.6 54.4
Oil 14.9 19.9 24.2 27.4 29.3 30.7
Electricity 11.4 11.9 12.7 13.6 14. 1 14.9
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TABLE 7.19 RESULTS OF EX-ANTE FORECAST FOR TEXTILES,
LEATHER AND CLOTHING
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 19.6 14.6 11.2 7.8 5.1 4.7
Gas 26.5 27.6 28.6 29.6 30.6 31.3
Oil 36.9 40.6 42. 7 44.9 46.5 46.0
Electricity 16.9 17. 2 17.4 17.6 17.8 18.0
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 19.6 14.6 10. 2 6.2 2.7 0.0
Gas 26.5 27.6 28.7 29.7 30.6 31. 4
Oil 36.9 40.6 43.6 46.3 4B.7 50.5
Electricity 16.9 17.2 17.5 17.7 17.9 1B.1
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TABLE 7.20 RESULTS OF EX-ANTE FORECAST FOR PAPER,
PRINTING AND STATIONERY
High Oil Price Scenario
per cent
1985 1986 1987 .1988 1989 1990
>-
Solid Fuels 16.5 12.6 10.2 8.1 6.5 7.0
Gas 32.1 33.0 33.4 33.8 34.0 33.8
Oil 31.2 34.2 35.8 37 .3 38.1 37.1
Electricity 20.1 20.2 20.5 20.8 21 .3 22.1
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 16.5 12.6 9.5 7 .1 5.1 3.6
Gas 32.1 33.0 33.6 34.2 34.5 34.8
Oil 31.2 34.2 36.7 38.8 40.3 41.6
Electricity 20.1 20.2 20.0 20.0 20.0 20.0
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TBLE 7.21 RESULTS-OF EX-ANTE FORECAST FOR BUILDING
MATERIALS AND CEMENT
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 61. 9 59.0 57.5 56.3 55.6 56.5
Gas 18.1 17•9 17.7 17.5 17.2 16.9
Oil 13.6 16.8 18.6 20. 1 21.0 20.3
Electricity 6.4 6.2 6.2 6.2 6. 1 6. 2
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 61. 9 59.0 56.9 55.4 54.3 53.8
Gas 18. 1 17.9 17.7 17.6 17.4 17.2
Oil 13.6 16.8 19.2 21.0 22.2 23.0
Electricity 6.4 6.2 6.2 6.1 6. 1 6.0
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TABLE 7.22 RESULTS OF EX-ANTE FORECAST FOR-EARTHENWARE.
CHINA AND GLASS
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 3.6 1.1 0.0 0.0 0.0 0.0
Gas 53.9 54.6 54.9 54.7 54.6 55.0
Oil 20.2 21.4 21.6 21.6 19.4 20.0
Electricity 22.3 22.9 23.5 23.7 24.2 25.0
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 3.6 1.1 0.0 0.0 0.0 0.0
Gas 53.9 54.6 54.7 54.3 54.0 53.8
Oil 20.2 21.4 22.1 22.4 22.6 22.6
Electricity 22.3 22.9 23.2 23.3 23.4 23.6
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TABLE 7.23 RESULTS OF EX-ANTE FORECAST FOR OTHER INDUSTRY
High Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 10.9 7.9 5.9 3.9 2.4 2.4
Gas 18.3 18.8 19.3 19.7 20.1 20.5
Oil 50.8 53.1 54.3 55.5 56.3 55.4
Electricity 19.9 20.2 20.5 20.8 21. 2 21.6
Low Oil Price Scenario
per cent
1985 1986 1987 1988 1989 1990
Solid Fuels 10.9 7.9 5.2 2.8 0.8 0.0
Gas 18.3 18.8 19.3 19.7 20.1 20.3
Oil 50.8 53.1 55.1 56.8 58.2 58.7
Electricity 19.9 20.2 20.4 20.6 20.9 20.9
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TABLE 7.24 RESULTS OF EX-ANTE FORECAST OF ENERGY
CONSUMPTION
Low Oil Price Scenario
m.therms
1985 1986 1987 1988 1989 1990
Total 15268 17311 18438 18510 18249 18200
Industry *
Engineering 3861 4394 4712 4763 4632 4444
& Other Metal
Trades
Food, Drink 1762 2012 2143 2208 2244 2267
& Tobacco
Chemicals & 3385 3445 3588 3796 4060 4373
Allied
Industries
Textiles, 734 785 809 849 882 903
Leather &
Clothing
Paper, 702 720 748 766 766 750
Printing
& Stationery
Earthenware, 539 569 579 581 578 572
China & Glass
Building 906 1306 1359 1334 1302 1269
Materials &
Cement
Other 2980 3453 3759 3954 4085 4176
Industry
* Excluding Iron and Steel
TABLE 7.25 RESULTS OF EX-ANTE FORECAST OF
ENERGY CONSUMPTION
High Oil Price Scenario
m. therms
1985 1986 1987 1988 1989 1990
Total 15268 17311 17619 17420 16945 16188
Industry *
Engineering 3861 4394 4533 4515 4341 4061
& Other
Metal Trades
Food, Drink 1762 2012 2062 2102 2101 2038
& Tobacco
Chemicals & 3385 3445 3521 3654 3808 3946
Allied
Industries
Textiles, 734 785 761 786 774 721
Leather s
Clothing
Paper, 702 720 730 732 716 673
Printing
s Stationery
Earthenware, 539 569 565 562 555 536
China & Glass
Building 905 1306 1160 1147 1056 925
Materials
& Cement
Other Industry 2980 3453 3637 3780 3843 3784
* Excluding Iron and Steel.
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CHAPTER 8
CONCLUSIONS AND SUGGESTIONS FOR FURTHER RESEARCH
CBAPTEJl 8
COBCLUSIOBS AND SUGGEST lOBS FOR FURTHER RESEARCH
The demand for energy and for individual fuels can be viewed as a
derived demand generated by the solution to the firm's profit-
maximising decision making process. In this way further insight
into the full interrelationships between energy and other factors
of production and a greater understanding of the mechanisms
influencing energy demand in the industrial sector can be achieved.
In this thes is a full dynamic factor demand model has been
specified, estimated and tested. In addition, the relationship
between the individual fuels has been investigated in a similar
way. A particular feature of the model is the way in which the
factor demands are permitted to vary as the firm moves from one
production isoquant to another. In this way the relationship
between energy and output is not constrained to be uni-directional.
A direct consequence of this specification is seen from the
estimated own and cross price elesticities. In particular the own
price elasticity of demand for total industry is found to be of a
greater magnitude than empirical evidence has traditionally
suggested. The dynamic specification of the model is one reason
for the increased elasticity estimates but it is also highly
probable that these estimates reflect not only the direct effect of
a price change on energy demand but also the impact of the price
change on industrial output via the production function and the
interrelationsips between the factors of production. Furthermore
by applying the model at a greater level of disaggregation than has
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traditionally been done the results should relect the differences
in the production structures of individual industries rather than
relying on the the assumption of homogeneity within the industrial
sector as a whole. The model applied at an aggregate level does
however provide a benchmark against which the results of individual
sectors can be compared.
8.1 The Main Findings
The results of the interrelated factor demand model applied at the
disaggregated level did exhibit diverse relationships between the
factors of production over the different industry sectors thereby
justifying the use of a disaggregated model. Unfortunately, in the
case of the factor demand model certain incongruous relationships
became apparent when the model was evaluated using dynamic
simulation. In this respect the aggregate model performed better.
As far as the fuel share model is concerned the disaggregated model
proved to be highly satisfactory, although this could only be
achieved by imposing restrictions on the adjustment matrix.
However, these restrictions did not seem to compromise the
statistical performance of the model.
For most industries the long run own price elasticity of demand for
energy was significantly greater than the short run implying that
firms do not adjust instantaneously to exogenous shocks and
therefore justifying the use of a dynamic model. For total
manufacturing the own price elasticity of demand in the long run is
greater than estimates from other studies would suggest although
there is considerable variation between sectors. This is
consistent with our a priori expectations and suggests that in
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traditional models where output is treated exogenously, too great a
constraint is placed on the demand functions. One of the most
interesting conclusions to be drawn from the factor demand model is
the importance of energy prices in the firm's decision making
process. Although this perhaps contradicts the impression gained
from the recent surveys of managerial attitudes towards energy
prices as discussed in Chapter 1, the resul ts do endorse the view
held by many industrialists that high energy prices stifle
investment and industrial performance. This can be interpreted
from the complementarity between energy and capital that was found
in most industrial sectors. Furthermore this complementary
relationship between energy and capital does not support the
hypothesis that investment incentives which reduce the cost of
capital actually lead to a reduction in energy consumption.
However this result requires further qualification and we shall
return to this point in the discussion on areas for further
research.
Despite the imposition of a restricted adjustment matrix the fuel
share model performed well in terms of all the criteria used to
evaluate it and the elasticities generated by the estimated
coefficients were nonetheless informative. Diverse relationships
between the individual fuels were found over the industry sectors
again justifying the use of a disaggregated model. The dynamic
specification highlights the difference between short run and long
run responses suggesting that static models underestimate the
potential effects of changes in the exogenous variables. Whilst
the diversity of results makes it difficult to generalise the
findings from this model, one particular relationship between the
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fuels was clearly evident and of especial importance for pricing
policy. In all industries solid fuel and oil exhibit a
substitutional relationship and in many industries this
relationship was fairly strong in the long run. This result
implies that a pricing policy which artificially raises the price
of oil vis a vis solid fuels will lead, eventually to a move away
from oil. The results also suggest that price differentials in
recent years have been sufficient to induce a switch away from oil
despite the disadvantages associated with coal and fears regarding
security of supply and future price differentials. The rate of
adjustment in all sectors was found to be slow implying long lead
times before full adjustment to a price shock takes place. Such
low rates of adjustment as this model suggests are not unrealistic
given the considerable investment costs involved in a move away
from one fuel to another and, in the case of moving from oil to
coal, the uncertainties involved. When we consider also the
evidence from the factor demand model which suggested that high
energy prices may stifle investment as a result of reduced
profitability and restricted cash flows we see that the firm is
faced with a difficult problem to resolve particularly in periods
such as the post 1973 and post 1979 oil price crises. In
situations such as those the firm becomes aware of the need to
reduce its dependence on oil. Such an action however, would
involve considerable capital expenditure, and the uncertainty
regarding future price differentials makes the viability of such an
action questionable. Furthermore the high price of the fuel oil
itself is exacerbating existing low levels of profitability and
restricted cash flows making the necessary capital expenditure
difficult to finance. Thus the complementarity between energy and
318
capital exhibited in the factor demand model; the slow rates of
adjustment in the fuel share model and the substitutional
re lat ionship between so 1id fuel and oil, are all internally
consistent if one accepts the argument illustrated above.
Finally both models were applied as an exercise in sensitivity
analysis. Whilst the model has the potential, particularly at the
aggregate level to be used for forecasting purposes, the analysis
of each of the explanatory variables required to formulate
internally consistent scenarios is beyond the scope of this thesis.
Instead by using two alternative sets of assumptions regarding the
future time path of the explanatory variables a "what-if" type of
approach or sensitivity analysis was undertaken. The focal point
of this exercise was to examine the effect on future levels of
energy demand and the demand for individual fuels of potential
levels of crude oil prices and hence oil products used by industry,
such as heavy fuel oil.
The most interesting result of this exercise was that under both
the high and low oil price scenarios the share of solid fuels is
predicted to decl ine signif icant ly in all sectors up to 1989. In
nearly all sectors the decline in the share of coal will be offset
by small increases in the shares of natural gas and oil. Under the
high oil price scenario solid fuels regain part of their lost share
in 1990.
Under the low oil price scenario the demand for total energy by
the industrial sector (excluding iron and steel) is predicted to
increase in 1987 and 1988 but falls again by 1990. Total energy
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demand under this scenario is predicted to be 18,200 m.therms in
1990 compared with 15,268 m.therms in 1985. Of this, 6.6 per cent
will be solid fuel, 44.4 per cent natural gas or other gaseous
fuels, 31.8 per cent petroleum products and 17.2 per cent
electricity. Under the high oil price scenario total energy demand
by the industrial sector is predicted to be 16,188 m.therms of
which 2.3 per cent will be solid fuels, 44.9 per cent gas, 35.9 per
cent oil and 16.8 per cent electricity.
8.2 Suggestions for Further Research
No model, by definition, can hope to explain entirely all the
mechanisms involved in the process being modelled. The aim of a
model, regardless of its nature, is to aid in the understanding of
the mechanisms involved. The purpose of the models developed in
this thesis is to provide a greater understanding within the
framework of economic theory, of the decision-making process that
the firm undergoes when choosing its total energy requirements and
the share of this total that will be made up by each of the
individual fuels. Whilst the models do illustrate the
interrelationships that exist between energy and other factors of
production, the partial-equilibrium nature of the model means that
certain other relationships have been excluded from the analysis.
The two main factors which have not been modelled explicity here
but which have very important implications for energy demand are
the precise relationship between energy prices and output and the
effect of energy prices on technical progress via the investment
equation.
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Beenstock et a1 (1) in their work which is discussed in Chapter 2,
have applied a more general equilibrium approach by estimating both
the production function and the factor demand models. However, the
use of a simple Cobb-Douglas production function may introduce more
problems than are solved. Epstein (2) develops duality theory in a
dynamic context in his theoretical work and postulates several
sy stems of prof it maxim is ing funct ions and corresponding factor
demand equations. As yet there is no empirical application of this
model and consequently this presents significant opportunities for
further researc~ Estimation of the production function is made
more difficult because of the need to differentiate between profit
maximising levels of output and observed levels of output as
discussed in Chapter 4. The importance of examining this
relationship precisely could be seen earlier when we discussed the
elasticities generated by the factor demand model. Evidently, the
models estimated in this thesis generated own price elasticities of
demand somewhat greater in magnitude than elasticity estimates
produced by other models. It was supposed that one of the reasons
for this is that the model, as well as capturing the direct effect
of energy price changes was also capturing the indirect effect of
changes in output as output responded to higher energy prices.
This reasoning is intuitive; empirical evidence is clearly needed.
The effect of energy prices on technical progress and the
consequent indirect effect on energy demand is a further important
aspect of the problem but one that has received very little
attentio~ Existing models do not permit these interrelationships
to be investigated. The use of time trends to represent technical
progress is clearly a crude proxy, whilst the sporadic nature of
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data on expenditure on research and development into energy
efficiency, means that little alternative is available. Until this
problem is resolved it is clearly impossible to make any quantified
analysis of the relationship between technical progress and the
price of energy. Another related problem is the need to
incorporate some measure of the conservation effort into the energy
demand equations explicitly. To a certain extent this could be
covered by the investment equation and the interrelationship
between energy demand and the demand for plant and machinery.
However, in order to differentiate between investment in more
energy efficient capital in order to conserve energy; investment
in different fuel burning equipment to achieve fuel substitution;
and investment in plant and machinery for non-energy reasons such
as increasing output would require data which is never likely to be
available in a form suitable for econometric analysis.
An inherent characteristic of most energy demand models, and the
one presented here is no exception, is the implicit assumption of
symmetry in price elasticies. Thus a one per cent rise in energy
prices has an equal but opposite effect on energy demand as a one
per cent fall in energy prices. In the past this has not been
considered a major limitation of the models since they were, in the
main, developed and applied during a period of rising energy prices
and with expectations of further increases to come. However, in
recent years, in particular 1985 and 1986 when oil prices started
to decline in real terms the assumption of symmetrical price
responses has become more of an issue. Intuitively there are
several reasons why price elasticities of demand are not likely to
be symmetric. During periods of rising prices energy conservation
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and improvements in energy efficiency are undertaken. This often
involves investment in more efficient equipment and industrial
processes as well as good housekeeping measures and an increased
awareness of the significance of energy demand in terms of
operating costs. If energy prices begin to fall, many of the
measures implemented during the period of rising prices will remain
in place and operative. Technical progress cannot be forgotten or
removed immediatley. Thus in the short run, energy demand will not
increase immediately in response to a price fall although the
indirect effect of lower energy price on output may result in
increased energy demand.
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APPDDIX 1
CLASSIFICATION OF INDUSTRY GROUPS
APPEllDIX 1
Classification of Industry Groups
The industry groups referred to in this study are based on the
Department of Energy's classification. The following table shows
the relationship between the industry groups and the Standard
Industrial Classification SIC (1968).
TABLE Al CLASSIFICATION OF INDUSTRY GROUPS
Industry Group SIC
Engineering and other metal
trades
Order VI (MLH 321-323), Orders
V11-XU
Food, drink and tobacco Order 111
Chemicals and allied trades Order V and MLH 263
Textiles, leather and
clothing
Orders Xlll-XV
Paper, printing and
stationery
Order XVIII
Bricks, tiles, fireclay
and other building
materials
Order XVI, MLH 461, 469
China, earthenware and
glass
Order XVI, MLH 462, 463
Cement Order XVI 464
Other trades Orders 11 (excluding MLH 101
and 104) XVII, XIX, XX, XXI
(MLH 603) and XXVI (MLH 892)
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APPENDIX 2
Data Appendu
This appendix contains all the data required to estimate the models
presented in Chapters 4, 5 and 6 of this thesis. Notes regarding
the necessary transformation of data are given in as much detail as
possible immediately after the table to which this relates. The
data is classified as consistently as possible with the
classifications given in Appendix 1. However in 1980 the SIC
classifications changed significantly. The consequence of this
revision is that the data for 1983 and 1984 are not always
consistent with the earlier data and for some industries it was not
possible to get the exact figures for these years. This only
affects the ex-post forecasts presented in Chapter 7.
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Notes on Fuels Supplied
The figures for 1954 were taken from Stone and Wigley(l).
Prior to 1960 data was published in original units of
measurement only. Unless otherwise stated, the following
conversion factors were used to convert to a thermal
basis :-
coal
other solid
fuels
petroleum
258 th/ton
270 th/ton
coke and breeze 251
creosote pitch 376
th/ton
th/ton
418 th/ton electricity 34.1 th/KWH
The data for 1954-1959 were then spliced onto the later
data to make a consistent series.
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APPEIDIX 2
DATA APPUDIX
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PRICES OF FUELS USED BY MANUFACTURING INDUSTRY
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
COAL HFO GAS
Pence per therm
ELECTRICITY
1.34
1.46
1.68
1.7 8
1.89
1.89
1.93
2.00
2.07
2.19
2.19
2.19
2.23
2.15
2.08
2.11
2.53
3.02
3.25
3.40
3.70
5.55
6.87
8.20
8.90
10.36
13.43
15.52
18.43
19.07
19.09
1.89
1.89
2.29
2.37
1.99
1.83
1.74
1 .60
1.7 8
1 .91
1.7 9
1.67
1.77
2.06
2.25
2.22
2.22
3.33
3.18
3.11
7.37
9.28
10.63
13.48
12.64
15.70
22.24
26.65
28.15
31.00
36.86
5.09
5.37
5.85
6.14
6.42
6.38
6.44
6.55
6.69
6.70
6.69
6.61
6.68
6.64
6.67
5.85
4.52
3 • 27
2.96
3.07
2.97
4.27
6.48
9.26
11.71
13.67
17 .57
21.59
23.24
24.06
26.34
14.10
14.40
15.38
15.97
16.29
15.59
15.32
16.14
16.47
16.76
16.67
17.43
18.05
18.49
18.87
18.87
19.16
21 .13
21.59
21.68
27 .31
36.33
43.63
50.33
55.67
61.53
69.35
79.29
86.10
85.09
84.67
Source: Digest of UK Energy Statistics, HMSO
Note: The figures for 1954 were estimated using data
from Stone and Wigley (1 ).
Prior to 1963 prices were given in original units
of measurement. To convert them to prices on a
thermal basis the following conversion factors
were used:- coal 258 therms/ton
HFO 418 therms/ton
electricity 34.1 therms/KWH
and 1 tonne - 0.98 ton.
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WHOLESALE PRICE INDEX OF COKE
1975=100
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
18.22
21 .15
23.67
25.59
26.89
26.89
27.64
29.84
29.88
29.88
29.88
32.06
33.47
33.94
33.94
37.44
37.44
44.93
53.08
61.80
61.80
100.00
118.00
137.00
150.00
163.90
182.60
192.10
182.60
191.40
204.90
Source: Annual Abstract of Statistics (except
1968-1975, estimated from the Iron and
Steel Industry, OECD).
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CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
TOTAL MANUFACTURING (EXCLUDING IRON AND STEEL)
YEAR PLANT AND
CONSTANT
1980 PRICES
( E m)
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
37243
38716
40307
42160
44095
45863
47635
49645
52029
54267
56455
59183
62390
65692
68707
72001
75391
79399
82448
84934
87939
91214
94046
96392
98901
101923
105217
107801
108986
109791
MACHINERY
CURRENT
PRICES
( E m)
IMPLIED PRICE
INDEX
1975=100
6321
6776
7502
8343
9097
9580
9989
10733
11611
12281
13011
14183
15608
16702
17642
19088
21254
24424
27494
30224
35184
43736
54855
66549
77478
88055
100349
113058
123973
134379
29.10
30.00
31.91
33.93
35.37
35.81
35.95
37.07
38.26
38.80
39.51
41.09
42.89
43.59
44.02
45.46
48.33
52.74
57.17
61.01
68.59
82.20
100.00
118.36
134.31
148.12
163.51
179.80
195 .80
209.84----------------------------------------------------1983
1984
113962
115204
140395
148813
221.51
232.26
Source: Central Statistical Office.
339
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
ENGINEERING AND OTHER METAL TRADES
YEAR
1953
1954
1955
1956
1957
195 B
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
PLANT AND
CONSTANT
1980 PRICES
( £ m)
16244.2
16788.0
17413.0
18140.3
18824.1
19369.2
19998.4
20719.1
21528.0
22254.2
22955.0
23767.5
24652.6
25630.9
26512.7
27331.2
28145.3
29254.2
29903.2
30304.7
30977.0
31749.7
32451.5
32906.3
33494.8
34312.8
35382.8
36169.8
36414.8
36602.2
MACHINERY
CURRENT
PRICES
( £ m)
IMPLIED PRICE
INDEX
1975=100
2894.1
3086 .6
3408.3
3798.2
4137.3
4299.3
4449.0
4796.3
5165.8
5430.9
5708.1
6147.7
6642.0
6941.2
7228.6
7725.2
8435.3
9511.2
10490.1
11309.5
13205.0
15888.5
19195.0
23028.5
26632.0
30081.6
34209.1
38448.5
41923.5
45348.9
30.12
31.08
33.09
35.40
37 .16
37.53
37.61
39.14
40.57
41 .26
42.04
43.73
45.55
45.78
46.09
47.79
50.67
54.97
59.31
63.09
72.07
84.60
100.00
118.31
134.42
148.21
163.46
179.71
194.64
209.46-----------------------------------------------
1983
1984
36971.7
37483 .0
223.16
234.82
47865.4
51062.4
Source: Central Statistical Office.
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YEAR
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
FOOD. DRINK AND TOBACCO
PLANT AND
CONSTANT
1980 PRICES
(E m)
3294.3
3460.8
3633.6
3822.0
4031 .0
4248.8
4467.0
4735.1
5012.9
5300.1
5600.2
5925.8
6260.7
6579.9
6974.3
7426 .9
7853.3
8453.6
8853 .4
9306.2
9860.7
10460.4
10939.9
11350.7
11858.8
12385.5
12875.8
13320.4
13665.7
13956.3
MACHINERY
CURRENT
PRICES
(E 111)
564.6
611 .8
684.3
761.2
822.5
873.6
926.4
1009.8
1104.1
1186.2
1285.8
1415.0
1550.1
1662.1
1776.9
1930.0
2150.1
2505.5
2919.8
3289.8
3854.0
4959.2
6312.4
7662.7
9100.1
10555.4
12200.8
13950.5
15721.8
17414.7
IMPLIED PRICE
INDEX
1975=100
29.70
30.64
32.64
34.52
35.36
35.63
35.94
36.95
38.17
38.79
39.79
41 .38
42.91
43.78
44.15
45.04
47.45
51 .37
57.16
61 .26
67.74
82.16
100.00
117.00
133.00
147.70
164.22
181 .51
199.38
216.26------------------------------------------------
1983
1984
14387.6
14701.0
18941.3
20207.6
Source: Central Statistical Office.
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228.16
238.22
YEAR
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
CHEMICALS AND ALLIED INDUSTRIES
PLANT AND
CONSTANT
1980 PRICES
( E m)
5540.6
5921.2
6275.7
6762.7
7326 .8
7902.1
8408.9
8864.4
9441.6
10005.4
10459.5
11054.4
11837 .2
12740.4
13449.0
14155.1
14949.0
16056.9
16993.6
17597.9
18072.5
18564.4
19190.6
19867 .8
20495.4
21272.4
21995.1
22500.9
22712.4
22771.6
23214.4
23395.9
MACHINERY
CURRENT
PRICES
( Em)
845.5
932.1
1044.6
1191.0
1346.4
1469.4
1563.2
1683 .0
1845.3
1976.2
2088.8
2299.1
2507.6
2917.3
3149.9
3416.2
3886 .4
4635.3
5283.0
5773.5
6783.7
8902.1
11419.9
13667.2
15794.2
18011 .7
20713.5
23489.6
25629.5
27520.8
29506.2
31079.1
Source: Central Statistical Office.
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IMPLIED PRICE
INDEX
1975=100
25.64
26.45
27.97
29.59
30.88
31.25
31.24
31.90
32.84
33.19
33.55
34.96
37.02
38.48
39.36
40.56
43.69
48.51
52.24
55.13
63.08
80.58
100.00
115.60
129.50
142.29
158.26
175.43
189.63
203.09
213.59
223.23
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
TEXTILES. LEATHER AND CLOTHING
YEAR
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
PLANT AND
CONSTANT
1980 PRICES
( £ m)
5737.2
5802.7
5877.8
5913.9
5940.1
5930.8
5921. 5
5977.0
6096.9
6171.7
6242.7
6383.9
6585.8
6766.6
6871.8
7116.4
7401.5
7603.3
7771.3
7922.3
8173.1
8478.5
8654.5
8724.0
8760.2
8820.4
8869.1
8833.2
8750.9
8673.9
MACHINERY
CURRENT
PRICES
(£ m)
881.5
919.8
998.7
1074.7
1126.4
1152.7
1161.8
1198.0
1258.0
1288.5
1336.5
1429.6
1531.3
1608.2
1655.5
1782.4
1983.3
2224.0
2478.4
2709.1
3020.7
3623.6
4718.2
5911.9
6779.6
7549.6
8416.1
9226.6
9878.4
10493.3
IMPLIED PRICE
INDEX
1975=100
28.18
29.08
31 .17
33.33
34.78
35.65
35.99
36.76
37 .85
38.28
39.27
41.08
42.66
43.59
44.19
45.94
49.15
53.66
58.50
62.72
67.73
78.39
100.00
124.30
141.95
157.00
174.05
191.59
207.06
221.90-----------------------------------------------
1983
1984
8523.8
8450.1
10621.0
11070.0
Source: Central Statistical Office.
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228.55
240.30
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
PAPER, PRINTING AND STATIONERY
YEAR PLANT AND
CONSTANT
1980 PRICES
(£ m)
MACHINERY
CURRENT
PRICES
(£ m)
IMPLIED PRICE
INDEX
1975=100
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
2956.2
3019.4
3098.2
3215.2
3363.9
3484.6
3594.9
3725.8
3884.1
4033.8
4198.0
4399.7
4624.8
4821.6
5025.0
5236.7
5448.6
5690.0
5894.1
6076.9
6308.3
6573.6
6799.3
6980.1
7192.2
7455.1
7779.5
8093.3
8311.8
8483.2
552.9
582.6
635.0
685.5
735.0
778.3
809.5
855.5
916.8
967.2
1022.6
1113.9
1223.4
1292.8
1354.0
1464.6
1613.8
1820.5
2028.3
2253.1
2599.1
3213.6
4037.7
4864.5
5714.6
6554.2
7457.5
8475.6
9488.4
10424.6
31.49
32.49
34.51
35.90
36.79
37 .61
37.92
38.67
39.75
40.38
41.02
42.63
44.55
45.15
45.37
47 .10
49.88
53.88
57.95
62.43
69.38
82.32
100.00
117.36
133.80
148.05
161.42
176.36
192.23
206.93-----------------------------------------------
1983
1984
8773.4
8994.2
11532.6
12436.3
221 .35
232.84
Source: Central Statistical Office.
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CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
EARTHENWARE. CHINA. GLASS. BUILDING MATERIALS AND CEMENT
YEAR
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
PLANT AND MACHINERY
CONSTANT 1980 PRICES CURRENT PRICES
EARTHENWARE, BUILDING MAT TOTAL
CHINA & GLASS & CEMENT
( £ m) (£ m) ( £ m)
367.52
389 .78
411 .23
437.42
462.97
488.76
510.90
545.18
585.77
631.44
668.85
707.52
763 .26
821.76
866 .51
925.25
1255.88
1321.73
1385.60
1453.29
1525.68
1608.73
1667.31
1711.04
1764.47
1819.51
1885.81
1949.23
1997.37
2016.48
912.15
967.39
1020.63
1085 .62
1149.05
1213.04
1268.00
1353.09
1453.81
1567.17
1660.00
1756.00
1894.32
2039.53
2150.59
2296.37
2183 •95
2298.46
2409.53
2527.24
2653 .12
2797.54
2899.41
2975.45
3068.37
3164.09
3279.37
3389.67
3473.38
3506.61
1279.67
1357.17
1431 •85
1523.04
1612.02
1701.80
1778.90
1898.27
2039.58
2198.61
2328.85
2463.52
2657.58
2861 .29
3017.10
3221.62
3439.83
3620.20
3795.13
3980.53
4178.81
4406.28
4566.71
4686.49
4832.83
4983.61
5165.18
5338.90
5470.76
5523.09
7047.1
7114.0
Source: Central Statistical Office.
TOTAL
(£ m)
203.2
222.3
249.0
281.0
310.1
333.0
351 .2
386.6
427.0
465.2
503.2
553.7
628.3
693.6
731.3
801.0
920.3
1071.9
1223.4
1378.9
1593 .0
1981 .9
2532.9
3126.7
3682.8
4176.5
4759.8
5338.9
5831.9
6314.5
9020.1
9508.6
IMPLIED
PRICE
INDEX
1975=100
28.63
29.53
31.36
33.26
34.68
35.28
35.59
36.72
37.75
38.15
38.95
40.52
42.62
43.70
43.70
44.83
48.24
53.38
58.12
62.45
68.73
81.09
100.00
120.29
137.39
151.10
166.15
180.30
192.20
206.13
221.19
230.97
Note: The capital stock data, in constant 1980 prices, for
the two sectors was calculated by applying the following
proportions:
Earthenware, china
and glass
Building materials
and cement
1953-1968
0.2872
0.7128
345
1969-1982
0.3651
0.6349
These were calculated using Capital Expenditure data
on plant and machinery from the Report on the Census
of Production, Summary Tables, HMSO.
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YEAR
1953
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
CAPITAL STOCK DATA AND IMPLIED PRICE INDEX
OTHER MANUFACTURING
PLANT AND
CONSTANT
1980 PRICES
( £ m)
2191.2
2366.4
2577.2
2782.6
2996.8
3225.8
3465.7
3725.0
4026.3
4303.3
4670.6
5188.3
5771.6
6291.2
6857 .5
7513.3
8153.6
8721 .0
9237.6
9745.7
10368.3
10980.9
11443 .6
11876.3
12266.5
12693.5
13149.5
13544.1
13659.8
13781.1
15043.6
15065.5
MACHINERY
CURRENT
PRICES
(£ m)
378.8
420.5
481. 9
551 .3
619.0
674.1
727 .9
804.1
893.6
967 .1
1066.0
1224.4
1425.1
1587 .1
1746.0
1969.1
2264.9
2655.3
3071. 0
3509.8
4128.4
5166.8
6639.4
8287 .7
9774.6
11126.2
12592.4
14128.6
15499.1
16862.0
19051.4
19961.1
Source: Central Statistical Office.
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IMPLIED PRICE
INDEX
1975=100
29.80
30.63
32.23
34.15
35.60
36.02
36.20
37 •21
38.25
38.73
39.34
40.67
42.56
43.48
43.88
45.17
47.88
52.48
57.30
62.07
68.63
81.10
100.00
120.28
137.34
151.08
165.05
179.80
195.57
210.89
218.28
228.37
Notes ~ Employees in Employment and Cost of Labour.
Unless indicated otherwise, the columns headed cost per
employee is calculated by dividing wages and salaries by
the number of employees in employment.
From 1981 onwards the Wages and Salaries series in the
Blue Book was replaced by a new series entitled Income
from Employment based on the revised manufacturing
definitions. To estimate the wages and salaries for
1981-1984 the annual percentage increases of the new
income from employment series were applied to the
original wages and salaries series.
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EMPLOYEES IN EMPLOYMENT-AND COST OF LABOUR
TOTAL MANUFACTURING (EXCLUDING IRON AND STEEL)
YEAR EMPLOYEES IN
EMPLOYMENT
(thousands)
WAGES AND
SALARIES
(£m)
COST PER
EMPLOYE
(£ )
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
8689.2
8910.0
9001.6
8920.3
8857.0
8842.9
9179.0
9330.9
9329.9
9234.1
9397.0
9538.7
9597.2
9273.9
9167.5
9210.0
9084.0
8762.0
8562.0
8691 .0
8696.0
8299.0
8085.0
8079.0
8060.0
8040.0
7709.0
6908.0
6495.0
3836.0
4218.0
4595 .0
4848.0
5006.0
5282.0
5792.0
6231 .0
6462.0
6869.0
7235.0
7849.0
8317.0
8422.0
8986.0
9787 .0
11054.0
11972.0
13022.0
15135.0
18144.0
21942.0
24744.0
27169.0
30770.0
35140.0
39718.0
40466.0
41935.0
441.47
473.40
510.46
543.48
565.20
597.31
631.01
667 .78
692.61
743.87
769.93
822.86
866.60
908.14
980.21
1062.65
1216.86
1366.35
1520.91
1741.46
2086.48
2643.93
3060.48
3362.92
3817.62
4370.65
5152.16
5857.85
6456.53------------------------------------------------
1983
1984
6352.0
6276.0
35019.6*
37405.1 *
6557.98:
7074.92
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
* Excludes the construction industry.
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YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
ENGINEERING AND OTHER METAL TRADES
EMPLOYEES IN EMPLOYMENT WAGES AND
TOTAL EXCL OTHER SALARIES
METAL MANF.
(tho usa n d s) ( Em)
3294.82
3428.27
3527.81
3520.89
3557.82
3510.39
3721.03
3813.81
3795.96
3728.74
3808.33
3898.06
3944.14
3840.22
3772.97
3835.09
3872.00
3764.50
3576.90
3617.30
3656.70
3511.90
3374.00
3413.40
3434.00
3410.30
3318.50
2923.00
2749.60
3199.64
3366.34
3419.70
3412.79
3426.38
3405.55
3596.39
3658.81
3657.49
3593.74
3664.23
3744.56
3782.74
3690.72
3634.67
3692.69
3720.80
3613.00
3451.00
3487.00
3539.00
3383.00
3269.00
3295.00
3318.00
3294.00
3171.00
2814.00
2645.00
COST PER
EMPLOYEE
(E )
1505.0
1697.0
1858.0
1962.0
2041.0
2162.0
2391.0
2575.0
2597.0
2638.0
2899.0
3182.0
3383.0
3407.0
3640.0
4038.0
4617.0
4865.0
5238.0
6003.0
7404.0
9052.0
10231.0
11396.0
12887.0
14589.0
16377.0
16248.0
16870.3
470.37
504.11
543.32
574.90
595.67
634.85
664.83
703.78
710.05
734.05
791.16
849.77
894.32
923.13
1001.47
1093.51
1240.86
1375.20
1517.82
1721.54
2092.12
2675.73
3129.70
3458.57
3883.97
4428.96
5164.62
5773.99
6378.18
2636.00
2607.00
16330.3
17535.0
6195.11
6726.12
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
Note: For this industry the figures for wages and
salaries do not include other metal
manufacturing industries, therefore it was
necessary to exclude metal manufacture from
the employment data in order to calculate the
cost per employee correctly.
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YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
FOOD. DRINK AND TOBACCO
EMPLOYEES IN
EMPLOYMENT
(thousands)
WAGES AND
SALARIES
(Em)
262.0
293.0
318.0
343.0
371 .0
393.0
420.0
455.0
506.0
525.0
557.0
606.0
659.0
690.0
728.0
800.0
895.0
1012.0
1110.0
1260.0
1502.0
1843 .0
2116.0
2305.0
2567.0
3008.0
3488.0
3739.0
3955.0
COSTS PER
EMPLOYEE
(£ )
358.67
392.46
420.69
454.66
484.76
513.23
543.•,51
577.89
634.27
665.43
708.55
764.81
829.72
877.92
945.46
1025.94
1131.03
1314.29
1468.25
1671.09
1960.84
2538.57
2963.59
3241.91
3646.31
4284.09
5055.07
5787.93
6358.58
6514.89
6989.42
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
730.48
746.57
755.90
754.40
765.32
765.74
772.75
787 .35
797.77
788.95
786.12
792.35
794.24
785 .94
770.00
779.77
791.31
770.00
756.00
754.00
766.00
726.00
714.00
711.00
704.00
702.00
690.00
646.00
622.00
638.00
633.00
4156.5
4424.3
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YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
CHEMICALS AND ALLIED INDUSTRIES
EMPLOYEES IN EMPLOYMENT
CHEMICALS CHEMICALS PLUS
COAL AND PET.
PRODUCTS
(thousands)
367.2
379.8
387 .0
392.4
394.2
396.9
406.8
407.7
397.8
394.2
390.6
396.0
404.1
396.9
382.5
398.7
444.0
438.0
426.0
427.0
435.0
430.0
423.0
436.0
440.0
446.0
438.0
406.0
390.0
408.0
422.0
430.0
436.0
438 ...0
441.0
452.0
453.0
442.0
438.0
434.'0
440.0
449.0
441.0
425.0
443.0
492.0
482.0
468.0
467.0
475.0
469.0
460.0
473.0
480.0
483.0
472.0
435.0
416.0
WAGES AND
SALARIES
COST PER
EMPLOYEE
348.0
346.0
213.0
237.0
263.0
282.0
296.0
318.0
344.0
367.0
384.0
398.0
421.0
464.0
502.0
506.0
537.0
603.0
676.0
737.0
792.0
861.0
1096.0
1389.0
1588.0
1777.0
2032.0
2396.0
2796.0
2957.0
3137.0
522.06
561.61
611.63
646.79
675.80
721.09
761.06
810.15
868.78
908.68
970.05
1054.55
1118.04
1147.39
1263.53
1361.17
1373.98
1529.05
1692.31
1843.68
2307.37
2961.62
3452.17
3756.87
4233.33
4960.66
5923.73
6797.70
7541.63
3236.7
3480.5
9300.86
10059.25
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
Note: Prior to 1983 the data for wages and salaries
includes the coal and petroleum products
industries; therefore, to obtain the correct
measure of the cost of labour it was necessary to
include the employment data for these industriel
in the calculation.
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Prior to 1970 the employment data for the
chemicals and allied industries included coal and
petroleum products. Coal and petroleum products
acc0unted for approximately ten per cent of the
combined labour force. In order to obtain an
estimate of the number of employees in employment
in the chemical industry alone, the figures in
column three were adjusted accordingly. The
resulting estimates are shown in column two. After
1970 the data were published separately.
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EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
TEXTILES. LEATHER AND CLOTHING
YEAR EMPLOYEES IN
EMPLOYMENT
(thousands)
WAGES AND
SALARIES
<E m)
COST PER
EMPLOYEE
( £)
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1642.90
1597.14
1572.69
1571.57
1474.86
1435.73
1455.99
1450.11
1402.10
1363.77
1360.71
1338.76
1322.67
1236.87
1216.87
1236.23
1180.74
1124.00
1093.00
1079.00
1055.00
973.00
934.00
941.00
905.00
879.00
777.00
654.00
616.00
566.0
580.0
599.0
630.0
617.0
630.0
676.0
716.0
692.0
705.0
752.0
798.0
845.0
827.0
887.0
973.0
1053 .0
1119.0
1194.0
1436.0
1604.0
1885.0
2130.0
2321 .0
2524.0
2814.0
2943.0
2966.0
3074.7
344.51
363.15
380.88
400.87
418.35
438.80
464.29
493.75
493.55
516.95
552.65
596.07
638.86
668.62
728.92
787.07
891.81
995.55
1092.41
1330.86
1520.38
1937.31
2280.51
2466.53
2788.95
3201.36
3787.64
4535.17
4991.47---------------------------------------------------
1983
1984
561.00
554.00
3174.2
3257.7
5658.11
5880.32
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
354
EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
PAPER, PRINTING AND STATIONERY
YEAR EMPLOYEES IN
EMPLOYMENT
(thousands)
WAGES AND
SALARIES
(Em)
COST PER
EMPLOYEE
(E)
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
504.70
525.23
536.54
547.19
548.32
552.84
580.26
595.37
603.56
602.97
604.23
613.92
621.69
611.57
612.90
619.88
625.61
596.00
579.00
574.00
589.00
565.00
542.00
537.00
540.00
550.00
545.00
516.00
498.00
242.0
271 .0
298.0
324.0
341.0
362.0
402.0
435.0
448.0
465.0
503.0
542.0
592.0
603.0
653.0
716.0
821.0
885.0
968.0
1086.0
1336.0
1571.0
1786.0
1977.0
2258.0
2689.0
3126.0
3408.0
3632.0
479.50
515.96
555.41
592.12
621.90
654.80
692.79
730.63
742.27
771.18
832.47
882.85
952.24
985.99
1065.42
1155.07
1312.32
1484.90
1671.85
1891.99
2268.25
2780.53
3295.20
3681.56
4181.48
4889.09
5735.78
6604.65
7293.05
1983
1984
491.00
490.00
3842.1
4148.0
7825.06
8465.31
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
355
EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
CHINA. EARTHENWARE. GLASS. BUILDING MATERIALS AND CEMENT
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
EMPLOYEES IN EMPLOYMENT
CHINA BUILDING TOTAL
etc. MATS. AND
CEMENT
(thousands)
139.0
145.0
145.0
139.0
138.0
136.0
136.0
138.0
141.0
136.0
137.0
137.0
138.0
135.0
133.0
135.0
134.0
130.0
127 .0
131.0
133.0
128.0
123.0
128.0
127 .0
127.0
121 .0
106.0
98.0
187 .0
187.0
187 .0
186.0
178.0
180.0
189.0
194.0
198.0
195.0
203.0
205.0
197.0
194.0
198.0
191.0
184.0
177.0
174.0
175.0
169.0
147.0
140.0
135.0
138.0
136.0
130.0
114.0
113.0
326.0
332.0
332.0
325.0
316.0
316.0
325.0
332.0
339.0
331.0
340.0
342.0
335.0
329.0
331.0
326.0
318.0
307.0
301.0
306.0
302.0
275.0
263.0
263.0
265.0
263.0
251.0
220.0
211.0
WAGES AND
SALARIES
COST PER
EMPLOYEE
(£ m) ( £)
149.0
160.0
168.0
176.0
176 .0
186.0
204.0
223.0
224.0
229.0
253.0
272.0
279.0
285.0
303.0
317.0
370.0
407.0
461.0
497.0
603.0
718.0
812.0
900.0
1024.0
1177.0
1292.0
1276.0
1366.0
457.06
481.93
506.02
541.54
556.96
588.61
627 .69
671.69
660.77
691.84
744.12
795.32
832.84
866.26
915.41
972.39
1163.52
1325.73
1531.56
1624.18
1996.69
2610.91
3087.45
3422.05
3864.15
4475.29
5147.41
5800.00
6472.89
~;;;---------------------------------------------;;;;:;;*
1984 7059.70*
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
Note: Data on wages and salaries was only available
for these industries combined. Therefore. in
order to calculate the cost of labour the total
number of employees in employment was used. The
cost of labour is then assumed to be the same
for both sectors.
* Cost per employee is for all Non-Metallic
Mineral Products.
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EMPLOYEES IN EMPLOYMENT AND COST OF LABOUR
OTHER MANUFACTURING
YEAR EMPLOYEES IN EMPLOYMENT WAGES AND COST PER
TOTAL EXCLUDING SALARIES EMPLOYEE
CONSTRUCTION
(thousands) (Em) (E)
1954 1877.49 899.0 478.83
1955 1920.70 980.0 510.23
1956 1954.80 1091.0 558.11
1957 1873.33 1131.0 603.74
1958 1888.10 1164.0 616.49
1959 1926 •.09 1231.0 639.12
1960 1996.56 1355.0 678.67
1961 2054.28 1460.0 710.71
1962 2088.03 1611.0 771.54
1963 2115.69 1909.0 902.31
1964 2207.74 1850.0 837.96
1965 2267.08 1985.0 875.57
1966 2291.88 2057.0 897.52
1967 2178.82 2104.0 965.66
1968 2177.03 2238.0 1028.01
1969 2112.47 2340.0 1107.71
1970 1955.55 2622.0 1340.80
1971 1870.00 2847.0 1522.46
1972 1914.00 3259.0 1702.72
1973 2024.00 3992.0 1972.33
1974 1970.00 4599.0 2334.52
1975 1908.00 5484.0 2874.21
1976 1903.00 6081.0 3195.48
1977 1859.00 6493.0 3492.74
1978 1848.00 7478.0 4046.54
1979 1869.00 8467.0 4530.23
1980 1803.00 9696.0 5377.70
1981 1623.00 9872.0 6082.56
1982 1487.00 9900.0 6657.77-----------------------------------------------------
1983 1477.00 465.0 3020.5* 6495.70*
1984 1448.00 459.0 3236.0* 7050.11*
Source: Annual Abstract of Statistics
National Income and Expenditure Blue Book
* Excludes the construction industry.
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IMPLIED DEFLATOR - TOTAL DOMESTIC EXPENDITURE
YEAR IMPLIED DEFLATOR
INDEX
1975=100
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
28.6
29.8
31.4
32.5
33.5
34.0
34.7
35.7
37.0
37 .9
39.3
41.2
43.0
44.1
46.2
48.8
52.2
56.9
61 .3
67 .1
80.3
100.0
115.4
131 .0
143.6
163.0
192.5
213.5
229.4-----------------------
1983
1984
242.3
254.8
Source: United Kingdom National
Income and Expenditure
Accounts.
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WHOLESALE PRICE INDEX OF OUTPUT
ENGINEERING AND OTHER METAL TRADES
YEAR WHOLESALE PRICE WEIGHT
INDEX
1975 ...100
1954 34.1 306
1955 35.0 3061956 36.4 3061957 37 .7 306
1958 38.1 3061959 38.1 3061960 38.7 306
1961 39.9 306
1962 40.7 306
1963 41.0 313
1964 41.8 313
1965 42.9 313
1966 44.3 313
1967 44.7 313
1968 46.4 313
1969 48.1 313
1970 52.5 319
1971 58.0 319
1972 61.0 319
1973 65.4 319
1974 79.5 319
1975 100.0 298
1976 116.9 298
1977 136.8 298
1978 152.9 298
1979 171.4 298
1980 196.5 298
1981 210.5 298
1982 223.7 298------------------------------------------1983 234.8 325
1984 247.8 325
Source: Annual Abstract of Statistics.
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WHOLESALE PRICE INDEX OF OUTPUT
FOOD, DRINK AND TOBACCO
YEAR WHOLESALE PRICE
INDEX
1975==100
WEIGHT
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
34.2
34.9
36.2
36.6
35.9
36.5
36.5
36.6
38.0
39.0
40.6
41.5
42.1
42.9
44.7
46.3
50.1
54.6
57.1
66.4
82.8
100.0
118.6
148.2
161.7
177.9
199.3
215.4
230.4
81
81
81
81
81
81
81
81
81
84
84
84
84
84
84
84
84
84
84
84
84
77
77
77
77
77
77
77
77-----------------------------------------
1983
1984
258.1
276.0
99
99
Source: Annual Abstract of Statistics.
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YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
WHOLESALE PRICE INDEX OF OUTPUT
CHEMICALS AND ALLIED INDUSTRIES
WHOLESALE PRICE
INDEX
1975=100
45.1
44.9
46.6
48.1
47.7
48.2
47.9
47.5
47.2
47.3
48.3
48.7
49.0
49.2
50.8
51 .3
53 .7
58.1
61.1
63.9
82.1
100.0
114.8
133.1
143 .7
165.1
191.1
203.2
216.3
WEIGHT
54
54
54
54
54
54
54
54
54
64
64
64
64
64
64
64
58
58
58
58
58
57
57
57
57
57
57
57
57
1983
1984
-----------------------------------------
227.6
239.1
Source: Annual Abstract of Statistics.
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68
68
WHOLESALE PRICE INDEX OF OUTPUTTEXTILES, LEATHER AND CLOTHING
YEAR WHOLESALE PRICE INDEXTEXTILES LEATHER s TEXTILES,
CLOTH ING LEATHER & CLOTHINGINDEX WEIGHT INDEX WEIGHT INDEX WEIGHT1975=100 1975=100 1975=100
(weighted average)
1954 46.5 77 47.8 33 46.9 110
1955 45.5 77 47.8 33 46.2 1101956 45.4 77 48.5 33 46.3 1101957 46.9 77 49.9 33 47.8 110
1958 45.5 77 50.4 33 47.0 110
1959 44.7 77 50.2 33 46.3 110
1960 46.9 77 51.2 33 48.2 110
1961 48.1 77 52.0 33 49.3 110
1962 47.7 77 52.7 33 49.2 119
1963 48.3 56 52.9 27 49.8 83
1964 49.6 56 53 .6 27 50.9 83
1965 50.1 56 54.7 27 51. 5 83
1966 50.9 56 56.3 27 52.6 83
1967 50.3 56 56. 7 27 52.4 83
1968 52.1 56 57.6 27 53.9 83
1969 53.9 56 59.0 27 55.5 83
1970 55.9 49 61 .1 24 57.6 73
1971 58.7 49 65.2 24 60.8 73
1972 62.8 49 69.3 24 64.9 73
1973 73.7 49 74.5 24 74.0 73
1974 90.8 49 86.6 24 89.4 73
1975 100.0 40 100.0 24 100.0 64
1976 115.3 40 113.0 24 114.4 64
1977 135.6 40 128.7 24 133.0 64
1978 147.2 40 142.9 24 145.6 64
1979 163.0 40 159.7 24 161.8 64
1980 180.4 40 181.6 24 180.8 64
1981 188.6 40 189.0 24 188.7 64
1982 199.6 40 197.0 24 198.6 64---------------------------------------------------------1983 210.0 24 204.3 28 206.9 52
1984 222.1 24 214.6 28 218.1 52
Source: Annual Abstract of Statistics.
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YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
WHOLESALE PRICE INDEX OF OUTPUT
PAPER. PRINTING AND STATIONERY
WHOLESALE PRICE
INDEX
1975=100
30.9
32.4
33.7
34.1
33.9
33.2
33.2
33.9
34.3
34.5
35.2
36.7
37.0
37.1
39.0
40.7
45.0
48.4
51.0
55.5
76.9
100.0
111.9
129.1
134.6
152.0
176.7
190.5
208.2
WEIGHT
56
56
56
56
56
56
56
56
56
59
59
59
59
59
59
59
64
64
64
64
64
58
58
58
58
58
58
58
58-----------------------------------------
1983
1984
228.8
243.7
Source: Annual Abstract of Statistics •
. 365
68
68
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
WHOLESALE PRICE INDEX OF OUTPUT
BUILDING MATERIALS AND CEMENT
WHOLESALE PRICE
INDEX
1975-100
32.4
33.4
34.7
35.7
35.9
35.9
36.4
37.5
38.3
38.8
40.0
41.7
42.8
43.4
44.6
46.3
49.4
55.8
59.8
63.1
76.1
100.0
123.7
148.9
167.5
194.1
239.1
267.7
293.9
WEIGHT
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
19
17
17
17
17
17
17
17
17
17
17
17
17
17-----------------------------------------
1983
1984
302.9
319.7
Source: Annual Abstract of Statistics.
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21
21
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
WHOLESALE PRICE INDEX OF OUTPUT
EARTHENWARE, CHINA AND GLASS
WHOLESALE PRICE
INDEX
1975=100
33.6
34.6
35.9
37.0
37.2
37.2
37 .7
38.8
39.7
40.2
41.6
43.2
44.3
45.0
46.1
48.0
51.2
57.8
60.7
63.5
74.8
100.0
117 .5
139.5
157.3
174.0
203.7
220.5
232.1
WEIGHT
11
11
11
11
11
11
11
11
11
10
10
10
10
10
10
10
10
10
10
10
10
11
11
11
11
11
11
11
11-----------------------------------------1983
1984
258.1
272.3
Source: Annual Abstract of Statistics.
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20
20
WHOLESALE PRICE INDEX OF OUTPUT
OTHER MANUFACTURING
YEAR
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
WHOLESALE PRICE
INDEX
1975=100
26.0
28.4
30.5
31.4
32.0
32.3
32.6
34.6
36.7
38.7
41.1
45.1
46.9
48.4
48.1
50.8
53.2
57.1
62.3
70.8
86.2
100.0
113.3
132.1
142.6
170.7
218.1
252.5
266.5
1983
1984
302.0
316.6
Source: Annual Abstract of Statistics.
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APPDDIX 3
THE USER COST OF CAPITAL
APPEBDIX 3
The Uaer Coat of Capital
The background for this approach to the cost of capital stems from
a well developed aspect of investment theory. A considerable
amount of work has been done in this field, notably work by Hall
and Jorgenson (1,2), Birchoff (3), Fromm (4) and Fie1dstein and
Fl emm ing (5).
The firm is considered to rent assets in order to obtain capital
services, either from itself or from another firm. The firm is
assumed to maximize current profits which are defined as gross
revenue less the cost of current inputs and less the rental value
of capital inputs. The rental price or user cost of capital
services can be calculated using the relationship, given by
Jorgenson, between the price of a new capital good and the
discounted value of all future services derived from the capital
good.
Ignoring for the time being the effect of taxation and associated
financial allowances this relationship
where P is the price of the new capital asset
r is the rate of return
C is the cost of capital services
e- ~.(s-t) is the quantity of capital input at time s
resulting from the purchase of one unit of capital
at time t
~ is the rate of depreciation.
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Differentiating this relationship with respect to t gives
c = p( r+o) - P
assuming the price of new capital goods is constant
c = P(r+~)
The initial relationship can be modified to make provisions for
taxation and investment allowances. According to the following
assumptions, valid for the US
(a) business income is taxed at a rate u
(b) deductions are allowed for interest payments P
(c) an allowance of D(s-t) is made for depreciation
per unit of initial investment for tax purposes
at time t on an as set of age (s-t).
(d) a tax credit kP(t) is allowed on the acquisitions
of new goods, this is not deductable from the amount of
depreciation to be claimed.
The relationship is now
p(t} = /lOe-(I-u) p(s-t)[e-~(s-t}(I-u)C(s) +
t
uP(t)D(s-t)]ds + KP(t)
Differentiating as before with respect to t gives
C • p«(l-u) p+~.)(l-k-uz)/(l-u)
where z is the present value of the depreciation deductions.
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The system of allowances varies from one country to another. In
general the above expression can be written as
C = P(r~)(l-A)/(l-u)
where r is the rate of return
u is the rate of company taxation
A is the allowance variable
P is the price of new assets
~ is the rate of depreciation.
Each of these variables are discussed in more detail below.
The Rate of Return
As a proxy for the rate of return the gross flat yield on British
Government Securities 2% Consols has been used. These can be found
in the CSO Financial Statistics published by HMSO.
Caapany Taxation in the R
Prior to 1947 there did not exist any separate taxation for
companies, they were all taxed at the standard rate of income
tax. From 1947 to 1965 companies continued to pay tax at the
standard rate of income tax plus an additional rate of profits tax
which until 1958 was charged at a different rate on distributed
profits than on retained profits. In 1965 a new system of
corporation tax was introduced and known as the Classical System.
Under this system companies paid a flat rate of corporation tax on
their taxable profits and shareholders paid income tax on their
dividends and capital gains tax on the gains which arose from
corporate retentions. This system was criticised for its double
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TABLE A3.1 COMPANY TAX RATES IN THE UK 1954-1982
Year Profits Tax Income Corpn. Rate of Tax on Year
Tax Tax Retained Profits
Retained Distributed Actual Cal. Year
Equiv.
1954 22.5 45.0 45 .0 19542.5
1955 45.0 195527.5
1956 42.5 45.375 19563.0 30.0
1957 45.5 45.5 1957
41 .75
1958 47.0 19581959 10.0 48.75 48.75 19591960 38.75 50.625 1960
51.25
12.5
1961 51.125 19611962 53.75 53.75 19621963 15.0 53.75 19631964 41.25 56.25 56.25 19641965 40.0 40.0 1965
40.01966 40.0 1966
1967 41.875 1967
42.5 42.51968 44.375 1968
45.0 45.01969 43.125 1969
42.5 42.51970 40.625 19701971 40.0 40.0 40.0 19711972 40.0 19721973 49.0 19731974 52.0 52.0 52.0 19741975 52.0 19751976 52.0 19761977 52.0 19771978 52.0 19781979 52.0 19791980 52.0 19801981 52.0 19811982 52.0 19821983 50.5 1983
50.0 50.01984 46.25 1984
45.0 45.0
Source: King (7).
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taxation of dividends and was replaced in 1973 by the Imputation
System. Under this system companies pay corporation tax on their
profits and any profits which are then distributed are regarded as
having already paid income tax at the standard rate. Shareholders
are then only liable to additional income tax on their dividends if
their marginal rate of income tax exceeds the basic rate.
Table A3.1 shows the different rates of taxation that applied to
.companies during the period.-1954-1982 and the equivalent calender
year rates.
Corporation tax was not officially introduced until the 1966
Budget, although it had already been discussed in the two previous
budgets. Immediately after the 1965 Budget "The Economist"
magazine anticipated a rate of 35-40 per cent. It is likely that
these expected rates would have affected investment decisions
earl ier than March 1966. A Corporat ion Tax of 40% is considered
relevant to business decisions from the beginning of 1965 until the
following budget when it was officially set at 40%.
The Allowance Variable
For the purposes of income tax, corporation tax and previously
profits tax there is a system of allowances for capital expenditure
on a number of classes of fixed assets. The system of allowances,
like the tax system has experienced various changes over tUDe.
The allowance system makes provisions for
a) IBitial AllowaBces - this is a form of accelerated
depreciation whereby a larger than usual proportion of the
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cost of the asset can be written off in the first year.
The initial allowance is not given when a relevant
investment grant has been awarded. In October 1970
investment in plant and machinery was given a first year
allowance of 60%, the reducing balance was then written off
at 25%, in July 1981 the first year allowance was increased
to 80% and finally to 100% (free depreciation) in 1972.
b) Invest.ent Allowances - until 17 January 1966 the system
provided for investment allowances, these are a specified
percentage of the cost of the asset which is allowable
against tax. The investment allowance was normally given
in addition to other depreciation allowances for the year
in which the expenditure was incurred.
c) Annual Allowances - these were given in an attempt to allow
for wear and tear on the asset. They were normally a
specified percentage of the capital expenditure incurred
less the total amount of of any initial allowances or
annual allowances granted in respect of that asset in
previous years.
d) Invest.ent Grants - between 1960 and 1966 a limited number
of grants were awarded, these were generally only given
after extensive consultation with the Board of Trade and
therefore their value would not be known in advance. This
obviously reduced the effectiveness of the incentive. In
the development districts grants of 10% of the capital cost
of new plant and machinery were given for projects creating
employment, this was in addition to "accelerated
depreciation". In 1966 the accelerated depreciation and
investment grants were replaced by a 20% investment grant
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unrelated to the provision of new employment, 40% in the
development districts. When a grant was received no
initial allowances were given but the annual allowances
were given on net expenditure after the deduction of the
grant. The grants were increased to 25% (45% in
development districts) in 1967 and 1968. In 1972 a 20%
grant was given on new buildings, works, plant and
machinery for the development areas, this was reduced to
15% in 1979. In this case the grant was not treated as
reducing the capital expenditure which qualifies for
capital allowances for tax purposes.
Table A3.2 shows a summary of the various allowances from 1954-
1982.
The procedure used here to calculate the present value of the
investment incentive follows the approach outlined in King
(7), combining the different incentives described above into a
single rate of the present value of the allowances. King assumes a
lag of one year between the time when profits are carried and the
payment of tax due on these profits, and between the date of
purchase of an asset and the receipt of an investment grant for
such a purpose. Thus we calculate the present value of these
incentives in the year following the actual expenditure. In most
cases the amount given on an investment grant must be deducted from
the cost of an asset before capital allowances are calculated.
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TABLE A3.2 RATES OF CAPITAL ALLOWANCES PLANT
AND MACHINERY
Year Initial 1st Year Annual Investment Grants
Investment Initial Allowance
Allowances Allowances Development
Districts
1954 20
1955 20
1956
20
1957
1958
30
1959
1960
1961
20 10
10
1962
1963
1964
1965
1966
1967
1968
1969
1970
20 10
30 10
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
30(1)
30 (1)
30(1)
60(1)
80(1)
100
20
25
25
20
40
45
45
40
25 20 40
25
25
20 40
20
15
75 25
(1) If no investment grant.
Source: Inland Revenue Statistics 1982.
National Accounts Statistics: Sources and Methods.
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King shows that
v = I(G+uO-G){Iv+In+D+ ~ DO-In-D) (I-D) t-l})
(I+r)t
which can be rewritten as
v = G + u(l-G){Iv+In+D+D(1-In-D)}
I (r+D)
where V is the present value in year t+l of the incentives for
an investment project costing I in year t
G is the rate of investment grant
Iv is the investment allowance
In is the initial allowance
D is the annual allowance
u is the rate of company taxation
r is the company rate of return
The values for the present value of investment allowances per unit
of investment are given in Table AJ.3.
The late of Depreciation
The rate of depreciation for plant and machinery is based on the
length of life assumptions used by the eso in their estimation of
the fixed capital stock (8). These have recently been revised by
the eso and were kindly supplied on request. These assumptions are
laid out in Table AJ.4. From this information the rate of
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TABLE A3.3
THE PRESENT VALUE OF INVESTMENT
INCENTIVES 1954-1984
(EXPRESSED AS A PERCENTAGE OF TOTAL INVESTMENT)
1954
1955
1956
1957
1958
1959
1960
1961
1962
1963
1964
1965
1966
1967
1968
1969
1970
1971
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1983
1984
49.50
47.79
40.17
40.05
42.32
51. 87
53. 19
53.69
54.60
61. 67
64.06
45.08
45.40
50.03
50.98
45. 95
45.92
45.70
40.00
49.00
52.00
52.00
52.00
52.00
52.00
52.00
52.00
52.00
52.00
52.00
50.50
46.25
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depreciation, 0, can be calculated as follows
<5 = l/EXP(Age of Plant and Machinery)
and EXP(Age) = Age.P(Age)
P(Age) is the probability of plant and machinery being of a
particular age and is defined as the proportion of the capital
stock for each industry of that age, whilst
LP(Age) = 1
The resulting values of 1$ are also given in Table Al.4.
The Price of Bev Capital Assets
The price index for plant and machinery for each of the industrial
sectors is a derived index calculated from the gross capital stock
data using current and constant price data. Dividing current price
data by the constant price data will yield an ~plied price index.
This methodology was used in preference to the indices published in
the CSO publication "Price indices for Current Cost Accounting" in
order to maintain comparability of the industry groupings with the
capital stock data. The implied price indices for plant and
machinery are given in Appendix 2.
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TABLE A3.4 LENGTH OF LIFE ASSUMPTIONS FOR ESTIMATES
OF THE RATE OF DEPRECIATION OF FIXED
CAPITAL STOCK OF PLANT AND MACHINERY
IN THE INDUSTRIAL SECTOR
Industry Assumed Average Life (years) Exp. Rate of
5 16 19 25 34 50 Age Dep.
Food, drink 2.0 22 68 8 33.0 3.0303
s tobacco
Coal & Petro 3.4 2.7 6.8 56.9 30.2 37 .2 2.6879
Products
Chemicals 3.4 2.7 6.8 56.9 30.2 37.2 2.6879
Iron s Steel 13.8 3.7 77.9 4.6 32.33 3.0928
Engineering 25.0 10.3 40.9 99.3 351 .9 72.6 31 .91 3.1341
Textiles, 75.6 93.7 30.7 33.06 3.0253
Leather etc.
Bricks, 8.0 39.0 50.0 42.0 61.0 32.98 3.0317
Pottery,Glass
Rubber etc. 73.0 4.0 23.0 31.11 3.2144
Paper, 4.5 54.5 41.0 40.15 2.4903
Printing
Timber, 76.0 5.0 19.0 30.20 3.3113
Furniture
Other Manf. 73.0 4.0 23.0 31.11 3.2144
Bricks & 3.0 15.0 31.0 28.0 23.0 32.10 3.1153
Cement
Glass & 5.0 24.0 19.0 14.0 38.0 33.87 2.9524
Glassware
& Pottery
Other 38.81 3.2460
Industry
Total 25.0 25.1 101.1 490.7 814.8 343.3 33.101 3.0210
Total Manuf- 25.0 25.1 87.3 487.0 736.9 338.7 33.15 3.0168
acturing
excl. Iron
and Steel
Source: Central Statistics Office.
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APPERDIX 4
Results of Est~ting the Berndt. Fuss and Waveraan Model
The model described in Chapter 3 was applied to the UK industrial
sector, excluding iron and steel, using time series data from 1954-
1982. The results are presented in table A4.1, details of the data
used are given in Chapter 5. As discussed earlier the results were
not satisfactory. The adjustment parameters Y KK and 'YKK are of
the correct sign implied by a priori economic theory but are very
small in magnitude. The main concern with the performance of the
model is in the comparison of actual and fitted values. No
information on the coefficient of determination is given with
maximum likelihood estimation but the correlation coefficient
squared p2 gives some indication of the relationship between
actual and fitted values. The energy equation does in fact perform
quite well but the results from the labour and capital equations
indicate that the model is failing to fit the actual data at all
and this in turn casts doubts on the estimated energy equation.
An attempt to improve the performance of the model was made by
simplifying the adjustment mechanism to be a simple linear function
of the discount rate r, such that
this is sim Bar to an attempt by Walfridson (1) when he tried to
estimate this model for Swedish manufacturing. This model was a
purely ad hoc attempt to improve the model and cannot be derived
from the theoretical exposition presented in Chapter 3.
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TABLE A4.1 PARAMETER ESTIMATES FOR THE BFW MODEL
Coefficients Estimate T-Ratio
E 5893.0 4.71
ET -61.53 1.45
EE 0.3647 0.52
EQ 126.78 6.06
EK -0.001 0.48
0 250699 5.15
t 6578.2 4.51
Q -5217.2 6.34
K -0.60 0.89
Kt -0.028 1.79
QQ 60.20 5.19
QK -0.013 1.55
KK 0.00001 1.97
KK 0.0018 6.18
L -676.3
2
P K 0.5177
2
P L 0.2091
2
P E 0.9169
dA K 1.10
dL 1.24
dE 0.62
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This modification led to a slight improvement in the performance of
the labour equation but was not sufficient to make it acceptabl~
The investment equation showed further deterioration in its
performance.
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