Predicting the 3D structure of protein interactions remains a challenge in the field of computational structural biology. This is in part due to difficulties in sampling the complex energy landscape of multiple interacting flexible polypeptide chains. Coarse-graining approaches, which reduce the number of degrees of freedom of the system, help address this limitation by smoothing the energy landscape, allowing an easier identification of the global energy minimum. They also accelerate the calculations, allowing to model larger assemblies. Here, we present the implementation of the MARTINI coarse-grained force field for proteins into HADDOCK, our integrative modelling platform. Docking and refinement are performed at the coarse-grained level and the resulting models are then converted back to atomistic resolution through a distance restraints-guided morphing procedure. Our protocol, tested on the largest complexes of the protein docking benchmark 5, shows an overall ~7-fold speed increase compared to standard all-atom calculations, while maintaining a similar accuracy and yielding substantially more near-native solutions. To showcase the potential of our method, we performed simultaneous 7 body docking to model the 1:6 KaiC-KaiB complex, integrating mutagenesis and hydrogen/deuterium exchange data from mass spectrometry with symmetry restraints, and validated the resulting models against a recently published cryo-EM structure.
INTRODUCTION
Proteins are the workhorses of the cellular machinery. In order to function, they bind to one another, as well as to other biomolecules, to form large molecular assemblies. These interactions play a key role in all essential molecular processes within a cell. Most of these assemblies may exist as transient associations, which, together with other experimental factors, makes the characterization of their three dimensional (3D) structure a challenge 1 for experimental methods such as nuclear magnetic resonance (NMR) spectroscopy or X-ray crystallography 2, 3 . Despite recent advances in cryo-electron microscopy (cryo-EM), it is unlikely that the substantial gap
Solvation parameters for the coarse-grained particles
The HADDOCK score, used to rank the predicted models, is a linear combination of energetical and empirical terms (see Scoring below), including a solvent-accessible surface-based desolvation energy term 35 (E desolv ) . In order to score CG models using this desolvation energy, we mapped the atomistic solvation parameters onto the CG beads. For this, the solvation energy of each group of atoms belonging to a specific bead was calculated for all 20 amino acids X in a GGXGG peptide.
Since the solvation energy depends on the solvent accessible surface area of an atom/bead, the total atomistic energy was divided by the solvent accessible surface area of the corresponding CG bead in a similar peptide in order to obtain the CG solvation parameters SP i cg for a specific CG where E i desolv_aa is the atomistic solvation energy for the group of atoms belonging to a given bead i and ASA i cg is the accessible surface area of that bead in the GGXGG peptide.
The all-atom and CG solvent accessible areas were calculated using CNS with an accuracy of 0.0025 using a water radius of 1.4Å excluding all hydrogen atoms. The so-called "fake beads" are not included in the desolvation energy calculation. The resulting solvation parameters values for the MARTINI CG beads are listed in Table 1 .
Preprocessing of input structures for coarse-grained docking
Setting up a CG docking run requires first converting the coordinate files, which contain information on individual atoms, into a CG representation. To this end, we adapted the "martinize1.1py" (https://github.com/Tsjerk) to account for the name type extensions (i.e. "fake beads" present in the 2.2p version of MARTINI) and to additionally generate distance restraints, in CNS format, between the original atoms and the corresponding CG beads, which are used in the final back-mapping stage of the protocol (see below). Since the MARTINI backbone parametrization depends on the local secondary structure, we numerically store the secondary structure assignments computed by DSSP 36, 37 into the B-factor column of the resulting CG PDB files. As in the standard protocol, HADDOCK automatically builds any missing atom when creating both the topology and coordinate files from the user-provided PDB files. This procedure is done both for the starting CG and all-atom structures. The latter are used in the final backmapping stage from CG to all-atom. 
Back-mapping coarse-grained models to atomic resolution by distance restraints
In order to convert the final coarse-grained models back to an all-atom representation, we make use of the ability of HADDOCK to use distance restraints to guide the modelling, using the atomto-bead distance restraints derived during the initial setup stage. For a group of atoms belonging to a particular CG bead, we create one distance restraint with 0 length between the geometric center of the atoms and the bead to which they belong. The conversion protocol consists of the following steps:
(1) Initial fitting onto the CG model: The all-atom structure of each molecule of the complex is fitted onto its respective CG representation in the docked CG model by rigid body energy minimization (EM) guided by the CG-to-AA distance restraints. During this step the CG model is kept fixed and the intermolecular interactions are scaled by a factor 0.001 to account for possible clashes between the AA molecules. No energy terms are included for the CG model, except the distance restraining potential.
(2) Inducing conformational changes: In order to morph the all-atom structure onto the CG model, which might have undergone conformational changes during the flexible stage of the docking protocol, we first perform two short rounds of energy minimization (500 steps), increasing the scaling factor for intermolecular interactions to 0.01 after the first minimization. Then, we perform 500 steps of Cartesian molecular dynamics (MD) at 300K with an integration time step of 0.0005 ps and another round of EM.
(3) Clearing clashes and optimizing all-atom interactions: We perform two rounds of energy minimization, increasing the scaling factor of the intermolecular interactions to 0.1 and 1.0, respectively, followed by another short MD (500 integration steps) and two extra minimization rounds.
In all three steps, all covalent and non-covalent energy terms are included for the AA models together with the restraint energy term for the atom-to-bead distance restraints. Once the all-atom models have been generated, the CG models are discarded, the morphing distance restraints are removed and all other restraining energy terms representing the various data given to HADDOCK to drive the docking are reintroduced. These are used in a final round of energy minimization.
Although computational expensive for large systems, the user can then choose to follow-up with the full water refinement stage of the standard HADDOCK protocol (turned off by default).
Docking procedure
All docking calculations were performed using a local installation of the new HADDOCK version 2.4 supporting CG docking. This protocol is also supported by the new version of our webserver 39 soon to be released. For comparison purposes, the docking was performed both with all-atom and coarse-grained representations, using the united-atom OPLS force-field 40 and MARTINI 2.2p, respectively. The docking was guided by ambiguous interaction restraints (AIRs) derived from the bound complexes (true interface) by selecting all solvent accessible residues with at least one heavy atom within 3.9Å from any heavy atom of the partner molecule. These restraints represent an ideal scenario where accurate information is available about the residues in the interface but not about their specific pairwise contacts (information that can be obtained e.g. from NMR chemical shift perturbations, mass-spectrometry hydrogen/deuterium exchange, …) 7, 8 . The sampling parameters were kept as default in HADDOCK: 1000/200/200 models were generated for the rigid body (it0), semi-flexible (it1), and water refinement (itw) stages, respectively. In the CG runs, the final water refinement stage was replaced by the back-mapping from CG to all-atom as shown in 
Scoring
We investigated whether re-parameterizing the HADDOCK-CG score led to a better scoring performance by systematically varying the weights of the scoring function. Since we did not observe significant improvements (data not shown), we kept the original HADDOCK scoring functions (HS) for the three stages of the docking protocol (rigid-body EM (it0); semi-flexible refinement (it1); explicit solvent refinement (itw)): where E vdw and E elec are the van der Waals and electrostatic energies terms calculated using a 12-6
Lennard-Jones and Coulomb potential, respectively, with MARTINI (it0, it1) or OPLS (itw) nonbonded parameters, E AIR is the ambiguous interaction restraints energy, E desolv is the empirical desolvation score and BSA is the buried surface area in Å 2 .
Protein docking benchmark
To test the performance of our HADDOCK-CG protocol, we selected a subset of complexes from the Protein-Protein Docking Benchmark version 5.0 29 , consisting of all complexes with more than 5,000 heavy atoms, excluding all antibody-antigen cases. This selection yielded a benchmark set of 27 cases (see Table SI -5 in Supplementary Information) .
Metrics for evaluation of model quality
The quality of the generated models was evaluated using standard CAPRI 42 criteria, including the fraction of native contacts (FNAT) and the positional interface (i-RMSD) and ligand (l-RMSD) root mean square deviations from the reference crystal structure. FNAT is calculated using all heavy atom -heavy atom intermolecular contacts using a 5Å distance cutoff (CAPRI definition) 42 .
The i-RMSD is calculated on the interface after superimposition on the interface residues, defined as those with any heavy atom within a 10Å distance of the partner protein. 
KaiC-KaiB coarse-grained integrative modelling with HADDOCK
In order to model the KaiC:KaiB 1:6 complex we performed two different docking runs, targeting either the CI or CII domains on KaiC since the H/D exchange data from MS point to two possible interfaces (for details refer to Snijder et al 43 ). We used the crystal structure of KaiC (PDB ID: 3DVL) consisting of 12 domains (two 6-membered rings) as starting point for the docking. For
KaiB, we used six copies of the recent NMR structure (PDB ID: 5JYT) 44 , which shows a foldswitch at the interacting region compared to the previously-determined crystal structure 45 .
The regions experimentally identified by HDX-MS as protected from solvent in either the CI or CII domains of KaiC and in KaiB were specified as active residues in HADDOCK, after filtering them for solvent accessibility (relative residue solvent accessibility larger than 50% as calculated with NACCESS 46 ) (see Table SI -6 in Supplementary Information, for a detailed list of residues).
For KaiB, we included three additional residues identified by mutagenesis experiments. A structural similarity analysis of KaiC revealed an asymmetrical structure with RMSD values for the interface regions between subunits in the hexamer ranging from 0.9Å to 1.9Å (see Table SI -7 in Supplementary Information for more details). As a result, we restrained the KaiB monomers to an approximate C6 symmetry by defining three C2 symmetry pairs (B-E/C-F/D-G) and two C3 symmetry triplets (B-D-F/C-E-G), but we did not use non-crystallographic symmetry restraints (NCS) since the interfaces are asymmetrical.
Because of the symmetry restraints, sampling of 180º rotations during the rigid-body stage was disabled. Furthermore, given the large size of the complex and the number of subunits to dock (7), the sampling was increased to 10000/400/400 models for it0/it1/itw, respectively. Finally, we disabled the final refinement in explicit water, only performing the back-mapping from CG to all-atom (as part of the default HADDOCK-CG pipeline). We only used the top 200 models according to the HADDOCK score for analysis and validation purposes.
RESULTS AND DISCUSSION
We have integrated the MARTINI 2.2p force field for proteins into HADDOCK (see Methods), adapted the desolvation energy terms to the coarse-grained beads, and developed a distance restraints-based back-mapping method to restore the atomic resolution of the final models while accounting for possible conformational changes that took place during the CG semi-flexible refinement step. In the following sections, we discuss the performance of our protocol in terms of success rate, sampling and computational efficiency using the 27 largest complexes from the docking benchmark 5. We then showcase its potential by modelling a large heptameric complex using mass-spectrometry and mutagenesis data.
Overall performance of coarse-grained HADDOCK
We compared the unbound docking performance of HADDOCK-CG with the default all-atom protocol for 27 binary complexes from the docking benchmark 5 (see Methods; Protein docking benchmark). Fourteen of those complexes were classified as easy according to the structural differences between the bound and unbound structures of the monomers, 8 as medium and 5 as hard. The docking was performed starting from the unbound structures of each protein and driven by information from the real interface (see Methods; Docking procedure), mimicking an ideal scenario for HADDOCK users. The success rate was defined as the percentage of cases for which an acceptable or better model was obtained in the top N ranked models (for details see Methods;
Metrics for evaluation of success in docking).
Coarse-grained docking shows a slightly better overall performance (Fig. 2) in the top 1 for single structure ranking (best ranked structure) than the standard all-atom protocol, with success rates for acceptable or higher quality models of 51.8% and 48.1% respectively. However, this trend reverses for the performance in the top 5, with 66.6% and 77.7% success rates for coarse-grained and atomistic models, respectively. For the remaining top N, (N = 10, 20, 50, 100, 200 We also analyzed the success rate on a per-cluster basis, which is the standard scoring scheme of HADDOCK. Clustering models improves the success rate for both coarse-grained and all-atom simulations to 59.2% and 51.8%, respectively, for the top 1 cluster. The success rate is maximal for the top 5 clusters reaching 88.8% for acceptable or higher quality models (Fig. 2B) . The allatom protocol reached the maximum success rate (88.8%) at the top 4 clusters. Compared to single structure scoring, no near-native cluster was obtained for 1IB1 due to the fact that only 3 models passed the quality thresholds and our clustering strategy requires a minimum of 4 models per cluster.
Concerning the quality of the models (see Methods; Metrics for evaluation of model quality), the all-atom runs generated higher quality solutions than CG runs ( Fig. 2C and 2D Interestingly there are 2 cases where CG docking generates better quality models than all-atom runs. For 3BIW, an easy case, coarse-grained docking generated medium quality models ranked in the top 10. The best of these models has an FNAT of 0.61 and i-RMSD of 1.9Å, compared to FNAT of 0.52 and i-RMSD of 3.5Å for the all-atom run. For 1HE8, a medium difficulty case, we
found a medium quality model in the top 5 with an FNAT of 0.55 and l-RMSD of 4.9Å, while the best all-atom model has an FNAT of 0.44 and l-RMSD of 6.1Å.
Given the back-mapping to all-atom resolution at the end of the coarse-grained protocol, we also evaluated the quality of the final models in terms of the number of atomic clashes at the interface.
A clash was defined as any pair of heavy atoms belonging to different molecules within 3Å distance, in accordance with the CAPRI assessment procedure 47 . The number of clashes was then divided by the buried surface area of the complex and models with more than 0.1 clashes/Å 2 were considered of poor quality. We found no model, in both CG and all-atom runs, that scored under this clash threshold. However, and interestingly, docked structures generated via coarse-graining presented, on average, half the clashes of the models from the all-atom runs, which might be explained by the multiple energy minimization rounds performed during the back-mapping protocol, compared to the default water refinement protocol. 
Reduction of the energy landscape complexity
A product of coarse-graining is a smoothening of the energy landscape, which should allow for an easier sampling compared to all-atom calculations. The coarse-grained landscape might help find energy minima, especially in cases where only few or no data are available to drive the modelling and should, therefore, contribute to a better performance of coarse-grained docking runs (i.e. an increase in the number of near-acceptable models). To test this hypothesis, we performed docking without any experimental information, using the ab initio mode of HADDOCK in which, for each docked model, pairs of residues on the interacting molecules are randomly selected and ambiguous interaction restraints are defined between surface patches within 7.5Å of those residues. In order to test whether coarse-graining improves sampling, we ran our benchmark with this type of random restraints for both all-atom and coarse-grained protocols, increasing in both case the sampling to 10000/400/400 models for it0/it1/itw. We indeed observe ( Table 2 ) a substantial increase (28.4%) in the number of models of acceptable or better quality during the rigid body stage of coarse-grained docking, compared to all-atom simulations. However, when using interface data to drive the calculations, this difference decreases to 8% more acceptable or higher quality models for the coarse-grained protocol, which is still a substantial improvement. 
Computational performance
The main motivation to implement a coarse-grained forcefield in HADDOCK was to accelerate and enable the modelling of large biomolecular assemblies by reducing the number of particles considered during the computations. The atom-to-bead mapping of the MARTINI model leads to a significant reduction in the number of particles, making the computations substantially more efficient. It was previously shown that MARTINI allows for an increase in computational efficiency by a factor 2 to 4 compared to common all-atom models 23 . In our case, integrating MARTINI into HADDOCK led to an average ~7-fold speed-up in total computation time ( Table  Table 3 * The coarse-grained protocol does not include refinement in explicit solvent, but instead performs a back-mapping procedure to restore all-atom resolution to the final models.
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