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Due to the tight power budget and reduced time-to-market, Systems-on-Chip (SoC) have emerged
as a power-efficient solution that provides the functionality required by target applications in em-
bedded systems. To support a diverse set of applications such as real-time video/audio processing
and sensor signal processing, SoCs consist of multiple heterogeneous components, such as software
processors, digital signal processors, and application-specific hardware accelerators. These com-
ponents offer different flexibility, power, and performance values so that SoCs can be designed by
mix-and-matching them.
With the increased amount of heterogeneous cores, however, the traditional interconnects in
an SoC exhibit excessive power dissipation and poor performance scalability. As an alternative,
Networks-on-Chip (NoC) have been proposed. NoCs provide modularity at design-time because
communications among the cores are isolated from their computations via standard interfaces. NoCs
also exploit communication parallelism at run-time because multiple data can be transferred simul-
taneously.
In order to construct an efficient NoC, the communication behaviors of various heterogeneous
components in an SoC must be considered with the large amount of NoC design parameters. There-
fore, providing an efficient NoC design and optimization framework is critical to reduce the design
cycle and address the complexity of future heterogeneous SoCs. This is the thesis of my dissertation.
Some existing design automation tools for NoCs support very limited degrees of automation
that cannot satisfy the requirements of future heterogeneous SoCs. First, these tools only support a
limited number of NoC design parameters. Second, they do not provide an integrated environment
for software-hardware co-development.
Thus, I propose FINDNOC, an integrated framework for the generation, optimization, and
validation of NoCs for future heterogeneous SoCs. The proposed framework supports software-
hardware co-development, incremental NoC design-decision model, SystemC-based NoC customiza-
tion and generation, and fast system protyping with FPGA emulations.
Virtual channels (VC) and multiple physical (MP) networks are the two main alternative meth-
ods to obtain better performance, provide quality-of-service, and avoid protocol deadlocks in packet-
switched NoC design. To examine the effect of using VCs and MPs with other NoC architectural
parameters, I completed a comprehensive comparative analysis that combines an analytical model,
synthesis-based designs for both FPGAs and standard-cell libraries, and system-level simulations.
Based on the results of this analysis, I developed VENTTI, a design and simulation environment
that combines a virtual platform (VP), a NoC synthesis tool, and four NoC models characterized at
different abstraction levels. VENTTI facilitates an incremental decision-making process with four
NoC abstraction models associated with different NoC parameters. The selected NoC parameters
can be validated by running simulations with the corresponding model instantiated in the VP.
I augmented this framework to complete FINDNOC by implementing ICON, a NoC generation
and customization tool that dynamically combines and customizes synthesizable SystemC compo-
nents from a predesigned library. Thanks to its flexibility and automatic network interface gener-
ation capabilities, ICON can generate a rich variety of NoCs that can be then integrated into any
Embedded Scalable Platform (ESP) architectures for fast prototying with FPGA emulations.
I designed FINDNOC in a modular way that makes it easy to augment it with new capabilities.
This, combined with the continuous progress of the ESP design methodology, will provide a seam-
less SoC integration framework, where the hardware accelerators, software applications, and NoCs
can be designed, validated, and integrated simultaneously, in order to reduce the design cycle of
future SoC platforms.
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Dennard’s ideal MOSFET scaling [41], which argues that the supply voltage should scale together
with the reduced size of transistors, has been one of the main drivers of silicon industry for four
decades. However, due to the increased portion of sub-threshold leakage with deep sub-micron era,
the promise of voltage scaling came to an end.
The end of Dennard’s scaling poses various challenges for integrated circuit design with deep
sub-micron technologies [25]. Due to excessive power dissipation caused by sub-threshold current
leakage, semiconductor companies have used various techniques, such as FinFET [58; 13] and high-
κ dielectric [26] to reduce the leakage and sustain the progress of Moore’s law. However, these
techniques require severe modifications of the manufacturing process, which leads to an overall
increase of cost and complexity.
In addition, the pace of architectural improvements made possible by the increased number of
transistors has slowed down due to high power dissipation. The conventional architectural scal-
ing approach improves performance by exploiting instruction-level parallelism (ILP) with deeper
pipelining and high clock frequency. However, since this approach consumes too much power in
the post-Dennardian era, the multi-core architecture has been proposed to increase task-level paral-
lelism (TLP).
After a decade of struggles to sustain the progress of the semiconductor industry, the scal-
ing for sub-10nm technology may not be possible or profitable based on just Moore’s law due
1
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to the exponentially increased cost and complexity. Even if it is, the scaling is very close to the
fundamental limitation, the atom [12]. On the other hand, the performance of microprocessors
can still be improved by utilizing the given transistors more efficiently with architectural inno-
vations. The multi-core approach is one option to utilize transistors efficiently with TLP. How-
ever, it is no longer scalable or profitable: even with 22nm technology, 21% of a fixed-size chip
must be powered-off due to its excessive power dissipation. That is, 21% of transistors are under-
utilized. The term Dark Silicon has been coined to refer to these under-utilized transistors [43;
112].
Instead of combining multiple homogeneous general-purpose cores, a system can be designed
by combining various heterogeneous general-purpose cores and specialized accelerators. By us-
ing specialization, Systems-on-Chip (SoC) offer better power-performance efficiency than homoge-
neous multi-core architectures and represent a better solution to cope with the increasing amount of
dark silicon. The specialized hardware accelerators provide better power-performance efficiency by
sacrificing flexibility. As a system becomes more specialized, however, there are fewer target appli-
cations that it can cover. To cover multiple target applications with reasonable power-performance
efficiency, SoCs can be designed by mix-and-matching various degrees of specialized hardware
and general-purpose processor cores. The goal is then a good balance between specialization and
generalization.
Since specialization comes at the cost of restricting target applications, the future of comput-
ing will not be based on a single platform, as it was in the past with general-purpose processors.
Therefore, analyzing and optimizing a system based on its target applications without losing time-
to-market are critical tasks in the design of future application-specific SoCs.
1.1 Trends in SoC Design Methodology
With the increased number of components integrated in the system, the cost and complexity of de-
signing heterogeneous SoCs continue to grow in terms of both designing individual components
and integrating these components to build the SoC. Multiple design approaches have been proposed
to reduce the design cycle and address the increased complexity. First, a system can be designed by
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mix-and-matching the existing hardware accelerators and general purpose processor cores instead
of designing them from scratch. This design process is called System-Level Design (SLD) [29;
31]. With SLD, the accelerators and cores are instantiated as reusable basic building blocks to
construct various types of SoCs. Embedded Scalable Platform (ESP) is an approach to help design-
ing the future heterogeneous SoCs with a socketed architecture and an easy design methodology
inspired by SLD [30]. While the ESP methodology is more focused on reusing, developing, and im-
proving hardware accelerators with a loosely-coupled accelerator model [34], the integration with
its common communication infrastructure has not been specified in detail.
Second, with system components as building blocks and virtual platforms (VP) and FPGA as
validation platforms, the hardware and the software can be co-designed simultaneously at the early
stages of the design process [114]. Hardware/software co-design aims at four goals: the coordina-
tion of interdisciplinary design groups, the concurrency of hardware and software development, the
checking of the correctness of the integrated system starting from the early design process, and the
reduction of the complexity of today’s system-level design.
Fig. 1.1 compares the classical design flow and the hardware-software co-design flow. In the
classical flow, the software design stage begins around the 12th month after the hardware design
is complete. Instead, in the co-design flow, the software and hardware design stages are started
simultaneously at the 6th month. With the co-design method, the risk of late design errors can be
reduced by starting the integration and verification stage early. Thanks to the coordination among
various design groups, the problems of overdesigning and underdesigning a system can also be
reduced. Finally, the co-design method can save up to six months compared to the classical method.
Third, VPs and FPGA prototypes encourage this co-design framework. VPs provide a model of
the hardware so that software development can start before the real hardware is available [84]. VPs
also enable rapid system verification and validation with fast simulation speed by having highly
abstracted hardware models [96; 31]. In addition, VPs can capture the performance variabilities
caused by operating systems (OS) and dynamic voltage-frequency scaling (DVFS) hardware mod-
ules. Evaluation of an SoC design is typically very challenging because of the variability caused
by system calls and task synchronization in OSs [14]. Using FPGA prototypes allows designers to
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Figure 1.1. A comparison of classical design vs. hardware-software co-design [114].
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emulate the hardware and run complex software application and middleware on top of it. Therefore,
these prototypes provide a fast and accurate verification platform in terms of both the individual
components and the overall integrated SoC, without fabricating a chip. The main disadvantage of
FPGA emulations over VP is that the emulation is possible only when some of the critical intellec-
tual property (IP) blocks, such as the processor cores, are implemented and verified enough to boot
up the system.
Finally, Networks-on-Chip (NoC) are used to integrate the increased number of cores and ac-
celerators in the system by providing a common communication infrastructure [39; 23; 55]. As
the number of cores in SoCs and chip multiprocessors (CMP) continues to grow, the traditional
bus-based interconnects do not scale in terms of power and performance. Specifically, bus-based
interconnects are broadcast-based communication media, which suffer an increasing amount of con-
tentions with increased number of components in a system. Further, due to the contentions and
unnecessary broadcasts, bus-based interconnects consume too much power to deliver a message to
its destination. NoCs instead are a promising solution for future heterogeneous SoCs, which will
feature a large number of interacting components.
1.2 NoC Design Space and Automation Tools
NoC designers must consider a very large design space. This includes making the right decisions on
multiple different design parameters, such as topology, routing policy, and flit-width. Furthermore,
NoC designers must determine the values for all these design parameters without violating various
design constraints, such as real-time delivery, while guaranteeing dead-lock and live-lock avoidance.
The resulting NoCs should also provide good performance (e.g. low latency and high throughput)
at low cost (e.g. low power and heat dissipation).
With large amount of NoC design parameters to be considered, design automation tools can
reduce the complexity of designing an NoC to meet the communication specification of a given
SoC [64; 88; 51; 100]. NoC design-automation tools contain a library of components, take a com-
munication specification represented as a graph, and produce an optimized NoC implementation in
the format of synthesizable Register-Transfer Level (RTL) descriptions. Although these tools offer
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various options to design NoCs, they may not be suitable to design NoCs for future heterogeneous
SoCs due to the following reasons:
1. Existing NoC design-automation tools do not automatically extract communication specifica-
tion from simulations. That is, these tools assume that the communications among the SoC
components can be manually specified by system designers. Due to the variability caused
by OSs [14] and the introduction of core-level DVFSs, specifying communication require-
ments for future heterogeneous SoCs will become increasingly more difficult. Instead, the
communication specification can be extracted from simulation results obtained with VPs.
2. Future heterogeneous SoCs need to rely on customized NoCs that provide communications
tailored to the target applications while supporting various system-level functionalities such
as message-class isolation. However, all existing design automation tools for NoCs only focus
on producing optimal NoCs without considering this kind of flexibility.
3. Most of the currently available NoC design tools do not provide support for hardware-software
co-optimization. Since some NoC configurations may cause out-of-order message delivery,
software can be incorrectly designed based on the in-order delivery assumption. Thus, it is
critical to develop a co-design environment that supports the joint development and testing of
NoCs and software.
4. There is no existing NoC design-automation tool for heterogeneous SoCs that completely
separates NoC designs from IP core design. That is because some NoC design decisions in
these tools rely on the physical placement of IP cores. If assumed properly, however, these
decisions can be made before placing IP cores into the system.
5. The currently available automation tools to design NoCs lack an integrated framework. That
is, the users need to manually manipulate the results of one tool in order to use them as inputs
for the other tools.
These challenges led me to propose FINDNOC, an integrated framework for the generation,
optimization and validation of NoCs for future heterogeneous SoCs.
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Figure 1.2. The organization of FINDNOC.
1.3 Overview of FINDNOC
Fig. 1.2 shows an overview of FINDNOC and its main components together with information on
the chapters of this dissertation that discuss the corresponding research contributions. FINDNOC
consists of a virtual platform, an FPGA prototype platform, various NoC abstraction models, NoC
CAD tools, and an NoC customizer.
The primary purpose of FINDNOC is to provide an NoC design framework with an incremen-
tal decision-making process and relatively fast simulation/emulation speed, while supporting the
software and hardware development platforms.
FINDNOC automatically extracts the communication requirements for the NoC by running sim-
ulations with the given target applications. If needed, the FINDNOC users can intervene in the spec-
ification process to add more constraints and communication requirements. The specification is then
fed to the NoC CAD tools to determine the NoC parameters associated with the NoC abstraction
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level, or to the open-loop simulation framework with user-specified parameters for quick evaluation.
The NoC in the VP is instantiated with four abstraction models: Transaction Verification Model
(TVM), Hop-count-based NoC Model (HNM), Flit-based NoC Model (FNM) and Pin- and Cycle-
accurate Model (PCM). They are named after the purposes and levels of the corresponding NoC
abstractions. For example, TVM is based on an ideal point-to-point network to verify end-to-end
transaction, while PCM describes every detail of the NoC design at the pin- and cycle-accurate
level. Each NoC abstraction model has dedicated NoC parameters to be optimized. As a result, the
NoC abstraction models break the huge NoC design space into four distinct groups of parameters,
while maintaining the same virtual platform for hardware-software co-development.
Various CAD tools can aid or automate the decision-making process with various performance
and cost information for the selected parameters. In the current version of FINDNOC, the extended
version of COSI [100] is integrated as a CAD tool to optimize topology, clock frequency and channel
widths. Once the design decisions associated with the NoC abstraction model are made by the
NoC CAD tools and manually by the NoC designers, the next level of NoC abstraction model is
configured with the selected NoC parameters and the model is instantiated as the NoC of the VP
for validation of the target applications. The procedure of validation, decision-making, and model
instantiation continues until all NoC parameters are chosen to derive the pin- and cycle-accurate
NoC implementations.
Due to the pin- and cycle-accurate details, running VPs with PCM is slow and time-consuming.
In addition to the VP, however, FPGA prototypes can be used to validate the final NoC design with
the help of ICON, the NoC customizer. From the given NoC specification, ICON generates an NoC
implementation expressed with the synthesizable SYSTEMC subset. The output of ICON can then
be synthesized into an RTL or netlist to be integrated with other cores and accelerators and derive an
FPGA prototype of the target system. The integrated prototype is then synthesized and programmed
into FPGAs to perform emulations. If the incremental design with the NoC abstraction models does
not produce a good NoC, the designer can always tweak the NoC configuration and perform FPGA
emulations to improve the overall performance of the SoC.
ICON produces the final NoC implementations based on a set of NoC design parameters speci-
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fied in XML. These specifications not only generate or instantiate NoCs expressed in synthesizable
SYSTEMC, but also produce multiple helpful scripts for ESL and RTL syntheses and customized
testbenches for open-loop simulations. ICON can instantiate various microarchitectural implemen-
tations for NoC components from the SYSTEMC component library, which contains multiple and
parameterized SYSTEMC classes with different power-area-performance profiles. When a high de-
gree of customization is required, such as having non-uniform input ports in a router, ICON generates
a new SYSTEMC class by customizing the existing implementations in the library.
1.4 Outline of the Dissertation
My dissertation is organized as follows. In Chapter 2, I describe the new challenges caused by the
end of Dennard’s scaling and the slowdown of Moore’s law. I summarize four proposed approaches
to overcome these challenges as well as the recently-proposed embedded scalable platform (ESP)
as a new approach that targets the design of future heterogeneous SoCs.
In Chapter 3, I explain the main motivation of using NoCs to connect the increasing number of
components in large-scale SoCs. I describe the principles and performance estimation methods for
generic interconnection networks and the unique characteristics of NoCs.
The contents covered by Chapters 4, 5, and 6 are color-coded as green, blue, and red shades in
Fig. 1.2, respectively.
To understand the NoC design space, I present a comparative study of two NoC design tech-
niques, virtual channels and multiple physical networks, in Chapter 4. Starting from an analytical
model, I analyze multiple synthesis results with both FPGA and ASIC technologies, and then the
results of open-loop simulations. As a case study I present the experimental results of a CMP sys-
tem with full-system simulations. Although the main focus of the chapter is the comparative study,
I also discuss the impact of varying other key parameters of NoC design.
In Chapter 5, I describe VENTTI, which I developed as the first generation of the FINDNOC
framework. The details of the four NoC abstraction models, illustrated in Fig. 1.2, are explained
in terms of both performance and cost estimation. I also present a comparative case study of two
different topologies across all NoC abstraction levels.
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In Chapter 6, I describe ICON, which is the NoC customizer of FINDNOC shown in Fig. 1.2.
The basic designing principle of the NoC components in the SYSTEMC library is presented, and
the configurations of 36 NoC architectures are analyzed with open-loop simulations and full-system
FPGA emulations using 2 different ESP architectures, in order to demonstrate the fast prototyping
capability of ICON.
Finally in Chapter 7, I conclude the dissertation with a discussion of possible future work to
improve FINDNOC.
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2.1 Moore’s Law and Dennard’s CMOS Scaling
Gordon Moore initially predicted that the number of transistors per unit of area in an integrated
circuit would double every year [85]. After the doubling cycle was corrected to every two years,
silicon industry has kept up with that prediction for 44 years. Started as an empirical observation,
Moore’s law became a self-fulfilling prophecy. As a result, state-of-art microprocessors contain
several billions transistors, which is 4 million times more than the number of transistors in the
initial Intel’s 4004 chips.
On the other hand, the Dennard’s ideal MOSFET scaling argues that the supply voltage should
scale together with the reduced device size so that the power consumption per unit of area stays
constant while the transistor dimensions continue to scale [41]. Furthermore, the delay time of each
circuit is also reduced by the factor of the device scaling. This reduced delay can then be used to
increase the clock frequency.
By combining the increased number of transistors with architectural improvements, such as
deeper pipelining and out-of-order execution to increase instruction-level parallelism (ILP), Den-
nard’s scaling has been one of the main drivers to improve the performance of general purpose
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(a) Gate oxide thickness for Intel logic technologies [25]. (b) Transistors that can be bought per million of dollar [12].
Figure 2.1. The end of Moore’s law and Dennard’s CMOS scaling.
microprocessors.
With deep submicron technologies, however, Dennard’s scaling, i.e. the continuous decrease of
supply voltages, has stopped [59]. Dennard’s scaling assumes that the channel doping concentra-
tion can be increased to enable shorter channel lengths for appropriate threshold voltage (Vt), but
high concentration degrades performance and carrier mobility due to increased impurity scattering,
and high concentration also increases source junction leakage because of direct band-band tunnel-
ing [25]. As a result, voltage scaling has reached its limits, especially in terms of Vt. Dennard’s
scaling ignores the impact of sub-threshold power leakage for micro-scale transistors. However, as
technology progresses, the leakage constraints prevent Vt to be scaled down further and, conversely,
also the operating voltage. Dennard’s scaling also assumes the proportional scaling of gate oxide
thickness. Unfortunately, due to leakage constraints, this trend has also slowed down, as shown in
Fig. 2.1(a).
Table 2.1 summarizes a comparison of the scaling factor in Dennardian and post-Dennardian
eras. For the same area, the total power dissipation for every process generation is increasing
quadratically. The end of Dennard’s scaling is a major threat to the continuous improvement of mi-
croprocessor performance due to excessive amount of leakage power that would result from higher
clock frequencies.
In order to support continuous technological scaling while reducing the sub-threshold leakage,
silicon industries have used various techniques, such as strained silicon [111], high-κ dielectric
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TABLE 2.1
DENNARDIAN VS. POST-DENNARDIAN SCALING FROM [112]
Scaling with S Symbol Dennardian Post-Dennardian
Transistor count Q S2 S2
Clock Frequency F S S
Capacitance C 1/S 1/S
Operating Voltage Vdd 1/S 1
Power Dissipation QFCV 2dd 1 S
2
gate oxide [26], and FinFET [58; 13]. Since all these techniques require to change the conventional
manufacturing process, the overall cost and complexity of producing a microprocessor has increased
with the arrival of each new technology. As a result, the slowdown of Moore’s law became evident.
For example, instead of providing a new generation of microprocessors with both technological scal-
ing and architectural improvement, in 2007, Intel decided to restructure its manufacturing process
by breaking it down into two consecutive stages: technological scaling ("tick") and architectural im-
provement ("tock"). As a result, the promise of Moore’s law, i.e. doubling the amount of transistors
per area, is slowed down by a half. Worse, the strategy has changed into a three-phase "process-
architecture-optimization" model in 2016: first the innovation of the technology process, then the
architectural improvement, and finally the optimization of both process and architecture [5]. Even
if this slowdown version of Moore’s law continues to progress on the technological roadmap, taking
advantage of transistor scaling may not be feasible in terms of cost efficiency. Fig. 2.1(b) shows the
amount of transistors that can be bought per dollar of investment, adopted from [12]. From 28 to
16nm, this amount has been stable and then decreased by a million between 16 and 10 nm. That
is, the investment for logic technology after 28nm may not lead to a profit. In summary, based on
the empirical evidence, the extreme cost and complexity for sub-10nm technology may not be able
to provide enough financial advantages. Even if the superior sub-10nm technology is developed,
transistor scaling will eventually reach its fundamental limitation, the atom.
To cope with the end of Dennard’s scaling and the slowdown of Moore’s law, processor man-
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(a) shrinking (b) dim (c) specialized (d) deus ex machina
Figure 2.2. Four key approaches for the dark silicon [112].
ufacturers started to increase the number of cores in the system. Instead of exploiting instruction-
level parallelism by building a single complex microprocessor core with deeper pipelines and higher
clock frequencies, one can simply maintain the same clock frequency and architectural details, but
increase the number of simple cores to exploit thread-level or task-level parallelisms. In the post-
Dennardian era, the power management problem has been temporarily shifted from CMOS device
scaling to architectural improvements.
The emergence of multi-core architectures in 2005 has changed the perspective of design and
evaluation of microprocessors. Instead of focusing just on performance by designing circuits to
reduce Fan-out-of Four (FO4) delays, to achieve power efficiency with reduced transistor toggles
per function and power-gating circuitry became the fundamental goal for the designers. Power
dissipation became one of the important metrics to evaluate microprocessors and logic circuits.
Various energy-performance metrics, such as Energy-Delay Product (EDP), Energy-Delay Squared
(ED2P), and power metrics such as Thermal Design Power (TDP) can be used to compare the
performance of various processors in the market.
2.1.1 Dark Silicon and the Four Horsemen
While multicores have provided an intermediate solution to manage power dissipation and sim-
plify the design complexity, they are not the final solution for the post-Dennardian scaling era.
Esmaeilzadeh et al. projected that 21% of a fixed-size chip must be powered off at 22nm, and this
number grows to more than 50% at the 8nm technology node [43]. Since most of silicon area should
be turned off to meet the power requirements, the terms “dark silicon” and “utilization wall” have
14
CHAPTER 2. FUTURE OF HETEROGENEOUS SYSTEMS-ON-CHIP
been coined to refer to the transistors that are under-utilized due to the power constraints.
Taylor described four key approaches to manage the ever increasing amount of dark silicon as
the “four horsemen” of the dark silicon “apocalypse” [112]. Fig. 2.2, inspired by [112], represents
the dark silicon’s effect on architectural scaling and the four different approaches. Assuming that 4
general-purpose processor cores are scaled down to be designed with the next generation technology
with scaling factor S=2, the total power is quadrupled. Therefore, more than 75% of area would
become dark silicon, highlighted as dark blue boxes in Fig 2.2(a). By using Taylor’s first approach,
the shrinking horseman, the traditional architectural scaling methodology can be applied to discard
all dark silicon area to make a small chip. However, due to the packaging, power, and cost issues,
the author anticipated that it is highly unlikely that this will happen.
The multi-core approach, the dim horseman, reduces dark silicon by using multiple under-
clocked "dim" cores, illustrated as light blue boxes in Fig. 2.2(b). As technology progresses to
the next generation, the total number of cores increases and each core becomes "dimmer" than in
the previous generation. Esmaeilzadeh et al. discussed the limitation of the dim horseman by es-
timating a projected 7.9× average speedup across commonly used parallel workloads, which is 24
times less than the target of doubling the performance at each technology generation [43].
One of the most interesting approaches is the specialized horseman, where the various degrees of
specialization (represented as different colored boxes in Fig. 2.2(c)) are applied, in order to increase
the power-performance efficiency by sacrificing the flexibility of general-purpose processor cores.
The on-chip integration of GPUs for the current generation of microprocessors can be categorized
as an example of the specialized horseman.
In summary, the traditional architectural scaling and the multi-core approach do not represent ef-
ficient solutions of the dark silicon problem due to their limited scalability. While there is no emerg-
ing new technology to replace conventional MOSFETs, the deus ex machina horseman (Fig. 2.2(d)),
specialization is the only viable solution to reduce dark silicon by improving power-performance
efficiency in the era of post-Dennardian scaling.
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2.1.2 Challenges of Specialization
Specialization is not a novel idea to utilize the die area. Due to the limited power constraints,
many embedded architectures have been implemented as entire Systems-on-Chip (SoC). Most of
the embedded processors from sensors to cellular phones and tablets today are the result of progress
of SoCs.
Specialization, however, provides many challenges to SoC designers. First, designers must
choose the degree of specialization for their system. The more specialization is applied to the given
silicon area, the less target applications the chip can support.
Second, designers must cope with the increased design cost and complexity brought by special-
ization. To support a rich range of target applications, processor cores with different performance-
power profiles and specialized hardware components are combined together into an SoC. All of
these heterogeneous components must be implemented, verified, and integrated in harmony.
In addition, the programming model for the specialized hardware blocks must be easy to learn,
use, and modify. With this model, the target applications must be customized to take advantage of
specialization. The excessive cost of learning to program specialized architectures may limit market
adoption, which would then lead to low revenues.
In summary, the degree of specialization must be chosen carefully based on the target applica-
tions. Also, the increased design cost and complexity brought by specialization must be addressed.
While choosing this degree is a difficult design decision, the cost and complexity can be reduced
with component reuse, integration automation, and the use of common hardware/software inter-
faces.
2.2 Embedded Scalable Platforms
System-Level Design (SLD) is an approach to reduce design complexity and to encourage compo-
nent reuse. With SLD, the level of abstraction is raised above Register-Transfer Level (RTL) to
focus more on algorithmic details than the latency-sensitive behavior of the implementation cir-
cuitry [29]. To support SLD, many high-level description languages, such as SYSTEMC [1] and
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(a) Processor (b) Accelerator
Figure 2.3. Socket interfaces for the two main heterogeneous components in an ESP architecture: processors and accel-
erators [30].
BLUESPEC SYSTEMVERILOG [90], have been proposed.
Embedded Scalable Platforms (ESP) combines a SLD methodology with a flexible socketed ar-
chitecture in order to provide scalable integration platforms for heterogeneous SoCs [30]. Hardware
accelerators and general-purpose processor cores can be integrated seamlessly with parameterized
socket interfaces. The software in ESPs can interact with the specialized hardware by using various
system-level or user-level libraries in a full-fledged operating system like Linux. Once encapsulated,
multiple heterogeneous components can be mix-and-matched and tested for fast prototyping with
ESPs. With SYSTEMC and High-Level Synthesis (HLS) tools, hardware accelerator development
can be more focused on the algorithmic aspects than the logic implementation details, and it can be
synthesized into many alternative RTL implementations for design space exploration [80].
2.2.1 ESP Architecture
Fig. 2.3 shows the ESP socket interfaces for: (a) a general-purpose processor core and (b) a hardware
accelerator. A socket interface encapsulates the component and provides ESP services, such as
Interrupt Request (IRQ) and Direct Memory Access (DMA). The interface is also parameterized in
order to provide easier integration of various heterogeneous components.
The socket interfaces of both accelerators and processor cores include memory access logic,
IRQ logic, and controller logic to manage Dynamic Voltage-Frequency Scaling (DVFS).
For the processor core, a cache is used with memory access logic that provides the illusion
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of a traditional homogeneous system. Therefore, legacy software can be executed without any
modification. The interface for processor cores also includes software libraries: ESP Linux module,
ESP Linux device driver, and ESP user-level library. These software libraries provide common
communication methods across systems with different component configurations. The ESP software
libraries are designed to minimize additional efforts to develop customized software. To add a new
accelerator, it is sufficient to instantiate a device driver from a predefined template and configure it
with an amount of changes that corresponds to about 2% of its code.
For the accelerator, a configurable DMA engine is used to access the off-chip DRAM main
memory, while avoiding a long round-trip path via a processor.
The ESP accelerators are designed based on a loosely-coupled accelerator model [34]. Instead
of integrating the accelerator within a processor, the model isolates and encapsulates it as an in-
dependent computation unit. This improves reusability. The model is known to provide efficient
computing as long as it keeps a good balance between the communication and computation phases.
Fig. 2.4 from [79] shows a block diagram of a high-throughput accelerator for the DEBAYER kernel.
The accelerator consists of load and store modules, one or more of computation modules, and its
Private-Local Memory (PLM). Load and store modules are used to fetch and commit data from/to
the off-chip DRAM via the DMA controller, while the PLM is used to store loaded data and inter-
mediate results between multiple computation stages. Data communications between modules are
done through the PLM. Once data is fetched with the load module, it is stored into the PLM. As
soon as data is ready, the computation unit processes it and saves the results into the PLM. The store
module finally moves the results from the PLM back into the off-chip memory. By having a shared
internal memory structure, each module can pre-process or pre-fetch data to overlap communication
over computation. For high-throughput computations, the PLM must be highly-tailored to the appli-
cation. In particular, it must be designed with aggressive SRAM banking to provide simultaneous
accesses from all modules.
The ESP services requested by the heterogeneous components in the system are delivered via
a Scalable Communication and Control Infrastructure (SCCI). Similar to the socket interfaces, the
SCCI can be automatically synthesized from pre-designed templates. It simplifies the integration of
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Figure 2.4. An example of the ESP accelerator [79].
heterogeneous components through the commonly defined interfaces, and provides inter-component
data communication. The design complexity of the SCCI varies from a bus-based interconnect to
Networks-on-Chip (NoC), depending on the size of the ESP instance. Specifically, a larger ESP
system requires more communications among its components. Therefore, the SCCI of the system
must be implemented with a NoC to parallelize communications and to prevent the SCCI from
becoming the bottleneck of the system.
2.2.2 ESP Design Methodology
The ESP design methodology is based on SLD principles that encourage design reuse to cope with
the increasing complexity of heterogeneous SoC design. Conventional design methodologies be-
gin with algorithmic prototyping based on one or more high-level languages such as C++, then a
functionally-equivalent RTL implementation is manually derived by the designers.
Instead, the ESP methodology uses SYSTEMC, an IEEE-standard object-oriented language
based on C++ [1]. The benefits of prototyping in SYSTEMC are three-fold: First, it reduces the
gap between algorithmic prototypes and hardware implementation by shortening the time to convert
prototypes into a synthesizable SYSTEMC implementation. Second, it enables fast full-simulation
with virtual platforms that support hardware-software co-simulation. Third, it enables the use of
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Figure 2.5. The ESP design methodology [30]
high-level synthesis that allows designers to explore a broad design space by adjusting the knobs
provided by the HLS tools.
Fig. 2.5 shows the ESP design methodology [30]. The system designers initially analyze target
applications and their requirements, both in terms of cost and performance. In order to provide
the best performance with the least cost, the designers use a system profiler or virtual platforms to
identify the application kernels that need to be sped up with accelerators.
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Based on the requirements and specifications, the application kernels are either implemented
by designers in SYSTEMC using transaction-level model (TLM) primitives, or mapped to existing
IPs that are reused. TLM decouples communication from computation, and commercial CAD tools
employ or provide TLM primitives as abstracted functions [17; 46]. With TLM primitives, the hard-
ware designers can focus on implementing computational details. The primitives are automatically
converted into load and store modules by HLS tools.
The newly implemented accelerators can be validated with SYSTEMC-supporting virtual plat-
forms. Thanks to the rich set of configuration knobs provided by HLS tools, the validated acceler-
ators can be synthesized into multiple alternative RTL implementations with different area, power,
and delay profiles to find the optimal implementation for the given system.
After validating the hardware accelerators and processor cores, they are integrated with the
SCCI. The designers do not need to know the details of the SCCI to build a system. The implemen-
tation of the SCCI varies from bus-based interconnects to complex NoCs, depending on the traffic
requirements and the number of components in the system. The NoC automation tool, however, is
not specified as a part of the ESP design methodology.
To reduce the design complexity of NoCs, VENTTI can be used as a framework for NoC design
space exploration and prototyping (Chapter 5), and synthesizable SYSTEMC NoC implementations
can be produced with ICON (Chapter 6). With these NoC automation tools, the designers of SCCI
can focus on the NoC design space exploration to identify the best NoC for a given ESP architecture.
2.3 Concluding Remarks
Two conventional wisdoms for silicon industry, Moore’s law and Dennard’s scaling, are no longer
true after the arrival of deep sub-micro technologies. Dennard’s scaling fails due to the excessive
sub-threshold power leakage, while Moore’s law has slowed down and is expected to end soon be-
cause of both physical limits and architectural complexity. Among multiple different approaches to
handle these challenges, specialization based on target applications provides the most cost-efficient
solution. By sacrificing the flexibility of generic-purpose processor cores, specialized hardware
such as accelerators can improve power-performance efficiency by factors of the order of hundreds
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to thousands.
However, there is no free-lunch; the complexity of architectural design increases as the system
components become more specialized. Therefore, the standardization of the design methodology
with enough level of automation is required to reduce the design efforts to build efficient SoCs. ESP
provides an easy-to-use SoC integration platform with system-level design, modularized socket
interfaces, loosely-coupled accelerators, and scalable communication infrastructures. The support
of simulation and high-level synthesis tools for loosely-coupled accelerator design makes the ESP
methodology easy to use and implement.
While the ESP methodology specifies the integration and design space exploration of compo-
nents in the system, the implementation details of the SCCI have been mentioned briefly in [30].
In fact, the SCCI implementation itself has a variety of design parameters to explore. In order to
understand better the scope and characteristics of this design space, the basics of interconnection





3.1 Emergence of Networks-on-Chip
As the number of components in Systems-on-Chip (SoC) and Chip Multiprocessors (CMP) con-
tinues to grow, the traditional bus-based interconnects no longer provide efficient communication
among the components in the system.
The main reason is two-fold: First, the contentions for a shared medium are more likely to
occur with the increased number of components in the system. Second, bus-based interconnects
consume too much power to deliver messages due to the increased number of contentions and the
often unnecessary broadcasting mechanism.
The limited scalability of bus-based interconnects can be demonstrated by analyzing the proba-
bility of contentions. With n components in the system, let Xi be a random variable with Bernoulli
distribution to represent the request of communication from component i. For simplicity, let’s first
assume that Xi is independent, identically distributed (i.i.d.): P (X0 = 1) = P (X1 = 1) =
... = P (Xn = 1) = p. In addition, let the random variable Y represent the total number of
communication requests in the system, i.e. Y =
∑n
k=1Xk. As a result, Y is a Binomial (n,
p) random variable, i.e. Y ∼ B(n, p). Contentions occur when two or more components try
to send requests to use the bus at the same time. The probability of contentions with bus-based
system can be expressed as P (Y ≥ 2) = 1 − P (Y = 0) − P (Y = 1). Since Y ∼ B(n, p),
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Figure 3.1. Probability of contention with the bus-based interconnect.
P (Y ≥ 2) = 1− (1− p)n − n(̇1− p)(n−1).
Fig. 3.1 shows the cumulative distribution function of P (Y ≥ 2) as function of the probability
of request for each component as p and the total number of components as n. Each line in the graph
with a different color represents a probability of contention with n components in a system. In the
graph, more than half of communications suffer from contentions when n = 4 and p = 0.4, and it
gets much worse as n increases.
While bus-based interconnect shares single channel for communication, an extreme alternative
is to provide a private point-to-point channel between every possible pair of components in the
system. A global crossbar is also a form of point-to-point network with arbiter modules that select
signals from multiple inputs. Despite little to no contention, both the crossbar and point-to-point
network are not scalable due to the excessive number of channels. The total number of channels in
these networks increases quadratically as n increases.
Networks-on-Chip (NoC) have been proposed and investigated in order to provide scalable,
power-efficient, and high-performance communication for SoCs and CMPs. Instead of using wires
to establish a direct connection between two components, one or more packets are created and
delivered via a network that consists of multiple routers and channels. The initial concepts and
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implementations of NoCs have been proposed in the early 21st century [39; 23; 55], and since then
various implementations have been proposed and demonstrated [71; 54; 45; 66; 104; 87].
This chapter is organized as follows. Section 3.2 discusses the general principles and perfor-
mance estimation methods of interconnection networks. Based on this background material, the
main differences between NoCs and other networks are discussed. In Section 3.3, NoC-specific
router implementations are presented together with a general router microarchitecture.
3.2 Basics of Network Design
3.2.1 Common Considerations
Network designers must work with a given area and power budget to implement a network for a
target system by choosing the design of its topology, routing and flow control mechanism. Since the
primary purpose of a network is to share communication resources to save cost, the designers must
start by analyzing which source-destination pairs share a given subset of network resources.
Topology, or network topology, is the arrangement of network resources such as routers, chan-
nels, and traffic sources and destinations. Topology is typically represented as a graph, where routers
and channels are represented as nodes and directed edges, respectively.
With a given topology, the designers must decide how to use the network resources to deliver
messages from a source to a destination. Routing is the algorithm to decide the order to use the
network resources, represented by the sequence of edges in the network topology.
Due to the nature of sharing resources, contentions of multiple flows are inevitable. Flow control
is a mechanism to resolve one or more contentions of the shared network resources.
3.2.1.1 Nomenclature
A network graph G = (N,C) is a directed graph where N is a set of nodes and C is a set of
channels. A node n ∈ N represents a router rn ∈ R, together with zero or more processing
components pn ∈ P . Hence, N can be partitioned in two sets: Nc, which is the set of nodes that
include at least a processing element, and Nr, which is the set of the other nodes.
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A channel c ∈ C is represented by a directed edge, i.e. an ordered pair of nodes (n1, n2),
∀ni ∈ N , which is associated with a pair of values (bc, dc) for its bandwidth and delay, respectively.
A cut C(N1, N2) is a set of channels that partitions all nodes into two disjoint sets. The bandwidth





A bisection B is a cut that partitions both N and Nc so that they are about the same size.
A bisection channel β is a channel in a bisection. Specifically, if C(N1, N2) is a bisection and
|N1| ≤ |N2|, then the following inequalities must hold by the definition of a bisection:
|N1| ≤ |N2| ≤ |N1|+ 1
|N1 ∩Nc| ≤ |N2 ∩Nc| ≤ |N1 ∩Nc|+ 1
(3.2)
A bisection bandwidth BB of a network is the minimum bandwidth over all its bisections.
A path or a route from source s to destination d is a tuple of channels ps→d = (c1, c2, ...ck)
for all ci ∈ C. Any channel ci in ps→d is a pair of nodes, ci = (ni, ni+1) where ni and ni+1 are
in the node set N . The source s is the first node of the first channel in p, i.e. s = n1 , and the
destination d is the last node of the last channel in p, i.e. d = nk+1. The hop-count of the path
Hp = k corresponds to the total number of channels in p.
A path set Ps→d is the list of all possible paths from source s to destination d. The number of
all possible paths, |Ps→d|, can be infinite if there are one or more cycles in the network graph G.
The set of acyclic paths is defined as As→d = {p | p ∈ Ps→d and ci 6= cj ,∀ci, cj ∈ p}.
The set of minimal pathsMs→d is the subset of acyclic paths As→d with the smallest hop count,
Ms→d = {m |m ∈ As→d and Hm = min
a∈As→d
Ha} (3.3)
Based on the definition, Ps→d ⊇ As→d ⊇Ms→d and Hm1 = Hm2 when m1,m2 ∈Ms→d.
The minimum hop-count Hs→d is the hop count of any minimal path in Ms→d, and the average
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(b) Layout for equal channel distance
Figure 3.2. Topology of a 4x4 2D torus and its layout.
The maximum hop-count among all minimal paths Ms→d is called the diameter D of G. The
path with D represents the distance between two nodes with the longest hop-count in the network





The topology of the network defines how routers and processing elements are connected via chan-
nels. The topology determines two key factors for the network performance: the average minimum
hop-count HM and the network diameter D.
Multiple physical layouts can exist for a given topology. For example, Fig. 3.2 shows two
possible physical layouts for a network with a 4x4 2D torus topology. Since the topology determines
the total number of channels and influences the physical layout of the network, it must be selected
carefully based on both performance and budget requirements.
The topology of a direct network has only combined nodes nc ∈ Nc. Instead of traveling through
combined nodes, messages in an indirect network pass through multiple intermediate router nodes
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(g) 4-level Binary Fat Tree
Figure 3.3. Examples of direct and indirect network topologies.
nr ∈ Nr. Every direct network can be redrawn as an indirect network by splitting all combined
nodes into router nodes and processing elements.
The main difference between direct and indirect networks is whether the processing elements are
included as a part of the topology design. Indirect networks are designed with processing elements
out of the network, while the processing elements in direct networks are considered as a part of the
network.
Fig. 3.3 illustrates various direct and indirect topologies. Tori, Meshes, and Spidergons are ex-
amples of direct networks, while Butterflies, Clos, and Fat Trees are examples of indirect networks.
A Concentrated Mesh (CMesh) is an example of a hybrid of the direct and indirect topologies [72].
More information on various different topologies is given in [42; 35; 40; 68].
3.2.3 Routing
While topology determines the set of minimal paths from source s to destination d, Ms→d, the set













Figure 3.4. An example of deadlock and its dependency graph.
average minimal hop-countHM , the average hop-count of all routing paths in the network is defined
as HR, and HR ≥ HM .
Specifically, the routing algorithm may not select a minimal path for various reasons, such as
load-balancing or resolving contention. If the routing path is computed based on a minimal path,
the routing algorithm is said minimal, otherwise it is non-minimal. A routing algorithm that does
not consider the state of the network is said oblivious. If the routing path of an oblivious routing
algorithm is fixed, the algorithm is also said deterministic. All deterministic routing algorithms are
oblivious, but not every oblivious routing algorithm is deterministic. For example, a randomized
minimal routing algorithm is oblivious, but not deterministic because the routing path from source s
to destination d can be different for every message. Conversely, a routing algorithm that changes the
path based on the state of the network is said adaptive. If the routing algorithm calculates its path
in every router, the algorithm is distributed. If the algorithm pre-calculates the path at the source





Figure 3.5. An example of routing livelock with a deflecting flow control mechanism and multi-filt packets.
3.2.3.1 Deadlock and Livelock
A poorly designed routing algorithm combined with a flow control mechanism may cause routing
deadlock or livelock. Deadlocks can be identified with a dependency graph. If this graph contains
one or more cycles, deadlocks occur for the nodes in the cycle. Fig. 3.4 illustrates an example of
routing deadlock and its dependency graph. Since all four flows are waiting for the channels to be
freed from each other, none of the flows can transfer messages.
A deadlock can be either avoided or resolved. A simple deadlock-free algorithm can be imple-
mented by restricting the number of possible paths from a source to a destination. For example,
XY routing is a deadlock-free routing algorithm that restricts message traversals based on the order
of dimensions: messages traverse along the x-direction first, and then along the y-direction to the
destination. As a result, it is guaranteed that the dependency graph for the XY routing algorithm
cannot contain a cycle [42; 48].
The simplest approach to resolve deadlock is Discard-and-NACK: select a message in a dead-
lock to be discarded and send a Negative ACKnowledgement (NACK) message back to the source
for retransmission. This approach keeps discarding messages within a cycle one by one until there
are no cycles in the dependency graph.
Different from deadlock, a livelock can occur with non-minimal routings. In a livelock situation,
messages with non-minimal routings can keep traversing routers through a non-minimal path, and
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(a) All possible turns (b) DOR (c) West-First (d) North-Last (e) Negative-First
Figure 3.6. All possible turns in 2D-Mesh, and turn restrictions of routing algorithms.
therefore never reach their destination. For example, as shown in Fig. 3.5, deflecting flow controls
with multi-flit packets may cause a livelock because contention is resolved by misrouting packets to
a non-minimal path. The dashed (yellow) line indicates the flow from Node 2 to 1, while the solid
(orange) line shows the flow from Node 3 to 1. Due to the conflict on the channel from the router
to Node 1, the packets in the dashed line keep circulating in the network. With a fixed number of
flits per packet, the deflection of the dashed path may happen indefinitely if the packets in the two
flows are offset from each other. A deterministic livelock avoidance method, such as counting the
total number of non-minimal paths or age-based priority, can guarantee to avoid livelock [40].
As an alternative, livelock can be avoided with a probability-based approach. Different from the
multi-flit packet example shown in Fig. 3.5, deflection routing with a single-flit packet is known to
be livelock-free in a probabilistic way [70].
3.2.3.2 Oblivious vs. Adaptive
Compared to oblivious routing algorithms, adaptive routing algorithms take more area to implement,
but they provide better load-balancing and performance.
Fig. 3.6 illustrates the so-called turn-models of some oblivious and adaptive routing algorithms
for a network with a 2D-Mesh topology. In a turn-model, each arrow represents a possible turn
based on the given topology and routing algorithm. There are 8 different turns in a router of a 2D-
Mesh, as shown in Fig. 3.6(a). Each turn also represents a dependency between two ports related to
the turn. Therefore, the possibility of forming a cycle by combining a set of turns means a potential
deadlock.
Dimension-Order Routing (DOR) is one of the simplest routing algorithms. XY routing and
e-cube [110] algorithms are DORs designed for a 2D-Mesh and a Hypercube, respectively. The
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DOR algorithm is oblivious (deterministic), distributed and minimal, and is typically used for Mesh
and Torus topologies. The path from source to destination is created based on the pre-determined
order of dimension. This algorithm is known to be deadlock-free [42], due to the restriction of the
path, as shown for the case of a 2D-Mesh in Fig. 3.6(b).
Glass and Ni proposed three turn-model based routing algorithms (Figs. 3.6 (c), (d), and (e)),
which are partially-adaptive, minimal or non-minimal, and distributed [48]. The proposed algo-
rithms are designed to avoid deadlock while maximizing possible paths for the adaptive minimal
routing. Instead of the four turns allowed by the XY routing, the authors chose six turns for
each algorithm. By only allowing certain turns, the authors prove that all proposed algorithms
are deadlock- and livelock-free, and they perform better than DOR for non-uniform traffic because
of the increased number of allowed turns.
Valiant’s algorithm selects a random intermediate node x, and send messages from s to x, and
then from x to d [117]. Any oblivious routing algorithm such as DOR can be used to route from s
to x, or x to d. Because of the randomness of selecting the intermediate node, Valiant’s algorithm
provides good performance on worst-case traffic patterns, but the selected path by the algorithm
may not belong to the minimal path set from s to d, Ms→d.
The simplest form of fully-adaptive routing is to allow all possible turns and handle any deadlock
using different methods. Virtual channel flow control, which was discussed in Section 3.2.4.3, can
be used to avoid such deadlocks. With a given network of diameter D, Hop algorithm uses D + 1
virtual channels for deadlock avoidance [52]. The algorithm increases the virtual channel ID from
0 by 1 for every hop a message traverses. Since the incoming messages of a router have different
virtual channel IDs than the outgoing messages, there is no dependency between the turns as long as
an adaptive minimal routing is used. Therefore, the hop algorithm admits the use of all turns while
guaranteeing the absence of deadlock.
Duato’s Protocol (DP) provides a generic way to convert an oblivious or partially adaptive
routing into a fully adaptive routing algorithm by adding virtual or physical channels in a systematic
way [42].
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Figure 3.7. Header encodings for two different routing types.
method by over-provisioning the network with extra resources. DISHA is a fully adaptive algorithm
with a deadlock resolution method that uses shared escape buffers [15].
3.2.3.3 Distributed vs. Source-based
A routing algorithm can be viewed as a function that translates a source and destination pair into a
path from source to destination, i.e. f : (s, d) → Rs d. If the routing algorithm is implemented at
the source of the message, the routing algorithm is source based. Otherwise, its functionality must
be distributed across the routers in the network.
Both source-based and distributed routings can be implemented based on either a look-up table
or logic gates. While the former occupies more area, it is more flexible and the algorithm can be
changed. Conversely, the logic gates provide an area-efficient implementation, but the implementa-
tion is less flexible as it is fixed at design time.
The location of the routing algorithm is related to the header encoding. Fig. 3.7 illustrates two
different message-encoding methods for distributed and source-based routings, respectively. Since
source-based routing translates a destination into the entire path at the source, the entire path is
encoded as a series of the output ports that it traverses. In case of distributed routing, instead, a
destination is encoded into a packet so that each router can parse the destination to decide its output
port.
Most of the contents in the dissertation is based on DOR routing as it is a simple and efficient
method for the 2D-Mesh NoCs that are used in the ESP architectures. More information in routing



















Figure 3.8. Message, Packet, Flit, and Phit.
3.2.4 Flow Control
When two or more flows need to share the network resources, such as buffer storage of a router
and a channel, a flow control mechanism is required to share them efficiently and resolve possible
contentions. A good flow control mechanism must be designed to share resources efficiently at a
small cost. In contrast, a poor flow control leaves resources idle most of the time.
Fig. 3.8 illustrates an example of packets, flow control units (flits) and physical transfer units
(phits) with respect to the size of a message. When a message is created by its source, the message is
partitioned into one or more packets, which are the unit of transfer from the source to the destination.
Each packet is divided into one or more flits, which are the basic unit of resource allocation for the
network. A flit may consist of one or more phits, the unit of data transfer via a channel. The size of
a phit is equal to the total number of data bits of a channel, i.e. the bit width of a channel bc.
Flow control mechanisms can be categorized based on channel allocation, buffer allocation, and
contention resolution methods. Table 3.1 lists various flow controls with respect to their categories.
The channel allocation of a flow control is path-based if all channels on a path need to be
reserved to transfer messages. The packet-based channel allocation scheme uses a channel when
the channel is ready to transfer all flits in a packet, while the flit-based channel allocation scheme




FLOW CONTROLS AND CATEGORIES
Name Channel Allocation Buffer Allocation Contention Resolution
Virtual Circuit Path-based Bufferless N/A
Store-and-Forward Packet-based Packet-based Block/Drop
Virtual Cut-through Packet-based Packet-based Block/Drop
Dropping Bufferless Flit-based Bufferless Drop
Deflecting Bufferless Flit-based Bufferless Deflect
Wormhole Flit-based Flit-based Block
Virtual Channel Flit-based Flit-based Block or Time-division multiplexing
Buffered Wormhole Flit-based Packet-based Block
traverse a channel, a packet-based flow control waits until the moment when all five consecutive flits
are ready to be sent, while a flit-based flow control uses the channel whenever a flit is ready. As a
result, with flit-based channel allocation, it is possible to have some delays between the subsequent
transmissions of the flits of a packet. Instead, with packet-based channel allocation, all flits of a
packet must be transferred one by one without delays.
When contentions occur with two or more messages in a router, some flow control schemes use
buffers to store the rejected packets. Depending on the unit of buffer allocation, the flow control can
be bufferless, flit-based, or packet-based. Similar to channel allocation, flit-based and packet-based
flow controls allow a flit and a packet to be the unit of buffer allocation of the downstream router,
respectively.
When two or more messages want to share a channel, one message gains access while the other
message are rejected and must be handled. If there are buffers in the router, those messages can be
blocked and stored in a buffer. If the buffers are full or there is no buffer in the router, the messages




The virtual-circuit scheme is a bufferless flow control mechanism with a path-based channel allo-
cation policy. Inspired by traditional circuit-switching networks, such as the one used in the analog
phone network, the virtual-circuit scheme mimics a circuit-switching method in a packet-based net-
work.
The main concept of virtual-circuit flow control is similar to the Internet TCP protocol. TCP is
designed to establish a “connection” between the source and destination for in-order data transfer
with the established path.
Virtual-circuit flow control consists of three phases. First, a path or a circuit from source to
destination must be set before transmitting data. The path can be initialized by sending a resource
reservation request and by receiving an acknowledgement (ACK) packet. With the established path,
the source can transmit messages with guaranteed bandwidth. Once the transmission is over, the
source simply sends a one-flit packet to break the path so that other messages can use its channels.
Due to the pre-allocation of the entire path before sending data, all possible contentions are re-
solved in advance. Therefore, the virtual-circuit scheme does not require any additional flow control
technique, such as backpressure. Despite the simplicity and performance guarantee, networks with
virtual-circuit flow control typically show poor performance. First, the long round-trip time to setup
a path degrade the resource utilization rate of the network. Second, establishing the path from the
source to the destination inherently limits the sharing of its channels across multiple flows.
Time-Division Multiplexing (TDM) is a method that can be used to augment the sharing of
channels in virtual-circuit flow control. The basic principle of TDM is to share resources over time.
For example, if a channel supports TDM with nmaximum time slots, each time slot can be allocated
to the desired flow during the path-setup phase, and the transfer happens during the allocated time
slot. Although TDM provides a generic way to share resources between multiple messages over
time, it is tricky to allocate and synchronize the time slots. If all n time slots are not used, this
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Figure 3.9. Time-space diagrams of three different flow control mechanisms.
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3.2.4.2 Store-and-Forward and Virtual Cut-through
The Store-And-Forward (SAF) and Virtual Cut-Through (VCT) flow controls transfer packets when
both the buffer and the channel are ready at the packet-level. The main difference between these
two flow control mechanisms is how to handle two consecutive resources. The time-space diagrams
of Figs. 3.9(a) and 3.9(b) compare store-and-forward to virtual cut-through flow controls. SAF
forwards a packet after receiving all flits, while VCT forwards a packet as soon as the header flit is
received, hence VCT is more efficient than SAF. For example, IP protocols are designed based on
SAF with packet dropping, but VCT can also be used to implement a router.
Since the buffer size per channel with SAF and VCT must be equal to or greater than the packet
size, these flow control mechanisms do not provide efficient resource use, and are costly to imple-
ment.
3.2.4.3 Wormhole and Virtual Channel
Wormhole (WH) flow control is similar to VCT, but the resource allocation is done at the flit-level for
finer control. For example in Fig. 3.9(c), a flit is transfered as soon as the buffer of the downstream
router is empty instead of waiting for the entire packet size to be emptied.
The buffer size per channel with WH flow control must be equal to or greater than one flit size,
which is typically much smaller than the packet size. Since all transfers are based on flits, a packet
with WH flow control can be spread across multiple routers.
Compared to VCT, WH efficiently uses the buffer storage of a router and requires small amount
of storage to be implemented. However, this high utilization comes at the expense of some through-
put degradation. If a packet is blocked in a router due to contention, the channels and buffers used
by the packet remain occupied. These occupied resources will stay idle until the contention is re-
solved; this will also block other packets from using these resources. For example in Fig 3.9(c),
if the light blue flits are blocked by the flow control from the downstream router of the top output,
then the top output channel stays idle. However, the light yellow flits cannot use this idle channel
because the transmission of the light blue flits must be done before sending a new packet.











Figure 3.10. Head-of-Line (HoL) blocking with Wormhole, and Virtual Channel as a solution.
based input buffers. Fig. 3.10(a) illustrates an example of the HoL blocking. While the orange and
dark blue flits want to traverse the bottom output port, these flits cannot access it because the flits
at the “head of the queue” must be processed first. That is, the bottom output port is left idle just
because the input storage is based on First-in-First-out (FIFO) data structure.
Virtual Channel (VC) flow control addresses this HoL blocking issue by associating two or more
virtual channels to each physical channel. For each virtual channel, there are separate buffers and
control states. While a packet in one virtual channel exhibits HoL blocking, another VC can access
the channel thanks to the separate record keeping that is maintained for each VC. An example of
VC flow control with 2 VCs is illustrated in Fig. 3.10(b). Thanks to the increases in the number
of queues per input port, the additional “head of queues” can also be used to establish input-output
connection. As a result, the orange and dark blue packets can access the output port at the bottom,
thus improving the performance of the network. With v virtual channels in the network, (v − 1)
instances of HoL blocking can be resolved for each physical channel.
One can view VC flow control as the on-demand Time-Division Multiplexing (TDM) of a chan-
nel. Depending on how a physical channel is shared among multiple VCs, the channel can be
interleaved across all VCs at every time unit or one VC can occupy the channel until blocking
happens (called winner-take-all).
Regardless of the particular arbitration policy, VC is known to provide better throughput than
WH. With specialized routing algorithm, VCs can be used to resolve deadlock in exchange for more
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complex and costly design. Moreover, Quality-of-Service (QoS) can also be supported by assigning
a different priority to each VC.
3.2.4.4 Backpressure
While having buffer storage for flow control postpones the moment when one has to deal with
the rejected flits, these messages eventually need to be handled, especially once the buffer is full.
Depending on how they handle contentions, flow control mechanisms can block, drop, or deflect
rejected flits. In order to block, drop, or deflect packets, backpressure, also known as hop-to-hop
flow control, is required to deliver information on the packet status back to the upstream router.
Fig. 3.11 shows the timeline of three commonly-used backpressure implementations [40]. The
upstream router of the credit-based backpressure mechanism keeps a count of the number of free
flits in the buffer of a virtual channel, and decrements the number by one every time it sends a
flit (Fig. 3.11(a)). Once the downstream buffer consumes a flit, a backpressure signal with virtual
channel information is sent to the upstream router. Upon the arrival of this signal, the number of
free flits is increased by one.
Instead of keeping track of buffer storage, the on-off backpressure mechanism adopts a simpler
solution by using the backpressure signal to decide whether the upstream router is allowed to send
a flit (Fig. 3.11(b)). The backpressure signal simply indicates whether the buffer storage is above or
below some given threshold values, which are closely related to the Round-Trip Time (RTT). RTT is
the time from the moment when a flit leaves the buffer of the upstream router to the moment when
the upstream router receives a backpressure signal that was generated in the downstream router by
the arrival of this flit. The longer RTT becomes, the lower the OFF threshold value must be in order
to prevent buffer overflow. For example in Fig. 3.11(b), more than six extra flits are transferred to
the downstream router after sending the OFF backpressure; therefore, the correct threshold value to
send an OFF signal must be greater than six. The threshold for an ON signal depends on the buffer
size. In the example, the ON threshold is assumed to be equal to the OFF threshold.
Both credit-based and on-off backpressure mechanisms are sensitive to the RTT value. The ack-
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Figure 3.11. Time-space diagrams of three different backpressures.
the downstream router (Fig. 3.11(c)). All sent flits are temporarily stored in retransmission buffers
until the moment when the backpressure is received from the downstream router. Therefore, the size
of the retransmission buffers determines the performance of the ack-nack mechanism. Backpressure
simply indicates the acceptance of a flit from the downstream router. Upon receiving an ACK or
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NACK message, the stored flits can be discarded or retransmitted. Due to the retransmission, routers
with ack-nack mechanism may require reorder buffers for their input buffers, which are typically
expensive to realize in terms of both area and power.
The ack-nack mechanism hides the RTT by sending multiple flits without knowing the state of
the downstream router. However, reordering is required to guarantee that the flits are delivered in
order. Instead of sending consecutive flits from just one packet, flits can be sent across different
virtual channels to take advantage of the ack-nack mechanism. With a sufficient number of vir-
tual channels v per physical channel, the modified ack-nack backpressure can send v flits without
retransmission and reorder buffers.
The credit-based mechanism is employed in most systems with small numbers of buffers, while
the on-off mechanism is used with large number of buffers. Due to the retransmission buffer re-
quirement, bandwidth inefficiency, and out-of-order flit delivery, the ack-nack mechanism is rarely
used for interconnection networks.
The distributed backpressure mechanism proposed by Concer et al. employs the simplest form
of ack-nack mechanism with multiple relay stations [32]. Since the channel is broken down into
multiple relay stations, the RTT between two relay stations or between a relay station and a router
interface, can be reduced to one. As a result, reorder buffer is not required. The authors also
provide an in-depth analysis of all abovementioned backpressure mechanisms, especially in terms
of minimum buffer size for both correct behavior and best performance.
3.2.5 Performance Evaluation
The two most important metrics to evaluate the performance of a network are: the speed of the
message delivery (latency), and the amount of message delivered per unit of time (throughput).
3.2.5.1 Latency
The average packet latency T is the time to deliver a packet from a source to a destination. T can
be split into zero-load latency T0 and contention latency Tc. Zero-load latency is the average packet
latency when there is no contention in the network. It can be further broken down into head latency
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Th and serialization latency Ts.
The head latency Th is the time to deliver the header flit to the destination and it depends on the
router delay Tr and channel delay Tch. If the delay of one router tr is fixed, then Tr = HR · tr,
whereHR is the average hop-count of the routing path. Similarly, if the propagation delay v is fixed
for all channels, then Tch = DR/v, where DR is the average sum of channel distances of all routing
paths in the network. The serialization latency Ts is function of the total number of flits in a packet.
If the bandwidth of all channels used in the network is fixed as b, then Ts = L/b, where L is the
length of a packet. Therefore, the “routing-dependent” zero-load latency is given as follows:
T0 = Th + Ts
= Tr + Tch + Ts







If the minimal routing algorithm is used, the routing path is guaranteed to be on the minimal
path and its zero-load latency is given by:







where HM and DM are the values of the minimal path. The shortest distance is determined by
the network topology. In other words, the deterministic minimal routing algorithm uses the property
of the topology to achieve minimal routing. Therefore, T ′0 is the “routing-independent” zero-load
latency and is typically used to describe the property of the topology.
The contention latency Tc is the time spent by a packet in the network due to the presence of
contentions. Since Tc is function of all flows in the network, it is hard to predict it with an analytical
model. Instead, Tc is typically measured by running network simulations.
3.2.5.2 Throughput
While latency represents the performance of the network when sending a packet, the throughput is
used to evaluate the performance of sharing channels. Similar to the definition of zero-load latency,
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the ideal throughput is defined as the number of data bits delivered per unit of time with perfect
flow control and routing.
The channel load γc is the ratio of the bandwidth demanded from the channel c to the bandwidth
of all traffic sources. It corresponds to the fraction of traffic sources relevant to the channel. For
example, if there are eight traffic sources, each of which can inject a 64-bit packet every time unit
and four of them share a 32-bit channel c, then γc = 64 × 4/64 × 8 = 0.5. That is, when all eight
traffic sources inject packets, only a half of them affects the throughput of the channel.
The maximum channel load is defined as γmax = maxc∈C γc, where C is the set of channels
used to build the network. If the load of a given channel is equal to γmax, then that channel is the
bottleneck of the network: it is saturated to its channel bandwidth bmax when all sources inject one
unit of traffic at a time.





ΘM corresponds to the amount of traffic requested from the relevant source nodes that saturate
a channel with the maximum load. For example, if the channel load γc calculated from the previous
example is indeed the maximum channel load γmax of the network, then ΘM = 32/0.5 = 64;
therefore, the channel will be saturated to 32 bits per time unit when the aggregated data from all
sources are 64 bits for every time unit. Determining the value of γc for all channels in the network
requires to solve a multi-commodity flow problem [40]. In case of uniform traffic, the upper and
lower bounds of γmax can be easily derived with the bisection bandwidth. For uniform traffic, when
all sources, i.e. processing elements Nc, inject one unit of traffic at a time, a half amount of the
traffic |Nc|/2 must cross |B| bisection channels. In the case of the best throughput, the traffic is
evenly distributed and, therefore, each bisection channel β ∈ B experiences the minimum load of
the given traffic. Since the load of each bisection channel γβ must be greater than the minimum
load, then:










Combining Inequality 3.9 with Equation 3.8, another inequality can be derived in terms of
bisection bandwidth:
ΘM ≤
2 · bmax · |B|
|Nc|
(3.10)
For networks with uniform channel bandwidth, bisection bandwidth is calculated by multiplying
the number of channels in the bisection by the channel bandwidth: bmax · |B| = BB. For an edge-
symmetric topology such as a torus, γmax = γβ = |Nc|/2|B|, in case of uniform traffic. Therefore,
ΘM = 2BB/|Nc|.
Alternatively, the lowerbound on the maximum channel load can be calculated in terms of hop-
counts, HM and HR. When all sources inject one unit of traffic at a time, the product of HM and
|Nc| represents the number of minimal channel traversals required to deliver all packets injected in
a time unit. If all channels are loaded equally, then this number can simply be divided by the total















While Inequality 3.9 shows the relationship between the ideal throughput with the regular topol-
ogy, Inequalities 3.12 and 3.13 present the upperbound of the ideal throughput in terms of the hop-
counts of minimal path and routing path, respectively. Similar to the definition of zero-load latency,
these inequalities show that the ideal throughput is closely related to the topology and routing algo-
























Figure 3.12. Latency and throughput.
While the ideal throughput gives an upperbound of the traffic behavior with the network, the
effective throughput under traffic saturation, i.e. the saturation throughput, must be measured with
simulations to see the impact of the flow control and routing mechanisms.
Typically the saturation throughput is presented as a normalized value with respect to the ideal
throughput with uniform traffic. When the network is under saturation, the throughput of the net-
work is the minimum ratio of accepted traffic to the ideal throughput traffic over all flows. Since the
throughput is used to analyze the bottleneck of the network, the minimum ratio must be used instead
of the average. When two networks with different ideal throughput need to be compared, however,
presenting their throughputs with an absolute value, such as bits per second, can be a better choice.
Fig. 3.12 illustrates the average latency graph as function of the offered traffic. As the of-
fered traffic increases, the latency goes to infinity; the corresponding offered traffic is the saturation
throughput of the network. Different network topologies yield different values of the ideal through-
put and routing-independent zero-load latency. Changing routing algorithm produces different re-
sults of the routing-bound throughput and zero-load latency. Finally, changing the flow control





































































Figure 3.13. An open-loop network simulation environment.
3.2.6 Simulation Methodology
In addition to an analytical model, the performance of a network can be evaluated by running sim-
ulations with synthetic traffic or with target applications for the given system. To setup the testing
environment, the network designer must consider: (1) whether the performance is measured with a
testbench and artifical injection or a full system and target applications; (2) what types of artificial
traffic or applications are used for the packet injection; and (3) when to measure the performance of
the network to capture a Region of Interest (ROI).
3.2.6.1 Open-Loop vs. Closed-Loop
An open-loop simulation is a simulation environment without any feedback-loop between the net-
work and the testbench. Due to the lack of feedback loop, traffic parameters can be controlled
independently from the behavior of the network. Fig. 3.13 shows an example of an open-loop net-
work simulation environment. A traffic generator with synthetic traffic and a source queue with
infinite queue depth are attached to every source. A traffic sink with the flit acceptance rate equal
to one is used as a destination. The infinite queue employed in the generator prevents the network
congestion to affect the injection rate. Similarly, the consumption of all incoming flits at the traffic




NETWORK TRAFFIC PATTERNS USED FOR OPEN-LOOP SIMULATIONS
Name Pattern Notes
Random λsd = 1/N each destination has 1/N probability
Permutation d = π(s) sth element of random permutation of a set {1, 2, ...n}
Bit Complement di = ¬si Flip all source ID bits for the destination ID, e.g. ¬s3¬s2¬s1¬s0
Bit Reverse di = sb−i−1 Reverse the order of source ID bits, e.g. s0s1s2s3.
Bit Rotation di = si+1%b Shift-left the source ID bits, e.g. s0s3s2s1.
Shuffle di = si−1%b Shift-right the source ID bits, e.g. s2s1s0s3.
Transpose di = si+b/2%b Swap two equally divided chunks of the source ID bits, e.g. s1s0s3s2.
Tornado dx = (sx + (dk/2e − 1))%k Traffics traverse a half of the radix from all nodes.
Neighbor dx = (sx + 1)%k Traffics traverse its positive neighbor only.
λsd IS THE PROBABILITY OF DESTINATION d IS SELECTED FROM SOURCE s. si IS THE ith BIT OF THE SOURCE ID, AND
sx IS THE SOURCE ID FOR RADIX x, OR x-AXIS. di AND dx ARE ALSO SIMILARLY DEFINED. b IS THE TOTAL NUMBER
OF BITS TO REPRESENT SOURCE AND DESTINATION IDS. DESTINATIONS FOR TORNADO AND NEIGHBOR TRAFFIC IS
BASED ON k-ARY TOPOLOGY EXPLAINED IN SUBSEC. 3.2.2.
either.
As an alternative simulation method, one can simulate the network with a full system simulator
and measure the execution time of some relevant applications executed on the system. Since there
is one or more feedback loops between the system components and the network, simulations with
such environment are said closed-loop simulations. These simulations are done with finite source
queues and flit acceptance rate of the destination lower than one. Since a full-system cannot have
infinite source queues or always-accepting destinations, the performance of the network affects the
traffic parameters, and vice versa.
While open-loop simulations are good at measuring the theoretical performance of the network
isolated from the environment, the actual behavior of the network as a part of a full system is typi-




3.2.6.2 Network Traffic Patterns
The traffic generator of Fig. 3.13 uses synthetic traffic to evaluate the performance of the network.
Various traffic patterns can be used to create messages and to determine their destinations. Table 3.2
lists the most conventional traffic patterns, adopted from [40]. Note that one of the most commonly
used traffic patterns is the Random traffic with Bernoulli process, but various traffic patterns can
be applied for various reasons depending on the characteristics of the given network. For example,
Transpose is used to test the performance of a 2D-mesh network due to the heavy contentions created
by the pattern, and Neighbor is commonly used to evaluate the locality of a network [40].
3.2.6.3 Steady-State Network and Simulation Stages
With open-loop simulations, the performance is often measured when the network traffic is in steady
state. For example, the latency and bandwidth of the network with a traffic pattern are typically
measured when the network has reached the equilibrium. These measures are meaningful only
when the underlying injection process is stationary, i.e. the statistics of the process do not change
over time.
Although transient performance estimation with non-stationary process is also important, Pois-
son or Bernoulli processes with various traffic patterns are used for simple performance measure-
ments.
Depending on whether the network is in steady-state, a simulation can be divided into three
stages: warm-up, measurement or region of interest (ROI), and cool-down or drain. The time period
of the warm-up stage is initially derived from a heuristic and corrected after collecting statistics. A
detailed discussion on how to find a right heuristic and the duration of the ROI is provided by Dally
and Towles in [40].
3.3 Design and Optimization of Networks-on-Chip
Networks-on-Chip have multiple unique constraints and advantages compared to other interconnec-

























Figure 3.14. Network Domains and their sizes [56].
unique characteristics of NoCs. Further, these constraints and advantages must be used to design
NoC architectures that optimize performance and minimize costs.
3.3.1 Characteristics of Networks-on-Chip
Depending on the number of components and average distance between nodes, interconnection net-
works can be grouped into four different classes: Networks-on-Chip (NoC), System-Area Network
(SAN), Local-Area Network (LAN), and Wide-Area Network (WAN) [56]. Fig. 3.14 illustrates the
relationship of these network classes in terms of the typical distance they cover and the total number
of components in the system they serve.
The average distance and total number of components in the system, along with other constraints
determines how the network is organized. For example, due to the long distance and massive number
of computer nodes of WAN, the TCP/IP protocols used in the Internet are designed with multiple
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layers of error control mechanisms and routing tables that offer dynamic node registering capability.
The IP addressing mechanism is designed to be hierarchical, where the higher level of the address
masks the low-level details to simplify the design of the routing tables. The order of delivery time is
in the hundred milliseconds. Instead, LANs are designed to cover an area of a few tens of kilometers,
such as a building or an university campus, with the speed of a few milliseconds to microseconds.
For example, Ethernet has a 10Gbps of ideal throughput with the maximum supporting distance of
40 kilometers. RAMs, hard disks, and various system components in a computer react faster in a
time from hundred nanoseconds to couple milliseconds. The network designed for SANs should
satisfy this latency requirement.
NoCs have four unique characteristics compared to the other three types of networks in Fig. 3.14.
First, NoCs must provide extremely high-speed message delivery, in the order of nanoseconds. This
requirement comes from the clock period of the on-chip components, especially the clock period of
general-purpose processor cores. If the average packet latency of an NoC is slower than the service
rate of the system components, then the NoC can easily become the bottleneck of the entire system.
The high-performance requirements of CMPs and SoCs make NoC designers prefer non-dropping
flow controls and low-latency design.
Second, NoCs have very limited power and area constraints. The area of NoCs must be as small
as possible so that most of the chip area is dedicated to computation rather than communication.
For example, the router area of Intel’s 48-core the Single-Chip Cloud Computer (SCC) occupies
approximately one twelfth of the core area, 18.7mm2 [60]. Due to the excessive sub-threshold
leakage of deep sub-micron technologies (explained in Section 2.1), a scalable NoC must be power-
efficient, just like the other components on chip. For instance, the power consumption of a router
in the SCC is around 500mW [60]. As a result of the limited area and power constraints, routers in
NoCs are designed based on simple microarchitectures.
Third, NoCs can take advantage of the wire abundance of VLSI chips. Thanks to the abundance
of wires and short geometric distance between system components, channels in NoCs are highly
parallelized, in the order of tens to hundreds wires for a channel.
Finally, NoCs are implemented and fixed at design time, and the final layout of NoCs must be
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placed on 2D. Hence, the NoC topologies are typically regular and based on 2D, such as a 2D-
Mesh/Torus and a Flatten Butterfly [68]. Oblivious, minimal, and source-based routing algorithms
are used because of design-time specialization. DOR is mostly used for 2D-Mesh NoCs due to its
simplicity [110].
3.3.2 NoC Router Architecture
Based on the constraints, distance, and number of components, NoC implementations are typically
designed with a 2D topology, highly-parallel channels, non-dropping flow-based buffered flow con-
trol, and oblivious/distributed/minimal routing algorithms.
The channels connected to input and output units for NoC routers are highly parallelized com-
pared to others, from an order of ten to an order of hundred bits in size.
Due to the area constraints, bufferless or flit-based flow controls with small buffer size are
preferred. Various backpressure mechanisms are used to block flows from the contention point back
to the source, instead of dropping and retransmitting the entire packet from the source. Detecting
and resolving contentions are implemented in VC and switch allocators.
Routing algorithms for NoCs are typically oblivious, distributed, and minimal because of the
desired simplicity. They are also implemented as combinational logic instead of using a look-up
table, mainly due to the need for small area and power footprint.
Although 2D-mesh is the preferred topology for NoCs due to the easy layout, other topologies
such as 2D-torus, Flatten Butterfly [68], CMesh [72], can be used for better performance.
3.3.2.1 The Router Datapath
Components in a router can be partitioned into the datapath and control logic groups. The datapath
group handles the storage and movement of the packets, while the control group is responsible for
setting up datapath based on the information in the packets. Fig. 3.15 illustrates the organization of
a generic n × n NoC router with 2 virtual channels. A router consists of routing units, input and
output units, switch and virtual channel allocators, and switches.
The input unit contains a flit buffer per virtual channel, and logic for sending backpressure and
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Figure 3.15. A conventional NoC router architecture.
maintaining the status of packets. The flit buffer is typically implemented as a queue with a first-
in-first-out (FIFO) data structure. When a flit arrives at the input unit of a router, it first goes into
a buffer associated with its virtual channel. When the flit reaches the head of the queue, the input
unit decides to forward the flit to the correct output port. If the flit is the header of the packet, the
input unit sends the destination information to the routing unit to compute the correct output port for
the packet. After calculating the output port from the routing unit, the input unit sends requests for
the resources, such as virtual channels and switches, to the allocators. A typical NoC router sends
a virtual channel request per packet to the VC allocator, and then sends a switch request for every
flit in the packet to the Switch (SW) allocator. After allocating all available resources, a flit is sent
across the switch to the output unit. The control signal of the switch is the grant signal from the SW











tclk=max(tBW, tRC, tVA, tSA, tST)
t = 5|max(tBW, tRC, tVA, tSA, tST) + tLT
(b) 5-stage pipeline
Figure 3.16. Delay graph of non-pipelined and 5-stage pipelined routers.
output unit contains status logic to maintain the availability and connection status, and flow control
logic to parse backpressure and update information on the status of the downstream router,
3.3.2.2 Router Pipeline
Based on the router components, the router functions can be divided into five different stages: Rout-
ing Computation (RC), Virtual Channel Allocation (VA), Switch Allocation (SA), Switch Traversal
(ST), and Link Traversal (LT). These stages are separated also based on the router components ex-
plained previously. RC is the stage for the routing unit, VA and SA are the stages for VC and SW
allocators, ST is for the switch, and LT is for the channel. Buffer Writing (BW) for the incoming
flits happen in parallel to the routing computation. Depending on the target clock frequency and
other constraints, these stages can be pipelined. The delay graphs in Fig. 3.16 illustrate the main
difference between a 5-stage pipeline router and a non-pipelined router, where t is the total delay,
and tclk is the target clock frequency; t with stage name as a subscript represents the delay taken
by the stage. By using a 5-stage pipeline, tclk is significantly shorter compared to a corresponding
non-pipelined implementation.
Pipelining can be seen as a design trade-off between throughput and latency. Pipelined routers
provide better throughput than non-pipelined ones when the NoC sees high injection rate. That is
simply because each pipeline stage acts as a buffer. However, adding pipelines also increases the
overall time t. If routers without pipelines meet the target clock frequency, pipelining can still be
used to increase throughput by sacrificing the average latency.


































Figure 3.17. Gantt charts of 5-stage router pipelines.
the next node. Similar to the Gantt chart used in [56], the router Gantt chart can be used to analyze
the behavior of pipelined routers with stalls.
3.3.2.3 Router Optimization
Router pipelining can be seen as a trade-off between latency and throughput, By increasing the
number of pipeline stages, the overall delay to traverse a router is increased due to the imbalance of
delays for each stages. On the other hand, the increase of pipeline stages also means that the router
has more storage for flits, which increases the overall throughput in case of heavy traffic load.
Since CMPs and SoCs require low-latency design, adding more pipelines may not be beneficial.
However, it may be necessary due to the requirement of the target clock frequency. Two common
approaches to reduce the total pipeline stages have been proposed: speculation and routing looka-
head.
Speculation is an optimization technique that performs tasks in advance without knowing whether
they are necessary. If the result of the current work requires the speculated tasks as the next execu-
tion step, the system can skip the tasks and save potential delays caused by them. Otherwise, the
speculated tasks are discarded.
In a NoC router, speculation is most commonly applied to implement the SW allocation stages in
parallel to the VC allocation stage. The request of the VC allocator can be combined into the request
of the speculative SW allocator. Therefore, VC and SW allocators can be requested simultaneously
to reduce 1 stage out of 5 stages, as illustrated in Fig. 3.17(b). The pipeline works only when both
the VA and SA stages are granted for the requests. If VA is rejected while SA is granted, the target
output port is left idle. Therefore, speculation works well for NoCs with low traffic load, but may
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suffer from high contention rate.
The output port of a packet can be pre-computed from the upstream router. The pre-computed
port information can be delivered with extra wires in the channel to reduce the number of pipeline
stages. This technique is called routing lookahead. Fig. 3.17(c) shows the Gantt chart for a pipeline
with routing lookahead. The next-hop routing computation (NRC) stage in the pipeline can be done
in parallel to the VA stage. Combining routing lookahead with speculation can reduce the overall
pipeline down to just three stages.
These optimizations use extra resources to improve the performance: speculation uses extra
logic, while routing lookahead uses extra wires to deliver the computed output port information to
the next-hop router. Therefore, these optimizations can be seen as a trade-off between area and
performance.
3.4 Concluding Remarks
NoCs offer an efficient solution for the communication among the growing number of components
in CMPs and SoCs. Due to the strict power constraints, high target clock frequency, and the limited
area availability, NoCs must be designed to provide low power dissipation, ultra-low latency, and
small area occupation.
To design an efficient NoC, three macro-level design parameters (topology, flow control and
routing) must be selected carefully. Furthermore, multiple alternative micro-level design choices,
such as different implementations for both VC and SW allocators in a router [20] and different
numbers of virtual channels and multiple physical networks [124], must be explored to find an
optimal NoC for a target system.
Virtual platforms [49; 8; 6; 9] with multiple NoC abstraction models can provide a testbed for
fast NoC prototyping, design space exploration, and validation [123].
With the large amount of NoC design parameters, NoC design automation has become one of
the most interesting research areas in computer engineering [64; 51; 88; 100]. An ideal NoC design-
automation tool contains a library of components, takes a communication specification represented
as a graph, and produces an optimized NoC implementation in the format of synthesizable RTL.
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Chapter 4
A Comparative Analysis of Multiple
Physical Networks and Virtual Channels
As introduced in Chapter 3, Virtual Channel (VC) flow control was initially proposed to provide
deadlock-free communication [37; 40]. In addition, VC can be used to improve the performance of
the network compared to the Wormhole (WH) flow control, by reducing the impact of the Head-of-
Line (HoL) blocking problem. The main mechanism of VC flow control can be seen as on-demand
Time-Division Multiplexing (TDM).
Since a channel in an NoC contains many tens of wires, Space-Division Multiplexing (SDM)
can be used as an alternative approach to VC [101]. By partitioning the wires of a channel into two
separate planes, multiple physical networks or Multi-Planes (MP) can provide the same functionality
as VCs [28; 53; 72; 121].
Therefore, it is critical to study in detail the structures and behaviors of networks with differ-
ent buffer sizes, flit widths, and numbers of VCs and MPs to be able to design an optimal NoC
for a given target system. Together with Michele Petracca, Nicola Concer, and Luca Carloni, I
completed a comprehensive comparative study of VCs and MPs, which was initially presented at
DAC’10 [124]. The extended version of this work was published in the IEEE Transactions on CAD
of Integrated Circuits and Systems [125].
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(a) A NoC with virtual channels (VC)
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(b) A multiple physical NoC (MP)
Figure 4.1. An example of contention resolution in MP and VC NoCs.
4.1 Introduction
The increasing number of heterogeneous cores for general-purpose Chip Multi-Processors (CMP) [126]
and Systems-on-Chip (SoCs) [118; 69] leads to a complex variety of on-chip communication sce-
narios where multiple applications running simultaneously trigger the exchange of various messages
across processors, accelerators, cache memories, and memory controllers. Consequently, the next-
generation of NoCs must not only provide high-performance and energy-efficient data delivery but
also cooperate with the network interfaces of the embedded cores to meet special requirements
such as message-class isolation and real-time data delivery. In order to design NoCs that provide
both correct (e.g. deadlock free) communications and high-performance data delivery, the litera-
ture offers two main approaches: Virtual Channel (VC) flow control [37; 40] and multiple physical
networks or Multi-Planes (MP) [28; 53; 72; 121].
Combined with virtual circuit switching or any packet switching technique such as wormhole
and virtual cut-through [83], a router that supports VC flow control has multiple buffers per input
port and a logical channel assigned to each buffer. Flits from the upstream router are delivered with
a logical channel identifier. Based on the identifier value, the downstream router can separately
store the flits that use the same physical channels but come from different packets. VC flow control
was initially designed to avoid routing deadlock up to the number of provided logical channels. But
it can also be used to improve the maximum sustained throughput, to manage Quality-of-Service
(QoS) [51], and to avoid protocol deadlock caused by message-dependency chains [107]. However,
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the more virtual channels in VC flow control, the more complex the router logic. This typically
increases the delay of critical paths, dissipates more power, and occupies more area.
Instead of having a single network with the complex allocation logic necessary to support VC
flow control on large channels, it is possible to use simpler flow control mechanisms and partition
the channel widths across multiple independent and parallel networks. This leads to MP NoCs,
which can be designed to have smaller power dissipation and area occupation by leveraging the fact
that they consist of many simpler networks operating independently.
Figs. 4.1(a) and 4.1(b) illustrate the main differences between a VC NoC and an equivalent
MP NoC, particularly with respect to handling possible congestion when multiple packets simulta-
neously traverse the network. This example assumes that the two NoCs have the same aggregate
channel width, i.e. the sum of the widths of the two MP channels equals the VC’s one. The three
orange rectangles (the left-most and the two top ones) illustrate network interfaces (NI) as traffic
sources, and the two light-blue rectangles (the bottom and right-most ones) show the NIs as traf-
fic sinks. The two and four rounded squares in the middle (purple) represent routers using VCs
(Fig. 4.1(a)) and MPs (Fig. 4.1(b)), respectively. When a packet remains blocked because of back-
pressure, VC routers can exploit their additional buffers to improve the channel utilization. For
instance in Fig. 4.1(a), if the packet of message α are locked by contention on channel Cv2 while
occupying also channel Cv1 , then the packets of message β can still advance by exploiting the sec-
ond VC supported by the router. In the equivalent MP NoC of Fig. 4.1(b), instead, the channels are
partitioned into two subnetworks (e.g. Cv1 into Cp11 and Cp12). Although the width of each channel
is reduced by half, the number of bits transmitted per clock cycle remains the same. Differently
from the VC case, here the packets of messages α and β can be routed on two different partitions
and processed in parallel by two different sets of routers.
Thanks to the narrower flit-width, which impacts each router crossbar size in a quadratic way,
the total area occupied by MP routers is smaller than the total area of the equivalent set of VC
routers. Moreover, routers with VC flow control integrate additional logic modules to maintain
and arbitrate the VC status and scheduling of the input and output ports. This additional logic
increases the complexity of their design and, in turn, limits the frequency at which they can operate.
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Indeed, the logic implementing the packet-header processing is typically on the router’s critical
path and it determines the clock frequency of the overall NoC. Instead, an MP NoC exploits the
parallel processing of the packet headers and the limited complexity of the routers logic to improve
the overall performance by enabling operations at higher clock frequencies. Each plane of an MP
NoC, however, has a reduced flit-width that increases the serialization latency because of the larger
number of frames composing a packet.
Contributions. We present a comprehensive comparative analysis of VC and MP NoCs and
illustrate their strength and weaknesses for different application scenarios. We consider power dis-
sipation, area occupation, and performance evaluation across multiple technology libraries, traffic
patterns, and applications. In Section 4.2, we offer a more complete discussion of the related work
and highlight the novelty of our contributions with respect to the existing literature. In Section 4.3,
we present our comparison methodology along with the details of both VC and MP router archi-
tectures. In Section 4.4, we compare the two NoC design methods by using an analytical model
that allows us to estimate the area occupancy and the minimum communication latency of the pack-
ets traversing the two networks. In Section 4.5, we extend our previous results by completing
RTL logic syntheses and technology mapping with three different standard-cell libraries (for 90nm,
65nm, and 45nm processes) and one FPGA platform to compare critical path delay, area occupa-
tion, and power consumption of VCs and MPs. We analyze multiple RTL designs across a range of
possible target clock periods. Additionally, the power analysis is based on netlist simulations that
can achieve a much more accurate power estimation. In Section 4.6, we enrich the analysis of the
network performance with open-loop simulations considering multiple synthetic traffic patterns and
network topologies such as 4 × 4 and 8 × 8 2D Meshes and a 16-node Spidergon. Finally, in Sec-
tion 4.7, we discuss extensively two case studies: a 16-core CMP and a 64-core CMP running the
SPLASH-2 [122] and PARSEC [24] benchmark suites on top of the Linux operating system. These
case studies confirm how to consider the options offered by VC and MP for NoC design provides a
richer design space in terms of area-power-performance trade-offs and increased design flexibility.
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4.2 Related Work
Virtual channels and multi-planes have been extensively used to design and optimize system-area
networks and NoCs. The Alpha 21364 processor uses VCs with virtual cut-through flow control
to avoid both message-dependent and routing deadlocks in system-area networks [86]. Exam-
ples of MP NoCs include the RAW processor that contains two static- and two dynamic-routing
NoCs [113], and the Tilera Tile64 processor that has five parallel mesh networks for NoCs [121].
The reason for implementing physically-separated networks and using different routing schemes is
to accommodate different types of traffic in general-purpose systems.
The Æthereal NoC uses virtual channels to support best-effort service with wormhole flow con-
trol and guaranteed service with circuit-switching [51]. Some automated NoC design frameworks
such as ×pipesCompiler [64] include VC flow control to support quality of service or better perfor-
mance. Nicopoulos et al. [89] and Lai et al. [73] propose dynamic virtual channel architectures to
improve network performance by adjusting the number of virtual channels in the routers based on
the degree of congestion. Both papers show that while reducing the number of VCs improves buffer
utilization, for a given buffer storage to increase the total number of VCs is an efficient performance
optimization to handle heavy congestion.
The use of various routing scenarios affect power and performance of VCs and MPs. Shim et al.
explore the performance trade-offs of static and dynamic VC allocation for various oblivious rout-
ing methods, including DOR, ROMM, Valiant, and a novel bandwidth-sensitive oblivious routing
scheme (BSORM) [106].
Balfour and Dally present a comprehensive comparative analysis of NoC topologies and ar-
chitectures where they discuss the idea of duplicating certain NoC topologies, such as Mesh and
CMesh, to improve the system performance [18]. Carara et al. propose a router architecture to
replicate the physical networks by taking advantage of the abundance of wires between routers and
compare this solution to the VC approach [28]. Our work differs from these analyses because, in-
stead of duplicating the NoC, we actually partition it into a number of sub-networks while keeping
the overall amount of wire and buffering resources constant.
Grot et al. propose the Multidrop Express Channels (MECS) topology and discuss an implemen-
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tation based on two parallel and partitioned networks (MECS-X2). Their work, however, focuses
on this specific implementation and does not consider multi-plane as an alternative design point to
VCs [53].
Kumar et al. show how the poor channel utilization introduced by concentration can be mit-
igated by channel slicing in NoC [72] but do not include a comparison with corresponding VC
implementations.
Similar to the multi-plane NoC, Teimouri et al. divide the n-bit wide network resources in
a router, such as links, buffers, and a crossbar, into two parallel n/2-bit sub-networks to support
reconfigurable shortcut paths [115]. Gomez et al. divide the wires into several parallel links con-
necting to the same two routers to improve the network throughput while improving area occupation
and power dissipation [50]. Volos et al. present Cache-Coherence Network-on-Chip (CCNoC), a
specialized architecture that combines asymmetric multi-plane and virtual channels to provide effi-
cient support for cache coherence communication [119]. Differently from these works, we do not
focus on the analysis of optimized architectures. In order to provide a fair comparison between MPs
and VCs, in our analysis the sub-networks (planes) in MPs do not use virtual channels, and they are
completely isolated from each other.
Noh et al. propose a multi-plane-based design for a VC-enabled router [92] where the internal
crossbar switch is replaced with a number of parallel crossbars (planes) that increase the flit transfer
rate between input and output ports. The resulting router has a simpler design that performs better
than a single-plane router with a larger number of VCs. However, Noh et al. maintain the flit-width
constant as they scale the number of additional lanes, which is different from our analyses.
Gilabert et al. propose a new VC implementation, called multi-switch, and compare it to a
multi-plane-based NoC and a traditional VC implementation called multi-stage VCs [47]. They
argue that the multi-switch approach provides better performance than an equivalent multi-network
only with small area overhead. Their experiments show the power analysis based on two switching
activity profiles: 50% and idle. Instead, we include a detailed power analysis with simulation-based
switching activity across multiple target clock periods and three different technology generations.
We also present a scenario where MPs achieve a better performance than VCs (Section 4.6). Finally,
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TABLE 4.1
NOC PARAMETERS USED IN OUR STUDY
Terms Definitions
B channel width per port
Q buffer depth in number of flits
S input storage per port
p number of physical channels
v number of virtual channels
we present the experimental results of full-system closed-loop simulations for two case studies
with heterogeneous partitioning to demonstrate why multiple physical networks can be an efficient
solution in terms of area-power-performance trade-offs to build a system (Section 4.7).
4.3 Comparison Methodology
While both VC and MP approaches can be combined with any type of buffered flow control, in
our study we focus on wormhole flow control, a very common protocol for NoC implementations.
Table 4.1 summarizes the key parameters used in our comparison. For a fair comparison between
MP and VC NoCs, we keep the aggregated channel width B (a.k.a. flit width) constant, thereby
providing the same bisection bandwidth. For example, the VC router with two virtual channels in
Fig. 4.2(b) has channel widthB = 4, while the corresponding two routers in the two separate planes
in Fig 4.2(c) have total aggregated channel width BMP = 2 + 2 = 4.
Besides keeping B constant, we also maintain the aggregated input storage S constant for the
comparison. For example, starting from a reference wormhole flow-control router with channel
width B and input-buffer depth Q (Fig. 4.2(a)), the corresponding VC router with two virtual chan-
nels v = 2 has buffer depth Q/2 and channel width B (Fig. 4.2(b)). Instead, the corresponding set
of p = 2 parallel MP routers for MP NoCs have buffer depthQ and channel widthB/2 (Fig. 4.2(c)).
This comparison approach, which maintains both B and the total storage S constant, is called com-
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(c) p = 2
Figure 4.2. Storage and channel allocations with the parameters under competitive sizing: (a) reference NoC, (b) virtual-
channel NoC with v = 2, (c) multi-plane NoC with p = 2.
petitive sizing.
Competitive sizing is the fair way to compare MPs and VCs as alternative solutions that use
the same amount of resources to build a NoC. We found, however, some interesting design points
where given a small amount of storage resources a NoC can be designed based on MPs, but not
on VCs. Specifically, since the buffer depth of the VC router with v = n is Q/n, there are some
configurations where MP NoCs are still feasible while VC NoCs are not due to the insufficient buffer
depth. Thus, we also consider a configuration where MP and VC NoCs are configured with the
minimum possible storage. This configuration is important for very low-power SoCs and highlights
the capabilities of the two alternatives. We call this analysis minimum sizing comparison.
4.3.1 Competitive Sizing
For competitive sizing, we first define a reference NoC architecture based on a wormhole router
where the input storage at each port is S = B ×Q bits. This can be seen either as a VC router with
one virtual channel (v = 1) or an MP router for a single-plane NoC (p = 1). Then, we vary the
number v of virtual channels (Fig. 4.2(b)) and number of planes p (Fig. 4.2(c)) by partitioning the
available storage S according the following rules: 1) the buffer size of the ith virtual channel in a VC
router is Qi = Q/v and 2) the aggregated channel width of an MP router is
∑p
i=1Bi = B. Notice
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that these rules force S andB to remain constant across all possible MP and VC NoC configurations.
Additionally, to set Bi = B/p makes the channels of the WH router be homogeneously partitioned
in an MP NoC. With these rules, each input port of the VC router contains v buffers, each of
which has buffer depth Q/v. Thus, the total amount of storage used to implement a VC NoC is
S = B × v × Q/v = B × Q. For homogeneously-partitioned MP NoCs, each MP router has
channel width B/p and one buffer per input port with buffer depth Q. Thus, the total amount of
storage used to implement MP NoCs is S = B/p× p×Q = B ×Q.
Since VCs and MPs with competitive sizing can be constructed with the same amount of re-
sources to build a NoC, all comparisons starting from Section 4.4 will present the results with
competitive sizing unless otherwise specified.
4.3.2 Minimum Sizing
As explained in Subsection 3.2.4.4, one of the common backpressure mechanisms on router-to-
router links in an NoC is credit-based flow control, which uses credits to allow the upstream router
to keep track of the storage availability in the input buffer of the downstream router [40]. In order
to guarantee minimal zero-load latency, this protocol imposes a constraint on the minimum size of
the router input buffer, which should be at least equal to the round-trip-time (RTT) of one credit on
the link [32]. In the best case, the RTT is equal to two clock cycles, i.e. Qmin = 2 (minimum sizing
constraint) [40]. If we build the least expensive p-plane MP NoC that satisfies such requirement,
the aggregated storage is S = 2×
∑p
i=1Bi = 2×B. Instead, for the corresponding VC NoCs the
minimum aggregated storage becomes S = 2 × v × B because each virtual channel at each input
port must satisfy the minimum sizing constraint.
While longer buffers generally increase the maximum sustained throughput of an NoC, an ap-
plication often need much less throughput. In these cases, longer buffers cause area and power
overheads without providing a comparable improvement in the overall system performance. Under
these conditions, an MP NoC with minimum sizing could potentially deliver enough performance
while saving power and area with respect to an equivalent VC-based NoC.
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(a) VC router (b) MP router
Figure 4.3. Block diagrams of a VC router and a MP router inspired by [97].
4.4 Analytical Model
We analyze the overhead of MPs and VCs with respect to the reference wormhole architecture
under competitive sizing, in terms of area and performance. First, we derive the relative area of
each component at the microarchitecture level. Then, we analyze the impact on packet-transmission
latency of MP routers, which is critical to the performance of MP NoCs due to the narrower channel
width.
4.4.1 Microarchitectural Analysis
Fig. 4.3(a) shows the block diagram of a classic M -port VC router for a 2D-Mesh network. Each
input/output port is connected to a physical channel that has a data parallelism of B bits, which
matches the flit size. In a VC router with v virtual channels each input port is equipped with: (1)
a routing-logic block that determines the destination port for each packet based on the information
contained in the head flit and the specific routing algorithm (e.g. XY routing); (2) a set of v buffers,
each dedicated to one virtual channel; and (3) a VC control block that holds the state needed to
coordinate the handling of the flits of the various packets. When a header flit arrives to an input
port, a VC allocator arbitrates the matching between input and output virtual channels. After the
arbitration, a Switch Allocator controls the matching between multiple input ports to one output port
through the Switching Fabric. In a VC router with v virtual channels under competitive sizing, a
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TABLE 4.2
AREA COMPARISON OF WORMHOLE ROUTER, MPS AND VCS
Component wormhole MPs VCs
Switching Fabric (B ×M)2 (B ×M)2/p (B ×M)2
Switch Allocator M2 M2 × p M2
VC Allocator − − (M × v)2
Control Channel M × x M × x× p M × (x+ 2× log2 v)
Note: This is a comparison among the reference wormhole router, MPs
with p, and VCs with v, each of which containsM input and output ports.
A channel in the wormhole router contains a x-bit control channel.
VC allocator with the size of (M × v)2 is required to allocate an output virtual channel per packet.
Also, additional control wires need to be placed to send and receive the virtual channel identifier,
whose size is proportional to log2 v.
Fig. 4.3(b) shows the block diagram of an MP router that can be used on each plane of a multi-
plane 2D-Mesh NoC. The structure of this router is simpler than an equivalent VC router because it
implements the basic wormhole flow control with a single queue per each input port and, therefore,
does not need a VC allocator. In an MP NoC with p planes, each router contains a switching fabric of
size of (B×M/p)2 and a local copy of a switch allocator equal to the one in the reference wormhole
router. Further, a control channel is also required per plane to maintain flow control. Thus, the
aggregated size of the switching fabrics is (B ×M/p)2 × p = (B ×M)2/p. The aggregated sizes
of the control channel and switch allocator are M × p× x and M2 × p, respectively.
Table 4.2 summarizes the area comparison between the MP and VC routers with respect to the
reference wormhole router from the viewpoint of this analytical model. Note that the actual area of
both MPs and VCs depends on the implementation details of each module and on the effectiveness
of CAD tool optimization. For example, one can implement an area-efficient VC allocator by sac-
rificing the input-output virtual channel matching ratio as discussed in [20]. The analytical model,
however, illustrates some basic differences between the two micro-architectures: MPs benefit from
smaller switching fabrics, while requiring additional switch allocators and control channels. VCs
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do not save any area with respect to the wormhole router, and need additional logic to implement the
VC allocator. Note that the area of the network interfaces (NI) for both VCs and MPs is identical.
If the NIs contain a separate buffer per virtual channel or plane with the same allocation scheme,
i.e. round-robin arbiters, the only differences between the VC and MP NIs consist in the logic that
serializes a packet into multiple flits. However, we found that if the storage capacity in both NIs is
the same then there is no area difference between these two interfaces.
Another important metric of comparison is the internal critical path, which may constrain the
maximum clock frequency at which the router logic can operate, as well as the maximum transmis-
sion rate on a router-to-router link and the latency of the packets flowing through the router. In VC
routers, the critical path always traverses the VC allocator because its logic must interact with all
input and output virtual channels. Instead, an MP router does not have VC allocation logic, and
therefore has a shorter critical path. As a result, MP routers can be clocked at higher frequencies
than the corresponding VC routers.
4.4.2 Latency Analysis
As explained in Section 3.2.5.1, latency is a key performance metric for NoCs. Latency T is the time
required for a packet to traverse the network, and can be divided into head latency Th, serialization
latency Ts, time of flight on wires (channels) Tch, and contention latency Tc [40]1.
In order to achieve a minimal latency, all components of the equation must be well balanced. For
example, for a given bisection bandwidth b, a NoC with a Flatten Butterfly topology [68] uses more
channels compared to a traditional 2D-Mesh NoC. With more channels, a Flatten Butterfly reduces
the head latency Th with low average hop count but increases serialization latency Ts due to the
limited bisection bandwidth: by re-balancing Th and Ts, it achieves low latency without sacrificing
the network throughput. Similarly, for MP routers with p = n the serialization latency Ts becomes
n times bigger than the latencies for the reference wormhole and VC routers where p = 1. As
discussed in Section 4.5, however, MP routers can achieve a higher clock frequency, which will
1Contention latency Tc depends on traffic injection behavior of the network and is hard to generalize without any traffic
assumptions. Thus, instead of analyzing Tc, we present simulation results with various traffic patterns in Section 4.6.
68
CHAPTER 4. A COMPARATIVE ANALYSIS OF MULTIPLE PHYSICAL NETWORKS AND
VIRTUAL CHANNELS
result to a shorter Th.
For small or less-congested networks, Ts strongly contributes to the total latency T due to rel-
atively small Th or Tc. However, when the congestion of the networks increases or the networks
becomes large, Th and Tc become dominant in the total latency (e.g. more than Ts). In this case,
using higher clock frequency reduces not only Th but also Tc by helping to reduced congestion in
the routers. Thus, MPs allow NoC designers to re-balance Th, Ts, and Tc to optimize latency.
4.5 Synthesis-Based Analysis
In order to compare the area occupation and the power dissipation of the two NoC architectures, we
first synthesized routers for MPs and VCs starting from the NETMAKER library of router implemen-
tations [7] and using standard cells from an industrial library while scaling the technology process
from 90 to 65 and 45nm. To derive an optimal design of the wormhole router we augmented the
NETMAKER library with the options of disabling the generation of the logic necessary to support
virtual channels and of placing additional flip-flops on the switch allocator to keep track of input-
output allocations. We verified the correctness of this design by running RTL and post-synthesis
netlist simulations with the test-bench provided in the library.
We used Synopsys Design Compiler for logic synthesis, and Cadence Incisive simulation suite
to capture the switching activity of the input ports of a router. Our simulation setup features a 2× 2
2D-Mesh topology with a 0.4 offered traffic load (roughly the saturation throughput of 2D-Mesh)
under Uniform-Random Traffic (URT) 2. We back-annotated the activity extracted from simulation
into Synopsys Primetime PX to estimate the power dissipation.
For this analysis, we varied the number of virtual channels v and physical planes p in {1, 2, 4},
while keeping the same total amount storage S. To analyze the behavior of both MP and VC routers
under different storage and channel-width constraints, we also varied Q in {2, 4, 8, 16, 32}, and
the channel width B in {64, 128, 256}. Moreover, we synthesized each router with different target
2 Notice that the results presented in this section can be applied with different sizes of 2D-Mesh when normalized.
Although the normalized results are sufficient to illustrate the behavior for larger n× n 2D-Mesh NoCs, here we present
absolute numbers to show clear trends with respect to different target clock periods.
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clock periods TCLK . Specifically, starting from 2.8ns we decreased TCLK by a 0.2ns step until
neither the MP nor the VC router could be successfully synthesized.
4.5.1 Area Analysis
Fig. 4.4 reports the area as function of TCLK with 45nm technology node. For brevity, we do not
report the results for 65 and 90nm technologies because they follow a similar trend as 45nm. Along
with the total amount of storage S in the caption of each sub-figure, we also provide the input-buffer
depth of the baseline wormhole router QWH3.
Independently from the technology node, as we lower TCLK , the area of VC routers rapidly
increases with respect to the corresponding MPs. This difference is due to the higher complexity of
the logic implementing the scheduling and arbitration of the different queues inside the VC routers.
To meet very low TCLK value the synthesis tool uses bigger gates that can switch quickly but also
occupy more area.
Furthermore, after a rapid increment in the area occupation, VC routers become no longer syn-
thesizable, while the equivalent MP routers still are. Since VC routers are more complex than
MP routers, their internal critical path are typically longer, thus preventing implementations that
can match the same low TCLK requirements as MP routers. Only after TCLK reaches a limit of
TCLK = 0.8ns (at 45nm), MP routers experience a rapid increment in their area occupation as
well, but this happens for TCLK values that are 25% smaller for v = p = 2 and 40% smaller when
v = p = 4 (Fig.4.4(a)).
When the total amount of storage is small, QWH ≤ 8, the area occupation of MP routers is
always lower than the equivalent VC routers at low TCLK . For some configurations withQWH ≤ 8,
MP routers start from having bigger area than the equivalent VC routers for high TCLK but they
eventually occupy less area as we decrease TCLK . For longer queues i.e. QWH ≥ 16, the area
of MP routers is always worse than that of the equivalent VCs routers under high TCLK . As we
decrease TCLK , however, VC routers start occupying more area than MP routers and, eventually,
3 Recall that the buffer depth of a VC router with v virtual channels is QWH/v, while MP routers have buffer depth
QWH for each plane under competitive sizing.
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(c) S = 4096 (QWH = 32)
Figure 4.4. Area occupation as function of target clock period (B = 128, 45nm).
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they cannot even be synthesized for very low TCLK .
In summary, when routers use short queues, MP routers are always smaller than VC routers and
their area increases more linearly when varying TCLK . This property is particularly interesting in
the context of Dynamic Voltage-Frequency Scaling (DVFS) techniques. In fact, to fully support
DVFS, every router should be designed for the lowest possible TCLK of the system. MP routers
not only have a larger span of possible TCLK values, but also achieve low TCLK with smaller area
penalty.
4.5.2 Power Analysis
Fig. 4.5 shows power consumption versus TCLK of both VC and MP implementations at 45nm.
Again, for brevity, we do not report results for 65 and 90nm technology nodes because the normal-
ized power of MP and VC routers with respect to the reference wormhole routers is almost invariant
across various TCLK .
Differently from the area analysis, the total power of all routers tend to increase as we lower
TCLK due to the power dissipation of the clock-tree, which accounts for the 62.2% of the total
dissipated power at 45nm. Similarly to the analysis of Section 4.5.1, MP routers dissipate less
power than the equivalent VC routers for low values of TCLK when QWH ≤ 8. Instead, with
deeper buffer depth, such as QWH = 32, MP routers dissipate more power with high TCLK .
Although we did not show the results with 90nm and 65nm, the power differences between MP
and VC routers are more significant in 45nm than 90nm and 65nm due to the large leakage power
that characterizes this technology. Furthermore, having large leakage power in 45nm is also highly
related to the different amount of logic gates in MP and VC routers. From our analyses, at 90nm
and 65nm, the power dissipated by the clock-tree represents up to 85.6% of the total power under
those technology nodes. Instead, as we scale the technology down to 45nm, the contribution of
leakage to the total power dissipation becomes more noticeable while, correspondingly, the portion
of clock-tree power decreases to 62.2%.
In summary, the difference of power dissipation as function of TCLK between MP and VC
NoCs is negligible with 65 and 90nm technologies but becomes more relevant with the scaling of
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(c) S = 4096 (QWH = 32)
Figure 4.5. Power dissipation as function of target clock period (B = 128, 45nm).
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technology processes due to the impact of leakage power. Increasing the number of planes p or
virtual channel v comes with a power overhead. With QWH ≤ 8, MP routers dissipate equal, or
less, power than the equivalent VC routers. Instead, when the amount of storage is higher, then
VC routers generally have a lower power overhead. In that case, however, VC routers cannot be
synthesized for low values of TCLK .
4.5.3 Analysis with Architectural Optimizations of VC Routers
In order to achieve higher clock frequencies, the logic controlling VC routers can be pipelined into
multiple stages. Fig. 4.4 and 4.5 also report results for 2-stage implementations of VC routers
that allow us to compare them with the equivalent MP and 1-stage VC routers in terms of area
occupation and power dissipation, respectively. In both analysis we scaled TCLK while using a
45nm technology and setting B = 128. Since pipelining divides the internal critical path into
multiple stages, the synthesis tool has more options to optimize the router for area and power.
In fact, we can observe that 2-stage VC routers can be synthesized for lower TCLK than 1-stage
VC routers and that in general they occupy less area. On the other hand, they do not necessarily
outperform the equivalent MP routers. MP routers can still: i) be synthesized at TCLK at which
2-stage VC routers cannot be synthesized, and ii) save area and power at low TCLK for small
values of QWH . Furthermore, having an extra pipeline stage increases the head latency Hs of
the entire packet because it takes 2 clock cycles to process a flit in a 2-stage pipelined VC router.
Hence, the equivalent MP routers perform better than the pipelined VC routers in terms of average
latency. Another possible micro-architecture optimization proposed for VC routers is speculation.
The purpose of pipeline speculation is to reduce the latency under low injection rate by reducing
the effective number of pipeline stages [97]. Hence, it is not surprising that the synthesis results for
speculative VC routers in terms of area, power and TCLK are very similar to those presented for the
non-speculative VC routers (and are not included here for the sake of brevity).
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TABLE 4.3
NORMALIZED AREA AND POWER WITH MINIMUM SIZING OF Q = 2
(a) Normalized area





B=64 1.38 1.83 2.21 5.22
B=128 0.98 1.35 1.79 3.52





B=64 1.20 1.55 1.78 3.92
B=128 1.11 1.33 1.62 3.23





B=64 1.19 1.60 1.79 3.94
B=128 1.13 1.35 1.75 3.42
B=256 1.06 1.18 1.56 2.79
(b) Normalized power





B=64 1.20 1.62 1.86 4.07
B=128 1.12 1.35 1.77 3.45





B=64 1.20 1.65 1.83 3.86
B=128 1.13 1.35 1.76 3.48





B=64 1.20 1.66 1.84 3.86
B=128 1.13 1.35 1.75 3.42
B=256 1.07 1.21 1.68 3.16
4.5.4 The Effect of Channel Width
To analyze the effect of changing the aggregated channel width B, we extended the studies of
B = 128 to the cases of B = 64 and B = 2564.
For B = 256, the area and power overheads for MP routers are lower than those for B = 64
or B = 128. Since each plane contains a control channel implemented as a bundle of control
wires, its associated overhead increases as the channel width narrows. Still, the main observations
derived from the comparison between VC and MP routers in terms of both area occupation and
power dissipation remain valid for the new values of B. Specifically, when targeting a low clock
period TCLK across all three values of B, MP routers occupy less area if QWH ≤ 16 and dissipate
less power if QWH ≤ 8.
4.5.5 Analysis with Minimum Sizing
For those systems where the connectivity is more critical than the throughput, designers might want
to place the minimum amount of buffers per input port in order to save area and power. In such
systems, having VC routers may not be as area- and power-efficient as having MP routers with
4Since results with different channel widths show similar behaviors to those of Fig. 4.4 and 4.5, here we only summa-
rize the results for the sake of brevity.
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TABLE 4.4
DIFFERENCES BETWEEN NETMAKER AND NOCEM
NETMAKER NOCEM
HDL SystemVerilog VHDL
low-level flow control credit-based on-off
router pipelining support 2-stage N
router speculation support Y N
routing-lookahead default N
target platform ASIC FPGA
minimum buffer size; as anticipated in Section 4.3, this motivates us to compare MPs to VCs under
minimum sizing.
Table 4.3 shows the area and power normalized to the reference wormhole router under min-
imum sizing (Q = 2). TCLK is set to the lowest possible value at which all VCs and MPs are
synthesizable, i.e. 1ns for 45nm, and 1.6ns for 65 and 90nm. From Table 4.3(a), the area over-
head introduced by MP routers with p = 2 is smaller than 38%, while the overhead for an equivalent
VC router varies between 56 and 121%. When we increase the MPs and VCs to four the overhead is
83% and 179−422% respectively. From Table 4.3(b), the power overhead of MP routers with p = 2
and p = 4 is less than 20% and varies between 17% and 66%, respectively. Instead, the equivalent
VC routers dissipate 58− 86% and 211− 306% more than the reference wormhole router.
4.5.6 Synthesis Analysis with FPGA
We also conducted experiments that compare VCs and MPs under competitive sizing with the NO-
CEM toolkit [91] and an FPGA synthesis tool chain. The differences between NETMAKER and
NOCEM are summarized in Table 4.4. Note that we used NETMAKER for the synthesis with ASIC
design flows because it provides more flexibility in configuring the NoC parameters. However, for
the synthesis with FPGA design tools, using NOCEM is more appropriate in terms of RTL design
and synthesis tool support. We use the Xilinx ISE framework to analyze FPGA-based implementa-
tions targeting the Xilinx XC6VLX75T FPGA. To measure the router area we counted the number of
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Figure 4.6. Normalized area and delay of the FPGA synthesis with B = 128.
used LUTs.
Fig. 4.6 shows the normalized area and delay of the critical path with respect to the reference
wormhole router. Fig. 4.6(a) shows that MP routers occupy less area than the equivalent VC routers,
when the total amount of storage S is small. Finally, Fig. 4.6(b) shows that an MP router with p = 4
planes can run at a clock frequency that is 18 to 35% higher than a VC router with v = 4. These
results are consistent with the results based on standard-cell libraries discussed in previous subsec-
tions: they confirm that across different platforms such as FPGA and ASIC there exist interesting
design trade-offs between MP and VC as we vary the aggregated amount of storage S.
4.5.7 Summary
Based on competitive sizing, we find that MP networks scale better than the equivalent VC net-
works in terms of both power and area dissipations with different technologies, target platforms,
and microarchitectural optimizations. When routers use short queues, MP routers are smaller and
dissipate less power than VC routers. Furthermore, MPs scale more linearly than VCs in terms of
area and power when varying the target clock period, which is interesting in the context of DVFS
techniques.
MPs are a power-efficient solution whenever providing basic connectivity among components
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is more important than optimizing the average latency and effective throughput. Under minimum
sizing, MPs have 18∼83% less area overhead, and 38∼66% less power overhead with respect to the
baseline wormhole router.
Using MP networks, however, is not always the best solution to design power-efficient NoCs.
VC networks occupy less area and dissipate less power when the target clock period is high, the
technology is less advanced, and/or when routers use long queues. Furthermore, as discussed in
Sections 4.6 and 4.7, VC networks sometimes perform better than MP in terms of average latency
and effective bandwidth. Therefore, NoC designers should choose carefully between MPs and VCs
based on the given system requirements.
4.6 System-Level Performance Analysis
We developed an event-driven simulator that includes a detailed model of NoC components, such as
routers and network interfaces, using the OMNET++ framework [94]. We ran open-loop simulations
with synthetic traffic patterns considering only the steady-state data collected over multiple runs5.
We considered 4× 4 and 8× 8 2D meshes and 16-node SPIDERGON, a well-known NoC composed
by a ring enriched by cross-links that connect facing cores [33]. For both MP and VC NoCs, we used
the well-knownXY routing in the 2D-Mesh, while for the Spidergon NoC we used the Across-First
routing algorithm, which first forwards the flits along the cross links and then along the channels of
the ring. Since VCs may be pipelined to support a low TCLK , all routers in both MP and VC NoCs
are implemented with a 3-stage pipeline.
We performed a system-level comparative analysis of VC and MP NoCs using four synthetic
traffic patterns which allow us to study the network behavior under specific stress conditions: Uni-
form Random Traffic (URT), Tornado, Transpose, and 4-HotSpot. While the traffic under URT
is uniformly distributed among all routers of an NoC, the traffic under Transpose stresses a limited
5 Note that the experiments in this section are designed to measure theoretical limits, not to reflect the behavior of MPs
and VCs in many real systems. As a more practical example, however, in Section 4.7 we present experimental results for
the case study of a Chip Multiprocessor.
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Figure 4.7. Normalized maximum sustained throughput.
number of hot-spot channels with 2D-Mesh andXY routing6. Moreover, we also include 4-Hotspot
and Tornado because they are median traffic patterns between URT and Transpose. Specifically, 4-
Hotspot is similar to URT but the randomness is limited to four nodes placed in the center of the
Mesh, while in Tornado destinations are pre-defined for each source but, differently from Transpose,
it generates less contention on the NoC channels.
We set the channel width of the reference wormhole router to B = 256, and partition B equally
among the number of planes of the MP NoCs (e.g. 64 bits per plane with p = 4). The size of
a packet is fixed to 1024 bits7. Thus, a total of four flits is sent to the reference wormhole router
whenever a packet is generated based on the offered traffic load8.
To compare MPs and VCs in terms of average latency and maximum sustained throughput, we
varied the offered load from 0.1 to 1.0 flit/cycle/node. We ran each configuration multiple times
with different random seeds and averaged the results before reporting the final value.
6 With 2D-Mesh and XY routing, the channels from 〈0, 1〉 to 〈0, 0〉 and from 〈3, 2〉 to 〈3, 3〉 are the most contended
channels of the network.
7 Note that performance is not related to the channel width B but the number of flits per packet. Therefore, results
with B = 256 are essentially equivalent to the results with B = 32, if they have the same number of flits per packet.
8 Results with packets of 8 and 16 flits show similar behaviors and therefore are omitted.
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4.6.1 Throughput
Fig. 4.7 shows the maximum sustained throughput computed as the minimum load that causes the
packet-delivery time to become unstable and increase towards infinity. The values are normalized
with respect to the performance of the reference wormhole NoC on a 4× 4 2D-Mesh for the case of
competitive sizing of the router queues. In order to obtain a unique reference value that summarizes
the performance of the system, we averaged the normalized throughput across different input-buffer
sizes. Clearly both VCs and MPs improve the maximum sustained throughput from 17 to 45%,
depending on the traffic pattern. VCs improve the performance of wormhole because they reduce
the negative impact of Head-of-Line (HoL) blocking through the multiple queues used on each input
port. HoL happens when a header flit gets blocked in a router after losing a channel contention with
another packet. VCs enable the interleaving of flits from multiple packets to access the shared
physical channel [62]. Hence, when a packet is blocked and cannot advance, the flits of another
packet, potentially waiting on a second VC, can be forwarded along the channel that otherwise
would have remained idle.
MPs parallelize the forwarding of the packets on multiple physical networks and reduce the
negative effects of the Head Latency Th (Section 4.4.2). When Th is large, it becomes dominant in
the delivery of the packet. By using multiple planes, multiple headers can be processed in parallel,
thereby speeding up the forwarding of packets and, in turn, the system throughput. Hence, MPs are
particularly suited for traffic patterns that do not show much contention but rather a few hot-spot
channels.
To highlight the differences in the maximum sustained throughput between the MP and VC
NoCs, we define the Throughput Improvement Ratio (TIR) as:
TIR = 1− (Θp/Θv),
where Θv is the maximum sustained throughput of a VC NoC with v virtual channels, and Θp the
throughput of MP NoC with p planes. When TIR > 0, a VC NoC provides better maximum
sustained throughput than the equivalent MP NoC, while the opposite is true for TIR < 0.
Fig. 4.8(a) compares the values of TIR for different traffic patterns and NoC configurations.
Under URT, VC NoCs outperform MP NoCs up to 20% for all configurations. URT does not
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Figure 4.8. Throughput improvement ratio (TIR).
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generate hot-spot channels but it stresses the interconnect in a fairly uniform way. Thus, URT
favors VCs over MPs because the packets traversing the interconnect can often avoid the contention
penalties by exploiting the multiple independent queues that are dynamically assigned by the routers
each time they process a head-flit. On the other hand, MPs are not suited for URT traffic because
packets are forwarded along planes which are selected by the source NI and do not change until final
delivery. MPs outperform VCs by up to the 30% for Transpose and Tornado traffic patterns, The
reason behind this gain is the way these two traffic patterns stress the interconnect. Considering a
4×4 Mesh under Transpose, all cores of the Row 0 send data to specific cores located on Column 0.
Hence, the input channel of the router r0,0 (located in the top left corner of the mesh) is contended
by three flows of data. By splitting the flows across multiple planes, the headers of the flits can be
processed in parallel by r0,0, thus improving the system throughput. With 4-Hotspot, contention
occurs only in the rows and columns located in the middle of the mesh where all flows of data are
directed. Thus, the average number of contention is lower than in the case of URT but still higher
than in the cases of Tornado and Transpose. As a consequence the TIR for this traffic pattern is
higher for the VCs but lower than the one of URT.
Fig. 4.8(a) also shows the effect of changing queue sizes on the performance of MP and VC
NoCs. In particular, by increasing the total storage S the performance of the two architectures
improves in different ways. In the case of URT and 4-Hot-Spot traffic patterns, increasing S for the
VC NoC has diminishing returns. That is, MPs are better handling much contention generated by
these traffic patterns because they have longer queues than VCs. On the other hand, in Transpose
and Tornado, the performance improvement of MPs is not strictly bounded to the queue size but
to the number of planes in NoCs, thus increasing S has less impact on TIR than the other traffic
patterns.
Fig. 4.8(b) shows the TIR under 8×8 2D-Mesh. The main difference from 4×4 NoC discussed
above is the performance of the MP NoC under the Hot-Spot traffic pattern. Here, by scaling the
system from 16 to 64 nodes, more source cores send packets to the same number of destinations.
This generates regular flows of data directed to the center of the mesh whose central channels be-
come very contended. This scenario is favorable to MP NoCs, which present improved performance
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(d) Transpose, QWH = 32
Figure 4.9. Latency in the 4× 4 2D-Mesh with various traffic patterns.
and TIR.
Fig. 4.8(c) reports the TIR for the 16-nodes SPIDERGON. Due to the different topology, the
destination of each source in the Transpose traffic is very similar to that in Tornado traffic under the
4× 4 mesh; thus, the TIR results of both Tornado and Transpose for the 16-nodes SPIDERGON are
similar to the ones presented in Fig. 4.8(a).
In summary, the input buffer depth and the contention patterns determine the differences of
maximum sustained throughput in VC and MP NoCs. For Traffic patterns with some specific con-
tention spots, such as Tornado and Transpose, MPs provide better maximum sustained throughput
than VCs. Instead, VCs perform better than MPs in URT and 4-Hotspot, but this performance gap
can be reduced by placing more buffers in the MP NoCs.
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Figure 4.10. Transpose latency for 4× 4 2D-Mesh with minimum sizing.
4.6.2 Latency
Fig. 4.9 reports NoC latency as function of the offered load for different amounts of total storage S
(specifically, S = 1024 with QWH = 4 and S = 32768 with QWH = 32) and traffic patterns. We
chose URT and Transpose for the comparison because they stress the network in opposite ways and,
therefore, show different behaviors when using MPs and VCs. The differences in the maximum
sustained throughput between QWH = 4 in Fig. 4.9(a) and QWH = 32 in Fig. 4.9(b) are much
more significant than the corresponding throughput differences between Fig 4.9(c) and 4.9(d). This
confirms that a NoC with large amount of storage S gives a better maximum sustained throughput
for URT, but has little effect for Transpose.
4.6.3 Impact of Minimum Sizing
Fig. 4.10 shows the latency graph with the Transpose traffic under minimum sizing with Q = 2:
here, VC NoCs perform better than the equivalent MP NoCs in terms of both maximum sustained
throughput and average latency of all offered loads. However, notice that the total amount of storage
to build a VC NoC with v virtual channels under minimum sizing is exactly v times more than that
of the equivalent MP NoC.
If we consider not only the performance but also the amount of total storage, building VC NoCs
under minimum sizing becomes very inefficient in terms of performance improvement per unit of
storage. Although VC NoCs with largeQ, such asQ = 8 andQ = 32, use larger amount of storage,
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they provide a worse maximum sustained throughput than the equivalent MP NoCs with Tornado
and Transpose.
In summary, using MPs instead of VCs gives the opportunity to save the total amount of storage
of the network and to increase the maximum sustained throughput for the traffic patterns that do not
present excessive random behaviors.
4.7 Case Study: Shared-Memory CMPs
We completed full-system simulations for two case studies: 16-core and 64-core CMPs running with
the Linux operating system. The two CMPs feature a complex distributed shared memory hierarchy
with L1 and L2 private caches and four/eight on-chip memory controllers. We implemented a
directory-based cache coherence protocol similar to the one used in the work of Peh et al. [98].
To avoid message-dependent deadlock issues (also called protocol deadlock), a typical directory-
based cache coherence protocol defines a set of message classes used to manage the distributed
state of the memory hierarchy. To ensure the correctness of the system, the delivery of any message
belonging to a specific class must be orthogonal to the status of the network regarding the other
message classes [107]. In such a scenario, VCs and MPs are two alternative techniques to provide
the message-class isolation.
4.7.1 Experimental Methodology
We used Virtutech Simics [78] with the GEMS toolset [81], augmented with GARNET, a de-
tailed cycle-accurate NoC model that provides support for modeling packet-switched NoC pipelined
routers with either wormhole or virtual channel flow controls [99]. We extended GARNET to ac-
commodate the modeling of heterogeneous multi-plane NoCs with different flit sizes per plane and
to support on-chip directory caches.
Workloads. We run simulations with eight benchmarks from the SPLASH-2 suite [122] and
six benchmarks from the PARSEC suite [24]. For the benchmarks from the PARSEC suite, we use
the simmedium input dataset and collect statistics from Region of Interest (ROI) provided by the
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Figure 4.11. Target system: the logical design of a node and the topology of the 16- and 64-core CMP systems.
benchmarks. We measured the performance of the parallelized portion of each workload. To avoid
cold-start effects, all caches were warmed up before running the benchmarks.
Target System. We assume that the 16- and 64-core CMPs are designed with a 45nm tech-
nology and run at 2Ghz. Each core is a single-issue in-order SPARC processor with 16KB of
instruction and data split L1-caches and a private 1MB unified L2-cache. Cache access latency was
characterized using CACTI [116]. Each core is connected to a node of a 2D-Mesh NoC through a
network interface. The NoC provides support for communication with the off-chip DRAM mem-
ory through multiple memory controllers as illustrated in Fig. 4.11(a-b). Cache coherence between
the L2-caches and DRAM memory is based on the MOESI directory protocol [63], whose model
is provided in GEMS. Each memory controller is equipped with a 256kB directory cache, where
each block consists of a 16- or 64-bit vector matching the number of private L2-caches in the CMP.
The bandwidth of DRAMs, off-chip links, and memory controllers is assumed to be ideal, i.e. high
enough to support all outstanding requests. The basic simulation parameters are summarized in
Table 4.5.
Network-on-Chip Configurations. Cache coherence protocols are generally characterized by
a number of functionally dependent data and control messages. In the MOESI cache-coherence
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TABLE 4.5
MAIN SIMULATION PARAMETERS OF THE TARGET CMP SYSTEMS
Processors 16 or 64 in-order 1-way 64-bit SPARC cores, with the SPARC V9 instruction set
L1 Caches Split IL1 and DL1 with 16KB per core, 4-way set associative, 64B line size, and 1 cycle access time.
L2 Caches 1 MB per core with 4-way set associative, 64B line size, and 3 cycle access time.
Directory Caches 256kB per memory controller with 4-way set associative, 4 cycle access time.
Memory 4 or 8 memory controllers on chip, 275-cycle DRAM access + on-chip delay
protocol, there are four classes of messages exchanged among the private L2-caches and the memory
controllers: Data Request (REQ), Request Forward (FWD), Data Transfer (DATA), and Write Back
(WB). Causality dependencies across messages of different classes can be expressed by message-
dependency chains [107]. These dependencies may cause message-dependent deadlock. A common
way to guarantee the absence of message-dependent deadlock is to introduce an ordering in the use
of the network resources. In particular, causality relations among pairs of message types can be
modeled as partial-order relations over the set of all possible message classes in the network. From
an NoC design viewpoint this translates into assigning a separate set of channels and queues to each
message type.
Since the system requires four separate virtual (or physical) networks, we cannot use the refer-
ence wormhole router as we did in the two previous analyses of Section 4.5 and 4.6. Thus, a total
of v = 4 virtual channels, where each message class has a distinct virtual channel, is used as the
baseline VC NoC for our comparison. The flit width, which also corresponds to the channel paral-
lelism, is BV C = 64 bits. For each virtual channel the router has an input queue of size QV C = 4
and, therefore, the total amount of storage per input port is SV C = 64× 4× 4 = 1024 bits.
As possible MP implementations that correspond to the baseline VC NoC, we consider two MP
NoC configurations with p = 4 planes based on competitive and minimum sizing, named MP4 and
MP16 for the MP NoCs with Q = 4 and Q = 16, respectively. For both multi-plane configurations
we partitioned the 64 bits channel parallelism of the baseline VC NoC as follows: B0 = B1 = 8
bits for Plane 0 and 1, B2 = 32 bits for Plane 2, and B3 = 16 bits for Plane 3. Since the goal is
to assign a distinct plane to each of the four possible message classes to avoid message-dependent
deadlock without introducing a severe serialization latency penalty, the values of this partitioning
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TABLE 4.6




Class (bits) Plane ID # of flits
REQ Cache→Mem 64 0 8
FWD Mem→ Cache 64 1 8
DATA Mem→ Cache 576 2 18
DATA Cache→ Cache 576 2 18
WB Cache→Mem {64,576} 3 {8,18}
are chosen based on our knowledge of the size and the total number of injected packets per message
class9. Notice that this heterogeneous partitioning does not change the total amount of storage S;
total amount of storage for both MP4 and MP16 is equal to the their homogeneous counterparts.
Table 4.6 reports the plane assignment for each message class together with the message size
expressed both in bits and in the number of flits that are necessary when this message is transfered
on a plane of the MP NoCs. For example, a DATA message, which consists of a cache line of
512 bits and an address of 64 bits, is transmitted as a worm of 18 flits on Plane 2, whose flit
width is B2 = 32. Notice that the same message incurs a much smaller serialization latency when
transmitted as a sequence of 9 flits on the baseline VC NoC, whose flit width is BV C = 64 bits10.
Similarly, a REQ message, which consists of 64 bits, requires 8 flits to be transmitted on Plane 0 of
either MP4 or MP16, but only 1 flit on the baseline VC NoC. Both the baseline VC and the two
MP NoCs use 5-stage pipelined routers with credit-based flow control.
4.7.2 Experimental Results
The bar diagrams in Fig. 4.12 reports the average flit latency that was measured on the 16- and
64-core CMPs for the two MP NoC configurations. The values are normalized with respect to the
corresponding values for the baseline VC NoC configuration. The latency is measured from the
9 To find the best partitioning, we first run simulations with the baseline VC NoCs to retrieve the total number of
bits transferred per each message class per second. Based on the simulations, the data transfer ratio of different message
classes is approximately 1:1:3:2, and we use this information to partition B heterogeneously.
10Notice that GARNET does not model the head/tail flits of a worm.
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Figure 4.12. Normalized average latency results for 16- and 64-core CMP systems.
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time the head flit departs from the source to the time the tail of the packet arrives at the destination
and includes the serialization latency (the flits are queued into the network interface right after
identifying the coherent status of L2-cache block).
Fig. 4.12 shows that both MP4 and MP16 achieve worse performance in terms of average la-
tency than the baseline VC NoC. This additional delay is mainly due to the higher serialization
latency Ts, which dominates the contention latency Tc. In fact, the analysis of the traffic load
shows that on average less than 5% of the channels are used on each clock cycle during the simu-
lations of all benchmarks. This low load is due to the limited miss rate of the L2 caches that in the
experiments remains always below 1%. In this scenario MPs cannot exploit their parallel packet-
processing capabilities while suffering from the increased serialization latency: hence, they have a
worse performance than the baseline VC NoC.
On the other hand, the analysis of the average latency shows that the heterogeneous channel
partitioning is a powerful technique to optimize the performance of the MP NoCs. By prioritizing
more important message classes (e.g. by assigning wider planes) we measured that the average
packet serialization overhead introduced by heterogeneous MPs is 15% to 30% shorter than the
overhead of homogeneous MP NoCs.
As we scale from 16-core to 64-core systems, the performance differences in terms of average
latency become smaller. If we compare the normalized result of MP4 in Fig. 4.12(a) to that in
Fig. 4.12(b), the performance degradation of MP4 with respect to the baseline VC NoC is reduced
from 32.17% to 19.26%. For MP16, it is also reduced from 13.37% to 8.55%.
Fig. 4.13 shows the normalized execution time of two MP NoC configurations with respect to
the baseline VC NoC on the 16- and 64-core CMPs. The results confirm that the average communi-
cation latency of a NoC does not fully characterize the real performance of a complex CMP. In fact,
the system performance depends also on all the other system components such as cores, caches,
and off-chip memory, and the performance degradation caused by MPs contributes only to a small
portion of the entire application execution time (i.e. the NoC is not a bottleneck of the system). This
fact is clearly visible in the figure where for some benchmarks the two MP NoC configurations show
a smaller execution time than the reference VC NoC. This is due to the fact that the synchronization
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Figure 4.13. Normalized execution time results for 16- and 64-core CMP systems.
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overhead among multiple cores can vary when using different networks. In particular, because con-
ventional locks and semaphores synchronize by polling on specific memory locations, the number
of instructions executed by a program can change when altering its NoC architecture.
For the configurations where MP NoCs outperform the baseline interconnect (i.e. cholesky),
we find that the total number of instructions executed by the simulated processors is also reduced.
Moreover, in the configurations where the baseline VC significantly outperforms the MP NoCs (i.e.
raytrace), the number of instructions executed by the simulated cores has also a significant impact
on the total application execution time.
On the other hand, the MP NoCs can offer some interesting design points if we combine these
results with the area and power results in Section 4.5. Under competitive sizing, MP NoCs dissipate
8% more power and present 13.37 and 8.55% of performance degradation for 16- and 64- core
respectively, with 13% of area saving, compared to the baseline VC NoC. Under minimum sizing,
the performance degradation grows to 31.27 and 19.26%, respectively, but MP NoCs save over 70%
in both area occupation and power dissipation. Furthermore, if one considers the total execution
time instead of the average communication latency as the main performance metric, the benefits of
MP NoCs become even more significant: MP NoC with competitive sizing present only 7.42 and
7.37% slow-down with 16- and 64-core CMPs, respectively, while 10.90% and 17.02% performance
degradations are obtained with minimum sizing.
4.8 Future Work
We sketch here some important topics of future research that go beyond the scope of the presented
work.
Path Adaptivity. This property refers to the ability of a router to dynamically adapt the path
of a packet according to the current status of the network. When the router detects that an output
port is congested, it dynamically changes the routing policy so that following packets can avoid the
blocked channel [42]. Path adaptivity relies on the extensive use of virtual channels because they
can be used to implement refined solutions for deadlock avoidance or recovery. Instead, a possible
option to investigate for MP NoCs is the use of adaptive techniques such as the Turn Model which
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introduce a certain degree of routing flexibility without using virtual channels [40].
Channel/Plane Allocation Adaptivity. In VC NoCs, when a packet arrives at a router, the output
virtual channel of the packet is selected among multiple possible ones to maximize the utilization
of the output ports. In MP NoCs, instead, a packet cannot change its plane once allocated by the
network interface. Hence, to dynamically distribute the traffic across the planes of the MP NoC, it is
necessary to study more sophisticated interfaces which account for the current status of the network
or use scheduling algorithms like iSlip [40].
Traffic Adaptivity. The number of VCs can be adjusted based on contention if their buffers can
be shared [89; 73]. For light traffic, having many VCs with shorter queues is more efficient than
having a few VCs with deeper queues, while the opposite is true for heavy traffic.
The buffers in each input port of a router can be different in size to optimize performance [61].
Furthermore, if buffers can be shared across all input ports in a router, the buffer depth can be
dynamically adjusted for both VCs and MPs [82].
Since most systems are known to exploit non-random behaviors [108], comparing VC and MP
routers implemented with these techniques with bursty traffic patterns can give an interesting per-
spective on traffic adaptivity.
Fault Tolerance. The tolerance to temporary and permanent faults in the NoC components is an
issue of growing importance for complex SoCs [66].
VC renaming is a technique to support fault tolerance across different virtual channels [44].
With VC renaming, the number of VCs recognized by a network (e.g. the routers and NIs) can be
larger than the number of physical queues used to implement them. This solution is particularly
effective when VCs are used to partition incompatible traffic patterns (e.g. for deadlock avoidance
reasons) but it is limited to handle faults that occur in VC components.
Instead, MP NoCs offer additional fault-tolerance options: e.g. the network interfaces can avoid
routing packets to a plane with faulty routers and/or links by choosing a different plane. Since all
planes are completely separated from one another, MP NoCs can tolerate faults caused by links,
crossbars, and switch allocators.
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4.9 Concluding Remarks
We presented a comparative analysis of NoC implementations based on virtual channels (VC) ver-
sus multiple physical (MP) networks. Our analysis included an exploration of the design space
considering area occupation, target clock period, and power dissipation, as well as system-level
performance metrics such as average latency and maximum sustained throughput.
We found many interesting design points by comparing VC to MP routers. When the total
amount of storage is limited such as QWH ≤ 8, we showed that MP routers save more area and
dissipate less power than VC routers. MP routers manage to meet a very low target clock period,
and can be instantiated with a minimal amount of storage. Although VC routers dissipate less power
than MP routers when the total amount of storage is large, MP routers may save more power than VC
routers with small buffer sizes. Further, the benefits given by MP routers increase with technology
scaling.
We showed that both VCs and MPs improve the performance of a reference wormhole router and
that the benefits given by VC and MP NoCs depend on the traffic pattern generated by the system.
Under a high offered load, when the traffic introduces well-distributed contention, VC NoCs yield
better maximum sustained throughput and average latency than MP NoCs. Instead, when the traffic
pattern generates hotspots in the NoC channels MP NoCs provide area-efficient solutions with better
maximum sustained throughput.
We also compared MP and VC NoCs by simulating 16- and 64-core CMPs with various appli-
cation benchmarks. Overall VC NoCs perform better than MPs in terms of both average latency
and execution time. However, with the heterogeneous partitioning based on the frequency of each
message class, we demonstrated that the serialization penalty introduced by MP NoC may not be as
significant as expected.
In terms of power-performance efficiency, we showed that MP NoCs under competitive siz-
ing provide reasonable trade-offs between performance and power. However, since the minimum
possible amount of storage in MP NoCs is much less than that of VC NoCs, MP NoCs under min-
imum sizing can provide performance-per-watt efficient solutions for low-throughput applications.
As the total number of nodes in a system increases, we also demonstrated that the effect of packet
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serialization on the average latency becomes less significant due to the large average hop count.
If implemented with shared storage, VC NoCs can dynamically adjust the number of virtual
channels in the input port of a router. This dynamic adjustment may provide good opportunity for
performance optimization based on traffic behavior. Instead, this feature is hard to implement in a
MP NoC without introducing a complex physical adjustment of the MP routers.
Since the contention rate in MP NoCs is determined not only by the traffic patterns but also
by the plane allocation-policy in the network interfaces, more work is needed to design intelligent
plane allocation algorithms. Moreover, by exploiting the redundancy introduced by having multiple
parallel networks, MP NoCs may provide a robust network infrastructure when controlled by an
intelligent fault-tolerance policy.
Finally, the potential benefits of using MPs includes heterogeneous partitioning, where some
planes can be dedicated to efficient data transfers while others can be dedicated to control tasks,
such as to dynamically manage computation and storage resources in heterogeneous multi-core
SoCs, e.g. to implement integrated fine-grain power-management policies.
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Chapter 5
Vertically Integrated Framework for
Simulation and Optimization of
Networks-on-Chip
Since SoCs are designed with very different architectures to meet a variety of target applications,
the NoC for a given SoC must be tailored to its performance and cost. For example, multiple
physical networks and virtual channels discussed in Chapter 4 exhibit different performance and
cost, depending on the system configuration and traffic requirement. If the system is under a limited
power budget and is required to support message-class isolation, one can use multiple physical
networks with heterogeneous parititioning. Moreover, if the target system is sensitive to the average
latency, then a flatten butterfly [68] or a CMesh [72] can be used as the network topology instead of
a 2D-Mesh in order to provide a low average minimal hop-count HM .
Predicting the performance and cost of a NoC is difficult without full-system simulations. First,
the analytical models for performance are based on uniform random traffic, which is not the type
of traffic that charaterizes the communication among heterogeneous components in SoCs. Second,
open-loop simulations only provide theoretical estimations of performance and power by isolating
the network behavior from the traffic generation and consumption. However, this does not corre-
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sponded to the actual behavior of the system as a closed-loop environment. Unfortunately, full-
system cycle-accurate simulations take a significant amount of time to run the target applications
on the system. Find the right level of abstractions to model the system behavior with relatively fast
simulation time is the key to providing an efficient NoC design framework.
Together with Nicola Concer and Luca Carloni, I developed VENTTI which is an integrated
framework for simulation and optimization of NoCs for future heterogeneous SoCs [123]. With
four different levels of NoC abstractions, VENTTI provides an incremental decision-making process
to assist a designer in analyzing and optimizing the NoC, while encouraging hardware-software co-
design with a time-approximate virtual platform.
5.1 Introduction
The computing platforms for embedded systems are increasingly based on Systems-on-Chip (SoC),
which are composed by many general-purpose processors, memories, and a growing variety of ac-
celerators subsystems. The general-purpose cores run an operating system as well as the software
of multiple applications for which the SoC does not provide specific hardware support. The accel-
erators execute critical computational tasks with better performance and energy efficiency than the
software. The on-chip memory supports the execution of multiple parallel applications and the data
exchanges among cores and accelerators [118; 27].
For many SoCs, power dissipation is increasingly the main factor that drives the whole design
process. Designing power-efficient SoCs becomes more challenging with the increased number
of IP blocks being integrated on the chip. Meanwhile, the interconnect naturally comes to play a
central role because it is in charge of supporting the communications between the multiple cores,
the memory, and the accelerator subsystems.
Networks-on-Chip (NoCs) are now considered the most promising solution to overcome the
limitations of traditional bus-based architectures and satisfy the communication requirements of fu-
ture SoCs while guaranteeing both scalability and power-efficiency [39; 23]. As NoCs depend on
the physical placement and computational properties of each IP block, their implementation is usu-
ally tailored to meet the specific requirements of the target SoC. This peculiar characteristic makes
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Figure 5.1. The proposed VENTTI framework.
the NoC a particularly critical component to design and test. Additionally, the NoC implementation
is open to a large set of possible design choices including: network topology, routing algorithm,
flow-control protocol, end-to-end communication protocol, presence of virtual channels, as well
as the specifics of the router micro-architecture (with such properties as the size of the buffering
queues and the port parallelism, or flit width). Each one of these design points has an impact on the
final performance and power dissipation of the NoC.
To assist engineers in the exploration of this rich and complex design space we introduce
VENTTI, a vertically integrated framework for simulation and validation of NoCs. Our goal is
to provide the research community with a design environment for NoCs that supports fast perfor-
mance analysis, early power estimation, and efficient NoC synthesis based on the execution of real
software application scenarios. In particular, VENTTI: i) facilitates the decision-making process
regarding the design of the interconnect for a SoC by offering early estimation of the NoC power
dissipation; ii) simplifies the specification of the communication requirements for NoC synthesis;
and iii) enables the validation of the NoC design through simulations with realistic applications.
Fig. 5.1 shows the main components of the proposed framework: VENTTI includes a virtual plat-
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form that models the target SoC and enables the simulations of various user scenarios with the actual
applications software running on top of a complex operating system such as Linux; VENTTI also
integrates an open-source synthesis tool to automatically derive the main properties of an optimal
NoC. Then, it uses a library of pre-designed and pre-characterized NoC building blocks to build
an NoC implementation that is represented at three, increasingly detailed but consistent, levels of
abstraction. The NoC implementation and the applications running on the SoC can be simulated
and validated at these different levels of abstractions by trading off accuracy for simulation speed,
all within the same virtual environment.
5.2 Related Work
While the literature offers a large number SoC Instruction-Set-Simulators (ISS), virtual platforms,
and NoC synthesis tools, to the best of our knowledge no public-domain tool combines and inte-
grates them to obtain an optimized design of the interconnect that can be both directly tested with a
virtual platform and synthesized with commercial logic-synthesis tools.
SOCLIB is a virtual platform with a very large library of components targeted to the develop-
ment of both SoC-based embedded systems and the software running on top of them. Nevertheless,
SOCLIB lacks a network-synthesis tool capable of synthesizing a power-efficient interconnect from
a set of communication requirements obtained from the execution of complex application scenar-
ios [9].
MPARM [22] is a multi-processor cycle-accurate architectural simulator. Its main purpose is
the system-level analysis of the design trade-offs and component selection. MPARM is based on
SYSTEMC and relies on SWARM, an open-source cycle-accurate ISS of the ARM processor and
bus-based AMBA AHB protocol [11]. Instead, VENTTI focuses on the design-space exploration
of the NoC while relying on a time-approximate virtual-platform that allows us to quickly and
efficiently simulate the entire system at a higher abstraction layer than cycle-accurate models.
The GEM5 simulation infrastructure provides diverse CPU models with multiple ISAs and a
detailed and flexible memory system with multiple cache coherence protocols and interconnect
models. GEM5 provides two interconnect models, called Simple and GARNET, which are similar
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TABLE 5.1
TYPE OF ANALYSIS PERFORMED AT EACH LEVEL OF ABSTRACTION.
Type of Analysis Models Relative
SW HW Latency Bandwidth Power Sim. Time





zero-load ideal no contentions ∼ 2.5×
FNM contention-insensitivity




saturation with contentions ∼ 4.3×
PCM − synthesis − − pin-accurate ∼ 350×
to HNM and FNM, respectively. While GARNET uses ORION [120] to estimate the NoC power
dissipation, there is no power model for Simple, and GEM5 does not provide a synthesizable PCM-
equivalent network model.
5.3 The VENTTI Integrated Framework
VENTTI tackles the complexity in the design and analysis of NoC by adopting a layered approach
where at each layer different design points can be efficiently analyzed and tested. As shown in
Table 5.1, each model provides a different accuracy degree in terms of delay and power estimation,
thus enabling the analysis of the NoC properties by trading-off accuracy vs. simulation time.
The Transaction-Verification Model (TVM) is the most abstract model of the SoC intercon-
nect: the cores, memory and accelerators are modeled in a virtual platform and linked with “ideal”
point-to-point channels offering a constant traversal delay per packet. This enables extremely fast
simulations and is optimal for the initial testing and debugging of the embedded software to test
the validity of the inter-component communication protocols. It offers, however, limited details
regarding the performance of the interconnects.
The Hop-count-based Network Model (HNM) is a fast network model that maximizes the sim-
ulation speed by abstracting away most of the micro-architectural details of a NoC. In particular,
HNM uses a look-up table storing just topological and routing information (e.g. path length between
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any source and destination) and channel flit-width of the NoC to quickly estimate the delay taken
by a packet to reach its destination. This layer allows the testing of the applications running on the
virtual platform with a more realistic communication delay, a first estimation of the power dissipa-
tion (see Section 5.4), as well as a rapid evaluation of basic NoC design choices such as topology,
flit width and achievable clock frequency. The latency-insensitivity of the software is initially tested
with this model.
The Flit-based Network Model (FNM) adds more details to the router design, including the finite
size of the buffering queues and the actual routing algorithm. Data transfers are simulated with mul-
tiple flits injected into the NoC where they can experience contentions that generate delays. Hence,
the correctness and performance of the hardware and software can be validated with an SoC model
that is much closer to the final implementation. With FNM, the power and communication latency
estimation can be very accurate and allows designers to perform a detailed analysis of the SoC. In
addition to the latency-insensitivity, the software is validated to be deadlock-free and insensitive to
contention latency with this level.
Finally, the Pin-and-Cycle-Accurate Model (PCM) is a Register-Transfer Level (RTL) model
that can be used as the input for a logic synthesis tool to derive the final gate-level implementation of
that NoC which has emerged as the best choice from the previous steps of the design process. At this
level designers can also run further simulations to derive accurate power-estimations. Specifically,
we support SYSTEMC-RTL co-simulations by recording the communication activity traces from the
FNM model. These traces can be used to drive the RTL simulation. They accurately reproduce the
communication activity generated by the SoC modules while avoiding the additional complexity of
running the software applications and the operating system.
In VENTTI, we guarantee the consistency among the four different levels of abstractions by
using a single tool to generate the network models. As shown in Fig. 5.1, given a virtual platform
implementing an SoC and the applications running on top of it, VENTTI synthesizes an optimal NoC
by either extracting or taking a Communication-Task Graph (CTG) as an input parameter1. In case
1 A CTG is a direct graph G(V,E) where each vertex v ∈ V represents an IP element while each direct edge
(vi, vj) ∈ E represents a point-to-point communication link and is annotated with performance requirements such as the
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the CTG is not provided, VENTTI derives it automatically by analyzing the communication traces
obtained with the TVM simulation of the applications and the SoC. VENTTI uses the maximum
point-to-point communication bandwidth to annotate each CTG edge. We leave as future work the
further refinement of such technique (e.g. the automatic differentiation of the message classes).
VENTTI leverages two open-source tools: COSI, a NoC synthesis tool [100; 3] and RABBITS,
an SoC virtual platform [10]. We chose COSI as it is a public-domain tool that is based on the
principles of platform-based design [102]. COSI is capable of synthesizing an optimal NoC given
a CTG, a library of components (such as routers and network interfaces), and a desired synthesis
algorithm [100; 88]. As discussed in Section 5.4, in VENTTI we extended the library of components
to generate three of the proposed models, namely: HNM, FNM and PCM, and implemented a set
of back-end code generators to produce a representation of the synthesized network.
RABBITS is an open-source virtual platform for SoC simulations based on two main libraries:
QEMU [21] and SYSTEMC [10]. QEMU is a fast instruction-set simulator capable of executing code
compiled for a guest architecture (e.g. ARM) on top of a host machine (e.g. Intel x86). In RAB-
BITS, we can have multiple instances of QEMU within a time-approximated SYSTEMC model [1]
of a multi-core SoC. This allows testing of embedded applications into a virtual environment that
closely resembles the real chip being developed. We chose RABBITS because it uses a fast time-
approximate model where time is represented by estimating the delays taken for each computation to
happen following a given event. In particular, to estimate the duration of a sequence of instructions
in a emulated processor, RABBITS adds time-approximation constants also to the micro-operations
used by QEMU. In VENTTI, we modified the original source-code by implementing a common inter-
face between COSI and RABBITS and added the interconnect component described in the following
section.
minimum required bandwidth [100].
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5.4 VENTTI Network Abstraction Layers
We present here a more detailed description of the modeling properties of each of the four abstrac-
tion layers of VENTTI.
5.4.1 Transaction Verification Model
This executable model is built on top of the event-driven SYSTEMC simulation engine and lever-
ages the RABBITS virtual platform. The TVM allows very fast simulation performance because it
abstracts away all the details of the actual transmission of a packet across an interconnection net-
work between two SoC modules. If expressed, these details would add a large number of SYSTEMC
simulation events, which would slow down the overall simulation. With TVM, we can simulate the
booting of the Linux OS on the target SoC in a matter of seconds. We can then execute application
software on the virtualized processing cores and simulate SYSTEMC models of hardware accelera-
tors. Further, we can analyze the communication traces among the various SoC modules and build
a CTG expressing the point-to-point communication requirements among them in terms of either
average or worst-case bandwidth depending on the targeted embedded-system characteristics (e.g.
soft or hard real-time). The CTG can be given as an input to COSI for the synthesis of three different
views of the NoC implementation, each corresponding to one of the three other models.
Power Model: Due to the abstract nature of the interconnect model, no power analysis is per-
formed in TVM.
5.4.2 Hop-Count-Based Network Model
The HNM captures important system-level properties of an NoC while maximizing the simulation
speed by abstracting away most of its micro-architectural details. During an HNM simulation, a
look-up table with the topological and routing information generated by COSI is used to quickly
estimate the transmission latency Ts d of a packet between a source s and a destination d as:
Ts d = Hs d · tr + L (5.1)
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(c) When Hs d > L
Figure 5.2. The energy estimation method implemented in the HNM for a path of three (heterogeneous) routers: A, B
and C.
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where Hs d is the hop count of the routing path Rs d stored in the look-up table, tr is the router
processing latency and L is the length of the packet expressed in flits [40]. Since the instantiation
of the NoC routers is not considered in HNM, the actual values of latency and power consumption
that may be caused by packet congestion cannot be estimated. Instead, for any given packet, the
value of Eq. 5.1 represents a lower bound of the actual delay that the NoC can deliver. Note,
however, that results obtained with HNM remain strictly valid from a functional viewpoint because
the NoC generated by COSI is guaranteed to sustain the bandwidth requirements for all end-to-end
communications between pairs of SoC modules [100].
Power Model: A look-up table is also used to estimate the power consumption of the NoC.
In particular, we define two parameters to model the power dissipation of a router: i) the traffic-
independent power P ind is dissipated constantly regardless of the input activity (e.g. static power
and clock); ii) the traffic-dependent power P dep is the extra power consumed during a flit traversal.
Since P ind does not depend on the traffic activity generated by the application, we account for it
only at the end of the simulation where it is multiplied by the SoC execution time. To populate the
HNM look-up table, users of VENTTI can choose between a power-estimation tool like ORION [120]
or back-annotated power values, derived from power analysis of the netlist simulations at the PCM
layer. In particular, we developed a COSI back-end module that derives the table by first identifying
the routing path Rs d between each source-destination pair and then associating to the path the








where r is a router in the path. The energy consumed to transfer a packet of size L along Πs d is
estimated as:
Es d = Ψs d · L ·Hs d · tr · Tclk (5.3)
where Tclk is the clock period of the synchronous routers.
The example of Fig. 5.2(a) illustrates how in HNM we estimate the energy spent to transfer
a packet of L flits across three routers A, B, and C from source s to destination d. The traffic-
dependent power of the three routers is set as P depA = αW , P
dep
B = βW , and P
dep
C = γ W ,
and Hs d = 3. With these values, we can derive the average per-hop traffic dependent power
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Ψs d = (α+β+γ)/3. Notice that Eq. 5.3 holds regardless of the actual packet lengthL. Fig. 5.2(b)
and (c) show the case of packet with length L = 5 and L = 3, respectively2. The total energy
consumption Es d is represented by the area of the box. Notice how the shaded portion in the
upper-right corner corresponds exactly to the sum of the energy consumed by the flits remaining
outside the box.
5.4.3 Filt-Based Network Model
This executable model is based on the SYSTEMC TLM1.0 library. Specifically, each message
transfer in the NoC (e.g. a load/store operation towards the DRAM) leads to the injection of a
sequence of flits into the NoC. Also, the SYSTEMC SC_THREAD process shown as Algorithm 1 is
instantiated for each input port of a NoC router. The FNM obtains a good balance of accuracy and
speed because the NoC is modeled with an approximated-time TLM such that: i) no component
in the NoC uses a synchronous clock; ii) each router remains idle (does not add any event to the
SYSTEMC kernel) until it receives a flit; and iii) when a flit is received a processing delay is modeled
before the forwarding of the flit.
In case of contention, a router can generate back-pressure signals and delay the delivery of the
flits until the channel becomes available. FNM leverages the blocking properties of the tlm_fifo
queues of the TLM library and a sc_mutex SYSTEMC class that regulates the access to a shared
resource (e.g. an output port requested by multiple input ports). In summary, FNM accurately
reproduces a cycle-accurate behavior of the NoC while minimizing the number of events in the
SYSTEMC simulation engine.
Power Model: the model of a router r contains traffic-independent power P indr and traffic-
dependent power P depr values as defined in Section 5.4.2; it also uses a energy-consumption counter
Edepr that is updated upon the arrival and departure of a flit according to the following equation:
Edepr = E
dep
r + t · f · P depr (5.4)
2Notice that the different height of the α, β and γ boxes reflect the possible heterogeneous router design (e.g. different
number of input/output ports) and hence a different power dissipation.
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Algorithm 1 Modeling process of router input port in FNM.
loop
F ← the flit at the head of input queue Q
Pop Q
O ← the output port of the destination in F
Lock the mutex of O
Wait for a clock period
Send F to O
while F is not a tail flit do
F ← the flit at the head of Q
Pop Q
Wait for a clock period
Send F to O
end while
Release the mutex of O
end loop
where t is the time elapsed since the last update of Edepr and f is the number of flits that traversed r
during t.
5.4.4 Pin-and-Cycle-Accurate Model
The PCM is a complete synthesizable RTL model of the NoC, including routers, repeaters, and
network interfaces. With PCM, the application performance can be obtained by plugging PCM
directly into RABBITS to perform RTL-SYSTEMC co-simulation. This, however, should be used
with care because it may result in a very long simulation time.
Power Model: At this level we leverage standard RTL power-estimation tools like SYNOPSYS
PRIMETIME PX combined with the traces generated with FNM simulation that capture the switch-
ing activity of each router.
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5.5 Case Study
In this section we demonstrate the capabilities of the VENTTI environment by comparing the differ-
ent network modeling layers for a complex application scenario.
Experimental Setup. The SoC case study, shown in Fig. 5.3, is similar to the one presented
by Gligor et al. [49]: it consists of four symmetric-multi-processor ARM11MP with private L1
caches, an on-chip SRAM, a frame buffer handling the display, and an accelerator subsystems called
DBF. The ARM processors support dynamic-frequency scaling that is automatically adjusted to
the application load. The valid frequencies reach a maximum clock of 300MHz. Each core has
L1 instruction and data caches of 8 KB. The SoC contains also an 8 MB SRAM and a memory
controller that is connected to an 256MB off-chip DRAM.
The SoC runs a full 2.6.x Linux OS and a multi-threaded H264 soft real-time decoder applica-
tion whose execution is distributed among all four cores. Additionally, the application exploits the
DBF accelerator to execute a specific computationally-intensive decoding task.
All SoC modules are directly connected to the NoC that is synthesized by using COSI with the
following input setting: a 500MHz clock frequency and 64 bits flit width. In this experiment, we
use two alternative algorithms that are available in COSI to synthesize the NoC: H2 and Mesh [100].
H2 in a heuristic that generates an ad-hoc NoC starting from an initial solution and iterating until it
reaches a fixed point: specifically, for each point-to-point communication requirement the algorithm
checks if there are bandwidth violations and solves them by adding new routers or re-routing the
source-destination paths that cause the violations. Mesh is an algorithm that maps an application
onto a given 2D mesh topology [88]: it iteratively improves an initial mapping by placing cores that
communicate rapidly into mesh nodes that are topologically close to one another; at each iteration,
two cores are swapped in the mapping and new paths are selected in the mesh such that the number
of hops between sources and destinations is minimized.
While COSI generates networks that are deadlock-free by construction, it is still necessary to
address the message-dependent deadlock that can occur in the network interfaces [107]. In VENTTI
we address this issue by providing sufficiently large queues in the interfaces in order to guarantee
the consumption assumption of all packets injected into the NoC. A similar solution is adopted by
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Figure 5.3. The H264 SoC considered in the test-case.
the TILERA TILE64 and IBM CELL processors [65]3.
For the HNM and FNM models, we use a power-library generated by synthesizing our PCM
routers with SYNOPSYS DESIGN COMPILER using a 45nm standard-cell library. In particular, the
traffic-independent power P ind is estimated with SYNOPSYS PRIMETIME PX by setting the static
probability and toggle rate to 0 for all input ports. For the traffic-dependent power P dep, we first
estimate the total power dissipation P T (dependent plus independent) of a router by setting the static
probability to 0.5 and a toggle rate of 1 and then we subtract P ind from P T . Note that this approach
is based on the conservative assumption that at every clock cycle all pins in the active input port
always switch from 0 to 1 or 1 to 0.
For the PCM power estimation, we synthesize the VHDL network using a 45nm standard-cell
library and SYNOPSYS PRIMETIME PX.
Experimental Results. For each of the proposed VENTTI abstraction layers, Fig. 5.4 reports the
host time, i.e. the wall-clock time necessary to simulate the H264 application with the two different
NoC implementations: H2 and Mesh. For the case of PCM, due to the large amount of time and
storage required for the entire H264 simulation, we only consider a subset of the traces lasting for
3As future work, we plan to enrich the library of components in COSI with new network interface designs that are
capable of solving this kind of deadlock by using virtual channels or an end-to-end flow-control protocol.
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Figure 5.4. Host time to simulate the H264 application with the H2 and Mesh networks at the four different NoC
abstraction levels.
0.5 seconds of the guest time (i.e. the time as seen by the emulated SoC). We then report the host
time by linearly projecting this processing period for the entire duration of the H264 application.
Note that the reported value only includes the PCM simulation time, without considering the time
to generate the traces and to synthesize the VHDL code for the PCM. While the fastest simulation
(TVM) takes 1093 seconds (∼18.2 minutes) to run the full H264 application, the SYSTEMC-RTL
co-simulation with PCM takes 381522 seconds (∼106 hours). The values reported in the second
row of the table at the bottom of Fig. 5.4 are normalized with respect to the TVM host time.
The normalized host time of the approximated network model for Mesh is much slower than for
H2. The difference is due to the total number of routers in the NoCs. Since FNM and PCM simulate
contentions in each router, more time is necessary to simulate the behavior of an NoC with more
routers. In HNM, instead, the simulation is simply based on the calculation of hop counts, which
can be done in constant time regardless of the number of routers in the NoC.
To verify the accuracy of all network models, in Fig. 5.5 we report the guest time, average
latency, and average injection rate per node while executing the H264 application. Since FNM
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Figure 5.5. Performance of H264 application with H2 and Mesh network and different NoC abstraction levels.
111
CHAPTER 5. VERTICALLY INTEGRATED FRAMEWORK FOR SIMULATION AND
OPTIMIZATION OF NETWORKS-ON-CHIP
models the cycle-accurate behavior of the NoCs, the values of this simulations can be considered
as baseline values. The HNM and FNM simulations return similar performance results across all
three metrics. For both Mesh and H2, they give similar average latencies, which means that both
networks are not congested. Still as expected, the average latency for FNM is higher than HNM.
HNM in fact does not capture the additional delays caused by packet contentions.
For the injection rate, TVM also shows similar injection rates as the two other network models.
The maximum differences of injection rate comes from the comparison between HNM and FNM of
Mesh, which is about 16.38%. This difference is an expected behavior and is due to the variability
introduced by having multiple threads and an operating system running on the emulated SoC [14].
Fig. 5.6 reports the power estimations with the four different NoC models for the two NoC con-
figurations. We consider the power estimations of PCM as the baseline values. By comparing HNM
and/or FNM to PCM, we find noticeable differences for both traffic-independent and -dependent
power estimations. For traffic-independent power, the main difference comes from the optimization
done by the synthesis tools: for HNM and FNM we simply aggregate the power values of all instan-
tiated routers in the NoC, while for PCM the logic synthesis of the NoC uses the flatten and uniquify
options. These options give the synthesis tools more scope for optimizations across the NoC sub-
modules by flattening the hierarchy of the VHDL design. Thus, since we have more routers in a
mesh, those traffic-independent power dissipation values differ significantly between PCM and the
other two network models.
For traffic-dependent power estimations, Mesh dissipates more power than H2 for all NoC ab-
straction layers. The power values increase as we go from HNM to PCM given the more detailed
power analysis. Specifically, as we move from HNM to FNM, we account for the power dissipa-
tion caused by contentions. As we move from FNM to PCM, we additionally consider the power
dissipation caused by the all flow-control signals and data transfer.
The difference between HNM and FNM is noticeable for H2, while it is minimal for Mesh. The
reason is that the routers in H2 experience more contentions than those in Mesh. Since more hard-
ware resources are used for the Mesh implementation that the H2 one, congestion is comparatively
less likely to occur.
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Figure 5.6. Power estimation of H264 application with H2 and Mesh network and different NoC abstraction levels.
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Not only does VENTTI provide performance and power estimation with different levels of mod-
eling abstraction, but it also gives NoC designers the opportunity to identify the relationship between
performance and power estimation at early stages of the design process. For example, the average
packet latency of Mesh is longer than that of H2, which means that packets stay in the Mesh longer
than in the H2. The more a packet stays in a NoC, the more it contributes to the overall power
dissipation. Such relationship cannot be captured by a static power analysis tool, while it requires a
significant amount of host time to be identified with a cycle-accurate-based virtual platforms.
5.6 Conclusions
We presented VENTTI, an integrated environment for the efficient simulation and validation of
NoCs. VENTTI leverages three network models that enable the analysis of the NoC at different
levels of abstraction all within the same virtual platform. With fast performance and power analy-
ses, VENTTI provides the information necessary to guide the design-space exploration towards an
optimal NoC implementation and to evaluate its properties. By means of a case study, we showed
that the NoC abstraction layers provided in VENTTI offer interesting trade-off points between sim-
ulation time and simulation accuracy. Further, VENTTI can be used to compare the performance
and power dissipation across alternative NoC implementations and to understand the relationships
between performance and power at early stages of the design process.
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As discussed in Chapter 5, VENTTI offers an NoC design framework to facilitate decision-making
process and provides a platform for hardware-software co-simulations. Most of the implementations
in VENTTI, including a virtual platform and the first three NoC abstaction model, are based on
SYSTEMC. However, NoCs for Pin- and Cycle-Accurate Model (PCM) are generated in VHDL.
However, the VHDL-based model of the NoC that is used in the PCM layer in VENTTI has
three main limitations. First, it focuses mostly on implementing the low-latency router rather than
providing many different router implementations for various NoC design parameter choices. Sec-
ond, it is designed in VHDL, while the virtual platform and the first three NoC abstraction models
in VENTTI are designed in SYSTEMC. If PCM is specified in SYSTEMC, it can be verified with
the existing virtual platform without running RTL-level co-simulations. Third, these VHDL NoC
implementations do not support multiple physical networks or virtual channels for message class
isolation, which is critical to support cache-coherency of the general purpose processor cores in the
system, as discussed in Chapter 4.
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Furthermore, the Embedded Scalable Platform (ESP) design methodology is based on System-
Level Design (SLD) principles with SYSTEMC, as discussed in Chapter 2. If the NoC generated
from VENTTI is also implemented in SYSTEMC, then its integration into an ESP architecture can
be more effectively validated at the system-level.
Therefore, together with Paolo Mantovani and Luca Carloni, I delevoped the Interconnet Cus-
tomizer for the On-chip Network (ICON), a novel framework for NoC design and optimization at
the system level. ICON supports multiple physical networks and virtual channels for message-class
isolation, in order to prevent protocol deadlock [107]. ICON is capable of generating an NoC with
non-uniform router architectures. More generally, ICON can synthesize a variety of NoCs by mix-
and-matching heterogeneous components to offer different power-area-performance profiles based
on the user specification. The generated NoC designs can be synthesized via High-Level Synthesis
(HLS) tools to produce RTL implementations. Since ICON is based on SYSTEMC, the generated
NoCs can be used both for validation with the Pin- and Cycle-accurate Model (PCM) of VENTTI
and for the fast prototyping with an ESP architecture.
6.1 Introduction
Networks-on-chip (NoC) play a critical role in the integration of components in large-scale systems-
on-chip (SoC) at design time, and have a major impact on their performance at run time. Over
the last few years, the research community has produced many different frameworks and tools for
NoC design and optimization [45; 95; 93; 87]. Most of these approaches provide a nice degree of
parameterization which allows designers to optimize the NoC architecture for the target SoC and
the given technology platform, which is typically either an ASIC or an FPGA.
We leveraged this aggregate research experience for the development of ICON (Interconnect
Customizer for the On-chip Network). ICON is a new framework for the design and optimization of
NoCs at the system level. Some of its distinguished features include: support for virtual channels
for message-class isolation, which is critical for the prevention of protocol deadlock [107], the
ability to generate NoC architectures that combine multiple physical networks with multiple virtual
channels [124], and the ability to explore the NoC design space by varying the NoC parameters in a
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TABLE 6.1
NOC PARAMETERS AND SUB-COMPONENTS IN ICON
Components Parameters Subcomponents
Input units, output units Queue size, number of VCs Routing unit, flow-control unit
Virtual channel (VC) allocator Input/output-first, wavefront Input arbiters, output arbiters
Switch (SW) allocator VC- and output-first, wavefront VC arbiters, output arbiters
Allocator unit Independent, speculative VC/SW allocators
Router RC/SA/VA/ST/LT pipelines Input units, output units, allocator unit, crossbar
Physical network Flit width, topology Routers, channels, network interfaces (NI)
non-uniform way (e.g. to have different numbers of virtual channels per input port in a router [62]).
ICON promotes system-level design as it allows the automatic generation of NoC architectures
in a SYSTEMC format that can be simulated fast with full-system simulators or virtual platforms and
that can be synthesized efficiently with high-level synthesis (HLS) tools to produce corresponding
RTL implementations in synthesizable Verilog or VHDL. Makefiles and scripts files for synthesis,
simulations, and co-simulations across various levels of abstractions are automatically produced by
ICON.
NoC designs are dominated by control logic. Optimizing such logic with HLS starting from
SYSTEMC may sound counterintuitive or suboptimal. It is known, however, that control-dominated
logic also benefits from the level of abstraction that SYSTEMC offers [103] and state-of-the-art
HLS tools do a good job in synthesizing it. Specifically, we take full advantage of both the object-
oriented and generic programming features of C++ to design NoC components in ICON that can
be synthesized with commercial HLS tools. ICON includes a rich library of parameterized NoC
components that can be combined in a modular way to realize more complex NoC subsystems
and, ultimately, a complete NoC architecture for the target SoC. Table 6.1 reports a list of the key
components that can be used to generate a variety of NoC router micro-architectures.
After summarizing the most related NoC research in Section 6.2, we present the overall design
of ICON and its unique features in Section 6.3. Then, in Section 6.4 we demonstrate some of the
capabilities of ICON, by generating 36 different NoC configurations that can be seamlessly inte-
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grated in two SoCs, which we designed and implemented on an FPGA board. Each SoC consists of
a heterogeneous set of components including an embedded processor that boots Linux, two DRAM
controllers and a different mix of specialized hardware accelerators for some complex application
kernels. We present a comparative analysis of the area occupation and performance evaluation
across these NoC configurations for the two SoC designs as well as some results that we obtained
with corresponding implementations synthesized through an ASIC flow.
6.2 Related Work
How to design low-latency and high-bandwidth architectures by combining flexible and config-
urable parameterized components has been the focus of many papers in the NoC literature.
Mullin et al. proposed low-latency virtual-channel routers with a free virtual channel queue and
a speculation mechanism for the switch allocation stage to offer a high degree of design flexibility in
SYSTEMVERILOG [87]. Kumar et al. demonstrated a 4.6Tbits/s 3.6GHz single-cycle NoC router
with a novel switch allocator scheme that improves the matching efficiency by allowing multiple
requests per clock cycle and keeping track of previously conflicted requests [71]. Becker presented
a state-of-art parameterized virtual channel router RTLs with newly proposed adaptive backpressure
(ABP) to improve the utilization of dynamically managed router input buffers [19]. Dall’Osso et
al. developed ×pipes as a scalable and high-performance NoC architecture, where parameterizable
SYSTEMC component specifications are instantiated and connected to create various NoCs [36].
Stergiou et al. improved this architecture by presenting ×pipes Lite, a synthesizable parameterizable
NoC component library that includes OCP 2.0 compatible network interfaces, and by providing
a companion synthesis and optimization flow [109]. Fatollahi-Fard et al. developed OpenSoC
Fabric [45], a tool that simplifies the generations of NoCs from parameterized specifications by
leveraging the properties (abstract data types, inheritance, etc.) of Chisel, a Scala-based hardware
construction language [16].
A large portion of NoC research focused on FPGA implementations. Kapre et al. presented
a detailed analysis of packet-switch vs time-multiplexed FPGA overlay networks [67]. Lee et al.
analyzed the performance on various NoC parameters for FPGA-based NoCs [74] and proposed an
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analytical model of the performance of application-specific NoCs on FPGAs [75]. Schelle et al. pre-
sented NoCem, an architecture based on composing simple router blocks to build large NoCs on FP-
GAs [104]. Hilton et al. proposed PNoC, a flexible circuit-switched NoC targeted to FPGA-based
systems [57]. Shelburne et al. proposed MetaWire to emulate an NoC using FPGA configuration
circuitry [105]. Lu et al. presented a cost-effective low-latency NoC router architecture tailored for
FPGA [77]. More recently, Papamichael et al. developed the Configurable Network Creation Tool
(CONNECT) [95] that combines BLUESPEC SYSTEMVERILOG [90] and a web-based front-end [2]
to allow users to automatically generate a fast, FPGA-friendly NoCs based on simple but flexible
fully-parameterized router architecture.
In developing ICON we kept in mind the lessons from many of these works. One distinguished
characteristic is that we present the first system-level framework that can generate hybrid NoC ar-
chitectures which combine many virtual channels with multiple physical planes. Given the common
emphasis on system-level design, our work has perhaps most commonalities with the CONNECT
project. From this, however, it differs in one main aspects: CONNECT is focused on generating
NoC architectures that are highly optimized for FPGA implementations while we give up some of
these optimizations in order to have a more flexible framework that is applicable to both FPGA and
ASIC design flows.
6.3 Overview of the Proposed Framework
ICON consists of six main parts: configuration parser, script generator, NoC component genera-
tor, testbench generator, the SYSTEMC NoC library and the testbench component library. Fig. 6.1
illustrates the high-level relationships between these parts and the flow that ICON follows to gen-
erates the NoC design and the various scripts to synthesize and simulate these designs. After the
user provides a high-level specification of the NoC through an XML template, the parser instanti-
ates the necessary objects to build the NoC architecture with the desired configuration. The objects
are then sent to three generators that produce the actual NoC design together with the scripts for
synthesis/simulation and the SYSTEMC testbenches to validate the design. With the parameter-
specific or customized SYSTEMC codes from the NoC component generator, the user can perform
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Figure 6.1. The ICON synthesis and simulation flows.
first high-level and then logic synthesis using the tcl scripts from the script generator. The syn-
thesized RTL and netlist can then be co-simulated with the same testbenches by using the generated
Makefiles. The SYSTEMC testbench component library is equipped with the set of synthetic traffic
models commonly used to evaluate NoCs. These traffic models can be controlled with simulation
configurations specified in the XML specification.
6.3.1 SystemC NoC Component Library
The SYSTEMC NoC library contains a rich set of components and subcomponents that are specified
based on object-oriented programming and that can be combined hierarchically to obtain a variety of
NoC architectures. Table 6.1 gives an example of the many components and subcomponents for the
router and their hierarchical relationships. The router class is one of the main classes and is defined
as a collection of input units, output units, VC and SW allocators, and crossbars in the NoC compo-
nent library. All these sub-components are defined as C++ template parameters in the router class
to provide the flexibility of combining various sub-component implementations to build a router. A
component like the router can have a uniform microarchitecture, where every subcomponent is con-
figured with the same parameter values, or a non-uniform architecture. An example of the latter is a
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(d) customized vc allocator
Figure 6.2. An example of object-oriented and parameterized module implementation with the virtual channel allocator.
router which supports different numbers of virtual channels across different inputs. The NoC com-
ponent generator instantiates a predefined design from the library for a uniform microarchitecture
while it creates a customized SYSTEMC class at runtime for non-uniform microarchitectures.
By sharing the same interface across different implementations, NoC components in ICON can
be seamlessly combined into a bigger component. Fig. 6.2 illustrates an example of how these com-
mon interfaces are specified for the case of virtual channel allocators. All allocators are derived
from allocator_base (Fig. 6.2(a)), and the number of input and output virtual channels are spec-
ified in vc_allocator_base (Fig. 6.2(b)). When using uniform sub-components to create a large
component, ICON takes advantage of SYSTEMC template parameters. For example, the input-first
VC allocator [40] is derived from vc_allocator_base, and contains multiple arbiters in both input
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and output stages (Fig. 6.2(c)). For each input and output stage, the type of arbiter is specified as a
template parameter for the input-first VC allocator implementation in the NoC component library.
If multiple non-uniform sub-components need to be instantiated in a component, e.g. different
number of output VCs per output unit, then the NoC component generator dynamically produces
SYSTEMC classes by inheriting common interfaces defined in the SYSTEMC NoC library. For
example, to create the allocator of Fig. 6.2(d) derived from the one of Fig. 6.2(c), the template
parameters for input and output arbiters are specified as 4-to-1 round-robin arbiters based on the
XML specification, and some of unused VCs (gray lines) are bound to constants.
6.3.2 Input and Output Units
Fig. 6.3 illustrates how the input and output units are implemented in the SYSTEMC NoC library.
Both the input and output units consist of flow-control, status control, and pipeline control modules
with optional FIFOs to store flits. In addition, an input unit contains a routing unit to calculate
the designated output port based on the destination information in the header flit. The routing unit
in Fig. 6.3(a) not only produces the output port of the flit, but also provides possible output VCs
with the message class of the input VCs. By providing extra information for the output VCs at
the routing stage, input units avoid sending unnecessary requests to the VC allocator. Therefore, a
generic VC allocator implementation can be used without any modification for the message-class
isolation. Instead of managing the granted inputs and outputs and their VC information with a
centralized status logic, ICON relies on distributed VC and flow management between input and
output units. A distributed design makes it easier to instantiate non-uniform input and output ports.
In addition, it helps to control the status of non-uniform input and output ports that characterizes a
network interface.
6.3.3 Network Interfaces
In order to support multiple physical networks [124], message-class isolation [107], and non-
uniform packet specification, we designed network interfaces in ICON as routers with non-uniform
data types for the input and output ports. Thanks to the parameterized and component-based design,
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(b) router output unit
Figure 6.3. The input and output units used for routers with 2 VCs.
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(b) dest NI output unit
Figure 6.4. The input and output units used for network interfaces.
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the implementation of the input and output unit for both source and destination network interfaces
reuses most of the router sub-component implementations in the NoC component library. Specifi-
cally, a source network interface is implemented as a specialized router where the input unit accepts
packets and produces multiple flits, while a destination network interface is implemented as a spe-
cialized router where the output unit collects multiple flits to produce a packet.
Fig. 6.4 illustrates the specialized input and output units to build a network interface. Compared
to the router input and output units shown in Fig 6.3, the components are mostly the same, except
the packet splitter and flit merger. Starting from the user specification of the packet format for the
source and destination, ICON creates a class for custom channel compatible to sc_signal, sc_in
and sc_out to determine the input and output signals in a SYSTEMC module. This channel is also
used as a data type to create status, flow-control, and FIFOs for the input and output units. Packet
splitters and flit mergers are attached to these components to translate a packet from/to multiple flits.
Since the flit is the base of the control mechanism between input and output units, the packet splitter
and flit merger must manage the request and grant signals between the input/output status logic and
the switch allocator. For example, upon receiving a packet from the input queue, the packet splitter
creates requests and manages grants for the switch allocator until the entire packet is sent to the
output unit as a sequence of multiple flits. After sending the last flit of a packet, the packet splitter
sends a grant signal back to the input status to indicate the complete transmission. Similarly, flit
mergers keep collecting flits from input units to build a packet and send a grant signal to the output
status to indicate when a valid packet is ready.
6.3.4 Network Generation
Fig. 6.5 shows the example of an XML tree that defines a simple 2x2 2D-Mesh NoC. A user
can specify routers with router, and network interfaces with source_network_interface and
destination_network_interface XML elements. A link is specified as a channel with the con-
nection information. Based on this specification, the NoC component generator creates a class with
fully customized sc_in and sc_out for the network interfaces, and instantiates and connects all
sub-components (routers, network interfaces, and channels).
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<channel type="ch" src_ni="0" src_port="0" dest_router="0" dest_port="4"/>
<channel type="ch" src_ni="1" src_port="0" dest_router="1" dest_port="4"/>
<channel type="ch" src_ni="2" src_port="0" dest_router="2" dest_port="4"/>
<channel type="ch" src_ni="3" src_port="0" dest_router="3" dest_port="4"/>
<channel type="ch" src_router="0" src_port="4" dest_ni="0" dest_port="0"/>
<channel type="ch" src_router="1" src_port="4" dest_ni="1" dest_port="0"/>
<channel type="ch" src_router="2" src_port="4" dest_ni="2" dest_port="0"/>
<channel type="ch" src_router="3" src_port="4" dest_ni="3" dest_port="0"/>
<channel type="ch" src_router="0" src_port="1" dest_router="1" dest_port="0"/>
<channel type="ch" src_router="0" src_port="3" dest_router="2" dest_port="2"/>
<channel type="ch" src_router="1" src_port="0" dest_router="0" dest_port="1"/>
<channel type="ch" src_router="1" src_port="3" dest_router="3" dest_port="2"/>
<channel type="ch" src_router="2" src_port="1" dest_router="3" dest_port="0"/>
<channel type="ch" src_router="2" src_port="2" dest_router="0" dest_port="3"/>
<channel type="ch" src_router="3" src_port="0" dest_router="2" dest_port="1"/>
<channel type="ch" src_router="3" src_port="2" dest_router="1" dest_port="3"/>
<channels>
<network_type>
Figure 6.5. Example of 2× 2 NoC XML specification for ICON.
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Symbol Desc. Values Notes
F Flits 8, 16, 32 flit width for all physical networks
N Networks 1, 2, 5 number of physical networks
V VCs 1, 2, 3, 5 number of virtual channels per physical network
P Pipelines 2, 4 pipeline configurations for all routers in the network
Q Queues 2, 4 queue size of all input units of all routers
DDR0 MISC CPU
FFT2D FFT2D DB DB











Figure 6.6. High-level floorplan of the two SoC case studies.
6.4 Experimental Results
To demonstrate the capabilities of the ICON framework in exploring the NoC design space for a tar-
get SoC, we designed the two complete heterogeneous SoCs whose floorplans are shown in Fig. 6.6:
Each SoC contains a LEON3 CPU running Linux and two DDR-3 DRAM controllers together with
a set of accelerators: ten accelerators for 5 distinct application kernels from the PERFECT bench-
mark suite in the heterogeneous SoC and 12 copies of the FFT-2D accelerator in the homogeneous
SoC.
For each SoC, we used ICON to generate 36 different NoC designs by combining the five param-
eters of Table 6.2. While every combination of parameter values is supported, we limit ourselves
to three possible combinations for the number N of physical networks and the number V of virtual
channels. Table 6.3 reports how these three configurations support the five distinct message classes
that are needed to support the various independent communications in the SoC while avoiding pro-
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TABLE 6.3
MESSAGE CLASSES AND THEIR N-V ASSIGNMENTS
N-V Assignments
Message Class From→ To 1N-5V 2N-2/3V 5N-1V
N V N V N V
REQ CPU→MEM 0 0 0 0
RES MEM→ CPU 1 1 0 1




RES ACC→MEM 4 2 4
tocol deadlock [107]: two for CPU-memory transfers, two for accelerator-memory transfers and
one for accelerator configuration and interrupt requests. Note that ICON allows us to use different
numbers of VCs per physical network, e.g. two for the Network 0 and three for Network 1 with 2N-
2/3V. All NoC configurations share a 4 × 4 2D-mesh network topology with XY dimension-order
routing and credit-based flow control.
Each of the 36 NoC designs given in SYSTEMC was synthesized into a corresponding VERILOG
design by using Cadence C-to-Silicon. Then, we used two distinct back-end flows, one for ASIC
and another for FPGA, to obtain the corresponding final implementations for each NoC. In the next
two subsections we report the corresponding experimental results.
6.4.1 Experiments with ASIC Design Flow
We performed logic synthesis targeting a 45nm technology and 500Mhz clock frequency. We sim-
ulated the ASIC implementations using the Makefiles and testbenches generated by ICON for the
seven “classic” synthetic traffic patterns: Uniform, Random Permutation, Bit Complement, Bit Re-
verse, Transpose, Neighbor, and Tornado [40]. Fig. 6.7 reports the results in terms of saturation
throughput for all configurations with P = 2 and Q = 2. Across all traffic patterns the throughput
changes considerably depending on the flit width. For the same flit width, the 5N-1V configura-
tion, which has a bisection bandwidth that is five times bigger than 1N-5V, provides the highest
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Figure 6.7. Saturation throughput of NoC configurations with Q2-P2.
Figure 6.8. Area-Performance trade-offs for the ASIC experiments.
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(a) Heterogeneous 1N-5V-4P-2Q. (b) Homogeneous 1N-5V-4P-2Q.
(c) Heterogeneous 1N-5V-4P-4Q (d) Homogeneous 1N-5V-4P-4Q
Figure 6.9. Normalized execution time and area comparison as function of the flit width (8/16/32 bits).
throughput. The saturation throughput is higher for the simulations with the Random Permuta-
tion, Neighbor, and Tornado patterns than in the other cases because on average the destination of
the generated traffic is closer to the source. Fig. 6.8 shows the area-performance trade-off of the
NoC configurations for different flit-width values. Of course, synthetic traffics are only useful for
a general analysis of the NoC. In the next set of experiments we applied our approach to specific
full-system designs running on a FPGA board.
6.4.2 Experiments with FPGA Designs
We combined the generated NoC Verilog designs with those for the two SoCs of Fig. 6.6 and per-
formed logic synthesis for a Xilinx Virtex-7 XC7V2000T FPGA with two DDR-3 extension boards
for a target frequency of 80MHz.
For each SoC we run a multi-threaded application that uses Linux to invoke all accelerators
(via their device drivers) so that they run simultaneously and, therefore, compete for access to the
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(a) Heterogeneous 8F-2P-4Q. (b) Homogeneous 8F-2P-4Q.
(c) Heterogeneous 32F-2P-4Q. (d) Homogeneous 32F-2P-4Q.
Figure 6.10. Execution time and area comparison of 1N-5V, 2N-2/3V, and 5N-1V NoCs configured with FIFO depth 2
and 4-stage pipeline.
NoC and DDR-3 controllers. Fig. 6.9 reports the execution time of the application (normalized with
respect to the simplest configuration) and the SoC area occupation for many different NoC config-
urations. Specifically, it shows the impact of varying the flit width (F) in an NoC with one physical
network (N=1), five virtual channels (V=5), one 4-stage pipeline (P=4) and two different queue sizes
(Q={2,4}). When raising F from 8 to 16, the application for the heterogeneous SoC takes 86.55%
(for Q=2) and 87.57% (for Q=4) of the execution time with respect to the case for F=8 in exchange
for modest area increases (3.1% and 4.3%, respectively). The execution time of the corresponding
application on the homogeneous SoC becomes 78.24% (for Q=2) and 78.98% (for Q=4) of the case
with F=8 (with 4.11% and 5.55% of area increase, respectively). While the performance improve-
ment obtained by doubling the flit width from 8 bits to 16 bits is considerable, this is not the case
when doubling it again from 16 to 32 bits. For both the F=16 and F=32 configurations, the NoCs are
not saturated and the zero-load latency has a bigger impact than the contention latency. The main
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reason is the long communication delay on the off-chip channels between the DDR-3 controllers
and DRAM. The average throughput on this channel is about 2.72 bits per clock cycle for both the
F=16 and F=32 configurations while it decreases to 2.48 for the F=8 configuration when the on-chip
links become more congested and the NoC becomes the system bottleneck.
Fig 6.10 reports the normalized execution time and area comparison for the three different com-
binations of numbers of physical networks and virtual channels (N=5 and V=1, N=2 and V=2/3,
N=1 and V=5) specified in Table 6.3. Overall, the first configuration is better from an area view-
point, while the differences in performance are minimal.
Fig. 6.11 summarizes the area and performance trade-offs across all the configurations from the
previous two figures as well as the rest of the 36 configurations that we tested for this SoC case study.
For the heterogeneous SoC, the Pareto curve includes four NoC configurations: 8F-5N-1V-2P-2Q,
16F-5N-1V-4P-2Q, 16F-5N-1V-2P-2Q, and 16F-2N-2/3V-4P-2Q. For the homogeneous SoC, the
Pareto curve consists of three configurations: 8F-5N-1V-2P-2Q, 16F-1N-5V-4P-2Q, and 16F-2N-
2/3V-2P-2Q.
In conclusion, we stress that all 36 NoC design configurations could be seamlessly interchanged
within the two SoC designs thanks to the network interfaces automatically generated with ICON.
6.5 Conclusions
We presented ICON, a complete system-level design framework for the specification, synthesis and
design-space exploration of NoCs for heterogeneous SoCs. We demonstrated our framework with
a variety of experiments including the complete full-system designs of two SoCs featuring different
mixes of accelerators. Future work includes extending ICON to support industry standards (e.g.
AMBA-AXI) and open-source protocols (OCP) and to augment its testbench library with statistical
NoC models like those proposed by Soteriou et al. [108].
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With the end of Dennard’s scaling and the slowdown of Moore’s law, architectural innovations
become the key to improving the performance of general purpose microprocessors. Although multi-
core architectures have been initially introduced to reduce power dissipation, they do not represent
the best solution to utilize transistors and reduce the dark silicon phenomenon with deep-submicron
technology. Systems-on-Chip (SoC), where various degrees of specialized components from general
purpose cores to hardware accelerators are integrated into a single chip, offer an alternative solution
to improve performance without increasing power dissipation. Specifically, SoCs provide power-
performance efficiency with the specialized components by sacrificing some degree of flexibility
of the general purpose processor cores. Therefore, instead of a single type of general-purpose
processors based on homogeneous multi-core architectures, the future of computing platform will
be characterized by multiple different classes of heterogeneous SoCs.
Given the increasing number and variety of components in an SoC, a customized Network-on-
Chip (NoC) provides an efficient communication medium with low power dissipation and small
area occupation. Due to the large design space, NoC automation and design space exploration is of
critical importance.
To understand two key choices for NoC design, I studied virtual channels versus multiple physi-
cal networks and analyzed them with respect to the router design parameters and overall implemen-
tation costs. Both virtual channels and multiple physical networks can be used to improve perfor-
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mance and isolate different message classes, while the performance and cost differences between
them depend on the system configuration and the traffic requirement.
Based on a detailed understanding of the NoC design parameters, I proposed VENTTI as an
integrated platform for NoC design space exploration, optimization, and validation. The four NoC
abstraction models in VENTTI provide different degrees of accuracy in terms of power and perfor-
mance estimation. Each model is associated with specific NoC parameters, so that the designers
can incrementally make decisions by going through these models, from the Transaction Verification
Model (TVM) to the Pin- and Cycle-Accurate Model (PCM). The NoC designers can extract com-
munication specification by running an initial simulation with a TVM-based NoC instantiated into
a Virtual Platform (VP). The results are used to make decisions of the NoC parameters associated
with the next level of abstraction, which is the Hop-count-based NoC Model (HNM). The HNM-
based NoC is instantiated with the designer-selected NoC parameters in the VP, and the simulations
are performed with this NoC model to get more accurate results. The results are used to choose the
NoC parameters associated with the next NoC abstraction model, and the procedure continues until
the values for all NoC parameters are decided.
I developed ICON to instantiate and customize a synthesizable SystemC NoC implementation,
in addition to provide various auxiliary scripts and testbenches for the generated NoC. Upon choos-
ing all NoC parameters by following the incremental decision-making processes with the four NoC
abstraction models, the final NoC configuration is given as an input to ICON, which leverages high-
level and logic synthesis tools to produce the final NoC implementation. This can be also used to
build an FPGA prototype for fast validation and performance evaluation. Thanks to the automatic
network interface generation provided by ICON, the generated NoCs share common interfaces, re-
gardless of the internal NoC configurations. These common interfaces allow the designers to de-
couple the design of the NoC from the rest of the system. Hence, they can optimize the internal
implementation of the NoC through successful refinements.
By augmenting VENTTI with ICON, I developed FINDNOC as the next generation of my inte-
grated framework for NoC design space exploration, optimization, and validation. With the VENTTI
framework, software designers can verify their implementations without NoCs, and NoC parame-
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ters can be chosen with the incremental decision-making process. With ICON, the synthesizable
SystemC NoC implementations can be generated from the final NoC configuration. The generated
NoCs can be verified and fine-tuned with FPGA prototypes augmented with the ESP architecture. In
addition, the SystemC component library in ICON can provide synthesis-specific information, such
as power dissipation and area occupation of a given NoC configuration, to help the decision-making
process in VENTTI.
7.1 Limitations and Future Work
Future work for FINDNOC includes the following: improving NoC CAD tools to support fully
automated NoC generation, automating the support of message-class isolation for virtual channels
in the VP, augmenting the validation platform with FPGA-VP hybrid prototyping, optimizing the
components in the SystemC NoC library, and implementing a GUI for manual generation of the
NoC specification for the NoC customizer (ICON).
The current version of FINDNOC only includes COSI as a CAD tool for the semi-automated
selection of topology, flit-width, and routing path: COSI provides an optimized implementation
of a given topology, flit-width, and routing path specification, and the users must choose these
parameters before proceeding to the next NoC abstraction layer, i.e. HNM. For FNM and PCM,
however, the corresponding CAD tools have not been implemented.
The current process of providing estimations on performance and cost relies on simulations
with synthetic traffic and power-area reports generated from the synthesis of routers in the NoC
component library. Simulations with open-loop takes significant amount of time to execute and
often does not predict the behavior of a closed-loop system. Providing an algorithm-based perfor-
mance estimation model, and using fast power/area/delay estimation tools, such as CAPS [76], can
reduce unnecessary time to launch simulations and perform synthesis. In addition, an optimiza-
tion algorithm should be developed for each NoC abstraction model in order to fully automate the
decision-making process in FINDNOC. That is, FINDNOC could determine all NoC parameters and
generate customized NoC implementations without designers’ intervention.
The message class isolation support of the virtual channels in the VP is currently hard-coded.
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That is, after choosing a message class for a given virtual channel, the designers must modify the
source code of the FNM. To provide a seamless integration, this code should be modified to separate
different message classes automatically with the given NoC configuration.
The primary purpose of FPGA emulation is to validate the entire system when it is close to the
final production. To use FPGAs for prototyping, the hardware necessary to boot up the system must
be implemented. In addition, the prototyping can only be used once all NoC parameters are selected
by the designers. A hybrid validation system, where some of the system components are simulated
with the VP while others are emulated with FPGA, can represent a flexible and efficient platform
for the joint development and validation of hardware, software, and NoC. By gradually replacing
a functionally-equivalent component in VP with the corresponding hardware implementation in
FPGA, the designer can validate the integration of one component with the others at the early stages
of the design process. Furthermore, with the hybrid system, software can be designed at these
early stages using the VP and later be validated for software-hardware compatibility, as the VP
components are gradually replaced by the corresponding hardware implementations in the FPGA.
For NoC designers, the hybrid system enables launching simulations with the first three levels of
NoC abstraction model and the hardware accelerators. This feature is extremely useful to validate
the system when the accelerator is already implemented in RTL. Since the RTL-based accelerators
cannot be integrated into the VP, having a hybrid system gives more flexibility for testing and
validating NoC models with more accurate accelerator implementations in FPGA.
In terms of the NoC customizer, some components implemented in the SystemC NoC library
are still at the initial stage. The optimization of each component is necessary to obtain low-power,
small-area, and short delay of the critical path. The current implementation of the NoC router in
the SystemC library is suboptimal compared to other implementations that are available in public
domain, such as NoCem [104; 91] and Netmaker [87; 7].
The NoC specification, used as an input of the NoC customizer is designed to be generated
from PCM. Most of the descriptions in the specification are redundant and often unnecessary to
understand the NoC configuration, but required to parse the specification from the customizer. The
addition of a GUI interface that generates the specification based on the users’ interaction could
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make the customizer a standalone tool.
The NoC abstraction model can be improved in terms of power and area estimations. Although
the area and power reports generated with the model provide enough details to distinguish different
NoC configurations, the results are far off from the synthesis-based estimation in terms of absolute
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Appendix: Instructions for VENTTI and
ICON
In this appendix, I describe the instructions for the two tools that I developed as part of my disserta-
tion:
• VENTTI: An integrated framework for simulation and optimization of networks-on-chip;
• ICON: An interconnect customizer for networks-on-chip.
1 VENTTI
VENTTI integrates multiple different tools, which are mostly available at public domain. As illus-
trated in Chapter 5, two main external tools, RABBITS and COSI, are integrated into VENTTI with
the four NoC abstraction models that I developed for efficient simulation and validation of NoCs.
Within RABBITS, QEMU is used as an emulation platform for ARM cores and the OSCI Sys-
temC simulator is used to model timing. For the on-chip communication add-on, COSI requires
HMETIS and PARQUET, which are programs for hypergraph partitioning and floorplanning of the
VLSI circuits, respectively.
Due to the complexity of configuring and combining multiple different packages, I prepared a
virtual machine for VENTTI. The descriptions in this appendix assume that the use of this virtual
machine. If you have an access to dev.sld and you want to manually install all related packages,
please refer to the wiki pages of the ‘cosi’ and ‘ventti’ projects in https://dev.sld.cs.columbia.
edu.
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1.1 Software Requirements
VENTTI requires the following external tools.
• RABBITS: An annotation based binary translation system simulation based on QEMU, avail-
able at http://tima.imag.fr/sls/research-projects/rabbits.
• COSI: A software environment that includes multi-purpose communication synthesis tools,
available at https://embedded.eecs.berkeley.edu/cosi/manual/html/main.html,
• QEMU: A generic and open source machine emulator and virtualizer, ver. 0.9.1, available at
http://www.qemu-project.org,
• SYSTEMC: A set of C++ classes and macros for event-driven simulation kernel, ver. 2.2,
available at http://accellera.org/downloads/standards/systemc,
• HMETIS: A set of programs for partitioning hypergraphs such as those corresponding to
VLSI circuits, available at http://glaros.dtc.umn.edu/gkhome/metis/hmetis/overview,
• PARQUET: A free open source software for floorplanning, available at http://vlsicad.
eecs.umich.edu/BK/parquet,
The virtual platform for VENTTI is configured with Ubuntu 12.04 LTS 32-bit with the following
packages.
• git: a free and open source distributed version control system, available at https:/git-scm.
com,
• gcc: GNU Compiler Collection ver. 4.4, available at https://gcc.gnu.org,
• g++: C++ compiler of gcc ver. 4.4, available at https://gcc.gnu.org,
• pkg-config: a system for managing library compile and link flags that works with automake
and autoconf, available at http://pkg-config.freedesktop.org
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• libsdl1.2-dev: A library that provides low level access to a video framebuffer, audio output,
mouse, and keyboard, available at http://www.libsdl.org
• libgtk2.0-dev: GTK+, a multi-platform toolkit for creating graphical user interfaces, avail-
able at http://www.gtk.org.
• libdrm-dev: A library that implements the user space interface to the kernel direct rendering
manager (DRM) services, available at http://cgit.freedesktop.org/mesa/drm.
1.2 File Structure
All packages related to VENTTI are located in the home directory of the virtual machine, in the
/home/columbiasld/Workspace. The packages are,
• ventti: A directory for the VENTTI implementation.
• systemc: A directory for the OSCI SystemC simulation framework.
• hmetis-1.5-linux: A directory for hMETIS, used by COSI in VENTTI.
• UMpack-45-100209: A directory for Parquet, used by COSI in VENTTI.
In the ventti directory, there are multiple sub-directories. Some of the most important are:
• cosi: A directory for the COSI implementation.
• cosi/COSI: A directory for the COSI core.
• cosi/occ: A directory for the COSI on-chip communication add-on.
• rabbits: A directory for RABBITS implementation with QEMU.
• rabbits/components: A directory for system complements in SystemC.
• rabbits/qemu: A directory for QEMU version 0.9.1. heavily modified for RABBITS.
• rabbits/tools: A directory for miscellaneous binaries for the GUI interface of RABBITS.
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• rabbits/platforms: A directory containing multiple different platforms to be simulated
by RABBITS.
• rabbits/platforms/roger: A directory containing the ‘roger’ platform used for the tu-
torial.
• rabbits/platforms/roger/cosi_project: A directory containing various python scripts
to connect results of RABBITS to the input of COSI.
• rabbits/xtools: A gcc cross-compiler collection to create an executable for ARM-based
machines.
Most of the NoC models that I developed can be found in ventti/rabbits/components.
The following sub-directories in the components directory include the implementation of the var-
ious NoC abstraction models.
• abstract_noc: This directory contains common classes used by all four NoC models.
• tvm_noc: This directory contains the ideal point-to-point NoC model, TVM (Subsection 5.4.1).
• ideal_noc: This directory contains a contention-free NoC model, HNM (Subsection 5.4.2).
• approx_noc: This directory contains a contention-based NoC model, FNM (Subsection 5.4.3).
• sl_checkpoint: This directory contains a checkpoint module to record many simulation
statistics.
Please note that the NoC implementation of the Pin- and Cycle-Accurate NoC Model (PCM)
is not integrated as a part of RABBITS, because the implementation is based on VHDL and co-
simulations with RABBITS take excessive amount of simulation time.
1.3 Login and Compilation of COSI
After booting the virtual machine, please login with the following username and password.
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• username: columbiasld
• password: ventti
All VENTTI source codes, including COSI, is located at /home/columbiasld/Workspace/
ventti. Compiling COSI is not necessary. However, you can launch ECLIPSE [4] on the left of
the desktop to load the source code, right-click on the ‘occ’ project of the window of the top-left
of the eclipse to load a pop-up window, and left-click on ‘Build Project’ to compile both COSI
and the on-chip communication plug-in. For further details on how to import COSI project into
the eclipse platform, please refer to http://embedded.eecs.berkeley.edu/cosi/manual/html/
installation.html.
1.4 Initial Simulations with TVM
In order to launch an initial simulation with Transaction Verification Model (TVM), please open a
Terminal application and go to platforms/roger of the ventti directory. Check that line 2 of
default_run.sh is uncommented, and make sure that ‘-collect_bw’ exists in the line. The values
for ‘-src_fifo_size’ and ‘-dest_fifo_size’ must be negative. Type ./default_run.sh to launch a
simulation. A new console and a power monitor will be created and the Linux kernel is loaded for
the simulation.
Simulation time can be checked by placing a cursor on top of the graph in the power monitor.
After 6000ms of simulation time, Linux will be completely loaded. To launch a simulation, please
type the following commands in the simulation console:
> cd h264
> ./load_drv
> echo "0" > /sys/kernel/debug/debug/checkpoint; ./run_arm_dbf cif 6
hard 4 1 0; cat /sys/kernel/debug/debug/checkpoint
After typing the commands, the DBF module will be activated in the power monitor, and a
new window will be loaded to display the decoded movie (the sample movie of a tennis player).
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After the application completes its execution, the bw_vector.vec file is created in the roger
directory. This file contains the effective bandwidth information, which can be processed to derive
the communication specification. This is then fed as an input to COSI to create the next NoC
abstraction level, which is Hop-count-based NoC Model (HNM).
1.5 FNM and HNM NoC Generations with COSI
In order to extract the communication specification from the collected bandwidth information,
please execute the following commands:
> cd /home/columbiasld/Workspace/ventti/platforms/roger/cosi_project
> ./ctggen.py ../bw_vector.vec > constraints.xml
After executing these commands, the roger/cosi_project/constraints.xml file is cre-
ated based on the bandwidth information. In order to create a mesh network optimized for the target
application, please type the following commands in the cosi_project directory:
> ./run_cosi.sh rabbits_project.xml
Two cosi_network classes, one for HNM and another for FNM, are created at ideal_noc
and approx_noc in nocs/500mhz_fw64_mesh, respectively. In order to run simulations of HNM
and FNM, copy these implementations into the appropriate directories and re-compile the ‘roger’
platform by typing the following commands:
> cp nocs/500mhz_fw64_mesh/ideal_noc/cosi_network.* ./ideal_noc
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Comment line 2 of default_run.sh, and uncomment line 3 to run simulations with the HNM
model (or line 4 for the FNM). Values for ‘-src_fifo_size’, ‘-dest_fifo_size’, and ‘-router_fifo_size’
must be positive. Type ./default_run.sh to launch a simulation. A new console and a power
monitor will be created and the Linux kernel is loaded for the simulation.
While supporting virtual channels and multiple physical networks on VENTTI is still in progress,
the queue size of router input unit can be changed by setting the ‘-router_fifo_value’ parameter in
line 4. Please feel free to adjust this value to see the corresponding impact on the overall perfor-
mance.
2 ICON
I designed ICON to be used as a standalone NoC generation tool. The only required library for
ICON is the ‘tinyxml2’ XML parser, which is available at http://www.grinninglizard.com/
tinyxml2 and included in ICON. While no external tool is required to generate a synthesizable
SYSTEMC NoCs with ICON, multiple external tools are required for simulations, high-level and
logic syntheses, and automatic document generations.
2.1 Software Requirements
The current implementation of ICON is tested using Ubuntu 16.04 LTS with the following external
tools:
• SYSTEMC: A set of C++ classes and macros for event-driven simulation kernel, ver. 2.3.1,
available at http://accellera.org/downloads/standards/systemc,
• CADENCE C-TO-SILICON: A high-level synthesis product by Candence Design Systems,
ver. 14.20-s400 (64 bit) build 84938,
• SYNOPSYS DESIGN COMPILER: An RTL synthesis product by Synopsys, ver. J-2014.09-
SP2,
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• DOXYGEN: A tool for generating documentation from annotated C++ sources, ver. 1.8.11,
available at http://www.stack.nl/~dimitri/doxygen.
2.2 File Structure
• bin: Directory for the front-end to parse XMLs and generate NoC implementations, with
some helpful python scripts to generate XMLs.
• doc: Directory for API documentation.
• src: Directory that includes the synthesizable SystemC NoC library and the front-end imple-
mentations.
• src/common: Common implementation used for both the NoC library and the front-end of
ICON.
• src/script: Various templates to create customized scripts.
• src/systemc: SystemC NoC library implementation with testbenches.
• src/tools: The front-end implementation.
• conf: Directory for configuration files.
• sim: Directory for simulations, created by running the front-end.
• syn: Directory for syntheses, created by running the front-end.
• lib: Directory for SystemC, RTL, and Netlist NoC implementations generated by the front-
end and ESL/RTL syntheses.
2.3 Generation of API Reference Manual
To generate the API reference manuals for both the NoC component library and the front-end,
please go to the doc directory and type make. This creates doxygen-generated webpages for both
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the front-end and the NoC library. Please open tools/html/index.html with a web browser for
the front-end, and systemc/html/index.html for the SystemC NoC library.
To create PDF files, go to the tools/latex or systemc/latex directory, type make and
open the refman.pdf with a PDF-viewer.
To remove the generated manuals, type make clean in the doc directory.
Please note that the reference manual for the NoC component library contains useful infor-
mation, including details on the common interface for each class. The front-page of the manual
explains in detail the overall organizations of the front-end implementations.
2.4 XML Generation and Front-End Compilation
In order to generate an XML NoC configuration file, please open bin/demo.py with an editor. You
can change synthesis, simulation, and specification variables based on the location of external tools
and technology library. The variables used for each configuration are explained in the comments.
Make sure that the paths and file names specified in synthesis and simulation variables are correct.
Please type the following commands to generate the XML configuration:
> cd bin
> ./conf_gen.py -o ../conf/demo.xml demo.py
This command creates the ../conf/demo.xml file. To generate SYSTEMC NoC implementa-
tions, simulation testbenches and synthesis scripts, please type the following commands:
> make
> ./gen_router ../conf/demo.xml
As a result, various SYSTEMC classes are created with multiple files in ../lib/systemc,
and the simulation makefile can be found in ../sim/< simulation_name>/Makefile. Scripts
for both high-level and logic syntheses can be found in ../syn/< synthesis_name>/systemc and
../syn/< synthesis_name>/verilog, respectively.
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2.5 High-Level and Logic Syntheses
To perform high-level and logic syntheses, please run the scripts to load Cadence CtoS and Synopsys
Design Compiler. They are typically system dependent. For example in espdev.cs.columbia
.edu, you can type source /opt/cad/tools/tools_env.sh to setup the synthesis tools.
Then, please type the following commands for high-level and logic syntheses.
> cd ../syn
> ./run.py synth systemc < synthesis_name> (for high-level synthesis)
> ./run.py synth verilog < synthesis_name> (for logic synthesis)
To see all available simulation names, type ./run.py list synth.
Note that the run.py script can detect whether the RTL implementation exists in the library
when launching logic synthesis.
2.6 SystemC, RTL, and Netlist Simulations
To perform simulations for various different abstraction levels, please run the scripts to load Ca-
dence CtoS and NCSim. Then, please type the following commands for OSCI/NCSim SystemC
simulations and RTL/Netlist co-simulations:
> cd ../sim
> ./run.py simul sysc_osci < simulation_name> (for simulations with OSCI SystemC)
> ./run.py simul sysc_ncsim < simulation_name> (for simulations with NCSim)
> ./run.py simul verilog < simulation_name> (for RTL co-simulations with NCSim)
> ./run.py simul netlist < simulation_name> (for Netlist co-simulations with NCSim)
To see all available simulation names, type ./run.py list simul.
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