This chapter gives a quick but precise exposition of essentials of measure and integration so that a global view of the subject is provided in good time.
∞ n=1 p n = 1. For A ⊂ Ω, let µ(A) = ωn∈A p n , (Ω, 2 Ω , µ) is a measure space called a discrete probability space.
A function f : Ω → Ê is said to be measurable if {f > α} ≡ {x ∈ Ω : f (x) > α} ∈ Σ ∀ α ∈ Ê. The family of all measurable functions is a real vector space. Also, this family is closed under limit, i.e. if {f n } is a sequence of measurable functions, which converges pointwise to a finite-valued function f , then f is measurable. For these facts, we refer to Exercises 2.1.1 and 2.1.3.
For A ∈ Σ, I A , the indicator function of A, is measurable. Elements of I A : A ∈ Σ are called simple functions. We recall that W denotes the smallest vector subspace containing W in a vector space. A simple function f can be expressed as f = k i=1 α i I Ai , where α 1 , · · ·, α k are the different values assumed by f and A i = {f = α i }, we define then
if the right hand side of (2.1) has a meaning. We recall some usual conventions concerning algebraic operations involving +∞ and −∞:
or − ∞ depending on whether a > 0 or a < 0, and 0 · ∞ = 0 · (−∞) = 0 where +∞ is sometimes written simply as ∞. It is easy to see that whenever f is expressed as f = l i=1 β i I Bi , where B 1 , · · ·, B l are in Σ and are disjoint, then
In particular, Ω f dµ has a meaning if f is simple and nonnegative, although it is possible that Ω f dµ = +∞.
If f is measurable and nonnegative define
where the supremum is taken over all simple functions g with 0 ≤ g ≤ f .
Obviously if f is nonnegative and simple, this coincides with the previously defined Ω f dµ for simple functions. For any measurable function f , write f = f + − f − , where
= 0 otherwise, and define Let Q be the set of all rational numbers, then for
Exercise 2.1.2. If f is measurable, and α, β ∈ Ê with α < β, then the sets {f ≥ α}, {f < α}, {α < f < β}, {α ≤ f < β}, {α ≤ f ≤ β}, {α < f ≤ β} are all in Σ. (All these sets are defined similarly as {f > α})
Exercise 2.1.3. Let f 1 , f 2 , ... : Ω → Ê be measurable and lim n→∞ f n = f pointwise and f (x) is finite for each x ∈ Ω. Show that f is measurable.
Hint: Show that {f > α} = m≥1 k≥1 n≥k
and let
Show that g n → f pointwise and then show that if f , g are measurable then f g is measurable, furthermore if g = 0 everywhere on X, then f /g is also measurable.
Exercise 2.1.5. If f and g are nonnegative simple functions and α, β ≥ 0, then
Exercise 2.1.6. If f ≤ g are two nonnegative measurable functions, show that
Egoroff Theorem and Monotone Convergence Theorem
Suppose Ω is a set and {A n } ∞ n=1 is a sequence of subsets of Ω, define lim sup
If lim sup n→∞ A n = lim inf n→∞ A n , then we say that the limit of the sequence A n exists and has the common set as its limit which is denoted by lim n→∞ A n . In particular, if
{A n } is monotone decreasing, then lim n→∞ A n exits and equals 1≤n<∞ A n and 1≤n<∞ A n respectively. Hence lim sup n→∞ A n = lim n→∞ k≥n A k and lim inf n→∞ A n = lim n→∞ k≥n A k . In the following a measure space (Ω, Σ, µ) is considered and fixed throughout.
Proof. For each positive integer n let B n = A n \ A n−1 , where we put A 0 = ∅, and for convenience let A = 1≤n<∞ A n . Then A n = 1≤k≤n B k and A = 1≤k<∞ B k . Since {B k } is disjoint, we have
Proof. For each positive integer n let B n = A 1 \ A n and for convenience let A = 1≤n<∞ A n . Then {B k } is monotone increasing and A 1 \ 1≤n<∞ A n = 1≤k<∞ B k . ¿From Lemma 2.2.1, we have
this completes the proof of the lemma.
Theorem 2.2.1. (Egoroff Theorem) If {f n } is a sequence of measurable functions and f n → f with finite limit on A ∈ Σ, where µ(A) < +∞, then for ε > 0, there is B ⊂ A, B ∈ Σ such that µ(A \ B) < ε and f n → f uniformly on B.
Proof.
[
Step 1] For ε > 0, η > 0, there are integer N > 0 and C ∈ Σ such that C ⊂ A, µ(A \ C) < ε and sup x∈C |f (x) − f n (x)| ≤ η whenever n ≥ N .
To show this, for each n let C n = m≥n {x ∈ A :
Step 2] Now given ε > 0. The proof of the following theorem is didactic in nature, it is designed to reveal the nature if Monotone Convergence Theorem. Theorem 2.2.2. (Monotone convergence Theorem) Let {f n } be a monotone nondecreasing sequence of nonnegative measurable functions. Suppose lim n→∞ f n = f is finite valued, then
Proof. It is obvious that
We assume that Ω f dµ < +∞. Then given ε > 0 there is a simple function
Let us write g = k i=1 α i I Ai , where {A i } is disjointed and α i > 0. Since Ω gdµ ≤ Ω f dµ < +∞, µ(A i ) < +∞, i = 1, ..., k, hence, by replacing each α i by a smaller number if necessary, we may assume that on each
¿From Egoroff Theorem there are integer N and
where
and therefore lim
Since ε > 0 is arbitrary, we have lim n→∞ Ω f n dµ ≥ Ω f dµ.
Hence
Exercise 2.2.1. Complete the proof of Monotone Convergence Theorem by considering the case Ω f dµ = +∞.
Concepts Related to Sets of Measure Zero
We now remark on concepts connected with measure zero sets. Let A = {x ∈ Ω : x does not have a property P }, if µ(A) = 0, we say that the property P holds almost everywhere on Ω (or simply P holds almost everywhere). For example, if outside a µ-measure zero set, f is finite, then we say that f is finite almost everywhere; also if lim n→∞ f n (x) = f (x) exists for each x outside a µ-measure zero set, then we say that f n converges almost everywhere. If a property P holds almost everywhere, we simply say that P holds a.e. ¿From now on we allow our functions to be extended real-valued, i.e. +∞ and −∞ are allowed to be taken as function values. Measurability of extended real valued functions is defined similarly. It is then easy to see that if two measurable functions differ on a set of measure zero, then they have the same integral if their integrals exist.
Exercise 2.3.1. If f is measurable, then {f = +∞} and {f = −∞} are in Σ.
All the results we have established so far remains true if the pointwise conditions are replaced by conditions held almost everywhere. For examples:
Theorem 2.3.1. (Egoroff Theorem) If a sequence {f n } of almost everywhere finite measurable functions converges a.e. to a finite function f on A, where A ∈ Σ, and µ(A) < +∞, then for every ε > 0, there is B ∈ Σ, B ⊂ A such that µ(A \ B) < ε and f n → f uniformly on B.
Theorem 2.3.2. (Monotone convergence Theorem) Let {f n } be a sequence of measurable functions which are nonnegative and nondecreasing a.e., then
Exercise 2.3.2. i) If f ≥ 0 a.e., measurable, then there is a sequence {g n } of simple functions such that 0 ≤ g n ≤ f and g n ր f a.e.
ii) If f, g ≥ 0 a.e. and measurable, then
iii) If f is measurable and f = f 1 − f 2 = g 1 − g 2 , where f 1 , f 2 , g 1 , and g 2 are measurable and nonnegative a.e., then
if they are meaningful, i.e. Ω f dµ does not depend on how f is written as the difference of two nonnegative measurable functions. Also show that if f = f 1 − f 2 , where f 1 and f 2 are nonnegative, then f + ≤ f 1 and f − ≤ f 2 , and hence, if
In particular, this holds true if f and g are integrable.
v) In Monotone Convergence Theorem, that {f n } is a sequence of nonnegative measurable functions can be replaced by "{f n } is bounded from below by an integrable function a.e.". Also show that Monotone Convergence Theorem holds also for extended real valued functions. and consequently Ω lim n→∞ f n dµ = lim n→∞ Ω f n dµ.
