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GENERALIZED FREDHOLM PROPERTIES FOR INVARIANT
PSEUDODIFFERENTIAL OPERATORS
JOE J PEREZ
ABSTRACT. We define classes of pseudodifferential operators on
G-bundles with compact base and give a generalized L2 Fred-
holm theory for invariant operators in these classes in terms of
von Neumann’s G-dimension. We combine this formalism with
a generalized Paley-Wiener theorem, valid for bundles with uni-
modular structure groups, to provide solvability criteria for in-
variant operators. This formalism also gives a basis for a G-index
for these operators. We also define and describe a transversal
dimension and its corresponding Fredholm theory in terms of
anisotropic Sobolev estimates, valid also for similar bundles with
nonunimodular structure group.
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1. INTRODUCTION
We will discuss an L2 theory of some classes of pseudodifferential
operators on manifolds M as follow. Our M will always be total
spaces of G-bundles
G −→ M
π
−→ X,
with G connected, usually unimodular Lie groups and X compact
manifolds.
In this paper we describe some natural classes of pseudodifferen-
tial operators on M and analyze the solvability of G-invariant oper-
ators in those classes. Our method will be a generalized Fredholm
property due to M. Breuer [4] as applied in [3] by M. Atiyah and by
A. Connes and H. Moscovici in [5]. This Fredholm property is based
on a generalized idea of the dimension of a vector space due to J. von
Neumann. This dimension, dimG, is defined for closed, G-invariant
subspaces of Hilbert spaces on which a unimodular group G acts.
In order to use this, we will construct natural Hilbert spaces L2(M)
and Sobolev spaces Hs(M) of (sections of bundles over) M on which
the G-action is strongly continuous and unitary. This allows us to
define a trace TrG in the algebra B(L2(M))G of bounded operators
in L2(M) commuting with the action of G. Applying this trace to
orthogonal projections PL onto G-invariant subspaces L ⊂ L2(M)
provides a dimension function dimG given by
dimG(L) = TrG(PL).
Roughly speaking, the generalized Fredholm property and index are
then defined as usual, but in terms of this dimension.
In this paper, many results will follow from the following technical
fact relating the Sobolev degree to the trace class.
Proposition 1.1. Let n = dimM. If s > n/2 and A ∈ B(L2(M))G has
im(A) ⊂ Hs(M), then TrG(A∗A) < ∞.
Defining ULmG(M) to be the class of G-invariant pseudodifferen-
tial operators uniformly in the Hörmander class Lm on M, the above
proposition, together with properties of these operator classes, will
give that if A ∈ ULmG(M) with m < −n/2, then TrG(A
∗A) < ∞.
These results reduce to well-known optimal conditions put forth to
obtain membership in the Hilbert-Schmidt class whenM is compact,
[26, §8], and in the Γ-Hilbert-Schmidt operators when M has a co-
compact discrete group action, [25, Thm. 3.4]. We will also obtain
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that for m < −n, A ∈ ULmG(M) is a G-trace-class operator, general-
izing the results for the compact and cocompact discrete Γ cases. An
easy consequence will be
Corollary 1.2. Let G be a connected unimodular Lie group and suppose
that M is the total space of a G-bundle with compact base. It follows that if
A ∈ ULmG(M) is elliptic, then the G-index
indG(A) = dimG ker(A)− dimG ker(A
∗)
of A is defined.
We will also set up the G-Fredholm theory for elliptic operators
EULmG(M) in UL
m
G(M) and describe solvability in L
2 with Sobolev
estimates. Since M possesses a global G-action, it makes sense to
convolve functions f on M by kernels κ on G. We denote this by
f 7→ ρκ f . The solvability statement is
Theorem 1.3. If m ≥ 1, A ∈ EULmG(M) is self-adjoint, and f ∈ C
∞
c (M),
then we may solve Au = g in L2, with the uniform Sobolev estimates
‖u‖s+m . ‖g‖s, for all g = ρκ f in a space of infinite G-dimension in
L2(M). Furthermore, all such g correspond to convolution kernels κ be-
longing to C∞ ∩ L2(G). Put differently, Au = f is not only solvable in
L2 modulo errors in H∞; but also the equation can be solved exactly in an
infinite-G-dimensional space consisting of smooth convolutions of f itself.
Furthermore, the kernels of A and of any invariant parametrix of A contain
no elements of L2 with compact support.
Remark 1.4. All of our results extend trivially to their analogues in
Hermitian G-vector-bundles over M.
The proof of the theorem depends on a generalized Paley–Wiener
theorem, valid for G-bundles, which combines finely with the G-
Fredholm property. This method was developed in [22] based on
a fundamental theorem of D. Arnal and J. Ludwig, [2].
Let us now discuss the pseudodifferential calculi we will be using.
L. Hörmander in [8] defined the classes of symbols Sm on manifolds
and R. Strichartz began in [28] the study of invariant pseudodiffer-
ential operators on Lie groups. In [13, 14], G. Meladze and M. Shu-
bin set up pseudodifferential calculi of uniform (but not necessarily
invariant) operators on unimodular Lie groups. These were based
on the classes Sm of Hörmander, particularly exploiting the exis-
tence of available metric- and measure-theoretic invariances on such
groups. In [15] other classes on unimodular groups are discussed
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which allow for the construction of complex powers and provide
estimates on the Green function; the entire theory on groups is re-
viewed succinctly in [13]. In [11, 12], Yu. Kordyukov took this work
of Meladze and Shubin further, generalizing to richer classes of op-
erators on manifolds which do not possess an exact invariance but
are of bounded geometry.
Here we will take the properly supported operators of Kordyukov
in [11] and apply the treatment there to the situation of M as above.
We will then consider subclasses of invariant, properly supported
operators on M. The passage to invariant operators will use a small
modification of an averaging method from [5], which maps some
general operators to invariant ones. It happens that these operators
have good extensions to L2 and we will derive sufficient conditions
for membership of these extended operators in generalized trace and
Fredholm classes as in [21]. Our results here should easily extend to
the setting of [25].
Work related to ours is in a series of papers of V. Nistor, E. Troit-
sky, A. Weinstein, and Ping Xu; [16, 17, 18, 19]. Here, the authors
constructed and applied an index theory on families of Lie groups.
Families are more general than our bundles as the fiber is allowed to
vary along the base X, however, in their work, different assumptions
are placed on the type of fiber. For example, in [16], all the fibers are
assumed to be simply connected and solvable and in [18], the fibers
are assumed to be compact Lie groups. Their technique does not re-
quire that the groups be unimodular, and in [19] they even drop the
requirement that the fiber be a group.
As in our case, the family encodes the symmetries of an elliptic
operator on a bundle with the same base. The aim in [16] is a for-
mula for the Chern character of the gauge-equivariant index, similar
to the Atiyah–Singer index formula for families, however it also in-
cludes information on the topology of the family of Lie groups that
is considered. In our work as well as in theirs, of course, one obtains
existence theorems for invariant pseudodifferential operator equa-
tions, though by substantially different means.
Actions which are not free lead to other complications, as studied
by P. Albin, R. Mazzeo, R. Melrose, and others; see [1].
The contents of this paper are as follows. In Sect. 2 the uniform
classes of pseudodifferential operators on M will be defined, giving
their principal properties. As we have said, this is closely related
to [11]. Sect. 3 is a description of the relevant Hilbert spaces over
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M which allow us to bring techniques of von Neumann algebras to
bear on invariant problems. In Sect. 4, we relate membership in the
G-Hilbert-Schmidt and G-trace classes to the uniform classes. Sect.
5 contains the existence theory of G-Fredholm operators in terms of
the generalized Paley–Wiener theorem and the proof of themain the-
orem.
2. UNIFORM CLASSES OF PSEUDODIFFERENTIAL OPERATORS
2.1. Local estimates for operators. Though our functional-analytic
and representation-theoretic techniques apply only to invariant op-
erators on G-manifolds, we will in this section describe a more gen-
eral calculus of proper, uniform pseudodifferential operators on M.
Our calculus is built locally on the usual Hörmander classes Sm
of symbols uniform in the space variable, and the corresponding
classes Lm of ΨDOs. That is,
Definition 2.1. Let U be an open set in Rn and m ∈ R. A function
a ∈ C∞(U ×Rn) is said to belong to Sm(U) if it has the property that
for any compact K ⊂ U and multiindices α, β, there exists a constant
CKαβ such that
(1) |DβxD
α
ξ a(x, ξ)| ≤ CKαβ(1+ |ξ|)
m−|α|, (x ∈ U, ξ ∈ Rn).
As usual, a symbol a ∈ Sm gives rise to an operator A ∈ Lm, A :
C∞c (U) → C
∞(U), via the iterated integral
Au(x) =
∫
d-ξ
∫
dy ei(x−y)·ξ a(x, ξ)u(y).
2.2. Invariant structures on M. Here we will construct invariant
geometric structures on M with which to define our uniform classes
of ΨDOs. Our first claim guarantees that the results of [11] hold in
our setting.
Lemma 2.2. There exists a G-invariant Riemannian metric g on M and
any two such metrics are equivalent.
Proof. Let (Ok)N1 be an open cover of X such that for every k the G-
subbundle G → π−1(Ok) → Ok is trivial. Taking the direct product
of a right-invariant metric on G with any metric on Ok, we obtain a
G-invariant metric on G×Ok, hence on π−1(Ok). Let (φk)N1 be a par-
tition of unity on X subordinate to the covering (Ok)k and lift the φk
to obtain an invariant partition of unity (ϕk)k with ϕk := φk ◦π. Now
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glue the metrics on the trivial bundles π−1(Ok) together with (ϕk)k.
The equivalence follows from the fact that any G-invariant metric is
uniquely determined by its restriction to the compact quotient. 
So let us choose an invariant Riemannian structure g on M. De-
note by |v|g the length of a tangent or form according to g and by
distg(p, q) the geodesic distance between points p, q ∈ M. The met-
ric we obtain by this method yields a complete Riemannianmanifold
with bounded geometry; see [24, 11]. In particular, the injectivity ra-
dius rinj of M is positive.
With respect to g, choose a global, G-invariant orthonormal frame
field for TM and with respect to this, in a ball of radius rinj at each
point p ∈ M, define geodesic normal coordinates (x(p)1 , x
(p)
2 , . . . , x
(p)
n ).
For u ∈ C∞(M) put ∂ju(p) = ∂x(p)j
u(p) and for a multiindex J =
(j1, j2, . . . , jn) set
∂Ju(p) = ∂
j1
1 ∂
j2
2 . . . ∂
jn
n u(p).
Finally, for j ∈ N define
|∂ju(p)|∞ = max{|∂Ju(p)| | j1 + j2 + · · ·+ jn = j}.
Since X = M/G is compact, we may choose finitely many points
(pk)
N
1 in M such that there exist open balls (Upk)
N
1 centered at these
points with the following properties:
(1) For each p ∈ (pk)N1 , the neighborhood Up has geodesic coor-
dinates (x(p)1 , x
(p)
2 , . . . , x
(p)
n ) that extend beyond its closure.
(2) The G-translates of the union
⋃
kUpk cover M.
The action of t ∈ G on p ∈ M we write simply p 7→ pt and we
denote by ρt the right-translation on functions; (ρtu)(p) = u(pt)
for p ∈ M, t ∈ G. For t ∈ G, in the neighborhood Upt := Up · t,
p ∈ (pk)
N
1 , we thus obtain geodesic coordinates from the translates
of the coordinates in Up;
(x
(pt)
1 , . . . , x
(pt)
n ) with x
(pt)
j := ρtx
(p)
j .
2.3. Uniform classes of proper pseudodifferential operators on M.
These are defined similarly in [14] and [11, §2].
Definition 2.3. Let m be a real number. The class ULm(M) consists
of the operators A on M with Schwartz kernel KA such that
(i) There exists a constant CA > 0 such that KA(p, q) = 0 when-
ever distg(p, q) > CA.
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(ii) KA belongs to C∞(M×M \ ∆) where ∆ = {(p, p) | p ∈ M},
and for each ǫ > 0 satisfies the estimates
|∂
j
p∂
k
qKA(p, q)|∞ ≤ Cjkǫ, (distg(p, q) ≥ ǫ > 0),
where j, k are arbitrary, and the subscripts on the derivatives
indicate that the derivatives act with respect to the appropri-
ate slot of KA.
(iii) The family {Apkt : C
∞
0 (Upkt) → C
∞(Upkt)} of restrictions of A
to Upkt forms a collection of operators in L
m(Upkt) for which
the bounds in (1), in terms of the coordinates (x(pkt)j )j, are uni-
form with respect to t ∈ G.
Define also the class UL−∞(M) to be those operators satisfying con-
dition (i) above, but which also obey KA ∈ C∞(M × M) and, as in
(ii),
|∂
j
p∂
k
qKA(p, q)|∞ ≤ Cjk,
but with no restriction on the distance between p and q.
Remark 2.4. Let us collect some interpretations and consequences.
(1) As usual, the operator Ap(x(p),Dx(p)) : C
∞
c (Up) → C
∞(Up)
will be given by its local representations
Ap(x
(p),Dx(p))u(x
(p)) =
∫
d-ξ
∫
dy(p) ei(x
(p)−y(p))·ξap(x
(p), ξ)u(y(p)).
(2) An operator can be pieced together from local representations
by a special covering of M of finite multiplicity as in Lemma
3.1 and Prop. 3.1 of [14].
(3) Condition (iii) gives that, in the coordinates x(pt) = (x(pt)j )j,
the operator Apt can be written as a sum
apt(x
(pt),Dx(pt)) + Rpt with apt ∈ S
m(Upt), Rpt ∈ L−∞(Upt),
and the symbols apt(x(pt), ξ) satisfy the estimates (1) uniformly
in t ∈ G and p ∈ (pk)N1 .
(4) It turns out that UL−∞(M) =
⋂
m∈R UL
m(M) and thus these
operators have bounded extensions to L2 by Schur’s lemma.
Example 2.5. The tangent bundle of M has a natural decomposition
as follows. The vertical space Vp ⊂ TpM consists of those tangents in
the kernel of dπ : TM → TX and at each point is canonically isomor-
phic to the Lie algebra g of G. A horizontal space Hp ⊂ TpM is a com-
plement to the vertical space. The differential dπ maps Hp ⊂ TpM
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isomorphically to Tπ(p)X, thus a tangent vector in TqX, lifts uniquely
to a tangent vector in Hp at any p ∈ M such that π(p) = q. In par-
ticular, we can uniquely lift vector fields of X to horizontal vector
fields of M and these lifts can be integrated to yield local sections
X ⊃ O →֒ M. In the presence of an invariant Riemannian metric, we
choose TM = V ⊕ H where the direct sum is one of G-subbundles
in TM.
Since G is a Lie group, TG has global frame fields, but it may hap-
pen that TX does not. Still, using an invariant partition of unity as in
the proof of Lemma 2.2, we may choose an orthonormal frame of in-
variant vector fields X1, . . . ,Xn of the restriction of TM to supp(ϕk)
such that X1, . . . ,Xd span V ∼= g, and Xd+1, . . . ,Xn span H. For any
multiindex J, the operator X J is invariant on M of order |J| = ∑ jk.
As usual, operators built of these objects on each of the sets supp(ϕk)
can be added to form global operators.
An operator A = ∑|J|≤m aJX
J is in ULm(M) iff |X JaK| ≤ CJK
for any multiindices J,K with |J| ≤ m and such an operator is G-
invariant if and only if the functions aK are constant in the vertical
directions; i.e. XaK = 0 for X ∈ V.
2.4. Properties of the uniform classes. At this point, we will list a
collection of properties of the operators in ULm(M). These follow
from the results of [11, §2].
Proposition 2.6. If A ∈ ULm(M), then its formal adjoint A∗ is also
in the same class. If A ∈ ULm1(M) and B ∈ ULm2(M), then AB ∈
ULm1+m2(M). Also, A ∈ ULm(M) and B ∈ UL−∞(M), imply that
AB, BA ∈ UL−∞(M).
The usual L2 continuity of the zero class holds:
Proposition 2.7. If m ≤ 0 and A ∈ ULm(M), then there exists a C > 0
such that ‖Au‖L2(M) ≤ C‖u‖L2(M) for all u ∈ C
∞
c (M). Thus, A can be
extended to a bounded linear operator in L2(M).
Let us now deal with ellipticity in the classes ULm(M) and the
construction of Sobolev spaces. The treatment is identical to that of
[11, §3].
Definition 2.8. Anoperator A ∈ ULm(M) is said to be uniformly ellip-
tic if there exist constants C1,C2,C3 such that the symbols apt(x(pt), ξ)
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of the operators Apt = A|Upt , in the selected coordinates of Upt, sat-
isfy
C1|ξ|
m ≤ |apt(x
(pt), ξ)| ≤ C2|ξ|
m ,
uniformly inUpt and for |ξ| > C3, t ∈ G, p ∈ (pk)N1 . The class of uni-
formly elliptic operators in ULm(M) we will denote by EULm(M).
Lemma 2.9. For any s ∈ R there exists an operator Λs ∈ EUL
s(M).
Furthermore, by taking P = Λ∗s/2Λs/2 or 1+ Λ
∗
s/2Λs/2, we obtain non-
negative and positive operators in the same class.
Operators in EULm(M) possess parametrices:
Proposition 2.10. If A ∈ EULm(M), then there exists an operator B ∈
EUL−m(M) such that
BA = 1− R1, AB = 1− R2, with R1, R2 ∈ UL
−∞(M).
In terms of Lemma 2.9, one could define Sobolev spaces Hs(M)
invariant under the group action (but not necessarily on which G
acts unitarily); see [11, §3]. This invariance and the compactness of
X would imply that the Hs(M) would not depend on the definition
taken, and thus these are natural objects. We will do better later, but
alreadywe can state versions of Sobolev space continuity and elliptic
regularity for EULm(M):
Proposition 2.11. If A ∈ ULm(M) and s ∈ R, then A extends to a
continuous linear operator A : Hs(M) → Hs−m(M). Also, if A ∈
EULm(M), u ∈ H−∞(M), and Au ∈ Hs(M), then u ∈ Hs+m(M).
Prop. 2.11 is the main tool in demonstrating the following
Proposition 2.12. If the operator A ∈ EULm(M) is formally self-adjoint,
then it is essentially self-adjoint and its closure in L2(M) has domain equal
to Hm(M).
Remark 2.13. The L2 continuity of the zero class (Prop. 2.7) and the
Sobolev mapping properties of elliptic operators (Prop. 2.11) hold
true also in Lp and the corresponding Lp–Sobolev spaces, respec-
tively, for 1 < p < ∞. See [30, §XI.2] for proofs in the case of compact
manifolds. For the complete Lp theory, the reader is directed to [11].
3. HILBERT MODULES AND TRACES
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3.1. Invariant Hilbert space decompositions and von Neumann al-
gebras. In this section we discuss operators A that are invariant un-
der the action of G on M. Such operators’ Schwartz kernels KA have
the following property:
(2) KA(p, q) = KA(pt, qt), (p, q ∈ M, t ∈ G).
Taking a piecewise smooth section σ : X →֒ M and using it to repre-
sent points p ∈ M as pairs p = σ(x)t ↔ (t, x) ∈ G× X, the relation
(2) allows us to write
(3) κ(st−1; x, y) := KA(σ(x)s, σ(y)t) = KA(p, q)
with s, t ∈ G and x, y ∈ X. Thus KA descends to a distribution
κ on the quotient M×MG with respect to the quotient measure, here
denoted dpdqdt .
Let us for the moment take M = G. The algebra of operators LG ⊂
B(L2(G)) commuting with the right action of G is a von Neumann
algebra consisting of some left convolutions λκ against distributions
κ on G. We will need the following fact about LG.
Proposition 3.1. [20, §§5.1, 7.2] There is a unique normal, faithful, semifi-
nite trace trG on LG ⊂ B(L2(G)) agreeing with
trG(λκ
∗λκ) =
∫
G
ds |κ(s)|2 ,
whenever λκ ∈ B(L2(G)) and κ ∈ L2(G). Furthermore, trG(A∗A) < ∞
if and only if there exists a κ ∈ L2(G) for which A = λκ ∈ B(L2(G)). If
we define κ˜(t) = κ¯(t−1), and if κk, µk ∈ L2(G), k = 1, . . . ,N, then the
operator A = ∑N1 λκ˜kλµk belongs to dom(trG). Furthermore, A takes the
form A = λκ for some continuous κ and trG(λκ) = κ(e).
Remark 3.2. The unimodularity of G is necessary for the trace prop-
erty of trG.
In order to bring the trace on LG up to the manifold, we will need
the following ideas. For any (complex) Hilbert space H define a free
Hilbert G-module as L2(G)⊗H. The action of G in L2(G)⊗H is de-
fined by G ∋ t 7→ ρt ⊗ 1. A general Hilbert G-module is a closed
G-invariant subspace in a free Hilbert G-module.
With the smooth action of G and invariant Riemannian density dp
on M, by fixing a Haar measure dt on G, we obtain a finite quotient
measure dx on X = M/G. With this, we may present the Hilbert
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G-module L2(M) in the form
L2(M, dp) ∼= L2(G, dt)⊗ L2(X, dx),
which makes it a free Hilbert G-module. It follows that we have a
decomposition of the von Neumann algebra of bounded invariant
operators
B(L2(M))G ∼= B(L2(G))G ⊗B(L2(X)) ∼= LG ⊗B(L
2(X)),
where we have made the identification LG ∼= B(L2(G))G . The von
Neumann algebra LG ⊂ B(L2(G)) possesses a unique trace trG as
we have mentioned in Prop. 3.1. In order to measure the invariant
subspaces of L2(M), we will need a trace on LG ⊗ B(L2(X)), which
can be constructed as follows. If (ψl)l∈N is an orthonormal basis for
L2(X), then we have the decomposition
(4) L2(M) ∼= L2(G)⊗ L2(X) ∼=
⊕
l∈N
L2(G)⊗ ψl.
Denoting by Pm the projection onto the mth summand, we obtain
a matrix representation of A ∈ B(L2(M)) with elements Alm :=
PlAPm ∈ B(L
2(G)). If A ∈ B(L2(M))G , then these matrix elements
are bounded, invariant operators in L2(G) and so there exist distri-
butions κlm on G so that A ∈ B(L2(M))G has a matrix representation
A ↔ [Alm]lm = [λκlm ]lm.
Definition 3.3. For positive A ∈ B(L2(M))G define
TrG(A) = ∑
l∈N
trG(All).
The functional TrG is a normal, faithful, and semifinite trace and is
independent of the basis (ψl)l used in its construction, cf. [29, §V.2].
Analogously to the classical case, define the G-Hilbert-Schmidt oper-
ators in terms of TrG by
dom1/2(TrG) = {A ∈ B(L
2(M))G | TrG(A
∗A) < ∞}
and define the G-trace-class by
dom(TrG) = {C =
N
∑
k=1
A∗kBk | Ak, Bk ∈ dom1/2(TrG)},
where N depends on C.
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3.2. Membership in dom1/2(TrG). In this section we prove Prop.
1.1 and apply it to obtain that for ǫ > 0, we have UL−n/2−ǫG (M) ⊂
dom1/2(TrG). We begin with a calculation taken verbatim from [21]
which we repeat for the convenience of the reader.
Lemma3.4. [21, Lemma 6.3] Let A ∈ B(L2(M))G with KA ∈ L2(M×MG ).
It follows that, in terms of the expression (3), we have
TrG(A
∗A) = ‖κ‖2L2(G×X×X) =
∫
M×M
G
dpdq
dt
|KA(p, q)|
2.
Proof. Let (ψk)k be an orthonormal basis for L2(X). In the decompo-
sition L2(M) ∼=
⊕
k L
2(G)⊗ψk, the invariant operator A has amatrix
representation A → [λκkl ]kl . In terms of this, we compute
TrG(A
∗A) = ∑
l
trG((A
∗A)ll) = ∑
l
trG
(
∑
k
(A∗)lkAkl
)
= ∑
l
trG
(
∑
k
A∗klAkl
)
= ∑
kl
trG(λ
∗
κkl
λκkl) = ∑
kl
‖κkl‖
2
L2(G)
by normality of trG.
Now, except on a set of measure zero we may take p = σ(x)t ↔
(t, x) and obtain a description of A as in (3)
(Au)(p) =
∫
M
dq KA(p, q)u(q)
=(Au)(t, x) =
∫
G×X
dsdy κ(s; x, y)u(st, y).
The distributional kernels κkl can be recovered from κ by projecting
into the summands in L2(M) ∼=
⊕
l(L
2(G)⊗ ψl),
κkl =
∫
X×X
dxdy κ( · ; x, y)ψl(y)ψ¯k(x).
Let us compute the norm of κ in L2(G × X × X). Since (ψk)k is an
orthonormal basis for L2(X), the set (ψ¯k ⊗ ψl)kl forms an orthonor-
mal basis for L2(X×X). By construction, κkl is equal the klth Fourier
coefficient of κ with respect to the decomposition L2(G × X × X) ∼=⊕
kl(L
2(G)⊗ ψk ⊗ ψl). Hence
∑
kl
‖κkl‖
2
L2(G) = ‖κ‖
2
L2(G×X×X),
which is the result. The last assertion, that ‖κ‖L2(G×X×X) = ‖KA‖M×M
G
,
follows from the definitions. 
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The previous lemma can be appliedwhen the image of an operator
is smooth enough.
Proposition 3.5. Let n = dimM. If s > n/2 and A ∈ B(L2(M))G has
im(A) ⊂ Hs(M), then KA ∈ L2(M×MG ).
Proof. Since A is defined on all of L2(M) and is into Hs(M), the
closed graph theorem implies that it is continuous. Since s > n/2,
the Sobolev lemma provides that im(A) ⊂ C0(M) and the existence
of a constant C such that
(5) sup
p∈M
|(Au)(p)| ≤ C‖Au‖Hs(M) ≤ C‖A‖L2→Hs ‖u‖L2 ,
uniformly for u ∈ L2(M). Fixing a p ∈ M, this estimate implies
that the Riesz representation theorem can be applied, providing a
function kp ∈ L2(M) so that for any u ∈ L2(M),
(Au)(p) = 〈kp, u〉L2 ,
and furthermore, supp∈M ‖kp‖L2 ≤ C‖A‖L2→Hs.
Now, KA is a Schwartz kernel, but since (Au)(p) =
∫
M KA(p, q)u(q)dq
and agrees with 〈kp, u〉 when u ∈ C∞c (M) we have kp = KA(p, · ) at
every p ∈ M.
Denoting the t-translate of p by pt,
‖kpt‖
2
L2 =
∫
M
dq |KA(pt, q)|
2 =
∫
M
dq |KA(p, qt
−1)|2
=
∫
M
dq |KA(p, q)|
2 = ‖kp‖
2
L2
by invariance of A and the measure. Denoting by x a representative
of p in M/G and by µ the quotient measure on X, the compactness
of X together with the bound on ‖kp‖L2 imply that∫
X
dµ(x) ‖kx‖
2
L2 ≤ µ(X)C
2‖A‖2L2→Hs .
But
∫
X dµ(x) ‖kx‖
2
L2
= ‖KA‖
2
L2(M×MG )
. 
Prop. 1.1 follows by concatenating the preceding assertions.
Corollary 3.6. Let A be a G-invariant operator in ULm(M) with m <
−n/2, dimM = n. It follows that TrG(A∗A) < ∞.
Proof. By Prop. 2.11, A : L2(M) → Hm(M) and so Prop. 1.1 applies.

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3.3. Anisotropic Sobolev embedding and the transversal dimen-
sion. The technique from the previous section answers a natural
question regarding restrictions and function space embeddings in
which the vertical and horizontal directions have different charac-
ter. The results of this section do not depend on the unimodularity
of G, but strengthen the results of the previous section when G is
unimodular. For applications, the reader is directed to [23].
For s ∈ R, denote by Hs,ǫ(M) the Hilbert space tensor product
Hs(G) ⊗ Hǫ(X) ⊂ L2(G) ⊗ L2(X). Choosing a section σ and in-
variant partition of unity (ϕk)k as above, the space Hs,0(M) can be
defined as the completion of C∞c (M) in the norm given by
‖u‖2Hs,0 =
∫
X
dx ‖u(·, x)‖2Hs(G).
Lemma 3.7. For 2s > dimG, it is true that Hs,0(M) is contained in the
space BW0(G, L2(X)) of bounded, weakly continuous functions from G to
L2(X) which vanish at infinity.
Proof. Observe that u ∈ Hs,0(M) implies that u is the kernel of a
Hilbert-Schmidt operator A : L2(X) → Hs(G):
(A f )(t) =
∫
X
dx u(t, x) f (x).
Since the Hilbert-Schmidt norm majorizes the operator norm, we
have ‖A‖L2(X)→Hs(G) ≤ ‖u‖Hs,0 . With 2s > dimG, the point eval-
uations G ∋ t 7→ (A f )|t are well-defined and so u gives rise to a
map G × L2(X) ∋ (t, f ) 7−→ (A f )(t) ∈ C. Now fix t ∈ G and note
that the Sobolev lemma gives
|(A f )(t)| ≤ sup
t′∈G
|(A f )(t′)| . ‖A f‖Hs(G)
≤ ‖A‖L2(X)→Hs(G)‖ f‖L2(X) ≤ ‖u‖Hs,0‖ f‖L2(X),
so, as before, we obtain the existence of an element vt ∈ L2(X) such
that (A f )(t) = 〈vt, f 〉L2(X) for f ∈ L
2(X) and ‖vt‖L2(X) ≤ ‖u‖Hs,0 .
Furthermore, vt = u(t, ·). Now, for each f ∈ L2(X), we have
〈vt − vt′ , f 〉L2(X) = |(A f )(t) − (A f )(t
′)| −→ 0
as t → t′ because the Sobolev lemma gives that A f is continuous,
thus G ∋ t 7−→ u(t, ·) ∈ L2(X) is weakly continuous. Vanishing at
infinity follows from Fubini. 
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Corollary 3.8. With 2s > dimG and ǫ > 0, suppose that a self-adjoint
projection P ∈ B(L2(M))G has L = im(P) ⊂ Hs(G) ⊗ Hǫ(X). It
follows that there exists a finite-dimensional subspace V ⊂ L2(X) such
that im(P) is included in the space of continuous functions from G to V.
Proof. A small variation on the proof of [23, Thm. 4.2] obtains im(P) →֒
BW0(G,V), but since the norm and weak topologies coincide on V,
the space BW0(G,V) consists of norm continuous functions. 
The preceding statement ties our discussion here to [23] and strength-
ens the result there. The minimal dimC V which we could call the
transversal dimension “dimX” of im(P) leads to a generalized Fred-
holm theory of its own.
4. THE G-TRACE CLASS OF INVARIANT OPERATORS
4.1. Invariant properly supported operators. Here we will define
the main object of study in this paper.
Definition 4.1. For the classes ULm(M), EULm(M), we indicate the
subclass of invariant elements of any of the above classes by includ-
ing a subscript G.
Remark 4.2. Since KA(p, q) = κ(st−1; x, y) = 0whenever distg(p, q) =
distg(σ(x)s, σ(y)t) exceeds a constant CA, properly supported in-
variant operators are integrations against distributions with compact
support in M×MG .
Aswe have chosen an invariant Riemannian structure g as in Lemma
2.2, its associated Laplace-Beltrami operator ∆g is invariant as well.
Thus ∆g ∈ EUL2G(M) and this affords us a refined version of Lemma
2.9:
Lemma 4.3. For any s ∈ R, there exists an invariant operator Λs ∈
EULsG(M).
Proof. Denoting by |ξ|g the length of ξ ∈ T∗M according to the Rie-
mannian structure g, the symbol a(ξ) = |ξ|s/2g is G-invariant since g
is and the corresponding operator Λs belongs to EULs(M). Since g is
a polynomial in the components of ξ, it follows that Λs is a classical
operator. Local operators associated to a can be patched together as
in [26, Thm. 5.1]. 
Remark 4.4. As in Lemma 2.9, we may construct nonnegative and
positive operators in the same class.
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4.2. Connes-Moscovici averaging. The article [5] contains an aver-
aging technique by which, given an ordinary compactly supported
pseudodifferential operator, one obtains a G-invariant one. This will
be the bridge between the general uniform classes and the invariant
objects that our von Neumann algebraic formalism can handle. We
will describe this technique here and give some consequences.
If A is a pseudodifferential operator with compact support, then
for each u ∈ C∞c (M), the average
Av(A)u =
∫
G
dt ρtAρt−1 u
makes sense, defining a smooth function on M, as it only involves
integration over a compact subset of G. By this method, properly
supported G-invariant pseudodifferential operators can be obtained
from compactly supported ones.
An important application of the averaging method for us is the
invariant version of Prop. 2.10:
Proposition 4.5. If A ∈ EULmG(M), then there exists an operator B ∈
EUL−mG (M) such that
(6) BA = 1− R1, AB = 1− R2, with R1, R2 ∈ UL
−∞
G (M).
Proof. We begin with the ordinary properly supported parametrix,
the existence of which is given by Prop. 2.10 and apply [5, Prop.
1.3]. This depends on the existence of a cutoff function for M; see
[5, p295]. With the bundle map π, our invariant partition of unity
(ϕk)
N
1 , a piecewise smooth section σ : X → M, and a cutoff function
ψ on G, define tk,p ∈ G so that p = σ(π(p))tk,p holds in the sup-
port of ϕk. Then the function f (p) = ∑ ϕk(p)ψ(tk,p) possesses the
required properties. 
Connes and Moscovici give a version of Prop. 2.12.
Proposition 4.6. With m ≥ 1, consider A ∈ EULmG(M) as an operator in
L2(M) with dense domain C∞c (M). It follows that the domain of the closure
of A coincides with the subspace of all u ∈ L2(M) for which Au ∈ L2(M),
in the distributional sense.
Proof. The regularization procedure from the proof of [3, Prop. 3.1]
works here as the main ingredient is the invariant parametrix from
Prop. 4.5. The exhaustion method from the proof of [5, Lemma 3.1]
remains valid using the cutoff functions again from Prop. 4.5. 
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Remark 4.7. Prop. 4.6 allows us to reinterpret the formal adjoint A∗
of an operator A satisfying its hypotheses as theHilbert space adjoint
as well. Also, from now on we will always consider the L2-closures
of pseudodifferential operators by convention.
Proposition 4.8. Let A ∈ EULmG(M). It follows that dimG ker(A) < ∞.
Proof. Let B ∈ EUL−mG (M) be a parametrix for A. With R1 = 1−
BA ∈ UL−∞G (M), we see that u ∈ ker(A) satisfies R1u = u; thus
ker(A) ⊂ im(R1) ⊂ H∞(M). Since A is closed, there is an invariant,
self-adjoint projection P onto ker(A), so we have im(P) ⊂ H∞(M).
But TrG(P) = TrG(P∗P) < ∞ by Prop. 1.1. 
Since taking the adjoint of an operator preserves proper support
and ellipticity, we could follow Connes and Moscovici at this point
and go on to define the G-index of operators in EULmG(M). This is
the index claim, Cor. 1.2 from the introduction.
We here provide a weaker sufficient condition for membership in
dom(TrG) than used in the proof of Prop. 4.8.
Proposition 4.9. For r ∈ R, suppose that A ∈ ULmG(M) for m < −n. It
follows that A is a G-trace-class operator.
Proof. Take m < −n, let Λ = Λ−m/2 ∈ EUL
−m/2
G (M) be the operator
constructed in Lemma 4.3 and let B ∈ EULm/2G (M) be Λ’s parametrix
so that BΛ = 1− R with R ∈ UL−∞G (M). Multiplying this equation
through by A we get
A = BΛA+ RA.
Since ΛA, B ∈ ULm/2G (M), we have ΛA, B ∈ dom1/2(TrG) by Cor.
3.6 which also implies that A, R ∈ dom1/2(TrG). 
5. EXISTENCE THEORY FOR PSEUDODIFFERENTIAL EQUATIONS
5.1. The G-Fredholm property. In this section we will give an ap-
plication of our G-trace result to solving problems in L2 involving
invariant operators on G-bundles. See [27, §§1,2] and [21, §3] for
much finer results on G-morphisms and the G-Fredholm property.
Definition 5.1. LetH1,H2 beHilbert spaces onwhich G acts strongly
continuously and unitarily. A closed, densely defined, G-invariant
operator A : H1 → H2 is said to be G-Fredholm if dimG ker(A) < ∞
and if there exists a closed, invariant subspace Q ⊂ im(A) so that
dimG(H2 ⊖Q) < ∞.
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Proposition 5.2. Let m ≥ 1 and assume that A ∈ EULmG(M) is self-
adjoint. It follows that A is G-Fredholm.
Proof. The property that dimG ker(A) < ∞ is given by Prop. 4.8. For
the second, we will form the space Q as a spectral subspace of A. To
that end, let A =
∫ ∞
−∞ λdEλ be the spectral resolution of A and put
Pδ =
∫ δ
−δ dEλ for δ ≥ 0. Now, Prop. 2.12 gives that the domain of
A, as an operator in L2, is precisely Hm(M). Further, A preserves
im(Pδ) ⊂ dom(A) = Hm(M), thus Aku ∈ Hm(M) for u ∈ im(Pδ)
as well. But then Prop. 2.11 implies that im(Pδ) ⊂ H∞(M). Now
continue as in the proof of Prop. 4.8 and take Q = im(Pδ)⊥. 
Remark 5.3. The operator A, when restricted to Q = im(P)⊥, has a
bounded inverse in L2. In symbols, ‖A−1|Q‖L2→L2 < ∞. The elliptic
estimate then implies that solutions on this subspace gain m degrees
on the Sobolev scale.
5.2. Example. L. Hörmander showed in [9] that if the iterated com-
mutators of a collection of vector fields generate the tangent space,
then a quadratic form constructed with them satisfies a subelliptic
estimate. There is a version of this assertion with a simpler proof, as
follows.
Proposition 5.4. [7, Thm. 5.4.7] Suppose X1, . . . ,Xm are complex vector
fields on the real manifold M such that each X¯j is a linear combination of the
Xj. Suppose also that the iterated brackets Xj, [Xj1 ,Xj2 ], [Xj1 , [Xj2 ,Xj3 ]], . . .
of order ≤ p span all vector fields on M. Then if V is a relatively compact
subdomain of M,
(7) ‖u‖221−p .
m
∑
1
‖Xju‖
2
L2 + ‖u‖
2
L2
uniformly for all smooth functions u supported in V.
Take M = G, with G a unimodular Lie group with a chosen Haar
measure and with (Xj)j right-invariant vector fields on G satisfying
the hypotheses above. Define the (positive) Hermitian form
Q(u, v) =
m
∑
1
〈Xju,Xjv〉L2 + 〈u, v〉L2 .
Noting that the Hilbert space adjoint of an invariant vector field X
with respect to L2(G) is given by X∗ = −X, the Hermitian form Q is
associated to the operator A = −∑m1 X
2
j + 1. Clearly A is formally
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self-adjoint and invariant, and though A is not elliptic, it is true that
A is essentially self-adjoint, [6, §3]. The estimate (7) expresses the
fact that Q gains Sobolev degree, so the techniques of [10] and [21]
provide that A is G-Fredholm.
One could concoct richer examples by noting that a cocompact,
normal Lie subgroup N ⊂ G gives rise to a fibration N → G → X
on which our formalism is applicable. Homogeneous spaces are the
subject of [5].
For classes of pseudodifferential operators related to A above, the
reader is directed to [30, Ch. XV].
5.3. The generalized Paley–Wiener theorem of Arnal–Ludwig. Us-
ing the G-Fredholm property to derive existence results relies on the
following easy fact.
Lemma 5.5. Let L be a Hilbert G-module and let L1, L2 ⊂ L be Hilbert
submodules such that dimG L1 > dimG(L⊖ L2). It follows that dimG L1∩
L2 ≥ dimG L1 − dimG(L⊖ L2). In particular, L1 ∩ L2 6= {0}.
Thus, once it has been established that an operator has a good in-
verse on the complement Q of a subspace of finite G-dimension (like
Q = im(Pδ)⊥ above), it only remains to understand how large sub-
spaces can come about.
Here we will describe one method in [22, §3] for determining that
a closed, invariant subspace of L2(M) have infinite G-dimension. It
is based on a generalized Paley–Wiener theorem of [2], which reads
Proposition 5.6. [2, Thm. 1.3] Let G be a locally compact, unimodular
group with Haar measure m, containing a closed, noncompact, connected
subset. Let f be in L2(G,m) such that m(supp( f )) < m(G) and such
that there exists κ ∈ L2(G,m) with λκ f = f . Then f = 0 m-a.e.
We immediately can apply this fact to our case.
Corollary 5.7. If a closed, right-invariant subspace L ⊂ L2(G) contains a
nonzero function with compact support, then dimG L = ∞.
Proof. Let f be such a function. The projection P = λκ onto L then
satisfies P f = λκ f = f , implying dimG L = ‖κ‖2L2(G) = ∞. 
On the G-bundleM, we have a global translation by elements of G,
thus we may define 〈 f 〉 to be the smallest closed, invariant subspace
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of L2(M) containing f . In symbols,
〈 f 〉 =
{
N
∑
k=1
αk ρtk f | αk ∈ C, tk ∈ G, N < ∞
}
,
where the closure is in L2(M). If f ∈ L2(M) has compact support,
Cor. 5.7 extends to yield dimG〈 f 〉 = ∞:
Corollary 5.8. [22, Cor. 2.3] Let G → M → X be a principal G-bundle
with G a unimodular Lie group. If 0 6= f ∈ L2(M) has compact support,
then dimG〈 f 〉 = ∞.
It follows that if A is a G-Fredholm operator and f ∈ L2(M) with
compact support, then Au = g has good L2 solutions for g ∈ 〈 f 〉
orthogonal to a finite-G-dimensional subspace of 〈 f 〉. The question
remaining is whether any of the solutions is interesting. For exam-
ple, it easy to see that f ∈ C∞c (R) generates 〈 f 〉 = L
2(R). In order
to say anything useful about solving differential equations, we will
need to construct subspaces of 〈 f 〉 consisting of smooth functions.
Proposition 5.9. [22, §3] If f ∈ C∞c (M), then there exist closed, invariant
subspaces 〈 f 〉δ ⊂ 〈 f 〉, δ > 0, such that
(1) 〈 f 〉δ ⊂ Hs(M) for all s ∈ R,
(2) dimG〈 f 〉δ → ∞ as δ → 0+,
(3) For any δ > 0, the elements g of 〈 f 〉δ are of the form g = ρκ f with
κ ∈ C∞ ∩ L2(G).
Proof. First consider the case in which M = G and define 〈 f 〉δ as
follows. Let ρ f = U|ρ f | be the polar decomposition of ρ f and write
the spectral decompositon |ρ f | =
∫ C
0 λdEλ. Further, for δ ∈ [0,C] ∪
{0+}, put Pδ =
∫ C
δ dEλ and define
(8) 〈 f 〉δ = {ρκ f | κ ∈ im(Pδ)}.
For any δ > 0, ρ f is boundedly invertible on im(Pδ) so the compo-
sition κ 7→ ρ f κ 7→ ρκ f is a (reversing) G-isomorphism from im(Pδ)
to 〈 f 〉δ. In particular, the spaces have identical G-dimensions. By
the normality of trG and the fact that the Pδ are a spectral family, we
need only establish that trG(P0+) = ∞ in order to establish property
(2). But U im(P0+) = im(ρ f ) which contains f , which has compact
support, so Cor. 5.8 gives the result. Observing that for δ > 0 we
have im(Pδ) ⊂ im(ρ f˜ ρ f ) ⊂ C
∞(G), we obtain the third claim. The
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first follows from this and Young’s inequality. The case for a princi-
ple bundle M is derived from the previous observations by applying
them to a nonzero Fourier coefficient of f ∈ C∞c (M) in the decom-
position (4). Thus we obtain a family of kernels κ ∈ im(Pδ) as before
and we define 〈 f 〉δ as in Eq. (8). 
Remark 5.10. In [22, §2.2] it is also shown that a closed, invariant
subspace L ⊂ L2(M) containing an element f such that esssup | f | =
∞ but esssup {‖ f (·, x)‖L2(G) | x ∈ X} < ∞ also has dimG L = ∞.
5.4. Proof of the main theorem. We have now all the ideas needed
to derive our principal result. Prop. 5.2 gives that A is G-Fredholm.
Prop. 5.9 provides that for δ > 0 sufficiently small, the spectral pro-
jection Pδ of A satisfies im(Pδ)⊥ ∩ 〈 f 〉δ 6= {0}. The regularity re-
sults follow from the elliptic estimate Prop. 2.11. By Prop. 4.5, we
have an invariant parametrix B such that AB f = ( 1 − R2) f . Now
L = { f | f = R2 f} is L2-closed in im(R2) ⊂ H∞(M) and thus
dimG L < ∞ and so cannot contain any element with compact sup-
port. But ker(B) ⊂ L so it must not either. 
Remark 5.11. Wepoint out that in general, the parametrix solution to
Au = f with f ∈ C∞c (M) might give B f = u = 0 and the error term
R2 f precisely f . But the solution constructed here cannot exhibit this
behavior, as the last statement of the main theorem provides.
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