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1. Introduction
Consider the Sturm–Liouville problem
y′′ + [λ2 + µ− q (x)] y = 0 (1.1)
with the boundary conditions
y (0) = 0, (1.2)
ay′ (pi, λ)+ λy (pi, λ) = 0, (1.3)
where q (x) is real and integrable on [0, pi ], µ and a 6= 0 are real parameters.
Let λo (q, a) < λ1 (q, a) < · · · → ∞ be the eigenvalues of (1.1)–(1.3) and 0 < xn1 < · · · < xnj < pi , j = 1, 2, . . . n − 1,
be nodal points of the nth eigenfunction.
We denote
X(q, a) = {xnj |j = 1, 2, . . . n− 1, n = 2, 3, . . .}
and the nodal space as
NS[0, pi] = {X(q, a)|a ∈ R, q ∈ L1 [0, pi ]} .
In Hochstadt’s paper [2], it is sought a solution of (1.1) in the form
y =
∞∑
k=0
yk,
y0 = sin λx,
yk+1 =
∫ x
0
sin λ (x− t)
λ
[q(t)− µ] yk(t).
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By this induction, we see that
y = sin λx+
∫ x
0
sin λ (x− t)
λ
(q− µ) sin λtdt + o
(
1
λ2
)
, (1.4)
y′ = λ cos λx+
∫ x
0
cos λ (x− t) (q− µ) sin λtdt + o
(
1
λ
)
(1.5)
so that
ω(λn) = ay′ (pi, λ)+ λy (pi, λ) = λ (a cos λpi + sin λpi)+ a sin λpi − cos λpi2
∫ pi
0
(q− µ) dt + o(1).
From the above we get [2]
λn = n+ λo + 12pin
∫ pi
0
(q− µ) dt + o
(
1
n
)
, (1.6)
where tan λopi = −a and |λopi | < pi2 .
2. Main results
In this section, we give some uniqueness theorems and their proofs. We mention that these results are given for the
classical Sturm–Liouville problem by Yang [1].
Lemma 2.1. The following inequality is valid(
j− 1
2
)
pi < λnxnj <
(
j+ 1
2
)
pi. (2.1)
Proof. From (1.4), we know
y
((
j− 12
)
pi
λn
)
= sin
(
j− 1
2
)
pi + o
(
1
n
)
= (−1)j+1 ,
y
((
j− 32
)
pi
λn
)
= sin
(
j+ 1
2
)
pi + o
(
1
n
)
= (−1)j .
Hence, y
((
j− 12
)
pi/λn
)
and y
((
j+ 12
)
pi/λn
)
have different signs. There exists at least one zero of y on the interval((
j+ 12
)
pi/λn,
(
j− 12
)
pi/λn
)
for large n. On the other hand, y has n− 1 zeros in (0, pi). This implies (2.1). 
Lemma 2.2. Let xnj = xnj (q, a). Then
λnxnj = jpi +
1
2λn
∫ xnj
0
[q(t)− µ] dt + o
(
1
n
)
. (2.2)
Proof. Since xnj are zeros of y,
y(xnj ) = sin λnxnj +
∫ xnj
0
sin λn
(
xnj − t
)
λn
[q(t)− µ] sin λntdt + o
(
1
λ2n
)
= 0,
sin λnxnj +
sin λnxnj
λn
∫ xnj
0
cos λnt [q(t)− µ] sin λntdt −
cos λnxnj
λn
∫ xnj
0
sin2 λnt [q(t)− µ] dt + o
(
1
λ2n
)
= 0,
tan λnxnj =
1
λn
∫ xnj
0
1− cos 2λnt
2
[q(t)− µ] sin λntdt −
tan λnxnj
λn
∫ xnj
0
cos λnt [q(t)− µ] sin λntdt + o
(
1
λ2n
)
.
From Lemma 2.1 and the Taylor expansion for the Tan function, it is obtained that
λnxnj = jpi +
1
2λn
∫ xnj
0
[q(t)− µ] dt + o
(
1
n
)
. 
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Lemma 2.3 ([1]).
lim
j/n→x,j/n6=x n = ∞. (2.3)
Theorem 2.1. The potential q− 1
pi
∫ pi
0 q(y)dy and a are uniquely determined by any dense subset of the nodes in [0, pi ] .
Proof. We assume that a, a˜ are real numbers and q, q˜ ∈ L1 [0, pi ]. Let
A =
{
jk
nk
∣∣∣∣ k = 1, 2, . . .} ⊂ { jn
∣∣∣∣ j = 1, 2, . . . n− 1, n = 2, 3, . . .}
that
−
A = [0, pi ] and for jn ∈ A, xnj (q, a) = x˜nj (q˜, a˜). We use the symbols λ˜, y˜ and so on when we replace q, a by q˜, a˜. From
(1.1), we have[
y′(x)y˜(x)− y˜′(x)y(x)]′ = (q− q˜+ λ2n ˜−λ2n) yy˜. (2.4)
Integrating (2.4) from xnj to pi for j/n→ 0, we obtain(
λ
a
− λ˜
a˜
)
yn(pi)y˜n(pi) =
∫ pi
xnj
(
q− q˜− λ2n ˜+λ2n
)
yy˜dx.
From the asymptotic forms of y and y˜, we can obtain that
∣∣y(pi, λn)y˜(pi, λn)∣∣ is bounded away from zero. Finally, if we take
a sequence xnj accumulating at pi , the right-hand side tends to zero. Then, a = a˜. Integrating (2.4) from 0 to xnj (j/n ∈ A), we
obtain∫ xnj
0
[
q− q˜+ 1
pi
∫ pi
0
q˜(x)dx− 1
pi
∫ pi
0
q(x)dx+ o(1)
]
sin2 nxdx = 0.
Hence, from the Riemann–Lebesgue theorem, we yield∫ x
0
[
q− q˜+ 1
pi
∫ pi
0
q˜(x)dx− 1
pi
∫ pi
0
q(x)dx
]
dx =
∫ x
0
[
q− q˜] cos 2nxdx = 0.
Therefore,
q− 1
pi
∫ pi
0
q(x)dx = q˜− 1
pi
∫ pi
0
q˜(x)dx almost everywhere on [0, pi ] . 
Lemma 2.4.
lim
j/n→x,j/n6=x
(
(n+ λ0) xnj − jpi
)
n = 1
2
∫ x
0
[q(t)− µ] dt − x
[
1
2
∫ pi
0
[q(t)− µ] dt
]
.
Proof. From Lemma 2.3 we know
lim
j/n→x,j/n6=x n = ∞. (2.5)
From (1.6)
λn
n
= 1+ λ0
n
+ 1
2pin2
∫ pi
0
[q(t)− µ] dt + O
(
1
n2
)
,
lim
n→∞
λn
n
= 1, (2.6)
and
(λn − λ0 − n) n = 12pi
∫ pi
0
[q(t)− µ] dt + O
(
1
n
)
.
Then,
lim
j/n→x,j/n6=x (λn − λ0 − n) n =
1
2pi
∫ pi
0
[q(t)− µ] dt. (2.7)
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Combining the limits (2.5), (2.6) and Lemma 2.2, we have
lim
j/n→x,j/n6=x x
n
j = x. (2.8)
Again from Lemma 2.2,
lim
j/n→x,j/n6=x
(
λnxnj − jpi
)
n = 1
2pi
∫ x
0
[q(t)− µ] dt. (2.9)
Then, considering (2.9) with (2.7), we finally obtain
lim
j/n→x,j/n6=x
(
(n+ λ0) xnj − jpi
)
n = lim
j/n→x,j/n6=x
(
λnxnj − jpi + (n+ λ0 − λn) xnj
)
n
= 1
2
∫ x
0
[q(t)− µ] dt − x
[
1
2
∫ pi
0
[q(t)− µ] dt
]
. 
Theorem 2.2. Let X = {xnj |j = 1, 2, . . . , n− 1; n = 2, 3, . . .} ∈ NS [0, pi ]. Then,
(I) The following limit exists
lim
j/n→x,j/n6=x
(
(n+ λ0) xnj − jpi
)
n, (2.10)
for all x ∈ [0, pi ]. We denote the limit g(x), x ∈ [0, pi ]. Then g(x) is absolutely continuous and dg(x)dx exists almost everywhere.
(II) If we take
q(x) = 2dg(x)
dx
,
then X(q, a) = X and ∫ pi0 q(t)dt = 0.
Proof. For any X ∈ NS [0, pi ], from the definition there exists q ∈ L1 [0, pi ] such that X = X (q, a). By using Lemma 2.4, we
know that the limit (2.10) exists. Again from Lemma 2.4, we know that
g(x) = 1
2pi
∫ x
0
[q(t)− µ] dt − x
[
1
2pi
∫ pi
0
[q(t)− µ] dt
]
.
If we derive both sides of the last equation, obtaining
g
′
(x) = 1
2
[
q(x)− 1
2pi
∫ pi
0
[q(t)] dt
]
on [0, pi ] ,
then ∫ pi
0
[q(t)] dt = 0.
This completes the proof. 
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