Abstract: Robotic grasping and manipulation require controlling the gripper movement through different points in its work volume, necessitating inverse kinematics computations to determine joint angles. In the present work, a novel methodology, based on a radial basis function neural network, has been proposed for the inverse kinematics solution and a genetic algorithm-based approach for optimising the neural network parameters. Instead of taking the entire work volume of the hand for neural network training, a subspace of points is created in close vicinity of the given destination point. The joint variables corresponding to a destination point are obtained using a random walk algorithm that uses the forward kinematics model of the hand. Then, the subspace of points and the corresponding joint variables obtained above are used to train the neural network. This approach can provide an approximate yet fairly quick and effective solution to the inverse kinematics problem of multi-finger robot hands.
Introduction and background
Several multi-finger robot grippers have been developed for different grasping and manipulation tasks. They include the Hanafusa Asada Hand, the Robonaut hand, the Honda Humanoid Robot Hand, the Salisbury hand, the Karlsrhue Hand, the Barret hand, the DLR hand, the GIFU hand, Ca.U.M.Ha hand, the Shadow hand and others (Hanafusa and Asada, 1977; Hirai et al., 1998; Lovchik and Diftler, 1999; Bicchi, 2000; Townsend, 2000; Figliolini and Rea, 2007; Shadow Robot Company, 2008; Deb and Deb, 2010) having degrees of freedom varying from 9 to 24. They have employed various actuation mechanisms, such as kinematic linkages, tendons, gears, etc. for opening and closing the fingers to accomplish grasping of objects of various shapes. The grippers have been designed and analysed for grasp stability, as well as dexterity, based on various criteria (Mishra and Silver, 1989; Al-Gallaf et al., 1993; Martell and Gini, 2007) .
Another related important area of research had been the closure of an object, which dates back to the work of Realeaux (1876) . Form closure is a geometric concept that expresses an idea of immobilising an object by putting constraints against its motion, in the form of point contacts, at specific locations of the object. Realeaux's idea was limited to 2D objects, and its conclusion was that a minimum of four point contacts is required for immobilising an object. Realeaux's method did not consider the amount of force required. Dizioglu and Lakshiminarayana (1984) took this concept one step further, and proposed at least seven points of contact for 3D objects. Mishra et al. (1987) devised a proper mathematical background for force closure, considering point contacts. Point contacts may be with or without friction. An altogether different approach has been developed by Mirtich and Canny (1994) , for grasping objects in 2D or 3D. Using realistic models, they have shown that two fingers can grasp any 2D object, and three fingers can grasp any 3D object. It can be concluded, from the works done by Markenscoff and Yapadimitriou (1987) and Nguyen (1986) , that a robot hand having three fingers, with friction at the tips, can stably grip an object.
Robotic grasping and manipulation requires controlling the movement of the gripper, through different points, in its work volume. Inverse kinematics computations are necessary in order to determine the joint angles in the gripper. The complexity involved in finding the inverse kinematics solution increases, as the number of joints in case of multi-finger hands increases. In order to deal with the complexity in solving the inverse kinematics equations, various approaches based on application of artificial intelligence (AI) techniques have been developed by researchers. Khwaja et al. (1998) reported the use of genetic algorithm for finding out the inverse kinematics of any arbitrary robotic manipulator. They formulated the inverse kinematics problem as a multi-objective optimisation problem, and proposed a solution using a predator function, for fast convergence. As per their claim, premature convergence cannot be avoided in this method, and also the method cannot be applied in real time. Parker et al. (1989) have used genetic algorithm with a multi-objective fitness function to find out the inverse kinematics of any redundant robotic system. Ramirez and Rubiano (2011) have reported on compensating the error in the analytical equation of the inverse kinematics, using genetic algorithm. According to them, the error shows up at the boundary of the workspace. Tabandeh et al. (2006) have reported the use of adaptive niching and filtering techniques along with conventional genetic algorithm, to find out all the multiple solutions, of an inverse kinematics problem. They reported the success of the algorithm, when applied to a PUMA560 robot. Chao (2013) has reported the use of real-coded genetic algorithm for finding out the inverse kinematics of 3 degrees of freedom (DOF) planer robot. Kim and Lee (1993) have reported the use of fuzzy logic in the inverse kinematics of a redundant manipulator. For a redundant manipulator the Jacobian matrix is not square. So a pseudo-inverse can be found for mapping the Cartesian space to the joint space. But the calculations related to the pseudo-inverse are time consuming. The researchers reported the use of a fuzzy logic-based rule table to bypass the computational complexity, so that the mapping from Cartesian space to joint space can be done in real time. Xu and Nechyba (1993) also reported the same thing in their paper. Fuzzy logic has also been used to develop the controller, used to optimise the finger force distribution around the object (Glossas and Aspragathos, 2001; Rovetta and Wen, 1991; Boughdiri et al., 2013) . Dash et al. (2011) have reported the comparative study of the use of multi-layer perceptron neural network (MLPNN) and polynomial processor neural network (PPNN), and concluded that use of neural network is better than the closed form solution of the inverse kinematics problems. Feng et al. (2012) worked on a concept of gathering additional points around the destination point using the idea of electromagnetic attraction, and then training a neural network for inverse kinematics. Rezzoug and Gorce (2006) used neural network-based reinforcement learning to find out the hand position, orientation and finger posture for a multi-finger robotic hand. In their case, the finger contact locations are defined in the object reference frame. The problem was to learn the hand position and orientation in the hand reference frame, and finger postures. Al-Gallaf (2006) used a Neural Inverse Kinematics approach, for optimal task force distribution in multi-finger robotic hand. Al-Gallaf (2004) further used neuro-fuzzy algorithm for mapping the object displacement during grasping, to hand joint positions and displacements. These works clearly demonstrated the usefulness of the AI techniques, in solving the robot inverse kinematics problem.
In the present work, a random walk algorithm has been developed for the inverse kinematics problem. The random walk algorithm uses the forward kinematics model, which is easier to formulate. Although the algorithm converges very quickly, it gives suboptimal solution. The algorithm does not generate a general mapping function between the input and the output. The algorithm has to be run every time, for obtaining the joint variables, for every destination point within the work volume. To overcome these limitations, a neural network-based approach has been developed for finding the inverse kinematics solution of a robotic hand. The neural network can generate the mapping function between the input and the output. The mapping function remains valid for a large portion of the work volume. The proposed approach has been demonstrated with the help of a modified, three finger and Hanafusa Asada robotic hand. The original Hanafusa Asada hand has three fingers, each having two revolute joints at the interphalangeal regions, and one revolute joint at the wrist, as shown in Figure 1 . Thus, this hand has 7 DOFs. But the proposed hand has four revolute joints per finger, as shown in Figure 2 . Thus, the modified hand has 12 DOFs. The inverse kinematics equations for a finger, form a set of six linear equations, with four transcendental variables. From this set of equations, the joint variables corresponding to a point in space can be found out. But the procedure of computing the solution is complex. To avoid the computational complexity, a neural network-based approach has been used. The parameters for setting up the network are not known a priori. Genetic algorithm has been used to set optimised values for the parameters. In the present problem, the input data corresponds to predefined Cartesian coordinate points in space, and the output data corresponds to the joint space variables of the robot hand. 
Proposed methodology of finding inverse kinematics solution
During grasping and manipulation, a robot gripper must be controlled to move continuously through different points in its work volume, before reaching the required destination point. This necessitates inverse kinematics computations, in order to determine the joint angles, i.e., continuous mapping of the end-effector tip coordinates in the Cartesian space (that forms the input space) into the joint variable space (that forms the output space). Further, the complexity involved in finding the inverse kinematics solution of a multi-finger robot hand increases with increasing number of joints. Keeping the above in mind, we have proposed random walk algorithm for solving the inverse kinematics of the robot hand. The algorithm starts with a known initial position of the end-effector, and iterates with the motor rotation directions, until it reaches a point close enough to the destination point (depending on the specified goal value). Initially, the algorithm is given the same value of rotation for all the joint variables. The magnitude of rotation for each joint variable goes on decreasing as the number of iterations increases. The working of the algorithm is illustrated in Figure 3 . The algorithm quickly reaches the vicinity of the destination point, but it is very difficult for this algorithm to reach to the actual destination point as it is a random walk. The forward kinematics model in the random walk algorithm then generates a subspace of points in close vicinity of the destination point within the work volume. The proposed algorithm has some advantages as well as limitations, the limitation being that it has to be run individually for every destination point, and it cannot generate a mapping function between the input and the output. So we have developed a neural network-based methodology of solving the inverse kinematics in conjunction with the random walk algorithm. The advantage of this proposal is that the neural network generates a mapping function, which is valid for a portion of the work volume. This saves computational time, when finding out joint variables corresponding to a new destination point. When the mapping function fails, we can remap the input and output, using the random walk algorithm and the neural network. For creating the training dataset, although the entire work volume of the robot can be considered as the input space, it may, however, bring in lot of noise in the input data because of its sheer size, and thus it may lead to increasing the complexity of the neural network architecture. Creating a subspace of points in close vicinity of the destination point, and then using this subspace to train the neural network, can provide a better approach. This is likely to reduce the noise in input data, and make the process of building and optimisation of the neural network architecture faster and simpler. A radial basis function neural network (F(x, ϕ, w)) has been proposed by us in this paper, to solve the inverse kinematics problem that can generate a mapping function between the input and the output. A Gaussian function has been used as the radial basis function (ϕ). The neural network has been posed as a least square problem (NRMSE) and singular value decomposition (SVD) method has been used to solve it (de Lacerda, 2003; Li et al., 2007; Baker, 2005; Haykin, 2010) . A K-means cluster algorithm has been used to randomly initialise the training parameters (centres c i , and spreads r i of each hidden neuron). The tuning parameter (number of hidden neurons) is generally randomly assigned. The pseudo-code of the algorithm is as follows:
A genetic algorithm (GA)-based approach has been proposed in this paper to optimise the neural network (both the training and tuning parameters). The fitness function has been chosen inversely proportional to the closeness of the new points to the destination point obtained from the random walk algorithm. The parameters of the Genetic Algorithm were set as follows: maximum number of iterations at 300, population size at 100, crossover probability at 0.8 and mutation probability at 0.02. These values were arrived at after analysing the response of the fitness function upon varying the different parameters of GA. Figure 4 shows the convergence of the GA with the generations. The template crossover and mutation have been used. Each chromosome in GA contains information regarding the centre, the spread and the number of hidden units. Based on this information, a neural network model is built. The neural network is trained in batch mode using a training set of input and output data and then it is validated using cross-validation technique and finally tested by feeding a set of unknown data. Competition among the contesting chromosomes ultimately gives the best neural network model which can perform a good mapping between the input and the output.
The training dataset for the neural network (i.e., the set of the end-effector tip coordinates representing the destination points and the corresponding joint variables) was created, using a forward kinematics model in the random walk algorithm, explained in the next paragraph.
The forward kinematics model that has been developed is shown in Figure 5 .
The parameters for the model are the lengths of the links of each finger, range of angular rotations possible for each finger and angular rotation at each joint. The random walk algorithm takes in destination coordinates as the input, and it generates joint variables as output. It may be mentioned that the links of each finger are assumed to be rigid, and the nature of contact between the finger and the object is point contact.
The D-H parameters table for each finger is shown in Table 1 . 
The final transformation matrix for the first finger is as follows:
The same form of transformation matrix has been developed for the other two fingers.
The above forward kinematics model has been implemented using MATLAB. 
Illustrative example: results and discussions
A 3D destination or target point T (4.1844, 10.15138, -0.64204) has been set for the first finger of the three finger hand, to illustrate our proposed methodology for finding the inverse kinematics solution. The finger moves near the target point from the home position, using the random walk algorithm, stated earlier. In total, 400 more points are generated around the target point, by randomly changing the joint variables, within a scope of 0 10 , using the forward kinematics model. A sample of the normalised values of joint variables of the finger, and the corresponding normalised Cartesian coordinate points around the destination point, obtained from forward kinematics model in the random walk algorithm, are shown in Tables 2 and 3, respectively. Next, these data have been used to train the neural network. After optimisation by Genetic Algorithm, The optimised ANN has 13 hidden neurons. When the target point data are given to the neural network, it gives the following joint variable values The joint variables, when fed to the forward kinematics model, gives an output of (4.1825, 10.1744, -0.63949) which is, for all practical purposes, fairly close to the given target point. Thus the above method can provide a fairly effective and approximate inverse kinematics solution. It can be used for any number of joint variables. It effectively merges the power of a random search with neural network-based learning, and fairly simple to implement. A number of simulation experiments have been conducted to evaluate the performance of our proposed neural network-based methodology. Tables 4 and 5 show some results. The 'actual output' in Table 4 corresponds to the outputs from the random walk algorithm, which generates random coordinate points around the destination points. The 'calculated points' in Table 5 , corresponds to the outputs generated by the ANN algorithm. When compared, Tables 4 and 5 show that the outputs of the ANN-based algorithm is very close to the outputs from the random walk algorithm. 
Conclusions
The complexity involved in finding the inverse kinematics solution of a multi-finger robot hand increases with increasing number of joints. In the present work, a methodology based on random search and application of a radial basis function neural network has been proposed for finding the inverse kinematics solution. Further, a genetic algorithm-based approach has been developed for optimising the parameters of the neural network. They have been implemented using MATLAB. Instead of taking the entire work volume of the robot hand for training the neural network, a subspace of points is created in close vicinity of the given destination point. In the next step, the joint variables corresponding to the above points are obtained using a forward kinematics model of the hand. Then, the subspace of points and the corresponding joint variables, as obtained above, are used to train the neural network. An illustrative example has been presented to demonstrate the application of the above methodology. It is anticipated that the proposed random search and neural network-based approach can provide an approximate yet fairly quick and effective solution for the inverse kinematics problem of multi-finger robot hands.
