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Abstract—Orthogonal frequency division multiplexing
(OFDM) with index modulation (OFDM-IM) appears as a
promising multi-carrier waveform candidate for beyond 5G
due to its attractive advantages such as operational flexibility
and ease of implementation. However, OFDM-IM may not
be a proper choice for 5G services such as enhanced mobile
broadband (eMBB) since achieving high data rates is challenging
because of its null subcarriers. One solution to enhance the
spectral efficiency of OFDM-IM is the employment of multiple
distinguishable constellations (modes) by also exploiting its
null subcarriers for data transmission. This paper proposes
a novel IM technique called super-mode OFDM-IM (SuM-
OFDM-IM), where mode activation patterns (MAPs) and
subcarrier activation patterns (SAPs) are jointly selected and
conventional data symbols are repetition coded over multiple
subcarriers to achieve a diversity gain. For the proposed scheme,
a low-complexity detector is designed, theoretical analyses are
performed and a bit error rate (BER) upper bound is derived.
The performance of the proposed system is also investigated
through real-time experiments using a software-defined radio
(SDR) based prototype. We show that SuM-OFDM-IM exhibits
promising results in terms of spectral efficiency and error
performance; thus, appears as a potential candidate for 5G and
beyond communication systems.
Index Terms—5G, index modulation (IM), subcarrier activa-
tion pattern (SAP), mode activation pattern (MAP), diversity
gain, log-likelihood ratio (LLR).
I. INTRODUCTION
INDEX modulation (IM) [1], which employs the indicesof transmit entities such as antennas, time slots and radio
frequency (RF) mirrors, has attracted significant attention
from the researchers due to its advantages over conventional
communication systems in terms of transceiver complexity
and spectral/energy efficiency. These attractive features of
IM make it a potential candidate for communication systems
beyond 5G. IM has been employed in numerous dimensions
as mentioned above, and it can also be implemented in the
frequency domain by utilizing the indices of the available
subcarriers of multi-carrier systems [2], [3].
In [4], orthogonal frequency division multiplexing (OFDM)
has been effectively combined with IM by activating a number
of subcarriers in a subblock while de-activating the remaining
ones. In OFDM-IM, information bits are conveyed by not only
Q-ary modulated symbols but also active subcarrier indices.
Compared to conventional OFDM, it is shown that OFDM-
IM is capable of providing a better error performance while
consuming less power due to its null subcarriers. The error
performance of OFDM-IM can be improved by employing
a subcarrier-level block interleaver [5]. To further enhance
the error performance of OFDM-IM, coordinate interleaved
OFDM-IM (CI-OFDM-IM), which provides a diversity gain
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by transmitting the real and imaginary parts of modulated
symbols over different active subcarriers, is proposed in [6].
In [7], OFDM with subcarrier number modulation (OFDM-
SNM) is proposed where the number of active subcarriers
in a subblock is determined by the incoming bits. A clever
technique that decreases the modulation order while increasing
the number of bits transmitted by IM without any reduction in
spectral efficiency, is proposed [8]. An energy- and spectrum-
efficient system that employs unused subcarrier activation
patterns (SAPs) in OFDM-IM by selecting a certain number of
adjacent subblocks jointly, is proposed in [9]. In recent years,
OFDM-IM has also been applied to emerging communication
systems such as dual-hop networks [10], [11], multiple-input
multiple-output (MIMO) systems [12]–[15], cognitive radio
[16], [17] and optical communications [18].
Because of its null subcarriers, achieving very high data
rates with OFDM-IM is not possible and this may be critical
for future enhanced mobile broadband (eMBB) applications
such as augmented/virtual reality (AR/VR) and 4K/8K video
streaming. To overcome this critical drawback, multiple con-
stellations are utilized by activating not only the selected
subcarriers but also the null ones. Dual-mode aided OFDM
(DM-OFDM), which also utilizes the null subcarriers to trans-
mit data symbols drawn from a secondary distinguishable
constellation, is proposed in [19]. In [20], a diversity gain
is achieved by transmitting the same data symbols through
re-activation of the null subcarriers with a second mode. DM-
OFDM is generalized in [21] by changing the number of sub-
carriers drawn from the same constellation. The performance
of DM-OFDM and OFDM-IM has been investigated in real-
time by adopting software defined radios (SDRs) in [22]. In
DM-OFDM, only two different constellations are considered;
however, multiple-mode OFDM-IM (MM-OFDM-IM), which
exploits all n subcarriers in each subblock with n different
distinguishable modes, is proposed to employ more number of
constellations [23]. MM-OFDM-IM uses the full permutations
of these constellations to apply IM. In [24], a generalized
version of MM-OFDM-IM is proposed where the size of the
constellations can be altered although there is no increase in
the number of bits conveyed by IM. To obtain diversity gains,
coordinate interleaved MM-OFDM-IM (CI-MM-OFDM-IM)
and linear constellation precoded MM-OFDM-IM (LCP-MM-
OFDM-IM) schemes have been presented [25]. Although these
noticeable improvements, there is still an undeniable need
for multi-carrier waveforms that provide both reliable error
performance and high data rate for future eMBB services.
For this reason, our motivation is to exploit IM to further
increase the spectral efficiency of OFDM-based waveforms
while providing a high reliability.
In this paper, we propose a novel OFDM-based transmis-
sion system called super-mode OFDM-IM (SuM-OFDM-IM),
which is capable of yielding both a diversity gain and a
high spectral efficiency. In SuM-OFDM-IM, according to the
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Fig. 1. Transmitter Structure of SuM-OFDM-IM.
incoming bits, mode activation patterns (MAPs) and SAPs are
jointly determined; therefore, additional information bits can
be transmitted by IM. We also consider determining MAPs
and SAPs separately to provide an alternative solution and call
this scheme separated SuM-OFDM-IM (S-SuM-OFDM-IM). It
is well known that the bits transmitted by IM are more reliable
than the ones transmitted by conventional Q-ary PSK/QAM.
In other words, conventional PSK/QAM symbols restrict the
diversity gain of the system. In our scheme, we apply repetition
coding to the modulated symbols drawn from the selected
modes over multiple subcarriers to attain a diversity gain.
We propose a novel encoding technique as well as a log-
likelihood ratio (LLR)-based reduced complexity maximum
likelihood (ML) detection algorithm. Additionally, real-time
error performance of the proposed system is investigated
through a practical testbed using SDR units.
The rest of the paper is organized as follows. In Section
II, we present the system model of SuM-OFDM-IM. Section
III deals with the selection of modes. In Section IV, we
derive an upper bound on the bit error rate (BER). Monte
Carlo simulation results and the complexity analysis are given
in Section V. The practical implementation of the proposed
system is shown in Section VI and finally, we conclude the
paper in Section VII.
II. SYSTEM MODEL
In this section, we first introduce an encoding algorithm
for SuM-OFDM-IM, which jointly determines MAP and SAP
in order to increase the number of bits conveyed by IM. We
also consider a clever symbol assignment strategy to provide a
diversity gain. Second, we propose a novel LLR-based reduced
complexity ML detector.
A. Transmitter
SuM-OFDM-IM is an OFDM-based transmission system
with N subcarriers whose transmitter structure is given in Fig.
1. A total of m bits are conveyed for each symbol transmission
and split into groups with p = m/g bits, where g is the number
of subblocks. Since the same procedures are applied for each
subblock, for convenience, we consider the mapping of p bits
into the αth subblock s(α), where α ∈ {1, . . . , g}. These p
bits are split into two parts:
1) p1 = blog2(
(
M
2
)(
n
n/2
)
)c
2) p2 = n2 log2Q
where n, M and Q are the size of the subblock, n =
2r, r ∈ {2, 3, . . . }, the total number of modes, and con-
stellation size, respectively, and
(·
·
)
is the binomial coef-
ficient. First, p1 bits jointly determine an MAP (v(α) =
[v1, v2], vl ∈ {1, . . . ,M}, l = 1, 2) and an SAP (u(α) =
[u1, . . . , un/2], um ∈ {1, . . . , n},m = 1, . . . , n/2), where we
discuss this joint selection in the sequel. Here, the selected
MAP includes two different modes to be able to employ IM
(v1 6= v2) and the strategy for mode selection is discussed
in Section IV. We also activate n/2 subcarriers per mode to
maximize p1. The remaining indices that are not included in
a selected SAP are represented by w(α) = [un/2+1, . . . , un].
The subcarrier indices u(α) and w(α) are exploited for the
symbols drawn from the first and second modes, respectively.
Then, since each symbol is repetition coded over a pair of
subcarriers, u(α) and w(α) are split into n/4 groups (u(α)k =
[u2k−1, u2k],w
(α)
k = [un/2+2k−1, un/2+2k], k = 1, . . . , n/4.
Second, p22 =
n
4 log2Q bits determine the first n/4 modulated
symbols (x(α)1 = [x1, . . . , xn/4]), which are drawn fromMv1 ,
Mi = {χi1, . . . , χiQ}, i ∈ {1, . . . ,M}, where χiq is the
qth symbol of the ith mode and the set of all modes is
M = {M1, . . . ,MM}. The average symbol power of M
is normalized to unity. Finally, p22 =
n
4 log2Q bits determine
the last n/4 modulated symbols (x(α)2 = [xn/4+1, . . . , xn/2]),
which are drawn fromMv2 , and we obtain x(α) = [x(α)1 x(α)2 ].
The kth element of x(α)1 and x
(α)
2 are repetition coded over
the subcarriers of the target subblock with the indices given by
u
(α)
k and w
(α)
k , respectively. By performing the same steps for
all elements of x(α)1 and x
(α)
2 , s
(α) is created. Consequently,
a total of
p =
⌊
log2
((M
2
)(
n
n/2
))⌋
+
n
2
log2Q (1)
bits are transmitted per subblock.
The aim of this joint MAP and SAP selection is to further
increase the number of bits conveyed by IM. Our joint
selection algorithm of MAP and SAP is summarized below:
1) Convert p1 bits to a decimal number: d.
2) Find the unique values (a1, a2) satisfying the equation:
d = a1 +
(
M
2
)
a2, (2)
3TABLE I
JOINT SELECTION OF MAP AND SAP
a1 [v1, v2] a2 [u1, u2]
0 [1, 2] 0 [1, 2]
1 [1, 3] 1 [1, 3]
2 [2, 3] 2 [2, 3]
3 [1, 4] 3 [1, 4]
4 [2, 4] 4 [2, 4]
5 [3, 4] 5 [3, 4]
where a1 ∈ {0, . . . ,
(
M
2
)− 1} and a2 ∈ {0, . . . , ( nn/2)−
1} are the indices of the selected MAP and SAP,
respectively.
3) Determine MAP (v(α)) and SAP (u(α)) by applying a1
and a2 to the combinatorial algorithm [4], respectively.
Example: Assuming M = 4, n = 4, Q = 4, the number
of bits conveyed by IM is p1 = blog2(
(
4
2
)(
4
4/2
)
)c = 5 and
the number of bits conveyed by conventional data symbols
is p2 = 42 log2(4) = 4. For this case, a total of
(
4
2
)
= 6
MAPs and
(
4
2
)
= 6 SAPs are obtained as in Table I. There
are 36 possible pairs of (a1, a2) and 32 of these are employed
to transmit blog2(36)c = 5 bits. Let p1 and p2 be {01001}
and {1110}, respectively. The (a1, a2) values satisfying (2)
are (3, 2). In the absence of joint selection, only four bits can
be transmitted per subblock instead of five by the indices of
modes and subcarriers for these given parameters. Therefore,
an additional bit can be conveyed by the joint selection in
this specific case. Then, MAP is determined as v = [1, 4], i.e,
M1 and M4 are employed. SAP is determined as u = [1, 3],
so the remaining indices are w = [2, 4]. For simplicity, we
have removed the superscript (α). The first two bits of p2,
which are {11}, select the fourth symbol of the first selected
mode (χ14) and the second two bits of p2, which are {10},
select the second symbol of the second selected mode (χ42).
Finally, χ14 and χ42 are placed into the indices of subblock
entries with u and w, respectively and the overall subblock is
obtained as:
s = [χ14 χ42 χ14 χ42]
T. (3)
Having constructed the OFDM symbol subblock by sub-
block, a block-type interleaver is executed as in [23] and
the same procedures applied in OFDM are performed. The
inverse fast fourier transform (IFFT) algorithm is applied to
the OFDM block to obtain the time domain OFDM block as:
sT = IFFT
{
sF
}
=
[
S(1) S(2) · · · S(N)]T . (4)
Then, a cyclic prefix (CP) of length L samples[
S(N − L+ 1) · · · S(N − 1)S(N)]T is added to the
beginning of the OFDM block. After parallel to serial
(P/S) and digital/analog conversions are applied, the signal
is transmitted over a frequency-selective Rayleigh fading
channel with the channel impulse response (CIR) coefficients
cT =
[
cT (1) · · · cT (v)
]T
, (5)
where cT (β), β = 1, . . . , v are circularly symmetric complex
Gaussian random variables with the CN (0, 1v ) distribution.
With the assumption that the channel remains constant during
transmission of an OFDM block and the CP length L is
0 50 100 150 200 250
 Q
1
2
3
4
5
6
 
Joint Selection
Separate Selection
Fig. 2. Spectral efficiency comparison of joint and separate selections of MAPs
and SAPs for varying values of Q when n = 4 and M = 4.
larger than v, the equivalent frequency domain input-output
relationship of this OFDM scheme is given by
yF (β) = sF (β)cF (β) + wF (β), β = 1, . . . , N (6)
where yF (β), cF (β) and wF (β) are the received signals,
the channel fading coefficients and the noise samples in the
frequency domain, whose vector forms are given as yF , cF
and wF , respectively. The distributions of cF (β) and wF (β)
are CN (0, 1) and CN (0, N0), respectively, where N0 is the
noise variance in the frequency domain, which is equal to the
noise variance in the time domain. The signal-to-noise ratio
(SNR) is defined as ρ = Eb/N0, where Eb = (N + L)/m
is the average transmitted energy per bit. For simplicity, the
effect of CP on the spectral efficiency is ignored. Then, the
spectral efficiency of the proposed scheme is obtained as
η = m/N [bits/s/Hz]. (7)
1) Separate selection of MAPs and SAPs: Instead of joint
selection, it is possible to determine MAPs and SAPs, sep-
arately. This scheme is called S-SuM-OFDM-IM. The only
difference from SuM-OFDM-IM is the selection procedure of
MAPs and SAPs. In this case, a total number of
p =
⌊
log2
((M
2
))⌋
+
⌊
log2
(( n
n/2
))⌋
+
n
2
log2Q (8)
bits are transmitted per subblock. As seen from Fig. 2, the joint
selection provides higher spectral efficiency than the separate
one for varying Q values. However, in Section IV, we provide
an interesting trade-off between error performance and spectral
efficiency.
B. Receiver
At the receiver side, after removing the CP, de-interleaving
and performing FFT, ML detection can be considered to
decode the αth subblock. The subblock set, which includes
all possible subblock realizations, is defined as
S = {s1, s2, . . . s2p}. (9)
Then, ML detection rule for SuM-OFDM-IM is given as
sˆ = arg min
s∈S
∥∥∥y(α)F − c(α)F  s∥∥∥2, (10)
where y(α)F and c
(α)
F and are the vectors of the received
signals and the channel fading coefficients corresponding to
αth subblock, respectively, and  is the element-wise product.
4Algorithm 1 LLR-Based Reduced Complexity ML Detector
(n ∈ {4, 8})
Input: y(α)F , c
(α)
F , N0, M, M , Q, p1, n
Output: aˆ1, aˆ2, xˆ
1: y := y
(α)
F , c := c
(α)
F
2: for i = 1 to
(
n
n/2
)
do
3: I(i) :=combinatorics n2c(i− 1,n/2)
4: j := 1
5: for m = 1 to M do
6: for h = 1 to n/4 do
7: for q = 1 to Q do
8: for z = 1 to 2 do
9: Iˆ := I(i,z+2(h−1)) + 1
10: δ(q,z+2(h−1))1 := −|y(Iˆ)−c(Iˆ)M(m,q)|2/N0
11: δ(q,h)2 := δ
(q,2h−1)
1 + δ
(q,2h)
1
12: end for
13: end for
14: end for
15: for g1 = 1 to n/4 do
16: for g2 = 1 to g1 do
17: if n = 8 && g1 6= g2 then
18: for q1 = 1 to Q do
19: for q2 = 1 to Q do
20: γ(j,i) := δ
(q1,g1)
2 + δ
(q2,g2)
2
21: j := j + 1
22: end for
23: end for
24: else if n = 4 then
25: for q1 = 1 to Q do
26: for q2 = 1 to Q do
27: γ(j,i) := δ
(q1)
2 + δ
(q2)
2
28: j := j + 1
29: end for
30: end for
31: end if
32: end for
33: end for
34: end for
35: end for
36: for i = 1 to
(
n
n/2
)
do
37: j := 1
38: for m = 1 to MQ2 with increments Q2 do
39: ∆ :=MAX(γ(m,i), γ(m+1,i))
40: for q = 2 to Q2 − 1 do
41: ∆ :=MAX(∆, γ(m+q,i))
42: end for
43: Γ(j,i) := ∆
44: for z = 1 to n/2 do
45: Iˆ := I(i,z)
46: (z) := −|y(Iˆ)|2/N0
47: end for
48: Γ(j,i) := Γ(j,i) +
∑n/2
z=1 
(z)
49: j := j + 1
50: end for
51: end for
52: Γ := ΓT
53: for v = 1 to
(
M
2
)
do
54: I˜ :=combinatorics n2c(v − 1, 2) +1
55: for r = 1 to
(
n
n/2
)
do
56: Λ(r,v) := Γ(r,I˜
(1)) + Γ((
n
n/2)−r+1,I˜(2))
57: end for
58: end for
59: for a1 = 0 to
(
M
2
)− 1 do
60: for a2 = 0 to
(
n
n/2
)− 1 do
61: if (a1 +
(
M
2
)
a2 ≥ 2p1 ) then
62: Λ(a2+1,a1+1) := −∞
63: end if
64: end for
65: end for
66: (aˆ2, aˆ1) = arg max
a1,a2
Λ(a2,a1)
67: vˆ :=combinatorics n2c(aˆ1 − 1,2)+1
68: uˆ :=combinatorics n2c(aˆ2 − 1,n/2)+1
69: wˆ :=combinatorics n2c(
(
n
n/2
)− aˆ2 − 1,n/2)+1
70: if n = 8 then
71: xˆ1 := arg min
q
∥∥∥∥[y(uˆ(1))y(uˆ(2))]− [c(uˆ(1))c(uˆ(2))]M(vˆ(1),q)∥∥∥∥2
72: xˆ2 := arg min
q
∥∥∥∥[y(uˆ(3))y(uˆ(4))]− [c(uˆ(3))c(uˆ(4))]M(vˆ(1),q)∥∥∥∥2
73: xˆ3 := arg min
q
∥∥∥∥[y(wˆ(1))y(wˆ(2))]− [c(wˆ(1))c(wˆ(2))]M(vˆ(2),q)∥∥∥∥2
74: xˆ4 := arg min
q
∥∥∥∥[y(wˆ(3))y(wˆ(4))]− [c(wˆ(3))c(wˆ(4))]M(vˆ(2),q)∥∥∥∥2
75: xˆ = [xˆ1 xˆ2 xˆ3 xˆ4]
76: else if n = 4 then
77: xˆ1 := arg min
q
∥∥∥∥[y(uˆ(1))y(uˆ(2))]− [c(uˆ(1))c(uˆ(2))]M(vˆ(1),q)∥∥∥∥2
78: xˆ2 := arg min
q
∥∥∥∥[y(wˆ(1))y(wˆ(2))]− [c(wˆ(1))c(wˆ(2))]M(vˆ(2),q)∥∥∥∥2
79: xˆ = [xˆ1 xˆ2]
80: end if
return aˆ1, aˆ2, xˆ
The ML detection complexity per subblock is proportional
to 2p, therefore, it is not practical and efficient for large values
of n, M and Q. Thus, we propose a novel LLR-based reduced
complexity ML detection algorithm for n = 4 and n = 8 as
seen in Algorithm 1, which significantly reduces the detection
complexity as discussed in Section V. Since we perform
repetition coding for data symbols, we present a modified LLR
detector. This detector achieves the same performance as the
ML detector since it searches for all possible MAP and SAP
combinations.
The functions considered in Algorithm 1 are MAX(a, b) =
max(a, b) + ln(1 + e−|a−b|) and the combinatorial algorithm
I = combinatorics n2c(c, d) that takes the integer c and the
number of indices d as inputs and outputs the set of indices
I [4].
The major steps of Algorithm 1 are explained below:
1) The inputs of the algorithm are αth received subblock
(y
(α)
F ), the channel fading coefficients corresponding to
αth subblock (c(α)F ), noise power (N0), the set of all
modes (M), the number of modes (M), modulation
order (Q), the number of bits conveyed by IM (p1) and
the subblock size (n).
52) To determine the most likely MAP and SAP combi-
nation, LLR values are obtained between the lines (2-
58). Specifically, between the lines (2-35), we provide
a clever LLR calculation technique due to the unique
symbol assignment strategy of our scheme. An iterative
approach is applied between the lines (39-42) as in [19].
3) By assigning −ξ, (ξ >> 1) to LLR values correspond-
ing to illegal MAP and SAP combinations between the
lines (59-65), we avoid them. Thus, these illegal values
can not be selected.
4) Based on LLR values, MAP and SAP are jointly de-
tected between the lines (66-69). For example, assuming
M = 4, n = 4, we obtain
Λ =

Λ11 Λ12 Λ13 Λ14 Λ15 Λ16
Λ21 Λ22 Λ23 Λ24 Λ25 Λ26
Λ31 Λ32 Λ33 Λ34 Λ35 Λ36
Λ41 Λ42 Λ43 Λ44 Λ45 Λ46
Λ51 Λ52 Λ53 Λ54 Λ55 Λ56
Λ61 Λ62 −ξ −ξ −ξ −ξ
 , (11)
where Λij is the LLR value in ith row and jth column
of the LLR matrix Λ, which is formed between the
lines (53-58). Columns and rows of Λ represents the
possible MAPs and SAPs, respectively. As seen from
(10), Λ includes LLR values for all possible MAP and
SAP combinations; therefore, this detector provides the
same error performance as the ML detector.
5) After detecting the active MAP and SAP, data symbols
are decoded between the lines (70-80).
6) Finally, algorithm outputs the decoded data symbols (xˆ)
and decimal equivalent of IM bits (dˆ = aˆ1 +
(
M
2
)
aˆ2).
Remark (Generalization): To generalize the LLR-based de-
tector for arbitrary n, only the following changes should be
performed in Algorithm 1:
• The condition in line 17 is changed as n 6= 4 rather than
n = 8.
• The lines between (70-80) are modified. For any values
of n, a total of n/2 metric calculations are performed.
If κ ≤ n/4, the parameters uˆ(2κ−1), uˆ(2κ), and vˆ(1) are
exploited to detect xˆκ, κ = 1, · · · , n/2. If κ > n/4,
the parameters wˆ(2(κ−n/4)−1), wˆ(2(κ−n/4)), and vˆ(2) are
exploited to detect xˆκ.
III. MODE SELECTION FOR SUM-OFDM-IM
In this section, we discuss our strategy for mode selection.
According to [23], the optimal modes must maximize the
minimum intra-mode distance (MIAD)
1 = min
ι,κ∈{1,...,2p}
‖Sι − Sκ‖2F ,
s.t. E{‖S‖2F } = n and rank(Sι − Sκ) = 1, (12)
where S = diag(s), diag(a) represents a diagonal matrix
whose diagonal elements are a, and the minimum inter-mode
distance (MIRD)
2 = min
ι,κ∈{1,...,2p}
‖Sι − Sκ‖2F ,
s.t. E{‖S‖2F } = n and rank(Sι − Sκ) = 2, (13)
Mode	1
Mode	2
Mode	3
Mode	4
dintra
dinter
Fig. 3. Partition of 16-QAM constellation for M = 4 and Q = 4.
where Sι and Sκ are two different realizations of S. For
simplicity, we have removed superscript (α) in S(α), since all
subblocks are identical. The modes can be created by parti-
tioning PSK/QAM constellations as in [23] and it is proven
that QAM constraint performs better than PSK constraint for
MQ > 4. Therefore, we focus on only QAM constellation for
our system model:
• QAM constraint to maximize MIRD:
dinter(M,Q) =
2
√
6
5QM−4 , for rectangular MQ−QAM√
6
QM−1 , for square MQ−QAM
(14)
• QAM constraint to maximize MIAD:
dintra(M,Q) ={
dinter(M,Q)
√
5M
2 , for rectangular MQ−QAM (Q = 2)
dinter(M,Q)
√
M, otherwise
(15)
• QAM constraint to maximize MIAD for MQ >> 1:
dintra(M,Q) ≈ dintra(Q) =2
√
6
5Q , for rectangular MQ−QAM (Q 6= 2)√
6
Q , otherwise
(16)
with these constraints, modes can be obtained by partition-
ing QAM constellations for given parameters (M,Q). For
example, for M = 4, Q = 4, the optimal modes for 16-
QAM can be selected as in Fig. 3, where dinter = 0.6325
and dintra = 1.2649 from (13) and (14), respectively.
IV. PERFORMANCE ANALYSIS
In this section, we derive an upper bound on the BER of
the SuM-OFDM-IM system employing ML detection. From
(9), the conditional pairwise error probability (CPEP), which
is defined as the probability of transmitting S and erroneously
detecting Sˆ conditioned on cF , is given as:
Pr(S→ Sˆ|cF ) = Q
(√
ρ
2
∥∥∥(S− Sˆ)cF∥∥∥2). (17)
6Then, by approximating Q(x) ≈ e−x
2/2
12 +
e−2x
2/3
4 , the uncon-
ditioned PEP (UPEP) can be obtained as in [4]:
Pr
(
S→ Sˆ) = EcF {Pr(S→ Sˆ|cF )}
≈ 1/12
det(In + ρ1A)
+
1/4
det(In + ρ2A)
, (18)
where ρ1 = 1/(4N0), ρ2 = 1/(3N0), A = (S − Sˆ)H(S − Sˆ)
and (.)H denotes Hermitian transposition. Finally, according
to the union bounding technique, the BER of SuM-OFDM-
IM can be upper bounded by
Pe ≤ 1
p2p
∑
S
∑
Sˆ
Pr
(
S→ Sˆ)e(S, Sˆ), (19)
where Pr(S → Sˆ) is given by (17) and e(S, Sˆ) represents
the number of bit errors for the corresponding pairwise error
event.
We have det(A) =
∏r
ζ=1 λζ(A) where λζ(A) is the ζth
eigenvalue of A and r = rank(A) determines the diversity
order of the system, since Pe decays with r. At high SNR
values, by ignoring In terms in (17), (18) can be simplified as
follows:
Pe ≤ ρ
−r
1 + 3ρ
−r
2
12p2p
∑
S
∑
Sˆ
( r∏
ζ=1
λζ(A)
)−1
e
(
S, Sˆ
)
. (20)
We investigate two cases: (i) erroneous detection of index
bits and (ii) erroneous detection of a single or multiple
data symbols while the index bits are decoded correctly.
For case (i), due to our novel MAP and SAP selection
strategy, we always obtain r ≥ 2. For example, from Table
I, assume that v = [1, 2] is selected and vˆ = [1, 3] is
decoded erroneously, which is the worst case error event due
to overlapping index values of v and vˆ. Even in this error
event, r is obtained as 2 as in plain OFDM-IM systems
[4]. If v and vˆ have non-overlapping indices, r might be
even equal to 3 or 4. To explain case (ii), we illustrate the
following example. Assume that n = 4, M = 4, Q = 4 and
S = diag([χ11 χ11 χ31 χ31]), which is obtained as in (3), is
transmitted and Sˆ = diag([χ11 χ11 χ32 χ32]) is erroneously
detected, i.e, MAP and SAP are detected correctly; however,
the second symbol is decoded erroneously (χ31 → χ32). Then,
we obtain:
A =

0 0 0 0
0 0 0 0
0 0 1.6 0
0 0 0 1.6
 , (21)
where r = rank(A) = 2. As seen from this example, due
to clever symbol assignment strategy of our scheme, even the
erroneous detection of a single data symbol ensures a diversity
order of 2. It can be easily shown that for all error events of
this type, we again obtain at least r = 2.
To provide further insights on the performance of SuM-
OFDM-IM, we obtain the percentage of error events with
r = 2, 3 and 4 in Table II for varying (M,Q) by considering
all possible error events for n = 4. It should be noted that
the percentage of error events has a remarkable affect on the
overall error performance of a system from (18). As it can
TABLE II
PERCENTAGE OF ERROR EVENTS
(M,Q) r = 2 r = 3 r = 4
(4, 4) 4.79% 15.07% 80.14%
(8, 2) 5.10% 14.95% 79.95%
(4, 16) 1.14% 4.02% 94.84%
(16, 4) 1.27% 3.92% 94.81%
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Fig. 4. Theoretical BER upper bound of SuM-OFDM-IM with simulation
results.
be deduced from Table II, since r = 4 is obtained much
more frequently than other possible rank values, our proposed
system is capable of providing a superior error performance.
It can be seen from Table II that as the overall constellation
size (MQ) increases, the percentage of r = 4 increases due
to the increase in the number of data symbols. Because, when
MAP and SAP are detected correctly and two data symbols
are decoded erroneously, we obtain r = 4. Finally, in light of
the above discussion, we obtain
min
S,Sˆ
rank(A) = 2, (22)
which proves that our system provides a diversity order of 2.
V. SIMULATION RESULTS
In this section, we perform Monte Carlo simulations to
compare the error performance of SuM-OFDM-IM with ref-
erence schemes. All simulations have been performed un-
der frequency-selective Rayleigh fading channels and per-
fect channel estimation is assumed at the receiver side.
OFDM parameters are adjusted to N = 128, v = 10 and
L = 16 for all simulations. We define ”OFDM-IM(n, k)
and CI-OFDM-IM(n, k)” as k out of n subcarriers being
active in a subblock, ”DM-OFDM(n, k)” as k subcarriers
out of n exploiting the primary M -ary PSK/QAM constel-
lation, ”MM-OFDM-IM(Q,M), SuM-OFDM-IM(Q,M), and
S-SuM-OFDM-IM(Q,M)” with M modes, each including Q
symbols.
As shown in Fig. 4, the theoretical BER curve obtained
by (18) is an accurate upper bound for simulation results of
SuM-OFDM-IM for varying parameters (Q,M). Since (17) is
an approximation, as spectral efficiency increases, the number
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Fig. 5. Error performance comparison of SuM-OFDM-IM and S-SuM-OFDM-
IM with reference systems.
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Fig. 6. Error performance comparison of SuM-OFDM-IM with CI-OFDM-IM.
of terms in (18) also increases; therefore, the gap between
simulation and theoretical curves does not diminish.
It is observed from Fig. 5 that SuM-OFDM-IM and S-
SuM-OFDM-IM have superior BER performances over refer-
ence systems for approximately the same spectral efficiency.
As seen from Fig. 5, SuM-OFDM-IM and S-SuM-OFDM-
IM outperform classical OFDM, OFDM-IM, DM-OFDM and
MM-OFDM-IM. Additionally, at a BER value of 10−5, SuM-
OFDM-IM provides almost 10 dB gain over MM-OFDM-IM
although providing a 12.5% higher spectral efficiency. It is
also shown that LLR-based reduced ML detector provides the
same error performance as that of the ML detector. Although
SuM-OFDM-IM performs only slightly worse in terms of error
performance than S-SuM-OFDM-IM, its spectral efficiency is
12.5% higher.
In Fig. 6, SuM-OFDM-IM is compared with CI-OFDM-
IM, which also provides a second order diversity gain. First,
we consider 2 and 2.25 bps/Hz for CI-OFDM-IM and SuM-
OFDM-IM, respectively. SuM-OFDM-IM provides a marginal
gain at a BER value of 10−5 than CI-OFDM-IM despite a
12.5% improvement in terms of spectal efficiency. Moreover,
we consider 3 and 3.25 bps/Hz for CI-OFDM-IM and SuM-
OFDM-IM, respectively. SuM-OFDM-IM is able to provide
a noticeable gain at a BER value of 10−5 than CI-OFDM-
IM despite yielding a 8.33% higher spectral efficiency. It can
be clearly concluded that the performance difference between
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Fig. 7. Error performance of SuM-OFDM-IM for different spectral efficiencies
with LLR detector for n = 4.
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Fig. 8. Error performance of SuM-OFDM-IM for different spectral efficiencies
with LLR detector for n = 8.
SuM-OFDM-IM and CI-OFDM-IM increases with spectral
efficiency.
In Fig. 7, the error performance of SuM-OFDM-IM with
varying (Q,M) parameters is given for different spectral
efficiency values and n = 4. LLR-based reduced complexity
ML detector is employed in all cases. As seen from Fig. 7,
the slopes of the curves are equal and the error performance
degrades with increasing spectral efficiency.
Error performance of SuM-OFDM-IM for varying parame-
ters (Q,M) is shown in Fig. 8 where n = 8. We observe that
the error performance is inversely proportional to the size of
the constellation. As Q increases, the percentage of higher rank
values increases and it can be seen from Fig. 8 that at a BER
value of 10−5, the performances of schemes with 2 bps/Hz and
3 bps/Hz are close to each other. By comparing Figs. 7 and 8
to investigate the effect of n on the BER performance, it can
readily be deduced that the system with n = 8 and 3 bps/Hz
outperforms the system with n = 4 and 3.25 bps/Hz. This is
because r may even be equal to 8 when n = 8, resulting
in an improvement in error performance; nevertheless, the
complexity increases proportional to n as seen in Table III.
Additionally, it is more challenging to reach a higher spectral
efficiency for n = 8 compared to n = 4 by (7). Therefore,
we introduce interesting trade-offs among spectral efficiency,
decoding complexity and error performance.
In Fig. 9, the error performance curves of uncoded and
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Fig. 9. Uncoded/Coded performance of OFDM, MM-OFDM-IM, SuM-
OFDM-IM, and S-SuM-OFDM-IM.
TABLE III
DECODING COMPLEXITY COMPARISON
System Detector Complexity Order
OFDM ML O(Q)
OFDM-IM [4] Red. Comp. ML O(Q)
DM-OFDM [19] Suboptimal O(QA +QB)
MM-OFDM-IM [23] Suboptimal O(Qn
2
+ Q
2
)
CI-OFDM-IM [6] Red. Comp. ML O(Q2)
SuM-OFDM-IM Red. Comp. ML O(( nn/2)QM2 )
S-SuM-OFDM-IM Red. Comp. ML O(( nn/2)QM2 )
coded OFDM, MM-OFDM-IM, SuM-OFDM-IM, and S-SuM-
OFDM-IM are given. For all coded schemes, the rate-1/2
convolutional code (CC) with octal generator sequence of [1,
3] and a bit-interleaver are employed. As seen from Fig. 9,
SuM-OFDM-IM and S-SuM-OFDM-IM outperform OFDM at
a BER value of 10−5 also with channel coding. Moreover, it
is observed that the difference between coded SuM-OFDM-
IM and coded OFDM increases for higher SNR values due to
different slopes of their curves. While the advantage of SuM-
OFDM-IM is not significant compared to MM-OFDM-IM for
this specific case, SuM-OFDM-IM can also be a candidate
for potential future uncoded applications due to its diversity
gain. However, in the presence of coding, S-SuM-OFDM-
IM outperforms MM-OFDM-IM. Therefore, we present an
interesting trade-off between error performance and spectral
efficiency for SuM-OFDM-IM and S-SuM-OFDM-IM.
A. Complexity Analysis
In this subsection, we analyze the decoding complexity
order of SuM-OFDM-IM and make comparisons with the
reference systems. A comparison for complexity per sub-
carrier in terms of complex multiplications (CMs), is given
in Table III, where QA and QB stand for the primary and
secondary constellations for DM-OFDM, respectively, and k is
the number of active subcarriers in a CI-OFDM-IM subblock.
Due to space limitation, we do not give the design of LLR-
based reduced complexity ML detection for S-SuM-OFDM-
IM, however, it can be designed as in Algorithm 1 in a similar
TABLE IV
A NUMERICAL EXAMPLE FOR COMPLEXITY COMPARISON
System Detector CMs per subcarrier
OFDM ML 4
OFDM-IM Red. Comp. ML 4
DM-OFDM Suboptimal 4
MM-OFDM-IM Suboptimal 5
CI-OFDM-IM Red. Comp. ML 64
SuM-OFDM-IM Red. Comp. ML 48
SuM-OFDM-IM ML 512
Fig. 10. Experimental testbed with USRP modules.
manner. In this case, the complexity order of SuM-OFDM-IM
and S-SuM-OFDM-IM would be equivalent as seen Table III.
To further elaborate on the complexity order of the proposed
system and reference systems, we give a numerical example
in Table IV. For a fair comparison, the parameters in Figs.
6 and 5 are considered for CI-OFDM-IM with 2 bps/Hz
and other systems, respectively. As seen from Table IV, we
provide an interesting trade-off among complexity and error
performance. With these specific parameters, although SuM-
OFDM-IM is the second most complex system, it provides a
superior error performance as seen in Figs. 5 and 6. It should
also be noted that the LLR-based reduced complexity ML
detector dramatically reduces the complexity of SuM-OFDM-
IM when compared to the ML detector. Moreover, the LLR-
based and low-complexity ML detector is not significantly
complex for varying n, Q and M values. For example, for a
spectral efficiency of 1.75 bps/Hz, only 24 CMs per subcarrier
are required. Hence, SuM-OFDM-IM is applicable in practice
with the proposed low-complexity detector.
VI. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of SuM-
OFDM-IM in a practical setup and give the models of the
transmitter and receiver testbeds. As seen from Fig. 10, we
use two USRP 2943 modules for transmitter and receiver
nodes and an OctoClock CDA-2990 that generates 10 MHz
clock signal for synchronization. For programming, virtual
instrument (VI) components of LabVIEW are utilized.
A. Transmitter Details
1) Channel Estimation: Comb-type channel estimation
method with one dimensional linear interpolation is employed
to estimate the channel as in [22]. A certain number of
subcarriers are assigned as pilot tones. In this experiment, we
consider the ratio of data to pilot subcarriers as 4, i.e, for 4
data subcarriers, one pilot tone is employed.
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Fig. 11. Overall symbol structure.
TABLE V
EXPERIMENTAL PARAMETERS
Carrier Frequency 2.45 GHz
I/Q data rate 5× 105 samples/sec
Sampling rate (fs) 6.25× 105 samples/sec
Number of data subcarriers 125
Number of pilot tones 25
Zero padding/FFT size (N) 106/256
CP size (L) 32
Distance between terminals 225 cm
2) Symbol Structure: Overall symbol structure is shown in
Fig. 11. We insert two identical training sequences with 128
samples for both TO and CFO estimation at the beginning of
the symbol. In the OFDM frame, the initial 53, the center and
the final 52 subcarriers are set to 0. A total 150 subcarriers
are assigned to data and pilot tones. Since the ratio of data
subcarriers to pilot tones is 4, we have a total number of 125
data and 25 pilot subcarriers. After the IFFT operation, a CP
with 32 samples is inserted in the time domain. Experiment
parameters are summarized in Table V. The bandwidth,
subcarrier spacing and symbol duration are 500 kHz, 3.333
kHz and 0.3 ms, respectively.
B. Receiver Details
In the presence of CFO (ε) and TO (γ), the received
baseband signal in time domain can be given as:
yT (τ) =
1
N
N−1∑
β=0
sF (β)cF (β)e
j2pi(β+ε)(τ+γ)/N + wT (τ),
(23)
where wT (τ), τ = 1, 2, · · · , N represent the noise samples
in the time domain, whose vector form is given as wT =
IFFT{wF }.
1) CFO and TO Estimation: After receiving signals, by us-
ing consecutive and identical training sequences, timing offset
(TO) and carrier frequency offset (CFO) are estimated in time
and frequency domain, respectively. By using sliding windows,
which have the same lengths as the training sequence, the
similarity between two blocks is obtained by autocorrelation
[26]. Hence, TO can be ML estimated as:
γˆ = arg max
γ
{∣∣∣∑N/2−1+γi=γ yT (τ + i)y∗T (τ +N/2 + i)∣∣∣2∣∣∣∑N/2−1+γi=γ yT (τ +N/2 + i)∣∣∣2
}
.
(24)
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Fig. 12. Error performance of OFDM, OFDM-IM and SuM-OFDM-IM under
a practical setup and with computer simulation.
After obtaining the start of the frame (TO), by taking FFT of
training sequences, CFO is estimated in the frequency domain
with the technique proposed by Moose [27] as follows:
εˆ =
1
2pi
tan−1
{∑N−1
β=0 ={T ∗1 (β)T2(β)}∑N−1
β=0 <{T ∗1 (β)T2(β)}
}
, (25)
where Tl, l = 1, 2 is the lth received training sequence in the
frequency domain. Finally, the CP is removed and the CFO is
compensated.
2) Channel Estimation: After performing FFT, data and
pilot tones are separated. By employing pilot tones, channel
coefficients are estimated with one-dimensional linear inter-
polation as in [22]. Finally, the estimated channel coefficients
are fed into the detector.
3) SNR Estimation: For SNR estimation, the method pro-
posed in [28] is considered. The estimated SNR values for all
target systems can be given as
SNR =
∑N
β=1 |yF (β)|2∑N
β=1 |yF (β)− sF (β)hF (β)|2
. (26)
C. Error Performance
In this subsection, we compare the error performance of
SuM-OFDM-IM with OFDM and OFDM-IM under a practical
setup. ML detector is employed for all schemes. We consider
a three-tap Rician channel with uniform power delay profile
and K-factor of 10 dB to compare simulation results with
experimental results similar to [22]. As seen from Fig. 12,
SuM-OFDM-IM outperforms OFDM and OFDM-IM in terms
of error performance even though providing a 12.5% higher
spectral efficiency. These experimental results are also consis-
tent with the simulation results.
VII. CONCLUSION
In this paper, we have proposed SuM-OFDM-IM, which
jointly determines MAPs and SAPs by IM to convey additional
information bits and replicates the conventional QAM/PSK
symbols to obtain a diversity gain. To enrich the contribution,
the separate selection of MAPs and SAPs have also been inves-
tigated. A reduced complexity ML detector, which achieves the
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same error performance as the ML detector, has been designed
and a complexity analysis has been given. Finally, the error
performance of the proposed scheme has been investigated
both with computer simulations and SDRs under practical
impairments. Our exhaustive simulation and practical results
demonstrate that the proposed scheme remarkably outperforms
OFDM and other OFDM-IM based reference systems in
terms of error performance while providing a high spectral
efficiency. Consequently, SuM-OFDM-IM can be a possible
waveform candidate for 5G and beyond eMBB services due
to its appealing advantages such as high spectral efficiency,
reliability and diversity gain [29]. Other precoding techniques
can be employed to further increase the diversity order of
SuM-OFDM-IM. Moreover, the spectral efficiency can be
further enhanced by selecting more than two modes; however,
it is left as a future study.
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