The spatial resolution of an optical system is limited by diffraction. Various schemes have been proposed to achieve resolution enhancement by employing either a scanning source/detector configuration or a two-photon response of the object. Here, we experimentally demonstrate a full-field resolution-enhancing scheme, based on the centroid estimation of spatially quantum-correlated biphotons. Our standard-quantum-limited scheme is able to image a general non-fluorescing object, using low-energy and low-intensity infrared illumination (i.e., with <0.001 photon per pixel per frame at 710 nm), achieving 41% of the theoretically available resolution enhancement. Images of real-world objects are shown for visual comparison, in which the classically bound resolution is surpassed using our technically straightforward quantum-imaging scheme.
INTRODUCTION
The spatial resolution of an optical system is limited by diffraction, as studied by Abbe and Rayleigh [1, 2] . For this reason, it is not possible to arbitrarily resolve the most small-scale details of a sample, as visibility is inevitably lost. It is therefore not surprising how this problem has been, and still is, the subject of extensive research. There are a number of interesting experiments that use either a classical-or quantum-illumination approach to resolution enhancement. Distinct from the impressive stimulated emission depletion (STED) and ground state depletion (GSD) classical superresolution techniques [3, 4] , which require optically induced fluorescence of molecules and subsequent quenching, several more resolution-enhancing schemes have been demonstrated using photon-number-resolved post-selection of classical light sources [5] , second-order correlation measurements of speckled illumination [6] and of thermal "chaotic" light [7] , as well as high-order correlation measurements of a double-slit interference pattern using speckled illumination [8] .
On the quantum front, the properties of quantum states generated from correlated quantum-light sources can be used to achieve either a 1/N (Heisenberg limit) or a 1∕ ffiffiffiffi N p (standard quantum limit) resolution enhancement [9] . Quantum lithography can produce a Heisenberg-limited resolution enhancement, but is limited to measuring the spacing between interferometric fringes [10] [11] [12] [13] [14] , making it unsuitable for conventional imaging. Concerning quantum optical centroid measurements, Shin et al. have shown the feasibility of this approach in their quantumlithography scheme, producing one-dimensional superresolved interferometric fringes measured by a pair of scanning point detectors [15] . When considering quantum imaging experiments, the classical bounds that can be overcome extend beyond spatial resolution to include sub-shot-noise imaging and sensing [16] [17] [18] , ghost imaging with quantum correlations [19] [20] [21] , and low-lightlevel contrast enhancement with correlated photons [22] . A review of quantum imaging schemes and their applications can be found in the paper by M. Genovese [23] . In the specific case of resolution-enhanced quantum imaging experiments, an improvement in spatial resolution has been experimentally demonstrated using optically induced fluorescence in a number of experiments [24] [25] [26] [27] [28] . Recently, Unternährer et al. demonstrated an imaging implementation of the optical centroid measurement method proposed by Tsang [11] , in which the image of an object placed in the UV pump (i.e., before the nonlinear crystal) is acquired using the infrared downconverted photons, maintaining the spatial resolution of the UV and thus achieving a Heisenberg improvement in spatial resolution of 1/N (with N 2) [29] .
It therefore appears that existing resolution-enhancing quantum schemes rely on either a scanning source/detector configuration or optically induced fluorescence. Heisenberg-limited schemes avoid this reliance; however, these are technically challenging and in the case of the recent demonstration by Unternährer et al., resolution enhancement depends on the preparation of two-mode NOON states, achieved by illuminating the object with light at half the wavelength.
In this work, we experimentally demonstrate a standardquantum-limited imaging scheme able to produce resolutionenhanced full-field images of general, non-fluorescing objects.
Our scheme is based on the post-selection of exactly two spatially correlated photons, operating in the photon-sparse regime (i.e., with <0.001 photon per pixel per frame). We reconstruct resolution-enhanced images of an object, by estimating the centroid positions of the biphotons, generated from spontaneous parametric downconversion (SPDC), transmitted through the object, and subsequently detected by an electron-multiplying CCD (EMCCD) camera. The anticipated resolution enhancement is 1∕ ffiffi ffi 2 p , as set by the standard quantum limit, and we achieve 41% of this theoretically available advantage. Images of real-world objects are presented for visual comparison, both with and without our centroid estimation of biphotons.
METHODS
In this section, we formulate an intuitive description for the claimed 1∕ ffiffi ffi 2 p resolution enhancement. Additionally, we describe our experimental realization and centroid-estimation technique.
A. Theoretical Description
Here, we present an intuitive classical treatment of the mechanism underlying our resolution-enhancing scheme. A quantum mechanical description of both standard-quantum-limited and Heisenberg-limited imaging schemes can be found in the works by Abouraddy et al., Saleh et al., and Giovannetti et al. [30] [31] [32] . Our imaging scheme employs SPDC illumination, which involves high-energy photons (the pump) illuminating a crystal with quadratic nonlinear susceptibility. One in approximately 10 6 pump photons is converted into entangled photons (signal and idler), in an energy-and momentum-conserving manner [33] . The produced biphotons are spatially correlated (transversely to the optical axis) in the plane of the crystal where they are created; as they propagate with opposite transverse momenta and approach the far field of the crystal, they become spatially anti-correlated [34] . For simplicity and in line with Abouraddy et al. [30] , we assume a planar source and a one-dimensional geometry in the transverse plane of the nonlinear crystal and of the detector. We further restrict our treatment to the collinear and degenerate phase-matching condition in which signal s and idler i photons pass through the same optical system, interacting with an object located at a common plane to both s and i, and are finally also detected in a common plane. Last, we assume that the biphotons are perfectly spatially correlated before they illuminate the object, i.e., the thin-crystal limit.
Within the picture described above we define two normally distributed random variables, δX s and δX i , to be the distance between the detected transverse positions of the s and i photons of a biphoton and their incident positions in the transverse object plane. Since in the standard-quantum-limit regime, individual photons of a biphoton packet are considered to interact independently with the diffracting object and optics, δX s and δX i are considered to be independent quantities. Their variances VarδX s and VarδX s are then equal to the square of the size of the point-spread function (PSF), here simply indicated by σ PSF , of an non-ideal imaging system placed between the object and the detector, such that
The estimated biphoton centroid position δX c is defined as the mid-point between δX s and δX i as follows:
The physical meaning of δX c is the difference between the estimated transverse positions of photons i and s in the plane of the detector-as given by their centroid measurement-and their actual transverse positions in the plane of the object. The "jitter" r of δX c therefore represents the loss in resolution due to diffraction:
In order to demonstrate resolution enhancement of an image made of biphoton centroids, the spread r of centroid positions is compared to the spread of positions of individually detected photons, which as mentioned corresponds to the size of the PSF of the non-ideal imaging system placed between the object and the detector. Since the sum of normally distributed random variables is also a normally distributed variable, and its variance equals the sum of variances of individual variables, it follows that
Thus, the resolution of an image made of biphoton centroids is better than that of an image generated by an optically equivalent classical imaging scheme lacking strong spatial correlations, by a factor of 1∕ ffiffi ffi 2 p .
B. Experiment
The experimental set up of our resolution-enhancing imaging scheme is shown in Fig. 1 . A 160 mW, 355 nm laser (JDSU, xCyte CY-355-150) was attenuated to a few mW∕mm 2 and used to pump a 10 mm × 10 mm × 3 mm β-barium borate (BBO) nonlinear crystal, cut for type I degenerate downconversion. Two dichroic mirrors placed after the crystal (each 98% transmissive at 710 nm; not shown in the diagram) were used to remove the UV pump. The plane of the crystal was imaged onto the object, and the object was imaged onto an EMCCD camera (Andor, ULTRA 888 DU-888U3-CS0-#BV; 13 μm pixel size, 100% fill-factor), via two 4f telescopes, using L1, L2 and L3, L4 respectively, where f L 1 150 mm and f L 2 f L 3 f L 4 100 mm. The total effective quantum efficiency (QE) of our scheme was estimated to be 35%, by matching the parameters of a numerical model of the experiment to those measured experimentally (details about the numerical model can be found in Supplement 1). The total effective QE accounts for all optical losses after the crystal and for the detector losses, including those introduced by applying a photon-counting threshold. Our value, while lower than the QE mentioned by camera manufacturers, is comparable to other measured values operating in the same photon-counting regime [18, 35, 36] . The value of QE for EMCCDs as quoted by camera manufacturers is typically higher, since it is not computed in the photon-counting regime and includes only the losses of the detector.
An aperture was placed in the Fourier plane of both the nonlinear crystal and the object, to tune the diffraction limit of the non-ideal imaging system, thus compensating for the diffractionlimited spot being smaller than the pixel size of the detector.
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A top-hat transmission profile interference filter (centered at 710 nm with a 10 nm transmission band; not shown in the diagram) was mounted on the camera to select the degenerate downconverted biphotons. In order to check the performance of our resolution-enhancing imaging scheme, a neutral density (ND) filter (ND 2.0; not shown in the diagram) was introduced either before or after the crystal, allowing to switch respectively between spatially correlated (filter before) and largely spatially uncorrelated light (filter after), while the intensity of the UV pump was tuned as to keep the mean number of detected events unchanged. The chance of jointly detecting both photons of a biphoton packet is thus reduced when the ND filter is placed after the BBO crystal by a factor of 10 −2·OD , where OD is the optical density of the ND filter, causing the position-correlated light to become almost uncorrelated.
The choice of the optics after the crystal was motivated by the need to unambiguously detect the biphotons, while ensuring that the transverse correlation width of the downconverted photons was as small as possible on the object. This last requirement was important to ensure that the signal and idler photons probed the same part of the object. In this way, the true position of a feature of the object could be approximated-limited by the size of the correlation width in the plane of the object-by estimating the centroids of the detected biphotons.
The light level was set such that each frame contained an average of 100 photons over a 356 × 356 pixel 2 canvas size. The mean number of noise events was measured to be 700 per frame (i.e., 0.0055 events per pixel per frame), by analysis of dark frames acquired with the shutter of the camera closed. Thus, the average photon count per pixel per frame was measured to be <0.001 photon per pixel per frame. Given our typical pump power of 3 mW∕mm 2 , the intensity of the signal and idler fields illuminating the object was estimated to be on the order of a few pW∕mm 2 [33, 37, 38] . Even though our acquisition time can be as long as 17 h (for 1M frames), the resulting photon dose is still only on the order of 0.1 μJ∕mm 2 .
C. Centroid Estimation of Biphotons
We used a simulated model to scan the solution space of the biphoton-finding problem and find the optimal values for the following experimental parameters: light level (number of photons per pixel per frame); size of the biphoton-finding kernel (in pixels); and size of a safety margin of non-detection around the found event pairs. These parameters were necessary to ensure strong rejection of noise events and spatially uncorrelated events, while retaining as much as possible only unambiguously detected biphotons. More specifically, the optimal light level was found to be approximately 100 photons per frame, i.e., <0.001 photon per pixel per frame, corresponding to 50 potential biphoton detections per frame (for the measured sum of dark noise and clock-induced charge of 0.0055 events per pixel per frame and a 356 × 356 pixel frame size); the optimal size of the biphoton-finding kernel was found to be 3 × 3 pixel (considering the size of the transverse correlation width of biphotons, measured to be 2.2 pixels, using the technique explained in [39] ). Within the chosen 3 × 3 kernel, our biphoton-finding algorithm aimed to capture 11 of the 12 available biphoton arrangements: four skew biphotons in a 2 × 3 and 3 × 2 sub-kernel, represented in Fig. 2(a) ; four long-range biphotons separated by one pixel in the full 3 × 3 kernel, represented in Fig. 2(b) ; and three short-range biphotons in a 2 × 2 sub-kernel, represented in Fig. 2(c) . Vertically adjacent events that may be affected by charge smearing introduced during the camera readout were discarded, as shown in Fig. 2(c) . To further limit accidental biphoton detections, an empty safety margin of two pixels was set around each detected event pair, as highlighted Fig. 1 . Experimental setup. The optics of our resolution-enhanced imaging scheme consists of a source of spatially correlated photons (labeled as "biphoton illumination"), an object, a non-ideal imaging system (in our case, an NA-limited system), and a single-photon sensitive EMCCD camera. The planes of the crystal and of the object are imaged onto the plane of the detector. An aperture placed in the far field of both the crystal and the object is used to tune the diffraction limit of the non-ideal imaging system. in Fig. 2(a) . We also pre-processed each frame by removing interconnected pixels as incompatible with the task of unambiguously finding the centroid of biphotons, as shown in Fig. 2(e) . Under these conditions, our biphoton-finding algorithm rejected most of the noise and ambiguous events, retaining an average of five biphotons per frame. This number was estimated by subtracting the number of accidental biphotons found in spatially uncorrelated frames from the number of biphotons found in spatially correlated frames.
Each frame was processed by replacing each of the detected event pairs with an event placed at their centroid coordinates. In the case of spatially correlated illumination, a reconstructed resolution-enhanced image of the object was obtained by repeating the above process over all of the acquired frames, and summing the individually processed frames together. A schematic representation of a reconstructed image generated using spatially correlated illumination and a stylized resolution target (shown as a horizontally slanted white bar) is represented in Fig. 2(d) . In the case of uncorrelated illumination, the accidentally found event pairs and their meaningless centroid coordinates did not produce a resolution enhancement, as shown by the fuzzy edges of the styled resolution target in Fig. 2(e) . The resolution did not improve in the case of the classical-imaging scheme, in which the final reconstructed image was the simple average of all detected events over all of the acquired frames, as represented in Fig. 2(f ) .
It should be noted that the level of background intensity caused by noise events was highest in the classical-imaging scheme, due to all detected events being preserved, as represented in Fig. 2(f ) . The lower background intensities in Figs. 2(d) and 2(e) associated with the centroid estimation can be understood by the fact that, by simply performing a selection of event pairs, the chance of detecting a noise event is exponentially reduced to 1∕noise 2 1∕0.0055 2 events per pixel per frame, where 0.0055 is the measured noise of our EMCCD.
RESULTS
In this section, the resolution enhancement of our scheme is demonstrated and quantified by measuring the modulation transfer function (MTF). Additionally, images of real-world objects are presented for visual comparison.
A. Resolution Assessment by MTF Analysis
The MTF was measured using the slanted-edge standard [40] [41] [42] to demonstrate the quantum-enabled resolution enhancement of our scheme. Accordingly, a clear optical-path USAF resolution target angled at 5 deg with respect to the readout direction of the camera was imaged, using both spatially correlated (i.e., biphotons) and spatially uncorrelated illumination. Three MTF curves were computed for three different reconstructed images of the slanted edge. These are shown in Fig. 3 and are: (1) blue MTF, computed from the image of the edge illuminated by Vertically adjacent events that may be affected by the camera's charge smearing artifact, as well as interlinked events, are rejected, as shown in (e). A resolution-enhanced image is obtained when the object (represented by a slanted white bar) is illuminated by spatially correlated light, and the detected events are processed by our biphotonfinding algorithm, as shown in (d). In the case of spatially uncorrelated light, the meaningless centroid positions of the accidentally detected event pairs return an unimproved image of the object, as represented in (e). The classical imaging scheme represented in (f) is obtained by averaging all of the binary detected events, producing an unimproved image of the object, which is, however, affected by high-background intensity, as there is no rejection of noise events. Fig. 3 . Demonstration and quantification of resolution enhancement via slanted-edge MTF. The resolution of our centroid-estimation imaging scheme using biphoton illumination (blue MTF) is compared against the resolution of an equivalent classical imaging scheme (red MTF). As a test, we apply our centroid estimation to uncorrelated light (green MTF) and verify that the resolution is the same as for the classical case, confirming that the resolution enhancement of our scheme is linked to the presence of spatially correlated biphotons. The theoretical curve (black MTF) represents the full 1∕ ffiffi ffi 2 p standard-quantum-limit resolution enhancement with respect to the narrowing of the PSF, here not achieved due to the limited performance of the EMCCD and the non-perfect detection of event pairs of our biphoton-finding algorithm. Shot noise in the pixel intensities causes the noise floor of the centroid-estimated MTF curves (blue and green curves) to be greater than the noise floor of the classical simple average of all events MTF (red curve). The error bars were computed over 10 datasets, each comprising 10 6 .
spatially correlated light and processed with our centroid estimation of biphotons; (2) green MTF, computed from the image of the edge illuminated by spatially uncorrelated light and processed with our centroid estimation of biphotons as a validating test; and (3) red MTF, computed from the image of the edge and processed by averaging together all of the detected events. The red MTF was found to be unchanged when using either spatially correlated or uncorrelated light. Moreover, the image resolution obtained using spatially uncorrelated illumination was found to be the same as the resolution obtained by the classical-imaging scheme (see superimposed red and green MTF curves in Fig. 3 ). The resolution enhancement of our scheme is shown to be linked to the detection of spatially correlated biphotons and the recording of their centroid positions, as the green and red MTF curves are both worse than the blue MTF curve. The enhancement is revealed by the higher cutoff frequency of the blue MTF curve, as well as by its higher modulation over a large range of spatial frequencies. The black MTF curve represents the full ffiffi ffi 2 p standard quantum limit and is an encouraging indicator of what may be achieved in the future with a better-performing detector and an improved biphoton-finding algorithm. The resolution enhancement of our scheme was computed to be 41% of the theoretically available 1∕ ffiffi ffi 2 p standard quantum limit, with respect to the narrowing of the full-width half-maximum of the PSF. These values were computed by comparing the experimentally measured MTF curves in Fig. 3 to the theoretically available advantage and confirmed by comparing the width of the corresponding PSF curves. A higher resolution enhancement may be achieved by optimizing our biphoton-finding algorithm (in terms of both accuracy and yield) and by the availability of EMCCDs with better noise performance, as indicated by our simulated model (Figs. S1-S3 ) in Supplement 1.
B. Images of Real-World Objects
In order to visualize the resolution-enhancing capabilities of our system we acquired images of real-world objects. The wing of an Fig. 4 . Image comparison for real-world objects. The wing of a fly (a) and a bundle of glass fibers (b) were imaged using both the single average of all frames (top row, red frames) and our centroid estimation of biphotons (bottom row, blue frames). The size bar at the bottom right applies to all reconstructed images. The insets show features that appear to be sharper using our centroid estimation of biphotons, as confirmed by the plotted intensity cross sections for the insect's wing (bottom left) and the glass fiber (bottom right). The horizontal streak lines are due to the uneven response of some regions of the EMCCD chip and to charge smearing. These effects, which are usually negligible at higher photon fluxes, become more evident when many thousands of photon-sparse frames are averaged together.
insect and a glass-fiber sample were imaged using biphoton illumination. Reconstructed images were produced using the classical equivalent imaging scheme (simple average of all frames) and our centroid estimation of biphotons, as shown in Fig. 4 . The images in the bottom row appear to be sharper, as it can be noticed in the edges of the zoomed features and in the plotted intensity cross sections, shown at the bottom of Fig. 4 . To facilitate a resolution assessment by eye, all images were normalized, as well as their histogram equalized. Moreover, the zoomed regions were upscaled using linear interpolation. Due to the strong rejection of uncorrelated events of our biphoton-finding algorithm, the centroid-estimated images are prone to shot noise, which scales as the square root of the number of detected centroids per pixel. Since it is subjectively more difficult to evaluate the resolution of a noisy image, here we show low-noise images reconstructed using a comfortably large number of frames (i.e., 1.5 million frames, acquired in ≈17 h at an acquisition rate of 24.445 Hz and a frame size of 356 × 356 pixel 2 ). Reconstructed images using 5% of the acquired frames (i.e., 50,000 frames, acquired in ≈9 min at an acquisition rate of 92.678 Hz, and a frame size of 256 × 256 pixel 2 ) are shown in Supplement 1 (Fig. S4) , together with the corresponding MTF curves (Fig. S5) . The higher noise floor of the centroid-estimated MTF curves, due to shot noise in the pixel intensities, is discussed in Supplement 1 (Figs. S6-S7) . Further discussion about the acquisition time for an idealized camera and the acquisition settings can also be found in Supplement 1.
CONCLUSION
We have experimentally demonstrated a resolution-enhancing imaging scheme based on the centroid estimation of spatially correlated biphotons, in which the object is probed by low-energy infrared biphotons in the low-intensity regime. In our proof of principle, we achieved 41% of the theoretically available 1∕ ffiffi ffi 2 p resolution enhancement, as set by the standard quantum limit. Similar to localization-based superresolution techniques [43, 44] , our scheme relies on an optical centroid-estimation measurement, with precision that scales with the square root of the number of photons. However, unlike fluorescent techniques, which need to add a point-like fluorescent source to the sample, our scheme operates by projecting spatially quantum-correlated biphotons onto the sample. More generally, our approach to resolution-enhanced imaging allows to recover from the effects of diffraction by reducing the spreading in the size of the PSF induced by a non-ideal imaging system placed between the object and the detector. Apart from diffraction, other unwanted effects are also known to cause a spreading of the PSF, e.g., defocus and turbulence [45] . Accordingly, our scheme may also improve the resolution of imaging systems affected by defocus or turbulence, provided that optical losses do not prevent the detection of a sufficient number of spatially correlated biphotons and that the time scale of the PSF spreading effect is longer than the correlation time of the photons (i.e., >100 fs [33] ). Optical and detector losses reduce the number of detected "true" centroids, potentially leaving accidentally detected centroids to dominate the actual signal. Therefore, as the proportion of accidentally estimated centroids versus actual centroids of biphotons increases, the resolution of the reconstructed image is less enhanced. The effect of losses, (expressed in terms of total effective QE) on the achievable resolution advantage is investigated in Supplement 1 (Fig. S2) .
Compared to other quantum-enabled resolution-enhancing implementations, our scheme is different, as it does not require a scanning source/detector configuration, it does not rely on optically induced fluorescence/quenching of the object, and it is technically straightforward. Additionally, the low-intensity regime of the infrared photons used to probe the object (<0.001 photon per pixel per frame, at 710 nm) means that our scheme is compatible with light-sensitive imaging applications. Ever improving detector technology may enable further improvement, in terms of both absolute resolution advantage and acquisition time, especially if multiphoton states become accessible. Recently, a 256 × 256 pixel 2 single-photon diode image sensor has been developed [46] , with an encouraging 61% fill factor, a pixel pitch of 16 μm similar to current state-of-the-art EMCCD cameras, and ability to operate at 100,000 frames per second. The impressive acquisition rate of photon-counted frames achievable with this type of detector could in principle be used within our scheme to reach subsecond reconstruction times of resolution-enhanced images, as discussed in Supplement 1. 
