ABSTRACT
Introduction
Function approximation involves estimating (approximating) the underlying relationship from a given finite input-output data set     is the unobserved disturbance with unknown characteristics; has been the fundamental problem for a variety of applications in system identification, pattern classification, data mining and signal reconstruction [1] [2] [3] [4] .
Feedforward neural networks such as multilayer perceptrons (MLP) have been widely used as an approach to function approximation since they provide a generic black-box functional representation and have been shown to be capable of approximating any continuous function defined on a compact set in N R with arbitrary accuracy [5] [6] [7] .
It has been proved that a radial basis function network (RBF) can approximate arbitrarily well any multivariate continuous function on a compact domain if a sufficient number of radial basis function units are given [8] .
In contrast to MLPs, RBF networks use a localized representation of information. The RBF network requires less computation time for the learning and more compact topology than MLP. The network can be configured with one radial basis function centre at each training data point. Thus, the complexity of the network is of the same order as the dimensionality of the training data and the network has a poor generalization capability. The RBF decomposition of   
where j R is the covariance matrix. Geometrically j t represents the center and j R the shape of the j-th basis 
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The problem of neural network training (estimating  ) which approximates the function (1) "well", has essentially been tackled, based on the following two different assumptions [9] : (A1) The noise has some probabilistic and/or statistical properties.
(A2) Regardless of the disturbance nature, a noise bound is available, i.e.
Assumption (A1) leads to different stochastic training methods that are based on minimization of some loss function. Different choices of loss functions arise from various assumptions about the distribution of the noise in measurement. The most common loss function is the quadratic function corresponding to a Gaussian noise model with zero mean, and a standard deviation that does not depend on the inputs. The Gaussian loss function is used popularly as it has nice analytical properties. However, one of the potential difficulties of the standard quadratic loss function is that it receives the large contributions from outliers that have particularly large errors. The problems in the neural network training are that when the training data sets contain outliers, traditional supervised learning algorithms usually cannot come up acceptable performance. Since traditional training algorithms also adopt the least-square cost function (4), those algorithms are very sensitive to outliers.
Techniques that attempt to solve these problems are referred to robust statistics [10, 11] . In recent years, various robust learning algorithms based on M-estimation have been proposed to overcome the outlier's problems [12] [13] [14] [15] [16] [17] .
The basic idea of M-estimators is to replace the quadratic function in the cost function (4) by the loss function so that effect of those outliers may be degraded.
Traditional approaches of solving such a problem are to introduce a robust cost function (4) , and then, a steepest descent approach is applied. The idea of such an approach is to identify outliers and then to reduce the effect of outliers directly.
Alternative approaches have been formulated in a deterministic framework based on Assumption (A2). In this context the training problem is then to find a θ belonging to the class of models (2) for which the absolute value of the difference between the function (1) and model is smaller than k  for all times k. Three different types of solutions to this problem have mainly been explored in literature. The first method is to formulate the estimation problem in a geometrical setting. Different proposals result from this approach but Fogel and Huang [18] proposed a minimal volume recursive algorithm (FHMV) which minimizes the size of an ellipsoid and was attractive for on-line estimation.
The second alternative is to derive estimation algorithm for stability consideration together with the geometrical (ellipsoidal-outer-bounding algorithm by LozanoLeal and Ortega) [19] . The third approach is to obtain estimation (training) algorithm from modifying the exponentially weighted recursive least squares algorithm (EW-RLS) [9] .
All these algorithms have a dead zone. The dead zone scheme guarantees convergence of the neural network training algorithm in the present of noise
It should be noted that this dead zone may serve as value that limits the accuracy of the obtained solutions, i.e. determines its acceptable inaccuracy.
The proposed method combines the numerical robustness of a particular class of non-quadratic M-estimators and dead-zone.
Robust Gauss-Newton Training Algorithm
The estimation  is the solution of the following set of equations
where For many non-quadratic loss functions, the Equation (5) does not have closed form solution, but can be solved by the some iterative or recursive methods.
The minimization of the criterion (4) can therefore be performed using Gauss-Newton algorithm.
where
The initial value of the matrix   Following Huber [10] , a distribution of the noise contaminated by outliers expressed by a mixture of two probability density functions , which have nonzero second derivatives. As these functions can be taken, for example [22, 23] ,
graphs of which are shown in Table 1 .
It should be noted that in case of using functionals as (9) and (10) a problem of the selection (evaluation) of parameter с (in Table 1 shapes of the functionals with c = 5 are shown) arises.
The standard deviations 2 1  and 2 2  in (8) are usually unknown and must be estimated and they can be 
 
taken into account in the learning algorithm. If 
The total variance of noise, calculated as
can be used for normalizing the selected functional
It should be noted that as estimation of the parameter с in the functionals (9) and (10) 3 can be used.
Modification of Robust Gauss-Newton Algorithm with Dead Zone
Dead zone, which determines the degree of permissible errors, can be set as follows: 
The forms of functions (12) and (13) are shown in the Table 2 (columns 2 and 3, respectively).
In this case, the robust Gauss-Newton algorithm takes the form Table 2 . Graphs of (9)-(11) functions derivatives with dead zones. 
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Experimental Results
Consider using an RBF network to approximate the function [24]     
where   each step of training the network are shown in Figure 3 .
Estimations of 1
 , 2  and number of outliers are given in Table 4 .
As seen from the simulation results, the algorithm (12) gives reasonably accurate estimates of 
(with a weight function) proximation of very noisy nonlinear functions. Also it should be noted that the usage of dead zones has reduced training time by about 20%.
Conclusions
This paper proposes a resistant radial function network on-line training algorithm based on the theory of robust regression for dealing with outliers in the framework of function approximation. The proposed algorithm minimizes an M-estimate cost functions instead of the conventional mean square error and represents one modification of recursive GaussNewton algorithm with dead-zone. These dead zone may serve as value that limits the accuracy of the obtained solutions.
Utilization of dead zones can decrease training time of the network.
If the distribution of the noise contaminated by outliers expressed by a mixture of two Gaussian distributions with unknown standard deviations It is an efficient algorithm for practical using in investigation of real nonlinear systems. It is expedient to develop this approach further and to investigate other robust cost functions and training algorithms such as Levenberg-Marquardt algorithm.
