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Abstract  
Impulsivity received considerable attention in the context of drug misuse and certain 
neuropsychiatric conditions. Because of its great health and well-being importance, it is 
crucial to understand factors which modulate impulsive behaviour. As a growing body of 
literature indicates the role of emotional and physiological states in guiding our actions and 
decisions, we argue that current affective state and physiological arousal exert a significant 
influence on behavioural impulsivity. As ‘impulsivity' is a heterogeneous concept, in this 
paper, we review key theories of the topic and summarise information about distinct 
impulsivity subtypes and their methods of assessment, pointing out to the differences 
between the various components of the construct. Moreover, we review existing literature on 
the relationship between emotional states, arousal and impulsive behaviour and suggest 
directions for future research.  
____________________________________________________________________ 
Keywords: impulsivity; emotions; mood; physiological arousal; stress; stop signal task; 
delay discounting; risk-taking  
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1. Introduction 
The importance of impulsivity has long been recognised, both in everyday life, as it 
plays a vital role in the decision-making process, and in many neuropsychiatric conditions. 
Impulsive behaviour is a diagnostic criterion of several neuropsychiatric conditions including 
personality disorders (borderline and antisocial personality disorders), substance use 
disorders, or attention deficit and hyperactivity disorder (ADHD; American Psychiatric 
Association, 2013). High levels of trait impulsivity are also associated with risk-taking and 
increased alcohol use in social drinkers (Granö et al., 2004; Grau and Ortet, 1999), and 
predict increased food intake in normal-weight healthy women (Guerrieri et al., 2007a, 
2007b).  
Therefore, impulsivity has a great clinical as well as general-health importance. A 
better understanding of modulators of impulsive behaviour could help identify risky states 
and support impulsive individuals in a clinical and general population. One of the factors 
which may exert an impact on our impulsive state is emotions. A growing body of evidence 
shows that emotions influence our cognition and behaviour, including memory and learning, 
attention, or perception (Asutay and Västfjäll, 2012; Dolan, 2002; Sharot et al., 2004; 
Talarico and Rubin, 2007; Zadra and Clore, 2011). It seems that impulsivity is not 
independent of emotional influences either. The tendency to act impulsively while 
experiencing distress (negative urgency, Whiteside & Lynam 2001) is a well-established 
personality trait. Cyders & Smith (2007; 2009) also proposed another facet of mood-based 
rash action, which is driven by strong positive emotions (positive urgency). Moreover, 
research suggests that engaging in impulsive actions, which may result in negative 
consequences in the future, such as emotional eating, heavy drinking or smoking, while 
experiencing negative affect might serve as a means of alleviating one’s mood state (Cooper 
et al., 1995; Bekker et al., 2004; Smyth et al., 2007; Abrantes et al., 2008; Magid et al., 
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2009). Indeed, impulsive behaviour, such as episodes of binge eating and purging in bulimia 
nervosa, are thought of as maladaptive attempts to alleviate one’s mood (Smyth et al., 2007). 
This review aims to indicate the role of emotional and physiological states as important 
modulators of impulsive actions and decisions. When growing body of literature shows the 
detrimental effects of inability to regulate one’s emotions (Cisler et al., 2010; Wilcox et al., 
2016) and a high prevalence of mood disorders in society (Kessler et al., 2005), it seems 
particularly important to understand how affective states modulate behaviour and decision-
making. While there are other relevant factors such as gender, age or genetic polymorphisms, 
these are beyond the scope of this review. A better understanding of the relationship between 
emotion, physiological states, and impulsivity, as well as the neural circuitry underlying these 
relationships, could facilitate treatment of impulse-related disorders and promote methods to 
improve decision-making of those suffering from mood disorders. However, in this review, 
we focus on healthy volunteers as most of the work looking at the role of emotional and 
physiological states on impulsivity has been conducted in healthy individuals. Since the term 
‘impulsivity’ incorporates a wide range of behaviours, it is important to describe the complex 
construct of impulsivity before discussing the role of emotional and physiological states in 
shaping impulsive action. Therefore, the first sections will deal with research trying to define 
and systematise the construct of impulsivity. 
2. Defining Impulsivity 
Although impulsivity is considered a symptom of many psychiatric and neurological 
conditions (American Psychiatric Association, 2013), it is also an element of a personality of 
healthy individuals (Evenden, 1999a, 1999b). There are, however, many definitions of this 
construct (Evenden, 1999a, 1999b; Moeller, Barratt, Dougherty, Schmitz, & Swann, 2001). 
According to Daruna and Barnes (1993), impulsivity is reflected in a variety of 
maladaptive behaviours, unplanned or prematurely expressed, inappropriate to situations, 
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risky or resulting in undesirable consequences. Other authors define impulsivity as an 
inability to delay gratification and as the opposite of self-control (Monterosso and Ainslie, 
1999). American Psychiatric Association (2013) describe impulsivity as a failure to control 
impulses or temptations to perform actions which are detrimental to the individual or other 
people. 
According to Moeller (Moeller et al., 2001), impulsivity should be defined as a 
predisposition for rapid, unplanned actions in response to external and internal stimuli 
without considering potential negative consequences of these actions. Importantly, 
impulsivity, in this definition, is associated with automaticity: quick decision-making, lack of 
planning and foresight, which prevents from an appropriate assessment of the consequences. 
Likewise, Eysenck (Eysenck and Eysenck, 1978) discriminates between impulsiveness and 
venturesomeness, the latter being related to conscious risk-taking.   
The above definitions consider impulsivity as a maladaptive and pathological feature; 
yet, it is widely accepted that impulsivity is a part of a normal behaviour, and every person 
can be characterised on their impulsive tendencies. Therefore, impulsivity may be perceived 
as a personality trait. For instance, in his original theory, Hans Eysenck proposed that 
personality consists of two dimensions of higher-order traits, i.e. extraversion vs introversion 
and emotional stability vs neuroticism. In this primary construct, impulsivity was considered 
to be a part of extraversion; however, in the revised model, impulsivity is regarded as a part 
of the third dimension — psychoticism vs impulse control (Eysenck and Eysenck, 1985). In 
Eysenck’s notion, impulsivity is related to risk-taking, lack of planning, and making up one's 
mind quickly. A similar concept was proposed by Martin Zuckerman under the name 
“sensation seeking”. According to Zuckerman, high sensation seekers are people who show a 
constant need for stimulation and novel experiences, despite the risks (Zuckerman, 1984).  
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Gray (1972;1981), on the other hand, argued that impulsivity and anxiety are the 
major factors of personality with which other features should be described. In this model, 
extraversion is characterised by low anxiety and high impulsivity levels, while neuroticism - 
with high anxiety and high impulsivity levels. Grey proposed an existence of two behavioural 
systems which underlie these personality traits. The behavioural activation system is related 
to impulsivity and is associated with sensitivity to reward and approach behaviours, while the 
behavioural inhibition system underlies anxiety and is activated in response to punishment 
signals and novelty. Noteworthy, the Barratt Impulsiveness Scale (BIS; Barratt, 1959; Patton, 
Stanford, & Barratt, 1995), a questionnaire commonly used both in clinical setting and 
research to assess impulsivity levels, was primarily developed to separate the personality trait 
of impulsiveness from the personality trait of anxiety.  
3. Subtypes of impulsivity 
Difficulties in unequivocally defining impulsivity and placing it within personality 
models prove that impulsivity is a multidimensional construct, where components are 
independent of one another and reflect different aspects of behaviour (Congdon & Canli, 
2008; Evenden, 1999a; Moeller et al., 2001). Various approaches to the complex construct of 
impulsivity led to distinguish different subtypes of this feature.  
For instance, two commonly used impulsivity scales, identify various components of 
impulsivity construct. In BIS (version BIS-11) three dimensions of impulsivity are defined: 
inattention (a difficulty in focusing on the task at hand), motor (acting on the spur of the 
moment or inability to withhold the response), and non-planning (which refers to the lack of 
consideration or not planning tasks carefully) (Patton et al., 1995). Whiteside and Lynam 
(2001), on the other hand, performed a comprehensive factor analysis of various impulsivity 
scales to separate distinct subtypes of impulsivity which were previously grouped together. 
Their analysis led to distinguishing four personality facets related to impulsive behaviour: 
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urgency (a tendency to act under the influence of strong impulses, often associated with 
negative affect), lack of premeditation (a tendency to take actions without careful planning or 
thinking of consequences), lack of perseverance (an inability to fulfil the task despite 
boredom or tiredness), and sensation seeking (a tendency to seek novelty and excitement). 
Measures of each personality dimensions together form the UPPS (Urgency, Premeditation, 
Perseverance, Sensation seeking) Impulsive Behaviour scale. Subsequently, Cyders and 
Smith (2007, 2008), proposed an additional component called Positive Urgency, which refers 
to a tendency to act impulsively while experiencing strong positive emotions. 
Opposite to generally held view, Dickman (1990) argued that impulsivity is not solely 
a maladaptive feature. He pointed out that making snap decisions about matters of little 
importance (‘what am I having for dinner tonight?’) is beneficial. Moreover, spontaneous 
behaviours enable us to seize opportunities, gain new experiences, which enrich our lives. 
Additionally, impulsive individuals outperform less impulsive subjects in tasks when a little 
time is available to reach a decision (Dickman & Meyer, 1988). Therefore, Dickman 
distinguished ‘functional impulsivity’, which reflects the advantageous aspects of 
spontaneous behaviour, from ‘dysfunctional impulsivity’, which is a maladaptive feature 
associated with negative consequences. Similarly, others argued that when it comes to 
everyday situations, fast and frugal decisions may be beneficial and better than in-depth 
considerations as they lead to optimising strategies in the face of limited time and resources 
(Gigerenzer et al., 1999). One showed that the consequences of impulsive traits depend on 
the nature of the task: When delayed rewards are favoured over immediate rewards, low-
impulsive individuals outperform highly impulsive ones; however, when immediate 
gratification is preferred, highly impulsive individuals perform better study (Otto et al., 
2012). Taken to extreme, the urge to override immediate gratification in favour of the long-
term goals may be maladaptive and even life-threatening, which is best exemplified with 
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patients suffering from anorexia nervosa, who suppress their urge to eat and show decreased 
preference towards immediate rewards compared to healthy controls, a feature reversed with 
treatment (Decker et al., 2015).  
In behavioural approach, impulsivity construct is often divided into at least two major 
dimensions. The first reflects disinhibition, and is often referred to as motor impulsivity or 
impulsive action, while the second dimension reflects impulsive decision-making (also 
referred to as impulsive choice or cognitive impulsivity; Bechara, Damasio, & Damasio, 
2000; Broos et al., 2012; Brunner & Hen, 1997; Reynolds, Ortengren, Richards, & de Wit, 
2006). Impulsive action can be further divided into action cancellation and action restraint, 
while impulsive choice can be separated into risk or uncertainty-based choice and delay-
based choice (Winstanley et al., 2010). de Wit (2009) proposed a third dimension of 
impulsivity i.e. lapses of attention, arguing that sustained attention is necessary to suppress 
drug-seeking behaviours in addicts. 
Evenden (1999a), on the other hand, claimed that impulsivity can affect an action at 
different stages of the process: during the preparation stage, the action execution stage, and 
the outcome phase. Therefore, he proposed a model of impulsivity which reflects the role of 
impulsivity at each of those stages, i.e. (1) impulsive preparation, which involves responding 
before all necessary information is obtained, (2) impulsive execution, which is related to a 
failure in following instructions and difficulty awaiting turn, and (3) impulsivity at the 
outcome stage, which results in an inability to delay gratification. Evenden’s model is in 
agreement with a recent factor analysis of behavioural impulsivity measurements (Caswell et 
al., 2015), which distinguished three independent subtypes. The ‘reflection’-impulsivity 
refers to the preparatory stage of an action and is defined as a tendency to make decisions in 
situations of uncertainty (Kagan, 1965a). The ‘motor’-impulsivity refers to the action 
execution stage and reflects an inability to inhibit a motor response when it is no longer 
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suitable. Finally, the ‘temporal’-impulsivity, which is related to the outcome stage of the 
behaviour, reflects a difficulty in delaying gratification (Ainslie, 1975).  
In conclusion, impulsivity proves to be a concept difficult to define and no commonly 
agreed way of separating it into components exists. Selected views on impulsivity are 
summarised in Figures 1 and 2. It is worth noting, however, that many of the views share 
some similarities. The concept of motor impulsivity (or impulsive action) is well-established 
both in personality-based and behavioural approaches. Nevertheless, as discussed in more 
detail in the following section, motor impulsivity subtype is not uniform and can be further 
separated into components. In contrast, a tendency to take risk is usually included as a part of 
the definition of impulsivity, but not all behavioural models take account of this component.  
4. Ways of assessing impulsivity in humans  
A variety of methods is being used to study impulsivity. There are two major 
approaches: behavioural one, which uses laboratory measurements, and self-assessment 
questionnaires. Low correlations between scores on those questionnaires and behavioural 
tasks suggest that they provide information about different aspects of impulsivity i.e. trait and 
behavioural impulsivity, respectively (Broos et al., 2012; Clark et al., 2006; Reynolds et al., 
2006; Wingrove and Bond, 1997). The abundance of methods used to assess impulsivity 
might be confusing; therefore, here we offer a summary of means of measuring impulsivity. 
Specifically, we focus on differentiating between distinct impulsivity subtypes.  
4.1 Trait impulsivity.  
Self-report questionnaires are a common method of assessing trait impulsivity in 
clinical practice and research setting. The popular questionnaires include aforementioned 
Barratt Impulsiveness Scale-11 (BIS-11; Patton et al., 1995) which consists of 30 items 
organised into three subscales (inattention, motor and non-planning) and the UPPS scale 
(Whiteside and Lynam, 2001), which consists of 45 items organised into four subscales 
10 
 
   
(Urgency, Premeditation, Perseverance, and Sensation-seeking). Zuckerman’s Sensation 
Seeking Scale (SSS, Zuckerman et al., 1978) is an older questionnaire but still used in 
research. It consists of four factors: thrill and adventure seeking (sensation seeking through 
engagement in exciting sports or risky activities involving speed and danger), disinhibition (a 
desire for social stimulation and disinhibited behaviour via alcohol, partying or sex), 
experience seeking (a desire for experience a non-conforming lifestyle through unplanned 
activities or drugs), and boredom susceptibility (an aversion to repetition and routine). 
11 
 
   
 
Figure 1 Selected views on impulsivity as a personality trait proposed by several researchers. Similar concepts are depicted in the same colour. 
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Figure 2 Selected views on behavioural impulsivity with examples of tasks used to assess particular impulsivity subtypes. Similar concepts are 
represented in the same colours. This figure was partly adapted from Winstanley et al., 2010. 
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4.2 Behavioural impulsivity  
Questionnaires are a simple and easily applicable form of assessing general 
impulsivity levels; however, these are subjective measures limited by individual’s insight into 
their own behaviour and participants honesty in answering the questions (Evenden, 1999b; 
Moeller et al., 2001). As they are designed to assess the tendency of a subject to act 
impulsively, i.e. stable over time personality trait, these measures are not appropriate to 
measure impulsive states, for example under acute drug administration or in a different 
context. The behavioural impulsivity tasks, on the other hand, provide an objective measure 
of impulsivity, suitable for repeated uses under various experimental paradigms.  
4.2.2 Motor impulsivity  
Impulsivity may derive from an inability to inhibit an inappropriate motor response. A 
variety of behavioural tasks has been developed to measure motor impulsivity. In both the 
Stop Signal Task (SST; Logan, 1994) and Go/No Go (GNG) task (Hogg et al., 1975) subjects 
respond to go-signals, and should inhibit their responses to stop-signals. Evidence suggests, 
however, that these tasks probe distinct processes i.e. ‘action cancellation’ (inhibition of an 
already initiated response) in the SST and ‘action selection and restraint’ (inhibition of a 
response before it has started) in the GNG (Dalley, Everitt, & Robbins, 2011; Eagle, Bari, & 
Robbins, 2008; Winstanley, 2011). Therefore, although both GNG and SST seem very 
similar at the behavioural level (“stopping impulsivity”, Robinson et al., 2009; Dalley et al., 
2011), these tasks are not equivalent and reflect different aspects of motor impulsivity.  
The Continuous Performance Task (CPT) (Rosvold et al., 1956) measures yet another 
feature of motor control; where subjects are required to scan through 5-digit sequences and 
respond when the number matches a target stimulus. Impulsive behaviour in the task is 
reflected in a high number of premature responses, which indicates that an individual has 
difficulty awaiting the correct signal; therefore, the term “waiting impulsivity” was coined 
14 
 
   
(Robinson et al., 2009; Dalley et al., 2011). The Immediate and Delayed Memory Tasks 
(IMT, DMT) (Dougherty et al., 2002) are also variants of the CPT used to study attention, 
memory, and impulsivity. Participants are presented sequentially with several-digit stimuli on 
the computer screen. In the IMT subjects need to indicate when the currently displayed 
number is identical to the preceding one, while in the DMT subjects should respond to a 
target number and ignore distractor numbers appearing in-between. The 5-Choice Serial 
Reaction Time Task (5-CSRTT, Carli et al., 1983) is a task primarily developed to study 
waiting impulsivity in rodents, but recently also adapted to be used in humans (Sanchez-
Roige et al., 2014; Voon et al., 2014). In this task, subjects are required to react to a stimulus 
which can occur in one of five locations. Impulsive behaviour is reflected in premature 
responses (i.e. before the stimulus appears).  
Information regarding motor impulsivity is summarized in Figure 3. 
 
Figure 3 Motor impulsivity according to Robinson et al., 2009 and Dalley et al., 2011. 
 
4.2.3 Reflection impulsivity  
In everyday life, we encounter countless situations when we need to choose between 
several alternatives. In order to select the optimal one, we need to evaluate each of the 
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options, as rash decision may be maladaptive: impulsive individuals who make fast decisions 
also make more mistakes than reflective subjects who take longer to come to a conclusion 
(Clark et al., 2006; Kagan, 1965a, 1965b; Kagan et al., 1964). The tendency to make snap 
choices without gathering and evaluating information first has been referred to as ‘reflection 
impulsivity’ (Kagan, 1965a, 1965b; Kagan et al., 1964). Experimental measures of the 
reflection impulsivity include the Information Sampling Task (IST) and Matching Familiar 
Figures Task (MFFT). The IST (Clark et al., 2006) assesses the uncertainty tolerance upon 
making decisions; in other words, it measures how much information an individual needs 
before making a decision. In the MFFT (Cairns and Cammock, 1978) participants compare 
several visual stimuli in order to decide which one is identical to the target image. The 
combination of fast and inaccurate responding is considered impulsive, whereas slower and 
accurate performance is regarded reflective.  
4.2.4 Impulsive choice  
In daily life people face intertemporal choices of different outcomes at various time 
points: a slim figure in the future or enjoying a cake now, rewarding oneself with a night out 
today or saving money to go for holidays in several months. Research indicates that sooner 
rewards are often preferred over the delayed larger ones; however, impulsive individuals 
show a steeper discounting rate than those less impulsive (Ainslie, 1975; Kirby, Petry, & 
Bickel, 1999). Difficulty in delaying gratification, the temporal impulsivity, can be assessed 
with pen-and-paper questionnaires or computerised tasks. The Monetary Choice 
Questionnaire (MCQ) and Delay Discounting Task (DD) (e.g. Kirby & MarakoviĆ 1996; 
Kirby et al., 1999) are both pen-and-paper tasks in which participants choose between 
hypothetical smaller immediate rewards (e.g. £19 today) and larger but delayed ones (e.g. 
£25 in 53 days). The tasks provide a measure of the delay discounting rate – a degree of a 
devaluation of future outcomes relative to present outcomes. It is worth noting, though, that 
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through such questionnaires subjects report their preferences towards hypothetical rewards 
and delays that they do not experience in the laboratory. This raises the question whether 
such hypothetical decisions actually reflect choices when real rewards are used. Overall, 
research indicates that hypothetical rewards are discounted in the similar way real rewards 
are (Baker et al., 2003; Bickel et al., 2009; Johnson and Bickel, 2002; Lagorio and Madden, 
2005; Lawyer et al., 2011). Some evidence, however, suggests that real rewards are related to 
decreased temporal impulsivity compared with hypothetical gratification (Hinvest and 
Anderson, 2010). 
The Single Key Impulsivity Task (SKIP) or Two Choice Impulsivity Paradigm 
(TCIP; Dougherty, Mathias, Marsh, & Jagar, 2005) have been developed to account for these 
issues. Both tasks are behavioural measures of how long one is willing to wait to obtain a 
reward. In these tasks, participants experience the delay towards the delivery of a reward in 
the form of points. In the SKIP participants press the mouse-button to obtain a point reward. 
The magnitude of the reward is dependent on the delay between consecutive responses: the 
longer the period individual waits, the more points they receive. In the TCIP subjects choose 
between two visual stimuli representing a smaller-immediate reward and larger-delayed 
reward. Participants choose the stimuli and receive points after the delay period elapses. 
Finally, the “Marshmallow Test” (MT; Mischel, Ebbesen, & Zeiss, 1972; Mischel, Shoda, & 
Rodriguez, 1989) is a delay of gratification measure used to study children. The procedure is 
straightforward: a child is offered a choice between one small treat (for example a 
marshmallow) provided immediately or two treats if they resist the temptation of eating it for 
a short period. Interestingly, data from longitudinal studies indicate that the ability to delay 
gratification in childhood is associated with a number of positive outcomes later in life, 
including better academic performance, improved social and emotional coping, better ability 
to deal with stress and frustration, less drug use, as well as decreased probability of becoming 
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overweight (Ayduk et al., 2000; Mischel, Shoda, & Peake, 1988; Schlam, Wilson, Shoda, 
Mischel, & Ayduk, 2013; Seeyave et al., 2009; Shoda, Mischel, & Peake, 1990). 
The temporal delay may devalue the significance of the gratification, but so can the 
uncertainty about the reward being delivered (probability discounting, Winstanley et al., 
2010). Therefore, disadvantageous or risky decision-making is sometimes considered to be a 
part of impulsivity construct (e.g. Mazur, 1993; Rachlin, 1990; Richards et al., 1999 but see 
Holt et al., 2003; Shead and Hodgins, 2009). Whether temporal impulsivity and risk-
taking/probability discounting are part of the same facet (choice impulsivity) or are distinct 
from each other is debatable (Broos et al., 2012; Fineberg et al., 2014; Fineberg et al., 2010; 
Holt, Green, & Myerson, 2003; Richards, Zhang, Mitchell, & de Wit, 1999; Shead & 
Hodgins, 2009; Winstanley et al., 2010).  
A popular measure of decision-making deficit is the Iowa Gambling Task (IGT) 
(Bechara et al., 1994). IGT simulates real-life decision-making by involving conditions of 
reward, punishment and uncertainty. In this task participants select cards from four card 
decks to win money. Each selected card is associated with a monetary reward, but on some 
trials, penalties are also imposed. Two card decks (A and B) are related to high rewards but 
also high losses; therefore, choosing from these decks is disadvantageous in the long run. In 
contrast, the two other decks (C and D) yield smaller immediate gains but also smaller 
penalties; thus, they bring profit if played continuously. Performance in the gambling tasks is 
thought to depend on insensitivity to future consequences and punishment, as well as 
increased sensitivity to reward (Bechara et al., 1994).  
A way of assessing risk-taking is the Balloon Analogue Risk Task (BART) (Lejuez et 
al., 2002). BART is a computer-based task, in which participants must “pump” virtual 
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balloons as much as possible without popping any of them. With each pump, subjects are 
awarded points, but if the balloon pops, all points from that trial are lost.  
The many ways of measuring impulsive behaviour summarised above indicate a 
variety of approaches to impulsivity research and show how complex a construct it is. The 
measures of ‘trait impulsivity’ (self-reports) ask participants to assess how they behave in 
different situations. Although this form allows examining real-life scenarios, it is not ideal as 
it requires honesty and good self-insight from the individual. Behavioural measures overcome 
these limitations; however, their relevance to everyday behaviours may be debatable. 
Therefore, a combination of both self-report and objective measurements is often used in 
research to encompass the wide range of impulsivity construct. 
5. Brain circuits of impulsivity 
The differences between distinct subtypes of impulsivity are further observed at the 
neuronal level: despite some overlap, different impulsivity subtypes show separate neuronal 
correlates. This section provides a non-exhaustive overview of neuronal networks associated 
with different types of impulsivity. 
5.1 Motor impulsivity 
Functional magnetic resonance imaging (fMRI) studies revealed common neural 
circuits for “stopping” impulsivity including inferior and right middle frontal gyri, anterior 
cingulate, pre-supplementary motor area, right inferior parietal lobe, and left middle temporal 
cortex (Rubia et al., 2001). However, the GNG task was associated with bilateral, but 
predominantly left-hemisphere activation, whereas the SST was primarily related to the 
activation in the right hemisphere (D’Alberto et al., 2017; Nikolaou et al., 2013; Rubia et al., 
2001). These findings are further confirmed by lesion studies, which revealed that patients 
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with left frontal damage showed intact response inhibition, whereas patients with right frontal 
lesions had increased motor impulsivity in the SST (Aron et al., 2003).  
Evidence suggests that neural circuitry underlying the “waiting” impulsivity is distinct 
from the “stopping” impulsivity described above. The ability to wait depends on the top-
down interactions of the prefrontal cortex (PFC, including anterior cingulate cortex) with 
limbic structures (including the hippocampus, amygdala, and ventral tegmental area as well 
as the nucleus accumbens; reviewed in Dalley et al., 2011). 
5.2 Reflection impulsivity  
The underlying neural substrates of reflection impulsivity remain to be explored; 
however, an fMRI study found that increased uncertainty during gathering information before 
making a decision was associated with activity in the dorsal anterior cingulate cortex, 
whereas greater uncertainty while executing a decision was related to the lateral frontal and 
parietal activity (Stern et al., 2010). Moreover, greater reflection impulsivity, as indexed by 
lower information sampling in the IST, was associated with the bigger left dorsal cingulate 
cortex and right precuneus volumes (Banca et al., 2016).  
5.3 Impulsive decision-making  
Three distinct brain networks were proposed to be involved in temporal discounting (Peters 
and Büchel, 2011): (1) the ventral striatum, ventromedial prefrontal cortex (vmPFC) and 
substantia nigra/ventral tegmental area are involved in determining individual incentive 
values of rewards, (2) the lateral prefrontal- and cingulate cortices are associated with 
cognitive control, while (3) the medial prefrontal lobe network, comprising hippocampus, 
amygdala, vmPFC, and posterior cingulate cortex, is implicated in imagery and prospective 
evaluation of future outcomes. Moreover, recent evidence indicated the role of the insular 
cortex in temporal decision-making (Frost and McNaughton, 2017; Sellitto et al., 2016). 
20 
 
   
Indeed, insular lesions have been related to decreased sensitivity to immediate rewards: 
Individuals with insular damage show less steep discounting rates than patients with lesions 
in other parts of the brain and healthy controls (Sellitto et al., 2016).  
These brain areas were also identified to be involved in risky decision-making. 
Neuroimaging, as well as lesion evidence, indicate that prefrontal regions including the 
orbitofrontal cortex (OFC), medial and vmPFC, take part in decision-making under 
uncertainty, and the performance on the gambling tasks depends on them (Clark et al., 2008, 
2003; Fukui et al., 2005; MacPherson et al., 2009; Rao et al., 2008; Zeeb and Winstanley, 
2011). Taking a voluntary risk on the BART is also associated with activation of mesolimbic 
areas (Rao et al., 2008). Moreover, the nucleus accumbens activation was found to proceed 
risky choices, while the anterior insula activation preceded safe choices in a financial 
decision-making task, suggesting the existence of two distinct neural circuits driving risk-
seeking and risk-aversion respectively (Kuhnen and Knutson, 2005). Indeed, patients with 
insular cortex lesions consistently showed an increased level of betting on a gambling task 
compared to healthy controls and frontal lesioned patients, even when the odds of winning 
decreased, suggesting the role of the insular cortex in signalling the probability of aversive 
outcomes (Clark et al., 2008). Furthermore, animal studies also indicate the role of the 
amygdala in the risky decision-making. Rats with lesions of the basolateral amygdala showed 
more risky choice in the rat gambling task (Zeeb and Winstanley, 2011). Therefore, temporal 
discounting and risk-taking share underlying neural circuitry, providing an evidence that they 
may be grouped into a single impulsivity subtype.  
5.4 Similarities and differences in brain circuitry of different impulsivity subtypes 
The brief summary of the brain circuitry involved in distinct impulsivity subtypes above 
suggests some level of specificity in brain areas underlying different constructs. For example, 
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inferior frontal gyrus seems specifically vital for motor response inhibition. While an 
extensive network of brain areas is involved in impulsive decision-making, the activity of 
mesolimbic areas and insular cortex might be particularly vital for this impulsivity subtype. 
Nevertheless, there also seems to be some level of overlap between the circuits: the prefrontal 
regions and cingulate cortex may be common substrates across different types of impulsivity; 
however, future functional neuroimaging studies on reflection impulsivity are needed to 
confirm this. Although this review focuses on healthy volunteers research, it is worth noting 
that bipolar disorder, which is associated with high levels of impulsivity and risk taking 
(American Psychiatric Association, 2013; Najt et al., 2007), is associated with altered 
functioning of prefrontal cortex, ventral striatum and amygdala (Mason et al., 2014; Phillips 
and Swartz, 2014), regions implicated in impulsive actions and decision-making.  
6. Emotion and impulsivity in the brain 
The relationship between emotions and impulsivity is supported by functional 
anatomical evidence. The key brain regions involved in emotion regulation (Figure 4), i.e. 
PFC, anterior cingulate cortex (ACC), amygdala, and basal ganglia (BG), also are important 
in impulsive and risky behaviours, as well as decision-making processes (Hinvest et al., 2011; 
Murphy et al., 2003; Phan et al., 2004, 2002; Xie et al., 2011; Zeeb and Winstanley, 2011).  
The role of the amygdala in emotional processing is well recognised. Evidence from 
both animal and human studies supports the critical role of the amygdala in feeling fear and 
fearful stimuli processing (LeDoux, 2000; Murphy et al., 2003; Phan et al., 2004, 2002). 
Moreover, some findings suggest that amygdala responds to emotionally salient stimuli 
regardless of valence (reviewed in Phan et al., 2002; Phan et al., 2004). Literature suggests 
that the amygdala plays a vital role also in impulsive behaviour; for instance, increased 
functional connectivity between the amygdala and other brain regions (thalamus, insula) in 
abstinent heroin addicts is associated with high impulsivity (Xie et al., 2011). Moreover, 
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lesions of the amygdala in rats increase risky decisions in rat gambling tasks (Zeeb and 
Winstanley, 2011).  
Various neuroimaging studies have demonstrated the importance of the fronto-basal-
ganglia network in response inhibition, particularly successful stopping of the prepotent 
motor response on the SST (for example Aron 2007; Aron et al., 2007; Boehler et al., 2010; 
Nikolaou et al., 2013; Kim & Lee 2011). BG seem to also play a vital role in experiencing 
both happiness and disgust (Murphy et al., 2003; Phan et al., 2002). This seemingly 
contradictory activity of BG may be associated with the role of these structures in motor 
control and, thus, guiding the organism towards pleasant (happy) stimuli and away from 
unpleasant (disgusting) stimuli (Panksepp, 1998). Moreover, Sprengelmeyer et al., (1998) 
proposed a specific role for the basal ganglia in processing disgust, as the putamen activates 
during viewing facial expressions of disgust in healthy individuals. Furthermore, patients 
suffering from Huntington's disease (HD) and OCD, conditions characterised with 
neuropathology in the basal ganglia, show problems with recognising facial expressions, 
particularly disgust (Sprengelmeyer et al., 1997; Sprengelmeyer et al., 1996). Interestingly, 
both HD and OCD are associated with increased levels of impulsivity and disinhibition 
(Boisseau et al., 2012; Kalkhoven et al., 2014). 
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Figure 4 Brain regions implicated in both emotional experience and impulsive behaviour. 
Orbitofrontal cortex – red, amygdala – blue, anterior cingulate cortex – violet, caudate 
nucleus (basal ganglia) – yellow, putamen (basal ganglia) - green. 
Another brain region which links impulsivity and emotions is the PFC. Fronto-cortical 
dysfunction, such as seen in substance abusers, is related to impaired inhibitory control 
(Jentsch and Taylor, 1999; Rogers et al., 1999). In particular, the ventromedial PFC, 
including subcallosal cingulate (BA 25) is implicated in a diminished inhibitory control 
reflected in impulsive behaviours in cocaine addicts (Volkow et al., 2010). Moreover, when 
making inter-temporal decisions, the activity of the prefrontal areas (PFC, ACC) correlated 
positively with participants’ self-reported impulsivity and venturesomeness (Hinvest et al., 
2011). Finally, lesions to the orbitofrontal sections of the PFC also result in decision-making 
deficits (Rogers et al., 1999). The PFC functioning is also strongly linked to emotional 
processing. Surgical lesions of the orbitofrontal cortex (OFC) and ACC are associated with 
deficits in emotion identification and changes in subjective emotional state (Hornak et al., 
2003). While the lateral OFC seems to be more related to feelings of anger (Murphy et al., 
2003), the medial PFC alongside with the ACC are often found to be activated across various 
emotions, without specificity towards any particular feeling, suggesting a general role in 
emotional processing (Phan et al., 2002; Phan et al., 2004). ACC, precisely the subcallosal 
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cingulate cortex part, may be mainly involved in sadness and apathy (Murphy et al., 2003; 
Phan et al., 2002; Phan et al., 2004). 
The evidence summarised here indicates that brain networks involved in emotional 
experience and impulsive behaviour largely overlap. Those shared neuronal correlates also 
suggest a mechanism via which affective states exert influence on impulse control.  
7. Impulsivity and emotion  
Having described the complex construct of impulsivity and the neural circuitry 
underlying both impulsive actions and emotional processing, in following sections, we now 
discuss the research on the influence of mood states on different aspects of impulsive 
behaviour. Since in this review we are predominantly interested in the role of changeable 
states on impulsive behaviour and decision-making, we use terms ‘emotions’, ‘mood states’, 
and ‘affect’ interchangeably to refer to those transient emotional experiences. 
7.1 Risk-taking  
The influence of the affective state on risk-taking and decision-making received 
substantial attention. For instance, in one study participants who received an unexpected gift 
before gambling (positive mood state induction) betted their study credits more 
conservatively than those in the control condition (no gift received), suggesting that people in 
a positive mood state may be risk aversive (Isen & Geva, 1987). Moreover, Isen & Patrick 
(1983) demonstrated that positive affect increases the tendency to take the real risk (a loss of 
course credits), but only in the situations where risk is relatively small. In contrast, in the 
hypothetical dilemma task, positive mood state increased risk-taking tendencies regardless of 
the risk level (Yuen and Lee, 2003). As an explanation for different results in the real risk 
versus hypothetical risk conditions Isen & Patrick (1983) suggested that individuals in a good 
mood state try to maintain their positive state and, therefore, do not engage in behaviours 
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which carry a high risk of a loss (risk aversion). Accordingly, Nygren et al., (1996) observed 
that participants with induced positive mood state overestimated their probability of winning 
on a gambling task (optimism), but were less likely to gamble than controls when faced with 
the possibility of real losses (caution). These findings suggest that although people in a 
positive mood state view risky situations more optimistically, the decision-making process is 
more focused on avoiding potential losses, probably to maintain positive feelings (Isen & 
Geva, 1987; Isen & Patrick, 1983; Nygren et al., 1996).   
Thus, it seems that while experiencing positive affect our tendency to take risk is 
decreased, at least in circumstances where high losses are probable. However, as decisions 
often need to be made in the stressful situations, it is important to understand how acute stress 
influences our choices. Increased negative affect and anxiety, related to anticipation of giving 
a public speech, was found to be associated with more risk-seeking tendencies in the task 
where participants are confronted with potential gains or losses (Pabst et al., 2013; Starcke et 
al., 2008). However, the impact of stress on risky choice may depend on subjects’ gender 
(Lighthall et al., 2009; van den Bos et al., 2009). For male participants, acute cortisol 
administration and a stress challenge were found to increase risky behaviours in males, but 
decreased it among females (Lighthall et al., 2009; Putman et al., 2010). Together, these 
results indicate that acute differences in stress reactivity (changes in stress hormone levels 
over time) affect decision-making process differently in men and women.  
7.2 Temporal impulsivity  
In everyday life, many decisions require finding a balance between the immediate pleasures 
and longstanding aims. Work by Tice et al., (2001) offers evidence that emotional distress 
can increase the tendency to seek immediate gratification due to a shift in priorities: from 
focusing on the long-term goals (e.g. slim figure and physical fitness) to short-term pleasures 
(self-indulgence).  
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Preschool children in whom a sad mood state was induced showed more delay 
discounting on the MT (i.e. chose the immediate reward significantly more often) than 
children in a happy or neutral mood state (Moore et al., 1976). These findings were also 
replicated in adult populations. Several studies showed that negative emotions, either 
naturally occurring (Koff and Lucas, 2011) or experimentally induced in participants by a 
presentation of aversive images (Augustine and Larsen, 2011), are related to higher 
discounting rates, suggesting that negative affect is associated with increased temporal 
impulsivity. Similarly, sadness, but not disgust, has been associated with more myopic 
financial decisions (Lerner et al., 2013). Also priming choices in the DD paradigm with 
fearful images resulted in much higher percentages of smaller-but-sooner choices compared 
with positive and neutral priming, again, indicating an increase in impulsive choice (Guan et 
al., 2015). Even imagining future events was shown to modulate delay discounting. 
Participants were more inclined to choose the delayed but larger rewards when they imagined 
positive future events than when they did not imagine anything; while participants were more 
inclined to choose the immediate but smaller rewards when they imagined negative future 
events than when they did not imagine events at all (Liu et al., 2013). Likewise, daily 
variabilities in self-reported mood state and arousal affect discounting rates: positive mood 
state and arousal were associated with a less impulsive choice on the DD task (Weafer et al., 
2013). Therefore, positive affect is associated with increased patience (lower levels of 
temporal impulsivity); whereas negative affect is related to near-sighted behaviours.  
Considering such consistent findings from studies of the effects of mood state on 
delay discounting, it is quite surprising that research on the relationship between acute stress 
associated with decreased mood state and delay discounting reported mixed observations. 
Several studies failed to find any effects of stress on inter-temporal choice (Haushofer et al., 
2013; Robinson, Bond, & Roiser, 2015). For example, in one study male subjects underwent 
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a stress procedure in which participants are required to deliver a speech and perform mental 
arithmetic in front of the audience. Following the stress challenge procedure, participants 
were asked to make intertemporal choices. Even though stress induction depleted mood state, 
no influence on discounting rate was found (Haushofer et al., 2013). Lempert et al., (2012), 
on the other hand, tested a large group of male participants who either experienced acute 
stress by anticipating giving a videotaped speech or underwent a control procedure. 
Following induction, subjects completed a DD task. Taken all subjects together, individuals 
who experienced an increase in salivary cortisol levels, regardless of the assigned condition, 
were more likely to select smaller, sooner rewards (a tendency towards impulsive choice). 
Yet, the relationship did not hold when only the stress induction group was considered. 
Instead, individual variation in the level of perceived stress was related to the performance in 
the task (Lempert et al., 2012). Similarly, in another study, following the same stress 
induction procedure, participants were divided into two groups depending on their cortisol 
secretion change in response to stress manipulation (Kimura et al., 2013). Stress manipulation 
was related to an increase in the tendency to discount future rewards but only in cortisol 
responders, indicating that temporal discounting can be affected by an acute increase in 
cortisol levels. It is worth noting, however, that high cortisol responders tended to have 
higher cortisol levels at baseline. Taken together this evidence suggests that individuals more 
sensitive to stress may be differentially affected in temporal discounting tasks than subjects 
with low reactivity to stress. 
7.3 Motor impulsivity  
The role of emotional states in impulsive choice received substantial attention, but 
little is known about the effects of mood state on impulsive actions. Some evidence suggests 
that negative emotions might be related to decreased impulse-control in everyday life, which 
is reflected in impulsive behaviours such as compulsive eating or procrastination (Tice et al., 
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2001). A large body of research consistently shows that emotionally loaded stimuli, 
particularly threatening ones, diminish response inhibition on the GNG and SST (De Houwer 
and Tibboel, 2010; Kalanthroff et al., 2013; Lindström and Bohlin, 2012; Pessoa et al., 2013; 
Rebetez et al., 2015; Verbruggen and De Houwer, 2007; Wilson et al., 2016). In these 
studies, however, the mood state was not manipulated, but emotional images were presented 
while participants were performing the response inhibition task; therefore, the results may be 
explained via attentional capture. Incidental mood state changes may impact inhibitory 
control via a different mechanism. Research of the effects of mood state on motor impulsivity 
does not report consistent results. For instance, in one study no effects of daily variability in 
mood state were found on none of the motor impulsivity measures tested (SST, GNG, CPT) 
(Weafer et al., 2013). Likewise, sadness induction did not affect response inhibition on the 
GNG task (Chepenik et al., 2007; Smallwood et al., 2009). Similarly, a study performed on 
30 female participants did not show any effects of stress on response inhibition in the go/stop 
task (Cackowski et al., 2014). Scholz et al., (2009), on the other hand, tested male 
participants on the GNG task and found the effect of stress on reaction time (slower 
responses following the stress manipulation), but no effect on the number of false alarms was 
observed. Schwabe et al., (2013) reported enhanced response inhibition in the SST following 
the stress induction, while (Patterson et al., 2016) observed contradictory results.  
Those opposing results might be explained by differences in methodology. In the 
study by Weafer et al. (2013), the affect was not manipulated; instead, daily variability in 
mood state was assessed. Possibly the changes in self-reported affect were not significant 
enough to have an impact on the motor impulsivity in the laboratory setting. Cackowski et al. 
(2014) induced stress via simultaneous exposure of participants to various stressors, and used 
a go/stop procedure, a modification of CPT, in which participants not only respond to a target 
sequence of digits and ignore non-target sequences (waiting for the signal to occur), but also 
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should refrain from responding if the colour of the target sequence changes (response 
inhibition; Dougherty et al., 2005). Schwabe et al. (2013) and Patterson et al. (2016) both 
used the SST, however, both studies used different mood state manipulation methods 
(socially evaluated cold pressor test and affective images presentation, respectively). 
Importantly, Schwabe et al. (2013) introduced a delay between stress-induction and 
behavioural testing so testing would take place during cortisol peak level after stressor 
occurrence, which might have an impact on the results. As discussed in the previous section 
subtypes of motor impulsivity are distinct from each other not only in the behavioural terms 
but also regarding underlying circuitry. Thus, mood state and stress might differentially affect 
subtypes of motor impulsivity.  
In conclusion, data regarding the effects of incidental emotional states on motor 
impulsivity are limited and yield inconsistent results. To clarify the issue, future studies 
should compare the effects of mood state on different subtypes of motor impulsivity. 
7.4 Reflection impulsivity  
Little is known about the influence of mood state on reflection impulsivity. Messer 
(1970) found that children who experienced a success on a task showed a decrease in 
response time on the MFFT task in relation to children who experienced a failure on the task 
or did not undergo any manipulation. However, no differences between groups in task 
accuracy were found. These results indicate that good mood state associated with 
experiencing a success might affect efficiency in the decision-making process by decreasing 
deliberation time. Indeed, Isen and others found that subjects in whom positive mood state 
was induced, reached the decisions quicker than controls in the tasks which involved 
choosing one option from several alternatives (Isen & Means, 1983) or solving a clinical 
problem (Isen, Rosenzweig, & Young, 1991). Participants in the positive mood state were 
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less likely to review information they once analysed or considered unimportant for the task, 
which allowed them to be as accurate as the control group but reach the conclusion faster.  
Taken together, these results indirectly suggest that positive and negative mood state 
might have opposite effects on reflection impulsivity by increasing and decreasing efficiency 
in the task, respectively. However, more research is needed to confirm this hypothesis 
directly using appropriate measures. 
7.5 Inattention  
Other studies revealed that participants in whom negative mood state was induced 
showed an increase in attention lapses (reflected in more incorrect responses in the sustained 
attention task) and reported a greater frequency of task-irrelevant thoughts (Smallwood et al., 
2009). Therefore, it seems that while experiencing negative affect, individuals focus less on 
the task at hand and, thus, the time needed to complete the task increases, even if 
performance is not compromised. 
Overall, results summarised here indicate that distinct subtypes of impulsivity are 
differentially influenced by emotional states. It seems though that some differences may be 
related to gender and individual differences in traits (e.g. stress sensitivity). These factors 
should be further investigated in future research. Moreover, most research looked at the role 
of affective states on decision-making; therefore, how exactly emotions shape other 
impulsivity subtypes (motor, reflection) yet need to be confirmed.  
8. Physiological arousal and impulsivity 
Emotional states are inextricably linked to physiological arousal. Certain emotional 
states, such as anxiety, anger or happiness, are related to an increased autonomic response, 
while others, such as sadness or contentment, with decreased response (Kreibig, 2010), but 
there is no unique physiological characteristic of discrete emotional state (Kreibig, 2010; 
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Mauss and Robinson, 2009). Therefore, the level of physiological arousal may independently 
modulate impulsive behaviour. Indeed, early on it was argued that level of physiological 
arousal is related to impulsive behaviour. Several theories of personality claim that 
impulsivity is associated with under-arousal at rest and that impulsive individuals seek 
stimulation to obtain an optimal level of arousal (Barratt, 1985; H. J. Eysenck & Eysenck, 
1985; Zuckerman, 1969). The optimal level of arousal is Hebb's concept whereby under-
arousal produces unpleasant state; therefore, people are motivated to maintain a certain level 
of arousal to feel comfortable (Hebb, 1955).  
Data from both clinical and healthy populations seem to confirm the theories of 
under-arousal at rest in impulsive individuals. Under-arousal is at the core of Satterfield's & 
Dawson's (1971) model of ADHD. According to this concept, symptoms of this disorder (i.e. 
inattention, hyperactivity, and impulsivity), arise from the under-aroused nervous system. 
Several studies found that highly impulsive but healthy individuals also show lower 
sympathetic arousal at rest (Fowles, 2000; Mathias and Stanford, 2003; Puttonen et al., 2008; 
Schmidt et al., 2013). Similar results were also observed in children; those who showed high 
behavioural impulsivity had lower resting-state heart rate than less impulsive children 
(Bennett et al., 2014; Muñoz and Anastassiou-Hadjicharalambous, 2011). However, it is 
worth noting that some research focused on male participants only (Mathias and Stanford, 
2003), or found that when male and female subjects were considered separately, the 
relationship between trait impulsivity and resting state arousal was significant for males only 
(Allen et al., 2009, 2000).   
High impulsivity levels were also found to be related to blunted reactivity to stress. 
The relationship between poor response inhibition and diminished cardiac responses to acute 
psychological stress have been shown both in children (aged 7 – 11) and young adults 
(Bennett et al., 2014; Bibbey et al., 2016). Blunted autonomic reactivity to stress has also 
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been reported in impulsive adolescents and adults (Allen et al., 2009; Stankovic et al., 2014). 
However, Allen et al., (2009) reported that when male and female subjects were studied 
separately, the relationship was true for males only. Finally, Mathias & Stanford (2003) 
found that highly impulsive men showed greater initial autonomic reactivity under a 
challenge condition, but declining arousal following sustained stimulation. Since, low 
cardiovascular and catecholamine reactivity to stress has been related to many health 
conditions, for instance obesity, bulimia nervosa, gambling, drug abuse or ADHD (Carroll et 
al., 2008; Ginty et al., 2012; Koo-Loeb et al., 1998; Lovallo et al., 2000; Paris et al., 2010; 
Pesonen et al., 2011), these lowered physiological responses in impulsive subjects may 
reflect blunted autonomic reactivity to challenge in impulsive individuals may be 
maladaptive and result in health problems.  
Neuroimaging studies start to unveil the neural mechanisms linking arousal regulation 
and impulse control. Brown and colleges (Brown et al., 2006), studied the relationship 
between individual differences in trait impulsivity and neural correlates of both behavioural 
arousal and inhibitory control, assessed via amygdala reactivity paradigm and GNG task. 
Impulsivity, as indexed by the BIS-11, was positively correlated with the activity in the 
ventral amygdala, anterior cingulate gyrus, and caudate, whereas it was negatively correlated 
with activity in the dorsal amygdala and ventral PFC. The activity of the amygdala and ACC 
is related to autonomic arousal (Critchley et al., 2003; Napadow et al., 2008), while the 
ventromedial PFC (vmPFC) plays a causal role in the regulation of physiological arousal 
(Zhang et al., 2014). The PFC is also known to be critical for successful response inhibition 
(Horn et al., 2003). Therefore, these results suggest that impulsivity is affected by the 
functional interplay between the arousal and inhibitory control systems (Brown et al., 2006). 
Moreover, a recent study (Zhang et al., 2015) showed a positive association between trait 
impulsivity (measured with BIS-11) and skin conductance response to stop trials in the SST. 
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Furthermore, high trait impulsivity was associated with decreased vmPFC regulation of 
physiological arousal in female but not male participants, suggesting altered arousal 
regulation in impulsive females. These gender differences may reflect the fact that some other 
dimension of trait impulsivity, which is not captured with the BIS, is related to arousal 
regulation in men (Zhang et al., 2015).  
Some evidence also suggests that regulation of the state arousal may influence 
impulsive behaviour. Findings by Smith et al., (1991), for example, indicate that trait as well 
as the state of physiological arousal, may differently affect high and low impulsive 
individuals. While highly impulsive individuals showed a large increase in systolic blood 
pressure following caffeine administration, low impulsive subjects exhibited a drop in 
systolic blood pressure. The same study also found that impulsive individuals performed 
worse than low-impulsive subjects in the sustained attention task in the control (baseline) 
condition, but they obtained a greater benefit from caffeine than non-impulsive subjects; 
although their performance remained lower than less-impulsive individuals. As inattention is 
related to impulsive behaviours (de Wit, 2009), these findings suggest that manipulation of 
the physiological state may influence state impulsivity, especially in highly impulsive 
subjects. This is supported by clinical findings in ADHD patients, whereby treatment with 
stimulant drugs, which are known to increase arousal, leads to decreases in impulsive 
behaviour (Swanson et al., 2011). Similar observations were made in healthy populations. 
Schmidt et al., (2013) found that the lower the participants’ physiological arousal at rest, 
reflected in decreased heart rate, the faster the responses and the riskier the behaviour in a 
gambling game, indicating diminished impulse control. Participants with low resting heart 
rate also perceived the risk options in the gambling task as less arousing and less risky 
compared to participants with higher resting heart rate. However, subjects tended to behave 
less risky in the gamble following physical exercise, compared to a resting condition.  
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Taken together, these findings provide support for the under-arousal theory of 
impulsivity. Moreover, summarised results indicate that increased state arousal may affect 
impulse control (decreased in impulsivity) offering support for the optimal level of arousal 
hypothesis (Schmidt et al., 2013). 
9. Concluding remarks 
Term ‘impulsivity’ refers to both a stable personality trait and a range of behaviours 
that are susceptible to modulation. Trait impulsivity is typically assessed with using self-
report questionnaires, while behavioural impulsivity is measured using laboratory tasks and 
paradigms. Both approaches view impulsivity as a complex construct consisting of several 
subtypes. Within the behavioural scope, three major subtypes can be differentiated, according 
to the stage at which they are expressed in the control of action (Caswell et al., 2015; 
Evenden, 1999a): the reflection impulsivity occurs at the action preparation stage, the motor 
impulsivity at the action execution stage, and temporal impulsivity at the action outcome 
stage. Additionally, decision-making under conditions of risk or uncertainty is also 
encompassed within conceptualizations of impulsivity, sometimes grouped together with 
temporal impulsivity in a single construct of impulsive-choice (Fineberg et al., 2014, 2010; 
Winstanley et al., 2010). 
Impulsivity is a familiar part of everyday life, yet it is also of central importance to 
many neuropsychiatric conditions, including addictions, personality disorders or attention 
deficit hyperactivity disorder (ADHD) (American Psychiatric Association, 2013). 
Recognition of the broad consequences of impulsive behaviour to society and the health of 
individuals has motivated a growing interest in impulsivity research, crucially directed at 
determining factors that might modulate behavioural impulsivity. 
In this review, we discuss one potential regulator of impulsive behaviour: the 
affective state. We make the case that mood state exerts differential effects on impulsivity, 
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depending on the subtype in question (summarized in Figure 5). The relationship between 
mood state and impulsive choice has received particular attention in the literature. People in a 
good mood state hold a more optimistic outlook on risky situations, but at the behavioural 
level show risk-avoidance, probably as a protective mechanism against losing positive 
feelings. Moreover, positive emotions increase our ability to wait for the gratification, 
making us more patient. This role of mood state in behavioural inhibition remains ambiguous 
and, similarly, there is little research on the role of emotions on reflection impulsivity. 
However, available data suggest that negative affect is associated with increases in reflection 
impulsivity via decreases in the efficiency of task performance. Importantly, initial research 
on the neuronal circuits underlying emotional states and impulsive behaviours has indicated 
an overlap supporting further the relationship between emotions and impulsivity. 
A further modulator of impulsive behaviour is physiological arousal. Indeed, several 
theories of personality argue that impulsivity is associated with under-arousal at rest, a 
greater increase in arousal following stimulation, and that impulsive individuals seek 
stimulation to obtain an optimal level of arousal (Barratt, 1985; Eysenck and Eysenck, 1985; 
Zuckerman, 1969). Thus, based on research summarised in this review, we propose a model 
to account for how impulsive actions and decisions are affected by our current affective and 
physiological state. Moreover, we argue that internal states impact on behaviour through 
dependence on a particular set of factors: (1) the subtype of impulsivity in question, (2) 
individual differences (gender, trait anxiety, trait stress sensitivity), (3) the baseline (resting 
state) level of arousal.  
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Figure 5 The effects of emotions on different subtypes of impulsivity. 
 
Advances in understanding such modulators can potentially inform the development 
of fresh therapeutic approaches (reducing impulsivity levels) for impulsive people. To 
achieve translational impact, future studies should (1) clarify how different emotional states 
modulate distinct subtypes of impulsivity at both behavioural and neural levels; and (2) 
establish the relationship between the level of physiological arousal and impulsivity, 
perceived both as a stable trait and variable state. For example, it is important to characterise 
first, whether acute changes in physiological arousal modulate impulsive behaviour and 
second, whether highly impulsive individuals are more affected by changes in the bodily state 
than less impulsive individuals. Finally, (3) deeper insights will be gained from research 
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defining the neuronal mechanisms underlying the interaction between affective and 
physiological states with impulsive action and decision-making. 
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