Social media provides a mechanism for people to engage with social causes across a range of issues. It also provides a strategic tool to those looking to advance a cause to exchange, promote or publicize their ideas. In such instances, AI can be either an asset if used appropriately or a barrier. One of the key issues for a workforce diversity campaign is to understand in real-time who is participating -specifically, whether the participants are individuals or organizations, and in case of individuals, whether they are male or female. In this paper, we present a study to demonstrate a case for AI for social good that develops a model to infer in real-time the different user types participating in a causedriven hashtag campaign on Twitter, ILookLikeAnEngineer (ILLAE). A generic framework is devised to classify a Twitter user into three classes: organization, male and female in a realtime manner. The framework is tested against two datasets (ILLAE and a general dataset) and outperforms the baseline binary classifiers for categorizing organization/individual and male/female. The proposed model can be applied to future social cause-driven campaigns to get real-time insights on the macro-level social behavior of participants.
INTRODUCTION
Social media activism has emerged as a key mechanism for people to engage with social causes that interest them and in many instances such as BlackLivesMatter, social media has been a significant contributor to the overall cause [7] . Similarly, in recent years social media activism campaigns such as #ILookLikeAnEngineer, #FearlessGirl, and #Uber have raised the issues of lack of diversity in the workforce, especially the lack of gender diversity in the technology workforce. These campaigns can be seen as ways for AI-driven societal engagement since these platforms run on digital data and are applicable to AI algorithms and provide people tools for engaging with society in the digital world. Technology and specifically AI can of course either assist large social causes or hinder progress. In this paper, we are studying a specific way in which AI and related techniques can help those engaged in social media activism to better target their messaging and improve their engagement with participants. It is commonly reported that one of the primary deficiencies of social media campaigns is that they only engage those who are already interested in the topic of the campaign, often creating "filter bubbles." Diani [9] proposed three criteria that characterize a social movement: (1) there is a network of informal interactions among a diverse group of individuals, groups and/or organizations; (2) this network is engaged in some form of a political or cultural conflict; and (3) there is an accepted sense of shared collective identity among the network. In that regard, diverse group of users/organizations plays an inescapable role in bringing people together for social good. Although every online activism does not get molded into a movement, social technologies have unique affordances to support diverse participation in social movements and allow users to engage with a social movement in ways that are different than participation in earlier social movements. In particular, users can now connect loosely through signaling their support via a tweet, for instance allowing for different forms of organizing or connective action. Hence, classifying user type is important for identifying key actors in sustaining social movement such as ILLAE. Therefore, gaining insight into user demographics such as gender, age, ethnicity, etc. [2, 22] is essential for promoting wider social engagement. One of the most critical attributes among them is gender (user type) given the prevalent gender stereotyping in the society. Thus, the key objective of this paper is to develop a method to automatically identify user types in real-time for supporting analysis of campaign dynamics, whether they are individuals or organizations [6, 8, 15] as well as female/male [2] [3] [4] .
One of the main drawbacks in prior works on user type categorization is that they are computationally expensive due to the high dimensionality of feature representation extracted from textual data [2, 3] . The sparsity of available information with a user profile in real-time has led to dependence on historical information such as the text of Twitter messages (tweets) from a user profile [15] for feature extraction, keywords in tweets [23] , and user mentions in tweets [2] and friends/followers information [4] . Furthermore, all of the prior works have modeled the user type categorization problem as a binary classification (organization/individual or female/male) task and they have not explored any differences in the characteristics of user types that may be specific to the participation in a campaign community, in contrast to general user sample on a social network.
In [10] , the four main influential drivers of an online social campaign are detected and discussed but the focus of this paper is to analyze the user type categorization problem in the context of a social media campaign as well as with general dataset, so as to identify any specific patterns of user type characteristics.
Contributions. Our main contribution in this paper is a method for assisting real-time characterization of users involved in a social media campaign, specifically the ILLAE campaign on Twitter. Our findings suggest that female users are both more numerous and active than males. Unlike other social movements, this campaign attracted a much higher number of organizational participants and they are more engaged and tweet at a higher level. When combined with other information that is easily available, this characterization can provide information on which organizations and what messaging etc.
Improvements to Prior Work. Characterizing users has been attempted in many studies. Our aims in this work are to improve on prior work in two aspects: 1) characterize not just individuals into male/female but also into individuals and organizations; and, 2) to create a process and framework that allows real-time analysis as opposed to using information and features that can only be assessed or computed retrospectively. Overall, we propose a user type classification framework with the following contributions:
• It is a unified approach to address user type classification problem by combining all user types together, individuals (male/female) and organizations into one framework.
• Our framework addresses Twitter API limitations by using features available in real-time in the user's one tweet and user profile for the classification task as opposed to other methods which require additional information about the user or user's social network, such as friends, followers, and user mentions. • The proposed framework encompasses features from multiple characteristics of information such as user profile's description, name, tweet and profile images making it comprehensive. • Although automatic user type classification suffers from several caveats such as low recall [16] and classification error [24] , it is very computationally and financially efficient to study online social media activism in a real-time manner.
DATASETS
In this work, we use two datasets of users from Twitter social network; one domain-specific (online social campaign -ILook-LikeAnEngineer) and one general dataset (CrowdFlower 1 ). Each dataset consists of the tweet metadata (such as creation time, tweet id, tweet text, location, user mentions and etc.) and user metadata (such as user's screen name, profile image, friends/followers/tweet count and etc.).
ILookLikeAnEngineer (ILLAE)
The domain-specific dataset is based on ILookLikeAnEngineer campaign. The #ILookLikeAnEngineer Twitter hashtag was an outgrowth of an advertising campaign by the company OneLogin. In late July 2015, the company OneLogin posted billboards across public transport in the California Bay Area. One of the employees in the advertisement was a female engineer, Isis Anchalee, who brought so much attention to the online community. Her image led to discussions online about the veracity of the campaign as some people found it unlikely that she was really an engineer. Then she came up with the #ILookLikeAnEngineer Twitter hashtag and it created a momentum for other female peers in engineering to contribute to this campaign. ( Figure 1 )
Figure 1: Start of Twitter Campaign
We collected the dataset from Twitter using streaming API and based on three hashtags #ILookLikeAnEngineer, #LookLikeAnEngineer and #LookLikeEngineer as we had found instances of all of them being used in conjunction. The time frame for the data ranges from August 3rd, 2015, the day the hashtag was first used, until October 15th, 2015, which is about 2 months after the first initial surge of the campaign. The dataset consists of 19,492 original tweets from 13,270 unique users (individuals and organizations). Three reviewers from our research team individually annotated 1,434 user profiles as female, male or organization. The annotated user profiles were reviewed by the team and in case of a disagreement, the user type was decided by mutual discussion. The distribution of each user type for ILLAE is shown in Table 1 .
By applying social network analysis to this dataset, degree centrality (the in-degree and out-degree) was calculated for each user in the interaction network (created by equally weighted directed edges for attribution in each interaction type of retweet, mention or reply from user-A to user-B). The analysis revealed that 76 percent of top 25 users, manually annotated, with highest in-degree, were organizations. PageRank and betweenness centralities further confirmed that organizations played an important role in the trending of the movement and in connecting and bringing users together for movement. Overall, we observed a markedly strong role for organizations in the campaign, which is likely due to their reputations and workforce diversity-related initiatives. Broadly, the top contributors can be divided into individuals (Male/Female) and organizations such as Tesla, Intel, GE, BBC, Independent, BuzzFeed, Fortune, TechCrunch. Among the individuals, the most active one is a female engineer (Michelle Glauser), who was the manager for the hashtag campaign and who worked with Anchalee to start the campaign.
CrowdFlower
This dataset was used to train a CrowdFlower AI gender predictor 2 . Contributors were asked to visit a Twitter profile link and judge whether the user was a male, a female, or a brand (non-individual). The dataset contains 20,000 rows, each with a username, a random tweet, account profile and image, location, and even link and sidebar color. Because of multiple annotation results by different people, each row has a certain degree of confidence signifying the likelihood of the majority gender. In order to make sure that we work on the cleanest data possible, we filtered every user type that had a degree of confidence less than 1. After filtering the dataset, there are 13926 users. Because most of the user's image URL didn't work, we had to recollect the users' data from Twitter API based on their Twitter handle. At the end, we were able to retrieve 10186 users. The distribution of the CrowdFlower dataset is presented in Table 1 
FRAMEWORK
Here, we propose a framework that uses multiple types of information from a user's one tweet and user profile information to classify the users into male, female or organization. This framework uses multi-modality of information from a user: screen name, image, metadata, and a tweet text. In this section, we explain every component of the framework. Then we explain the proposed framework. 
Name
In [13] , it is inferred that including name as a feature in existing classifiers yields a 20% increase in accuracy. Therefore, name is a great discriminant feature for user type classification. We use a name database 3 that tries to infer a person's gender from their name. This database is created by the data that came from national statistics institutes and was accompanied by frequency information. A Twitter user has a screen name and Twitter handle. Although some Twitter handles has some information about the user, with preliminary experiments, the performance on screen name is much higher than that of Twitter handle making screen name the input for the database that classifies users into female, male, unisex and none. So it is highly effective for individuals' name but for organizations, we need additional information that will be discussed in the following sections.
Text
The textual information about the tweet is the tweet text and the profile description of the user. In prior works, characterbased features generated by n-gram method were used to encode the text. But the main drawback of this method is the lack of generalization to capture unseen input features because the model was unable to learn those features that were not created in the training phase. [2] ). To overcome this, we use an approach to analyze the language used in these texts by word-category lexicon; the most widely used is Linguistic Inquiry and Word Count (LIWC), developed over the last couple decades by human judges designating categories for common words [17] [18] [19] . By LIWC, the psychological value of language in gender can be quantified with 94 different categories of language ranging from part-of-speech (i.e. articles, prepositions, past-tense verbs, numbers,...) to topical categories (i.e. family, cognitive mechanisms, affect, occupation, body,...), as well as a few other attributes such as total number of words used [5, 17] .
Image
Profile images are very popular on social network and Twitter is not an exception. This gives an opportunity to leverage the visual information provided by users. There are many algorithms such as SIFT [14] , SURF [1] etc. for image recognition task but due to handcrafted rules for feature extraction process we decided to use one of the automatic feature extraction algorithms such as state-of-the-art Convolution Neural Networks (ConvNets). Among many ConvNets models, we selected VGG-16 model -a 16-layered convolutional architecture -due to fast computational capability. The model returns 1,000 probabilities for each image, that the model assigns to each possible ImageNet 4 category. During the training phase, we trained the model for 20 epochs on the training dataset. We follow 70% (training), 20% (development) and 10% (testing) split for our dataset. We achieved an accuracy of 75% on the validation set on the domain-specific dataset (ILLAE) and 74.28% on CrowdFlower dataset.
Metadata
In [11] , it is studied how a Social Web community itself perceives the quality of socially generated metadata within the community. To make the model more comprehensive, we use the metadata of each user including followers count, friends count, tweets (statuses) count and verified status.
Proposed Model Features
Based on the feature groups explained above, we create 4 categories of features The expected output is the three classes: female, male, or organization.
We use 4 different classification algorithms: naïve Bayes, multinomial logistic regression, support vector machine (SVM) and random forest (RF). In our preliminary results with the sample datasets, naïve Bayes and multinomial logistic regression were always outperformed by SVM and RF. So we continued with SVM and RF for the rest of the experiments that will be discussed in the next section.
EXPERIMENTS
Prior works address binary classification problem of identifying user type (female/male or individual/organization) but our model tries to classify user types into three classes (female/male/organization). To show the performance of each classifier, we use overall accuracy and 1score for each class.
Experimental Settings
To keep different classifiers consistent, we use the default value for the parameters of the classifiers. We train the model with each set of features separately and finally all combined as our proposed framework. Then we test them and report the performance measures by the averaging of the 10 fold cross validation across the annotated dataset. (Table 1) We use both log-count and normalization of each feature vector as preliminary experiments show the improvement compared to the original data. Some of the user profiles have no image or non-working image URL. Therefore we use single imputation to replace the nonexisting feature value for the respective user by using the average of that particular feature.
Baselines
We use three baselines. Like prior works, we use the majority class as our baseline which classifies all users as the maximum likelihood class. In addition to that, we use the name database which is also one of the feature sets as another baseline. It takes username as input and outputs binary labels for female/male. For individual/organization baseline, we use the trained model in [15] 5 . It has 110 features derived from last 200 tweets and user metadata that are trained by SVM then it classifies users into individual/organization. Even though it uses historical tweets from the users and it cannot be applied to real-time classification task, our proposed framework outperforms this as you can see in the following section.
DISCUSSION
In this section, we analyze the results of the experiments, the implications of the developed model for analyzing social media campaigns as well as the limitation and future work for real-time user analytics research. Table 3 : Classifiers results in different feature sets for CrowdFlower dataset
Methods

Accuracy(%)
In Table 2 , the performance of each baseline is calculated based on overall accuracy and 1 score for each class. As you can see, organization/individual classifier does the best job among baselines with 84.85% 1 score for organization class as it serves its main purpose. But the classifier with image feature set outperforms that classifier with 87.77% and 91.65% 1 score in both classifiers. It means image is a more discriminant feature than historical tweets. On the other hand, name database is effective in gender classification of individuals and it outperforms all of the other classifiers except the proposed framework. At the end, the proposed classifier with RF outperforms all of the other classifiers with the average overall accuracy of 85.99%.
In Table 3 , you will see the result of CrowdFlower dataset. But in this dataset, organization/individual classifier with 68.74% 1 score for organization class is outperformed by two classifiers beside the combined one: text (70.90% and 70.53% 1 score-org) and image (72.94% and 75.71% 1 scoreorg). Image and text features alone are enough to classify organizations and there is no need to gather extra information about the historical tweets or behavioral features in the user profile. Again, the name database has higher 1 score-female (70.11%) than the other classifiers except the combined one. Proposed framework with SVM classifier outperforms the rest of classifiers with the average overall accuracy of 78.61%.
Another interesting observation here between these two datasets is 1 score of male class is always less than that of female class except for that of their name database. It shows that men do not usually follow a common ground in the Twitter as opposed to women in terms of profile image and the content of their tweets which are not as reflective of their gender as that of women.
To find out the user type distribution in the entire ILLAE dataset, the model is trained with the annotated profile users (1434) and then is applied to the rest of the users (11, 863) to see the user type distribution in the entire dataset. For those users with missing value in their features (e.g.: image), single imputation is used to replace the non-existing feature value by using the average of that particular feature from annotated user profiles. The user distribution of the ILLAE dataset, Table 4 , shows that female users are the most dominant user types in this online social campaign with 47.95% which is followed by organizations with 35.31%. Organization's presence in this dataset exceeding 35% is completely much more than that of a random dataset which is less than 10% [15] . This confirms the fact that in an online social campaign like ILLAE, organizations try to establish their presence to not only promote the cause but also create a new venue to spread their message and gain more marketing share. At last, male users did not engage in this social campaign as much as other user types.
Male
Female On the same note, we would like to see the tweet, retweet and favorite distribution for each user types in the entire ILLAE dataset. In Table 5 , female is the most dominant user type in all of the categories as it shows the importance of this campaign among women. Organizations' impact on this campaign is noteworthy in a sense that one of the main factors of sustainability in an online social campaign is the high level of organization engagement to involve more people in the cause. This is also confirmed by the social network analysis in the previous section that in the top 25 users with highest in-degree, 76% of them are of organization type.
Female Organization Total Although these results are not completely accurate, it gives a good sense of user type distribution in an online campaign in a much faster, more economical and efficient manner. Therefore, it is a great tool for real-time monitoring of participation level during the campaign course of action.
In this paper, we propose a classification framework using multiple data elements in one tweet and without extra information like user's social network structure (friends/followers), historical tweets, and other additional (user mentions) information, it can outperform the existing classifiers. Also, this framework can be utilized in real-time application processes such as user type classification in disaster response context where time and resources are very crucial and limited, specially due to Twitter API limitation which makes it impossible to be extended to many incoming user's tweets which inevitably leads to service halt.
Limitations and Future Work
Our work has some limitations, particularly in image recognition section. While investigating the performance of the VGG-16 model, it came to our attention that the convolutional network could not learn features differentiating user type because of two important reasons. The first one was that few profile pictures of individual users were of organization type, hence the network failed to learn the discriminatory features. The second reason was that female profile pictures with short hair were classified as male. The network was unable to learn masculine features such as beard which differentiate male from female during the training.
For future, there are other user information like location, background profile image, the color of the user profiles, hashtags, URLs and media in a tweet (photos and videos) that could be integrated into this framework to improve the performance. One more interesting thing that also deserves the attention is to see why men are hard to be classified in Twitter in terms of the content and if there is another discriminant feature except for their name which can bring 1 score of men closer to that of women.
CONCLUSIONS
This study makes an important contribution to our understanding and practice of how AI and associated techniques can help those engaged in social media movements and activism campaigns. Our proposed framework make use of features from the diverse mode of information such as user profile description, name, tweet and profile images making it comprehensive. Hence, the multi-modality of information provides the framework for the real-time analysis of user types and a more nuanced assessment of users participating in an online activism campaign. For leveraging social media for social good, using our framework, campaign directors can ensure that their message is going through to the right audience. This work is also applicable to other domains where identifying organizations, for instance emergency management, is important and where identifying female/male participants is crucial (any campaign directed towards diversity of issues such as gender-based violence).
