Under stress, many crystalline materials exhibit irreversible plastic deformation caused by the motion of lattice dislocations. In plastically deformed microcrystals, internal dislocation avalanches lead to jumps in the stress-strain curves (strain bursts), whereas in macroscopic samples plasticity appears as a smooth process. By combining three-dimensional simulations of the dynamics of interacting dislocations with statistical analysis of the corresponding deformation behavior, we determined the distribution of strain changes during dislocation avalanches and established its dependence on microcrystal size. Our results suggest that for sample dimensions on the micrometer and submicrometer scale, large strain fluctuations may make it difficult to control the resulting shape in a plastic-forming process.
Under stress, many crystalline materials exhibit irreversible plastic deformation caused by the motion of lattice dislocations. In plastically deformed microcrystals, internal dislocation avalanches lead to jumps in the stress-strain curves (strain bursts), whereas in macroscopic samples plasticity appears as a smooth process. By combining three-dimensional simulations of the dynamics of interacting dislocations with statistical analysis of the corresponding deformation behavior, we determined the distribution of strain changes during dislocation avalanches and established its dependence on microcrystal size. Our results suggest that for sample dimensions on the micrometer and submicrometer scale, large strain fluctuations may make it difficult to control the resulting shape in a plastic-forming process.
I n recent years, experimental evidence has accumulated that indicates that plastic flow is-at least on the micrometer scalecharacterized by intermittent strain bursts with scale-free (i.e, power-law) size distributions (1) (2) (3) (4) (5) (6) (7) (8) .
The phenomenology of these strain bursts closely resembles that of macroscopic plastic instabilities: Stress-strain curves are characterized by serrated yielding under displacement control and assume a staircase shape under conditions of stress control. Temporal intermittency is associated with spatial localization because each strain burst corresponds to the formation of a narrow slip line or slip band (9) . On the macroscopic scale, spatiotemporal localization of plastic deformation associated with plastic instabilities is well known to have a detrimental effect on formability. A classic example is the strain bursts discovered by Portevin and le Chatelier (PLC effect), which arise from the interaction between dislocations and diffusing solutes (10) . The PLC effect limits the applicability of many aluminum alloys in sheet metal-forming processes, but only arises under specific deformation conditions. Thus, the instability can be circumvented by appropriately choosing the process path, avoiding those temperature and strain rate www.sciencemag.org SCIENCE VOL 318 12 OCTOBER 2007 regimes in which the dislocation and solute velocities are of the same order of magnitude. Here, we demonstrate that the burstlike deformation of microcrystals represents a much more fundamental instability of plastic flow that could cause intrinsic problems in the plastic forming of micrometer-size crystals. Strain bursts in microcrystals arise from the collective, avalanchelike motion of dislocations. The constraints to their motion imposed by the crystal lattice structure give dislocations the ability to mutually trap each other into jammed configurations. The long-range mutual interactions between dislocations make the destruction of such jammed configurations a collective, avalanche-like process. Because their occurrence depends only on the most basic features of dislocation plasticity, dislocation avalanches are a universal feature that does not depend on specific materials properties and cannot be avoided by adjusting the deformation path as in the PLC effect. Similar to other crackling noise phenomena (11) observed in driven systems, such as the Barkhausen noise emitted along the hysteresis loop in ferromagnets (12) or ferroelectrics (13) , the acoustic emission during fracture (14, 15) , or the seismic activity during earthquakes, dislocation avalanches are characterized by material-independent powerlaw size distributions. Although the existence of intermittent plastic strain bursts has been known for many years (16) (17) (18) , a statistical characterization was performed only recently by acoustic emission (AE) experiments in single slip deformation of hexagonal ice (3) or hexagonal closepacked metals (8) , as well as by direct observation of strain bursts during deformation of micropillars (2) . AE experiments, in particular, record the acoustic energy released during a burst and find power-law distributions of AE energies that do not exhibit any apparent cut-off (3-6). These observations raise several intriguing questions: What are the minimum "ingredients" required to produce dislocation avalanches, and are the avalanche properties truly universal? If there is no intrinsic limit to the magnitude of dislocation avalanches, why do we not see them in deformation curves of macroscopic samples? Or, if there is an intrinsic limit, why do we not see such a limit in AE measurements on macroscopic samples?
To resolve these issues, we investigate the dynamic behavior of dislocation systems under various loading conditions. To this end, we simulate the deformation of monocrystalline specimens using three-dimensional discrete dislocation dynamics. The model, described in detail in (19) , considers an assembly of dislocation lines in a block made of a face-centered cubic metal (we use materials parameters of Al). Most of our simulations consider uniaxial tension/compression of cube-shaped specimens. Deformation is driven either by controlling the axial displacement of the top face of the cube (displacement control) or by slowly increasing the total force acting on the top face (load control) (20, 21) . In addition, we simulate the compression of bicrystals and multicrystals of various sizes, as well as the bending of a monocrystalline beam (aspect ratio 3:1:1) that is cantilevered in a cube orientation and deformed by imposing a downward displacement on its free end. In the compression simulations, we record the plastic strain e pl as well as the average stress (force per unit area acting on the top surface of the block). In the case of bending, we record the maximum bending stress and surface strain, from which we deduce a "plastic" bending strain by subtracting the surface strain of a purely elastic beam under the same bending moment.
An example of a typical stress-strain curve recorded in a load-controlled compression test is shown in Fig. 1 . The staircase character of the response is very similar to that of the experimental observations in micrometer-sized samples (2) . By differentiating the plastic strain versus time signal, we obtain the strain rate shown in the inset of Fig. 1 . This is a typical example of a crackling noise signal, consisting of intermittent bursts with widely fluctuating amplitudes (11) . These bursts arise from the propagation of dislocation avalanches within the sample. Dislocation activity during an avalanche is usually dominated by a single-slip system, even if deformation proceeds, on average, in symmetrical multiple slip. Consequently, the avalanches exhibit a characteristic lamellar shape, as shown in Fig. 2 .
To analyze the crackling noise signal, we first threshold it to eliminate effects coming from numerical noise, and then identify well-defined pulses. The area s under each pulse is equivalent to the plastic strain increment produced by a dislocation avalanche (the avalanche strain). In analogy with experimental measurements that use multiple samples, we determine avalanche strain distributions P(s) from multiple simulations with different, but statistically equivalent, initial configurations. Avalanches in bending deformation are analyzed in an analogous manner by considering the evolution of the plastic bending strain. In either case, the avalanche strain distributions have the general form
where C is a normalization constant, t is a scaling exponent, and s 0 is the characteristic strain of the largest avalanches.
To test the robustness of Eq. 1 in various physical situations, we compare distributions of avalanche strains for compression simulations performed in load control and displacement control, with and without activation of cross slip, in single slip and in multiple slip conditions. The avalanche strain distributions are essentially insensitive to the slip geometry and to the presence or absence of cross slip ( Fig. 3 and figs. S1 and S2). In either case, the distributions can be described by Eq. 1 with t ≅ 1.5. The same is true for the bending simulations. A very similar exponent was also reported in the experiment (2) . In addition, the mean-field value t = 3/2 was predicted to hold for single-slip conditions in general by the theory of the dislocation yielding transition (22, 23) . Our simulations demonstrate that the universality of the exponent extends also to multiple-slip conditions and to deformation modes such as bending, which impose strain gradients on the sample scale. The last finding is particularly interesting because it demonstrates that the accumulation of "geometrically necessary" excess dislocations that is characteristic of inhomogeneous deformation processes does not change the statistical characteristics of dislocation avalanches.
To elucidate the physical origin of the cut-off, we consider the proposition (22, 23) that during the progress of an avalanche, two processes reduce the effective stress acting upon the dislocations: (i) Because of intrinsic hardening with strain hardening coefficient Q, a higher driving stress is needed to sustain the avalanche; and (ii) in case of displacement-controlled deformation, the driving stress decreases due to relaxation of the elastic strain. The total effective-stress drop caused by an avalanche of strain s is (Q + G)s, where G is the effective stiffness of the specimen-machine system (for a cubic compression specimen with rigid boundaries, G equals the elastic modulus E). This stress drop terminates the largest avalanches and, accordingly, we expect the cut-off to scale in inverse proportion with (Q + G). A second scaling property can be motivated as follows: Large dislocation avalanches extend along a lamellar region across an entire specimen cross section. The total strain produced by such a "system-spanning" avalanche is proportional to the dislocation Burgers vector modulus b and inversely proportional to the characteristic specimen size L. Combining these relations, we find that [see also (19, 24) ]
To verify the validity of this scaling relation, we performed simulations of different system sizes in displacement control with a rigid constraint. As seen in Fig. 3 , avalanche strain distributions obtained from specimens of different sizes fall on top of each other after rescaling s → S = sL(G + Q)/bE with G = E and Q deduced from the simulated stress strain curves (fig. S3 ). The same is true for the distribution we obtained under load control where G = 0, and we rescale by using the hardening coefficient Q alone. The avalanche strain distributions obtained from our microbending simulations follow the same universal scaling curve if we identify L with the length of the bending beam and note that these simulations use displacement control.
It is instructive to apply the scaling (2) to the experimental data of (2) (solid circles in Fig. 3 ). In these experiments, the distribution of elongation increments x = sL was determined during deformation in load control. Rescaling the experimental data points by setting S = xQ/bE and using a hardening coefficient Q = E/1000 as deduced from the stress-strain curves in (2), we find that the scaled experimental data and simulation results are described by a single, universal scaling function,
]. In addition, the present theory can quantitatively explain high-resolution strain measurements that recorded strain bursts during stress-controlled torsion of tubular macroscopic samples of zinc, oriented for basal slip (16) . Using the experimental parameters of (16), we estimate s 0 ≅ 2 × 10
, in agreement with the size of the largest strain jump reported in (16) .
Our simulations demonstrate that intermittent dislocation avalanches are an intrinsic feature of crystal plasticity with properties that do not depend on the slip geometry, deformation mode, or details of the dynamical properties of dislocations. The avalanches are statistically characterized by a universal probability distribution whose characteristic parameter s 0 is determined by the specimen size, the hardening capacity of the material, and the response of the deformation "machine" to an avalanche. But what are the implications of these findings for deformation processes on the micrometer scale? To elucidate this aspect, we performed stochastic simulations of the bending of a long thin rod subjected to a bending moment that is constant along its length. The basic idea of these simulations (19) is that a long thin rod can be considered as a chain of segments that are similar to those we have simulated by discrete dislocation dynamics, and that behave in a statistically independent manner. The applied bending moment is increased until the total bending angle exceeds 2p, when the rod should assume an annular shape. As a consequence of the stochastic and intermittent nature of the deformation process, the deformation behavior of the individual segments can, however, no longer be predicted in a deterministic sense. As the maximum avalanche strain increases with decreasing system size, the stochastic heterogeneity of deformation becomes more and more pronounced. This leads to irregular shape distortions, as shown in Fig. 4 . In the limit of very thin rods (illustrated by the bottom right shape in Fig. 4) , the stochastic heterogeneity does not increase further: In very small specimens, the largest strain bursts that occur before the simulation is terminated remain below the intrinsic cut-off s 0 of the probability distribution.
Our findings demonstrate that it may be difficult, on the micrometer and submicrometer scale, to control the results of plastic-forming processes. Note, however, that micrometer-scale components such as bonding wires that are processed through plastic forming are polycrystals. We have studied the influence of grain boundaries on the propagation of dislocation avalanches by simulating bicrystalline and multicrystalline samples (19) . The results suggest that in polycrystals, grain bounda- Red, green, blue, and cyan denote dislocations on the four {111} sets of crystal planes; yellow represents immobile Lomer locks created through dislocation reactions. Several geometrically separated dislocations become unpinned during the same event, which demonstrates the importance of longrange elastic interactions in strain burst initiation. The avalanche has a strongly anisotropic shape with more than 60% of the deformation occurring on one of the four equivalent sets of slip planes. Although a part of the deformation is taking place outside a single slip plane, the statistical analysis of the avalanche distribution suggests that the fractal dimension of the avalanches is close to two, indicating an effective lamellar shape. ].
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Data from Dimiduk et al. L=1.5µm, bending L=0.5µm, load control L=0.5µm, strain control L=0.8µm, strain control , where x is the grain size [see (19) for a more detailed discussion]. Accordingly, formability may be ensured even on the submicrometer scale if a correspondingly small grain size can be maintained throughout the processing.
Our results demonstrate the universality of avalanche behavior in plasticity and elucidate the crossover between intermittent and smooth plastic flow. That avalanche strains decrease in inverse proportion to sample size explains why it is difficult to observe strain bursts in macroscopic samples. In AE measurements, by contrast, the acoustic energy is recorded. The acoustic energy release during a dislocation avalanche may be assumed to be proportional to the dissipated energy e, which is related to the strain s by e ≈ ssV, where s is the stress and V is the volume. Hence, the cutoff of the AE energy distribution is expected to increase with sample size as e 0 º L 2 . This explains why acoustic emission avalanches are observed in macroscopic single crystals, whereas strain avalanches are not.
The picture that emerges from our analysis indicates that, even though the phenomenology of plastic deformation changes markedly with decreasing sample size, the fundamental physical processes are the same in macroscopic and micrometer-scale specimens. Dislocation avalanches on all scales arise from the most basic features of dislocation motion and can be described by a generic statistical distribution. In single crystals, the largest dislocation avalanches extend across an entire cross section of the specimen: Their extension is limited only by the sample size, and the stochastic nature of their occurrence may make it impossible to control the shapes resulting from a deformation process. In polycrystals, by contrast, dislocation avalanches are limited by grain boundaries. This may lead to an appreciable smoothing of deformation and improve the controllability of deformation processes. Within a polymer film, free-volume elements such as pores and channels typically have a wide range of sizes and topologies. This broad range of free-volume element sizes compromises a polymer's ability to perform molecular separations. We demonstrated free-volume structures in dense vitreous polymers that enable outstanding molecular and ionic transport and separation performance that surpasses the limits of conventional polymers. The unusual microstructure in these materials can be systematically tailored by thermally driven segment rearrangement. Free-volume topologies can be tailored by controlling the degree of rearrangement, flexibility of the original chain, and judicious inclusion of small templating molecules. This rational tailoring of free-volume element architecture provides a route for preparing high-performance polymers for molecular-scale separations.
Polymers with Cavities Tuned for Fast Selective Transport of Small Molecules and Ions
S mall-molecule and ion diffusion through cavities (i.e., free-volume elements) in soft organic materials is an inherently subnanoor nanoscopic phenomenon. It has important implications for membrane separation processes in chemicals production as well as energy conver- Fig. 4 . Shapes of rods (aspect ratio 1:50) after simulated bending; rod thickness t from top left to bottom right: t = 100 mm, t = 10 mm, t = 1 mm, t = 0.1 mm; b = 2.8 × 10 −10 m, Q = E/1000; the color code indicates the local bending angle over a segment of length t. In the last rod, the maximum avalanche size occurring in the simulations falls below the intrinsic cut-off of the distribution. and ZTL cooperatively stabilized both proteins, thereby increasing their accumulation. This increase consequently amplified and sharpened the rhythmic expression profile of the clock protein TOC1, thus providing the clock oscillator with the robustness necessary to maintain proper circadian rhythms.
Both Sawa et al. and Kim et al. provide mechanistic views on how day-night cycles shape circadian clock oscillations and how light is integrated into the clock to precisely regulate expression of a gene (CO) that controls flowering. The studies raise many questions: What factors control ZTL, FKF1, and GI stability? What role(s) do other light receptors (phytochromes and cryptochromes) play in controlling light signaling to the clock? Are there more targets for the GI-containing complexes? These insights will help us to better understand why plants see changes in seasons by standing on the shoulders of GIGANTEA.
T ake a paper clip, and pull one of the ends sideways. If you pull gently and release, it will elastically rebound to its original shape like a spring. If you pull harder, it deforms permanently into a new shape, a process called yielding. On page 251 of this issue, Csikor et al. (1) provide convincing theoretical evidence that, rather than a smooth process, yielding is like a phase transition that consists of a series of small avalanches. These avalanches not only provide the microscopic underpinnings we need to build theories of how ordinary-sized objects bend, but Csikor et al. further argue that the avalanches become crucial problems for controlling bending on micrometer and nanometer scales (see the figure) .
Phase transitions are either abrupt or continuous. For example, the melting transition (solid to liquid) and the boiling transition (liquid to gas) are usually abrupt; water is water until at 0°C it turns to ice. Brittle materials respond to external stress in a similarly abrupt fashion; a piece of glass will bend elastically until abruptly it breaks in two. In contrast, magnets gradually reduce their magnetization as they are heated, with the magnetization smoothly going to zero at the critical temperature. Superconductors, superfluids, and some liquid crystals also change phases in a continuous fashion. Near continuous phase transitions there are dramatic fluctuations; the material doesn't know which phase to choose, so it wanders in space and time among its options.
In the past few decades, physicists found that the characteristic features of continuous thermodynamic (temperature-driven) phase transitions are also found at so-called depinning (force-driven) transitions-continuous transitions between a stuck ("pinned") and moving phase as an external force is increased. Depinning has been studied in many systems (2, 3): charge-density waves in electric fields, fluids invading porous media (milk being poured into breakfast cereal), tearing of paper, superconductors with large currents, and domain walls in magnets. Here the fluctuations near the transition take the form of avalanche-like motions, resulting in crackling noise (4) . A good example is provided by the response of the Earth's crust to the motion of the tectonic plates-earthquakes are avalanches driven by the forces across fault lines. If you speed up the seismic recordings of earthquakes from 1 year to occupy a single second, they sound like crackling noise (5).
The characteristic power-law distribution of earthquakes, with many small ones and few large ones, has analogs in all of these other depinning systems.
What about paper clips? The yielding of crystals can be viewed as the depinning of tangles of dislocation lines (flaws in the crystalline lattice structure). But rather than concentrating on deformation of materials, physicists have focused on relatively obscure cases Wires bend through a series of tiny avalanches as defects move through the material.
Crackling Wires
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The author is in the Laboratory of Atomic and Solid State Physics, Cornell University, Ithaca, NY 14853, USA. Email: sethna@lassp.cornell.edu Miniature avalanches. Csikor et al. predict that bending a 0.1-µm-wide aluminum wire will be an irregular, jerky process, dominated by a few large dislocation avalanches that span the width of the wire. The different images show the progression of bending. The color scale shows the local amount of deformation (blue is low, red is high). Note that the red regions are introduced one by one (individual avalanches).
like magnetic vortex motion in superconductors and sliding of charge-density waves. Why is this? Surely the deformation of metals would rank just below earthquakes in the list of important depinning problems to study.
First, deformation of crystals seemed complicated. Yielding in solids is microscopically more complicated than in these other systems; studying avalanches of dislocation lines (each with a Burgers vector indicating the direction and magnitude of the dislocation, a slip plane, and a long-range interaction with all of the others) is daunting both analytically and numerically. Second, deformation seemed different from other phase transitions. The yield stress (the force per unit area at which the material begins to deform) depends on the deformation history. Roughly speaking, it grows to equal the previous peak stress, because the yielding leads to tighter dislocation tangles, resisting further deformation (a phenomenon called work hardening). In contrast, the freezing point for water doesn't rise as the water heats. We should have understood work hardening as an example of self-organized criticality (6); the dislocations moved as far as they could under the previous stress, so they start moving again (the new yield stress) at the historical stress maximum. And finally, physicists were ignorant of the fluctuations. Textbooks treat the yielding of solids as a smooth process-oozing, not crackling.
Recent experiments in ice and recent simulations in two dimensions (7) show clear evidence for avalanches and crackling noise during yielding-completely analogous to that seen in earthquakes, magnets, and other depinning systems, and in complete contrast to textbook discussions. But why don't we hear crackling noise every time we bend a paper clip? Is yielding in three dimensions different from that in two? Are metals different in some crucial way from ice? (Indeed, ice has a different crystal structure and different allowed dislocations than most structural metals.)
Csikor et al. address precisely these last questions, using a large-scale numerical simulation of the dislocation motion, designed to describe yielding in aluminum. Is aluminum different from ice? No, they find an excellent power-law distribution of avalanches; aluminum crackles just like ice. Are there enormous crackles, which should be visible in any experiment? No, they find a cutoff in their avalanche size distribution, and provide a theoretical explanation for their cutoff.
Why are there no large dislocation avalanches? The key observation of Csikor et al. is that the avalanches are not three-dimensional objects. They find that the avalanches have a fractal dimension of roughly two (see their figure 2) ; indeed, their avalanches are fractal versions of the pancake-like lamellar slip models long used by materials engineers. A two-dimensional slipped region of thickness δ extending entirely across a sample of length L can only relieve the strain in a fraction δ/L of the sample. Their theoretical explanation for the cutoff (involving work hardening and the limitations of the measuring device) gives a thickness δ that varies between one and a thousand atomic spacings. The largest avalanches in a centimeter-scale experimental sample (10 8 atomic spacings) will thus have strains of 10 parts in a million-easily ignored in textbooks.
On geological length and time scales, continental drift is smooth; the fact that the motion of South America away from Africa is mediated by earthquakes may not be crucial for theories of plate tectonics, even though it is important to those living near fault lines.
Similarly, dislocation avalanches cause jerky bending fluctuations that can be ignored on the scale of automobile fenders and beer cans. But as we bend metals on the micrometer and nanometer scales (such as the wires attaching to computer chips), the irregular, jerky microscopic deformation will become a serious (and interesting) problem.
M aterials scientists and biotechnologists are eager to build threedimensional structures of cells held together in a tissue matrix. With such structures, researchers could study how cells interact and perhaps fabricate implantable organs. Inkjet printing-essentially the same technology used in desktop printers-is a promising method because it is simple and versatile and avoids contact with the substrate. A number of groups have recently developed inkjet printing of various cell types, so this is a good time to consider what can be done and what remains to be resolved.
There are two main types of inkjet printer. In thermal printers, a pulse of energy boils liquid at the surface of a small heater, and the expanding bubble drives a drop of ink through the nozzle. In piezoelectric printers, an applied voltage pulse causes a glass tube or a bending plate to eject the droplet from the nozzle. Inkjet printers for the low-cost consumer market can use either type of drive, whereas most high-end commercial printers are piezoelectric. A number of researchers, including my colleagues and me, have simply rebuilt consumer printers to replace the paperfeed system with a computer-driven platform to move the sample under the nozzle (1).
As might be expected, bacteria and yeast can be readily printed, whereas animal cells vary in their ability to survive the process. In addition to selecting the right cell type, one can use a concentrated buffer solution to shrink the cells and so reduce the possibility of damage in the nozzle. Often a more complex growth medium may be necessary to protect the cells during printing, in which case viscosity may be a limiting factor. Sterility is of course also a major concern in cell viability. Consumer cartridges probably cannot be autoclaved and must be cleaned and washed with alcohol. In addition, the printing equipment must be sterilized and used in a laminar flow hood to avoid airborne contamination.
Recently, for example, Chinese hamster ovary (CHO) cells and motor neuron cells have been printed from 3× concentrated phosphate buffer with a thermal printer (2) . For the CHO cells, about 20% were damaged during "ink" preparation and a few percent during the printing step. In our work with Inkjet printing technology offers a way to create three-dimensional biological structures for studying cell interactions and artificial organs.
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