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1. INTRODUCTION 
Circumstances sometimes require that we design an experiment so 
that the number of treatments to be compared exceeds the number of 
plots that a block can have. Then, the need for adapting the layout 
of an incomplete block design arises. The basic ideas and the jargon 
of the topic of incomplete block designs come from agricultural ex­
periments, particularly those carried out at the Rothamsted Agricul­
tural Experiment Station in England under the influence of Fisher and 
Yates. The applications of these ideas are now found in many areas 
of science and engineering. 
In this dissertation, we will be concerned with a special type 
of incomplete block design called the split-plot design. We shall fo­
cus our presentation upon the analysis of covariance in a split-plot 
design. We shall be considering analysis of covariance for the model 
of a two-factor split-plot design. The primary purpose will be to 
estimate the parameters in the model. A typical example of the kind 
of experiment in which we could be interested in The Sudan, is to 
compare the yields of several types of cotton or sugar or groundnuts. 
In a large field, the fertility of the ground may vary considerably. 
The field is therefore divided into relatively small strips called 
whole-plots, each of which can be considered as homogenous in fertili­
ty. Each whole-plot is then divided into requisite number of split-
plots for the split-plot treatment factor, and the yield of the split-
plot is observed. The yields are the data. If a split-plot yielded 
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a known amount in the previous year, we could incorporate this infor­
mation as a concomitant variable to our model. A similar experiment 
would involve comparing fertilizers; we could use the same type of 
cotton or sugar or groundnuts throughout and apply various fertilizers 
(or quantities of fertilizers) to the split-plots. The model con­
sidered is as follows : 
fijk = % + Oi + Yj + Vk + n-k + XijkC + + «ijk' (1-1) 
where 
y^ ^^  = the observed yield 
X . =  t h e  c o n c o m i t a n t  v a r i a b l e  
y = a constant common to all observations 
= the effect of the ith replicate, i = 1, ..., r 
y. = the effect of whole-plot treatment factor at level 
J j; j  ^
= the effect of split-plot treatment factor at level 
k, k= 1, m 
n., = the interaction effect of the whole-plot treatment 
 ^ factor at level j and the split-plot treatment 
factor at level k 
c = a regression coefficient 
e.. = the whole-plot error 
s.j^  = the split-plot error 
We shall assume that {e..} are normally and independently distributed 
2 
with mean zero and variance , that are normally and inde-
2 pendently identically distributed with mean zero and variance , and 
3 
that {e..} and {s...} are mutually independent. C  ^and o  ^are called ij ijk w s 
the components of variance. In Chapters 2 and 3, we will give a brief 
account of the basic model and the assumptions on the model. In Chap­
ter A, we shall obtain some weighted estimates for c, the regression 
coefficient. In Chapter 5, we shall attempt to estimate the ratio 
2 2 p = &2 then obtain an upper bound for the variance of the 
estimates of c. In Chapter 6, we will consider Bayesian estimation of 
p. In Chapter 7, we will present maximum likelihood (î^ L), and re­
stricted maximum likelihood (REML) estimation methods to estimate the 
parameters of the model, assuming normal distribution of errors. 
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2. THE SIMPLE SPLIT-PLOT DESIGN 
2.1. Introduction 
The split-plot design is a special type of design in the general 
class known as incomplete block designs. The need for adapting the 
layout of an incomplete block design arises when the number of treat­
ments to be compared exceeds the number of plots that a block can have. 
The design is often used for conducting experiments with two factors: 
one factor requires larger plots which are generally called the whole-
plots and the other factor requires smaller plots known as the split-
plots. The treatments that are applied to whole-plots are called 
generally the whole-plot treatment factor and the ones that are ap­
plied to split-plots are called the split-plot treatment factor. The 
structure of the experiment will be that of split-plots within whole-
plots and whole-plots within replicates. 
The design is often used when it is desirable to get more pre­
cise information on one factor and on the interaction of this factor 
with the second one, but with less such precision on the second fac­
tor. It is also used when one is unable to completely randomize the 
order of the treatment combinations within a replicate. This leads to 
restrictions on the randomization of the treatment combinations to the 
experimental units, which are the split-plots. 
The randomization procedure for two factor design is to allot 
levels of the whole-plot treatment factor at random to the whole-plots. 
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and then to allot the levels of the split-plot treatment factor to 
split-plots at random within the whole-plots. 
Like all incomplete block designs, the split-plot design has two 
types of information: the inter-block and the intra-block information. 
In the design, we plan to utilize the inter-block (between whole-plot) 
information from the start and the inter-block information is an es­
sential part of the body of information provided by the experiment. 
The main effect of the whole-plot treatment factor is estimated strict­
ly from the whole-plot information. 
2.2. Some Examples 
The design has an agricultural heritage and the term split-plot 
comes from the agricultural background at Rothamsted. Generally, the 
design is useful in all fields of research. Some examples are listed 
below to demonstrate how the design may be used. 
1) Suppose we have three levels of irrigation (factor A) prescrib­
ing three different amounts of water and four doses of nitrogen ferti­
lizers (factor B). To see the effects of these on the yield of cot­
ton," say, we allot irrigation (factor A) randomly on the whole-plots, 
since application of irrigation needs big plots. Then, we split each 
whole-plot into four parts to accommodate the four levels of nitro­
gen. Let the levels of irrigation (A) be a^ , a^ , a^ , and the four 
levels of nitrogen (B) to be bg, b^ , b^ , b^ . One replicate could look 
like the arrangement shown in Figure 2.1. 
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Figure 2.1. A replicate of a split-plot experiment 
2) One may be interested in comparing, say, s different types of 
soil preparation (factor A) and k different fertilizers (factor B) 
applied on L different farming locations (replicates). Here, factor 
(A) is randomly assigned to the whole-plots, and factor (B) is ran­
domly assigned within the whole-plots. 
3) One may be interested in increasing sugar production. To do so, 
we may compare some types of products for growth regulation as split-
plot treatments and types of irrigation as whole-plot treatments. 
2.3. Kronecker Product Notation 
The Kronecker product, also known as a direct product or a tensor 
product, is a concept having its origin in group theory and has im­
portant applications in various fields. It simpifies the representa­
tion and examination of the ordinary split-plot experiment as we will 
see later. 
Consider a matrix A = [a..] of dimensions m x n and a matrix 
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B = [b^ j] of dimensions r % s. Then, the Kronecker product of the 
two matrices, denoted by A@B is defined as the partitioned matrix: 
A @ B = 
Hence, A © B is a matrix of dimensions mr x ns. We now list basic 
properties and rules for Kronecker products: 
1) If a is a scalar, then 
A © (oB) = a (A 0 B). 
2) The product is distributive with respect to addition: that is, 
i) (A + B)@C = A©C+B®C 
ii) A ® (B + C) = A © B + A © C 
3) The product is associative: 
A ® (B C) = (A ^  B) © C. 
4) (A B)' = A' © B' 
5) (A © B)(C @ D) = AC © BD, 
provided the dimensions of the matrices are such that the various ex­
pressions exist. 
6) Given A(m x m) and B(n x n) and subject to the existence of the vari­
ous inverses. 
(A © B)"l = A"^  @ 
7) Given the two matrices A and B of order n x n. and m* m, re­
spectively, 
1A O b1 = Ur |B|*, 
where |A| means the determinant of A. 
8) tr[A @ B] = tr[A]tr[B], 
if A and B are square. 
2.4. The Basic Split-Plot Model and the Assumptions 
A two factor split-plot design is one of the simplest and per­
haps the most commonly used designs among the large class of incomplete 
block designs. Kempthome (1952, Chapter 19) gives a discussion of 
split-plot models when interactions of treatments with whole-plots and 
split-plots are assumed to be zero. With additivity of treatment com­
binations and experimental units, the commonly used model may be writ­
ten as follows: 
fijk = Vi + a. + Y- + e.. + + s. 
where 
y... = the observed yield, 
y = a constant common to all observations, 
= the effect of the ith replicate, i = 1, ..., r, 
Y.  = the effect of whole-plot treatment factor at level 
 ^ j, j = 1, ..., t, 
V = the effect of split-plot treatment factor at level k, 
k = 1, , m. 
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and 
ri = the interaction effect of the whole-plot treatment 
 ^ factor at level j and the split-plot treatment factor 
at level k, 
®ij ~ whole-plot error. 
s^ j^  = split-plot error. 
The errors arise from the fact that treatment combination (jk) is as­
signed to one particular split-plot rather than another, and from 
measurement error. 
The assumptions on the model we shall use are as follows: 
r m 
1) u, a., Y-» V » n.. are fixed and unknown with Z a. = 0, Z v, = 0, 
^ 2 1 k=l 
t m 
Z n., = 0 for each k, Z ri = 0 for each j. 
j=l k=l ^  
2) e.., s... are random errors. The whole-plot errors {e..} are as-
IJ Ij K IJ 
sumed to be normally and independently identically distributed with 
2 r 2 
mean zero, and variance O , i.e., {e..} "^ N'T'DCO, a ). The split-
W XJ w 
plot errors {s. ., } are assumed to be normally and independently iden-
XJK 
tically distributed with mean zero and variance , i.e., 
N*I*D(0, a ^ ). Also, {e..} and {s.., } are assumed to be independent, 
s 1] i]k 
Note that we shall consider only normality of distribution of errors, 
as is commonly done. In general, support for analyses of split-plot 
experiments depends also on randomization theory. We mention this 
because as shovm by Richards (1980) there are significant differences 
between the two approaches. 
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The model may be written as: 
or equivalently. 
y = XS + X^ e + s. 
with conditions represented as 
c3 = (p, 
where y is the observation vector in lexicographic order, i.e.. 
y' = (Yiii, yii2' l^lm' ^ 121' ^ 122' ' ^rtl' 
' ' ^rtm)' 
We order the triplets i, j, k as follows: 
(i, j, k) precedes (i, j, k') , k < k' 
(i, j, k) precedes (i, j', k') , j < j' 
(i, j, k) precedes (i', j', k'), i < i'. 
The matrix X = (l^ |x^ jx^ ix.^ lx^ j) is the matrix of coefficients of the 
fixed effects arising from the classificatory structure. Each sub-
matrix of X is an incidence matrix with each element equal to 0 or 1. 
Here, n = rtm, 1 is a n % 1 vector of ones; X is a n x r matrix of 
—n ct 
coefficients of the fixed effects of replicate; X^  is a n x t matrix 
of coefficients of the fixed effects of whole-plot treatments; X^  is 
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a n X m matrix of coefficients of the fixed effects of the split-
plot treatments; is a n x tm matrix of coefficients of the fixed 
effects of the interactions between the whole-plot treatment factor 
and the split-plot treatment factor; is an n x tr binary matrix with 
elements equal to 0 or 1, corresponding to the whole-plot errors; C 
is a q X p matrix and the elements of C are known quantities, where 
q = t + m + 3, and P = l + r + t+ m + tm; 6' = (u, a', y' > , n' ) 
is the matrix of fixed effects arising from the classificatory struc­
ture, where 
"^ Ixr ~ (&!, •••» represents replicate effects, 
= (Yj^ , ..., Y^ ) represents whole-plot treatment effects, 
"^ Ixin ~ >^2'' » represents split-plot treatment effects, 
'^ Ixtm ^  (^ 11' '^ 12' **•' represents the interaction effects. 
and 
®ixrt ~ ^ ®11' ®1'' ®rt^  represents the whole-plot errors, 
®Ln  ^^ 1^11' ®112' r^tm^  represents the split-plot errors. 
To exhibit the various matrices, we use Kronecker products of 
matrices and see the following: 
:1 
II 
I^®1 
m 
it® I. 
it 
12 
*0 = 
I. 
It 
it®i. 
It®im 
it©y 
c = 
0 
0 
0 
•i) 
(j) 
1' 
r 
9 
9 
9 
9 
It 
* 
* 
<? 
* $ 
4) ip 
<}> 
? i;©i 
1' 
-m 
m 
Here, and are identity matrices of order txt, m x m, respec­
tively; 1 and 1 are matrices of ones of order t x 1, m x 1, re-
—t —m 
spectively; is a vector of order r x 1, with entries equal to 0 
except for the ith place at which the entry is equal to 1, i.e., 
u^  = (0, 0, ^ , 1, 0, ..., 0); (j) denotes a vector or matrix of zero 
elements. 
2.5. Estimation of the Parameters 
For a balanced two-way split-plot layout, write the model, in 
brief, as 
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y = X6 + X^ e + s = X6 + £ , (2.5.1) 
es = <î> 
Then, it can be seen that R(XY\R(C) = {(J)}, where R(X) stands for the 
row space of X. All the terms in (2.5.1) are defined as previously. 
2 With the error assumptions given above, var(s) = , var(e) = 
, cov(s, e) = $, and var(E) = [I^  + GX^ X^ Ja^  ^= where 
H = I + ex X' and 0 = a Define V by V = [I + GX X']a ^  = 
ee ws nee s 
2 2 HOg . Then, we see that var(y) = V = Ha^  . We note that V and H 
are invertible because 6^ 0. 
Now, the simple generalization of Aitken fitting (or generalized 
least squares fitting) for a conditioned linear model is as follows. 
The best linear unbiased estimator of XS is Xb, where b is any part 
solution of the equations : 
X'V~^ Xb + Cm = X'V~V 
Cb = 4) 
Because R(X)^ (C) = this reduces to the equations 
X'v"^ Xb = X'v"^ y 
Cb = (J) 
Then, we can call on a general theorem due to Zyskind (1962): 
If y = XS + £, E(E) = (j), E(EE') = V, 
and if VX = XQ for some Q, then 
the least squares estimator of XS is the best linear unbiased estimator 
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(BLUE) of XB. 
A very minor modification of the argument tells us that if VX = 
XQ, for some Q, then 
X'V"^  = X'V~^ y <=> X'Xfa = X'y. 
In fact, VX = XQ<=>VP^  = P^ V or V = P^ V where P^  is the or­
thogonal projection matrix onto the column space of X and is equal to 
XB, where X'XB = X', and XB is symmetric and idempotent. 
Then 
X'v"^ Xb = X'V~^ y 
=> B'X'V~^ Xb = B'X'V~^ y 
=> P^ v'^ Xb = P^ V"^  ^
=> v'^ P^ Xb = V"lp%y 
=> Xb = P^ y (P^  = X) 
=> X'Xb = X'y 
Contrariwise, X'Xb = X'y<=>Xb = P^ y, so 
X'V ^ Xb = X'V ^ y^ (multiply each side by X'V 
= X'P^ v"V (P^ v"^  = v"^  P^ ) 
= X'v"^ y (X'P^=X'). 
So, the BLUE of any estimable function of S, X'3, is X'b where 
b is a solution of 
X'Xb = X'y 
Cb = <j) 
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We now verify the Zyskind condition for the split-plot model. 
Since 
V . <I„ + ex^ x;)o/. 
Then 
VX = (Vl^ |VX^ |VXy|VX^ |VX^ ), 
Simple calculation tells us that 
VI = 1 (1 + 9m) 0 , 
-n -n s 
vx^  - X^ d + em)(3^  , 
VX,, - X„(I + me)o/ , 
™n • • 
where D = I ^  1 , and 9,1,1,1 as defined before. Thus, we t -m -m m rt 
can write 
VX = XQ , 
where 
Q = 
1 + m0 
4) 
<P 
1^(1 + me) 
4» 
<p 
4) 
4 
4> 
1^ (1 + me) 
4> 
4» 
4> 
<P 
<P 
I +01 1' d ""in—in 
1 <p 
<p 
4> 
<P 
I + 9DD' tm 
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It is then the case that best linear unbiased estimators of 
estimable functions of B are given by the least squares normal equa­
tions, augmented by the conditioning equations. Then, the normal equa­
tions to solve are: 
X'Xb = X'y 
Cb = ({) . 
In writing the normal equations, we shall not indicate ranges of sum­
mation, which are 
i 1, 2, •••, r , 
If a subscript is on the R.H.S. of an equation, it is fixed and not 
summed over in any summations. Then, the normal equations are as fol­
lows: 
j = 1, 2, 
• • • » 
t 
k = 1, 2, * # # ) Hi • 
y: rtmji + tmZct. + rmZy. + trEO + rZIn = Y 1 ] k ]k 
a . :  tmu + tmS. + mEv. + tEv, + ZZn., = Y. 
ru + la. + ry. + rv 4- n = Y 
X J tC JiC • 
17 
Za^  = 0 
ly. = 0 
zSk = 0 
= 0 , for each j 
Zn., = 0 , for each k 
czSjk " " • 
We shall attempt to use always the rule of notation that the sum over 
some subscripts of is denoted by the capital letter Y, with the 
subscripts over which summation has been made replaced by dots. Thus, 
Z y... = Y . . We shall denote corresponding means by a small letter: 
ik 
e.g., y . = —: Z y. , , where i = 1, ..., r, k = 1, ..., m. 
•J* ik J 
We find the estimates of the parameters to be as follows: 
U = y 
i^ " ^i.. " y . . .  
9. = y . - y (2.5.2) 
J •J • • • • 
\ = y..k " y... 
j^k = y.jk-y.j.-\.k + y...' 
As we shall exposit in Chapter 3, we could have obtained the equations 
in (2.5.2) by transforming the data into two parts. This is the case 
because the split-plot structure with the assumption of normality of 
errors is a particularly simple incomplete block structure because, it 
seems, with reason, we can separate the total information in the data 
18 
into two independent portions, which are given, respectively, the 
names of whole-plot information and split-plot information. 
The analysis of variance associated with this data-model situa­
tion, i.e., the split-plot experiment is given in many places, e.g., 
Kempthome (1952), and is reproduced with slight change in Table 2.1. 
Table 2.1. Analysis of variance of a split-plot experiment 
Source d.f. Sum of squares 
Replicates R r-1 
Whole-plot treatments T t-1 
RXT (r-1)(t-1) 
yy 
T 
yy 
w 
yy 
I ?i.. y2 
i tm rtm 
Y^  I .]. 
j rm rtm 
. z^; 
1] m i 
2  . j .  
1 rm 
rtm 
Split-plot treatments B 
BXT 
m-1 
(m—1)(t-1) 
» . yy k rt 
I  = : Ljk 
yy jk r 
rtm 
rm 
z i t  
k rt 
rtm 
Remainder 
Total 
t(r-l) (mr-l) 
rtm-1 
S = By subtraction 
yy 
z y _ • * * 
ijk ijk rtm 
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Table 2.2. Expected values of mean squares of Table 2.1 
Expectation of mean 
Source Mean square square 
Whole-plot treatments T T 
'i' 
RXT W 
Split-plot treatments B B 
BXT I + r (t-1)(m-l) 
z 
jk 
Remainder S 
9 2 2 2 If we let a *• = a + mO , = a , we find that the expec-1 s w ' 2 s 
tations of the mean squares are as indicated in Table 2.2. The mean 
squares in Table 2.2 are obtained by dividing the corresponding sums 
of squares in Table 2.1 by the appropriate degrees of freedom: for 
example, T = T^ /^Cr - 1). 
Under the model assumptions, we have the following distributional 
properties : 
Hhol.-pl,t error SS  ^ „ (t - ») , 
a + ma 
s w 
Split-plot error SS  ^,,2 (t (t - 1) 1)) . 
o 
S 
20 
The variances of treatment comparisons are as follows: 
1) A comparison between two whole-plot treatment means: The dif­
ference between two means for the whole-plot is given by 
y z - y £ , 
• J • • ^  • 
with error equal to 
e . + s - e n - s 2 
• J •J* • • ^  • 
and variance equal to 
9 2 2 2 2 
~~ (c + mCJ ) = — c. 
rm s w rm 1 
2) A comparison of split-plot means: The difference between two 
means for the split-plot treatments is given by 
y..k y..h ' 
and has a variance equal to 
2 ^ 2  2 ^ 2  
= 7E ^2 • 
3) To compare two split-plot treatments at the same level of the 
whole-plot treatment, we note that the BLUE of T., = y. + v, + n., is jk '] k jk 
y - y with error equal toe.+s.,-e - s . Thus, the 
• jtC ••• •J # 2 •• ••• 
difference between two split-plot treatments at the same level of the 
whole-plot treatment is estimated by 
y.jk ~ y.jh ' 
21 
with variance 
4) Lastly, the difference of two whole-plot treatments j and Z 
averaged over a set of d of the split-plot treatments (Kempthome, 1952) 
is estimated by 
y'j. -
with error equal to 
where the primes to indicate that the mean over k, the last subscript, 
is partial. Then, the variance is given as: 
var(e .+s'. - e . - s'^ ) = var(e . + s'. ) + var(e . + s', ) 
*2 *3* * #^# «3 #3 
(since e . + s'. is independent of e „ + s'p ) 
• J •J* * ^  ^ • 
r rd r rd r w rd 
2(ma^ ~) 2ma^ ~ 2(mO^ )^ 2((m-d) + d)a^  ^
rm rmd rm rmd 
, , 2(m-d)0 ^  20 ^  
= — (ma ) + + —— 
rm w rmd rm 
= — [a ^  + ma ^  J 
rm s w d s 
22 
2 2 2 2 2 
where a, = a + ma , a. = a . Thus, the comparison has an error 
1 s w 2 s 
2 2 
variance depending on both and Cg . 
Test of significance for comparisons 1, 2, and 3 above are usual­
ly made by replacing true variances by estimated variances and using 
the t-test with appropriate number of degrees of freedom. However, 
for comparison 4, an exact test of significant does not exist. The 
difficulty of the problem arises from the occurrence of two types of 
error in the split-plot experiment. It is easy to obtain variances of 
2 2 
estimators in terms of and 02 • However, there is no exact test of 
a linear function of {%.,} except for the cases described above. 
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3. THE BASIC SPLIT-PLOT Î10DEL WITH COVARIANCE 
3.1. Introduction 
The analysis of covariance, in general, is a technique that com­
bines the features of analysis of variance and of regression, which 
is, for example, useful for improving the precision of an experiment. 
The paper by Cochran (1957) and the book of Snedecor and Cochran 
(1967) describe the principal uses of analysis of covariance in gen­
eral. 
With a linear regression equation, the gain in precision from the 
covariance adjustment depends primarily on the size of the product 
moment correlation coefficient p between y and x. The covariate x 
is thought to predict to some degree the final response y of the units. 
The first illustration of the covariance method in the literature was 
of this type (Fisher, 1932). The variate x was the yield of tea per 
plot in a period preceding the start of the experiment, while y was 
the tea yield at the end of a period of application of treatments. 
For our model, the covariate x... will be the measurement without 
IjR 
error made on the concomitant variable for the (ijk)th datum point, 
and is unaffected by treatments. 
3,2. The Model and the Assumptions 
The model that we will be dealing with in this case is written 
as 
i^jk = % + + Yj + + n.j, + X. .^ c + e.. + s. 
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where 
y... = the observed yield, 
IJK-
= the concomitant variable, 
y = a constant connnon to all observations, 
= the effect of the ith replicate, i = 1, ...» r, 
Y - = the effect of whole-plot treatment factor at level 
J 
= the effect of split-plot treatment factor at level k, 
k 1, •••, m^  
n.. = the interaction effect of the whole-plot treatment 
factor at level j and the split-plot treatment factor 
at level k, 
c = a regression coefficient, 
e.. = the whole-plot error, ij 
and 
= the split-plot error. 
The assumptions on the model terms that we shall use are as fol­
lows : 
r 
a) y, a., Y., V, , ri., , c are fixed and unknown with Z a. = 0 ,  
 ^ ] K. JK.  ^
t m t m 
Z Y • = 0> Z V, = 0, Z n= 0, for each k, Z n., = 0, for each j. 
i=l  ^ k=l 3=1 k=l ^  
b) {e..} are normally and independently identically distributed 
2 
with mean zero and variance a , 
w ' 
c) {s... } are normally and independently identically distributed 
XJK 
2 
with mean zero and variance a , 
s 
d) {e^ j} and are mutually independent. 
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In matrix terms, 
y = lU + Xa + XY + X.' + Xri + Xc + Xe + s, 
-n a Y V n c e 
or 
y = Xgg^  + X^ c + X^ e + s (equivalently), 
with 
CSj = , 
where 
a) y' = (yiii' ^ 112' ' ' ^rtl' ' ^rtm^  is a n x i 
vector of random variables whose observed values comprise the data 
points, in lexicographic order; 
b) Xj = (l^ lXgjx^ jx^ lx^ ) is the matrix of coefficients of the fixed 
effects arising from the classificatory structure with dimensions 
n X P, where P = 1 + r + t + m+mt; 
c) = (u, a', y'> 5 n') is a P x 1 vector of unobservable parame­
ters, which are called the fixed effects; 
d) x; = X^ ,^, x^ ,^ x^ ^^ , ..., is a n X 1 vector 
whose elements are equal to the value of the concomitant variable for 
each observation; 
e) X^  is a binary matrix with element equal to 0 or 1 of dimen­
sions n X rt; 
f) C is a q X p matrix with known elements; 
g) e is a rt X 1 vector of unobservable random errors corresponding 
to the whole-plot errors; 
h) s is a n X 1 vector of random errors corresponding to the split-
plot errors; 
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h) s is a n X 1 vector of random errors corresponding to the split-
plot errors. 
3.3. Estimation of the Parameters 
In the model, 
V = + Xc + Xe + s , f f c e 
with 
CBj = > 
and 
2 
var(y) = Ha^  , 
the BLUE (best linear unbiased estimator) of and c is given by the 
augmented Aitken equations: 
X^ H"^ X^ b^  + X^ H~^ X^ c = X^ H~^ y 
X'H~^ X-b^  + X'h"^ X c = X'H~^ y 
c f f c c c 
Cbg = $ . 
Instead of solving the above normal equations, we transform the data 
points y into two parts, y* and y, as in the general case of incom-
1 pie te block designs. We define y* as y* = X^ y, and y = (I - P^ )y = 
M y, where P = X (X'X ) X' for any quasi-inverse (X'X ) ; but in this 
e e e e e  e e  
case, X'X = ml , so P = — X X*. Then, we have y + X y* = (1 - F )y + 
e e  r t  e m e e  e  e  
- y ~ PgY + PgY = y, so that the transformation from y to y* 
and y is 1-1. The two parts are statistically independent because 
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cov(y*, y) = (i)x;HM^a 2^ = (i)x;(i^  + ex^ x;)(i^  - P^ )a/ = 4) (null). 
The information in y* is said to be independent of that in the vector 
y. The information in y* is referred to as between whole-plot informa­
tion while that in y is known as within whole-plot information. 
Now, our aim is to get an estimate of c, the regression coeffi­
cient, from each type of information and then get a combined estimate 
of c. 
3.4. Whole-plot Estimation 
Whole-plot estimation is made by fitting the model 
y* = X*Bg + X*c + e* , (3.4.1) 
where 
a) y* = (^ )X^ y is a rt x 1 vector whose values comprise the whole-
plot means; 
b) X* = (^^x;xf = tdJA (Kaiemsion 
rt X P; 
c) II à 
d) II 0
) 
1 2 1 the Gauss-Markof f property with var(e*) = (—y)X'HX a = (—^ ) (1 + m6) 
, 1 2 2 ?  ^
'^^ s = (G + m >^ rt^ s ' ® /°s ' 
In fitting the model (3.4.1), we are actually fitting the model: 
v.. = u  +  a .  + Y . + n .  +  v  + x . . c  +  e.. + s . .  
1]. 1 J J. . • ij • 
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Since we have 
m 
Hi = 6 Z n.v = 0' Gach j, 
J. m k=l  ^
'  '•b \  -  " •  k=l 
Chen the model simply becomes the linear model for a covariance analy­
sis for a complete block array. I.e., 
fij. - W 1- »i + Yj + 'ij.c + ' 
in which the terms |j, a^ , , c are defined as before, and the term £_ 
2  - 1 2  is a random error with mean zero and variance O + m a . The 
w s 
1 ™ 
quantity v.. = (—) E y., represents the mean of the observations in 
ij. mk=l 
1 ™ 
a whole-plot; x. . = (—) Z x. , where x. represents the concomitant 
1]. m k=l 13k 
variable. 
Straightforward application of least squares leads then to the 
following equations, using the conditions. 
I = 0, Z Yj = 0 : 
p: rty + (^ )X = (—)Y 
m • « • HI « 
a.: tu + ta. + c ^ x . .  = (—)Y. 1 1 j ij. mi... 
y.: ru + ry. + c?x.. = (—)Y . J J 1 1]. m .J. 
Z a. I X . .  +  Z y. Z X . .  +  c Z x^ . = Z y x 
i 1 i ij- j : i ij" ij J" ij J' J' 
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So 
and 
or 
It follows that 
U  =  y  - e x  
a .  = y .  -  y  -  c ( x  -  x  )  
X  X * »  • • •  X  #  #  • • •  
Y- = y - - y - c(x - X ) 
J  * 3 *  • • •  *  J  *  • • •  
t Z(y. - y - c(x. - X ))x. +r I(y . 
^  X  e  #  • • •  X  #  m  • • •  X  #  *  j  * 3 '  
- c(x - X  ) ) x  +c Z x j  = Z y.. X  
• J *  • • •  #  3  *  ^  j  3  •  j  3  •  ^ 3  '  
c[ Z X ? .  - r Z(x . - x )^-Z(x. - X  )^] = Z y x 
13" j "3* ••• *** xj 
- t Z(y. - y )x - r Z(y -y)x 
^  X  *  #  • • •  X  *  *  j  * 3 "  * 3 *  
-y. -y < + y - x  + x  )  
_ ij ij * 1 # •3* ••• ij * 1 # * •J* ••• 
~ 2 Z (x. . -  X .  -  X  .  +  X  )  
.  j  X  J  • •  X  *  *  * 3 *  
Because this is an estimator based on whole-plot data, we denote it 
by and call it the whole-plot estimator of c. As usual, the re­
placement of a dot for a subscript letter indicates a total (capital 
letter) or a mean (small letter) over the possible values of the sub­
script. 
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To bring these formulas into the form of analysis of covariance 
for the whole-plots, suppose that analysis of variance on y and x and 
on analysis of product xy are performed to give the information in 
Table 3.1. 
Table 3.1. Whole-plot part of analysis of covariance 
Source 2 y xy 2 X 
a's R 
yy x^y x^x 
Y's T yy T xy T XX 
Remainder w yy W xy W XX 
Total T T 2 m 1 Z y.. 
i j 
m Z 
ij 
V 2 m i x . ,  
ij 
The sums of squares and products are computed from the whole-
plot means and then multiplied by m. The symbols are as follows: 
R = mt I(y. - y )(x. - x ) , 2^  ^  ^ # ••• 1 # # ••• 
R = mt I(x - X )^  , 
X • • • • • 
T  = r m Z ( y .  -  y ) ( x .  -  x ) ,  
xy j # 2 # ••• 'J* ••• 
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2 T  = r m Z ( x .  -  x  )  , 
XX j • J • * * * 
"yy • - ?!.. - y.j. • 
^ • " 1  : ( ? ! ] . - y . j .  *i. . - * . ] . + = . . . )  '  
W = m Z I(x.. - X. - X , + X > . 
5vX . « 11 * X* •J* ••• 1 J 
Withe the above notation, c = 7;^  . 
w W 
W J 
XX 
Also, from the model y* = X*gg + X*c + e*, we can get c^ , by apply­
ing the general theory for a 2-part model, to be: 
- [x;KXj-l[X'Ky]. 
Where K = (i)X [I - X', and P„* = X*(X*'X*)"X*' for any quasi-
me A e A 
inverse (X*'X*)" of X*'X*. 
3.5. Split-plot Estimation 
Split-plot estimation is made by fitting the model: 
y = xgf + + s 
es J - 4* » 
in which the terms 6^ » c are defined as before, and 
y = (I - P^ )y = M^ y is a nxl vector whose (ijk)th element is 
?lik - fij.' "here y.. "Sjyijk; 
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X = M X. = (Ml Im X Im X Im X 1m X„) is a n X p matrix of the 
e  f  e-n '  e a '  e Y  e V  en  
coefficients of the classificatory structure; 
X = M X  i s a n x l  v e c t o r  w h o s e  ( i j k ) t h  e l e m e n t  i s  x .  -  x .  .  ;  
c e c ijk ij. 
s = M s i s a n x l  v e c t o r  o f  r a n d o m  e r r o r s  h a v i n g  z e r o  m e a n  
e 
2 
and variance Ma 
e s 
A little calculation tells us the following: 
"el. " - 9 . 
Vy " V"- -  ^• 
% • - * ' "•5-» 
Vv - • 
\\ - • 
where 
D = [ I  ( x ) l ] ; I , l , l  are  a s  de f i n e d  b e f o r e ,  t -m n -m -n 
Moreover, MX = X - X (X'X )~X'X = X - X = 6. Also, we note that 
e e  e  e e e e e  e  e  
if we write the model as 
y = (x|x^)(^") + s , 
we have var(s)(x|x^) = M^a^^(x{x^) 
" "sH'VflVc' « • Vf \ 
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-
- (xlycia^  ^
= (x|x^ )Q , 
2 
where Q = , where n' = t + tm + 1. 
So, by the Zyskind general theorem, the method of least squares gives 
blue's of estimable functions. Now, using (3.5.1), we write y as 
y  =  M X v  +  M X T i + M X c  +  M X e  +  M s  
ev en e c ee e 
But we have 
MX = $ , 
e e 
M X V = X [I - - 1 1' ]v = X V , 
e V V m m -m -m v 
This is because 
m 
l'v = Z u = 0 , 
-= k-i 
m 
D'n = s = 0, for each j . 
k=l 
Thus, the final equation can be written in a matrix form, as 
y = X v  +  X r i  +  M X c  +  M s  
V n e c e 
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Then, to get BLDEs of any estimable functions of the parame­
ters (v', n', c), we may fit by simple least squares the model 
S'ijk = \ + "jk + "ijk' + =ijk ' 
with the error term being s^ ^^  where, of course, s = M^ s, and the 
terms \)^ , and c are defined as before. The quantity y^ ^^  is 
fijk - fij.' i^jk i^jk - =ij.' =ijk Sijk - =lj.'  ^
usual, the replacement of a dot for a subscript letter indicates a 
mean (small letter) over the possible values of the subscript. Fit­
ting the model y^ ^^  ~ "^ jk i^jk*^  i^jk give us the analyses 
of covariance for the split-plot part as in Kempthome (1952, p. 387). 
Our equations for estimating \)^ , c, which estimates we de­
note bv V, ,  n.. and c, using the conditions, Z v, = 0, Z n.% = 0, 
K jic k=l k  ^
for each j, Z = 0, for each k, are as follows: 
+ :(%..k - (;)%...) - 7..k -
'^ k * "^ jk * '®.jk " " ^.jk " 
J \ .k\ j^ -jk " V^ .jJ'^ jk *ij.) 
- .Çk<?ijk - ?ij.)(%ijk - "ij.'-
It follows that 
\ " y k " ^  - c(x - X ) 
I X  *  *  I V  • • •  #  *  f x  • • •  
"jk • (y.jk - y.j. - y..k + - c(*.jk-*.j.-*..k+=...) 
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So 
- x.jk - =i]. + 
• .Çk'fijk - 'ij. - y.jk + - x.jk - »ij. + *.j.) 
The analysis of covariance table for the above linear model situation 
is presented in Table 3.2. 
Table 3.2. Split-plot part of analysis of covariance 
2 Source y xy xx 
v's B B B yy xy xx 
n's I I I yy xy XX 
Error S S S 
Yv xy XX 
In the above B^ , for example, is the split-plot sum of squares 
for X, and the symbols have the following nature: 
=yy- «J'^ .k- • 
B = rtl(y , - y )(x - x ) . 
^ «•IN. ••• * * N # # * 
\ k  "  r t Z C c  ,  -  X  
, * * XV • • • k 
"yy - fTk'y.jk - " '..k + ' 
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- y.i. - y..k + y.jk - %.i. - \.k> • 
2 I =rS(x., -  X .  - X  , + x  )  
30C *3 *3* ••Ic ••• 
3^  
Syy ' - '.]k + y.j.)' • 
- 'ii. - f.jk + y.j.)(=ijk- =ij. - =.jk+*.j.) ' 
"x, = - •=„. - x.jk + • 
With the above notation, c = S /S 
x y  X X  
Because this estimator is based on split-plot information, we denote 
it by Cg and call it the split-plot estimator of c. 
With the model 
y = XS + X^ c + s es = 4' > 
where c, s, y and X^  are as defined before; X = (M^ X^ jM^ X^ ); g = (v',r|*); 
C = 
i: f 
If 
, a known matrix. We apply the general theory for 
a 2-part model to get c^  as 
Cg = [x;.TX^ ]'^ x;Ty , 
where 
T . MJI - ' Me - , 
Pj - X(X'X) X' , 
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for any quasi-inverse (X*X) of X'X, and M = I - X'(X'X ) X' . We 
e e e e e 
will use the matrix form of c^ , to prove that c^ , are uncor-
related unbiased estimates of c. 
3.6. Distributional Properties of the Estimators 
In the model 
y = Xf8_ + Xc+Xe + s, ft c e 
CS^  = 4* » 
we have assumed that {e} and {s} are normally distributed; that is, 
e and s N^ (0, and hence y 'v, N^ (Xg, 
where all the terms are as defined before and X = (X^ |X^ ), 3' = 
(Bg, c). A number of distributional results that we know from general 
considerations follow: 
a) = (X^ KX^ )-4;.Ky 'b . 
b) c = (X'TX )"^ X'Ty ^  N(c,a ^ /S ) . 
s CC C s XX 
c) c and c are independent, 
w s 
A little calculation tells us the following: 
and 
E(c^ ) = c , E(Cg) = c , 
var(c ) = [X'KX ]"^X'KHK'X (X'KX ) ^ 
w  C C  C  C C C  s  
= [X'KX ]"^(X'KX )(X'KX )~^(1 + me)a ^ 
C C c c c c s 
And 
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= (x;Kx^ )-^ (a^ 2 + ma/) 
2 2 2 2 
= a, /W , where a, = a + ma 
1 XX Is w 
var(c ) = [X'TX ]~^ X'THT*X (X'TX )~^ CT ^  
s  c c  c  c c c  s  
= [X'TX ]~^ (X'TX )(X'TX )~^ a ^  
c c c c c c s 
 ^2 
= (X'TX )  ^= -r^  , where = a ^  
c c s bxx  ^ s 
Also, 
cov(c , c ) = (X*KX )~^ X'KHT'X (X'TX )"^ a ^  
w  s  c c  c c c  s  
= (*) , since KHT' = (j) . 
The normality of c^  and c^  follows from the fact that the two esti­
mators are linear functions of y. Since y is distributed normally 
9 
with mean X8 and variance then we see this by applying a general 
theorem which states that if y N(u,Z) and A is a p x n matrix of 
rank p, then Ay ~ N^ (A^ , AZA*). We see, for example, that c^  = 
(X'KX )~^ X'Ky = Ay, say, where A = (X'KX )~^ X'K a 1 x n vector, is a 
c c  c  c c c  
linear function of y, and hence has a univariate-normal distribution 
2 
with mean c and variance /W^ . A similar argument applies to 
3.7. The Least Squares Estimator of c 
We write the split-plot model as 
i^jk = ^  + ^ i^ + ^ jk + ®i3 + =iik ' 
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where 
or in matrix form 
y = XB + Xc + Xe + s , 
e
where X= (l^ JX^JX^), and 6' = (U,  a' , T ')and the remaining terms are 
as before. Then, we write the normal equations as 
X'Xb + X ' X c  = X'y (1) 
X'Xb + X'X e = X'y (2) 
c c c c 
From (1), we can write 
 ^= V - Vc" 
where 
= X(X'X)~X' . 
Then, (2) can be written as 
or 
or 
X'X c - X'PJ[ S = X'y - X'P_y 
c c c A c c c X 
- Pfje - x;(y - Pf) 
We now note the following: 
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Y 
y. 11 + ?!.. - y. 
y.jk + ?!.. - •>. 
y + y - y 
'.tm r^.. 
v=-
•^ .11 + *1.. - %. 
x.jk + 
X - X 
• Cm XT • • • 
and 
>" V • 
'm - y.ii - ?!.. + y. 
y - y - y + y 
rcm .Cm r». 
Then, we can write 
- Vc' - E  X .  (x. - X - X. + X ) ijk xjk .]k X.. ... 
• %ijk {%iik - ^ jk - Xij. + 
+ (x. . - X -  X  .  + X ) } 
1 j • 1» • * j • • • • 
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• 4 kijk - "ok -
2 
+ m Z (x. . - X. - X + X ) j Ï J • i # * # J # ••• 
= s + w 
XX XX 
Similarly, 
x;[y - Pj^ y] - z ''ij^ Cyyk - y.jk - 'i.. + 
Ijfc 
= 4 ("lik - \jk- 'ij. + \j.) y.jk - . + y.j.' 
+ m Z (x - X - X + X ) (y.. - y - - y . +y ) 
^  1 J  •  X « »  *  J "  • • •  1 J  »  X * «  *  J  *  • • •  
= s + w 
xy xy 
where S , W , S and W are as defined earlier. 
xx' xx' xy xy 
In the above, we have used the following identities: 
- ?.jk - ?ii. * y.j.'  ° 
iii) Z X (y - y - y . + y ) = 0 
X j  •  X » .  "  J  "  • • •  
iv) Z X (y - y - y . + y ) = 0 
•  •  •  J  •  X I  #  X  #  »  • J *  • • •  1] 
Thus, we obtain the least squares estimator of c to be 
W + S 
a = _J2 25Z 
W + S 
XX XX 
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We may also write 
where 
W + S 
z = EL 
W + S 
X X  X X  
= ac^  + (1-a) , 
w S 
_  X X  -  _  X X  
 ^ /•t.T J. C \  ^ ~ Ci (W + s ) ' (W + s ) ' 
X X  X X  X X  X X  
c = W /W , c = S /S 
w xy XX s xy XX 
Then, we get 
and 
E(c) = aE(c^ ) + (1-a) E(Cg) = ac + (l-a)c = c , 
var(£) = a" var(c^ ) + (1-a)^ var(c^ ) and are independent) 
XX 1 _j_ XX 2 
(W + S )^  "xx (W + S )^  x^x 
X X  X X  X X  X X  
Since c is a linear combination of the two estimators, c^  and then. 
c is normally distributed with the above mean and variance. 
Also, since 
HX = (I + 0X X')X # X Q 
c e e c c 
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for some Q, where = 
* 
4> 
4> 4» <P It © 1* 
the least squares estimator for the regression coefficient in the split-
plot model is not BLUE. 
3.8. Adjusted Treatment Means 
After performing analysis of covariance, the treatment means have 
to be adjusted for regression. In a split-plot experiment, the analysis 
of covariance has two rows for error at different levels each yielding 
an estimate for the regression coefficient c. In our model, we have 
two error lines and one possible way of adjusting for the covariate 
is to use two estimators of the covariate regression coefficient to 
give adjusted plot yields (see, for example, Kempthome, 1952, p. 388) 
as 
î'ijk - - =i..) - ' 
where c^  and c^  are the estimated regressions of y on x for the whole-
plot error and the split-plot error, respectively. Then, it is seen 
that the test of whole-plot factor levels and the test of the split-
plot factor levels is routine. 
In what follows, we shall consider use of a single estimator of c. 
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We shall use a single estimator c, and write the adjusted plot-yield 
as 
-'ijk " *ijk • 
The main reasons for considering this is to try to obtain greater ac­
curacy by combining both parts of available information on c, and 
hence obtain a single estimate of the coefficient. Also, theoretical­
ly, the most efficient analysis may be given by using a single esti­
mate of c. This will add difficulty to the whole matter, and it seems 
worth considering to see what is the role of covariance adjustment on 
the variance of treatment comparisons when using c. Let us take c = 
W + S 
. We take this because its distribution is known exactly. 
X X  X X  
Then, we get the difference between two adjusted means for the 
whole-plot treatments as 
y ; - y g - (x 4 - z 0 )c 
• J* • A/ • # J » * X/ # 
with variance 
var(y - y ) + (x - x var(c) 
• j* # Xf # # j # " Xf » 
= var(e . + s . -e,-s.) + (x_. -x^ )^  var(c) 
= var(e  ^+ s . )+var(e , + s , ) + (x . - x  ^ )~var(c) 
« 2 # J  *  •  •  •  #  »  « ' v »  
(since e .+s . and e  ^ + s are independent) 
• j • J • • X/ * * # 
X X  X X  
- + k.j. - • 
X X  X X  
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where = c/ + and a/ = o\ 
We notice that the variance of the difference between two ad-
2 justed treatment means depends upon the magnitude of (x ^  - x ^  ) , 
Finney (1946) suggested that, in the case of a randomized block de­
sign, the average of the variances for all possible pairs of treat­
ment comparisons would suffice, as the basis for comparing any pair 
of treatment means. Following Ramachandran (1964), we could, per-
2T 
haps, use —-,—rr as the average over all possible pairs of whole-plot 
rm(,t-l; 
treatments and write the average variance as: 
W W - 2T S _ 
X X  X X  
where T is the whole-plot treatment sum of squares for x. The aver-
X X  
age variance as given above may be used for comparing any two adjusted 
whole-plot treatment means. 
The difference between two adjusted means for the split-plot 
treatments is given by 
y..k - y..h - - *..h) 
and has variance of 
X X  X X  
Similarly, the average variance of the difference can be written as 
r. x^x x^x-. 2 ^^ xx x^x 2 
rt (m-1) * °2 rt(m-l) ' P^  ^'^ 1 ' 
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where is the split-plot treatment sum of squares for x. 
The difference between two split-plot treatment means at the 
same level of the whole-plot treatment has the following form: 
f.jk - y.jh - c(x.jk - x.jh) 
with variance 
- s.jh) + (=.jk - x.jh)^  
(x.jk -  ^"I'l 
and the average variance is obtained as 
where I is the interaction sum of squares for x, and B is as defined 
XX XX 
earlier. 
Lastly, the difference of two whole-plot treatment means for the 
same split-plot treatment k is 
''.jk " y.&k " 
with variance 
s.jk) + + (x.jk - *.2k)^  
• + (X - ' "2^ ' 
XX XX 
and the corresponding average variance is given by 
47 
XX 
+ + "O' • h ' 
XX 
where T is the whole-plot treatment sum of squares for x, and I 
XX XX 
is the interaction sum of squares for x. 
The use of average variances as described here may be questioned 
seriously from some foundational viewpoints, because the actual vari­
ances depend on the values of the concomitant variable, {x..,}, 
which are ancillary. One foundational idea is that statistical tests 
should be made conditionally on ancillary statistics. However, one 
can argue, perhaps, that with random assignment of treatment combina­
tions to the whole-plots and split-plots, one is trying to make tests 
in the population of repetitions that includes this randomization. 
This point arises when our model includes a covariate "effect." 
We may notice that the variance of the difference between any two 
2 2 
adjusted treatment means is a weighted sum of and , where 
2 2 2 2 2 
a, = a + mO , and a„ = a . Thus, if we try to estimate each of 1 s w ' 2 s 
them from the data, and replace these parameters by their estimates, 
then the estimated variances will involve linear functions of mean 
2 2 
squares, S = Za^ s^ , say, where a^  are known positive constants and 
2 
s^  is the ith mean square. Thus, if we let y stand for any differ­
ence of estimated treatment effects and v as the difference for their 
true values, then 
48 
d = y - V 
/ Za.s.2 
1 x 
does not follow Student's t-distribution when v = 0. 
Generally, no exact solution for this problem exists. The 
earliest attempts to determine the sampling distribution of d were 
made by Behrens (1929) and enlarged upon by Fisher (1935). Two easy 
approximations are available in the literature. A method described 
by Cochran and Cox (1957), uses the ordinary t-table. Another method 
is due to Satterwaite (1941). Suppose y has an estimated variance 
2 2 2 2 2 Sy = a^ s^  + a,S2 , where a^  and a^  are constant, and s^  , Sg are 
the estimated variances with n^  and ^ 2 degrees of freedom, respective­
ly. The Cochran and Cox method determines tj^  and t^ , the significance 
levels of Student's-t for n^  and n, degrees of freedom, respectively, 
at the desired probability level a. Then, it obtains the approximate 
significance level of d as the weighted mean of t^  ^and t^  with weights 
2 , 2 
a^ s^  and 3.2S2 '• 
= ^^ 1^ 1 )^ i (*282 ) t2  
*lSl^  + *232^  
2 2 2 
In the Satterthwaite method, the quantity s^  = a^ s^  + a2S2 is re­
garded as approximately distributed as 
X\ E(Sy2) 
where the degrees of freedom is estimated by 
49 
2 2 ^ 
f = (*1=1 + *2=2 ) 
2 ^  2 ^  ' (a^ s^  ) (^ 2=2 ) 
Ui 2^ 
2 2 
where and n^  are the respective degrees of freedom for s^  and s^  . 
Then, the quantity of d is tested by referring it to Student's t-table 
with f degrees of freedom. 
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4. COMBINED ESTIMATION OF THE COVARIATE 
REGRESSION COEFFICIENT 
4.1. Introduction 
For the general incomplete block designs, Yates (1939,1940) 
suggested the use of information from between-block comparisons. He 
gave for some special designs a procedure of how to combine the be­
tween and within-block information; this involved using weights which 
are estimated from the data. 
In the split-plot analysis, two independent estimates of the re­
gression coefficient are available: the intra-block (split-plot) and 
the inter-block (whole-plot) estimates. %en adjusting the data by 
covariance, we face the problem of what estimator of the regression 
coefficient to choose for adjusting. Smith and Truitt (1956) mentioned 
that, when seeking examples, they found that six out of nine split-
plot field experiments examined showed significant differences between 
the regressions, though it is not clear how tests were made. This 
suggests that the assumption that the two estimates are equal may not 
be as generally valid as might be expected. We do not consider this 
problem here. 
Now, we assume that the two true regressions are equal and we wish 
to combine the inter-block (whole-plot) and intra-block (split-plot) 
estimators to obtain a single estimator with a plausible property. We 
have shown earlier that the two estimates c and c are uncorrelated 
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unbiased estimates of c. Also, we have 
- . 2  2  2  2  
var(c ) = /W (whole-plot) , 0\ = a + ma , 
w  l x x  1  s  w  
and 
~ 2 2 2 
var(Cg) = /S^  (split-plot) , 2^ ~ "^ s * 
We consider a linear combination of the two estimators, say 
c^  = ac + (1 - a)c , 
X w s 
to estimate c. For this estimation method, the minimum variance un­
biased combined estimator c^  should have weights 
Ct — r — V / ( y -w \ "t" /  ^) 
var(c ) ^ var(c ) var(c )' 
W W S 
and 1 a var(c^ ) ^ v^ar(c^ ) var(c^ )^  
Thus, the optimal weights are inversely proportional to the variances 
of c and c . This implies that the best combined estimator is 
w s 
1 , 1 p; 
var(c ) ^w var(c ) s 
w s 
1^ " 1 . 1 
var(c ) var(c ) 
which can be simplified to 
var(c )c + var(c )c 
~ _ s w w s 
1^ var(c ) + var(c ) 
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var(c^ ) 
% ^ var(c ) + var(c ) 
w s 
The variance of c^  is equal to 
var(c^ ) var(Cg) varCc^ ) 
var(c )+var(c ) 1 + t ' 
s w 
where t = var(c )/var(c ) = (a,^ /S )/(a,^ /W ) . 
S W 6 XX X XX 
Unfortunately, c^  cannot be used to estimate c because the variances 
9 2 
a^ ~ and are unknown. We also have for any a, a constant such 
that 0 _< a < 1, is a linear unbiased estimator of c, but there is 
no constant such that the estimator c^  has a smaller variance than c 1 w 
2 2 
or Cg for all possible values of and . 
First, we try the pooled estimator as an estimator with constant 
weights and obtain some of its properties. In what follows, we may 
note that W and S are fixed and known. 
XX XX 
4.2. The Pooled Estimator 
One possibility of avoiding complexity of c^  is to consider a 
combined estimate of c, the estimator 
W  + S  W c + S c  
- _ xy xy _ XX w xx s 
2^ W + S W + S 
XX XX XX XX 
s _ 
where now a = W /(W + S ) and 1 - a = r? — . This estimator 
XX XX XX w + S 
XX XX 
arises by pooling the two sources of error and is somewhat plausible. 
It is the least squares estimator, as we saw earlier. 
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To show that is in fact an unbiased estimator of c, we take the 
expectation of to get 
W c + S c 
(since c and c are unbiased estimators of c) W + S w s 
XX XX 
W + S 
XX XX 
W + s 
XX XX 
The variance is given by 
("xx + 
To compare the variances of c , c and c_, let us omit for ease of 
w' s 2 
writing subscripts xx from the two symbols, W and S that we use: where-
ever W, S occur without other indication, subscripts xx are to be un­
derstood. We have 
~ 2 
var(c ) = a /W , 
var(Cg) = a^ /S , 
and 2 2 
WO, + SO. 
var(c„) . 
[W + S]^  
Smith and Truitt (1956) suggested that var(Cg) < var(c^ ), that 
2 9 9 2 is Og /S < a^ ~/W, because  ^ by the model, and usually S > W 
owing to the larger number of degrees of freedom associated with S, 
54 
although the mean squares may be in reverse order. For varCcg) to 
be less than var(c ), we must have 
2 2 2 0^^  + SOg 
or 
or 
[W + S]^  " 
W + (-^ )S = W + 2S + I 
*1 
\<^4^=2 + S/W. 
Cl 
*2 Since —y <. 1 and the right hand side is greater than 2, we get that 
'"r 
^ ^ 2 2 
var(c«) < var(c ) for all possible values of a and o. , such that 
z w j. z 
2 9 2 0?". Then, if both of them evaluated with the same accuracy, 
it seems that we would prefer to use c^  rather than c^ . 
To have varCc^ ) < var(c^ ), we must have 
2 9 9 
woi + sc,- g,-
(W + S)-  ^
or 
H(-iy) + S i g = S + 2W + ^  , 
a,-
or 
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or 
"z' • 1 
2 - 1 + W/S * 
~ 2 2 It seems appropriate to consider c^  when the ratio lo^  is not too 
2 2 2 
small, i.e., when is not large compared to . Also, we 
get from 
"2% 1 
that 
2 
where 0^  is the variance common to split-plots in the same whole-plot 
and m is the number of split-plot treatments. In passing, it may be 
noted that for m > 2, the coefficient —> 1 if W/S <. 1. Thus, to 
: + s 
 ^  ^ 2 have varCCg) < var(c^ ), we must have to be considerably smaller 
than a^ " = We have also, with T = IS)I , that 
T + 1 
vartcz) = + W)2  ^ ' 
where 
!i!. IÎ +1 
i (|): + 1 a/ s 
b = 
(1 + y  a 4. f)2 
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Some values of b have been calculated and are shown in Table 4.1 for 
some values of ^  and We notice that for = .2 the 
— — 2 2 
variance of is greater than of c^ , and when ~ .5 or .8 
^ ^ 2 2 the variance of c^  is less than of c^ . If ^ 2 is actually equal 
to 1, then c^  is best linear unbiased for c. If, on the other hand, 
2 2 ^ ^ 2^ very small, then, clearly, Cg is very inferior to c^ . 
varCc.) 
Table 4.1. Values of b = •. 
var(Cg) 
w/s 
.2 .6 .8 
.2 1.39 1.56 1.54 
.5 .97 00 o 0
0 
.8 .89 .73 . 66 
In an actual experiment, we shall know W and S, so to choose 
between c^  and c^ , we have to form a judgment of the magnitude of 
2 2 2 9 !o^  . This tells us that /o." is a critical parameter, as do 
other directions of thought, and was a stimulus to subsequent inves­
tigations. 
4.3. Combined Estimate Using Estimated Weights 
For the estimation of a common mean of two normal populations 
with unequal variances, Khatri and Shah (1974), have considered the 
57 
following setup: let 
2 2 
X N(u, aa^  ), y 'V' N(u, ) , 
~ Sg/GgZ ~ 
Note that 
2 2 
X - y ^ N(0, aC^  + ho^  ) • 
Then, to estimate u» they considered 
0 = (1 - w)(x - y) + wy 
2 
where the weight w is a function of bS^ /aSj^  and (x - y) . In what 
follows, we shall consider a weight determined only by bS^ /aS^ . We 
2 9 
mention that, in our case, >. a," > 0. 
2 2 As mentioned earlier, when the variances 0^ ~ and known, 
the minimum variance unbiased estimate of c is given by 
c^  c^  1  ^
1^ v^ar(c ) var(c )^ ^^ var(c ) var(c ) ^ 
S W S w 
var(c ) 
= c H \ (c - c ) 
s var(Cg) + var(c^ ) w $ 
0,2/s 
• " a//s + a//„ • 
2 2 
The procedure we use next to estimate and O2 will be the same 
as given by Graybill and Deal (1959). They proposed using unbiased 
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2 2 
estimates for the quantities and in to get the estimator 
c -  =  ( — ^  ) / (  +  ) 
var(c ) v£r(c ) var(c ) var(c ) 
s w s w 
var(c ) 
= H + (H - c ) , 
® vâr(c ) + vtr(c ) 
s w 
where 
and 
vâr(Cg) = Sg^ /S, vâr(c^ ) = s^ /^W , 
2 
s_ 
" (r-DtCm-D-l '®yy " ' 
I"yy " '4"" 
In the above and the following, we omit for ease of writing subscripts 
XX from the two symbols to be used, W and S. To show that c^  is in 
fact an unbiased estimator of c, the conditional expectation of c^  can 
be taken. That is to say, we will take the expected value of c^  in 
~ ~ 2 2 the conditional distribution of c and c given s, and s_ . This is 
w s 1 2. 
equal to 
s/zs 
c + 0 = c . 
2 2 
®2 , ®1 
2 We then take the expectation of this quantity with respect to s. and 
2 
. But this is simply the expectation of a constant c and hence 
equals c. Now, we examine the variance of c^ . We write 
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9 
s,-/S 
 ^te  ^ m*  ^ m» . 
' • .//s . s,:/» • 
We note that c^ , c^  and y are mutually independent. Then, we get 
var(c,) = E((c - c) + y(c - c ))^  
J s w s 
= E(Cg - c)2 + 2 E[y(c^  - c )(Cg - c)] 
+ E(92(c^  - Cg)2) , 
where E(X) means "expected value of X." 
Now, we have the following; 
i) E(Cg - c)^  = var(c^ ) 
ii) e ( y ( c  -  c  ) ( c  - c)) = e ( y ( c  - c)(c - c) - e ( y ( c  - c)") 
w S S W S S 
=  - e ( y ) e ( c  - c )^  (since y »  c ^ ,  are 
® independent) 
= -var(c^ )E(Y) • (using (i)) 
iii) e(y^ (c^  - cg)^ ) = e(y^ )e(c^  - c^ )^  
= e(y^ )[var(c^ ) + var(c^ )]. 
Then, we get 
varCcg) = var(c^ ) - 2 E( y)var(c^ ) 
+ e(y^ )[var(c^ ) + var(Cg)] , 
which can be simplified to 
var(c2) = var(c^ )[E((l - y ) ~  +  y ^ / ~ ) ]  ,  
where 
Letting 
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var(c ) 2 
T - - (°2 • 
$(T) = E((l - Y)^  + Y^ /T), 
then, the necessary and sufficient condition that var(Cg) _< var( c ^ )  
is that (j)(T) £ 1. So, to have varCc^ ) £ varCc^ ), we must have 
E((l - 9)^  + f/T) < 1 , 
or 
or 
Let 
E[1 - 2Y + 9^  + Y^ /T] £ 1 , 
E(Y") < 2 Yt~= E(Y) • (4.3.1) 
2 ,  2  2 ,  2  
v^ = m^ s^  /a^  , v^  = /O2 » 
T = (a2~/S)/(a^ /^w) , a = m^ /m, , 
= (r-1)(t-l)-l , = (r-l)t(m-l)-l , 
h = (av2)/v^  = . 
Then, y can be written as 
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Following the development of Khatri and Shah (1974), we see that 
E(h^ ) £ 2E(h) (4.3.2) 
is sufficient for (j)(T) j< 1. This follows from Lemma (A) below. To 
get an upper bound for var(c2)/var(c^ ) we note the following: 
Lemma (A). + y^ /t - 2y £ (^h^  - 2h) . 
Proof : We have 
Ç2 _ 29 = - 2Th - A-
(1 + :h)2 
 ^t(h^  - 2h - Th^ ) ^  t(1 + t)(h^  - 2h - Th") 
(1 + Th)2 (1 + T)(l + Th)-
= T[(l - T^ )h^  - 2h - 2Thl 
(1 + T)(l + Th)" 
< YTT - 2h - (tV + 2Th)), (since (1 + Th)^  > 1) 
£ (h^  - 2h) (since + 2Th > 0) . 
Using Lemma (A), an upper bound of varCc^ ) is given by 
var(c2) ^  var(Cg)[l + ^  ^  ^ E[h^  - 2hll . (4.3.3) 
Since h FCm^ , m^ ), then using the moments of the F distribution, we 
get 
- 2)fa^  - 4) . • 
? m^ (^m2 + 2) 
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and 
_ m. 2 - m-(m - 8) 
E(h ) - 2 E(h) . ^ 2X^-4) I • 
Thus, we get for an upper bound of var(Cg): 
2 nu-m- (m^ - 8) 
,ar(cp U + —.4) )}. 
= var(Cg)• L , say, 
where = (r-1)(t-l)-l, = (r-l)t(in-l)-l, T= var(c^ )/var(c^ ), and 
^ 2 - 8) 
 ^ - 2)(m^  - 4) ^ 
Using (4.3.2), we get the following restrictions on and 
The condition 
E(h^  - 2h) < 0 , 
gives 
m ^ (m_ +2) 2m 
^  -  < 0  ,  
or 
- 2)(m^  - 4) - 2 
m, + 2 m„ 
Tzr-Z-ÏT^ LZ , (=1 f 2) 
1 ' 1 
or 
or 
+ 2 2m^ a^  - Sm^  , 
2 _< m^ (m^  - 8) , 
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or 
> 8 . 
Since = 8 gives 16 S 0, we exclude = 8. For = 9, we must 
have m, > 18. The condition 
m^ Cm^  - 8)22 m^  
is true for all m. > 10. 
1 — 
Graybill and Deal (1959) required that m^  and m^  should exceed 
10. The condition m^  > 9 implies (t-l)(r-l)-l > 9 or (t-l)(r-l) > 10. 
That is to say, if the number of whole-plot treatments and the number 
of replicates are such that (t-l)(r-l) > 10, it will be the case that 
c_ will be a uniformly better unbiased estimator of c than c or c . 3 w s 
For example, ift=4, r=5, we get m^  = 11, and if t = 5, r = 6, we 
get m^  = 19. 
Let 
m 2 m, - m^ (m - 8) 
T = 1 4-  ^ — r  ^ ^ 1 1 
1 + T m^  l(m^  - 2)(m^  - 4) ^ * 
Table 4.2 presents some values obtained for L. 
varCcg) 
Table 4.2. Values of upper bound of , 
 ^ var(c^ ) 
"^ 1 2^ 
T 
.2 .4 .6 
7 23 1.125 1.214 1.28 
11 47 .897 .824 .77 
17 83 .875 .786 .72 
64 
In Table 4.2, we note that for the first design we have L > 1. 
This is the case because the condition > 8, is not satisfied. Thus, 
we have that the variance of Cg may be greater than of c^ . For the 
other two designs, we notice that L < 1, for all values of t ,  and 
hence c, has smaller variance than c . J s 
4.4. Inaccuracies Due to Estimating the Weights 
2 ? 
We have that the combined estimator of c, when and are 
known, is given by 
var((c )c + var(c )c var(c )(c - c ) 
w  s  s w ~ .  s w s  c, —^: T=—T = c + —
1 var(c^ ) + var(Cg) s var(c^ ) + var(c^ ) 
with variance equal to 
var(c^ ) var(Cg) var(c^ ) 
var(c ) + var(c ) 1 + T 
w s 
(4.4.1) 
We want to compare varCc^ ) and var(c^ ) to see how the variance is af-
2 2 2 2 fected by using s^  and s^  in the weights instead of and O2 • The 
quantity 
100(var(c_) - var(c )) 
f 
is the percentage error in the variance of the estimator of c from us-
2 9 2 2 ing and s^ " instead of and • We will find an upper bound 
on P. Now, we have, using the bound obtained, 
m 2 m - m„(m - 8) 
var(c3) < varCy [1 + 3-^  — ((m^  - 2) (m^  - 4) ' <4.4.3) 
65 
Therefore, we get 
m 2 m. - m-(m^  - 8) var(c ) 
+ rrr é ((./. 2)L - 4) ' 1 - T?f-
p/100 _< 
var(c ) 
s 
1 + T 
or 
m 2 m - m, (m - 8) 
P/100 l T [ l + — (  — )] . (4.4.4) 
™2 (m^  - 2)(iii^  - 4) 
But 
L — 
2 
2^ W 
^ • s  
T<W/S . 
so 
m, 2 m, - m^ (m^  - 8) 
and so 
2 - m^ (m^  - 8) 
((n,^ -^ 2)(m^ \ 4) (4.4.5) 
is an upper bound on the percentage P. The upper bound has been calcu­
lated for a few designs in Table 4.3. Table 4.3 tells us we lose not 
much, for some designs, by using estimated weights instead of the true 
(unknown) weights but for this to hold the design has to be fairly 
large, as is to be expected. 
Now, we compare varCcg) and var(c^ ) to see how the variance is 
affected by using the constant weights 
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Table 4.3. Values of upper bound on P for some designs 
W/S Upper bound on P 
8 23 .2 24.6 
7 29 .2 33.6 
15 39 .2 6.8 
15 39 .6 20.8 
53 239 .2 1.0 
53 239 .8 4.0 
W S 
a = r, , 1 - a =  ^
w + s ' w + s 
XX XX XX XX 
instead of using 
2 2 ' 2 2 
°1  ^°2 *1  ^*2 
W S W S 
XX XX XX XX 
(1 + W/S)2 
(4.4.6) 
If the variances are known, the percentage error is 
100(var(c,) - var(c,)) 
" —- (4-4-7) 
and we find that 
p T  ^
100  ^ , W.2  ^  ^* (1 + g) 
a ~ a ^  
(1 +^ -|)(l 
2^ s G -
- 1 . (4.4.8) 
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Some values of P/100 are given in the table below. We notice that 
2 2 2 2 
when O2 = .2, the percentage error, P, is large, while if /o^  = 
.5 or .8, we get small values for P. The percentage increase in 
variance increases with W/S, but, of course, we shall know W/S in an 
actual experiment. 
The variance of the simple least squares estimator is not much 
greater than the variance of the best, but unknown, estimator if 
2 2 G2 /G^  is greater than 1/2. 
2 2 
Table 4.4. Values of P/100 for some values of W/S and /(J^  
7 W/S 
.2 .6 .3 
.2 .44 .740 00
 
.5 .069 .11 .122 
.8 .036 .073 .084 
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5, ESTIMATION OF p = USE OF ESTIMATORS 
5.1. Introduction 
In combining c^  and c^ , the minimum variance unbiased estimator 
of c is given by 
which can be simplified to 
W 
S^  • P 
= 2; + =# (2* - ' 
(1 + f^ .p) 
XX 
9 9 
where p = a^ /^cr^ ". The general problem in the split-plot data struc­
ture with the usual Gaussian model is that there are two assumed in­
dependent errors and the ratio of the two variances is the critical 
2 2 
unknown. Sincep= ^ 2 , the ratio of the split-plot variance to 
whole-plot variance is usually unknown, the ratio of estimates of 
these variances obtained from an analysis of variance of the data is 
often substituted. Some alternative estimators of p are now con-
2 2 
sidered. The estimators will use the information in s^  and s, , the 
2 2 2 
analysis of variance estimates of and ^ 2~' Note that s^  and 
2 
s^  are not the same as the method-of-fitting constants estimators 
2 9 
of s^  and 82" discussed, e.g., by Searle (1971). Since we expect 
2 2 0 < p £ 1, but depending on fluctuations of sampling, p = S2 /s^ ~ 
may not satisfy this inequality, a modified estimate of g given by 
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p = if > $2^  
= 1 otherwise, 
2 2 has been recommended. Thus, the estimate of c if s^   ^s^  is taken 
to be 
W + S 
c = -22 SL . 
2 W + S 
XX XX 
2 2 
We shall consider estimates of the form k s^  /s^  , where k is some 
2 
constant that depends on m^  and m^ , the degrees of freedom for s^  
2 
and , respectively. One reason in doing so is to try to obtain a 
tractable variance or upper bound for the variance of the estimate 
of c, using an estimator p of p. We think also that the factor k 
 ^ 2 
may be used to shrink p into the range [0,1] if is slightly less 
2 than s^  . 
5.2. Minimum Mean Square Error (MMSE) 
Estimation of p 
As mentioned earlier, in estimating p, we look for estimators 
2 2 
of the form k S2 /s^  , where k is some constant. We have, with u = 
~ FCmg, m^ ), 
E(k s^ ls^ ') = ECkpd/p's^ /^s^ )^) = kpE(u) = kp m^ /(m^  - 2) . 
Then, 
9 2 k s ~ k s pk m pk m 
E(___=_ _ p)2 = E[(___2_ _ _ (p _ 
Si 1 i 
70 
= var( 1-) + p'a -
= var(u) + p^ (l - ^  -
Then, differentiating with respect to k and equating the derivative 
to zero, we get 
2 2 ^ ^ 0 = 2 k p var(u) + p (1- (^ )^(-
m, 2 
= k var(u) + k 
2 2 (m^ +m„-2) 
or 
m„(m^ -4) 
k = 
ia^ (m,+2) 
2 So, the minimum mean square error estimation of p of the form k s^  /s 
xs 
.  2 ,  2  
f • '2 • 
This argument suggests, with the fact that p.< 1, that we should use 
. *,(*1-4) 2, 2 
P - m^ (m^ +2) ' ®2 ' 
/s 2 if this is less than 1 and otherwise use p = 1. We note that if s^  
is slightly greater than s^ ,^ it may be the case that p is less than 
1. This is because 
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™2 
mi(m2+2)  ^
5.3. Partial Maximum Likelihood Estimation of p 
Let 
=2^  = [Syy - 4"xxl -"l - t(r-l) ; 
=l" • ^ t'V • ' w'"xxl ' »1 " Ct-l)(r-l)-l ; 
2 2 9 2 2 = 3^ /S^ , P = . 
2 2 We consider the partial likelihood of s^  and s^  to estimate 
2 9 
the variance components and <^ 2"* get the marginal likeli-
2 9 2 2 hood of p, we notice that m^ s^  /a^ ~ and mgS^  /o^  are distributed 
2 2 independently of each other as X (m^ ) and X (m^ ), respectively. 
2 9 
Then, we can write the density function of s^  and 82" in the follow­
ing form: 
99 2 2 ~^ 2^ 2 9 2®.j~l 
f(s^  , s^ ") = (constant) (a^  ) (a, ) (s^  ) (Sg,") 
2 2 
exp , ,2 > ,2 > 0. (5.3.1, 
*1 *2 
By maximizing the log-likelihood of (5.3.11) with respect to 
9 2 2 2 2 0^ "^ and o, subject to the constraints  ^*^ 2  ^0, we get s^  
2 9 2 2 2 
and S2 as estimates of a^ " and , respectively, when s^  > S2 . 
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2 2 2 2 2 When 0 <  ^ , we take 0^  = = o , say, and get apart from 
a constant. 
Ik- *1 *2 
2 _ 2 2 3a 2a 2a 
+ *2=2 
2a^  • 
Equating this to zero gives 
2 ^ 2 
.2 + *2=2 
 ^ + #2 
2 2 Thus, if s^  > Sg , we take 
: 2 2 - 2 2 
= Si , 0% =9% , 
2 2 
and if, however, s^  < s^  , we may take 
- 2  ^2 *2=2 
*1 = °2 = *1 + m, • 
2 2 
Next, we shall consider the estimation of p. Setting z = Sg /s^  , 
9 9 2 2 2 
s^ " = s^ " and p = 0^ /o^ , the Jacobian of the transformation is s^  , 
2 
and we write the probability density of z and s^  as: 
lu™ *^ ni— m_ ! iUA 
2  - 1  2  -  - T "  a s -  m  z  
(constant) (s^  ) ) p exp{ ' 
Since 
00 
P-1 a _n 
Z exp {-—} dZ = a r(p) for a > 0, p > 0. 
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2 Then, integrating out, noting that we have a gamma function in 
this variable, we find the likelihood of p to be 
(m^ +m^ ) 
~ T  ^  2  (constant) p [1 + ——-] , 0 < p _< 1 
= (constant) p (p + y] , 
The logarithm of the likelihood of p can be written as 
L(p) = constant + im^ lnp - %(m^ +m^ ) ln(p + y) , 0 < p < 1 
Differentiating L(p) with respect to p, we get 
dL(p) ^  ^  _ ^^ 1-^ 2^  
dp 2p (p + y) 
[jn^ (p + y) - (ia^ -hn2)p] 
2p(p + y) 
[m^ y - m^ p] 
2p(p + y) 
Now, 
^ - 0 .  
m. m, m. 
gives p = ^  y = ^  ^ = =2"/si • 
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Also, we see that vanishes at p = p, and is negative for p > p, 
/V ^ 2 , 2  
and is positive for p < p, we then conclude that p = s^  /s^  is the 
point of maximum for L(p). 
It is worthwhile also to mention the following method. Let 
V = —5 r = pz ^  F(m , m ) 
=2 '"2 
2 2 
where now z = s^  /S2 • Then, we can write the probability density 
function of v as 
im^ -1 
f(v) = (constant) 77—\ for v > 0 . 
(1 + v) 1 
*2 
Since dv = pdz, we have 
èm m -i(m +m_) 
f(z) = (constant) p (1 + — pz) 
0 < p < 1, z > 0 , 
which is the likelihood of p for given z as obtained earlier. However, 
®1 
if we let y = — z, and write 
™2 
L(p) = constant 4- zm^ ln(p) - ^ (m^ +m^ ) ln(l + py) , 0 < p < 1 
Then, we get 
duoi.^.. 
dp 2  ^(1+py) 
[m^ (l + py) - (m^ +m2)py] 
2 (1 + py) 
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2 (i+oy) ' 
and 
gives 
m. 
m. 2 
1 
Also, proceeding as before, we can prove that p as given above maxi­
mizes L(p). Thus, the two methods give the same answer. 
Khatri and Shah (1974), dealing with the problem of estimation 
of common parameters from two linear models under the assumption of 
normality, have considered a method to estimate k. For the special 
case of estimation of a common mean for two samples of normal popula­
tions with unequal variances, they used some values of k to obtain a 
combined estimator with variance less than the variances of the two esti­
mates from the two populations. In what follows, we shall consider 
a way of choosing some reasonable values for k, to estimate p, so 
that the variance of c^ , the combined estimator with estimated weights, 
~ 2 2 does not exceed var(c^ ) for any set of values of 0^  and 
5.4. Use of Khatri and Shah's Ideas to 
Estimate p 
(a^ " > 0) 2 _ _ 2 
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Let us define, as before. 
where 
H3 = Cs + Y(c, - %) , 
ks//S 
y 2 2 W 2 2' (5.4.1). 
ksg /S + s^ /^W 1 + I"-k - s^  /s^  
2 
W ,  2 , 2  W  k ^ 2 _ ,  
S ' k - S 2  =  s ' P ' p ' — -  '  
1^ 
T = I p, h = I SgZ/s^ Z , w = w^ , and S = 
Then, we write Y as 
Th Y = 
1 + Th ' 
where T is the unknown parameter and h is the random variable. The 
upper bound of can be written, from (4.3.3) as 
var(c2) ^  var(c^ )[1 -r ^  ^  ^ (E(h~) - 2E(h))]. 
Now , we may consider the limits on k such that c^  could have smaller 
variance than each of c and c , the within and between whole-plot 
s w 
estimates of c. 
Let 
, k~ m^ (m_+2) 2km 
g(k) = E(h-) - 2E(h) = 
Lemma 1. g(k) is minimized for k = 
#2(0^ -2)(m^ -4) (m^ -2) 
m2(m^ -4) 
m^ (m2+2) 
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Proof: We have 
and 
gives 
dg(k) ^  2 k (m2+2)  ^1 
dk in^ (m^ -2) (m^ -4) (m^ -2) ' 
deCk) _ Q 
dk - ° ' 
m,(m--4) 
k = -^  
mi(m2+2) 
Also, we have 
Thus, k given above minimizes g(k). We may note that the value of k 
given above is the same as of k we have in the MMSE case. We also 
have 
E(h^ ) - 2E(h) < 0 , 
gives 
2 m2(m^ -4) 
 ^— m^ (m^ 4-2) 
Thus, to have var(c^ ) ^  var(c^ ), we must have k in (5.4.1) to be less 
than 2 . 
m^ (m2+2) 
Now, to see the conditions under which 
var(c^ ) ^  var(c^ ) , 
78 
we write var(c_) in terms of var(c ). To do so, we write 
J w 
so that 
var(c_) = var(c ) [E((l - y)^  + Y^ /0)] , 
J w 
where now 
eh 
^ '72 r~ -TTlh ' 
-^  + k ®2 /S 
w 
var(c ) 
var(Cg) 
= 1/T, 
P 1 , 1  
h = . Si /Sz . 
Thus, we obtain using Lemma (A) in section 4.3, 
varCCg) ± var(c^ ) [1 + ^  ^  g[E(h^ ) - 2E(h)]] 
=  v a r ( C g )  [ i  + [ E ( h ^ )  -  2 E ( h ) ] ]  
Now, 
and 
m m, (m +2) 
) - 2E(h) = [k ;i(m,-4) - ' 
E(h-) - 2E(h) < 0, 
gives 
m (m +2) 
k > 
— 2 mi(m2-4) 
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Thus, we obtain the following Lemma. 
Lemma 2. A sufficient condition for 
varCCg) £ min(var(c^ ) , var(c^ )) 
m (m +2) 2 m (m -4) 
Furthermore, 
k m -  m  ( m - - ! - 2 )  k  
varCîj) < { 1 - YTHT • 7^  - .^ (.^ -4) ' ' 
ana 
1 1 9^ 2^ ) 
var(c3) < var(c^ ) {- - [2 - ] } 
We may note that (5.4.2) can be satisfied if 
(m^ -6)(m2"6) 2 -
A possible choice of k could be 
m^ -2 
k = — • . 
m2-2 
This value of k lies between the two limits whenever 
(m^ -6)(#2-6) ^  16 . 
Thus, if we take the estimate of p to be 
®1 2, 2 
m2 m2-2 ®2 ^ ®1 ' 
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if this is less than 1, and otherwise use p = 1, we then get the 
variance of c_ to be less than the variance of c or c if 3 w s 
(m^ -6 ) (m^ -S ) ^ 16 . 
Now, using the following values of k, 
m m -2 
m m -4 
m^ +2 ' 
m_ m -2 
 ^m,+2 ' 
we shall consider getting an upper bound for the variance of c^  compared 
with the variance of c . 
s 
5.5. An Upper Bound to varCc^ ) 
The objective is to find an expression for the upper bound of the 
variance using the above estimators of p. We may now write 
=3 = 2; + ItTÏ-î - Z;) . 
where 
XX 
 ^2 
h = ^  ~ ku, for some k, and u FCm^ , m^ ). 
'l 
An upper bound for the variance of c^  can be written using Lemma (A) 
81 
in section 4.3, as 
var(Cg) [1 +Y^  (ECh^ ) - 2E(h))]. 
Since 
, , ? m/m +2) k m 
ECh^ ) = E(u ) = 
we get 
k m m (m +2)k 
E(h-) - 2E(h) . jpj - 21 • 
Thus, we write the upper bound as 
k m (m^ +2)k 
var(c^ ) [1 +l-r7 • 2]]. 
m, (m^ -2) 
Then, on substituting k = — > we get the upper bound of variance 
of c^  as 
m, m„+2 m. -2 
var(c^ ) { 1 - YTir ' •^ -^ J} 
= var(Cg) , 
where 
m„ (m,+2) (m^ -2) 
h • ^ " 7=^ 2) t: - 75^  • tepr 1 • 
m (m-4) 
On taking k = —p—, we get the upper bound as 
var(Cg) L, , 
where 
m fm —41 
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m- (m^ -2) 
Similarly, on using k = — • _^ _2) » get the upper bound as 
where 
var(c^ ) , 
Lo = 1 - (2 -
"*3 1 + T m^ -4 1^ 2+2 
Again, using these estimates of p, we may consider the problem 
of finding the values of m^  and m^  such that 
E(h~) - 2E(h) £ 0 . 
2 We know from section 4.3 that E(h ) - 2E(h) ^  0 is a sufficient con­
dition to have 
var(c_) < var(c ) . j — s 
Now, we have for any k, 
2 
1 ^ 2 h = k — —2 ~ ku, where u 'v m^ ) -
®1 
It follows that 
, 9 k m 
 ^ m2(m^ -2)(m^ -4) '  ^' 
so that, 
„ k m^  m (m„+2)k 
E(h ) - 2ECh) - ^ - 21 . 
from which we get 
E(h^ ) - 2E(h) < 0, 
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to be 
k m (m_+2) 
7 < 2 
1~ 
 ^= m^ (m2+2) ' 
™2 m^ (m^ +2) 
nil(m2+2) ' 
< 2 
or 
1< 2 (m^  f 4). 
 ^ m (m -4) 
Thus, if we take p = —-,—T?\ r , if this p is in [0,1], i.e., the 
®1^ ™2 •' Si 
minimum mean square estimator for p, we find is a uniformly better 
estimator than c when m. > 4. This is a better improvement than what 
S 1 
/V 2 2 
we had before. By just using the estimator of p, p = s^  /s^  , we had 
the condition that m, must be greater than 9. Similarly, if we take 
m^ -2 m^  
— =^ 2 • 
mu-2 m„ m^  (m,+2) 
—±— . —:L_ . -L—± < 2 
m^  m^ +2 0^ (0^ -4) 
or 
or 
m^  - 2 < 2(m^ -4) (m^  # 4) 
m^  - 2 < 2 m^  - 8 
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or 
> 6 . 
m^ -2 °2 2 2 
That is to say, if we use 0 = —— *  ^ • Sg /s^  , if this p is in 
[0,1], as an estimate of o, we get the restrictions on and to 
be that m^  ^>6, to have c^  a uniformly better estimator than c^ . Also, 
using p = ^  * Sg^ /s^ ,^ if this p is in [0,1], gives the 
conditions to be that (m^ -6)(m2-6) 2 In passing, we may suggest 
that we might estimate the upper bound in the three cases by replacing 
by 
T = •= p 
XX 
W 
^ XX ^ T = — p 
XX 
where p is the corresponding estimator for p. For example, for MMSE 
case, we use 
. 5oç 2. 2 
S m, (m +2) * ®2 ^ ®1 ' 
XX X 2 
Table 5.5 shows the values obtained for L^ , and for the following 
sets of values of (m^ , m^ ) = (5, 8), (7, 29), (14, 53), (41, 287), and 
T = .9, .5, .1. 
m2 (m]^ -4) 
Inspection of Table 5.5 suggests that, when we use p = 2^) * 
2  2  1 2  
S2 /s^  as an estimator for p we get the upper bound of the relative 
variance (l^ ) to be less than using the other two estimators, i.e., 
m (m -2) 9 0 9 9 
P = ^  • • S2 /s^  , and p = — • ' S2 /s^ -. For the 
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Table 5.5. Possible upper bounds for the relative variance, 
var(c2)/var(cg) 
T 
.9 .5 .1 
""l ®2 1^ S S 1^ 2^ S H 4 S 
5 8 2.89 .946 1.38 2.33 .96 1.27 1.36 .99 1.03 
7 29 .96 .73 .85 .97 .81 .90 .99 .95 .97 
14 53 .65 .62 .64 .76 .73 .74 .93 .93 .93 
41 287 .56 .55 .56 .69 .69 .69 .92 .92 .92 
the designs with parameters (m^ , = (14, 53), (41, 287), the three 
estimators are almost the same. This is the case, maybe, because for 
large values of m^ and m^, = 1 - t/(l+r) = 1/(1+t). We 
may note that var(c^ ) /var(Cg) = 1/(1+t), where c^  is the minimum var-
2 2 iance unbiased estimator of c, when and are known. We may 
also note that is simpler, as a formula, to deal with than and 
L3. 
It appears, as mentioned above, L2 is always less than and L^ . 
Now, we shall try to compare with and L^ , to see if is always 
less than or for all permissible values of m^ , m^  and x. We 
have 
m- (m +2) (m^ -2) 
L =1 — . =— (2 — \ 
1 1+T (m^ +Z) (*2-2) (m^ -4) ^ ' 
m»(m -4) 
L =1 — • —-—= 
2 1+T (0^ +2) (m^ -2) ' 
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Now, 
if 
1 ^2 ' 
™2 ™2 
[2 - 7Z^  ] 
or if 
(m^ +2)(m^ -2) — 
1 > 2 _ 1 
or if 
or if 
ni^ -2 — m^ -4 
(m.-4)^  + (m -2) > 2(m^ -2)(m -4) i 1 — 11
(m^ -4-(m^ -2)y" = (-2)^  = 4^ 0 
Thus, is always greater than for all permissible values of 
m^  and T. 
Similarly, 
4 > ^ 2 ' 
if 
m (m -4) m. (m„+2) (m -2) 
 ^  ^ [2 -TT^  • 1 (m^ +2) (m^ -2) #2-2 (m2-2) (m^ -4) 
or if 
(m^ -4)2(m2-2)2 + (m^ -2)^ (m2+2)^  > 2(m^ -^4)(m^ -2)(m^ -2)(m2+2) 
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or if 
(x-y)^  > 0 , 
2 
where x = (m^ -4)(m^ -2), and y = (m^ -2)(m2+2). Since (x-y)  ^0 is 
true for all values of x and y, we may conclude that is always 
greater than L^ . Also, 
1^ ' 
gives 
m -2 m» 
TT&T - 1] > 0 , (m2+2) (m^ -4) (m,-2) 
which is true for all m^  ^ > 4 and > 4. Thus, the relationship be­
comes 
From the above examples in the table and the discussion, it is 
seen that we may take an upper bound for the relative variance to be 
L^ . Hence, a reasonable upper bound for the variance of c^  can be 
taken as 
m,(m -4) 
varCCg) ^ 1 - (i + T) (m^ +2) (m^ -2) ^ ' 
Since the variance of c^ , the weighted estimator of c with esti­
mated weights, is always less than that c^ , the split-plot estimator, 
we may conclude that there is a point in undertaking the extra calcu­
lations involved in c^ , if m^  ^> 4. 
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The computation of upper bounds given above does not take account 
of the truncation of the estimator of p, given by forcing it to be less 
than or equal to 1. So, the upper bounds given are, in fact, greater 
than what we might consider to be good upper bounds taking account of 
the truncation. 
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6. BAYESIAN ESTIMATION OF p 
6.1. Introduction 
In Bayesian inference, the basic assumption is that the parameter 
denoted by 9 can actually be considered to be a random variable. Then, 
it is convenient to assume a probability distribution on the parameter 
space of 9. This distribution has been called a prior distribution, 
to suggest that it represents one's beliefs as they exist prior to 
the collection of any data. Then, after observing the data Z = z, 
the distribution for G defined by p(9[z), say, is called the posterior 
distribution and it represents one's beliefs about the parameter, con­
ditional on the observed data Z = z. Thus, the idea is to modify prior 
beliefs by incorporating the information from a sample to obtain a 
better educated belief. The general prescription is given by: 
posterior distribution œ likelihood x prior distribution. 
With a new data set, the posterior (belief) distribution already 
obtained becomes the prior (belief) distribution which changes into 
a new posterior belief after the new data set has been obtained. In 
a rather abstract sense, Bayesian theory supposes that each person 
can provide his own personal prior for the problem at hand, to obtain 
the posterior distribution resulting from his data and his assumed 
prior, from which inference is made about the parameter- Thus, Bayesian 
analysis is performed by combining prior information or opinion and 
the sample information into what is called the posterior distribution, 
from which the inference is made about the parameter. 
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6.2. Bayesian. Estimation of p with a "Noninformative 
Prior" on (o^ ", 
We now consider what has been termed as a "diffuse" or "non-
2 2 informative" prior for 0^  and O2 (Box and Tiao, 1973). To use a 
Bayesian approach even when no, or limited, prior information is 
available, the exact analytical specification of the prior may not be 
needed. In such circumstances, certain conventional "diffuse" or 
"noninformative" priors, by which are meant priors "which contain no 
information" about the parameterCs), may be convenient. In passing, 
we should note that the general idea of a noninformative prior may be 
subject to doubt. 
2 2 We take the prior on ) to be 
2 9 
which assumes that In 0^  and In have locally uniform prior distri-
2 9 butions. By combining the prior with f(s^  , s^ ~), the posterior den-
9 2 
sity of (a^ -, ) is obtained as 
+2 m_+2 
- (—=—) - (——) 
, 1 2 , 2  2 ,  ,  2 ,  ^  2  2 .  2  ^  p(3^  ,02 \s^ ,3^ ) Œ (a^  ) (Og ) 
2 2 
m s m,s 
X exp )} , 
°1 2^" 
2 2 
*1 1 Og > 0 . 
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Making the transformation, 
2 2 2 9 = 0^ /Oi ,  V = ,  y = 
mi s^  
the Jacobian is v and 
m2+2 2 
2 -[2(m +m„)+l] -(-z—) m s^  
p(v,p|si ,y) œ V p exp { —— (1 + ^ ) } 
V > 0, 0 < p < 1 . 
Then, integrating v out, noting that we have an inverted gamma density 
in this variable, we find the marginal posterior density of p to be 
m +2 
-(-%—) -z(m +m ) 
p(p'iy) = • p [1 + y/p] ,  0 < p 1 , 
where is the normalizing constant. 
We now look at the mode of this posterior density. The logarithm 
of the density, apart from a constant, is 
(tn +2) 
L(p) ln(p) - 2(mi+m2) in(i + y/p), 0 < p < 1 , 
Differentiating L(p) with respect to p, we have 
2, 
dL(p).. 1., )  
dp 2 p  ^ (1 + y/p) 
[(mi+m2)y - (m2+2)(p+y)] 
2 p2(l + y/p) 
[(mi-2)y - (m2+2)p] 
2 p2(l + y/p) 
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Now, 
gives 
2 
m -2 (m -2)m„ s 
P = ^  y = m^ (m,+2) ' 
We also notice that vanishes at p = p, and is positive for p < 
dp 
and is negative for p > p. Thus, L(p) is maximized when 
P - (m2+2)m^  ^ 2^ ' 
So, with the fact that p < 1, we should take as the posterior mode, 
if this is less than 1, and otherwise take p to be 1. We may note 
(m^ -2)m2 
Next, we shall try to obtain the mean of the posterior density. 
Using the marginal density of p, we get 
E(piy)  = 
m 
1 —=— 1+1 -g(m_+m_) 
p [1 + y/p]  dp . 
0 
Making the transformation, 0 = p/y, and dp = ydS, we have 
E(ply)  = 
-2m_+l in -i(m -hn ) 
y 0 (1 + 9) d0 
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The normalizing constant is given by 
1 -^1 
P [1 + y/p] dp . 
Letting 0 = p/y, we write 
m. 
"o 
— = y 
l/y m^^ -l . -i(m -ha ) 
(1+9) d8 . 
Letting G = (l-v)/v, we have d6 = ( and 
m. 
l/y ~5~-l -z(ni +m ) 
0 (1 + 0) d0 = 
1 5m„-l zm -1 
V (1 - v) dv 
1+y 
Then, by writing 
Hy(a,b) = 
1 a-1 b-1 
V (1 - v) dv , 
1+y 
we obtain the posterior mean as 
E(p|y) = y 
m^ -2 m +2 
Hy(^  , 
Ky(^  , ^ ) 
9 2 
where y = . We notice that Hy(a,b) has the form of an in­
complete beta integral, which can be evaluated easily. Let y* = 
Table 6.1 below gives values of the posterior mean and mode for two 
different values of and (m^ , m^ ) = (3, 11), (7, 29). 
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Table 6.1. Values of the posterior mean and mode for different values 
of SgZ/s^ Z 
s, /s^  m^  y' posterior mean posterior mode 
.3 3 11 .524 .297 .09 
.3 7 29 .554 .291 .20 
7 3 11 .962 .598 1 
7 7 29 .967 .748 1 
By inspection of Table 6.1, we notice that the posterior mean for 
p is always between 0 and 1 as must be the case, of course. Also, when 
the degrees of freedom tend to be large the posterior mode approaches 
the posterior mean, as we expect. However, the posterior mode is com­
putationally simpler. It is interesting that there seems to be a large 
difference between the posterior mode and posterior mean. We suggest, 
also, that there seems to be no framework with the present problem in 
which the posterior mean should be preferred to the posterior mode. 
6.3. Bayesian Estimation of p with a Different 
2 9 
and Improper Prior on (a^  , 
Since the prior is usually chosen to reflect past experience, 
however vague it may be, we now examine what happens with the follow-
9 2 ing prior on (o^ ", a, ): 
pCCi^ , 0%^ ) œ (OgZ)"! exp {- > 02^  > 0 , 
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where K is some constant. We note that if we look at the part of the 
2 2 K 
prior that pertains to , it has a mode at ~ '2 ' 
though the prior is improper, we might consider this prior with K 
2 
chosen to be equal to twice our guess of what is. We are not 
sure that all the mathematical operations that we do are strictly 
valid, because the prior is improper. However, we consider it worth­
while to see what happens with this prior and routine computations, 
which turn out to be relatively straightforward. 
2 2 Now, by combining the prior with f(s^  , s^  ), we get the posterior 
2 2 density of (a^  , a, ) to be 
m^ +2 m^ +2 
P(0i2,022tsi2,s22) œCo,-) ^ 2 ) (0^ 2) ^  % 
2 2 
Tf 
X exp { -^ ( Y + 'f~ + —} 
a ^ a ^ a -
12 1 
> 0 . (6.3.1) 
1 — z 
Making the transformation 
9 2 2 p = a,~/a^ , V = , 
we have 
_ -i(m +m +2) -i(m.+2) , , m, s-
p(v,pjs^  ,3^  ) ocv p exp { - —(m^  s^ " + K+ -=-^ —)} 
v > 0 ,  0 <p< l .  
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Then, integrating out v, noting that we have an inverted gamma func­
tion in this variable, we get the marginal posterior density of p to 
be 
in -1 -^ (m -ha ) 
p(p|y) = • p [p + y] , 0 < p _< 1, y > 0, 
2 
where y = = -——r , and C is the normalizing constant. 
S]: + K Si + K ° 
To obtain the mode of this posterior density, we write the log­
arithm of the density of p as 
L(p) = constant + ^ (m^ -2) In p - ^ (m^ +m^ ) ln(p + y) , 0 < p < 
Differentiating L(p) with respect to p, we get 
dL(o) 
dp p (p + y) 
[(m^ -2)(p+y) - (m^ +m^ )] 
2 p(p+y) 
[(m^ -2)y - (m^ +2) ] 
2 p(p+y) 
and 
gives 
= 0 , 
dp 
(m -2) (m -2) m s^  
S = ' y = 
(m^ +2)  ^ __ _ 2 . „ 
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Proceeding as before, we can prove that p as given above maximizes 
L(p). Thus, using this prior we would take p to be 
2 (m^ -2) 
\ + K 
if this is less than 1, and otherwise use p = 1. 
We note, for interest, that we can obtain a formula for the mean 
of this posterior distribution. We have 
fl 
E(p|y) = c 
^ -i(m -hn.) 
P [p + y] dp 
Making the transformation 6 = p/y, d0 = dp/y, we have 
m. 
-in 
E(p|y) = Cg - y 
1/y -5- -^ (m +m-) 
8 (1 + 8)  ^ d6 . 
We get the normalizing constant as 
1 ^m-l -xCm +m ) 
P [p + y] dp 
By writing 0= p/y, we see that this equals 
1/y im -l -i(m+m ) 
0 (1 + 0) d0 . 
As before, if we let 0 = — , d0 = ( we can write the pos-
V 
terior mean as 
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m„-2 ta +2 
HyC-^ - , -i-) 
E(p|y) = y , 
Hy(— ,—) 
where Hy(. , .) is as defined earlier, and now 
 ^ mj^  Sj^ - + K + K 
6.4. Bayesian Estimation of p with a Proper Prior 
2 
on (a^  , p) 
Next, we investigate the posterior density of p using the follow-
2 2 ing proper prior for (a^  , p). We take the prior for (a^  , p) to be 
-) 2 V Ir o_1 
p(a-,p)a:(a/) exp{--^ }p (1 - p)= ^  , (6.4.1) 
2 °1 
K > 0, a> 0, k > 0, s > 0, > 0, 0 j< p _< 1, 
so that (o^ )^ ^  has a gamma distribution with parameters a and K/2, and 
mode at K/[2(a+1) ], and p, which has to be in [0,1], has a beta prior 
with parameters k and s, and with mode at (k-l)/(k+s-2). Also, we are 
2 
assuming the two variables, and p, to be independent. The use of 
2 these reasonable densities as priors for 0^ and p, may simplify the 
ensuing work, and they nay well represent our vague prior knowledge 
about the two priors with appropriate choice of K, a, k and s. It can 
be readily shown that, with this joint prior. 
E(p) = k/(k+s) , 
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var(p) = s • k/(s+k+l)(s+k)^  , 
" (&) 
-1 1 _ K 
a-1 2(a-l) ' 
var(o^ )^ = (|-) 2 1 (a-1)(a-2) 
Since the prior is never known with complete accuracy, and there is 
always a good deal of flexibility in the exact choice, then after de­
termining a particular functional form for the prior, the problem simr-
ply becomes the determination of the parameters of the prior. 
Since p is in [0,1], a bounded parameter space, a reasonable way 
of subjectively determining the parameters of the prior for p is to 
calculate then from estimated prior moments. Thus, one need only de­
cide upon a prior mean and a prior variance to specify the density. 
For example, if we want a prior for p that has a mean u and variance 
determine k and s. Similarly, we may estimate the parameters of the 
It is appropriate to mention that Berger (1980) gives a dis­
cussion of another method of determining the prior distribution, 
which is to estimate subjectively several fractiles of the prior den­
sity, and then to choose the parameters of the given functional form 
to obtain a density matching these fractiles as closely as possible. 
We note that an a-fractile of a continuous distribution is a point Z(a) 
a", we then use the relationships y = , o' _ to (s+k+l)(s+k)2 
s • k 
prior for by using guessed first and second moments. 
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such that a random variable with this distribution has probability a 
of being less than or equal to Z(a). He gave the view that since it 
is precisely the estimation of probabilities of regions (or equiva­
lent ly the determining of fractility) that is easiest to do subjec­
tively, this approach is considerably more attractive than the moment 
approach but much less easy to implement. Also, we could use past 
data to estimate the prior distribution. The techniques of so de­
termining the prior density are part of the so-called "empirical Bayes' 
field of statistics. He gave the following example to illustrate the 
application of fractiles approach: assume the parameters space 9 = 
o^o^ oo) and the prior is thought to be from the normal family. It is 
subjectively determined that the median of the prior is 0, and the 
1 3 quartiles (i.e., fractile and -r- fractile) are -1 and 1. Since, 
for a normal distribution, the mean and median are equal, it is clear 
that the desired normal mean is y = 0. Using tables of normal proba­
bilities, it is also clear that the variance of the normal prior must 
be a" = 2.19 (since p(Z < -1/(2.19)=) = 1, when Z is N(0, 1)). Hence 
the prior will be chosen to be a N(0, 2.19) density. 
2 2 
, let us write the joint probability density of and s^  as 
2 
2 0 2 2 ~2^ 2 r 1^^ 1 ™2 ? 
f(s^  , s,~) = (constant) (a^  ) (a^  ) exp ( -&( —+ 1-
c-l" 02 
2 -py 
= (constant)(a^  ) p 
Now 
n 2 
X exp{ (^m s/4. ^ )^ } , > 0, 0 < P < 1 , 
20 
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2 2 
where p = /a^ . 
2 Then, by combining the prior on (a^ , p) given by (6.4.1), and 
2 2 the joint probability density of s^  and s^  , we obtain the joint pos-
2 terior density of (a, , p) as 
, 9 9 9 -(ccHm,+rm +1) k-r(m +2) s-1 
p(a^  ,p[s^  ,S2 ) œ ) p (1 - p) 
1 / 2 . „ . ™2 ®2 
exp { 2 ^ ™l ®l  ^ —) } • 
2^ 1 
2 Then, integrating out, noting that 
/•« -(p+1) 
z exp { -a/z }dz = a ^  r(p), a > 0, p > 0 , 
we get the marginal posterior density of p as 
, k-z(mg+2) s-1 
pCpjs^ ,S2~) œ p (1 - p) 
or 
k+a+im^ -l s-1 -(a+2ni,+ziii,) 
p(ply) = " p (1 - p) (p + y) 
0 < p _<l, y> 0 ,  k> 0 ,  s> 0  ,  
2 
™2 2^ 
where y = = -—-r^  . The constant C is such that 
s/ + K 1^  ^
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Co 
1 k+Cri-im.-1 s-1 
P (1 - P) (P + y) dp , 
and is the normalizing factor which ensures that the total area under 
the distribution is unity. This integral can always be computed nu­
merically, and presents no particular difficulty. We notice that p(p|y) 
is continuous, and for 0 < p < 1, is uni-modal, although not neces­
sarily symmetric. Also, as p(p|y) is zero at p = 0 and at p = 1 and 
positive within the interval (0,1), p(p|y) must have a local maximum 
in (0,1). Note that if we had chosen a = 0, K = 0, corresponding to 
2 the improper prior density for , then 
k+sm.-l s-1 -%(myfm^ ) 
p(pjy) Œ p (1 - p) (p + y) , 
s? 
where now y = — , would still be proper. 
1 
Now, similar to work before, we try to obtain the mode of this 
posterior density. Let 
Jl = k + a + - 1 , s' = s - 1, (6.4.2) 
n = a + z(m^  + m^ ) , 
and 
p(p|y) = • p (^l - p)^ (P + y) ^ , 0<p_ < l .  
Then, the logarithm of the density can be written, apart from a con­
stant, as 
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L(p) = £ In p + s ln(l - p) - n ln(p + y) , 0 < P < 1 
and 
where 
and 
dL(p) _ s' (-1) n 
dp p (I-p) (p + n) 
_ 2(1 - P)(p + y) - s' p(p + y) - n p(l - p) 
(1 - p)(p + y) 
= ili(p) U(p) , 
"  pa - rtl + y) " ° for 0 < p < 1 
U(p) = p~[n - Z - s'] + p[Z - n - (£ + s')y] + & y 
Expressing Jl,nand s' using (6.4.2), we see that the coefficients 
for the terms in U(p) are as follows: 
p~ : (n - il - s ' ) = [a + - (k + a + -1 + s- l)] 
= + 2) - (k + s - 1)] , 
and 
p : (& - n) - (£ + s')y = k - z(m2+2) - (k +a+2m^  +s - 2]y , 
constant: (k + a + - l)y , 
-2 =2^  =2 
' + K + K 
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Thus, we may write 
dL(p) _ quadratic 
dp nonnegative ' 
and 
gives U(p) = 0, which has 2 roots. But, since p(p|y) is a differen-
tiable density function which is zero at p = 0 and at p = 1 and posi­
tive in (0,1), when s > 1, it cannot have two stationary points in 
(0,1): i.e., the function is uni-modal. This is the case because if 
the function has more than one point of local maximum, say, in [0,1], 
then it must have at least two points of local maximum and one point 
of local minimum in [0,1]: i.e., p(p|y) must have, successively, 
points of local maximum, of local minimum and of local maximum. Then, 
U(p) would have three roots. But since U(p) is a quadratic function 
of 0, we obtain only two roots of . Thus, we must have p(p|y) 
to be uni-modal. So, there is a unique point of maximum posterior 
density of p in (0,1). To show that U(p) always have a root in (0,1), 
we notice that 
U(0) = (k +a+ im^  - 1) y > 0 , 
U(l) = -(s - 1)(1 + y) < 0 for s > 1 . 
Hence, for s > 1, we must have one of the two roots to be between 
0 and 1, and this is given by a root of U(p) = 0. 
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If s<l, we have 
U(0) > 0 , 
U(l) >0 Vy . 
Also, for s < 1, the posterior density approaches infinity as p ap­
proaches 1 and we would then take the mode to be at 1. Thus, if 
s < 1, the posterior mode is 1 regardless of the data, i.e., what­
ever value y will have. This is, of course, a reason for not using 
priors with s <1. We may add that we shall usually take, for prac­
tical reasons, integral values of the parameters of the priors. 
In what follows, we shall consider some examples to calculate 
2 2 the posterior mode and the prior mode for some values of S2 /s^  . 
The notation we shall use is as follows : 
S = W - /W , S- = S - /S 
1 XX xy XX 2 yy xy xx 
m^  = (t-1)(r-l)-l , m^  = t(r-l)(m-l)-l , 
2 
s^  = — , the whole-plot error mean square, 
s^ " = ^  , the split-plot error mean square. 
The parameters of the prior forpare k and s, and for the prior for 
2 
0^ are cx and K. The mode of the prior density of p is given by 
(k-1) 
(k+s-2) 
The posterior mode is obtained by solving 
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2 U(p) = a p +bp+c=0 
where 
a = z(m^ +2) - (r+s-1) 
b = k - z (m^ +Z) - (k+ a -t-zm^ +s-2)y 
c = (k+a+2m^-l)y 
and 
9  
2 
+ K 
As mentioned earlier, we use the method of moments to guess the 
parameters of the priors: i.e., we shall assume that the priors for 
prior belief is that p has a distribution with mean .8 and variance 
.01. Then, equating the first two moments of the beta distribution 
with the prior knowledge of mean and variance, we get the prior dis­
tribution of P to be beta (12, 3). Similarly, suppose that we have 
an inverted gamma density with mean equal 20 and variance equal to 200, 
we then obtain the value of a to be 4 and of K to be 120. 
We envisage using a Bayesian argument to obtain an estimation of 
2 
p. It is seen from the above that this estimation depends on s^  , 
2 
Sg , a, K, k and s. 
2 2 The dependence on the data s^  , S2 , m^ , m^  and on the priors 
through a, K, k, and s is rather complicated, involving the setting 
up of a rather complicated quadratic and finding the root that lies 
and p have known means and variances. Suppose, for example, our 
in (0,1). 
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It would be desirable to examine by Monte Carlo the variabili­
ty of the posterior mode with the various priors, but this would re­
quire extensive computation. 
It is possible, perhaps, to determine this dependence analytical­
ly to some extent, but we have been unable to do so. 
To illustrate how the posterior mode varies with the joint prior 
2 
on (o^~, p), we have chosen the following sets of values of the pa­
rameters that determine the posterior density and the posterior mode. 
We consider the following cases for (S^ , S^ ). 
i) = 30 , = 90 
ii) = 70 , = 80 
iii) = 100, S = 240 
Also, we have considered the following values for and m^ . 
i) m^ = 5 , m^ = 8 
ii) = 14, = 53 
For the estimation of the parameters of the prior for o, k and s, 
we have chosen the following sets of (mean, variance): 
(.8, .01), (.5, .019), (.25, .005), (.6, .04) and (.5, .05) 
to produce the following estimated values for the parameters of the 
prior, (k, s) = (12, 3), (4, 4), (9, 27), (3, 2), and (2, 2), respec­
tively. These values are chosen mainly to have different values for 
the prior mode. Similarly, to obtain the parameters of the prior for 
2 
, we have chosen the following values for (mean, variance): 
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(4, 4), (10, 80), (20, 200), (20, 100), (50, 2500) 
along with the "noninformative" prior, to produce the following dif­
ferent priors having (a, K) = (0, 0), (6, 40), (3, 40), (4, 120), 
(6, 200), (3, 200). We denote these priors by I, II, III, IV, V, VI, 
respectively. For each (S^ , Sg), and some combinations of the param­
eters of the priors, the following statistics are obtained: i) prior 
2 2 
mode, ii) posterior mode, and iii) s^  /s^  . 
Several useful conclusions can be drawn from the examination 
of these examples. In the first place, it can be seen that the prior 
for p has great influence in determining the mode of the posterior 
density of p. Generally speaking, this influence is seen when the 
prior mode is near 1 or near 0. Secondly, another suggestion is 
that the posterior mode is relatively insensitive to variations in 
a and K, but as the values of m^  and become larger, we notice the 
effect of the variation in (a, K), the parameters for the prior of 
Furthermore, in each table for (m^ , m^ ) = (5, 8), we see that 
the prior mode and the posterior mode agree fairly closely and differ 
only trivially, while for (m^ , m^ ) = (14, 53) we notice a substantial 
change of the values of the posterior node for different values of 
(a, K). 
We shall now try to examine the reason behind the sensitivity 
of the posterior mode to the prior density for p. We recall that we 
are using the prior on p, 
p(p) CE P^ "^  (1 - P)®~^  , s > 0, k > 0, 0 < P < 1, 
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Table 6.2.1. Values of the prior mode and posterior mode with 
different priors for m^  = 5, m^  = 8, s^ /^s^  = 1.88 
k s I II III IV V VI Prior mode 
12 3 .86 .88 .86 .85 .85 .83 .85 
9 27 .28 .35 .31 .30 .30 .27 .24 
4 4 .60 .65 .60 .56 .55 .51 .50 
3 2 .76 .85 .80 .73 .71 .62 .67 
2 2 .69 .82 .75 .67 .64 .52 .50 
Table 6.2.2. Values of the prior and posterior mode with different 
priors for = 14, ^ 2 = 53, s^ -' ^ 1  = .79 
k s I II III IV V VI Prior mode 
12 3 .84 .81 .78 .61 .50 .44 .85 
9 27 .31 .33 .30 .24 .21 .19 .24 
4 4 .60 .55 .49 .34 .27 .23 .50 
3 2 .72 .64 .54 .30 .23 .19 .67 
2 2 . 66 .60 .49 .27 .21 .16 .50 
Table 6.2.3. Values of the prior and posterior mode with different 
priors for m^  ^= 5, m^  = 8, Sg^ /s^ Z = .71 
k s I II III IV V VI Prior mode 
12 3 .84 .86 .85 .84 .84 .83 .85 
9 27 .26 .33 .29 .28 .29 .26 .24 
4 4 .53 .61 .56 .53 .53 .48 .50 
3 2 
CO VD 
.80 .73 .67 .66 .56 .67 
2 2 .57 .76 . 66 .58 .57 .44 .50 
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Table 6.2. ,4. Values 
priors 
of the prior 
for = 14, 
and posterior mode with 
m^  = 53, Sgi^ /s^ Z = .30 
different 
k s I II III IV V VI Prior mode 
12 3 .72 .70 .65 .49 .40 .36 .85 
9 27 .25 .28 .24 .21 .18 .16 .24 
4 4 .37 .42 .36 .26 .22 .18 .50 
3 2 .38 .41 .33 .22 .18 .14 .67 
2 2 .33 .37 .30 .19 .16 .13 .50 
Table 6.2. 5. Values of the prior and posterior mode with different 
priors for = 5, m^  = 8, SgZ/s^ Z = 1.50 
k s I II III IV V VI Prior mode 
12 3 .86 .88 .87 .87 .87 .85 .85 
9 27 .27 .36 .32 .32 .33 .30 .24 
4 4 .58 .67 .62 .61 .62 .57 .50 
3 2 .75 .86 .82 .80 .81 .74 .67 
2 2 .68 .84 .78 .76 .77 .68 .50 
Table 6.2 .6. Values of the prior and posterior mode with different 
priors for m^  = 14, m^  = 53, = ,63 
k s I II III IV V VI Prior mode 
12 3 .83 .85 .82 .77 .72 .68 .85 
9 27 .30 .35 .32 .30 .29 .26 .24 
4 4 .55 .61 .55 .48 .44 .39 .50 
3 2 .65 .75 . 66 .51 .45 .36 .67 
2 2 .59 .71 .60 .46 .41 .32 .50 
Ill 
to study the posterior density of p. As previously stated, we have cho­
sen this prior to reflect our prior beliefs or opinions about p, be­
cause it is convenient to use and easy to handle. Now, we know that 
posterior density cc likelihood x prior density, and usually the 
likelihood part plays the important role in determining the posterior 
density. It is the function through which the data modifies prior 
opinions or beliefs about the parameter(s), and can be thought of 
as representing the information about the parameter(s) coming from 
the data. In our case, the prior is strongly influential in decid­
ing the posterior density of p, and hence the mode of the posterior. 
We may also recall that the likelihood we are using is 
2 
n -2(m-+m-) -im, , , m,s-
(constant) (a, ) p exp { » (m s^  + —-— ) } , 
and the posterior density of p is 
, „ k+im^ +a-l , -(a+im^ +jm-) 
p(p|s^ ,S2 ) Œ p (1 - p) (p + y) , 
k > 0 ,  a > 0 ,  s > 0 ,  y > 0 ,  0 < p ^ l ,  
where all the parameters are as defined earlier. Because the posteri­
or is of the form of a weighted beta function with parameters equal 
-(a+2m^ +2m_) 
k+ m^ + -1 and s-1, and with weights ranging from y - to 
— (oc+^ m.+2m„ ) 
(1 + y) 1 -, its mode will be near the mode of the prior, or 
in other words, the posterior mode may depend heavily on the parame­
ters of the prior density. We may note that the quadratic U(p) has coef-
2 2 
ficients that depend on the data mainly through y = ^ 2^ 2 
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which might have only slight effect on the value of the posterior 
mode. To conclude, we may say that in our case, the posterior mode is 
strongly dominated by the prior distribution that is used. 
The above arguments and the examples also indicate that, since 
the posterior density of p is insensitive, for most of the cases, 
2 2 to the prior for , the precise form of the prior for may not 
be of much importance, whereas some caution is needed in specifica­
tion of the prior for p. Since the posterior mode is sensitive to 
priors, especially to the prior of p, the only thing to do is to think 
about past situations like the present one and from this guess the 
parameters K, a, k and s. It does not seem possible to obtain a prior 
that is "uninformative," that is one in which the data overcome the 
prior. 
6.5. Bayesian Estimation of p with a Proper 
2 Prior on (a^ , p) 
2 2 We now consider a proper prior on (02 , p) rather than on (a^ , p) 
as we did earlier. We consider this because generally, and at least 
in the split-plot situation, we shall have more reliable opinions 
2 9 2 
about ^ 2 than about and our beliefs about O2 will be more well-
2 founded than our beliefs about . As before, we write the density 
2 2 function of and a2 as 
2 2 
9 9 9 9 -zm? mys ^ 2 ^ 2  
f(s^  , S2 ) = (constant) ) (a, ) exp { -^ ( —+ —)} 
Oi O2 
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= (constant) (o_ ) p exp { yECm s )p+m,s ] }, 
202 
2 2 2 
where p = Og , and 0 < p _< 1, 02 >0. 
2 Then, we consider the following as a prior for , p): 
- -(a+1) k-1 s-1 
p(a- , p) oc (a, ) exp { j ]  p (1 - p) , 
2 a/ 
0 < p £ 1, a > 0, K > 0, k > 0, s > 0, 02^  > 0 . 
Again, as mentioned earlier, to determine the priors precisely, we may 
use the method of moments to guess the parameters of the priors: i.e., 
we assume that the first and second moments of the priors are known, 
from which we solve for the parameters of the priors. 
2 Now, combining the prior for , p) and the density function 
2 2 2 
of (s^  , S2 ), we obtain the posterior density of » P) as 
, 99 9 -(orf-jm^ +2m_+l) k+&m -1 s-1 
p(a2 ,pis^ ,^S2 ) oc (02 ) P (1 - P) 
{ ^ [p(m^ + K + m, S,^] } , exp 
2 
0 < p £ 1, > 0, a > 0, K > 0 . 
2 Then, integrating out O2 , we obtain the marginal posterior density 
of p as 
„ „ k+^ m -1 s-1 „ „ - (a+im^ +^ m ) 
p(p|s^ ,S2 ) œ p (1-p) [p(m^s^ ) +^282 + K] 
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Thus, we can write the marginal posterior density of p as 
k+Jm^ -l s-1 -(a+jm^ +im») 
p(p|z) = • p (1 - p) [p + z] 
a > 0 ,  k > 0 ,  s > 0 ,  0 < p £ l ,  z > 0 ,  
Og + K Sg + K 
where z = —^ = —g , and 
1^ ^ 1  ^
"o 
f l  k+Jm^ -l s-1 -(a+2m,+2m ) 
p (1 - p) (p + z) dp , 
so that is the appropriate normalizing constant for the posterior 
density. We notice that when a = 0, K = 0, corresponding to the prior 
(Og^ ) then 
k+^ m^ -1 s-1 
p(p|z) = • p (1 - p) (p + z) , 
Sz 
where now z  = . We may note the following about the posterior den-
1 
sity of p: 
i) p(p}z) has the same form as the previous posterior density we 
have obtained using the prior on (o^ ", p), i.e., p(p|y), where 
- 2^ _ 2^ 
ii) The power by which p is raised now does not include the parameter 
k+jm^ —1 
a, i.e., we have the factor p •*- which is independent of a. 
115 
°2 ^ 2^ +^  S2 + K 
iii) z is now defined as z 2— ~ —§ * 
"l Si 1 
iv) The function p(p|z), as a function of p, is differentiable non-
negative in [0,1] and uni-modal. 
To obtain the mode of the posterior density we define, as before, 
5, = k + im^  - 1 , s' = s - 1 , 
n = a  +  +  m^ ) ,  
p( p|z) = • 0^ (1 - p ) ®  ( p  + z) ^  . 
Then, proceeding as before, we write the logarithm of the pos­
terior density of p as 
L( o )  = constant + Jl In p  + s' ln(l - p )  - n ln( p  + z) . 
Differentiating L ( p )  with respect to p ,  we get 
dL( p )  _ I  . s'(-l) n 
where 
d p  p  ( 1 - p )  ( p  + z) 
(1 -  p ) ( p  + z) - s' p ( p  + z) - n p(l - p )  
0(1 - p)(p + z) 
=  ^ ( p )  U ( p )  ,  
=  p  (1 -  p ) ( p  + z) > 0 for 0 <  p  <  1 , 
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and 
U(p) = p^ [ii - 2 - s' ] + p[& - n - (&+S')z] + Z z  
2 
= ap + bp + c . 
Collecting coefficients of the quadratic U(p), we have 
p~: a = (n -2- s') = a + + zcig ~ (k+in^ -l+s-l) 
= a + - k - s + 2 
= a + i(m2+2) - (k+s-1) 
: b = £ - n - (£+s*)z = (k+^ m^ -1-a-zm^ -^ m^ ) - (k+Jm^ +s-2)z 
= k - a - z(m^ +2) - (k+jin^ +s-2 ) z 
constant: c = (k+jm^ -l)z 
We may note that the coefficients a, b and c are in slightly different 
form than we had earlier. For example, a does depend on a now, while 
c does not. 
Now, since 
0 s ' 
p(p|z) = . p (1 - p) (p + z) , 
as a function of p, is continous, nonnegative valued function, no­
where zero except at the ends, i.e., at p = 0 and at p = 1, it is the 
case that p(p{z) has a relative maximum between 0 and 1. Also, since 
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dL(p) _ quadratic 
dp nonnegative ' 
and 
gives U(p) = 0, which has two roots. Then, proceeding as before, we 
may conclude that p(p|z) is uni-modal, and U(p) has one root which 
lies between 0 and 1, or no roots in (0,1) in which case the mode 
occurs at p = 1. 
Now, using the same data as before, we shall illustrate how the 
2 posterior mode varies with the joint prior on (o^ , p). To try to 
2 
obtain some idea of the role of the prior for O2 , we use the same 
sets of values of (a, K) as before, i.e., (a, K) = (0, 0) (6, 40), 
(3, 40), (4, 120), (6, 200), and (3, 200) and denoted by I, II, III, 
IV, V, VI, respectively. Clearly, for example, using (a, K) = (6, 40) 
? 2 for not the same as using (a, K) = (6, 40) for . 
It appears, from the examples in the tables, that the prior 
density for p has great effect on the determination of the posterior 
mode. This can be seen in looking through the rows of any table. 
However, as pointed out earlier, the posterior mode varies much less 
with the change of values of a and K, especially, when the prior 
mode is large or small. For instance, when (k, s) = (12, 3) with 
model equal to .85, we notice that the posterior mode ranges from 
.72 to .85 in Table (6.3.4). Generally speaking, the value of the 
posterior mode seems to increase slightly with the increases in the 
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Table 6.3.1. Values of the prior and posterior mode with different 
priors for (m^ , m^ ) = (5, 8), = 1.88 
k s I II III IV V VI Prior mode 
12 3 .86 .85 .86 .86 .86 .86 .85 
9 27 .28 .27 .28 .28 .28 .28 .24 
4 4 .56 .57 .59 .61 .61 .62 .50 
3 2 .76 .73 .76 .78 .78 .79 .67 
2 2 .69 .65 .69 .72 .72 .74 .50 
Table 6.3.2. Values of the prior and posterior mode with different 
priors for (m^, = (14, 53), s,2/s^2 = .79 
k s I II III IV V VI Prior mode 
12 3 .84 .85 .86 .87 .88 .88 .85 
9 27 .31 .32 .32 .34 .34 .35 .24 
4 4 .57 .63 .64 .69 .71 .71 .50 
3 2 .72 .76 .78 .83 .85 .86 .67 
2 2 . 66 .71 .73. .80 .83 .84 .50 
Table 6.3.3. Values of the prior and posterior mode with different 
priors for (m^ , m^ ) = (5, 8), s ,2/Si2 - .71 
k s I II III IV V VI Prior mode 
12 3 .84 .82 .84 .85 .85 .86 .85 
9 27 .26 .25 .26 .27 .27 .28 .24 
4 4 .52 
00 
.52 .56 .57 .59 .50 
3 2 .68 .38 .65 .71 .72 .75 .67 
2 2 .57 .46 .55 .62 • 64 
00 vD 
.50 
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Table 6.3.4. Values of the prior and posterior mode with different 
priors for (m^ , m^ ) = (14, 53), = .30 
k S I II III IV V VI Prior mode 
12 3 .72 .74 .77 .83 .85 .85 .85 
9 27 .24 .27 .28 .30 .32 .32 .24 
4 4 .40 .42 .45 .56 .61 .63 .50 
3 2 .38 .45 .49 .66 .74 .76 .67 
2 2 .33 .39 .43 .60 .69 .71 .50 
Table 6.3.5. Values of the prior and posterior mode with different 
priors for (m^ , m^ ) = (5, 8), s 2%/s,2 = 1.50 
k S I II III IV V VI Prior mode 
12 3 .86 .84 .85 .85 .85 .86 .85 
9 27 .27 .27 .27 .27 .27 .28 .24 
4 4 .56 .54 .57 .57 .57 .59 .50 
3 2 .75 .67 .72 .73 .73 .76 .67 
2 2 .68 .58 .64 .65 .65 .69 .50 
Table 6.3.6. Values of the prior and posterior mode with different 
priors for (m^ , m^ ) = (14, 53), SgZ/s^ Z = .63 
k s I II III IV V VI Prior mode 
12 3 .82 .82 .83 .84 .85 .86 .85 
9 27 .30 .30 .31 .32 .32 .33 .24 
4 4 .54 .54 .56 .61 .63 .64 .50 
3 2 .65 .63 .67 .73 .76 .78 .67 
2 2 .59 .57 .60 .68 .71 .74 .50 
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value of K, for any given prior of p. The increase is evident when 
(n^ , =(14, 53). For instance, when m^ ) = (14, 53), (k, s) = 
(2, 2), we notice that the posterior mode ranges from .39 to .69 when 
(a, K) increases from (6, 40) to (6, 200) (see Table 6.3.4). It 
seems, from these examples, that there is no clear mathematical in­
dication on what to take as a prior when dealing with real data. Our 
only hope would be to have some past data or a good guess depending 
on past experience with the parameter at hand. 
Now, we may conclude that the choice of estimator in situations 
like the present is not at all easy. Any proposed estimator will have 
a distribution that depends, usually in a complicated way, on the whole 
set of parameters. There is not a "best" estimator for all situations. 
So, a choice has to be made judgmentally, that is, on the basis of 
guesses or beliefs or opinions. Given that one can make reasonable 
judgments on the prior, then it is not at all unreasonable to use a 
Bayesian argument to obtain estimators. But, it is clear that the 
estimator by posterior mode depends quite critically on the prior that 
is used. 
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7. LIKELIHOOD ESTIMATION OF THE PARAMETERS 
7.1. The Maximum Likelihood (ML) Method 
In discussing maximum likelihood (ML) estimation, we take the 
distribution of y in the model 
y = XB + X^ e + s , 
to be of the multivariate normal form, i.e., 
 ^2 
y ~ N(XB, V), V = H02^ , H = I + 6X^ X^ , 8 = . (7.1.1) 
Harville (1977) gives a discussion of maximum likelihood approaches 
to variance component estimation and to related problems. Hartley and 
Rao (1967) have developed a general set of equations from which spe­
cific estimates are obtained by iteration. 
The likelihood of (7.1.1) can be written as: 
n 
(A^  TTT exp { -l(y - Xg)' v"^  (y - XB) } , 
I "  lv|z 
and the logarithm of the likelihood function is 
L = — •Vnln(27r) — ilnjVj — i(y — XB)' V (y — X6). (7.1.2) 
On using 
V = Ha ^ ,  1 h 1  =  ! l  +  9 x  x ' 1  =  l l  ^  + ex'X 1  =  ( 1  +  m 9 ) ^ ^  ,  
s ' i l  I  n  e e '  '  r t  e e '  
a ^  + ma ^ 
1 + me = — ' 
s^ 
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-1 - TrfseT ' I. - : v; + .(11.8) "e'^ ; 
2^^  1 1 
= *2 +---2 1; %e=; ' whs™ *e =  ^=e:; ' 
''l 
2 2 2 2 2 
a, = a + ma , a~ = o , n = rtm , 
1 s w 2 s 
we can rewrite (7.1.2) as 
L = -iiiln(2TT) - inln  ^<7 - XB)'H~ (y - XB)  ^3) 
2^ 
2 2 (y-XS)'M (y-X3) 
= - 5nln(2n) - z(n - rt)ln a_ - z(rt)ln.  ^ 5 
*2 
(y - X8)'X X'Cy - XB) 
- é)  ^ . (7.1.4) 
2 
In our model, 
fijk = " + G; + tjk + c + «ij + Sijk . 
where all the terms are as defined before, we assume first that c has a 
fixed known value so that we can write 
i^jk i^jk " ^  ^ ijk ' 
or in matrix form, we can write the model as 
z = XB + X^ e + s , 
where now X = (l^ jx^ lx^ ), B' = (u, a*, T*), and the rest of the terms 
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are as defined in Chapter 3. If we write the logarithm of the like­
lihood function for given z as L( 0 , Biz), where 0' = (0^ , 0^ ) repre­
sents the variance components, and B represents the unknown fixed ef­
fects, and the parameter space of 0 and B is taken to be {(B,0);0E:&} , 
then it is well-known that, for fixed 0, L is maximized with respect 
to B by taking B = B(8), where §(0) is any solution to "1^  = 0. Then, 
after estimating 0 we take the estimate of B to be B(0), say. Now, 
putting L*(0|z) = L(0, §(8)lz), § is a ML estimate of 0 if and only 
if § £ and L*(0|z) assumes a maximum at §. Similarly, for fixed 
value of 9^ , it may be possible to determine analytically the value of 
§2(8^ ) that maximizes L* for 0, such that 0GO. Then, putting 
L*(8i|z) = L*(0^ , 02(8j_)lz) 
0^  is the ML estimate of 6^  if and only if it maximizes L^  for 0^  ^ that 
satisfy S £ S,7 for some 0^  value, in which case the ML estimate of ©2 is 
82(81). 
Now, using the above procedure, we maximize our likelihood. Since 
2 2 
the likelihood function, given z, is a function of XB, c, and O2 , 
2 9 
we first fix c, and and maximize with respect to XB. Then, we 
maximize with respect to c. Then, we consider the maximum with respect 
2 2 2 2 to , a, reparametrizing with = pa^  , 0 < p < 1. Maximizing 
2 
with respect to gives a function of p that is then to be maximized. 
We give below the successive maximizations. We first maximize 
2 
with respect to XB. For fixed known and 0, differentiating (7.1.3) 
with respect to the elements of 6, using z in place of y, we get 
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Il = - (X'H~4S - X'H"^ Z) 
39 Og' 
Equating this to zero gives the equation 
X'H"^ Xb = X'H~^ 2 
Now, we use 
VX = XQ , 
when we have no covariate. 
So XS is equal to Xb, where b is any solution of 
X'Xb = X'z . (7.1.5) 
From (7.1.5), we get 
z = Xb = P^ z = 
+ z, - z 
.11 ! . .  
z ^  + z - z 
« tni r #. < 
where, for example, z. = —— E z.., , and = X(X'X) X'. X« • cm rC A 
. 
Now, substituting Xb back in (7.1.4), we get L , say, as 
IT = - y ln(2n) -  ^ In  ^In 
(z - Xb)'M (z-Xb) 
2 q} 
1 (z - Xb)'X X'(z - Xb) 
(7.1.6) 
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We may note the following 
z - Xb = 
= 111 ~ z.ii " =1.. 
2  —  Z  _  -  Z  + Z  
rtm .tm r.. 
so that 
(^ )X^ (z - Xb) = 
=11. =.1. 
=rt. ~ =.t. 
— Zj^  + z 
- z^  + z 
and 
M^ (z - Xb) = 
=111 " =.11 
=rtm =.tra 
"ll. + :.l, 
"rt. + :.t. 
It follows that 
iii[- X'(z - a)]'[- X'(z - Xb)] 
me me ijk 
(z.. - z . - z. + z )' 
1J • 'J* ••• 
= s [y - y - y + y 
ijk 
- c(x. . - X . - X. + X ) ]' i j » «j» i # * 
= W + c W - 2c W 
yy XX xy 
= W - /W + W (c - W /W )2 
yy xy XX XX xy xx 
(by adding and subtracting W /W ) 
xy XX 
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Similarly, we get 
[M^ (z - Xfa)]'[M^ (z - Xb)] 
= S - /S + S (c - S /S 
yy xy XX XX xy xx 
W  , W  , W  ,  s  ,  s  a n d  S  a r e  a s  d e f i n e d  i n  C h a p t e r  3 .  
yy' xy xx yy' xy xx 
Then, we write L* in (7.1.6) as: 
L* = - I ln(27r) - ~ In In 
"vv - + "xx'" -
-
(7.1.7) 
- ^ yy " a^ >a^ >o 
2 a/ ' 
2 2 Now, for fixed values of and , we differentiate the partially 
maximized log-likelihood in (7.1.7) with respect to c to get 
3L* \x x^x 
2 (c - ^ xy/^ xx) - — - S^ y/S^ x) * 
Oi 
Equating this to zero gives 
W S 
c =  ^°^ xy x^y 
W S PW + S ' 
XX , XX XX XX 
*1 *2 
7 2 
where p = the maximum likelihood estimate for c for given 
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0^  and  ^we expected. To see if, in fact, c maximizes L*, we 
differentiate L* twice with respect to c to get 
3^ L* _ r  ^ xx x^x -, 
Since the second derivative is negative, we may state that we have 
a maximum for L* at c, as determined by p. 
Now, substituting c back in L*, and letting = Pa^ y 0 < p < 1, 
f^  = rt, f^  = rt(m-l), we obtain L**, say, as 
f, f. + f? , 
L** = - — ln(2iT)  ^Inp - ( g 
0 w + S W 2 
{%._ - wi./w_. + J"? - ir%) 
2 2^ 2 'yy P Wx* + Vcc 
p [Syy • ^xy^ x^x "• ^ xxSw^  + S% '  ^^  ' 
0 < 0 _< 1, a^ ~ > 0 . 
We must keep in mind that 0 < p _< 1. 
For a fixed value of p, differentiating L** with respect to 
and equating the derivative to zero gives 
'^ l (f^  + f^ ) ^ V ~ "xx^ p W% + S% 
2 
(7.1.8) 
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To see if is actually a global maximum for L**, we notice that L** 
2 
can be written as a function of as follows; 
2 9 2 
g(o^  ) = - ag - a^ ln - a^ /o^  . 
The first two derivatives are given by 
2 
SêCO-i ) ~^ -i 3-p 1 o 
77T- = ;i-^ -7T = —2 (-2-^ 1-1) ' 
 ^*^ 1 °1 (0^ 2) (0^ 2) 
9^ g(a,^ ) a. 2a,, , 
 ^  ^ 7~3 "  ^^ 2^  • 
3(a^ )^ (0^ )^ (o^ -) io^n 
2 We notice that the first derivative is zero at = a.^ fpositive 
2 2 if < a^ /a^ , negative if cr^  > a.^ !a^ . Hence, there is a maximum 
2 
at cr^  = a^ /a^ . Furthermore, the second derivative is negative at 
2 
= a^ /a^ . Thus, we may conclude that the function has only one 
maximum and so the maximum point is the global one. Substituting 
back in we can write the result, apart from a constant, as 
f- f, + f_ , S + p W S 2 
s(p) = .r la p - -1-2--= la [S, + S,,/:*? + p ] 
X X  X X  X X  
s + p W W 2 
whe re 
S. = S - S" /S , S, = W - /W 
2 yy xy XX 1 yy xy xx 
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Our problem is now to maximize this with respect to p subject to 
0 < p < 1. We can use the following to simplify g(p): 
S + pW W (W S - W S ) 
xy xy xy _ xx xy xy xx 
S + pW • W (s + pW )W 
XX XX XX XX XX XX 
and hence, 
S + pW W 2 (W S - W S 
f xy xy _ _xz-v = ^ ^  H—22-
\x W (S + pW 
XX XX XX 
Also, 
S + o W  S  ( W S - W S )  
xy xy xy _ - p xx xy xy xx 
S + pW ~ S S (S + pW ) 
XX ^ XX XX XX XX ^ XX 
so that 
S _ fsL)^ = p2 ~ ^xy ^xx^ 
Sxx + '"xx Sxx (S^ x + pW^ *): 5,= 
It follows that 
S S + pW S 2 S + pW W 2 
^ (.J2 ISL _ SL) + w (-J2 EL _ _2SL) 
P + pW S xx^ S + pW W / 
XX XX XX XX XX XX 
(W s - W S 
XX xy xy XX 
W S (S + pW ) 
XX XX XX XX 
W s S W 2 
XX XX ^ xy _ xy^ 
(S + pW ) \S W 
XX XX XX XX 
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Thus, we can write g(p) as: 
f, (£, + £,) 
g(p) - - ^  i„p + i„(s^  + pw^ ) 
(£, + £,) S M 2 
2 1° ( "»c®2 + Sxx Si + "xx - i5^ > 
X X  X X  
+ p(Si«^ > + (S2S^ )/p }. 
For convenience, let us write 
0^ = Vz + ^ xx^ l + "xx ^ xx(f^  - ' 
X X  X X  
and 
1^ 2^^ xx ' 
b? = Sl"%x ' 
We can therefore write 
^2 , . (fl + fz) 
;(p) = --f Inp + 2"^ l%(Sxx + PW^) 
(fl + f,) b 
In { b_^  + — + b^ p } . 2 ' 0 p l'­
Ont problem is to maximize g(p) for 0 < p < 1. It is natural to 
examine the derivative which is 
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ds(.) '2 , «1 + ^2' "xx «1 + ^ 2' . 
d p  - - 2 P  2  S ^  +  P W ^ -  2  
b, - hJs? 
- - #(p) 0(0) , (bg + b^ /p + b^ p) 
where 
^ = i«2 "L ° 
#(p) = 2  ^0 for 0 < o£l , 
P(»xx + + l'o== + "2" > 
3 2 
U(p) = p + a,p + a p + a , 
XX 2 1 2 •*• XX XX 
S 2 S S S W 2 f, S „ S  
-1 - (r) + (sf><vP»s= - iî^> - • 
XX 1 XX XX XX 2 1 XX 
f, S, S_ 2 
*0 = - (f:)(s:) tfSt) . 
2 1 XX 
Now, we try to examine the cubic function 
3  9  
P + a^ p~ + a^ p + a^  , 
with real coefficients ^ 2* and a^ . The cubic equation will have 
either three real roots or one real root and two complex roots. The 
existence of the real root is guaranteed by a theorem which says that 
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every odd degree equation has a real root. To solve the most general 
cubic equation (Abramowitz and Stegun, 1964, p. 17) define 
1  1 2  1  ,  , , . 1 3  
4 - 3 =1 - 9 *2 • • 6 ' V2 - - 27 *2 ' 
and the discriminant function is 
d = q3 + . 
Then, we have the following: 
3 2 1) If d = q + r > 0, we have one real root and a pair of complex 
conjugate roots. 
2) If d = 0, all roots are real and at least two are equal. 
3) If d < 0, all roots are real (irreducible case). 
Let 
1 1 
3 , 2,2 ,3 
= [r + (q + r )~ ] , 
z, = [r - (q^  + r^ )2 . 
Then, we obtain that 
2^ 
Pi = (z^  + Zg) - IT ' 
^2 = - (%! + zg) - IT + - ^ 2) ' 
and 
,  ^ . *2 i /T, . 
P3 = - (=1 + =2) - IT - — (^ 1 - ^ 2) ' 
as the roots of the cubic equation. 
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By examining the function g(p) and the cubic equation U(p), we 
have not found it possible to make any general statement about the 
roots of U(p). However, because U(0) is <0, and U(<») is >0, we know 
that there is at least one root of U(p) over the interval (0, <»). If 
U(p) has only one real root and it is >1, then U(p) is <0 for p<l, 
so is > 0 for 0 < p ^  1 and the maximum of g(p) occurs at p = 1. 
If there is only one real root of U(p) in the interval (0,1), say p^ , 
then U(p) is <0 for 0 < p < p^  and greater than 0 for p^  < p < 1. 
Then, is positive for 0 < p < p^ and negative for p^ < p < 1 
and the point of maximum of g(p) is p^^. If there are two real roots 
of U(p) in (0,1), say p^ , p,, then U(p) is <0 for p<p^ , and greater 
than 0 for < p < p^  and U(p) is <0 for p^  < p < 1. In this case, 
g(p) increases for 0 < p < p^ , decreases for p^  < p < p, and increases 
for 0^  < p < 1, and to find the maximum of g(p) we have to evaluate 
g(p) at p = p^ and P = 1. If there are three real roots P^ < P2 < P3 
in (0,1), we have to examine g(P^ ) and g^ pg) and g(l). If, however, 
all the positive real roots are greater than 1, we do not have a point 
of local maximum for g(p) in the range 0 < p ^  1, in which case, we 
take our estimate for p to be 1. We have been unable to reduce the 
problem beyond this point. We are unable to determine which of the 
possibilities actually happens except by computing the cubic and find­
ings its roots. 
Then, given the maximum likelihood estimator of p, say p, we 
2 2 
can obtain the maximum likelihood estimator of , then of > then 
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of c, and then XS, where XS is the classificatory part of the original 
covariance model. In more detail, we obtain p, then we obtain 
S + pW 
 ^ + pw"^  • 
XX xy 
Then, we obtain from equation (7.1.8) with p is replaced by p. 
Finally, we obtain Xb from the covariance adjusted observations, 
z. = y.., - c x... , by the ordinary formulas associated with the ijk i^]k i]k' 
split-plot experiment without covariance, using {zL^ }^. 
The distributional properties of estimators obtained above are, 
we think, quite unobtainable by mathematical reasoning. The only 
route available appears to be by Monte Carlo simulation. This in­
volves, it seems, rather massive computations, and we have not done 
such investigations. Much of the problem arises because in the for­
mulation of the chapter, the estimator of p, p, must be in [0,1]. A 
consequence of this is that the actual distribution of p will be a 
mixture of the distribution concentrated at unity and a distribution 
extending over the range 0 to 1. The whole problem traces back, it 
seems, to the estimation of p. If p is known, then c will be a linear 
function of the data set {y..,}, and all results are directly deriv-ij k 
able from the ordinary linear model with independent homoscedastic 
Gaussian errors. But in our case, it is clear that p must be esti­
mated by a nonlinear statistic. 
It is interesting to try to speculate how some sort of asymptotic 
theory can be developed. We would try to consider sequence of experi­
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ments of increasing size. Then, there is the problem of actually 
specifying a "reasonable" sequence of studies of increasing size, 
along with specifying a sequence of covariable values. However, the 
estimation of p depends only on degrees of freedom and on W^, 
W  , S  , S  , S  ,  s o ,  p e r h a p s ,  u s e f u l  r e s u l t s  c a n  b e  o b t a i n e d ,  
yy XX xy yy 
In what follows, we give several examples chosen to obtain some 
idea of the dependence of the outcome on the variables involved. It 
seems that U(p) has no roots or only one root in (0,1). 
These examples have been chosen to reflect, in some sense, dif­
ferent values for S^ , , c^  and c^ , as defined before. Also, the 
idea is to see, by varying the values of the above statistics, if we 
can detect some systematic change in the value of p. We have con­
sidered the cases in which c and c are both positive, one is nega-
s w 
tive and the other is positive. The examples also chosen to reflect 
the cases that S^ /f^  > Sg/fg or S^ yf^  < Sg/f,. 
Example 1. 
Suppose we have the following artificial data. 
'yy ° "xy • 
W = 90 , W = -22, W = 8 . 
yy xy xx 
f^  = 15, ±2 ~ 45. 
Then, we get 
= 29.5 , S^ /f^  = 1.97, 
Sg = 14.2 , Sg/f = .316 . 
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ag = -1 , 3.^  = 43.7 , 
ag = -.92 , q = 16.1 , 
r = -6.9 , d = 424.6 . 
-  .02 ,  
= .45 + i 6.96 , 
Pg = .45 - i 6.96 . 
c* = -2.75 , 
2; = 2.3 , 
8^ 2 = 15.4 , $2^  = .316 . 
Example 2. 
Let 
:yy " 120 , - 26 , 
"yy " 9° ' "xy - -22. 
= 15 , = 45 . 
= 29.5 , S^ /f^  = 1.97 , 
Sg = 86.2 , S,/f, = 1.92 . 
ag = -6.08 , a^  = 29.2 , 
a^  = .32 , q = 9.716 , 
r = 4.6 , d = 938.2 . 
= .21 , 
2^ ~ -'26 + i 5.41 , 
p^  = -.26 - i 5.41 . 
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c = -2.75 , 
S = 1.3 , 
M^L ~ "989 , 
0^  ^= 9.4 , $2^  = 1.96 
Example 3. 
Suppose we have 
S = 120 , S = -26 , S = 60 , 
yy xy xx 
W = 62 , W = 22 , W = 10 . 
yy xy xx 
= 15 , = 45. 
Then, we get 
1^ = 
S, = 108.7 , S^ /fg = 2.416 . 
13.6 , S^ /f^  = .907 , 
aQ = -95.94 , a^  = 187.578 , 
a, = -.8627 , q = 62.44 , 
r = 21.0 , d = 243920.36 . 
P]_ = .51 , 
= .18 + i 13.7 , 
p. = .18 - i 13.7 . 
c* = 2-2 , 
S; = - .433 , 
' 
= 4.83 , = 2.47 
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Example 4. 
Suppose 
'yy ° 
"yy - 4° ' V • "x:. 
= 15 , £2 = 45 . 
Then, we get 
= 22 , S^ /f^  = 1.47 , 
Sg = 86.2 , Sg/fg = 1.92 . 
Zq = -8.16 , = - .19 , 
a, = 3.7 , q = -1.57 , 
r = 2.1 , d = .62 . 
= 1.3 , 
Pg = -2.49 + i .282 , 
D3 = -2.49 - i .282 . 
c = 1.5 , 
w 
% = ^ -3 ' 
^ML = 1-3* ' 
a^ - = 1.8 , o^ - = 1.8 
Example 5. 
S = 120 , S = 46 , S 
yy xy xx 
W = 40 , W = -12, W 
yy xy ' xx 
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= 15 , fg = 45 . 
It follows that 
= 22 , S^ /f^  = 1.47 , 
S, = 14.2 , Sg/f = .316 . 
Sg = -1.3 » a^  = 38 , 
= .41 , q = 12.7 , 
r = 3.3 , d = 2032.8 . 
= .035 , 
P2 = -.2 + i 6.2 , 
= -.2 - i 6.2 . 
2; = 2.3 , 
ZkL = 2-25 . 
O 2 = 8.98 , 52 = .318 . 
Example 6. 
Suppose 
S = 320 , S = -36 , S = 20 , 
yy xy XX 
W = 120 , W = 11 , W = 8 . 
yy xy xx 
f^  = 15 , f^  = 45 . 
Then, it follows that 
= 104.9 , S^ /f^  = 6.9 , 
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S_ = 255.2 , S^/fg = 5.67 
Sq = -5.1 , = 7.0 , 
ag = 3.6 , q = .94 , 
r = 5.02 , d = 26.01 . 
= .55 , 
pg = -2.1 + i 2.3 , 
Pg = -2.1 - i 2.3 . 
'=w = ' 
S = -1-8 ' 
2%! = -1-23 ' 
= 10.6 , o 2 =5.8 
Example 7. 
Let 
'yy • • "xy -
V - . % • " • "xx 
= 15, f, = 45. 
Then, we get 
= 43.1 , S^ /f^  = 2.87 , 
S, = 66.2 , S^ /f, = 1.47 . 
Sq = -2.1 , a^  = 1.95 , 
= 3.5 , q = -.70 , 
r = .59 , d = 0.000 . 
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Pi = .51 , 
Pg = -2.0 , 
P3 = -2.0 , 
%' ' 
c = 1.3 , 
s 
/V 9 /\ 2 c = 2.87 , = 1.47 
7.2. Restricted Maximum Likelihood (REML) Estimation 
We have the model, without covariance, as 
y = X6 + X e + s , (7.2.1) 
in which all the terms are as defined before. Distributional proper­
ties imputed to (7.2.1) are as follows: 
E(e) = (jj, E(s) = é, E(y) = Xg 
where E represents expectation; and 
2 2 
var(e) = , var(s) = , cov(e, s) = 9, 
var(y) = I a ' + X X' G ^  = (I +exX')a^ =Ha~, 
• '  n  s  e e w  n  e e s  s  
? 2 0 = G "/G 
w s 
We assume that y follows a multivariate normal distribution, which 
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we denote by y ^  N(XB, V). Then, the logarithm of the likelihood 
function is 
L = const - rlnjvl - iCy - XS)' V (^y - XB) . 
Patterson and Thompson (1971) proposed estimating the variance 
components of a mixed analysis of variance model by maximizing the 
likelihood of a set of error contrasts. The method takes into account 
the loss in degrees of freedom resulting from estimating Xg, the fixed 
part. The data set is divided into two parts, with each having 
separate logarithmic likelihoods and L^ , say. The idea behind 
restricted maximum likelihood is as follows. Suppose our parameter is 
0, 6' = (0^ , Gg), where 9^ , may be vectors. Let the data D be 
represented as (D^ , D^ ) and suppose we have in terms of probability 
densities : 
p(D; 0^ , Gg) = p(D^ ; 8^ , 9,) pCDg: 9^ ) • 
Then, taking logarithms, we have 
L(9^ , 8^ ) = L^ (9^ ,92|D^ ) + l^ CeglDg) . 
The idea is to estimate 8^  by maximizing ^ 2(82102), the maximum 
occurring at and then to estimate 8^  by maximizing L^ (e^ ,G,jD^ ). 
Before considering REML solutions, we make the following defini­
tions: 
a) S = I - X(X'X) X' , where with rank = n - rank(X) = n - r, 
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and (X'X) is any quasi-inverse of X'X; 
b) P = V"^  - V~^ X(X' V~^ X)"X' V"^ ; 
c) X* = submatrix of X, having the same rank as X, so X* has a full 
column rank and C(X) = C(X*); 
d) P* and S* are defined as P and S with X replaced by X*, with, of 
course, S*= S, P = P*; 
e) The matrix A is defined by the conditions S = AA', A'A = I, and 
A is nx(n - r), where r = rank(X). The matrix A is given by the spec­
tral decomposition of S which is symmetric idempotent. The choice 
of A satisfying the conditions does not matter in what follows in the 
development. This means that no matter what n - r linearly independent 
error contrasts are used, maximizing their likelihood always leads to 
2 2 the same equations for estimating and O2 • The vector A*y is said 
to be a vector of "error contrasts." 
f) G = V~^ X*(X*'V~^ X*)~^ . 
The following relationships can be shown to hold (given in Searle 
and Quaas, 1978). 
i) P = V~^ - V~^ X*(X*'V~^ X*)"^ X*'V~^  = P* = A(A', 
iii) V~^ X(X'V"^ X)~X'V"^  = v"^ X*(X*'V~^ X*)~V''V~^  , 
iv) A'X =$ , A'X* = * , A'VG = A'w"^ X*(X'-'v"^ X")~^  =  ^. 
Then, the two parts of the data can be represented by A'y and G'y 
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with 
cov(A'y, C'y) = A'VG = (j) 
-1 We note that we can rewrite V as; 
V"! = y-1 _ v~^ x*(x*'v~^ x*)~^ x*'v"^  + 
(by adding and subtracting the last term) 
= P* + v~^ x*(x**v"^ x*) "^ (x*'v~\x*)(x*'v~^ x*)"^ x*'v~^  
= P* + G(X*'V~^ X*)G' = A(A'VA)"^ A' + G(X*'V"^ X*)G 
= A(A'VA)"^ A' + V"^ X(X'V"^ X)~X'V"^  
Then, the quadratic form 
(y - XS)'v"^ (y - XS) 
can be put in the following form: 
(y - XB)'V~^ (y - XS) = (y - XS)'A(A'VA)"V(y - XB) 
+ (y - XS)'G(X*'V"^ X*)G'(y - XS) 
= (y - XS)'A(A'VA)"^ A'(y - XB) 
+ (y - xs)'v~^x(x'v"^x)"x'v"^ Cy - XB) 
= y'A(A'VA)~^ A'y+(y - XS) 'V~^X(X'v"^X)" 
X'v"^ (y - XS) 
(since A'X = (J) ). 
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I a * va 1 I Y** y*I 
Thus, using V = '  ^ ' , we can write 
|x*'v-V! 
L = const - ilnlA'VAj - iln|X*'X*| + iln|X*'v"^ X*| 
- iy'A(A'VA)"Vy - i(y - X6)'v"^ x(x*v"^ x)"x*v"^(y - X6) 
= const - lln|A'VA| - &ln|X*'X*| - èy'A(A'VA)~Vy 
+ const + &ln|x*'v"^ x*| - &(y - X3) ' V~^ X(X'v"^ X)" 
X'V~^ (y - XB) 
= Lz + , 
where, apart from constants, 
= -iln|A'VA| - iln|X*'X*| - iy'A(A'VA)~^ A'y 
= - iln|v| - iln|x*'v"^ x*| - iy'A(A'VA)"^ A'y (using (ii)) 
= - Un[vj - iln|x"''v"^ x*| - iy'Py , 
and 
= iln|x*'V~V"^ l - i(y - XS)'v"^ X(X'v"^ )"x'v"^ (y - XB) . 
The expression for is given in Harville (1977), We see that 
L2 involves parameters only through V and does not involve B. So, we 
estimate V by maximizing L^ . Then, if we denote the estimate of V by 
V, we maximize L]_ with V replaced by Vo So, to get this, we look at 
the equations =0. This gives the equation 
36 
X'V"^ X(X'V~^ X)"X'V~H. = x'v~^ x(x'v~^ x)~x'v~V 
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which is equivalent to 
X'V~^ Xb = X'V~^ y . 
Note that we do not need to use X* but can replace X* by X because 
the equation depends solely on the column space of V ^ X* which is 
the column space of V X because V is nonsingular. 
Now, we attempt to use the ideas above with our "split-plot model" 
with covariance: i.e., with 
y + XS + X^c + X^e + s, 
where all the terms are as defined before. The idea is to separate 
the likelihood function into two parts, one involving the noncovariate 
9 
part of the model, and a second part involving the variance and 
9 
a," and c, the covariate regression coefficient. We then estimate 
9 2 
the parameters and c from the second part. Then, we use the 
estimates so obtained to estimate the noncovariate part of the model. 
It is interesting that a theme runs through the investigation we 
have made. A dominant idea is to consider some sort of maximum like­
lihood. With the model consisting of a fixed part and an error part, 
we may decompose the whole likelihood function into factors, each part 
involving only some of the parameters. 
In passing, we mention that we have attempted using REML on 
y = (x|x )(6) + X e + s 
c c e 
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using a new model matrix, X = (x|x^ ), but were unable to simplify 
2 2 the final equations for estimating and 0^  . That is why we par­
tition the model 
y = X8 + Xc + Xe + s 
e
into two parts, XS and X^ c + X^ e + s. The second part does not 
involve error only, because it contains a fixed part, X^ c. One way 
of obtaining a REML solution, which involves separating the log-likeli­
hood, is to treat the covariance regression coefficient as a fixed known 
constant, writing 
"ijk " - c =ijk - " + + -jk + + ^ijk • 
or in matrix form 
z  =  X S  +  X e + s  ,  
e 
we partition the log-likelihood L by 
L = 
where 
= &ln|x*'v"^ x*| - &(z - XB)'V"^ X(X*V"^ X)~X'V"^ (z - XS) , 
and 
L, = - iln|v| - iln|x"'V~^x"] - iz'Pz , 
where 
p = v"^ - v"^x(x'v"^x)"x'v"^ . 
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It is the case, of course, that involves X8 and c, while the second 
part Lg involves V and c. We estimate V and c from L2» and then esti­
mate X3 using V and c as given by maximizing 1,2' also mention that 
2 the function, L^ , that we have to maximize here with respect to , 
2 
and c is of the same form as that needed to be maximized in the 
original ML problem except that the degrees of freedom are changed. 
Having maximized with regard to V and c, yielding V and c, 
we then maximize L^ , with V and c replaced by V and c. Differentiat­
ing L^  with respect to g, and equating the derivative to zero gives 
X'V"^ Xb = X*V"^ z , 
or 
X'Xb = X'z (7.2.2) 
where z = y - X^ c. 
Here, again we use 
 ^= XQ , 
when we have no covariate. From (7.2.2), we get 
z = Xb = X(X'X) X'z = P z = 
=.11 + =1.. - \ 
z + z - z 
.tm r.. 
(7.2.3) 
where, for example. 
"i.. Sijk • fiik - 2 =ijk • 
J K-
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To estimate the variance components and c, to get V and c, we 
write 
L = - iln|v| - iln|X*'v"^X*l - iz'Pz . 
To simplify we may note the following relationships: 
i) V = Ha/. H = + 0x^x;, |H| = |I^  + ex^x;i = + ex;x 
a 
n " e e' ' ' ' n e e' ' rt e e' 
2 . 2 „ 2 
rt w^ 
= (1 + 9m) , 1 + m9 = = , 8 = —^  , 
2 2 2 2 2 
1^ = ' ^2 = ^ s • 
ii) X"''V"^ X* = Q*X*'X* , 1X*'V~^ X*| = |Q*||X*'X*| 
iii) Q* = 
Vl 
\tm) + 
 ^ im 
X = T—, ^ . , 1 + mX =  ^
1 + mG 1 + m9 
+ ma. 
w 
2 ' 
_ -(tm+r-l) -(t+r-1) 
|q*| = (a/) (1 + m8) 
_ -(tm+r-1) G_ (t+r-1) 
= (a, ) 
1^ 
= ) 
2 -(t+r-1) , -t(m-l) 
(Og-) 
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iv) P = v-1 - v"V(x*'v-V)"V'v-^  = v-^ [i-x*(x*'x*)-V'] = v-^ s* , 
(since X**V~^  = Q*X*' for some Q*), S* 
= I - X*(X*'X*)"^ X*' . 
v) = I - XX' = I --XX' + -i V v' J. i i_ X X' 
n (1 + m9) ee n mee m(l + m8) e e 
2 1 
=  M  +  - X X ' ,  
e  , 2 m  e  e  
v; • 
*2 °1 
vi) - X'z = 
m e 
l^l.i 
rt.i 
=111 " =11, 
z - z _ 
rtm rt. 
S*z = (I - X*(X*'X*)"^ X*')z = 
=... ~ =.11 ~ =1.• + z 1 
z — z 
rtm .tm 
z + z 
r.. 
M S*z = 
e 
= 111 =.11 " =11 
z — z - z _ + z ^ 
rtm .tm rt. .t. 
Now, using (i-iii), we write 
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Injvl + lnlx*'V X*1 = ln|v| + ln|Q*| + InlX^ 'X'* 
2 2 2 
= nln + rtln - rtln 
- Ct+r-l)ln 0^ -^ t(m-l)lii + ln|x*'x*j 
= t(r-l)(m-l)ln + (r-1)(ni-l)ln 
*1v* I + ln|x 'r 
Also, using (iv-vi), we write 
z'Pz = z'V~^ *z = -Ar Z'a S*z + - z'X X'S*z 
^^ 2 s 0^ 2 « « « 
and 
- z'X X'S*z = Ei(- X'2)'(- X'S*z) 
n e e me me 
= Z z..(z.. -z. -z. +z ) 1j» ij. -j. x.. ••• 
2 
= mZ(z.. - z . - z. +z ) j IJ • # ] * ••• 
9 x^v 2 
= w - w A: + w (c - . 
yy xy XX xx 
Similarly, 
z-M^ S'-z . (M^ z)'(M^ S»z) - - S^ /S^  
+ =»:<<= - • 
Thus, using the above set-up, we can write L^ , apart from a constant, 
as 
1^ 2 ~ ~ 2t(r—1) (m-l)ln 02" — iCt—l)(r-l)ln 
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W - /W + W (c - W /W 
yy XV XX XX xy xx 
' 
S - /S + s Ce - s /s yy xy XX xx xy xx 
• 
We give below the successive maximizations of We first maximize 
2 
with respect to c. Differentiating with respect to c, holding 
2 
and fixed, and equating the derivative to zero gives 
S + dW 
c = ^ = -M _J2L 
" S + pW 
XX XX 
9 2  ^
where p = . To see if, in fact, c maximizes L^, we differentiate 
w 
w S 
XX XX 
2 ^ 2 
a. 
1 2 
twice with respect to c to get 
3-c o^ - a/ 
Thus, we therefore conclude that c is the point of maximum for L2(c). 
- 2 2 Now, we substitute c back into and by letting O2 = po^ ~, 0 < p < 1, 
= (t-l)(r-l), q, = t(r-l)(m-l), -
L^^ x^x' obtain L*, say, as 
n , , 2^ , 1^ 2^ , 2 
= - Y ln(27T) —— Inp  ^
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S + pW W 2 
S + OW s 2 
^ XX ^ XX XX 
For a fixed value of p, differentiating L* with respect to and 
equating the derivative to zero gives 
, S + pW S 2 
+ p [^ 2 + S 1 > . (7.2.4) 
XX XX XX 
To see if 5^ " is actually the point of maximum for L* given p, we notice 
that can be written as a function of 
g(a^ -) = - ag - a^ ln - ag/Cg^  > 
and following the same procedure, we have for the maximum likelihood 
~ 2  ^
we could prove that is actually the global maximum for L^ , with 
fixed, p. 
Substituting back in L*, we can write the result, apart from 
a constant, as 
s ( p ) -  h' 
XX XX XX 
s + oW s 2 
 ^i 1=2 * - s^ > 1>. 
XX XX XX 
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We must keep in mind that p must be between 0 and 1. 
Letting 
XX XX 
\ = V2 ' ^2 = . 
therefore, write, as in the îlL case, 
q, (q-, + q?) 
g(p) = - Inp +  ^2 + pW^ ) 
(q, + q,) 
- ln(bn + b,/p + b-p) , 0 < p < 1 2  ^0 1'^  2" 
Comparing this equation with the ML case, we note the only difference 
is that f^  has been replaced by q^ . Our problem is to maximize this 
with respect to 0 < p £ 1. 
The derivative of g(p) is given by 
dg(o) _ _ ^  ^ ^^1 ^  *^2^ ^xx 
dp 2p 2 + pW^  
(q^  + q2) (b? - b^ /p~) 
(bQ + b^ /p + b,p) ' 
Which can be written as 
= - R'XP) u(P) , 
where 
155 
4j(p) = J- > 0 for 0 < p _< 1, 
3 2 U(p) = p + a^ p + a^ p + a^  , 
• •  •  " i ' • ' S ' • •  f e "  •  
S 2 S S S W 2 q,S- S 
- (^ ) + - 2(^ )C^ ) . 
XX 1 XX XX XX 2 1 XX 
SiS, S 2 
As mentioned earlier, the cubic function 
3 2 p + a,p + a^o + a^ ,  
with real coefficients a^ , a^  and a^  will have either three real roots 
or one real root and two complex roots. As in the ML case, we have to 
obtain the roots of U(p) and examine g(p) at these roots. 
To obtain REI-IL estimation, we obtain an estimator of p, say p, 
from solving the cubic equation, and we then obtain the REML estimator 
of cr^ ~ from equation (7.2.4) with p replaced by p. Then, we obtain 
S + pW 
H = _J2 .^ 
s + pw 
xy XX 
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Then, we obtain Xb from equation (7.2.3). As in ML case, the dis­
tributional properties of estimators are not easy to obtain by mathe­
matical reasoning. So, perhaps, as mentioned earlier, the only route 
available could be Monte Carlo simulation. We may note that the sym­
bols c, 5^  ^and p are used in contrast with c, and p of ML equa­
tions . 
In what follows, we provide the same artificial sets of data as 
before. In the examples, we will provide the values of the following: 
1  1 2  _  1  f - . 1 3  
q 3 ^ 1 " 9 *2 '  ^ 6 (*1^ 2 ~ 0^  27 ^ 2 ' 
3 2 
and d = q + r , with the coefficients of the cubic function. 
Example 1. 
Suppose we have the following artificial data 
"yy = ' "xy = ' 
y^y = 90 , = -22. = 8 , 
= 8 , qg = 30 . 
Then, we get 
= 29.5 , S^ /q^  = 3.69 , 
Sg = 14.2 , Sg/qg = .473 . 
Sg = -.8 , a^  = 48.83 , 
a^  = .26 , q = 16.27 , 
r = 2.5 , d = 4313.27 . 
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= .0164 , 
p. = -.139 + i 6.987 , 
p_ = -.139 - i 6.987 . 
S* = -2.75 , 
Cg = 2.3 ,  
R^E-IL ~ 2.27 , 
= 27.8 , = .457 . 
Example 2. 
Suppose we have 
"yy = = 26 , 
''yy = ' ''xy = ''xx 
qi = 8 , qg = 30. 
Then, we get 
= 29.5 , Sj/q^  = 3.69 , 
Sg = 86.2 , S^ /qg = 2.87 . 
Zq = -4.87 , a^  = 30.15 , 
= 1.26 , q = 9.876 , 
r = 8.67 , d = 1038.59 . 
= .1603 , 
p, = -.7-78 + i 5.47 , 
Pg = -.7078 - i 5.47 . 
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c = -2.75 
w 
c. 
REML 
1.06 
2 
= 18.17 , a. 2 = 2.9 
1 2 
Example 3 
Suppose we have 
S = 120 yy XX 
w = 62 , W = 22 , W yy xy : 
qi = 8 , q2 = 30 . 
= 13.6 , S^ /q^  = 1.7 , 
S, = 108.7 , S^ /qg = 3.63 , 
a^  = -76.76 , a^  = 193.97 , 
a, = 1.71 , q = 64.3 , 
r = 93.47 , d = 274997.7 . 
= .394 , 
Pg = -1.05 + i 13.9 , 
= -1.05 - i 13.9 . 
Z* = 2-2 , 
S " -'433 » 
Then 
c. 
REML 
= -.27 
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Example 4 
Suppose we have 
XX 
XX 
= 8 , qg = 30 
It follows that 
= 22 , S^ /q^  =2.75 , 
$2 = 86.2 , Sg/q, = 2.87 . 
a^  = -6.53 , = 1.12 , 
ag = 3.95 , q = -1.36 , 
r = 1.72 , d = .474 . 
p, = 1.038 , 
p, = -2.49 + i .285 , 
p^  = -2.49 - i ,285 , 
S. = ' 
Cg = 1.3 , 
c. 
•REML 1.36 
= 2.86, 0^ = 2.86 
Example 5 
Let 
XX 
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W = 40 , W = -12 , W 
yy xy ' xx 
= 8 , = 30 . 
Then, we get 
= 22 , S^ /q^  =2.75 , 
Sg = 14.2 , Sg/qg = .473 . 
Sg = -1.076 , = 38.21 , 
a, = 1.33 , q = 12.5 , 
r = 8.9 , d = 2051.26 . 
- .028 ,  
Pg = -.678 + i 6.147 , 
— —.678 — X 6.147 . 
= -1.5 . 
2; = 2.3 , 
= 14.69 , = .413 . 
Example 6. 
Suppose we have 
Syy = 3:0 ' =%? = "S* ' 
''yy = :'20 , = 11 , 
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Then, we get 
= 104.9 , S^ /q^  = 13.1 , 
$2 = 255.2 , Sg/qg = 8.5 , 
Hq = -4.06 , = 7.84 , 
= 3.84 , q = .967 , 
r = 4.93 , d = 25.2 . 
= .422 , 
P = -2.13 + i 2.25 , 
= -2.13 - i 2.25 , 
= 1-375 ' 
Cg = -1.8 , 
"^ REML ^  ' 
5^  ^= 20.49 , 5^  ^= 8.65 . 
Hxsiiip le /, 
Let 
We get 
S = 100 , S = 26 , S 
yy ' xy xx 
W = 60 , W = 13 , U 
yy xy xx 
= 8 , q2 = 30 . 
= 43.1 , S^ /q^  = 5.39 , 
Sg = 66.2 , Sg/q. = 2.22 . 
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= -1.64 , a^ = 2.36 , 
a^  = 3.59 , q - -.645 , 
r = ,518 , d = 0.0000 . 
= .4096 , 
Pg = -2.00 , 
Pj = -2.00 , 
5^  = 1.3 , 
H = 1.3 , 
s 
•^ REML " ' 
5^  = 5.39 , = 2.21 . 
2 2 Comparing the estimates of p, CT^  and a, for the two methods, 
we see that, for all the examples we have, the values of ML estimators 
of p are always greater than those of REML. Table 7.1 below gives the 
values of p for ML and REML methods. 
Table 7.1. Comparisons of estimates of p 
Example ML REML 
1 .021 .016 
2 .21 .16 
3 .52 .394 
4 1 1 
5 .036 .025 
6 .55 .42 
7 .52 .41 
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In Table 7.1, values of 1 mean that the calculated values for 
the point of maximum are greater than 1, in which case we take the 
2 
estimate of P to be 1. Also, comparing the estimates of , we 
notice that, ML estimates are always less than those of REML, as we 
2 
expected. Table 7.2 compares the results of ML and REML with , 
2 
where s," is as defined earlier. 
2 
Table 7.2. Comparisons of estimates of 
Example ML REML =2 
1 .316 .46 .49 
2 1.96 2.9 2.97 
3 2.48 3.68 3.4 
4 1.8 2.86 3.0 
5 .317 .413 .47 
6 5.82 8.65 8.8 
7 1.47 2.21 2.28 
By inspection of Table 7.2, we see that ML and REML estimates are 
9 9 2 
always less than Sg", except for 3 in which we take s^ " to be s, = 
S + S 
, where S, , S„, m, and m„ are as defined before. 
m^^ + 
Table 7.3 below gives the values of c^ j^ , and c^ . 
Table 7.3. Comparisons of estimates of c 
"^ REML 
1 2.26 2.27 2.3 
2 .989 1.06 1.3 
3 -.226 -.27 -.433 
4 1.36 1.36 1.3 
5 2.25 2.26 2.3 
6 -1.23 -1,34 -1.8 
7 1.3 1.3 1.3 
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8. DISCUSSION AND SUÎIMARY 
8.1. Scope 
A split-plot data structure is usually modelled by a linear 
classificatory model with a {0,l} model matrix and with error con­
sisting additively of independent Guassian erorrs. Statistical 
analysis of such a data structure in the usual mode involves then 
two components of error variance. The usual model is then a special 
case of what is commonly called a mixed linear model. Consequently, 
the well-known problems of mixed linear models are encountered. How­
ever, the standard balance split-plot data structure has special 
features of balance that enable easy partial examination of the data, 
though there are problems for which there are no easy answers. 
With the presence of a concomitant variable and the assumed er­
ror structure, the problem considered is estimation of c, the regres­
sion coefficient, because if this is solved, the remainder of the 
problem of fitting the model seems clear. There is no best way of 
estimating c because the ratio of the two variance components is un­
known. 
In the split-splot structure with the assumption of normality 
of errors, we can separate the total information in the data set into 
two independent portions, which are given, respectively, the names 
of whole-plot information and split-plot information (see Chapter 3). 
Thus, in the case of split-plot experiments, we find that there are 
two error regressions of y on x, one for each error, say, c^  and c^ . 
165 
Then, if we use estimates, c and c , of c , c , and if the suffix 
w s w s 
j denotes the whole-plot treatments and k the split-plot treatments, 
adjusted means in the two-way table of treatment means can be computed 
as : 
y.ik - - Cs(x.jk - =.j.) 
where and c^  are the estimated regressions of y on x for the whole-
plot error and the split-plot error, respectively. We note that does 
not enter into whole-plot comparisons and c^  does not enter into split-
plot comparisons. However, both regression coefficients enter into 
certain particular comparisons. For intance, to compare two whole-plot 
treatments for the same split-plot treatment, we take, say 
y.2k - y.lk - ^ 2^. - - S<=.2k - ".Ik - %.2. + x.l.) 
2 2 
which will have an error variance depending on both + 
2 2 2 
ma , and = a . 
w 2 s 
J^hen the two regression coefficients can be assumed to be the 
same, we should, surely, use a single estimator of the covariate re­
gression coefficient. We may note that Smith and Truitt (1956) recom­
mended using the split-plot coefficient c^ , to adjust all treatment 
means, although it is not fully efficient. 
An alternative procedure, to adjust treatment means, is to use a 
combined estimator of the regression coefficient. This is because 
greater accuracy could be possible from combining both parts of the 
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available information on c, namely and c^ . 
This thesis deals with methods of estimation of c, mainly com­
bined estimates. The problem we want to consider is how to get a 
single estimator of c. We have not considered the effect of using a 
c to adjust for treatment means. Future research in this direction 
should consider what then happens if this single estimate is used for 
both whole-plot and split-plot treatment factor effects and interac­
tion. The complete examination of estimators of c was cumbersome. 
A general form of a combined estimator of c, c is given as fol­
lows: 
S + pW 
- = xy xy 
S + pw 
XX XX 
W 
XX ^ 
(1+^p) 
XX 
where p is an estimator of p = Og 
If we follow this route, we are led to consider estimation of p. 
We considered estimators of the form: 
2 
p = k —2 ' this is < 1 
®1 
= 1 , otherwise , 
where k is some constant that depends on and m^  the degrees of free— 
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2 2 dom and are the whole-plot and split-plot mean squares, re­
spectively. We considered obtaining upper bounds for the variance of 
c. In computing upper bounds, we do not take account of the trunca­
tion of the estimator of p, forcing it to be less than or equal to 1. 
So, the upper bounds given are, in fact, greater than what we might 
consider to be good upper bounds taking account of the truncation. 
The sampling distribution of c turns out to be very complicated and 
quite cumbersome to obtain. Consequently, an area for future study 
is the determination of the distribution of c, or of a useful approxi­
mation for this distribution. 
To adjust, if one wishes to use a combined estimate of c, one 
naturally chooses that one which is more accurate. One possible candi­
date is the least squares estimator given by 
W + S 
a = EL 
w + s 
XX XX 
This single estimator of c is very easy to evaluate and has a known 
distribution, namely, N(c, O") where 0^  = (W 0 ^  + S + 
2 
, so we may use this single estimate of c, which is equivalent to 
using P = 1, throughout. 
A problem of using any weighted estimator to adjust treatment 
means is that all the comparisons now will have error variances de-
2 2 pending on both and . Then, consequently, tests for treatment 
differences will not follow the usual Student's t-distribution. 
The problem is simple if the ratio of the two variance components, 
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or more conveniently, a simple transform of this, say p, is known. 
Hence, attention is turned to various methods of estimation of 
p. Bayesian method of estimation is considered. The widely used meth­
od of maximum likelihood fitting of the model is examined- Also, a 
method of restricted maximum likelihood estimation is examined. 
There are, it seems, no simple answers to this problem. We see 
that we can consider a partially Bayesian estimation with chosen priors 
and this proceeds fairly simply if we use an estimator for p, the mode 
of a posterior distribution. But we see by examples that this mode 
depends quite critically on the prior. Then, we see from some examples 
that the estimator of the covariate regression coefficient depends 
strongly on the estimator of p. 
The generally favored method of estimation is the method of maxi­
mum likelihood. This turns out to be rather complicated, though it 
reduces to the maximization of a function of p, which is given. The 
problem is that the maximization has to be over the set, 0 < p < 1, 
and the maximum can occur at p = 1. As a consequence, the distribu­
tion of the maximum likelihood estimator of p is very complicated, and 
it was not found possible to determine any property of this estimator. 
The only route for examining this appears to be simulation which would 
require massive computation. 
An alternative to maximum likelihood is restricted maximum like­
lihood estimation. A form of this is examined. Similar problems 
arising from the restriction, 0 < p < 1 arises, and again understand­
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ing the distribution of estimators that are obtained must come, it 
seems, from simulation. 
A general problem pervades the area of investigation. These 
overall problems can be tackled, as can any problem, by choosing a 
prior. But in the problem considered, as in many problems, the di­
mensionality of the parameter space is very large, and it is not at 
all easy to envisage obtaining an "appropriate" prior by "introspec­
tion." It is, however, plausible that one can supply a "reasonable" 
2 2 prior for and , and from this prior one can obtain estimators 
2 2 2 2 
of (a^  , 0^  ), or more importantly, of p = Og /o^  . So, a partially 
Bayesian procedure seems to be a plausible one. But, then, we have 
the problem of assessing the quality of the total outcome of such 
a process. 
The results of this thesis are undoubtedly inconclusive, but we 
hope that we have shed some light on the problem. 
From the viewpoint of applied statistics, it may be the case that 
one should use the estimator of the covariate regression coefficient 
that is given by the split-plot information. This leads, we think, 
to easy procedures for some of the usually considered problems. This 
is a direction that has not been pursued here but should be pursued 
in further work. The basic problem cannot be ignored because the use 
of a split-plot design is necessary from an experimenter's viewpoint 
in examples like those mentioned at the beginning of this thesis. 
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8.2. Organization 
The thesis is divided into seven chapters so that the several 
aspects of the development are more easily accessible to the reader. 
After a brief introduction in Chapter 1, we present and describe, in 
Chapter 2, the sinçle split-plot design and give some examples to 
clarify the idea. The usual method with Gaussian error for a balanced 
two-way split-splot layout is given as in Kempthome (1952), for 
example. Kronecker products of matrices are used to simplify the repre­
sentation of matrices. The estimation of the parameters is examined 
for this model. Using a well-known theorem by Zyskind, we obtain the 
solution simply. 
Chapter 3 deals with the analysis of covariance. The mode and 
the assumptions on the model that we have used are given. Estimation 
of the parameters is given by transforming the data into two parts, 
as in the general case of incomplete block designs. The transforma­
tion gives the estimation problem in rather simple form. The least 
squares method is also used to estimate the regression coefficient c. 
In Chapter 4, we present various combined estimators for the co-
variate regression coefficient, c. The least squares, and the weighted 
least squares estimators, with and without estimated weights, are 
considered. We discuss conditions under which the least squares esti­
mator is to be preferred over the usual estimators of c, the whole-plot 
and the split-plot estimators- We also discuss the loss of informa­
tion as measured by variance due to using the estimated and constant 
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weights. 
In Chapter 5, an attempt is made to provide an upper bound for 
2 the variance of a combined estimate of c. The ratio, p = /o^ ", 
of the split-plot variance to whole-plot variance plays a key role 
in determining an upper bound of the variance of any of the estimators 
of c. The ratio of the variances is the critical unknown. Various 
methods of estimation are presented to estimate p. Using these esti­
mates, an improved condition for which using estimated weights is to 
be preferred to the split-plot estimator is obtained. 
Bayesian estimation of p is the subject of Chapter 6. We have in­
vestigated the properties of the posterior density of p using so-called 
"noninformative" and informative priors. To illustrate the use of an 
informative prior, we have examined the properties of posterior den-
2 2 
sity of p using the prior density of CO2 ) to be an inverted gamma 
density and the prior density of p as the beta(k, s) density. We have 
found that the posterior density of p is always uni-modal, and has a 
mode that lies in (0, 1), the parameter space of p, when s > 1. Also, 
we have examined by examples the sensitivity of the posterior density 
2 ? 
of p to the parameters of the priors of p and (cr^ "). After a study 
of some examples, we have concluded that the prior for p has a great 
effect on the posterior of p, and hence some caution has to be taken 
when specifying the parameters of the prior for p. 
Next, the likelihood method of estimation is considered in Chapter 
7. The full maximum likelihood (ML) and the restricted maximum likeli­
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hood (REML) are examined. For the ML, the estimation procedure is 
done as follows. Since the likelihood function, given the data, is 
2 2 2 2 
a function of X6, c, <j^  and , we first fix c, and and 
maximize with respect to X6. Then, we maximize with respect to c. 
2 2 Then, we consider the maximum with respect to , reparame-
2 2 terizing with p = O2 , 0 < p < 1. Maximizing with respect to 
2 gives a function of p that is then to be maximized. For the REI-EL 
case, we factor the data into two independent parts then estimate 
2 
XB from the likehood of one part and c, and p from the likelihood 
of the second part. We note that the estimate of XB, Xb is a func­
tion of c, which is, in turn, a function of p. 
The whole problem, from any viewpoint, seems to reduce to that 
of estimating p, and this is the reason why this thesis focuses on this 
problem. 
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