Introduction and background
The notion of statistical convergence of sequences of real numbers was introduced by Fast [2] in a short note. Later this notion has been studied by Šalát [9] , Fridy [3] , [4] , Connor [1] and so on. Recently, Pehlivan and Mamedov [7] have proved that all optimal paths have the same unique statistical cluster point which is also a statistical limit point. In [8] these concepts were used in Turnpike theory as an application.
The idea of statistical convergence is closely related to the concept of natural density or asymptotic density of subsets of the positive integers
where the vertical bars indicate the number of elements in the enclosed set. If x is a sequence such that x k satisfies property P for all k except a set of natural density zero, then we write that x k satisfies P for almost all k (a.a.k). The sequence x is statistically convergent to the point L if δ{k : |x k − L| ε} = 0 for every ε > 0. Statistical convergence has been studied in Banach spaces by Kolk [6] .
and {x} K = {x k(j) } be a subsequence of x. If the set K has density zero (i.e. δ(K) = 0) the subsequence {x} K of the sequence x is called a thin subsequence. If the set K does not have density zero the subsequence {x} K is called a nonthin subsequence of x. The statement δ(K) = 0 means that either δ(K) > 0 or δ(K) is not defined (i.e. K does not have natural density).
In [4] Fridy introduced the concept of statistical limit points and statistical cluster points of real number sequences and gave some properties of the sets of statistical limit and cluster points of x. Recall that the number η is a statistical limit point of the number sequence x provided that there is a nonthin subsequence of x that converges to η. Note that γ is a statistical cluster point if a set {k : |x k −γ| < ε} does not have density zero for every ε > 0. It was established that the set of statistical limit points of a bounded sequence may be empty while the set of statistical cluster points is nonempty and compact.
In Section 2 we give some properties of the set of statistical cluster points in % m . In Section 3 we contribute to the study of Γ-statistical convergence. It is proved that the sequence x is Γ-statistically convergent if and only if δ{k : (Γ x , x k ) ε} = 0 for every ε > 0. In this case Γ x = C.
It should be noted that results obtained below can not be extended to any metric spaces. Note that the generalization to m-dimensional case here also could not be based only on the idea of coordinatewise convergence. 
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