Introduction
Let α be a k-flat and µ a probability measure in
Define the depth of α as follows: depth µ (α) = inf{µ(H) : H is a closed half-space, α ⊂ ∂H }.
To distinguish with other notions of depth, the above defined depth is sometimes called half-space depth or Tukey depth. We will write simply depth(α) if the measure is clear from the context. Throughout the paper we will deal only with probability measures. Thus we will omit the word "probability", however, keeping it in mind.
Bukh, Matoušek and Nivasch [2] proposed the following conjecture: 
The conjecture is true for k = 0 (Radó's centerpoint theorem, 1946, see [6] ), k = d − 1 (trivial), and k = d − 2 (due to Bukh, Matoušek and Nivasch [2] ).
A result by Klartag [5] implies that, if d − k is fixed, then for every ε > 0, with d sufficiently large depending on ε, and for every measure µ in R d there exists a k-flat α in R d such that
One can see that for k = 0 and k = d − 1 the constant k+1 k+d+1 in (1) cannot be increased. This is also the case for k = 1, as shown by Buch and Nivasch [3] .
Radó's centerpoint theorem implies that for every d , k and µ as above one can find a k-flat α such that depth(α) ≥ 1
(In fact, such a k-flat exists in any k-dimensional direction.) The bound of (2) will be called the trivial bound. It may be also convenient to think about a depth of a flat in terms of projections. If µ is a measure in R d , and α is a k-flat, we will write π β for the projection from In this paper we prove that for k = 1 the trivial bound (2) is not optimal, except for the case d = 2. Namely, we have the following result: 
We emphasize that there is still a huge gap between the inequality (3) we were able to prove, and the conjectured inequality (1) . Theorem 1.2 also implies that the trivial bound (2) is optimal only for the cases k = 0 and k = d − 1, as stated in the following corollary. 3 .
Proof (reduction to Theorem 1.2. Choose an arbitrary (k−1)-dimensional flat β.
After projecting along β onto R d−k+1 we can apply Theorem 1.2. Namely, we conclude that there is a line ℓ ⊂ R d−k+1 such that depth µ β (ℓ) ≥ 1
To finish the proof it is enough to put
Outline of the proof
First, it will be convenient for us to prove Theorem 1.2 for the (d +1)-dimensional space rather than for the d -dimensional. Next, we aim for a proof by contradiction. Therefore we assume that for every one-dimensional direction ℓ no point of the (d -dimensional) plane π ℓ (R d+1 ) has depth 3 or greater.
Topological setup. We write RP d for the space of all one-dimensional directions R d+1 as this is indeed the real projective space.
Hence we can assume that p −1 (ℓ) is equipped with the measure µ ℓ .
We prove that there is no (d +1)-fold space cover E ′ ⊂ E with a certain property (namely, that the origin of each fiber p −1 (ℓ) is contained in the convex hull
Hence, if any assumption allows us to construct such E ′ , then the assumption is false.
Nice measures. We will call a measure nice, if it has an everywhere positive density, and the density function decreases at least as an exponent of radius. We supply the space of nice measures with a metric -the L 1 distance between density functions. If a measure µ is nice, then every its projection µ α is nice, and also µ α is continuous with α.
In the proof of Theorem 1.2 we will assume that µ is nice. Then the case of an arbitrary µ will follow from a standard approximation argument.
Centerpoints of measures µ ℓ . We show that each µ ℓ has a unique centerpoint, i.e., a point at the largest depth. In the proof we use that all points of p −1 (ℓ) have small depth with respect to µ ℓ . We put the origin of each fiber at its centerpoint (it is possible, because we show the continuity of the centerpoint). The necessary lemmas concerning the centerpoint of a measure are proved in Section 3. 
The centerpoint of a measure
If µ is a nice measure in R d , then depth(x), considered as a function of a point
x ∈ R d , is continuous. Since the limit of depth(x) is zero at infinity, then depth(x) attains its maximal value. Given a nice measure µ, call a point o a centerpoint if
We are going to prove the uniqueness of the centerpoint, provided that its depth is small. The idea of such statement is certainly not new, see, for instance, [1] .
If n ∈ R d is a unit vector, denote by H(n) the half-space such that the origin 0 belongs to ∂H(n) and n is the outer normal to ∂H(n), i.e., n is orthogonal to ∂H(n) and is directed outwards the half-space H(n). Proof. Define N to be the set of all unit vectors n ∈ R d such that µ(H(n)) = a. Clearly, the set N is compact.
Assume that 0 ∉ conv N . Then conv N can be split from 0 by a plane. Or, equivalently, there exists a unit vector v such that
This is impossible, since for small enough δ > 0 we have depth(δ · v ) > a. Indeed, if we translate µ by a vector −δ · v , then depth(0) increases. The reason is that translation of µ by −δ · v increases the measure of each H(n) for all n in some open neighborhood of N and does not sufficiently decrease the measure of all other half-spaces with 0 in the boundary. The contradiction shows that 0 ∈ conv N .
The Carathéodory principle implies that
We claim that k = d + 1. Indeed, by the choice of n i we have
Consequently, the (d + 1)-tuple of half-spaces
is generating and has weight a. Assertion 1 is proved. For assertion 2, let o = 0. For some i we have o ∈ int H(n i ). Then for the half-space H such that
Now let the measure µ change. Recall that we consider the space of nice probability measures in R d with L 1 -distance between density functions as the metric. Notice that for every measurable set X one has
Here f µ and f µ ′ denote the density functions of the respective measures.
Lemma 3.2. Let o(µ) denote a centerpoint of µ.
Assume that µ 0 is a measure such that
o(µ) is continuous with µ at the point
If
then, for the measure µ, every point in R d has depth less than 3 . Application of Lemma 3.1 yields assertion 1.
Hence assertion 2 follows.
According to Lemma 3.1, there is a generating (d + 1)-tuple of half-spaces
of weight a, and thus µ 0 (
For any open ball U ⊂ R d such that 0 ∈ U there exists a set of half-spaces
such that
By construction, S is a d -simplex, and 0 ∈ int S.
Since µ 0 is nice, δ > 0. Let
. Therefore 
Proof. For each plane ∂H i denote by n i the unit normal vector directed outwards H i . We have
By construction, for every i = j we have Due to (6), we may assume without loss of generality that
where λ i ≥ 0 and not all α i are zero. Then 
Proof. One can see that the set d+1 i =1 B i is exactly the region that is covered exactly d times by the covering family of half-spaces
All other points of R d points are covered at most d − 1 times. Hence
This proves assertion 1. Without loss of generality let
Hence µ(B d+1 ) > 1 d+1 + ε, which is not possible, as shown above. Thus
and assertion 2 is proved. 
Lemma 4.3 (Main Lemma
Proof. Consider the bipartite graph G with
where
We claim that G is a perfect matching. First we prove that G has a perfect matching as a subgraph.
Assume that there is no perfect matching in G. According to Hall's marriage lemma, we may assume, up to a permutation of indices, that B i is covered by the set
and, consequently,
Using Lemma 4.2, we get
this is a contradiction. Hence G contains a perfect matching. Up to a permutation of indices we can assume that (B i , B ′ i
) ∈ E (G) for each i . Next we show that no other edge of G exists.
Without loss of generality assume that (
We have b i ∈ B i for each i . Hence, by Lemma 4.1,
On the other hand,
a contradiction. Therefore G is exactly a perfect matching.
Finally, according to Lemma 4.2, µ(
− (2d + 1)ε, and
The central ray of a simplicial cone
In this section µ denotes a nice measure in R d .
Let B be a simplicial cone in R d with vertex 0. For α ∈ (0, 1] define
Choose an arbitrary unit vector n such that 〈n, b〉 > 0 for every b ∈ B \ 0. Since B contains no straight line, such n exists.
Consider the central projection π c of R d with the center at 0 onto the plane Π = {y : n, y = 1}.
Define the probability measure µ c in the plane Π as follows:
for every measurable X ⊆ Π. Let H be a half-space in R d such that ∂H is not orthogonal to n. Then H ∩Π is a half-space in Π and
.
The intersection above is contained in B, hence there exists a non-zero vector c ∈ B such that
The above argument for α = d d+1
implies that the set
is a convex cone of positive measure. We will call C (B) the central cone of B.
where d x is the standard volume form in S d−1 . We will call e(B) the central vector of B, and the ray along e(B) the central ray of B.
Emphasize that e(B) is a unit vector, and that e(B) ∈ C (B).
For the next proposition we do not give an explicit proof, but rather notice that the proof does not require any non-standard arguments.
Proposition 5.1. C (B) and e(B) change continuously with a continuous change of µ and B.
Remark. Actually, we need to define a continuous change of a cone. To do this, it is enough to define a basic neighborhood of a cone. Given C (B), choose an arbitrary pair of closed convex cones C i nt and C ext such that
Then C i nt and C ext span the following basic neighborhood of C (B): the set of all closed cones C satisfying
Basic neighborhoods of B are defined in a similar way.
We will also need the following Lemma 5.2 and Corollary 5.3.
Lemma 5.2. Let B and B
′ be simplicial cones, both with vertex 0. Suppose that
Proof. The conditions are symmetric for B and B ′ , so it is enough to prove that
Then there exists a half-space H such that 0 ∈ ∂H, B ⊂ H, and C (B 
Ordered (d + 1)-tuples of small weight
For brevity, we will write
Hence our main result, Theorem 1.2 says that for a measure µ in R d+1 there exists a line with depth a 0 or greater. We remind that µ is considered to be nice (see the definition in Section 2) because of a standard approximation argument. In this section we assume that the statement of Theorem 1.2 is false. That is, for every direction ℓ ∈ RP d of a line in R d+1 the projected measure µ ℓ is such that no point in R d has depth a 0 or greater.
Recall that we consider the quotient tautological bundle ξ = (E , RP d , p). Each fiber p −1 (ℓ) is isomorphic to R d and can be treated as the domain for the projected measure µ ℓ . Due to the uniqueness and continuity of the centerpoint under our assumptions (Lemma 3.2), we can set the origin of the fiber p −1 (ℓ)
to be the centerpoint of µ ℓ . Define
(Due to continuity of depth µ ℓ (0), the maximum exists.) Since
Given ℓ ∈ RP d and a ∈ (0, 1), consider the fiber p −1 (ℓ) with the measure 
Then there exists a family of ordered (d +1)-tuples of half-spaces R * ℓ (a) satisfying the conditions (R1) and (R2).
Proof. Choose an arbitrary unordered (d + 1)-tuple from R ℓ (a) and select an arbitrary order for it, say, (H 1 , H 2 , . . . , H d+1 ).
According to Lemma 4.3, for any unordered (d + 1)-tuple from R ℓ (a) one can choose a unique order
where B i and B
′ i
are the respective simplicial cones. Let R * ℓ (a) be the family of all such ordered (d + 1)-tuples.
Hence R * ℓ (a) meets the required conditions.
One can notice that the proof above leads to the following.
Proposition 6.2. If a family R * ℓ (a) satisfies the conditions (R1) and (R2), then any other family satisfying these conditions is obtained by choosing an arbitrary permutation σ and applying it to each element of R * ℓ (a).
In the hypothesis of the next Lemma 6.3 we are given a direction ℓ ∈ RP d , its neighborhood U 0 ⊂ RP d , and an isomorphism p 
If ℓ ′ ∈ U and a half-space 
Lemma 6.4. For every
Proof. Throughout the proof the notation relates to the space p −1 (ℓ) and the 
For each i = 1, 2, . . ., d + 1 take a unit vector b i pointing to the interior of C (B ( 
1) i
). If H is a half-space with 0 ∈ ∂H, let n(H) denote the outer unit normal to ∂H.
As b i is separated from the boundary of C (B i ), there exists δ > 0, independent of j , such that for any 1
Taking the limit, we obtain
is generating. Let has weight at most a. Finally, suppose that
Then there is a non-trivial permutation σ such that
Due to the property (R2), for each j = 1, 2, . . . we have
Taking the limit yields
which is impossible. A contradiction shows that
Thus R * ℓ (a) is closed and hence compact. 
and n i is the outer normal to ∂H i , and the (d + 1)-tuple
is generating, then we write weight ℓ (n 1 , n 2 , . . . , n d+1 ) for the weight of that (d + 1)-tuple of half-spaces.
Let R * ℓ (a 1 ) satisfy the properties (R1) and (R2) from the previous section. (That means, we have (d + 1)! candidates for R * ℓ (a 1 ) according to Lemma 6.1, but we choose one of them, and fix the choice for the next definition.)
Now we define the vector function
The definition will consist of two mutually disjoint cases.
. Put 
We emphasize that the ordered (d + exists an isomorphism between p −1 (U 0 ) and U 0 × R d . We will consider the projection
that drops the U 0 -component of the Cartesian product. Further, reduce U 0 to a smaller neighborhood U 1 ⊆ U 0 of ℓ 0 so that one can choose R * ℓ (a 1 ) for each ℓ ∈ U 1 consistently in the sense of Lemma 6.3.
There is a mapê
acting as follows. The input is ℓ ∈ U 1 and d + 1 unit vectorŝ
If n j ∈ p −1 (ℓ) is such that t (n j ) =n j , then 
for any ℓ ′ ∈ U 1 and any (n
) close enough to (n 1 , n 2 , . . . , n d+1 ). Subcase 1.2. weight ℓ (n 1 , n 2 , . . . , n d+1 ) > a 1 . Then for any (ℓ ′ , n
) close enough to (ℓ, n 1 , n 2 , . . . , n d+1 ) we have
There exists a non-trivial permutation σ such that ) close enough to (ℓ, n 1 , n 2 , . . . , n d+1 ) so that
The last inequality implies
which is sufficient since δ is arbitrary. Case 2. e j (ℓ ′ , n 1 , n 2 , . . . , n d+1 ) = 0. Given δ > 0, choose two closed convex cones C i nt and C ext such that
We will write w and w ′ for weight ℓ (n 1 , n 2 , . . . , n d+1 ) and weight ℓ ′ (n
Under all the conditions above, we have As a consequence, given δ > 0, we have found a neighborhood of (ℓ ′ , n 1 , n 2 , . . . , n d+1 ) such that e j changes at most by 2δ. Proof. Since Cauchy and Heine definitions of continuity are equivalent in our case, we will use the latter.
Consider an arbitrary sequence {ℓ j } → ℓ. By Lemma 7.1, the sub-integral function for ℓ j in (7) Due to a standard approximation argument, we can assume that the measure µ in R d+1 is nice (every measure can be approximated with nice measures).
For the quotient tautological bundle ξ = (E , RP d , p) perform the construction from Section 7 to obtain E ′ -a (d + 1)-fold space cover of RP d . On the other hand, by Lemma 7.3 and Lemma 8.1 such a space cover cannot exist, a contradiction.
