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Abstract
In this paper we develop a new method to determine the essential spec-
trum of coupled systems of singular differential equations. Applications
to problems from magnetohydrodynamics and astrophysics are given.
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1 Introduction
Coupled systems of differential equations and related spectral problems are ubi-
quitous in stability problems in physics and engineering. Unlike scalar differ-
ential equations, their spectrum need not be discrete, even if the underlying
domain is compact and all coefficients are smooth and regular. If the domain is
compact, then the essential spectrum consists of one part, called regular part,
which may be caused by cancellations in leading order coefficients of the formal
determinant; an additional part of essential spectrum, called singular part, may
occur if the domain is no longer compact or the coefficients have singularities
at the boundary. In view of stability or numerical approximations, knowledge
of the location of the entire essential spectrum is of crucial importance.
∗The first, second and last author gratefully acknowledge the support of the German Re-
search Foundation (DFG), grant no. TR368/6-2, and of the Swiss National Science Foundation
(SNF), grant no. 200021-119826/1. The third author acknowledges the support of the Engi-
neering and Physical Sciences Research Council (EPSRC), grant no. EP/E037844/1, and of
the London Mathematical Society under Scheme 4, ref. no. 4518. The last three authors also
thank the Nuffield Foundation, grant no. NAL/01159/G.
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This is reflected by the vast literature on this topic which includes papers by
Grubb and Geymonat [11], Descloux and Geymonat [6], Kako [12], Ra˘ıkov [23],
Atkinson, H. Langer, Mennicken, and Shkalikov [1], Beyer [2], H. Langer and
Mo¨ller [18], Konstantinov [13], Faierman and Mo¨ller [9], Mennicken, Naboko,
and Tretter [20], Kurasov and Naboko [16], Marletta and Tretter [19], Qi and
Chen [21], and many more papers by these authors and by others.
The new result in the present paper is a formula for the essential spectrum
of systems of singular ordinary differential equations of the form
(1.1)
−(py′1)′ + qy1 − (by2)′ + cy2 − λy1 = f1,
by′1 + cy1 + dy2 − λy2 = f2,
either on the unbounded interval [0,∞), or on the finite interval (0, 1] with coef-
ficients having singularities at 0. This formula (Theorem 4.3 and Theorem 6.4,
respectively) reveals the different nature of the two parts of the essential spec-
trum. The regular part depends only on the values of the coefficients p, d, and
b within the interval [0,∞). The singular part is determined by the limiting be-
haviour at∞ of more involved combinations of all coefficients of the system and
some of their derivatives. Our assumptions allow for cases where the essential
spectrum is unbounded from both sides.
Our main tool is a theorem on the essential spectrum of differential operators
on [0,∞) with asymptotically constant coefficients due to Edmunds and Evans
(see [7]). Applied to the first Schur complements associated with the system
(1.1), it allows us to characterize the singular part of the essential spectrum.
The regular part is captured by means of Glazman’s decomposition principle
and a result of [1] derived by means of the second Schur complement. Earlier
approaches used the asymptotic Hain–Lu¨st operator (which is the first Schur
complement) (see e.g. [15] and [17]) or a transformation to canonical systems (see
e.g. [21]). The results therein (sometimes under slightly different assumptions)
are all covered by our general formula for the essential spectrum.
The paper is organized as follows. In Section 2 we provide the necessary
operator-theoretic framework for systems (1.1) on [0,∞). In Section 3, under
some boundedness assumptions on the coefficients, we establish the relation be-
tween the essential spectra of the matrix differential operator given by (1.1) and
its Schur complement. In Section 4, assuming a certain limit behaviour at ∞
of the coefficients of the Schur complement, we state and prove our main result
(Theorem 4.3). In Section 5, under slightly stronger assumptions, we give an
overview of the form of the essential spectrum which may consist of at most
two possibly unbounded intervals. In Section 6 we establish the analogue of
Theorem 4.3 for systems of differential equations on (0, 1] with coefficients sin-
gular at 0 by a transformation to systems on [0,∞) (Theorem 6.4). In Section 7
we show that our results unify, and shorten, the computation of the essential
spectrum in the three papers mentioned above and in [8]. In Section 8 we study
the essential spectrum of a problem from [2] arising in the stability analysis of
spherically symmetric stellar equilibrium models.
We dedicate this paper to the memory of Prof. Be´la Szo˝kefalvi-Nagy, one of
the pioneers of operator theory in the 20th century. H.L. had the great chance
to meet him in 1959 and to enjoy his support and friendship for almost 40 years.
2
2 Matrix differential operators on [0,∞)
In this section we consider 2×2 matrix differential operators on [0,∞) of mixed
order at most 2 associated with a system of differential equations (1.1) singular
only at ∞.
We introduce the differential expressions
τA := − d
dt
p
d
dt
+ q, τB := − d
dt
b+ c,
τC := b
d
dt
+ c, τD := d,
with coefficient functions p, q, b, c, d satisfying certain assumptions specified
below.
Here, and in the sequel, for a subinterval J ⊂ R, k ∈ N0 and K = R or
K = C, we denote by Ck(J,K) the space of k-times continuously differentiable
functions on J with values in K; if J is open, Ck0 (J,K) is the space of all
functions f ∈ Ck(J,K) with compact support contained in J . If k = 0, we
write C(J,K) and C0(J,K); if K = C, we also write C
k(J) and Ck0 (J). Finally,
ACloc(J) denotes the space of locally absolutely continuous functions on J .
Assumption (A). p, d ∈ C2([0,∞),R), b ∈ C2([0,∞),C), c ∈ C1([0,∞),C),
q ∈ C([0,∞),R) with p(x) > 0, x ∈ [0,∞).
Remark 2.1. For the results in Sections 2 and 3, the assumptions on p, d,
and b can be weakened to p, d ∈ C1([0,∞),R), b ∈ C1([0,∞),C); the stronger
assumptions in (A) are needed for the main Theorem 4.3.
Let A0, B0, C0, D0 be the operators in the Hilbert space L
2(0,∞) induced
by the differential expressions τA, τB, τC , τD with domains
D(A0) := C
2
0 ((0,∞)), D(B0) = D(C0) := C10 ((0,∞)), D(D0) := C0((0,∞)).
In the Hilbert space L2(0,∞)2 = L2(0,∞)⊕L2(0,∞), we introduce the matrix
differential operator
(2.1)
A0 :=
(
A0 B0
C0 D0
)
=
−
d
dt
p
d
dt
+ q − d
dt
b+ c
b
d
dt
+ c d
,
D(A0) := C
2
0 ((0,∞)) ⊕ C10 ((0,∞)).
Remark 2.2. It is not difficult to see that C∞0 ((0,∞)) ⊕ C∞0 ((0,∞)) is a core
for A0 since p, b ∈ C1([0,∞)) and q, c, d ∈ C([0,∞)) by Assumption (A).
It is well-known that closures and adjoints of block operator matrices in
a Hilbert space product H1 ⊕H2 need not have domains decomposing into a
corresponding direct sum; this may happen even for matrix differential operators
on compact intervals with smooth coefficients. In general, their domains may
contain conditions coupling the two components (see e.g. [25, Theorems 2.2.14,
2.2.18]).
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Proposition 2.3. The operator A0 in (2.1) is symmetric in L2(0,∞)2 with
D(A∗0)=
{(
y1
y2
)
∈ L2(0,∞)2 : y1, py′1 + by2 ∈ ACloc([0,∞)),(2.2)
− (py′1 + by2)′+ qy1 + cy2, by′1 + cy1 + dy2 ∈ L2(0,∞)},
A
∗
0
(
y1
y2
)
=
−(py′1 + by2)′ + qy1 + cy2
by′1 + cy1 + dy2
 ,(2.3)
and dimker(A∗0 − λ) ≤ 2 for λ ∈ C.
The proof of this proposition is given in the Appendix.
In this paper we use the following definition of the essential spectrum σess(T )
of a densely defined closed linear operator T in a Hilbert space H, which coin-
cides with the definition of the essential spectrum σe3(T ) in [7, Sections I.3.4
and IX.1]:
σess(T ) := {λ ∈ C : T − λ is not Fredholm};
here T is called Fredholm if ran(T ) is closed and both ker(T ) and (ran(T ))⊥ are
finite-dimensional.
Since the deficiency numbers of A0 are finite by Proposition 2.3, we can use
the following characterization of the essential spectrum.
Lemma 2.4. Let T0 be a densely defined symmetric operator in a Hilbert space
H with finite deficiency numbers. Then for every closed symmetric extension T
of T0 in H we have σess(T ) = σess(T0) ⊂ R and, for λ ∈ R \ σp(T0),
λ /∈ σess(T ) = σess(T0) ⇐⇒ (T0 − λ)−1 is bounded on ran(T0 − λ).(2.4)
If λ ∈ R \ (σp(T0)∪ σess(T0)), then there exists a self-adjoint extension T of T0
such that λ ∈ ρ(T ).
Proof. Since the deficiency numbers of T0 are finite, every closed symmetric
extension T of T0 is a finite-dimensional extension and hence σess(T ) = σess(T0)
by [7, Corollary IX.4.2]. Moreover, if λ ∈ C \ R, then ker(T0 − λ) = {0},
ran(T0−λ) is closed, and (ran(T0−λ))⊥ is finite-dimensional, hence λ /∈σess(T0).
If λ ∈ R\(σp(T0)∪σess(T0)), then ran(T0−λ) is closed and (ran(T0−λ))⊥ is
finite-dimensional. Thus, by the closed graph theorem, (T0−λ)−1 ⊃ (T0−λ)−1
is bounded on ran(T0−λ) ⊃ ran(T0−λ). This proves “=⇒” in (2.4) and implies,
by [3]1 applied to T0, the last claim.
Vice versa, suppose that (T0−λ)−1 is bounded on ran(T0−λ). Since T0−λ is
injective, it follows that ran(T0−λ) = ran(T0 − λ). Hence (T0−λ)−1 is bounded
on ran(T0 − λ). By [3] this implies that the deficiency numbers of T0 are equal.
Since they are finite by assumption and the mapping z 7→ dim(ran(T0 − z))⊥ is
locally constant on the set of points of regular type of T0, it follows that also
dim(ran(T0 − λ))⊥ is finite and hence λ /∈ σess(T0).
1We discovered this reference by a remark in Riesz/Sz.-Nagy’s monograph [24, p. 340].
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By Proposition 2.3 and Lemma 2.4, the essential spectrum of every closed
symmetric extension A of A0 in (2.1) coincides with σess(A0) ⊂ R.
In order to determine σess(A), we employ I.M.Glazman’s decomposition
principle (see [10]). To this end, for an arbitrary subinterval J ⊂ [0,∞) we
denote by AJ the closure of the symmetric operator A0,J in L
2(J)2 generated
by the restriction of A0 to C
2
0 (J)⊕ C10 (J), i.e.
(2.5) AJ = A0,J = A0|C2
0
(J)⊕C1
0
(J);
in particular, A(0,∞)=A0. Then, for arbitrary t0 ∈ (0,∞), the operator A in
L2(0,∞)2 is a finite-dimensional extension of the orthogonal sumA(0,t0)⊕A(t0,∞)
and hence
(2.6) σess(A) = σess(A(0,t0)) ∪ σess(A(t0,∞)),
see e.g. [7, Corollary IX.4.2 and Theorem IX.9.3].
3 Schur complement and essential spectrum
Schur complements are important tools to describe the spectrum, and especially
the essential spectrum, of an operator matrix (see e.g. [25, Sections 2.3, 2.4]).
Here we use the first Schur complement S(λ) of the operator matrix A0 in (2.1).
Formally, S(λ) is given by the scalar second order differential expression
S(λ) := τA − λ− τB(τD − λ)−1τC
= − d
dt
p
d
dt
+ q − λ−
(
− d
dt
b+ c
)
1
d−λ
(
b
d
dt
+ c
)
for λ ∈ C \ d([0,∞)), where d([0,∞)) := {d(t) : t ∈ [0,∞)} is the range of the
function d. If we define, for λ ∈ C \ d([0,∞)),
π(·, λ) := p− |b|
2
d− λ, ρ(·, λ) := −
2 Im(b c)
d− λ + i
∂
∂t
π(·, λ),(3.1)
κ(·, λ) := q − λ− |c|
2
d− λ +
∂
∂t
(
b c
d− λ
)
,(3.2)
it is not difficult to see that S(λ) can be written in the following two ways:
S(λ)= − d
dt
π(·, λ) d
dt
− 2 Im(b c)
d− λ i
d
dt
+ κ(·, λ)(3.3)
= −π(·, λ) d
2
dt2
+ ρ(·, λ) i d
dt
+ κ(·, λ).(3.4)
It is clear that, for λ ∈ R \ d([0,∞)), the differential expression S(λ) is
formally symmetric. For any subinterval J ⊂ [0,∞) and λ ∈ R \ d(J), it
induces a symmetric operator S0,J(λ) in L
2(J) with domain C20 (J); we denote
the closure of S0,J(λ) by SJ(λ):
(3.5) D(S0,J(λ)) := C
2
0 (J), S0,J(λ)u := S(λ)u, SJ(λ) := S0,J(λ).
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The set of points λ where the leading coefficient π(·, λ) of S(λ) vanishes,
and hence classical Sturm–Liouville theory fails, plays an important role. The
following lemma implies that this set is contained in the range of the function
(3.6) ∆(t) := d(t)− |b(t)|
2
p(t)
, t ∈ [0,∞).
Lemma 3.1. i) If λ /∈ d([0,∞)), then
(3.7) π(t, λ) = p(t)
∆(t)− λ
d(t)− λ , t ∈ [0,∞).
ii) For a subinterval J ⊂ [0,∞), the range ∆(J) is given by
∆(J) =
{
d(t) : t ∈J with b(t) = 0} ∪ {λ ∈ R : ∃ t ∈J with π(t, λ) = 0}.
Proof. i) Formula (3.7) follows if we note that, by the definitions of π(·, λ) and
∆ in (3.1) and (3.6),
π(t, λ) = p(t)− p(t)
(
d(t)−∆(t))
d(t)− λ , t ∈ [0,∞).
ii) We have λ ∈ ∆(J) if and only if there is a t ∈ J with p(t)(d(t)−λ) = |b(t)|2.
Since p(t) 6= 0, this holds if and only if b(t) = 0 and λ = d(t), or if b(t) 6= 0
and p(t) = |b(t)|2/(d(t)−λ), i.e. π(t, λ) = 0. Note that the latter automatically
implies that b(t) 6= 0 because p(t) 6= 0.
Remark 3.2. From Assumption (A) and (3.3), (3.7) it follows that the differential
expression S(λ) satisfies the conditions [7, (10.3)] of the existence and uniqueness
theorem [7, Theorem III.10.1] on a subinterval J⊂ [0,∞) for λ∈C\(d(J)∪∆(J));
in fact,
(i) π(·, λ) 6= 0, 1
π(·, λ) ∈ L
1
loc(J),
(ii) − 2 Im(b c)
d− λ
1
π(·, λ) = −
2 Im(b c)
p(∆− λ) ∈ ACloc(J), κ(·, λ) ∈ L
1
loc(J).
Since, in addition, −2 Im(b c)
d− λ ∈ ACloc(J), the symmetric operator S0,J(λ) for
λ ∈ C \ (d(J) ∪∆(J)) also satisfies the conditions of [7, Theorem III.10.7] and
hence the deficiency numbers of S0,J(λ) are ≤ 2.
It is an immediate consequence of [1] that the range of the function ∆ in
(3.6) belongs to the essential spectrum of A; later it will be called the regular
part of the essential spectrum.
Proposition 3.3. For every closed symmetric extension A of the operator A0
in (2.1), we have
∆([0,∞)) ⊂ σess
(
A);
in particular, ∆([0,∞)) = R implies that σess
(
A) = R.
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Proof. If λ ∈ ∆([0,∞)), there exists a t0 ∈ (0,∞) so that λ ∈ ∆([0, t0]). By [1,
Theorem 4.5] and Glazman’s decomposition principle (2.6), we have
λ ∈ ∆([0, t0]) = σess(A(0,t0)) ⊂ σess(A).(3.8)
Since the essential spectrum is closed, the claimed inclusion follows. The last
claim is immediate because σess(A) = σess(A0) ⊂ R.
In order to characterize the essential spectrum of the restrictions A(t0,∞) in
terms of the Schur complement, we need further assumptions on the coefficient
functions in (2.1) and (3.4). To formulate them, the following notation will be
convenient.
Notation 3.4. For functions f : [0,∞)→ C and g : [0,∞)→ R having possibly
improper limits at ∞, we write
f∞ := lim
t→∞
f(t) ∈ C ∪ {∞}, g∞ := lim
t→∞
g(t) ∈ R ∪ {±∞};
if f∞ and g∞ are finite, they will also be used in arithmetic calculations.
Assumption (B). (B1) The possibly improper limit d∞ exists.
(B2) There exist constants β, γ > 0 such that
|b(t)| ≤ β(|d(t)| + 1), |c(t)| ≤ γ(|d(t)|+ 1) for all t ∈ [0,∞).
(B3a) For some (and hence all, see Remark 3.6 below) λ ∈ R \ {d∞} there exists
tλ ∈ [0,∞) such that λ /∈ d([tλ,∞)) and
π(·, λ) is a bounded function on [tλ,∞).
(B3b) For every λ ∈ R \ (∆([0,∞)) ∪ {d∞}) there exists a tλ ∈ [0,∞) such that
λ /∈ d([tλ,∞)) and
ρ(·, λ), κ(·, λ), 1
π(·, λ) are bounded functions on [tλ,∞).
Remark 3.5. If Assumption (B1) holds, then ∆([0,∞)) = R is only possible if
d∞ = +∞; otherwise, if d∞ < +∞, it is immediate that ∆([0,∞)) is bounded
from above since p > 0 by Assumption (A).
Remark 3.6. If (B3a) holds for some λ0 ∈ R \ {d∞}, then the identity
(3.9) π(·, λ) − π(·, λ0) = (λ0 − λ) |b|
2
(d− λ)(d − λ0)
and Assumption (B2) on b ensure that (B3a) holds for all λ ∈ R \ {d∞} if we
choose tλ ≥ tλ0 .
Lemma 3.7. Suppose that ∆([0,∞)) 6= R, and let λ ∈ R \ (∆([0,∞))∪{d∞}).
Then there exists a tλ ∈ (0,∞) such that λ /∈ d([tλ,∞)) and, with this tλ,
(3.10) λ ∈ σess(A(tλ,∞)) ⇐⇒ 0 ∈ σess(S(tλ,∞)(λ)).
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Proof. As ∆ is continuous due to Assumption (A), the condition ∆([0,∞)) 6= R
implies that ∆([0,∞)) is a proper subinterval of R. The existence of tλ with
λ /∈ d([tλ,∞)) is immediate from Assumption (B1) on the existence of the
(possibly improper) limit d∞.
In order to prove the equivalence (3.10), we fix λ ∈ R\(∆([0,∞))∪d([tλ,∞)))
and we abbreviate J := (tλ,∞).
By the definitions (2.5), (3.5), we have AJ = A0,J , SJ(λ) = S0,J(λ) and
hence we have to prove that
(3.11) λ ∈ σess(A0,J ) ⇐⇒ 0 ∈ σess
(
S0,J(λ)
)
.
First we show that Lemma 2.4 can be applied to the operators A0,J and S0,J(λ).
By Remark 3.2, the operator S0,J(λ) is symmetric with deficiency num-
bers ≤ 2; moreover, 0 /∈ σp
(
S0,J(λ)
)
since every eigenfunction y of S0,J(λ) must
satisfy the second order differential equation S(λ)y = 0 and the boundary condi-
tions y(tλ) = y
′(tλ) = 0 and hence would have to vanish identically. By Propo-
sition 2.3, the operator A0,J is symmetric with deficiency numbers ≤ 2. Further,
it is not difficult to check that λ ∈ σp
(
A0,J
)
implies that 0 ∈ σp
(
S0,J(λ)
)
, which
was excluded above. Hence λ /∈ σp
(
A0,J
)
.
Now Lemma 2.4 implies that σess
(
A0,J
) ⊂ R, σess(S0,J(λ)) ⊂ R and that
we can use the characterization (2.4) for both sets.
“⇐=” in (3.11): Assume that λ /∈ σess
(
A0,J
)
. By (2.4), the claim is proved
if we show that S0,J(λ)
−1 is bounded on ranS0,J (λ). Let f ∈ ranS0,J(λ),
f = S0,J(λ)u with u ∈ C20 (J). By Assumption (A), we have
v := − 1
d− λ
(
b
d
dt
+ c
)
u ∈ C10 (J).
Hence (u, v)t ∈ C20 (J)⊕ C10 (J) = D(A0,J) and, by the definition of v,(
A0,J − λ
)(u
v
)
=
(
S0,J(λ)u
0
)
=
(
f
0
)
.
Since λ /∈σess
(
A0,J
)
, we know that (A0,J−λ)−1 is bounded on ran(A0,J−λ) by
(2.4). If P1 denotes the projection onto the first component in L
2(J)2, then
S0,J(λ)
−1f = u = P1(A0,J − λ)−1
(
f
0
)
.
Hence S0,J(λ)
−1 is bounded on ranS0,J (λ) and so 0 /∈ σess
(
S0,J(λ)
)
by (2.4).
“=⇒” in (3.11): Suppose that 0 /∈ σess
(
S0,J(λ)
)
. Then, by Lemma 2.4, there
exists a self-adjoint extension S˜J(λ) of S0,J(λ) such that 0 ∈ ρ(S˜J(λ)). By (2.4),
the claim is proved if we show that (A0,J − λ)−1 is bounded on ran(A0,J − λ).
Let (f, g)t ∈ ran(A0,J − λ),
(3.12)
(
f
g
)
= (A0,J − λ)
(
u
v
)
⇐⇒ (A0 − λ)u +B0v = f
C0u+ (D0 − λ)v = g
with (u, v)t ∈ D(A0,J ) = C20 (J)⊕C10 (J). The latter and Assumption (A) imply
that (D0−λ)−1C0u ∈ C10 (J), and the second equation shows that (D0−λ)−1g =
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(D0 − λ)−1C0u + v ∈ C10 (J). Solving the second equation for v, we can thus
substitute v = −(D0−λ)−1C0u+ (D0 −λ)−1g into the first equation to obtain
(A0 − λ)u −B0(D0 − λ)−1C0u = f −B0(D0 − λ)−1g.
Since the left hand side equals S0,J(λ)u = S˜J(λ)u and S˜J(λ) is boundedly
invertible, it follows that
u = S˜J(λ)
−1f − S˜J(λ)−1B0(D0 − λ)−1g.
Inserting this back into the above formula for v, we find that
v = −(D0−λ)−1C0S˜J (λ)−1f+(D0−λ)−1g+(D0−λ)−1C0S˜J(λ)−1B0(D0−λ)−1g.
If we use the decomposition S˜J(λ)
−1= |S˜J(λ)|−1/2 sign S˜J (λ)|S˜J (λ)|−1/2, ob-
serve that B0 = C
∗
0 |C1
0
(J) and introduce the operator
F (λ) := (D0 − λ)−1C0|S˜J (λ)|− 12 ,
it follows that
F (λ)∗ ⊃ |S˜J(λ)|− 12B0(D0 − λ)−1.
Hence the above relations for u and v can be written in matrix form asu
v
=
 S˜J(λ)−1 −|S˜J(λ)|− 12 signS˜J(λ)F (λ)∗
−F (λ) signS˜J(λ) |S˜J (λ)|− 12 (D0−λ)−1+F (λ) signS˜J(λ)F (λ)∗
f
g
.
By (3.12), the above block operator matrix is equal to (A0,J −λ)−1. If we show
that F (λ) is a bounded operator in L2(J), then all entries in this operator matrix
are bounded in L2(J) and hence (A0,J−λ)−1 is bounded on ran(A0,J−λ), which
implies that λ /∈ σess(A0,J ) by (2.4).
By Assumption (B2) and since λ /∈ d(J), we have∣∣∣∣ b(t)d(t)− λ
∣∣∣∣ ≤ β |d(t)|+ 1|d(t)− λ| ,
∣∣∣∣ c(t)d(t) − λ
∣∣∣∣ ≤ γ |d(t)| + 1|d(t)− λ| , t ∈ J.
Therefore the functions on the left hand sides are bounded on J and hence the
closure of the first order differential operator
(D0 − λ)−1C0 = b
d− λ
d
dt
+
c
d− λ
is bounded from the first order Sobolev space W 1,2(J) to L2(J).
By Assumptions (B3a), (B3b), the functions π(·, λ), 1
π(·, λ) , ρ(·, λ), and
κ(·, λ), are bounded on J and hence the self-adjoint realization S˜J(λ) of the
differential expression
S(λ) = π(·, λ)
(
− d
2
dt2
+
ρ(·, λ)
π(·, λ) i
d
dt
+
κ(·, λ)
π(·, λ)
)
is bounded from the second order Sobolev space W 2,2(J) to L2(J). Thus
the domain D(|S˜J (λ)|1/2) (which is equal to the form domain of S˜J(λ)) is ei-
ther W 1,2(J) or W 1,20 (J) (the closure of C
∞
0 (J) in W
1,2(J)), and the operator
|S˜J(λ)|−1/2 is bounded from L2(J) to W 1,2(J).
Altogether this implies that F (λ) ⊂ (D0 − λ)−1C0|S˜J(λ)|−1/2 is a bounded
operator in L2(J).
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4 Main result
The description of the singular part of the essential spectrum in our main result
depends only on the limits at∞ of certain functions formed out of the coefficients
of the original operator matrix A0. Here the following assumption is crucial.
Assumption (C). For λ ∈ R \ (∆([0,∞)) ∪ {d∞}) the following limits exist
and are finite:( ρ(·, λ)
π(·, λ)
)
∞
= lim
t→∞
ρ(t, λ)
π(t, λ)
,
(κ(·, λ)
π(·, λ)
)
∞
= lim
t→∞
κ(t, λ)
π(t, λ)
.
Observe that, if λ 6= d∞, the functions π(t, λ), ρ(t, λ), and κ(t, λ) given by
(3.1), (3.2) are defined for all sufficiently large t ∈ [0,∞).
We emphasize that we do not require that the limits π(·, λ)∞, ρ(·, λ)∞,
κ(·, λ)∞ of the denominator and the numerators in Assumption (C) exist sepa-
rately; this particular case will be studied in the next section.
Remark 4.1. It is easy to see that Assumptions (B3a) and (C) imply (B3b).
Although the coefficient functions ρ(·, λ) and κ(·, λ) may be complex-valued
for real λ, the fact that they originate from the symmetric differential expression
S(λ) (for real λ) and the existence of the limits in Assumption (C) above have
the following implications.
Lemma 4.2. If Assumptions (A), (B), and (C) hold, then for λ ∈ R\(∆([0,∞))
∪{d∞}
)
the following limits exist, are finite and satisfy
(4.1)
( ∂
∂tπ(·, λ)
π(·, λ)
)
∞
= 0,
( ρ(·, λ)
π(·, λ)
)
∞
∈ R,
(κ(·, λ)
π(·, λ)
)
∞
∈ R.
Proof. Let λ ∈ R \ (∆([0,∞)) ∪ {d∞}) be arbitrary.
By Assumptions (B3a), (B3b), there is a tλ > 0 such that λ /∈ d([tλ,∞)) and
the functions π(t, λ), 1pi(t,λ) are bounded on [tλ,∞). It follows from the particular
form of the coefficient ρ(·, λ) in (3.1) and Assumption (C) that the limits
γ(λ) :=
( ∂
∂tπ(·, λ)
π(·, λ)
)
∞
= Im
( ρ(·, λ)
π(·, λ)
)
∞
(4.2)
coincide, exist and are finite. If γ(λ) > 0, then there is a t′λ ∈ [tλ,∞) with
∂
∂t
pi(t,λ)
pi(t,λ) ≥ 12γ(λ) for t ∈ [t′λ,∞). Hence Gronwall’s Lemma implies that
π(t, λ) ≥ π(t′λ, λ) · exp
(1
2
(t− t′λ)γ(λ)
)
, t ∈ [t′λ,∞),
contradicting the fact that π(t, λ) is bounded on [tλ,∞). Similarly, if γ(λ) < 0,
we obtain a contradiction to the boundedness of 1pi(t,λ) on [tλ,∞). Therefore,
γ(λ) = 0 and hence by (4.2) the claims for the first two limits in (4.1) are proved.
The particular form of the coefficients ρ(·, λ), κ(·, λ) in (3.1), (3.2) and the
fact that π(·, λ) is real-valued imply that, for t ∈ [tλ,∞),
Im
κ(t, λ)
π(t, λ)
=
1
2
∂
∂t Re ρ(t, λ)
π(·, λ)(4.3)
=
1
2
(
∂
∂t
(
Re
( ρ(t, λ)
π(t, λ)
))
+Re
( ρ(t, λ)
π(t, λ)
) ∂
∂tπ(t, λ)
π(t, λ)
)
.(4.4)
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According to Assumption (C) and (4.2), the limits at ∞ of the function on the
left hand side of (4.3) and of the two factors of the second term in (4.4) exist.
Hence also the limit of the first term in (4.4) exists and, by the first equality
in (4.1),
Im
(κ(·, λ)
π(·, λ)
)
∞
=
1
2
(
∂
∂t
(
Re
( ρ(·, λ)
π(·, λ)
)))
∞
.(4.5)
Since by Assumption (C) the limit
(
Re
(
ρ(·,λ)
pi(·,λ)
))
∞
exists, the limit on the right
hand side of (4.5) has to be equal to 0, which proves the third claim.
The following theorem, which is the main result of this paper, contains
an explicit description of the essential spectrum of the (closure of the) matrix
differential operator in (2.1). It consists of a regular part determined by the
behaviour of the coefficients within the interval [0,∞), and of a singular part
determined by the behaviour at ∞ of certain functions of the coefficients and
some of their derivatives.
Theorem 4.3. Suppose that Assumptions (A), (B), and (C) are satisfied. Then
the essential spectrum of every closed symmetric extension A of the operator A0
in (2.1) is given by
σess
(
A
) \ {d∞} = (σ ress(A) ∪ σ sess(A)) \ {d∞}
where
σ ress
(
A
)
:=∆
(
[0,∞)),
σ sess
(
A
)
:=
{
λ∈R\(∆([0,∞))∪{d∞}) :( ρ(·, λ)
π(·, λ)
)2
∞
− 4
(
κ(·, λ)
π(·, λ)
)
∞
≥ 0
}
with ∆ given by (3.6) and π(·, λ), ρ(·, λ), and κ(·, λ) defined as in (3.1), (3.2).
Proof. If ∆([0,∞)) = R, then σess(A) = R by Proposition 3.3 and there is
nothing left to prove.
Now suppose that ∆([0,∞)) 6= R and let λ /∈ (∆([0,∞))∪ {d∞}). Then, by
Lemma 3.7, there exists tλ ∈ (0,∞) such that λ /∈
(
∆([0,∞)) ∪ d([tλ,∞))
)
. In
particular, by (3.8), λ /∈ ∆([0, tλ]) = σess(A(0,tλ)). Hence Glazman’s decompo-
sition principle and (3.10) imply that
λ ∈ σess(A) ⇐⇒ λ ∈ σess(A(tλ,∞)) ⇐⇒ 0 ∈ σess(S(tλ,∞)(λ)).(4.6)
By Assumptions (B3a), (B3b), the functions π(·, λ) and 1pi(·,λ) are bounded on
[tλ,∞) and hence
0 ∈ σess(S(tλ,∞)(λ)) ⇐⇒ 0 ∈ σess
( 1
π(·, λ)S(tλ,∞)(λ)
)
.
By Assumptions (A) and (C), the differential operator
(4.7)
1
π(·, λ)S(tλ,∞)(λ) = −
d2
dt2
+
ρ(·, λ)
π(·, λ) i
d
dt
+
κ(·, λ)
π(·, λ)
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satisfies the conditions of [7, Corollary IX.9.4] with m=2, a2=−1, a1= ρ(·,λ)pi(·,λ) ,
and a0 =
κ(·,λ)
pi(·,λ) , except for a
′
1 ∈ L∞(I) in [7, p. 445, (iii)]. However, a closer
look at the proofs in [7, Section IX.9] shows that it is enough to assume that
a′1 ∈ L∞,loc(I) therein.2 The latter is guaranteed, in our case, by Assumption
(A) which ensures that a′1 is continuous. Therefore [7, (9.19)] for k = 3 applies
and yields that
(4.8) σess
(
1
π(·, λ)S(tλ,∞)(λ)
)
=
{
ξ2 +
( ρ(·, λ)
π(·, λ)
)
∞
ξ +
(κ(·, λ)
π(·, λ)
)
∞
: ξ ∈ R
}
.
Hence
0 ∈ σess(S(tλ,∞)(λ)) ⇐⇒ ∃ ξ ∈ R : ξ2 +
( ρ(·, λ)
π(·, λ)
)
∞
ξ +
(κ(·, λ)
π(·, λ)
)
∞
= 0.(4.9)
By Lemma 4.2, the coefficients of the above quadratic equation are both real
and hence a real solution ξ exists if and only if the corresponding discriminant
D(λ) is non-negative, i.e.
(4.10) D(λ) :=
( ρ(·, λ)
π(·, λ)
)2
∞
− 4
(κ(·, λ)
π(·, λ)
)
∞
≥ 0.
5 The form of the essential spectrum
In this section we describe the regular part σ ress
(
A
)
and the singular part σ sess
(
A
)
of the essential spectrum of A. For the singular part we consider the special
case of Assumption (C) where the limits of the functions π(·, λ), ρ(·, λ), and
κ(·, λ) exist separately.
Throughout this section we assume that Assumptions (A), (B1), (B2), (B3a),
and (B3b) on the functions p, q, b, c, and d are satisfied; in particular, the
possibly improper limit d∞ = limt→∞ d(t) exists by (B1).
5.1. The regular part. By Theorem 4.3 the regular part of the essential
spectrum of A is the closure of the range of the function ∆ defined in (3.6),
∆(t) := d(t)− |b(t)|
2
p(t)
, t ∈ [0,∞).
The range of ∆ is an interval since d, b, p are continuous and p > 0 by (A). Let
(5.1) δ− := inf
t∈[0,∞)
∆(t), δ+ := sup
t∈[0,∞)
∆(t).
Proposition 5.1. Assume that Assumptions (A), (B1), (B2), (B3a), and (B3b)
are satisfied.
i) If d∞ ∈ R, then σ ress(A) is bounded from above, i.e. δ+ ∈ R, and
σ ress(A) =
 [δ−, δ+] with δ−∈ R if lim inft→∞ p(t) > 0,(−∞, δ+] if lim inf
t→∞
p(t) = 0.
2We thank W.D. Evans for this personal communication.
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ii) If d∞ = +∞, then
σ ress(A) = [δ−, δ+] if lim inft→∞
(p
d
)
(t) > 0
and, in the case ∆([0,∞)) 6= R,
σ ress(A) =

[s,+∞) if lim inf
t→∞
(p
d
)
(t) = 0, lim inf
t→∞
(
p− |b|
2
d
)
(t) > 0,
(−∞, s] if lim inf
t→∞
(p
d
)
(t) = 0, lim sup
t→∞
(
p− |b|
2
d
)
(t) < 0.
iii) If d∞ = −∞, then
σ ress(A) = (−∞, δ+].
Proof. i) Since d∞ ∈ R, the function d is bounded. Because p > 0 by (A),
the estimate ∆(t) ≤ d(t), t ∈ [0,∞), shows that in this case σ ress(A) is always
bounded from above.
If inft≥0 p(t) > 0, then
1
p is bounded. Since d is bounded, so is b by Assump-
tion (B2). Altogether this implies that ∆ is bounded.
If inft≥0 p(t) = 0, then there exist a sequence (tn)
∞
0 with tn → ∞ and
p(tn)→ 0 for n→∞. If (∆(tn))∞0 were bounded from below, this would imply
b(tn)→ 0 for n→∞ and hence
π(tn, λ) = p(tn)− |b(tn)|
2
d(tn)− λ → 0, n→∞,
for all λ ∈ (max{δ+, d∞},∞) ⊂ R \∆([0,∞)), a contradiction to Assumption
(B3b). Therefore the range of ∆ is not bounded from below in this case.
ii) If d∞ = +∞, then d is bounded from below and there exists a t0 ∈ [0,∞)
such that d(t) > 1, t ∈ [t0,∞). Then Assumption (B2) implies that |b(t)||d(t)| ≤ 2β,
t ∈ [t0,∞). By Assumption (B3a) and Remark 3.6, we may fix an arbitrary
λ < min{d(t) : t ∈ [0,∞)} such that π(·, λ) is bounded on [0,∞). In the
following we use the identity
(5.2) π(t, λ) = p(t)− |b(t)|
2
d(t)
− λ |b(t)|
2
d(t)2
1
1− λd(t)
, t ∈ [0,∞).
As |b|d is bounded on [t0,∞) and d∞ = +∞, the last term on the right
hand side of (5.2) is bounded for t ∈ [t0,∞). Since π(t, λ) is bounded for
t ∈ [0,∞) by Assumption (B3a), p(t)− |b(t)|2d(t) is bounded on [t0,∞). Therefore,
if lim inft→∞
(
p
d
)
(t) > 0, the relation
(5.3) ∆(t) =
d(t)
p(t)
(
p(t)− |b(t)|
2
d(t)
)
, t ∈ [0,∞),
shows that ∆ is bounded, i.e. δ± ∈ R and ∆([0,∞)) = [δ−, δ+].
Now suppose that σress(A)=∆([0,∞)) 6=(−∞,∞) and lim inft→∞
(
p
d
)
(t) = 0.
Then there exists a sequence (tn)
∞
0 with tn → ∞ and p(tn)d(tn) ց 0 for n → ∞.
By Assumptions (B3a), (B3b), we may choose an arbitrary λ /∈ ∆([0,∞)) and
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corresponding tλ ∈ [0,∞) such that λ /∈ d([tλ,∞)) and the functions π(·, λ),
1
pi(·,λ) are bounded on [tλ,∞). This, together with the relation
|b(t)|2
d(t)2
=
(
1− λ
d(t)
)(p(t)
d(t)
− π(t, λ)
d(t)
)
, t ∈ [tλ,∞),(5.4)
and the assumption that d∞ = +∞, implies that |b(tn)|
2
d(tn)2
→ 0 for n→∞. From
(5.2) and the boundedness of 1pi(·,λ) on [tλ,∞), we conclude that there exist
c > 0 and N ∈ N such that∣∣∣p(tn)− |b(tn)|2
d(tn)
∣∣∣ ≥ c > 0, n ≥ N,
and hence
|∆(tn)| =
∣∣∣d(tn)
p(tn)
∣∣∣∣∣∣p(tn)− |b(tn)|2
d(tn)
∣∣∣→∞, n→∞.
Depending on the sign of p − |b|2d , the range of ∆ is thus either unbounded
from above or from below. Since ∆([0,∞)) is an interval and we had assumed
∆([0,∞)) 6= (−∞,∞), the second claim in ii) follows.
iii) If d∞ = −∞, then d is bounded from above and the claim follows from
the estimates
∆(t) ≤ d(t) ≤ sup
τ∈[0,∞)
d(τ) <∞, t ∈ [0,∞).
5.2. The singular part. The following Assumptions (C1), (C2), and (C3)
imply Assumptions (B3a), (B3b), and (C); we continue to use Notation 3.4 to
denote limits for t→∞.
Since σess(A) = R if ∆([0,∞)) = R by Proposition 3.3, we may assume
∆([0,∞)) 6= R in this subsection.
Special case of Assumption (C). (C1) For λ ∈ R \ (∆([0,∞))∪{d∞}) the
following limits exist and are finite:
π(·, λ)∞,
( ∂
∂t
π(·, λ)
)
∞
,
and π(·, λ)∞ 6= 0 for some (and hence all) λ.
(C2) For λ ∈ R \ {d∞} the limits
(
bc
d− λ
)
∞
,
(
∂
∂t
bc
d− λ
)
∞
exist and are finite.
(C3) For λ ∈ R \ {d∞} the limit
(
q − λ− |c|
2
d− λ
)
∞
exists and is finite.
Remark 5.2. i) Assumptions (C1) and (C2) imply that( ∂
∂t
π(·, λ)
)
∞
= 0,
( ∂
∂t
bc
d− λ
)
∞
= 0.(5.5)
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Together with the definition of ρ(·, λ) in (3.1) and of κ(·, λ) in (3.2), it follows
that the limits ρ(·, λ)∞, κ(·, λ)∞ exist, are finite and have the form
ρ(·, λ)∞ = −
(2 Im (bc)
d− λ
)
∞
, κ(·, λ)∞ =
(
q − λ− |c|
2
d− λ
)
∞
.
ii) Due to (3.7), for the last condition in (C1) we have the equivalence
π(·, λ)∞ 6= 0 ⇐⇒
 lim inft→∞
( p
|d|
)
(t) > 0 if d∞ ∈ {±∞},
lim inf
t→∞
p(t) > 0 if d∞ ∈ R.
In the sequel we determine the form of the limits π(·, λ)∞, ρ(·, λ)∞, κ(·, λ)∞
as functions of λ. They depend on whether the limit d∞ = limt→∞ d(t) ∈
R ∪ {±∞} (which exists by Assumption (B1)) is finite or not.
Assumption (C1) (for two different values of λ) together with (5.2) and (3.9)
implies that the limits
(
p− |b|
2
d
)
∞
,
( |b|2
d2
)
∞
if d∞ = ±∞,
p∞ (≥ 0) , (|b|2)∞ if d∞ ∈ R,
exist, are finite and that the limit π(·, λ)∞ has the form
π(·, λ)∞ =
(
p− |b|
2
d− λ
)
∞
=

(
p− |b|
2
d
)
∞
− λ
( |b|2
d2
)
∞
if d∞ = ±∞,
p∞ − (|b|
2)∞
d∞ − λ if d∞ ∈ R.
(5.6)
Remark 5.2 implies that the limits
( Im(bc)
d
)
∞
if d∞ = ±∞,
(Im(bc))∞ if d∞ ∈ R,
exist, are finite and that ρ(·, λ)∞ has the form
ρ(·, λ)∞ =

−2
( Im(bc)
d
)
∞
if d∞ = ±∞,
−2(Im(bc))∞
d∞ − λ if d∞ ∈ R.
(5.7)
Assumption (C3) implies that the limits
(
q − |c|
2
d
)
∞
,
( |c|2
d2
)
∞
if d∞ = ±∞,
q∞, (|c|2)∞ if d∞ ∈ R,
exist, are finite and that κ(·, λ)∞ has the form
κ(·, λ)∞ =

(
q − |c|
2
d
)
∞
− λ
(
1 +
( |c|2
d2
)
∞
)
if d∞ = ±∞,
q∞ − λ− (|c|
2)∞
d∞ − λ if d∞ ∈ R.
(5.8)
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Proposition 5.3. Suppose that Assumptions (A), (B1), (B2), (C1), (C2), and
(C3) are satisfied. Then there exist s−, s+, s ∈ R, s− ≤ s+ ≤ s, such that the
following hold:
i) if d∞ ∈ R, then
σ sess
(
A
)
=

(
[s−, s+] ∪ [s,+∞)
) \ (∆([0,∞)) ∪ {d∞})
or [s,+∞) \ (∆([0,∞)) ∪ {d∞})
}
if p∞>0,(
(−∞, s−] ∪ [s+,+∞)
) \ (∆([0,∞)) ∪ {d∞}) if p∞=0;
ii) if d∞ = +∞, then
σ sess
(
A
)
=

[s−, s+] \∆([0,∞)) if
( |b|2
d2
)
∞
> 0,
[s,+∞) \∆([0,∞)) if
( |b|2
d2
)
∞
= 0,
(
p− |b|
2
d
)
∞
> 0,
(−∞, s] \∆([0,∞)) if
( |b|2
d2
)
∞
= 0,
(
p− |b|
2
d
)
∞
< 0;
iii) if d∞ = −∞, then
σ sess
(
A
)
=

[s−, s+] \∆([0,∞)) if
( |b|2
d2
)
∞
> 0,
[s,+∞) \∆([0,∞)) if
( |b|2
d2
)
∞
= 0.
Proof. By Assumptions (C1), (C2), and (C3), the condition D(λ) ≥ 0 in (4.10)
for λ to belong to σ sess
(
A
)
is equivalent to
ρ(·, λ)2∞ − 4κ(·, λ)∞π(·, λ)∞ ≥ 0.(5.9)
i) If d∞ ∈ R, then (5.9) has the form
(5.10) (Im(bc))2∞ ≥
(
(q∞ − λ)(d∞ − λ)− (|c|2)∞
)(
p∞(d∞ − λ)− (|b|2)∞
)
.
The polynomial on the right hand side is at most cubic in λ with leading coeff-
cient −p∞; if p∞ = 0, then the leading quadratic coefficient−(|b|2)∞ is negative;
note that (|b|2)∞ 6= 0 since otherwise 1pi(·,λ) would not be bounded.
ii), iii) If d∞ = ±∞, then the relations (5.6), (5.7), and (5.8) imply that
(5.9) has the form( Im(bc)
d
)2
∞
≥
((
p− |b|
2
d
)
∞
− λ
( |b|2
d2
)
∞
)((
p− |b|
2
d
)
∞
− λ
(
1 +
( |b|2
d2
)
∞
))
.
The polynomial on the right hand side is at most quadratic in λ; more precisely,
if
( |b|2
d2
)
∞
> 0 it is quadratic with non-negative leading coefficient and non-
negative discriminant; if
( |b|2
d2
)
∞
= 0, it is linear with leading coefficient having
the opposite sign as
(
p − |b|2d
)
∞
, and constant 0 if the latter is 0. Moreover, if
d∞ = −∞, then
(
p− |b|2d
)
∞
> 0.
Now all claims in i), ii), iii) follow from elementary sign considerations.
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Remark 5.4. i) If d∞ ∈ R, the last factor in (5.10) is equal to p∞(∆∞ − λ) by
(3.6) and hence ∆∞ ∈ [δ−, δ+] satisfies inequality (5.9).
ii) If d∞ = ±∞, the relation (5.4) shows that
( |b|2
d2
)
∞
=
(p
d
)
∞
.
5.3. The whole essential spectrum. If we combine the information about
the regular and singular part, we obtain the following result for the essential
spectrum of A.
Theorem 5.5. Suppose that Assumptions (A), (B1), (B2), (C1), (C2), and
(C3) are satisfied. Then the essential spectrum of every closed symmetric ex-
tension A of the operator A0 in (2.1) has the following form:
i) if d∞ ∈ R, then
σess(A)\{d∞} =

(
[min{s−, δ−},max{s+, δ+}] ∪ [s,∞)
) \ {d∞}
or
(
[min{s, δ−},∞)
) \ {d∞}
}
if p∞> 0,(
(−∞,max{s−, δ+}] ∪ [s+,∞)
) \ {d∞} if p∞= 0;
ii) if d∞ = +∞, then
σess(A) =

[min{s−, δ−},max{s+, δ+}] if
(p
d
)
∞
> 0,
[min{s, δ−},∞) if
(p
d
)
∞
= 0,
(
p− |b|
2
d
)
∞
> 0,
(−∞,max{s, δ+}] if
(p
d
)
∞
= 0,
(
p− |b|
2
d
)
∞
< 0;
iii) if d∞ = −∞, then
σess(A) =

(−∞,max{s+, δ+}] if
(p
d
)
∞
> 0,
(−∞, δ+] ∪ [s,∞) if
(p
d
)
∞
= 0;
here δ−, δ+ are given by (5.1) and s−, s+, s are as in Proposition 5.3.
Proof. All claims follow from the respective claims in Propositions 5.1 and 5.3,
observing Remark 5.4 i) and ii).
Note that the intervals in i) and iii) of Theorem 5.5 need not be disjoint; e.g.
if d∞ ∈ R and p∞ > 0 it may happen that between the two intervals [s−, s+],
[s,∞) in σ sess(A) there is a gap which is covered by σ ress(A)=∆([0,∞))=[δ−, δ+].
An even more particular case of Theorem 4.3 is that all coefficients p, q, b,
c, and d have limits at ∞, or that they are even constant.
Example 5.6. Suppose that all the limits
p∞, q∞, b∞, c∞, d∞ and (p
′)∞, (b
′)∞, (c
′)∞, (d
′)∞,
exist and are finite (which implies that the limits of all derivatives are 0), that
p∞ > 0, and that Im(b∞c∞) = 0 (which holds e.g. if b and c are real-valued).
Then, with
17
∆∞ := d∞ − |b∞|
2
p∞
, δ− = inf
t∈[0,∞)
∆(t), δ+ = sup
t∈[0,∞)
∆(t),
Λ±∞ :=
q∞ + d∞
2
±
√(
q∞ − d∞
2
)2
+ |c∞|2,
the essential spectrum of every closed symmetric extension A of A0 in (2.1) is
given by
σess(A)\{d∞}=
(
[δ−, δ+]∪
[
min
{
∆∞,Λ
−
∞
}
,max
{
∆∞,Λ
−
∞
}]∪ [Λ+∞,∞))\{d∞};
note that the points Λ±∞ are the eigenvalues of the 2× 2 matrix(
q∞ c∞
c∞ d∞
)
whose entries are the limits of the lowest order terms in A. In fact, the assump-
tions imply that not only Assumptions (B) and (C) are satisfied, but even the
stronger assumptions (C1) and (C2) of Section 3.2 with (ρ(·, λ))∞ = 0. Since
d∞ ∈ R, we know from Theorem 5.5 that σess(A) consists of at most two inter-
vals, possibly one bounded and one unbounded interval extending to +∞, plus
perhaps the point d∞.
More precisely, Proposition 5.1 i) and Theorem 4.3 imply that σ ress(A) =
∆([0,∞)) = [δ−, δ+] and
σ sess(A) =
{
λ ∈ R \ (∆([0,∞)) ∪ {d∞}) : (κ(·, λ)
π(·, λ)
)
∞
≤ 0}
=
{
λ ∈ R \ (∆([0,∞)) ∪ {d∞}) : (q∞ − λ)(d∞ − λ)− |c∞|2
p∞(d∞ − λ)− |b∞|2 ≤ 0
}
.
The zeros of the quadratic polynomial in the numerator above are Λ−∞ ≤ Λ+∞,
while the zero of the linear function in the denominator is ∆∞. The claim for
σ sess
(
A
)
follows from mere sign considerations if we observe, in addition, that
Λ+∞ ≥
q∞ + d∞
2
+
∣∣∣∣q∞ − d∞2
∣∣∣∣ = max{q∞, d∞} ≥ d∞ ≥ d∞ − |b∞|2p∞ = ∆∞,
where we have used that p∞ > 0.
A particular case of the example above is the block operator matrix
A0 =
−p∞ d
2
dt2
+ q∞ −b∞ d
dt
b∞
d
dt
d∞

with constant coefficients, c ≡ 0, and p∞ > 0 in L2(0,∞)⊕ L2(0,∞). Then
∆∞ = δ− = δ+ = d∞ − |b∞|
2
p∞
, Λ+∞ = max{d∞, q∞}, Λ−∞ = min{d∞, q∞}
and
σess(A)=

[
d∞− |b∞|
2
p∞
, d∞
] ∪ [q∞,∞) if d∞≤q∞,[
min
{
d∞− |b∞|
2
p∞
, α
}
,max
{
d∞− |b∞|
2
p∞
, q∞
}] ∪ [d∞,∞) if d∞>q∞.
Hence, if q∞ = d∞, then σess(A) consists of one interval; otherwise, it consists
of two intervals.
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6 Matrix differential operators on (0, 1]
In this section we consider matrix differential operators defined on (0, 1] for
which 0 is a singular end-point and which are symmetric in a product of weighted
L2-spaces.
Using a suitable transformation to the interval [0,∞), we establish assump-
tions on the behaviour of the original coefficients in (0, 1] allowing us to prove
an analogue of Theorem 4.3.
We consider the differential expressions
τA˜ := −
1
w1
d
dx
p˜
d
dx
w2 + q˜, τB˜ := −
d
dx
b˜ − w
′
w
b˜ + c˜ ,
τC˜ := b˜
d
dx
+ c˜, τD˜ := d˜,
with coefficient functions p˜, q˜, b˜, c˜, d˜, and w1, w2, w := w1w2 satisfying the
following.
Assumption (A˜). p˜, d˜ ∈ C2((0, 1],R), b˜ ∈ C2((0, 1],C), c˜ ∈ C1((0, 1],C),
q˜ ∈ C((0, 1],R) with p˜(x) > 0, x ∈ (0, 1], and w1, w2 ∈ C2((0, 1],R) with
w = w1w2 > 0 on (0, 1).
We denote by A˜0, B˜0, C˜0, and D˜0 the operators in the weighted Hilbert space
L2((0, 1), w) induced by the differential expressions τA˜, τB˜ , τC˜ , τD˜ with domains
D(A˜0) := C
2
0 ((0, 1)), D(B˜0) = D(C˜0) := C
1
0 ((0, 1)), D(D˜0) := C0((0, 1)).
In the Hilbert space L2((0, 1), w)2 = L2((0, 1), w)⊕L2((0, 1), w) we consider the
matrix differential operator
(6.1)
A˜0 :=
(
A˜0 B˜0
C˜0 D˜0
)
=
−
1
w1
d
dx
p˜
d
dx
w2 + q˜ − d
dx
b˜ − w
′
w
b˜ + c˜
b˜
d
dx
+ c˜ d˜
 ,
D(A˜0) := C
2
0 ((0, 1))⊕ C10 ((0, 1)).
Note that, with respect to the scalar product in L2((0, 1), w), the differential
expression defining A˜0 is symmetric and those defining B˜0, C˜0 are formally
adjoint to each other.
Consider the first Schur complement of the matrix A˜0, which is formally
given by the second order differential expression
S˜(λ) := τA˜ − λ− τB˜(τD˜ − λ)−1τC˜ = −π˜(·, λ)
d2
dx2
+ ρ˜(·, λ) i d
dx
+ κ˜(·, λ)
for λ ∈ C \ d˜((0, 1]) with coefficients
π˜(·, λ) := w2
w1
p˜− |˜b|
2
d˜− λ
, ρ˜(·, λ) := −2 Im(˜b c˜ )
d˜− λ
+ i
1
w
∂
∂x
(
wπ˜(·, λ)),(6.2)
κ˜(·, λ) := q˜ − λ− |c˜|
2
d˜− λ
+
1
w
(
w
b˜ c˜
d˜− λ
)′
− (p˜w
′
2)
′
w1
.(6.3)
19
Define
(6.4) ∆˜(x) := d˜(x) − w1(x)
w2(x)
|˜b(x)|2
p˜(x)
, x ∈ (0, 1].
Assumption (B˜). (B˜1) The possibly improper limit d˜0 := lim
x→0+
d˜(x) exists;
(B˜2) there exist constants β˜, γ˜ > 0 such that∣∣∣ b˜(x)
x
∣∣∣ ≤ β˜(|d˜(x)|+ 1), |c˜(x)| ≤ γ˜(|d˜(x)| + 1) for all x ∈ (0, 1];
(B˜3a) for some (and hence all) λ ∈ R\{d˜0} there exists an xλ ∈ (0, 1) such that
π˜(x, λ)
x2
is a bounded function (of x) on (0, xλ];
(B˜3b) for all λ ∈ R \ ( ∆˜((0, 1]) ∪ {d˜0}) there exists an xλ ∈ (0, 1) such that
x2
π˜(x, λ)
,
ρ˜(x, λ)
x
, κ˜(x, λ) are bounded functions (of x) on (0, xλ].
Assumption (C˜). (C˜1) For λ∈R\( ∆˜((0, 1]) ∪{d˜0}) the following limits exist
and are finite:
(6.5) ρ˜0(λ) := lim
x→0+
xρ˜(x, λ)
π˜(x, λ)
, κ˜0(λ) := lim
x→0+
x2κ˜(x, λ)
π˜(x, λ)
;
(C˜2) the limit lim
x→0+
x2w′′(x)
w(x)
exists and is finite.
Remark 6.1. Note that, as in Remark 3.6, it is sufficient to require in (B˜3a) that
the boundedness of the function pi(x,λ)x2 holds for some λ0 ∈ R \ {d˜0} because,
for any other λ ∈ R \ {d˜0},
π(x, λ)
x2
− π(x, λ0)
x2
=
λ0 − λ(
d˜(x)− λ0
)(
d˜(x) − λ) |˜b(x)|
2
x2
, x ∈ [max{xλ, xλ0}, 1].
Remark 6.2. Assumptions (B˜3a) and (C˜1) imply (B˜3b) (compare Remark 4.1).
In the following transformation of the matrix differential operator A˜0 in
(6.1), the function
(6.6) W (t) := 1 + e−t
w′(e−t)
w(e−t)
, t ∈ [0,∞),
plays a role. Our assumptions guarantee thatW andW ′ have limits at∞; more
precisely:
Lemma 6.3. If Assumptions (A˜), (B˜), and (C˜) hold, then
lim
x→0+
x
∂
∂x π˜(x, λ)
π˜(x, λ)
= 2(6.7)
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and hence
lim
t→∞
W (t) exists and is finite, lim
t→∞
W ′(t) = 0,(6.8)
Im(ρ˜0(λ)) = 1 + lim
t→∞
W (t).(6.9)
Proof. In order to prove (6.7), let y(x) := pi(x,λ)x2 , x ∈ (0, 1]. By Assump-
tions (B˜3a), (B˜3b), y and 1y are bounded near 0. Similarly as in the proof of
Lemma 4.2, using Gronwall’s lemma, one can show that this implies
0 = lim
x→0+
x
y′(x)
y(x)
= lim
x→0+
(
x
∂
∂x π˜(x, λ)
π˜(x, λ)
− 2
)
.
This, together with Assumption (C˜1) and with
Im(ρ˜0(λ)) = lim
x→0+
(
x
∂
∂x π˜(x, λ)
π˜(x, λ)
+ x
w′(x)
w(x)
)
,
shows that W has a finite limit at ∞ and that (6.9) holds. Further, it is not
difficult to check that Assumption (C˜2) implies that also W ′ has a limit at ∞
and hence limt→∞W
′(t) = 0.
Theorem 6.4. Suppose that Assumptions (A˜), (B˜), and (C˜) are satisfied. Then
the essential spectrum of every closed symmetric extension A˜ of the operator A˜0
in L2((0, 1), w)2 is given by
σess(A˜) \ {d˜0} =
(
σ ress(A˜) ∪ σ sess(A˜)
) \ {d˜0},
where
σ ress(A˜) := ∆˜((0, 1]) ,
σ sess(A˜) :=
{
λ ∈ R \ ( ∆˜((0, 1]) ∪{d˜0}) : Re
(
(ρ˜0(λ)− i)2
)− 4Re (κ˜0(λ)) ≥ 0}
with ∆˜ given by (6.4) and ρ˜0(λ) and κ˜0(λ) defined as in (6.5).
The idea of the proof is to transform the space L2((0, 1), w) unitarily onto
the space L2(0,∞) so that the corresponding transformed operator matrix has
the form required in Theorem 4.3. To this end, we need the following lemma.
Lemma 6.5. Suppose that w ∈ C2((0, 1]), w > 0, and define ψ ∈ C2([0,∞)) as
(6.10) ψ(t) :=
√
e−tw(e−t), t ∈ [0,∞).
Then the operator
U : L2((0, 1), w)→ L2(0,∞), (Uu)(t) := ψ(t)u(e−t),
is unitary and, with W defined as in (6.6),
U
d
dx
U−1 =− et d
dt
− 1
2
etW (t),
U
d2
dx2
U−1 =e2t
d2
dt2
+ e2t
(
1 +W (t)
) d
dt
+
1
2
e2t
(
W (t) +
1
2
W (t)2 +W ′(t)
)
.
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Proof. That U is unitary is easily seen from the relationsw(x) = 1x (ψ (− logx))2,
x ∈ (0, 1], and∫ ∞
0
|(Uu)(t)|2dt =
∫ 1
0
|ψ(− log x)|2|u(x)|2 1
x
dx =
∫ 1
0
w(x)|u(x)|2dx.
The expressions for U
d
dx
U−1 and U
d2
dx2
U−1 =
(
U
d
dx
U−1
)2
are easy to verify
since the inverse of U is given by(
U−1u˜
)
(x) =
1√
xw(x)
u˜(− log x), x ∈ (0, 1].
Proof of Theorem 6.4. Consider the block operator matrix
A0 :=
(
U 0
0 U
)(
A˜0 B˜0
C˜0 D˜0
)(
U−1 0
0 U−1
)
acting in the Hilbert space L2(0,∞) ⊕ L2(0,∞). Because U is unitary, the
essential spectra of arbitrary closed symmetric extensions A˜ of A˜0 and A of A0
coincide,
σess(A˜) = σess(A).
It is not difficult to see that A0 is of the form (2.1) with coefficient functions
p(t) = e2t
w2(e
−t)
w1(e−t)
p˜(e−t), q(t) = q˜(e−t), b(t) = −etb˜(e−t),
c(t) = c˜(e−t)− 1
2
(
et +
w′(e−t)
w(e−t)
)
b˜(e−t), d(t) = d˜(e−t),
and that, hence, the function ∆ defined in (3.6) has the form
(6.11) ∆(t) = d˜(e−t)− w1(e
−t)
w2(e−t)
|˜b(e−t)|2
p˜(e−t)
, t ∈ [0,∞).
By Assumption (B˜1) we have d∞ = limt→∞ d(t) = limx→0+ d˜(x) = d˜0 so that
Assumption (B1) holds. Assumption (B˜2) together with Lemma 6.3 guarantees
that b and c satisfy Assumption (B2). In order to check Assumptions (B3a),
(B3b), and (C), let S˜(λ), λ ∈ R \ d˜((0, 1]), be the first Schur complement of A˜0.
Then the first Schur complement S(λ) of A0 is given by
S(λ) = US˜(λ)U−1 = −π˜(e−t, λ)U d
2
dx2
U−1+ i ρ˜(e−t, λ)U
d
dx
U−1+ κ˜(e−t, λ).
Lemma 6.5 with w = w1w2 yields that
S(λ) = −π(t, λ) d
2
dt2
+ ρ(t, λ) i
d
dt
+ κ(t, λ)
where, for t ∈ [0,∞),
(6.12)
π(t, λ)= e2tπ˜(e−t, λ),
ρ(t, λ)= −etρ˜(e−t, λ) + i(1 +W (t))π(t, λ),
κ(t, λ)= κ˜(e−t, λ)− i
2
etW (t)ρ˜(e−t, λ)− 1
2
(
W (t)+
1
2
W (t)2+W ′(t)
)
π(t, λ).
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It is easy to see that the functions given by the formulas in (6.12) satisfy As-
sumptions (B3a), (B3b) due to Assumptions (B˜3a), (B˜3b), (C˜1), (C˜2), and
Lemma 6.3. Moreover, Assumptions (C˜1), (C˜2), and Lemma 6.3 imply that
the limits ( ρ(·, λ)
π(·, λ)
)
∞
,
(κ(·, λ)
π(·, λ)
)
∞
exist and are finite; note that because of Lemma 4.2 (see also (6.8)) they are real.
Therefore Theorem 4.3 applies to the transformed block operator matrix A0.
The regular part of the essential spectrum can be read off immediately, using
the relation ∆˜(x) = ∆(− log x), x ∈ (0, 1]:
σ ress(A˜) = σ
r
ess(A) = ∆([0,∞)) = ∆˜((0, 1]) .
In order to determine the singular part of the essential spectrum, we note that,
by (6.12),
Re
ρ(t, λ)
π(t, λ)
= −Re
(
x
ρ˜(x, λ)
π˜(x, λ)
)
, Im
ρ(t, λ)
π(t, λ)
= − Im
(
x
ρ˜(x, λ)
π˜(x, λ)
)
+ 1 +W (t),
Re
κ˜(t, λ)
π(t, λ)
= x2
κ˜(x, λ)
π˜(x, λ)
+
1
2
W (t) Im
(
x
ρ˜(x, λ)
π˜(x, λ)
)
− 1
2
(
W (t)+
1
2
W (t)2+W ′(t)
)
for t ∈ [0,∞), x = e−t. By Lemma 6.3, we have limt→∞W (t) = Im ρ˜0(λ) − 1,
limt→∞W
′(t) = 0, and hence, by (6.5),
Re
( ρ(·, λ)
π(·, λ)
)
∞
= −Re ρ˜0(λ), Im
( ρ(·, λ)
π(·, λ)
)
∞
= 0,
Re
(κ(·, λ)
π(·, λ)
)
∞
= Re κ˜0(λ) +
1
2
(Im ρ˜0(λ)− 1) Im ρ˜0(λ) − 1
4
(
(Im ρ˜0(λ))
2 − 1).
Therefore the condition (4.10) for a point λ to belong to σ sess(A) takes the form
0 ≤
( ρ(·, λ)
π(·, λ)
)2
∞
− 4
(κ(·, λ)
π(·, λ)
)
∞
= Re
( ρ(·, λ)
π(·, λ)
)2
∞
− 4Re
(κ(·, λ)
π(·, λ)
)
∞
=
(
Re ρ˜0(λ)
)2 − 4Re κ˜0(λ)− ( Im ρ˜0(λ))2 + 2 Im ρ˜0(λ)− 1
= Re
(
(ρ˜0(λ)− i)2
)− 4Re κ˜0(λ).
Remark 6.6. Singular matrix differential operators on (0, 1] were also considered
in the papers [22], [21], but by a different method. There it is shown how to
calculate the essential spectrum by means of a transformation to a canonical
system, but no explicit characterization of the essential spectrum was given.
Moreover, the assumptions used therein are not comparable to ours, as the
following examples show.
If we consider an operator matrix of the form (6.1) with w1 ≡ w2 ≡ 1 and
coefficient functions
b˜(x) = x log
x
e
, c˜(x) = − log x
e
, d˜(x) = − logx,
p˜(x) = −x2 log x
e
, q˜(x) = 1− 2 log x,
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for x ∈ (0, 1], then our assumptions (A˜), (B˜), (C˜) are all satisfied and the
essential spectrum is
[−1,− 913], but [21, Assumption (H)] is violated since
lim
x→0+
∣∣∣ p˜(x)c˜(x)
p˜(x)(λ−d˜(x))+ |˜b(x)|2
∣∣∣2= lim
x→0+
(log x−1)2
(λ+ 1)2
= +∞ for every λ ∈ R\{−1}.
On the other hand, for b˜(x) = x(log2 x−1), c˜(x) = 0 for x ∈ (0, 1] and the other
coefficient functions as above, [21, Assumption (H)] is satisfied while ours are
not since there does not exist a constant β for which assumption (B˜2) holds.
7 Examples
In this section we show how our method simplifies the calculation of the essential
spectrum of singular matrix differential operators by means of three examples
which were studied before using different methods.
We begin with a problem which was studied in [5] (see also [6]) and in [8] as
a model in the linear stability theory of plasmas confined to a toroidal region
in R3. Eliminating one variable by means of the S1-symmetry, one arrives at
the following second order system of differential equations in the radial variable
x and the angular variable ϕ on the cross section of the torus.
Example 7.1. Let ω > 0 be a constant and Ω := (0, 1)× (0, 2π) ⊂ R2. Denote
the variables in Ω by x, ϕ and the respective derivatives by ∂1, ∂2. We introduce
the operators A0,B0,C0, and D0 in L
2(Ω, 1x) by
A0 := − 1
ω2
x∂1
1
x
∂1 − 1
ω2
∂22 , B0 := −
1
ω
x∂1
1
x2
∂2,
C0 := − 1
ω
1
x
∂2∂1, D0 := −1 + x
2
x2
∂22
with domains
D(A0) = D(B0) = D(C0) = D(D0) := C
∞
0,pi(Ω)
where
C∞0,pi(Ω) := {f ∈ C∞(Ω) : suppf ⊂ [ε, 1− ε]× [0, 2π) for some ε ∈ (0, 1/2),
∂j2f(·, 0) = ∂j2f(·, 2π), j ∈ N0}.
It was shown in [8, Section 5] that the operator L0 in L
2(Ω, 1x )
2, given by
L0 :=
(
A0 B0
C0 D0
)
, D(L0) := C
∞
0,pi(Ω)⊕ C∞0,pi(Ω),
is symmetric and semi-bounded; hence it possesses a Friedrichs extension LF .
Using Fourier series decomposition with respect to the second variable ϕ, the
operator L0 becomes a direct sum
L0 =
∞∑
m=−∞˜
A0,m|C∞
0
((0,1))2 , A˜0,m:=
−x
d
dx
1
ω2
1
x
d
dx
+
m2
ω2
−im
ω
x
d
dx
1
x2
−im
ω
1
x
d
dx
m2
1 + x2
x2
, m ∈ Z.
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Here the block operator matrices A˜0,m in the weighted Hilbert space product
L2((0, 1), 1x )
2, defined on D(A˜0,m) = C
2
0 ((0, 1))⊕C10 ((0, 1)), have the form (6.1)
with
p˜(x) =
1
ω2
1
x
, q˜(x) =
m2
ω2
, b˜(x) = −im
ω
1
x
, c˜(x) = 0, d˜(x) = m2
1 + x2
x2
,
w1(x) =
1
x
, w2(x) = 1, w(x) =
1
x
for x ∈ (0, 1]; note that C∞0 ((0, 1))2 is a core for A˜0,m (compare Remark 2.2).
Moreover, A˜0,m is semi-bounded and hence has a Friedrichs extension AF,m.
The coefficients (6.2), (6.3) of the Schur complement are given by
π˜(x, λ) =
x2
ω2
m2 − λ
m2 + x2(m2 − λ) , ρ˜(x, λ) = i
π˜(x, λ)
x
m2 − x2(m2 − λ)
m2 + x2(m2 − λ) ,
κ˜(x, λ) =
m2
ω2
− λ
for x ∈ (0, 1]. It is easy to see that the limits
d˜0 = +∞, ρ˜0(λ) = i, κ˜0(λ) = m2m
2 − λω2
m2 − λ
exist and all assumptions of Theorem 6.4 are satisfied. Now
∆˜(x) = m2
(
1 +
1
x2
)
− 1
x
ω2x
m2
ω2x2
= m2, x ∈ (0, 1],
which shows that σ ress(AF,m) = {m2}. Furthermore, λ satisfies the condition
Re
(
(ρ˜0(λ)− i)2
)− 4Re (κ˜0(λ)) ≥ 0 in Theorem 6.4 if and only if λ lies between
m2 and m
2
ω2 . Hence Theorem 6.4 implies that
σess(AF,m) =
[
min
{
m2,
m2
ω2
}
,max
{
m2,
m2
ω2
}]
.
So, if e.g. 0 < ω ≤ 1, then the essential spectrum of LF exhibits a band structure,
σess(LF ) =
∞⋃
m=−∞
[
m2,
m2
ω2
]
=
⋃
m∈N0
[
m2,
m2
ω2
]
.
Next we consider an example whose essential spectrum was studied in a
series of papers, see [15] and the references therein, and which was also treated
in [21, Example 1 and Remark 4.2] by transforming it to a canonical system.
Example 7.2. Let ρ,m ∈ C2([0, 1],R), β ∈ C2([0, 1],C) and φ ∈ C([0, 1],R),
and assume that ρ(x) > 0 for x ∈ [0, 1] and m(0) 6= 0. We consider the block
operator matrix
A˜0 =
−
d
dx
ρ
d
dx
+ φ
d
dx
β
x
−β
x
d
dx
m
x2

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with domain C20 ((0, 1)) ⊕ C10 ((0, 1)) in the Hilbert space L2(0, 1)2. Here w1 =
w2 = w = 1, d˜0 = +∞, and
π˜(x, λ) = ρ(x)− |β(x)|
2
m(x) − λx2 , κ˜(x, λ) = φ(x) − λ, ρ˜(x, λ) = i
∂
∂x
π˜(x, λ)
for x ∈ (0, 1]. By elementary arguments it can be shown that, under the above
assumptions on the coefficients, the two conditions
(7.1) (ρm− |β|2)(0) = 0, lim
x→0+
(ρm− |β|2)′(x)
x
exists and is finite,
are equivalent to Assumptions (A˜), (B˜), and (C˜). To see that they are sufficient,
we use L’Hoˆpital’s rule which yields the existence of the limits
lim
x→0+
(ρm− |β|2)(x)
x2
, lim
x→0+
x
(ρm− |β|2 − λx2ρ)′(x)
(ρm− |β|2 − λx2ρ)(x) = 2.(7.2)
In particular, the first condition in (7.2) implies that ∆˜((0, 1]) is bounded and
∆˜0 := lim
x→0+
∆˜(x) = lim
x→0+
1
x2
(
m(x) − |β(x)|
2
ρ(x)
)
exists and is finite.
Together with the smoothness assumptions on the coefficients and the conditions
ρ(0) > 0, m(0) 6= 0, it is easy to see that Assumptions (B˜2), (B˜3a), and (B˜3b)
are satisfied and that (C˜1) holds with
ρ˜0(λ)=i lim
x→0+
x ∂∂x π˜(x, λ)
π˜(x, λ)
= i lim
x→0+
(
x
(ρm−|β|2−λx2ρ)′(x)
(ρm−|β|2−λx2ρ)(x) − x
m′(x)−2λx
m(x)−λx2
)
=2i,
κ˜0(λ)= lim
x→0+
(m(x)− λx2)(φ(x) − λ)
ρ(x)(∆˜(x)− λ)
=
m(0)(φ(0) − λ)
ρ(0)(∆˜0 − λ)
.
To see that the conditions (7.1) are also necessary, we note that (B˜3a), (B˜3b),
and m(0) 6= 0 imply that (ρm − |β|2)(x) = O(x2), (ρm − |β|2)′(x) = O(x)
for x → 0+. In particular, the first condition in (7.1) holds and ∆˜((0, 1]) is
bounded. Hence we can choose λ ∈ R \ ∆˜((0, 1]), λ 6= φ(0). Then the existence
and finiteness of the limit κ0(λ) in (C˜1) implies that the limit
lim
x→0+
π˜(x, λ)
x2
=
φ(0)− λ
κ˜0(λ)
6= 0
exists. Together with (C˜1) it follows that the limit
lim
x→0+
i
(ρm− |β|2 − λx2ρ)′(x)
x
= ρ˜0(λ) lim
x→0+
π˜(x, λ)
x2
exists and is finite, and hence the second condition in (7.1) holds.
Altogether, if (7.1) holds, we can apply Theorem 6.4 to calculate the singu-
lar part of the essential spectrum of any closed symmetric extension A˜ of the
operator A˜0. Observing that d˜0 = +∞, we obtain that, for λ /∈ ∆([0,∞)),
λ ∈ σ sess(A˜) ⇐⇒ Re
(
(ρ˜0(λ)−i)2
)− 4Re (κ˜0(λ)) ≥ 0 ⇐⇒ 1 + 4κ˜0(λ) ≤ 0;
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since ρ(0) > 0, the first condition in (7.1) implies that m(0) > 0 and hence
λ ∈ σ sess(A˜) if and only if λ lies between the two points
∆˜0 and
4m(0)φ(0) + ρ(0)∆˜0
4m(0) + ρ(0)
.
Therefore the essential spectrum of every closed symmetric extension A˜ of the
operator A˜0 in L
2(0, 1)2 is given by
σess(A˜) =
{ 1
x2
(
m(x) − |β(x)|
2
ρ(x)
)
: x ∈ (0, 1]
}
∪
[
min
{
∆˜0,
4m(0)φ(0)+ρ(0)∆˜0
4m(0)+ρ(0)
}
,max
{
∆˜0,
4m(0)φ(0)+ρ(0)∆˜0
4m(0)+ρ(0)
}]
;
note that, in fact, σess(A˜) is just one interval since the end-point ∆˜0 of the
second interval lies in the first interval.
Remark 7.3. This result agrees with the results in [21, Example 1, Case 3, and
Remark 4.2], where it was already noted that the description of the essential
spectrum in [15] and earlier papers is only valid if φ(0) = 0. Note that under
the stronger assumptions φ ∈ C2([0, 1]) imposed in [15, (1.2)], the conditions
(7.1) are equivalent to the assumptions in [15, (1.4)].
Finally, the essential spectrum of the next example was studied in [17].
Example 7.4. Let γ, d0 ∈ C2([0, 1],R), β ∈ C2([0, 1],C), γ1 ∈ C1([0, 1],C),
and φ ∈ C([0, 1],R) be such that γ > 0 and d0 ≥ 0, d0(0) > 0. We consider the
block operator matrix
A˜0 :=
−
d
dx
γ
x
d
dx
x+ φ −i d
dx
β
x
+ γ1
− β
x2
i
d
dx
x+ γ1
d0
x2

with domain C20 ((0, 1)) ⊕ C10 ((0, 1)) in the product of weighted Hilbert spaces
L2((0, 1), x)2. Here we have w1(x) = 1, w2(x) = w(x) = x for x ∈ [0, 1],
c(x) = −iβ(x)x2 + γ1(x) for x ∈ (0, 1], d˜0 = +∞, and
π˜(x, λ) = γ(x)− |β(x)|
2
d0(x)− λx2 ,
ρ˜(x, λ) =
2xRe(β(x)γ1(x))
d0(x) − λx2 + i
∂
∂x
π˜(x, λ) + i
π˜(x, λ)
x
,
κ˜(x, λ) = φ(x) − λ+ ix ∂
∂x
( β(x)γ1(x)
d0(x)− λx2
)
− x
2|γ1(x)|2
d0(x)− λx2 +
π˜(x, λ)
x2
+ i
2Re(β(x)γ1(x))
d0(x)− λx2 −
1
x
∂
∂x
π˜(x, λ)
for x ∈ (0, 1]. In a similar way as in Example 7.2, one can show that the
conditions
(7.3) (γd0 − |β|2)(0) = 0, lim
x→0+
(γd0 − |β|2)′(x)
x
exists and is finite
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(compare [17, (A2), (A3)]) are equivalent to Assumptions (A), (B), and (C).
Together with L’Hoˆpital’s rule, we conclude that the limits
∆˜0 := lim
x→0+
∆˜(x) = lim
x→0+
1
x2
(
d0(x)− |β(x)|
2
γ(x)
)
,
lim
x→0+
∂
∂x π˜(x, λ)
2x
= lim
x→0
π˜(x, λ)
x2
= lim
x→0
γ(x)(∆˜(x) − λ)
d0(x)− λx2 =
γ(0)(∆˜0 − λ)
d0(0)
exist and are finite and that
ρ˜0(λ) =
2Re
(
β(0)γ1(0)
)
γ(0)(∆˜0 − λ)
+ 3i,
κ˜0(λ) =
d0(0)
(
φ(0)− λ)
γ(0)(∆˜0 − λ)
+ i
2Re
(
β(0)γ1(0)
)
γ(0)(∆˜0 − λ)
− 1.
Altogether, if (7.1) holds, we can apply Theorem 6.4 to calculate the singu-
lar part of the essential spectrum of any closed symmetric extension A˜ of the
operator A˜0. Observing that d˜0 = +∞, we have, for λ /∈ ∆([0,∞)),
λ ∈ σ sess(A˜) ⇐⇒ Re
(
(ρ˜0(λ)−i)2
)− 4Re (κ˜0(λ)) ≥ 0
⇐⇒
(Re(β(0)γ1(0))
|β(0)|
)2
− (∆˜0 − λ)
(
φ(0)− λ) ≥ 0;(7.4)
here, to prove the equivalence (7.4), we have multiplied the first inequality with
γ(0)(∆˜0−λ)
2
4d0(0)
(> 0 for λ ∈ R \ σ ress(A) = R \ ∆˜((0, 1])) and used that d0(0)γ(0)=
|β(0)|2 by (7.3). It is not difficult to see that (7.4) is equivalent to
λ ∈ [λ−, λ+], λ± := φ(0) + ∆˜0
2
±
√(φ(0)− ∆˜0
2
)2
+
(Re(β(0)γ1(0))
|β(0)|
)2
.
Hence we obtain that, for every closed symmetric extension A˜ of the operator
A˜0 in L
2((0, 1), x)2,
σess(A˜) =
{ 1
x2
(
d0(x) − |β(x)|
2
γ(x)
)
: x ∈ (0, 1]
}
∪ [λ−, λ+].
Remark 7.5. This result coincides with [17, Theorem 4.9]. Since there semi-
bounded operator matrices are considered and hence quadratic forms can be
used, only the weaker assumptions γ, d0 ∈ C1([0, 1],R), β ∈ C1([0, 1],C) are
needed.
Remark 7.6. Another example of a semi-bounded operator matrix (2.1) on R
(with p ≡ 1) was considered in [14]. Their assumptions are not comparable to
ours; e.g. [14, (4.2)] implies our assumption (B2), and [14, (4.3)] requires that
q has limit 0 at ∞, while we do not suppose q to have a limit at ∞ at all; on
the other hand, we assume d to have a (possibly improper) limit at∞, while in
[14] the corresponding limit need not exist.
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8 Application to a problem from astrophysics
In this section we apply our main result on the essential spectrum to a spec-
tral problem arising in the stability analysis of spherically symmetric stellar
equilibrium models which was studied in [2].
For polytropic equilibrium models with constant adiabatic index near the
centre and near the boundary of the star, the unperturbed part of the reduced
spheroidal operator is a matrix differential operator in the radial variable r
having the form
A˜0 =
−
d
dr
p1
d
dr
+ q1
d
dr
p2 + q2
−p2 d
dr
+ q2 p3
 .
We consider A˜0 in the Hilbert space L
2(0, R)2 on the domain C20 ((0, R)) ⊕
C10 ((0, R)), where R > 0 is the radius of the star. Using the notation of [2],
the coefficient functions p1, p2, p3, q2 ∈ C1((0, R],R), and q1 ∈ C((0, R],R) are
given by
p1 :=
Γ1p
̺
, q1 :=
1
r̺
· ((4− 3Γ1)p)′ + 1
r2
√
̺
·
(Γ1p
̺
· (r2√̺)′
)′
,
p2 :=c
Γ1p
r̺
, q2 := c
Γ1p
r̺
·
(
A− 1
2
· (r
2̺)′
r2̺
)
, p3 := c
2Γ1p
r2̺
.
Here the adiabatic index Γ1∈C2([0, R],R) is positive on [0, R] and assumed to be
constant near the centre and the boundary of the star and thus Γ1(0),Γ1(R) > 0
and Γ′1(0) = Γ
′
1(R) = 0. The pressure p ∈ C2((0, R],R) and mass density
̺ ∈ C3((0, R],R) are positive, and c ≥ √3 is a constant. For a polytropic
equilibrium model, p and ̺ are supposed to have the form
p(r) = pc · (θn(r))n+1, ̺(r) = ̺c · (θn(r))n, r ∈ (0, R),(8.1)
where pc, ̺c > 0 are the constant central pressure and central density, respec-
tively, of the unperturbed star. The polytropic index n is an element of the open
interval (0, 5), and θ = θn ∈ C2((0, R],R) is the Lane–Emden function of index
n which is uniformly positive and satisfies the non-linear differential equation
θ′′n(r) +
2
r
θ′n(r) = −
1
α2n
(θn(r))
n, r ∈ (0,∞),(8.2)
where αn ∈ R+ is the Lane–Emden unit length and R = Rn > 1 is the first zero
of θ = θn (see e.g. [4]). In particular, θn satisfies
lim
r→0+
θn(r) = 1, lim
r→0+
r2θ′n(r) = 0,(8.3)
θn > 0 on [0, R), lim
r→R−
θn(r) = 0.(8.4)
Note that, in the physically most interesting cases, it is assumed that n ≥ 1 (see
[2, Section 5, p. 47]). Finally, A ∈ C1((0, R),R) is connected with the buoyancy
forces within the star and given as the component of ρ−1gradρ− (Γ1p)−1grad p
in the radial direction.
From the above assumptions it follows that the coefficients are singular at
r = 0, and because of
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lim
r→R−
p1(r) = Γ1(R)
pc
̺c
lim
r→R−
θn(r) = 0
also at r = R. Since R > 1, Glazman’s decomposition principle (2.6) yields that
σess(A˜) = σess(A˜(0,1)) ∪ σess(A˜(1,R))
where A˜(0,1) and A˜(1,R) are the minimal closed symmetric operators obtained
when restricting A˜0 to the intervals (0, 1) and (1, R), respectively.
In order to determine the regular part of the essential spectrum of arbitrary
closed symmetric extensions A˜0 of A˜(0,1) and A˜
R of A˜(1,R), we can use Theo-
rem 6.4. To this end, we first note that w1 ≡ w2 ≡ w ≡ 1 and the function ∆˜
defined in (6.4) is given by
∆˜(r) = c2
Γ1(r)p(r)
r2̺(r)
−
(
c
Γ1(r)p(r)
r̺(r)
)2 ̺(r)
Γ1(r)p(r)
= 0, r ∈ (0, R).
Hence, by Theorem 6.4, the regular part of the essential spectrum is
σ ress(A˜
0) = σ ress(A˜
R) = {0}.
In order to determine the singular part of the essential spectrum of A˜0, we
note that, by (8.1), (8.3) and since Γ1(0) > 0,
d0 = lim
r→0+
p3(r) = lim
r→0+
c2
Γ1(r)p(r)
r2̺(r)
= c2
pc
̺c
Γ1(0) lim
r→0+
θn(r)
r2
= +∞.
This shows that Assumption (B˜1) holds. From the special form of the coefficients
p2, p3 (corresponding to b, d, respectively, in Section 6), it is obvious that (B˜2)
is satisfied.
Moreover, after some calculations one finds that the functions π˜(·, λ), ρ˜(·, λ),
and κ˜(·, λ) defined in (6.2), (6.3) are of the form
π˜(r, λ) =
λΓ1(r)p(r)r
2
λr2̺(r) − c2Γ1(r)p(r) , ρ˜(r, λ) = iπ˜(r, λ) ·
(2
r
+
θ′n(r)
θn(r)
+ ∆1(r)
)
,
κ˜(r, λ) = π˜(r, λ)
(n2
4
· θ
′ 2
n (r)
θ2n(r)
+
∆2(r)
r2θ2n(r)
+
(
1− in+ 1
Γ1(r)
) c2
r2
)
.
with certain functions ∆1 ∈ C([0, 1],C), ∆2 ∈ C1([0, 1],C) such that
(8.5) lim
r→0+
r∆1(r) = 0, lim
r→0+
∆2(r) = ∆2(0) = 0
(compare [2, (4.2.3) and the following remark]). It is clear from (8.2) and the
first relation in (8.3) that
lim
r→0+
(
r2θ′′n(r) + 2rθ
′
n(r)
)
= − 1
α2n
lim
r→0+
(
r2θn(r)
n
)
= 0.(8.6)
Therefore L’Hoˆpital’s rule and again the first relation in (8.3) imply that
0 = lim
r→0+
r2θ′n(r)
r
= lim
r→0+
rθ′n(r), lim
r→0+
r
θ′n(r)
θn(r)
= 0.(8.7)
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It is not difficult to see that (8.5), (8.6), (8.7) ensure that the functions π˜(r, λ),
ρ˜(r, λ), and κ˜(r, λ) above satisfy Assumptions (B˜3a), (B˜3b), and (C˜1) with
ρ˜0(λ) = 2i, κ˜0(λ) = c
2
(
1− in+ 1
Γ1(0)
)
.
Assumption (C˜2) is trivially satisfied since w1 = w2 = 1 and therefore w
′′ =
(w1w2)
′′ = 0.
Thus all assumptions of Theorem 6.4 are satisfied for the operator A(0,1). It
follows that, for every closed symmetric extension A0 of A(0,1),
λ ∈ σ sess(A˜0) ⇐⇒ 0 ≤ Re
(
(ρ˜0(λ)− i)2
)− 4Re (κ˜0(λ)) = −1− 4c2,
which is impossible, and hence
σ sess(A˜
0) = ∅, σess(A˜0) = {0}.
In order to determine the essential spectrum σ sess(A˜
R) caused by the singu-
larity at the boundary R of the star, more work is needed. We conjecture that
it will turn out to be empty as well. However, our present method is not readily
applicable since the coefficients of the Schur complement are not bounded at R
because the first derivative of the Lane–Emden function θ = θn does not vanish
at R.
9 Appendix
Here we prove Proposition 2.3 on the adjoint of the matrix differential operator
A0 defined in (2.1). To this end we first prove a lemma which may be of
independent interest.
Lemma 9.1. Let T be a densely defined symmetric operator in a Hilbert space
H with scalar product (·, ·), let g1, . . . , gn ∈ H and set
D0 := {u ∈ D(T ) : (u, gj) = 0, j = 1, . . . , n}.
If x ∈ H is such that
(9.1) D0 → C, u 7→ (Tu, x) is bounded,
then x ∈ D(T ∗).
Proof. We have to show that the mapping in (9.1) is bounded on D(T ) or,
equivalently, continuous in 0.
Without loss of generality we may assume that gi 6= 0, i ∈ {1, . . . , n}; zero
elements gj may be omitted, and if all gj are zero there is nothing to prove.
First we show that there exist linearly independent f1, . . . , fn ∈ D(T ) with
(fi, gi) 6= 0, i = 1, . . . , n. Indeed, there are f˜1, . . . , f˜n ∈ H with (f˜i, gj) = δij ,
i, j = 1, . . . , n. Since D(T ) is dense in H, we can choose f1, . . . , fn ∈ D(T ) such
that ‖f˜i − fi‖ < 1/(n maxj=1,...,n ‖gj‖), i = 1, . . . , n. Then |(fi, gi)| > 1 − 1/n
and |(fi, gj)| < 1/n, i, j = 1, . . . , n, i 6= j. Hence the matrix φn :=
(
(fi, gj)
)n
i,j=1
is strictly diagonally dominant, thus invertible, and so f1, . . . , fn are linearly
independent.
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Now let (uk)
∞
k=1 ⊂ D(T ) with uk → 0, k → ∞. Since D(T ) can be decom-
posed as D(T ) = D0 +˙ span{f1, . . . , fn}, there exist sequences (u0k)∞k=1 ⊂ D0
and (α1k)
∞
k=1, . . . , (α
n
k )
∞
k=1 ⊂ C with
uk = u
0
k + α
1
kf1 + · · ·+ αnkfn, k ∈ N.
Taking the scalar product with g1, . . . , gn and noting that the matrix φn =(
(fi, gj)
)n
i,j=1
is invertible (see above), we find that(
αjk
)n
j=1
= φ−1n
(
(uk, gj)
)n
j=1
→ 0, k →∞,
since uk → 0, k →∞. Then, if x ∈ H, we have
(Tuk, x) = (Tu
0
k, x) + α
1
k(Tf1, x) + · · ·+ αnk (Tfn, x), k ∈ N.
The first term on the right hand side tends to 0 by assumption since u0k ∈ D0
and all other terms tend to 0 since αjk → 0, k → ∞, for j = 1, . . . , n. Thus
(Tuk, x)→ 0, k →∞, as required.
Proof of Proposition 2.3. The symmetry of A0 is easy to check, and so is the
inclusion “⊃” in (2.2): If y is in the set on the right-hand side of (2.2) and
f ∈ D(A0), then it is easily seen that (A0f, y) = (f, w) with w equal to the
right-hand side of (2.3); hence y ∈ D(A∗0).
In order to show the inclusion “⊂” in (2.2) and the equality (2.3), let
y =
(
y1
y2
) ∈ D(A∗0) with w = (w1w2) := A∗0y ∈ L2(0,∞)2. Then
(A0f, y) = (f,A
∗
0y), f =
(
f1
f2
)
∈ D(A0) = C20 ((0,∞))⊕ C10 ((0,∞)),
or, equivalently,
(9.2)
(−(pf ′1)′+qf1−(bf2)′+cf2, y1)+(bf ′1+cf1 + df2, y2)=(f1, w1)+(f2, w2)
for all f1 ∈ C20 ((0,∞)), f2 ∈ C10 ((0,∞)). In the following, let t0 > 0 be
arbitrary and consider f1, f2 with compact support contained in (0, t0), i.e.
f1 ∈ C20 ((0, t0)), f2 ∈ C10 ((0, t0)). In particular, when f2 = 0, (9.2) yields that
(9.3)
(−(pf ′1)′ + qf1, y1)+ (bf ′1 + cf1, y2) = (f1, w1), f1 ∈ C20 ((0, t0)).
Let T be the operator in L2(0, t0) defined by
D(T ) := C10 ((0, t0)), T v := v
′,
which is injective with inverse T−1 bounded on ranT = span{1}⊥. By Assump-
tion (A), we have p ∈ C1([0, t0]), 1p ∈ C1([0, t0]) ⊂ L2(0, t0) since p > 0 on
[0,∞). Thus
D0 := {pf ′1 : f1 ∈ C20 ((0, t0))} =
{
h ∈ C10 ((0, t0)) = D(iT ) : h ⊥
1
p
}
⊂ ran(pT )
and the operator pT has an inverse (pT )−1 = T−1 1p which is bounded on ran(pT ).
Assumption (A) also ensures that the multiplication operators by q, 1p , b, and c
are bounded in L2(0, t0). Thus, from (9.3) we conclude that the mapping
(9.4) ϕ 7→ (ϕ′, y1) = (q(pT )−1ϕ, y1)+ ( bpϕ+ c(pT )−1ϕ, y2)− ((pT )−1ϕ,w1)
32
is bounded on D0. Now Lemma 9.1 applied to the symmetric operator iT
with g = 1p ∈ L2(0, t0) yields that y1 ∈ D((iT )∗) = {v ∈ L2(0, t0) : v, v′ ∈
ACloc([0, t0))}; in particular, y1 is absolutely continuous on (0, t0).
This allows us to conclude from (9.2) that
(9.5)
(
pf ′1+bf2, y
′
1
)
+
(
qf1+cf2, y1
)
+
(
bf ′1+cf1+df2, y2
)
=
(
f1, w1
)
+
(
f2, w2
)
for all f1 ∈ C20 ((0, t0)), f2 ∈ C10 ((0, t0)). In particular, again setting f2 = 0, we
find that(
f ′1, py
′
1 + by2
)
= −(f1, qy1 + cy2)+ (f1, w1), f1 ∈ C20 ((0, t0)).
Since C20 ((0, t0)) is a core for T and the right hand side is bounded in f1, it
follows that py′1+ by2 ∈ D(T ∗); in particular, py′1+ by2 is absolutely continuous
on (0, t0), and
−(f1, (py′1 + by2)′)+ (f1, qy1 + cy2) = (f1, w1), f1 ∈ C20 ((0, t0)).
Because C20 ((0, t0)) is dense in L
2(0, t0), this shows that
w1 = −(py′1 + by2)′ + qy1 + cy2 on (0, t0).
If we set f1 = 0 in (9.5), we obtain
(f2, by
′
1) + (f2, cy1) + (f2, dy2) = (f2, w2), f2 ∈ C10 ((0, t0)),
which implies that
w2 = by
′
1 + cy1 + dy2 on (0, t0).
Since t0 > 0 was arbitrary and w1, w2 ∈ L2(0,∞) by assumption, it follows that
y belongs to the set on the right-hand side of (2.2) and A∗0y is equal to the
right-hand side of (2.3).
It remains to be proved that the deficiency indices of A0 are ≤ 2. Let
λ ∈ C \ R and y = (y1y2) ∈ ker(A∗0 − λ), i.e. (y1y2) ∈ D(A∗0) such that
−(py′1 + by2)′ + qy1 + cy2 = λy1,(9.6)
by′1 + cy1 + dy2 = λy2.(9.7)
Solving (9.7) for y2 and multiplying by b, we conclude that
(9.8) by2 = − |b|
2
d− λy
′
1 −
bc
d− λy1
and hence
π(·, λ)y′1 =
(
p− |b|
2
d− λ
)
y′1 = (py
′
1 + by2) +
bc
d− λy1.
This shows that π(·, λ)y′1 ∈ ACloc([0,∞)) since y1, py′1 + by2 ∈ ACloc([0,∞))
because
(
y1
y2
) ∈ D(A∗0) and bcd−λ ∈ C1([0,∞)) because λ ∈ C \ R. Plugging
(9.8) into (9.6), we obtain that y1 is a solution of the second order differential
equation S(λ)y1 = 0 where S(λ) is the Schur complement given by (3.4). By [7,
Theorem III.10.1] (see Remark 3.2) there are at most two linearly independent
functions y1 that satisfy S(λ)y1 = 0. Since y2 is uniquely determined by y1, it
follows that dim ker(A∗0 − λ) ≤ 2.
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