We propose a new stable multiway partitioning algorithm, where stability is defined as an additional quality of a partitioning solution. The stability of a partitioning algorithm is an important criterion for a partitioning based placement to achieve timing closure through the repetition of the placement procedure [Z]. Given a previous partitioning result P' on an original netlist hypergraph H' and a partially modified netlist hypergraph H , a new cost function with similarity factor is defined to produce a new partition P on H which is similar to the original partition P'. The proposed algorithm is the first approach that quantifies the degree of similarity of a current partition to the original partition using similarity cost. Our goal is to build a new partition in a relatively short run time, whose cut quality is not much degraded from that of the original partition P ' while it preserves as much of the previous groupings in P' as possible.
INTRODUCTION
Given a set of cells (circuit elements) and the nets that connect these cells, the circuit partitioning problem is to partition these cells into several disjoint blocks (subcircuits) of specified sizes such that the number of interconnections between blocks is minimized. Since the partitioning solntions have a great impact on placement and routing proce dures, solving this problem is a critical step in large scale design procedures, where tens of millions of cells are handled. Millions of the cells cannot he handled in a flat mode Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy any more due to the limitation of computation power and memory space, and concurrent engineering of the individual subcircuits can shorten design turnaround time. As a result, a circuit needs to be partitioned into several blocks where the massive amount of data is broken into manageable sizes. Also partitioning techniques are often embedded in the large scale placement procedure to determine the optimal global positioning.
The best known approaches for this NP-complete problem include Kernighan-Lin (KL) and Fiduccia-Mattheyses (FM) algorithms, which are called move-based iterative improvement partitioning (IIP) techniques [ll, 81. Multiway partitioning can be implemented in two different methods; one is applying the FM bipartitioning algorithm recursively (recursive bipartitioning, RBP), and the other is a direct K-way partitioning, an extension of the FM algorithm to multiway partitioning [14, 131. Though direct multiway partitioning tends t o produce relatively worse quality solutions and requires more amount of memory than RBP technique, it shows faster runtime and higher balance management capability. Maintaining a global view over entire blocks enables the direct multiway partitioning to be suitable for quick partitioning refinement or incremental partitioning in engineering change order (ECO) situations, where partial modifications of a circuit are handled by the incremental methodology in the design iteration cycle.
The move-based partitioning techniques heavily rely on multiple runs with different solutions in order to obtain a best solution among them. The different runs with different random initial partitions lead to a wide spectrum of solutions, from which the best quality solution is picked [3]. Even the multilevel partitioning paradigm [9, 101, which is known to he the most effective approach to producing excellent partitioning quality in a relatively short runtime, is subject to this instability, since FM is still used as an underlying partitioning algorithm at each level. The instability caused by randomness gives us opportunities to find better solutions through the multiple runs. However, as pointed out very recently [l, 21, a lack of stability ironically yields a critical weakness in ECO situations for large scale designs including the reiteration of placement procedures for timing closure; very minor changes to a netlist can produce radically different results, hence it is difficult to achieve timing closure in the placement iterations. The instability of the min-cut based placement procedure is due to the limitation of the partitiong algorithms which is unstable in the multiple runs.
A small number of research results in the area of ECO (or incremental) Another intuitive way of stable partitioning is to start the iteration of moves not at a random partition, hut at the one derived from the previous partition, and follow the same procedure as the normal F M algorithm. In this case, there is no problem size reduction effect, hut speed-up is still achieved in a sense that multiple runs to obtain a best partition are not necessary. However, the resulting partition is not guaranteed to he similar to the previous partition, since the sequence of the cell moves are only forced by cut quality. Figure 1 : Flow c h a r t for the proposed algorithm
Our contribution can he summarized as follows; 1) Assuming the original partition is the best quality solution for the original circuit, for a partially modified circuit, a nearhest solution is quickly achieved starting from the original partition as an initial partition. Unlike the preliminary work above, a global view of the entire circuit is maintained over entire blocks throughout the partitioning procedure. The need for multiple runs to obtain a hest solution is removed and only a small number of passes is needed in the one run if we emphasize similarity. 2) We provide a novel scheme to quantify the similarity of the current partition to the original partition. As opposed to the conventional partitioners without any consideration of similarity, our approach produces a stable solutiou that is quite similar to the original partition with a little sacrifice of cut quality (or possibly with a better cut quality). A stable partitioning solution obtained from an incremental partitioner has a great impact on the following ECO placement and routing steps. The larger amount the cells are aggregated as in the previous partition, the smaller portions of the blocks are to be rearranged by the incremental placers and routers.
PRELIMINARIES
The notations used throughout this paper are defined b e low. The basis of the notation comes from [13] and definitions to constitute our cost function are also described The objective cost function to quantify the inter-block interconnection varies; The most popular cost function is the cutset size, the cardinality of the set of the nets which are cut, i.e., the number of nets having at least one cell in more than one block. In our work, a cut net is assigned a value i-1 if the number of blocks the net straddles is i , and the sum of these values of cut nets constitute the cut cost. Similarly, the sum of external degree (SOED) of each block can be used as a cut cost. In this case, a cut net is assigned a value i if the number of blocks the net straddles is i . the number of cells in Ai.
In this paper, the original partition, denoted by P' = (di,d;, . , . ,KK.), is the resulting partition from the original hypergraph H' using one of any existing partitioning algorithms. The original partition is also called the golden partition in this paper siiice it is assumed to he the most desirable solution for the original hypergraph H'. Figure 1 shows the basic flow in which our algorithm is applied using
P'.
For a series of partitions, we define stability as follows.
DEFINITION 4. Stability is defined as the quality that the ensuing partition P on the modified hypergraph H is similar to the original partition P' on the original hypergraph H'.
The terms stability and similarity are used interchangeably in this paper. For a partition to be more stable with respect to P' (or more similar to P * ) , the cells in the current partition need to have as many of the same block neighbors as possible. E;. = Id: n djl
COST FUNCTION
In this section, we define a cost function with a cut quality factor and a similarity factor. We associate the original K'-way partition P ' with the original hypergraph H' = (c',N') and a current K-way partition P with a modified hypergraph H = (C,N) in the following discussion. Note that K is not necessarily the same as K'. DEFINITION 6. For a given hypergraph H , the partition cost of P consists of the cut cost, which corresponds to the number of interconnection between blocks, and the similarity cost which measures the degree of similarity to the original partition P'. As a result, the partition cost of P is defined as f p a r ( P ) = fC"t(P) + Rfsim(P)
where the similarity coeficient R is a positive weighting constant for similarity cost. The similarity cost of partition P with respect to P' is now defined as
The normalized similarity cost is defined as fasm(P)/ICI, which is interpreted as the average number of missing block neighbors per cell.
If the cells are more aggregated as in the original partition, the similarity cost is lower, whereas if the cells in a same block are more scattered in current partition, similarity cost is higher.' For instance, for two identical hypergraph H' and H , it is obvious that f3.,,,(P) = 0 when P = P'. Note that if there is only a change in the ordering of blocks, it still is regarded as the same partition, hence f,,,(P) = 0. Figure 2 shows examples of the proposed similarity cost. DEFINITION 8. For any cell C such that C E dj c C in P and C E A: c C' in P ' , if there are no missing neighbors of 'In the sense that a lower value of the similarity cost repre sents a lower degree of discrepancy in groupings, similarity cost, semantically, has the meaning of discrepancy cost. F i g u r e 2: Similarity cost the cell C in dj then the partition P is said to be a perfectly preserved partition of P', and is denoted by P j P '
It is obvious that P j P' if and only if fsim(P) = 0 with respect to P'. 
PROPOSED ALGORITHM
We consider a current hypergraph H that is obtained from applying any of the following modifications on the original hypergraph If*: cell resizing, cell addition/deletion, 01 net addition/deletion. Note that even with only some cell resizing it may not be possible to keep the original partition P' since a given balance constraint may be violated.
Stable Multiway Partitioning
The general structure of the proposed algorithm is similar to the algorithm used in 18, 14, 131 since it is based on the iterative improvement partitioning (IIP) technique. Figure 3 shows the structure of the proposed algorithm.
In constructing an initial partition (step 1 of Figure 3) F i g u r e 9: Proposed algorithm is to simply create a random initial partition, like most of the existing partitioning algorithms. In this approach, not only will the initial partition be random but the initial value of the similarity cost will also be some random value (possibly very large). Another approach that can be used to create the initial partition is to begin with a perfectly preserved partition directly derived from the original partition P'. In this scenario, ideally fJim = 0 since the groupings of the existing cells are identical to their groupings in P'.
However, the balance constraint is usually violated due to the cell resizings and/or cell additions/deletions. Hence, the initial partition is forced to be balanced within a given balance constraint by small number of random moves from larger blocks to smaller blocks. Though the first approach (which is called a constructive approach) could be useful for some other applications, we use the second approach:(which is called a destructive approach) for EGO applicationsthe algorithm begins with a very stable partition but moves away from this stability to achieve a lower overall cost. We observed the constructive approach becomes effective if the modification is significantly large, but for partial modification that occurs in ECO situations, the destructive approach is suitable. The main operations of the procedure simp include the selection of a best cell based on the cell gain (step 5 ) and the update of the gains of the affected cells (step 8, 9). The gain update operation must be designed efficiently because the cell gains are used in the selection of a best cell. Computation and update of cut gains are described in [a, 141.
Gain Computation
Since our approach is built on the conventional IIP flow [14, 8, 131, we restrict our focus to similarity gain computation, which is introduced as a new factor. In the following discussion, we ignore the similarity gain computation of the cells which were newly added into the current hypergraph H , since their similarity costs and gains always remain zero throughout the process.
From Definition 7 and Definition 9, we have the following lemmas. LEMMA 1. Let a cell C be in df in the original partition P * , a n d b e i n A , i n P . I n a p a r t i t i o n P = ( A i , A z , . . .
, d~)
on a hypergraph H = (C,N) , the similarity gain associated with moving cell C from block A, to block A& is xd,(c) = 2(IBNd,(C)/ -/BNd,(c)I + 1) = 2(B: -B;.+ 1)
PROOF.
Moving the cell C in block A, to block A* affects the similarity costs of the cells in EN., (C) (including itself) and BNak(C). Let fs,,,, and fl,,,, be the similarity cost before and after the move of C, respectively. 2) For C' E BNd, (C) , LEMMA 2. Let a cell C be in block A,. After C moves to block A,, the similarity gain of every free cell C' is updated 25 follows: 
Similarity Coefficient
The similarity coefficient R in the cost function plays an important role in the performance of the proposed a l g e rithm, since it determines the degree of relative emphasis on similarity compared to cut quality. Adjusting the similarity coefficient gives options for desired performance with a tradeoff of cut quality and similarity. The observations to find reasonable values for R are presented in the following lemmas. 
, d~) .
Then, thevalueofthegain(y)of each cell under the resulting partition must be nonpositive.
Suppose that P is not a perfectly preserved partition of P', i.e., fslm(P) > 0. Then, there exist some cells with positive similarity gains. Let C be such a cell in dj with positive similarity gain so that 2 5 Ad, (C) 5 2(M'-1) where k # j.
For the cell C , ya,(C) is as follows:
d k ( c ) =tCdk(C)+RAdk(C)
Since -p 5 K . A~ ( C ) 5 p and RXa,(C) > ( p / 2 ) 2 = p , 7.4, ( C ) > 0 for all those cells with positive similarity gains, which is a contradiction to that ?d,(C) in resulting partition P is nonpositive. Therefore, P 5 P ' and fsim(P) = 0 with respect to P'.
0
LEMMA 4. For a cell C , the range of the similarity gain weighted by R is the same as the range of the cut gain, if R = p/(Z (M' -1) ). for any cell C in d, ( k # j ) .
PROOF. It follows from

EXPERIMENTAL RESULTS
We implemented our algorithm in C++/STL and evaluated the performance on nine ISPD benchmark circuits [4]. First, for each circuit a golden partition P' has been obtained by taking the best result from 100 runs of K-way hMetis. Then, we have injected some impurities such as cell resizing and additionldeletion of cellslnets into the original netlist hypergraph H' to simulate netlist modifications.
With the knowledge of the previous partitioning result, the modified netlist H is partitioned by the proposed algorithm simp with different values of the similarity coefficient, and the quality is compared with the fresh runs of hMetis on H . For experimental purpose, we preprocessed the original benchmark circuits such that all the big macro cells have been resized to leaf cell sizes. Table 1 , 2, and 3 shows the cut costs and similarity costs of the %way partitions on the modified netlists under different modification scenarios. The column (a) and (b) r e p resent the golden partitions on the original netlists and the initial partitions directly derived from the golden partitions, respectively. An initial partition P; is obtained just by forcing the balance constraint on a perfectly preserved partition of the original partition. The column (c) and (d) shows the results of the proposed approach as the similarity coefficient varies from 0 to R'. In ( c ) similarity is totally ignored and only cut cost minimization is targeted starting from Pt, while the increase of R gradually emphasizes the similarity. The last column (e) shows the results from fresh 10 runs of 1iMetis on the modified netlists.
It is shown that, as the value of R increases, we have more similar(stab1e) partitioning solutions with a little sacrifice of the cut quality (See Figure 5 ) . Thanks to the high qualities of the golden partitions, only one run of simp yields, in many cases, better solutions than the best of 10 runs of hMetis that produce radically different partitions (with very high similarity costs) from the golden partitions while simp's solutions are quite stable with respect to the original partitions. We observed the number of passes within one run of simp is affected by the value R , i.e., the more we put an emphasis on stability the fewer number of passes (65% on an average) is needed to complete the run. Figure 6 visualizes how much portions of the previous partition are preserved by simp with different values of R. In this example, with the sacrifice of 3% cut cost increase which is still lower than the best of 10 runs of hMetis, the average number of missing block neighbors per cell decreases to 1/20, compared to the case we simply apply FM starting from P,.
Another observation we made is the difficulty of balancing; If a netlist have several huge cells such as macros each of which are covering more than 10% of total area, we found that it is difficult to find a good incremental solution since many cell moves are blocked by a hard balance constraint. In order to smooth down this hard constraint, we will investigate further on the feasibility of the use of balance as a cost, not as a constraint. Incorporating into the multilevel paradigm and constructive approach (that starts move sequence from a random partition) for more severe netlist modifications will also be studied as future works. Table 1 : Cut cost and normalized similarity cost for 8-way partitioning with 5% balance ratio. 10% of t h e original cells have been resized t o x2, x4 or x8. (a) t h e original golden partition from 100 runs of hMetis on H', (h) t h e initial partition on X derived from P', (e) t h e resulting partition from P; without similarity consideration, (d) t h e resulting partition from P; with a varying similarity coefficient, ( e ) t h e resulting partition by 1 0 runs of hMetis Table 2 : Cut cost and normalized similarity cost for @. -way partitioning with 5% balance ratio. 20% of t h e original cells have been resized t o X2, x 4 or x8. (a),(b),(c),(d), and ( e ) are t h e same as in Table I . Table 3 : Cut cost and normalized similarity cost for %way partitioning with 5% balance ratio. 10% of t h e original cells resized to x 2 , x4 or X B , 5% of t h e cells (with the nets connecting these cells) deleted, and 5% of t h e cells added (with t h e nets connecting these cells). (a),(b),(c),(d), a n d ( e ) a r e t h e same as in Table 1. 
