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RIGOROUS DERIVATION OF NONLINEAR DIRAC EQUATIONS
FOR WAVE PROPAGATION IN HONEYCOMB STRUCTURES
JACK ARBUNICH AND CHRISTOF SPARBER
Abstract. We consider a nonlinear Schro¨dinger equation in two spatial di-
mensions subject to a periodic honeycomb lattice potential. Using a multi-
scale expansion together with rigorous error estimates, we derive an effective
model of nonlinear Dirac type. The latter describes the propagation of slowly
modulated, weakly nonlinear waves spectrally localized near a Dirac point.
1. Introduction
Two-dimensional honeycomb lattice structures have attracted considerable inter-
est in both physics and applied mathematics due to their unusual transport prop-
erties. This has been particularly stimulated by the recent fabrication of graphene,
a mono-crystalline graphitic film in which electrons behave like two-dimensional
Dirac fermions without mass, cf. [9] for a recent review. Honeycomb structures
also appear in nonlinear optics, modeling laser beam propagation in certain types of
photonic crystals, see, e.g., [3, 21] for more details. In both situations, the starting
point is a two-dimensional Schro¨dinger operator
(1.1) H = −∆+ Vper(x), x ∈ R2,
where Vper ∈ C∞(R2;R), denotes a smooth potential which is periodic with respect
to a honeycomb lattice Λ with fundamental cell Y ⊂ Λ (see Section 2 below for
more details). C. L. Fefferman and M. I. Weinstein in their seminal paper [16]
proved that the associated quasi-particle dispersion relation generically exhibits
conical singularities at the points of degeneracy, the so-called Dirac points. In turn,
this yields effective equations of (massless) Dirac type for wave packets spectrally
localized around these singularities, see [1, 17, 18].
To be more precise, let us recall that, by basic Bloch-Floquet theory, the spectrum
σ(H) ⊂ R is given by a union of spectral bands, which can be obtained through
the following k−pseudo periodic boundary value problem [30]:
(1.2)
{
HΦ(y;k) = µ(k)Φ(y;k), y ∈ Y,
Φ(y + v;k) = eik·vΦ(y;k), v ∈ Λ,
where k ∈ Y ∗ denotes the wave-vector (or, quasi-momentum) varying within the
Brioullin zone, i.e., the fundamental cell of the dual lattice Λ∗. This yields a count-
able sequence of real-valued eigenvalues which are ordered, including multiplicity,
such that
µ0(k) 6 µ1(k) 6 µ2(k) 6 ...,
They describe the effective dispersion relation within the periodic structure. The
corresponding pseudo-periodic eigenfunctions Φm(· ;k), are known as Bloch waves.
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They form, for every fixed k ∈ Y ∗ a complete orthonormal basis on L2(Y ). This
consequently allows one to write the linear time-evolution associated to (2.2) as
Ψ(t,x) = e−iHtΨ0(x) =
∑
m>1
∫
Y ∗
e−iµm(k)t〈Φm(· ;k),Ψ0〉L2(R2)Φm(x;k) dk,
for any initial data Ψ0 ∈ L2(R2).
In the following, let the index m > 1 be fixed (to be suppressed henceforth) and
assume that at k = K∗, the m-th band µ∗ ≡ µ(K∗), has a Dirac point, such that
Nullspace(H − µ∗) = span {Φ1(x),Φ2(x)} ,
cf. Section 2 below for a precise definition. Furthermore, let 0 < ε≪ 1 be a small
(dimensionless) parameter, and assume that initially Ψ0 = Ψ
ε
0 is a wave packet,
spectrally concentrated around this Dirac point, i.e.,
Ψε0(x) = εα0,1(εx)Φ1(x) + εα0,2(εx)Φ2(x)
where α0,1, α0,2 ∈ S(R2;C) are some slowly varying and rapidly decaying ampli-
tudes. The overall factor ε is thereby introduced to ensure that ‖Ψ0‖L2 = 1. It
is proved in [18] that the corresponding solution Ψε(t, ·) of the linear Schro¨dinger
equation satisfies,
Ψε(t,x) ∼
ε→0
εe−iµ∗t
(
α1(εt, εx)Φ1(x) + α2(εt, εx)Φ2(x)
)
,
provided α1,2 satisfy the following massless Dirac system:
(1.3)
{
∂tα1 + λ#
(
∂x1 + i∂x2
)
α2 = 0, α1|t=0 = α0,1,
∂tα2 + λ#
(
∂x1 − i∂x2
)
α1 = 0, α2|t=0 = α0,2,
where 0 6= λ# ∈ C is some constant depending on Vper. This approximation is
shown to hold up to small errors in Hs(R2), over time-intervals of order T ∼
O(ε−2+δ), for δ > 0. The Dirac system (1.3) consequently describes the dynamics
of the slowly varying amplitudes on large time scales. Of course, since the problem
is linear, solutions of any size (w.r.t. ε) will satisfy the same asymptotic behavior.
In the present work, we aim to generalize this type of result to the case of
weakly nonlinear wave packets. Formally, this problem was described in [17], but
without providing any rigorous error estimates. Similarly, in [1, 2] the authors
derive several nonlinear Dirac type models by a formal multi-scale expansions in
the case of deformed and shallow honeycomb lattice structures, respectively. In the
latter case, the size of the lattice potential serves as the small parameter in the
expansion. In contrast to that, we shall not assume that the periodic potential
Vper is small, but rather keep it of a fixed size of order O(1), i.e., independent of
ε, in L∞(R2). However, as always in nonlinear problems, the size of the solution
becomes important (depending on the power of the nonlinearity). To this end, we
find it more convenient to put ourselves in a macroscopic reference frame, which
means that we re-scale
t 7→ t˜ = εt, x 7→ x˜ = εx, Ψ˜ε(t˜, x˜) = εΨε(εt, εx),
with ‖Ψε0(t, ·)‖L2 = 1. We consequently consider the following, semi-classically
scaled nonlinear Schro¨dinger equation (NLS), after having dropped all “ ˜ ” again:
(1.4) iε∂tΨ
ε = −ε2∆Ψε + Vper
(x
ε
)
Ψε + κε|Ψε|2Ψε, Ψε|t=0 = Ψε0(x).
Notice that in this reference frame the honeycomb lattice potential becomes highly
oscillatory. We restrict ourselves to the case of NLS with cubic nonlinearities,
since they are the most important ones within the context of nonlinear optics (a
generalization to other power law nonlinearities is straightforward). However, we
shall also remark on the case of Hartree nonlinearities in Section 6 below, as they are
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more natural in the description of the mean-field dynamics of electrons in graphene
[21, 23]. The nonlinear coupling constant κε ∈ R, is assumed to be of the form
κε = εκ, with κ = ±1.
As will become clear, this size is critical with respect to our asymptotic expansion,
in the sense that the associated modulating amplitudes α1,2 will satisfy a nonlinear
analog of (1.3). For smaller κε, no nonlinear effects are present in leading order, as
ε → 0, whereas for κε larger than O(ε), we do not expect the Dirac model to be
valid any longer. Alternatively, this can be reformulated as saying that we consider
asymptotically small solutions of critical size O(√ε) in L∞ to (1.4) but with fixed
coupling strength κ = O(1). The advantage of our scaling is that it yields an
asymptotic description for solutions of order O(1) in L∞ on macroscopic space-
time scales, in contrast to the setting of [1, 17], in which the size of the solution
varies as ε→ 0. Another advantage is that this scaling puts us firmly in the regime
of weakly nonlinear, semi-classical NLS with highly oscillatory periodic potentials,
which have been extensively studied in, e.g., [5, 6, 7, 8, 19], albeit not for the case
of honeycomb lattices. From the mathematical point of view, the present work will
follow the ideas presented in [19] and adapt them to the current situation.
Our main result, described in more detail in Section 5, rigorously shows that
solutions to (1.4) with initial data Ψε0 spectrally localized around a Dirac point,
can be approximated via
(1.5) Ψε(t,x) ∼
ε→0
e−iµ∗t/ε
(
α1(t,x)Φ1
(x
ε
)
+ α2(t,x)Φ2
(x
ε
))
+O(ε),
where the amplitudes α1,2 solve the following nonlinear Dirac system
(1.6)

∂tα1 + λ#
(
∂x1 + i∂x2
)
α2 = −iκ
(
b1|α1|2 + 2b2|α2|2
)
α1,
∂tα2 + λ#
(
∂x1 − i∂x2
)
α1 = −iκ
(
b1|α2|2 + 2b2|α1|2
)
α2,
subject to initial data α0,1(x), α0,2(x), respectively, and with coefficients b1,2 > 0
given by
b1 =
∫
Y
|Φ1(y)|4 dy =
∫
Y
|Φ2(y)|4 dy, b2 =
∫
Y
|Φ1(y)|2|Φ2(y)|2 dy.
The nonlinear Dirac system (1.6) has been formally derived in [17] and plays the
same role as the coupled mode equations derived in [19], or the semi-classical trans-
port equations derived in [5, 8]. This becomes even more apparent when we recall
that the Bloch waves Φ1,2 can be written as
Φ1,2
(x
ε
)
= χ1,2
(x
ε
)
eiK∗·x/ε,
where now χ1,2(·) is purely Λ-periodic. This shows that (1.5) is of the form of a two-
scale Wentzel-Kramers-Brillouin (WKB) ansatz, first introduced in [5], involving a
highly oscillatory phase function
S(t, x) = K∗ · x− µ∗t.
The latter is seen to be the unique, global in time, smooth solution (i.e., no caustics)
of the semi-classical Hamilton-Jacobi equation
∂tS + µ(∇S) = 0, S(0,x) = K∗ · x.
The fact that the phase function S does not suffer from caustics, allows us to prove
that our approximation (1.5) holds for (finite) time-intervals of orderO(1), bounded
by the existence time of (1.6). In contrast to that, it is known from earlier results,
cf. [5, 8], that caustics within S lead to the breakdown of a single-phase WKB
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approximation. Also note that the group velocity ∇S = K∗ being constant allows
us to localize around Dirac points.
In terms of the unscaled variables used in [17, 18], our approximation result
is seen to hold on times of order O(ε−1), which is considerably shorter than the
time-scale O(ε−2+δ) obtained in [17]. This drawback, however, is expected due to
the influence of our nonlinear perturbation and consistent with earlier results for
linear semi-classical Schro¨dinger equations with periodic potentials and additional,
slowly varying non-periodic perturbations U = U(t, x), see, e.g., [5]. In the case
of the latter, one also expects the appearance of purely geometric effects, such
as the celebrated Berry phase term (cf. [6, 8]). It would certainly be interesting
to understand the corresponding Dirac-type dynamics already on the linear level,
when such geometric effects are present (but this is beyond the scope of the current
work). We finally note that other examples of coupled mode equations have been
derived in, e.g., [11, 12, 20, 26, 27]. In these models, however, the resulting mode
equations are of transport type, and any coupling between the amplitudes stems
purely from the nonlinearity, in contrast to the Dirac model. We finally remark
that discrete mode equations, valid in the tight binding regime, have recently been
studied in [2, 15].
This paper is now organized as follows: In Section 2 we recall some basic proper-
ties of honeycomb lattice structures and the associated lattice potentials. Then, we
shall perform a formal multi-scale expansion in Section 3, for which we will set up
a rigorous framework in Section 4. As a last step, we shall prove in Section 5 that
the approximate solutions thereby obtained is stable under the nonlinear time evo-
lution of the NLS. Finally, we shall briefly discuss the case of Hartree nonlinearities
in Section 6.
2. Mathematical preliminaries
2.1. Honeycomb lattice potentials. We start by recalling the basic geometry
of triangular lattices arising naturally in the connection to honeycomb structures.
Let Λ = Zv1 ⊕ Zv2, spanned by
v1 = a

√
3
2
1
2
 , v2 = a

√
3
2
− 12
 , a > 0.
Then, the honeycomb structure H is the union of two sub-lattices ΛA = A + Λ
and ΛB = B + Λ, cf. [16, 17]. The corresponding dual lattice Λ
∗ = Zk1 ⊕ Zk2 is
spanned by the dual basis vectors
k1 = q
 12√
3
2
 , k2 = q
 12
−
√
3
2
 , q ≡ 4π
a
√
3
,
such that vj · kj = 2π. The fundamental period cell is denoted by
Y = {θ1v1 + θ2v2 : 0 6 θj 6 1, j = 1, 2}.
In the following, we shall denote L2per ≡ L2(R2/Λ) and likewise for other function
spaces. An element f ∈ L2per is called Λ-periodic, since it satisfies
f(y + v) = f(y), for all y ∈ R2 and v ∈ Λ.
On the other hand, we shall denote f ∈ L2k and call it k−pseudo periodic, if
f(y + v) = f(y)eik·v for all y ∈ R2 and v ∈ Λ.
The Brillouin zone, Y ∗, is a choice of fundamental unit cell in the dual period
lattice which we choose to be a regular hexagon centered at the origin. Due to
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symmetry, the vertices of Y ∗ fall into two equivalence classes of points, K ≡ 13 (k1+
k2) and K
′ ≡ −K = 13 (k2 − k1). The other vertices are generated by the action of
2π/3 rotation matrix, R given by
R =
 − 12
√
3
2
−
√
3
2 − 12
 ,
so that
RK = K+ k2, R
2K = K− k1.
RK′ = K′ − k2, R2K′ = K′ + k1.
Let K∗ be a vertex of K or K′ type. For any function f ∈ L2K∗ , we introduce the
unitary operator
(2.1) R : f 7→ R[f ] = f(R∗y) = f(R−1y).
One checks that R has eigenvalues 1, τ, τ , where τ = e2πi/3. This consequently
yields the following pairwise orthogonal subspaces
L2K∗,1 ≡ {f ∈ L2K∗ : R[f ] = f}
L2K∗,τ ≡ {f ∈ L2K∗ : R[f ] = τf}
L2K∗,τ ≡ {f ∈ L2K∗ : R[f ] = τf},
to be used later on.
In [16], the following class of potentials, which yields such honeycomb lattice
structures, has been introduced:
Definition 2.1. Let V ∈ C∞(R2;R). Then V is called a honeycomb lattice
potential if there exists an y0 ∈ R2 such that V˜ = V (y − y0) has the following
properties :
(1) V˜ is Λ-periodic.
(2) V˜ is inversion symmetric, i.e., V˜ (−y) = V˜ (y).
(3) V˜ is R−invariant, i.e., V˜ (R∗y) = V˜ (y).
Remark 2.2. In physics experiments, honeycomb lattices typically are generated
by the interference of three laser beams. For a concrete example of such a potential,
see, e.g., [1, 3].
Next, we consider the Schro¨dinger operator
(2.2) H = −∆+ Vper(y), y ∈ R2,
where Vper is assumed to be a smooth honeycomb lattice. Bloch-Floquet theory
consequently asserts that the spectrum of H is given by (see [30]):
σ(H) =
⋃
m∈N
Em,
where Em = {µm(k) : k ∈ Y ∗} is called the m-th energy band, or Bloch band. The
eigenvalues µm(k) are thereby obtained through the k−pseudo periodic eigenvalue
problem (1.2). The associated eigenfunctions Φm(·;k) ∈ H2loc(R2) are k−pseudo
periodic, and usually referred to as Bloch waves. They form, for every fixed k ∈ Y ∗
a complete orthonormal basis on L2(Y ) where from now on, we denote
〈f, g〉L2(Y ) = 1|Y |
∫
Y
f(y)g(y) dy,
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the associated L2-inner product. We also note that for any m ∈ N there exists a
closed subset I ⊂ Y ∗ such that the functions µ2m(k) are real analytic functions for
all k ∈ Y ∗/I, and we have the following condition
µm−1(k) < µm(k) < µm+1(k), k ∈ Y ∗/I.
We call Em an isolated Bloch band if the condition above holds for all k ∈ Y ∗.
Lastly, it is known that
|I| = |{k ∈ Y ∗ : µm(k) = µm+1(k)}| = 0,
and it is in this set of measure zero that we encounter what are called band crossings.
At such band crossings one does not have differentiability in k of the eigenvalues
and eigenfunctions.
2.2. Dirac Points. An important feature of honeycomb lattice potentials is the
presence of Dirac points. The following definition is taken from [16]:
Definition 2.3. Let V be a smooth honeycomb lattice potential. Then a vertex
K = K∗ ∈ Y ∗ is called a Dirac point if the following holds: There exists m1 ∈ N,
a real number µ∗, and strictly positive numbers, λ and δ, such that:
(1) µ∗ is a degenerate eigenvalue of H with associated K∗-pseudo-periodic
eigenfunctions.
(2) dim Nullspace(H − µ∗) = 2.
(3) Nullspace(H − µ∗) = span{Φ1,Φ2}, where Φ1 ∈ L2K,τ and Φ2 ∈ L2K,τ .
(4) There exists Lipschitz functions µ±(k),
µm1(k) = µ−(k), µm1+1(k) = µ+(k), µm1(K∗) = µ∗,
and E±(k), defined for |k−K∗| < δ, such that
µ+(k)− µ∗ = +λ|k−K∗|(1 + E+(k))
µ−(k)− µ∗ = −λ|k−K∗|(1 + E−(k)),
where |E±(k)| < C|k−K∗| for some C > 0.
For later purposes we also recall the following result from [16] which is computed
using the Fourier series expansion Φ1,2, spanning the two dimensional eigenspace
associated to µ∗.
Proposition 2.4. Let ζ = (ζ1, ζ2) ∈ C2 some vector. Then it holds
〈Φn, ζ · ∇Φn〉L2(Y ) = 0 , n = 1, 2,
2i〈Φ1, ζ · ∇Φ2〉L2(Y ) = 2i〈Φ2, ζ · ∇Φ1〉L2(Y ) = −λ#(ζ1 + iζ2),
2i〈Φ2, ζ · ∇Φ1〉L2(Y ) = −λ#(ζ1 − iζ2),
where λ# ∈ C is defined by
λ# = 3|Y |
∑
m∈S
c(m)2
(
1
i
)
·K∗m.
Here {c(m)}m∈S⊂Z2 denotes the sequence of L2K∗,τ Fourier coefficients of the nor-
malized eigenstate Φ1(x) and K
∗
m = K∗ +m1k1 +m2k2.
If λ# 6= 0, then (4) in Definition 2.3 above holds with λ = |λ#|. For the present
paper, we shall thus make the standing assumption:
Assumption 1. Vper ∈ C∞(R2;R) is a smooth honeycomb lattice potential, which
admits Dirac points such that λ# 6= 0.
It is proved in [16], that this assumption is generically satisfied.
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3. Multi-scale asymptotic expansions
3.1. Formal derivation of the Dirac system. In this section, we shall follow
the ideas in [8, 19], and perform a formal multi-scale expansion of the solution to
(1.4) under the Assumption 1. To this end, we seek a solution of the form
Ψε(t,x) ∼
ε→0
ΨεN (t,x) := e
−iλt/ε
N∑
n=0
εnun
(
t,x,
x
ε
)
, λ ∈ R,
where each un(t,x, ·) is supposed to be k−pseudo periodic with respect to the fast
variable y = xε . From now on, we denote the linear Hamiltonian by
(3.1) Hε = −ε2∆+ Vper
(x
ε
)
and formally plug the ansatz ΨεN into (1.4). This yields
iε∂tΨ
ε
N −HεΨεN − εκ|ΨεN |2ΨεN = e−iλ(t/ε)
N∑
n=0
εnXn + ρ(Ψ
ε
N ),
where the remainder is
(3.2) ρ (ΨεN) = e
−iλ(t/ε)
3N+1∑
n=N+1
εnXn.
Introducing the operators
L0 = λ−H, L1 = i∂t + 2∇x · ∇y, L2 = ∆x,
with H given by (2.2), we find (after some lengthy calculations) that
Xn = L0un + L1un−1 + L2un−2 − κ
∑
j+k+l+1=n
06j,k,l<n
ujukul.
We can then proceed by solving Xn = 0 for all n 6 N , to obtain an approximate
solution ΨεN , which formally solves the NLS up to an error of order O(εN+1). To
this end, the leading order equation is L0u0 = 0, which means
Hu0 ≡ (−∆y + Vper(y))u0 = λu0.
In view of the assumption that u0 is k−pseudo periodic, this implies that λ = µ(k)
is a Bloch eigenvalue. We shall from now on fix k = K∗ to be a Dirac point
satisfying Assumption 1, and denote the associated eigenvalue by λ = µ∗. The
leading order amplitude u0 can thus be written as
(3.3) u0(t,x,y) =
2∑
j=1
αj(t,x)Φj(y;K∗),
where Φ1,2 span the two-dimensional eigenspace of µ∗, cf. Definition 2.3.
To determine the leading order amplitudes α1, α2 we set X1 = 0 to obtain
(3.4) L0u1 = κ|u0|2u0 − L1u0.
Explicitly, the right hand side reads
(3.5) κ|u0|2u0−L1u0 = −i
2∑
j,k,l=1
(
Φj∂tαj − 2i∇xαj · ∇yΦj + iκαjαkαlΦjΦkΦl
)
.
By Fredholm’s alternative, a necessary condition for the solvability of (3.4) is that
the right hand side 6∈ ker(L0). Denoting by P∗ = P2∗ the L2(Y )−projection on the
spectral subspace corresponding to µ∗, we consequently require
P∗(κ|u0|2u0 − L1u0) = 0,
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or, more explicitly:
2∑
j,k,l=1
〈
Φm,Φj∂tαj − 2i∇xαj · ∇yΦj + iκαjαkαlΦjΦkΦl
〉
L2(Y )
= 0, for m = 1, 2.
Applying Proposition 2.4 with ζ = ∇xαj ∈ C2 for j = 1, 2, respectively, we obtain
the following system of equations
∂tα1 + λ#
(
∂x1 + i∂x2
)
α2 + i
2∑
j,k,l=1
κ(j,k,l,1)αjαkαl = 0
∂tα2 + λ#
(
∂x1 − i∂x2
)
α1 + i
2∑
j,k,l=1
κ(j,k,l,2)αjαkαl = 0,
where λ# 6= 0 is as above, and
κ(j,k,l,m) = κ
〈
Φm,ΦjΦkΦl
〉
L2(Y )
.
The latter can now be evaluated, using symmetry considerations of the action of
the operator R, defined in (2.1), when acting onto Bloch eigenfunctions. We recall
that Φ1 ∈ L2K,τ ,Φ2 ∈ L2K,τ are eigenfunctions for R such that
R[Φ1(y)] = Φ1(R∗y) = τΦ1(y), R[Φ2(y)] = Φ1(−R∗y) = τΦ2(y),
where τ = e2πi/3. To compute the integrals
〈
Φm,ΦjΦkΦl
〉
L2(Y )
we use the change
of coordinates y = R∗w and apply the relations above, to obtain:
κ(j,k,l,m) = κ
∫
R(Y )
Φm(R
∗w)Φj(R∗w)Φk(R∗w)Φl(R∗w) dw
= κ
∫
Y
τmΦm(w)τjΦj(w)τkΦk(w)τlΦl(w) dw = τjτkτlτmκ(j,k,l,m),
so that
κ(j,k,l,m)
(
1− C(j,k,l,m)
)
= 0, C(j,k,l,m) = τjτkτlτm.
We consequently find that κ(j,k,l,m) vanishes, whenever C(j,k,l,m) 6= 1. A computa-
tion shows
C(j,j,j,m) = τjτ jτjτm = τjτm 6= 1 for m 6= j,
C(j,k,j,m) = C(k,j,m,j) = τ
2
j τkτm = τkτkτm = τm 6= 1 for m = 1, 2,
C(j,j,k,m) = τjτ jτkτm = τkτm 6= 1 for k 6= m = j,
and we consequently deduce that the only non-vanishing coefficients are
b1 := κ(1,1,1,1) = κ(2,2,2,2) =
∫
Y
|Φ1(y)|4 dy =
∫
Y
|Φ2(y)|4 dy,
b2 := κ(1,1,2,2) = κ(1,2,2,1) = κ(2,2,1,1) = κ(2,1,1,2) =
∫
Y
|Φ1(y)|2|Φ2(y)|2 dy.
In summary, we find the nonlinear Dirac system as announced in (1.6):
∂tα1 + λ#
(
∂x1 + i∂x2
)
α2 + iκ
(
b1|α1|2 + 2b2|α2|2
)
α1 = 0,
∂tα2 + λ#
(
∂x1 − i∂x2
)
α1 + iκ
(
b1|α2|2 + 2b2|α1|2
)
α2 = 0.
Obviously, this system needs to be supplemented with initial data α1,0, α2,0, which
we shall, for simplicity, assume to be in the Schwartz space S(R2).
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3.2. Higher order corrections. Assuming that the leading order amplitudes
α1, α2 satisfy the nonlinear Dirac system allows us to proceed with our expansion
and solve (3.4) for u1. We obtain a unique solution in the form
(3.6) u1(t,x,y) = u˜1(t,x,y) + u
⊥
1 (t,x,y),
where u˜1 ∈ (kerL0) i.e.
(3.7) u˜1(t,x,y) =
2∑
j=1
βj(t,x)Φj(y,K∗)
for some yet to be determined amplitudes β1,2, and
(3.8) u⊥1 (t,x,y) = −L−10
(
L1u0 − κ|u0|2u0
) ∈ (kerL0)⊥.
Here we denote by L−10 the partial inverse (or partial resolvent) of L0, i.e.
L−10 = (1− P∗)(µ∗ −H)−1(1− P∗).
Note that at t = 0, the function u⊥1 (0,x,y) cannot be chosen, but rather has to be
determined from the initial data α0,1, α0,2 according to the formula above.
Proceeding further, we need to determine the amplitudes β1, β2 by setting X2 =
0, i.e.
L0u2 = −L1u1 − L2u0 + κ
(
u20u1 + 2|u0|2u1
)
.
By the same arguments as before, we obtain the following system of linear, inho-
mogeneous Dirac equations for β1,2 as the corresponding solvability condition:
(3.9)

∂tβ1 + λ#
(
∂x1 + i∂x2
)
β2 + i
2∑
j,k,l=1
κ(j,k,l,1)
(
αjβkαl + 2βjαkαl
)
= iΘ1
∂tβ2 + λ#
(
∂x1 − i∂x2
)
β1 + i
2∑
j,k,l=1
κ(j,k,l,2)
(
αjβkαl + 2βjαkαl
)
= iΘ2,
where the right hand side source terms can be written as
(3.10) Θn = ∆αn + 〈Φn, L1u⊥1 〉L2(Y ) − κ〈Φn, (u0u⊥1 + 2u0u⊥1 )u0〉L2(Y ).
We have the freedom to choose vanishing initial data β1,2(0,x) = 0 for the system
(3.9), which nevertheless will have a non-vanishing solution due to the source terms.
In summary, this allows us to write
u2(t,x,y) = u˜2(t,x,y) + u
⊥
2 (t,x,y),
where as before u˜2 ∈ (kerL0) and u⊥2 ∈ (kerL0)⊥. The latter is obtained by elliptic
inversion on (kerL0)
⊥, i.e.
(3.11) u2(t,x,y) = −L−10
(
L1u1 + L2u0 − κ
(
u20u1 + 2|u0|2u1
))
.
All higher order terms un can then be determined analogously. However, since we
are mainly interested in deriving the nonlinear Dirac system for the leading order
amplitudes α1,2, we shall see that it is sufficient to stop our expansion at N = 2.
Note that in order to satisfy X2 = 0, one does not need to determine the amplitudes
within u˜2 ∈ (kerL0), which will simplify our treatment below.
10 J. ARBUNICH AND C. SPARBER
4. Mathematical framework for the approximate solution
4.1. Local well-posedness of the Dirac equations. We aim to make the formal
multi-scale expansion of the foregoing section mathematically rigorous. To do so,
we shall in a first step construct a unique local in-time solution with sufficient
smoothness for the nonlinear Dirac model (1.6). To this end, we will work in the
Banach space X = C([0, T );Hs(R2))2 for s > 1, endowed with the norm
‖u‖X = sup
06t6T
‖u(t)‖Hs ≡ sup
06t6T
(
‖u1(t)‖2Hs + ‖u2(t)‖2Hs
)1/2
,
where u = (u1, u2). For the sake of notation, let us rewrite (1.6) in a more compact
form. Namely, let α = (α1, α2) and define σ
#
1 := P#σ1, σ
#
2 := P#σ2 where σ1,2
are the Pauli spin matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
,
and
P# =
(
λ# 0
0 λ#
)
.
Then (1.6) can be written as
(4.1) i∂tα = −i(σ · ∇)α + κF(α), α|t=0 = α0(x),
where we denote
(σ · ∇) := σ#1 ∂x1 + σ#2 ∂x2
and F(α) is the nonlinearity discussed in the following lemma.
Lemma 4.1. Consider the function
G(α1, α1, α2, α2) =
b1
2
(|α1|4 + |α2|4)+ 2b2|α1|2|α2|2,
with α = (α1, α2) ∈ Hs(R2)2. Then, the nonlinear vector field F(α) =
(
∂α1G
∂α2G
)
is
a map from Hs(R2)2 → Hs(R2)2 for any s > 1.
Proof. We note that for s > 1, Hs(R2) →֒ L∞(R2) is a commutative algebra such
that
∀f, g ∈ Hs(R2), ‖fg‖Hs 6 Cs‖f‖Hs‖g‖Hs .
This directly yields
‖F(α)‖Hs 6
(
b1 + 2b2
)
C2s‖α‖3Hs <∞.

Using the Fourier transform, we also have that the linear time-evolution governed
by the (strongly continuous) Dirac group
(U(t)f)(x) = etσ·∇f(x) ≡ F−1
(
e−itσ·ξ f̂(ξ)
)
(x),
satisfies ‖U(t)u‖Hs = ‖u‖Hs for all s ∈ R and all t ∈ R. Together with the foregoing
lemma, this can be used to prove the following local well-posedness result.
Proposition 4.2. For any α0 ∈ S(R2)2 there exists a time T > 0 and a unique
maximal solution α ∈ C([0, T );Hs(R2)) ∩ C1((0, T );Hs−1(R2))2 for all s > 1 to
(4.1). Moreover, it holds
‖α1(t, ·)‖L2 + ‖α2(t, ·)‖L2 = const. ∀t ∈ [0, T ).
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Proof. This follows by a fixed point argument applied to Duhamel’s formulation of
(4.1), i.e.
(4.2) α(t) = U(t)α0 − iκ
∫ t
0
U(t− τ)F(u(τ))dτ =: (Φα)(t).
Indeed, using Lemma 4.1, one easily sees that for any α0 ∈ S(R2)2 such that
‖α0‖Hs 6 R, the functional Φ : X → X is a contraction mapping on K = {α ∈
X : ‖α‖X 6 2R}, provided T = 1
8(b1 + 2b2)R2C2s
> 0. The asserted regularity
in time then follows by differentiating the equation. Finally, the identity for mass
conservation is obtained by multiplying the equations by αj , integrating and taking
the imaginary part. 
With this result in hand, we can also get local well-posedness for the inhomoge-
neous linear Dirac equation (3.9) on the same time-interval, i.e., we have
(4.3) β ∈ C([0, T );Hs−2(R2))2,
in view of the fact that the coefficients α ∈ C([0, T );L∞(R2))2 and the source
terms satisfy θ ∈ C([0, T );Hs−2(R2))2. The latter can be seen from (3.10) which
involves the Laplacian of u0 and thus we lose two derivatives.
Remark 4.3. The main obstacle to obtain global well-posedness of the nonlinear
Dirac equation (4.1), is the fact that the corresponding energy does not have a
definite sign, i.e.,
E(t) = Im
(
λ#
∫
R2
α2(∂x1 + i∂x2)α1 dx
)
− κ
4
∫
R2
b1|α|2 + 4b2|α1|2|α2|2 dx.
So far, the existence of global in time solutions is thus restricted to small initial
data cases, see, e.g., [4, 13, 14, 24] and the references therein. The fact that (4.1)
is also massless, is an additional complication, as the spectral subspaces for the
corresponding free Dirac operator are no longer separated (a fact that requires
considerable more care than the case with nonzero mass).
4.2. Estimates on the approximate solution and the remainder. Formally,
the approximate solution ΨεN derived in Section 3 solves the NLS up to errors of
order O(εN+1). To make this error estimate rigorous on time-scales of order O(1),
we shall prove a nonlinear stability result in Section 5 below. The latter will require
us to work with an approximate solution of order N > 1. We consequently need
to work (at least) with Ψε2. As was already remarked above, though, in order to
solve the NLS up to reminders of O(ε2), one does not need to determine the highest
order amplitudes within u˜2 ∈ (kerL0). We shall thus set them identically equal to
zero and work with an approximate solution of the following form
(4.4)
Ψεapp(t,x) = e
−iµ∗t/ε
(
u0 + εu1 + ε
2u2
)(
t,x,
x
ε
)
= e−iµ∗t/ε
2∑
j=1
(
αj + εβj
)
(t,x)Φj
(x
ε
;K∗
)
+ εju⊥j
(
t,x,
x
ε
)
,
where α1,2 ∈ C
(
[0, T );Hs(R2)
)
and β1,2 ∈ C
(
[0, T );Hs−2(R2)
)
for s > 1, are the
leading and first order amplitudes guaranteed to exist by the results of the previous
subsection. The term of order O(ε2) within this approximation is solely determined
by elliptic inversion and thereby depends on the two lower order terms.
Since Ψεapp involves the highly oscillatory Bloch eigenfuntions, we cannot expect
to obtain uniform (in ε) estimates in the usual Sobolev spaces Hs(R2). We shall
therefore work in the following ε-scaled spaces, as used in [8, 19].
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Definition 4.4. Let s ∈ Z, 0 < ε 6 1, and f ∈ Hsε (R2) and define theHsε (R2)−norm
by
‖f‖2Hsε :=
∑
|γ|6s
‖(ε∂x)γf‖2L2.
A family f ε is bounded in Hsε (R
2) whenever
sup
0<ε61
‖f ε‖Hsε <∞.
We note that in Hsε (R
2) the following Gagliardo-Nirenberg inequality holds
(4.5) ∀s > 1 ∃C∞ > 0 : ‖f‖L∞ 6 C∞ε−1‖f‖Hsε ,
where the “bad” factor ε−1 is obtained by scaling.
The following proposition then collects the necessary regularity estimates for our
approximate solution and its corresponding remainder.
Proposition 4.5. Let Vper satisfy Assumption 1 and choose S ∈ (4,∞) such that
S > s+ 3 for any s > 1. Let
α ∈ C
(
[0, T ), HS(R2)
)2
, β ∈ C
(
[0, T ), HS−2(R2)
)2
be the solutions to (non-)linear Dirac systems (4.1) and (3.9), respectively. Then,
the approximate solution Ψεapp(t, ·), given in (4.4), satisfies the following estimates
for all t ∈ [0, T ) and for any |γ| < s− 1:
‖(ε∂)γΨεapp(t, ·)‖L∞ 6 Ca, ‖Ψεapp(t, ·)‖Hsε 6 Cb, ‖ρ(Ψεapp)(t, ·)‖Hsε 6 Crε3.
with Ca, Cb, Cr > 0 independent of ε.
Proof. To prove the estimates of the lemma, we need to first establish the regularity
of un(t) = un
(
t,x,y
)
for n = 0, 1, 2. We note first that Assumption 1 implies that
the eigenfunctions Φj(· ;K∗) ∈ C∞(Y ), j = 1, 2, cf. [30]. We shall then prove the
following, preliminary estimate for t ∈ [0, T )
(4.6) un(t) ∈ HS−3(R2)× C∞K∗(Y ), n = 0, 1, 2,
where C∞K∗(Y ) is the space of smooth K∗−pseudo-periodic functions on Y . To this
end, we have for t ∈ [0, T ) that
u0(t) ∈ HS(R2)× C∞K∗(Y ),
due to (3.3) and Proposition 4.2. Next, recall that u1 is of the form (3.6) with u˜1
and u⊥1 given by (3.7) and (3.8), respectively. In view of (3.7) and (4.3), we directly
infer
u˜1(t) ∈ HS−2(R2)× C∞K∗(Y ).
Moreover, since L−10 : L
2(Y ) → H2per(Y ) and L1 = i∂t + 2∇x · ∇y it follows from
(3.4) that
u⊥1 (t) ∈ HS−1(R2)× C∞K∗(Y ),
and thus
u1(t) ∈ HS−2(R2)× C∞K∗(Y ),
since Hs(R2) ⊂ Hs−1(R2) for all s > 0. Lastly, we recall that u2 has the same type
of structure with u⊥2 given by (3.11). Similarly, as before it then follows that
u2(t) ∈ HS−3(R2)× C∞K∗(Y ).
In summary, this yields (4.6) which implies un
(
t, ·, ·ε
)
∈ HS−3ε
(
R2) for n = 0, 1, 2.
Hence it follows that for any s > 1
un
(
t, ·, ·
ε
)
∈ Hsε
(
R
2), n = 0, 1, 2,
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whenever S − 3 > s which gives the condition stated above. Moreover it follows
that
‖Ψapp(t, ·)‖Hsε 6
2∑
n=0
εn‖un‖Hsε 6
2∑
n=0
‖un‖HS−3ε = Cb.
Having established this, our next step is to prove the first inequality of the lemma.
It suffices to show that there exists a constant C0 > 0 such that
(4.7)
∥∥∥(ε∂)γu0(t, ·, ·
ε
)∥∥∥
L∞
6 C0
holds for all ε ∈ (0, 1), |γ| < s− 1, and t ∈ [0, T ). Since u0 is of the form (3.3), we
need only to show that∥∥∥(ε∂)γ(α1,2(t, ·)Φ1,2( ·
ε
;K∗
))∥∥∥
L∞
6 C,
where C is a constant independent of epsilon. By the Leibniz rule one has
(ε∂)γ
(
α1,2(t,x)Φ1,2
(x
ε
;K∗
))
=
∑
|σ|6|γ|
(|γ|
σ
)
(ε∂)σα1,2(t,x) · (ε∂)σ−γΦ1,2
(x
ε
;K∗
)
,
and we can thus estimate∥∥∥(ε∂)γ(α1,2(t, ·)Φ1,2( ·
ε
;K∗
))∥∥∥
L∞
6 C1
∑
|σ|6|γ|
∥∥∥(ε∂)σα1,2(t, ·)∥∥∥
L∞
∥∥∥(ε∂)σ−γΦ1,2( ·
ε
;K∗
)∥∥∥
L∞
6 C2
∥∥∥Φ1,2(·;K∗)∥∥∥
C
|γ|
K∗
∑
|σ|6|γ|
∥∥∥∂σα1,2(t, ·)∥∥∥
L∞
6 C3
∥∥∥α1,2(t, ·)∥∥∥
H2+|γ|
6 C,
where the second to last inequality follows by Sobolev embedding. Hence (4.7)
follows by the triangle inequality. For n = 1, 2, one invokes (4.5) directly to obtain
‖(ε∂)γun
(
t, ·, ·
ε
)
‖L∞ 6 C∞ε−1‖un‖Hm+|γ|ε 6 ε
−1‖un‖Hs 6 ε−1Cn,
provided that m > 1 and m + |γ| 6 s, which implies |γ| < s − 1. The desired
inequality then follows, since
‖(ε∂)γΨεapp(t, ·)‖L∞ 6 C0 +
2∑
n=1
εn−1
∥∥∥(ε∂)γun(t, ·, ·
ε
)∥∥∥
L∞
6 Ca,
where Ca is a constant independent of epsilon. One notices that the last inequality
follows from the fact that for n = 3, . . . , 7: Xn ∈ Hsε (R2) and so
‖ρ(Ψapp)(t, ·)‖Hsε 6
7∑
n=3
εn‖Xn‖Hsε 6 Crε3.

With these estimates at hand, we can now prove the stability of our approxima-
tion.
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5. Nonlinear stability of the approximation
Before we prove the nonlinear stability of our approximation, we recall that it
was proved in [19], that the linear Schro¨dinger group
(5.1) Sε(t) := e−iH
εt/ε
generated by the periodic Hamiltonian Hε defined in (3.1) satisfies
(5.2) ‖Sε(t)f‖Hsε 6 Cs‖f‖Hsε for all t ∈ R and all ε ∈ (0, 1),
where Cs > 0 is independent of ε. To this end, one uses the fact that Vper is
assumed to be smooth and periodic (as guaranteed by Assumption 1). Using this,
it is straightforward to obtain the following basic well-posedness result for nonlinear
Schro¨dinger equations.
Lemma 5.1. Let Vper satisfy Assumption 1 and Ψ
ε
0 ∈ Hsε (R2), for s > 1. Then
there exists a T ε > 0 and a unique solution Ψε ∈ C([0, T ε);Hsε (R2)) to the initial
value problem (1.4).
Proof. In view of (5.2), the proof is a straightforward extension of the one given
in, e.g., [29, Proposition 3.8] for the case without periodic potential. 
Remark 5.2. Note that this result does not preclude the possibility that T ε → 0+,
as ε → 0+. However, it will be a by-product of our main theorem below that this
is not the case (at least not for the class of initial data considered in this work).
As a final preparatory step, we recall the following Moser-type lemma proved in
[28, Lemma 8.1.1].
Lemma 5.3. Let R > 0, s ∈ [0,∞), and N (z) = κ|z|2z with κ ∈ R. Then there
exists a Cs = Cs(R, s, d, κ) such that if f satisfies
‖(ε∂)γf‖L∞ 6 R ∀|γ| 6 s,
and g satisfies
‖g‖L∞ 6 R,
then
‖N (f + g)−N (f)‖Hsε 6 Cs‖g‖Hsε
In contrast to other estimates (e.g., Schauder etc.), the above result has the
advantage to result in a linear bound on the nonlinearity, a fact we shall use in the
proof below. Indeed, we are now in the position to prove our main result.
Theorem 5.4. Let Vper satisfy Assumption 1, let α ∈ C([0, T ), HS(R2))2 be a
solution to (1.4) and β ∈ C([0, T ), HS−2(R2))2 be a solution to (3.9) for some
S > s + 3 with s > 1. Finally, assume that there is a c > 0 such that the initial
data Ψε0 of (1.4) satisfies∥∥∥Ψε0 − (u0 + εu1)(0, ·, ·ε) ∥∥∥Hsε 6 cε2.
Then, for any T∗ ∈ [0, T ) there exists an ε0 = ε0(T∗) ∈ (0, 1) and a constant
C > 0, such that for all ε ∈ (0, ε0), the solution Ψε ∈ C([0, T∗);Hsε (R2)) of (1.4)
exists and moreover
sup
06t6T∗
∥∥∥Ψε(t, ·)− e−iµ∗t/ε(u0 + εu1) (t, ·, ·
ε
)∥∥∥
Hsε
6 Cε2.
Proof. Consider the difference in the exact and approximate solution
ϕε = Ψε −Ψεapp,
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then ϕε(t,x) satisfies
i∂tϕ
ε =
1
ε
Hεϕε +
(
N (Ψεapp + ϕε)−N (Ψεapp)
)
− 1
ε
ρ(Ψεapp), ϕ
ε
|t=0 = ϕ
ε
0,
where Hε is defined in (3.1), the nonlinearity is N (z) = κ|z|2z, and ρ(Ψεapp) is the
remainder obtained in (3.2) for N = 2. We denote wε(t) := ‖ϕε(t)‖Hsε and first
note by assumption that
wε(0) ≡ ‖ϕε0‖Hsε 6
∥∥∥Ψε(0, ·)− (u0 + εu1) (0, ·, ·
ε
)∥∥∥
Hsε
+ ε2‖u⊥2 (0, ·)‖Hsε 6 c˜ε2,
for some constant c˜ ∈ R. We shall prove that there exists C˜ > 0, ε0 ∈ (0, 1), such
that for all ε ∈ (0, ε0] that wε(t) 6 C˜ε2 for t ∈ [0, T∗].
To this end, we rewrite the equation above using Duhamel’s principle, i.e.
ϕε(t) =Sε(t)ϕε0 − i
t∫
0
Sε(t− τ)(N (Ψεapp(τ) + ϕε(τ)) −N (Ψεapp(τ))) dτ
+
i
ε
t∫
0
Sε(t− τ)ρ(Ψεapp(τ)) dτ,
where Sε(t) is the Schro¨dinger group (5.1). Now, using the propagation estimate
(5.2), together with the estimate on the remainder stated in Proposition 4.5, we
obtain
wε(t) 6 Cl(c˜+ CrT∗)ε2 + Cl
t∫
0
∥∥N (Ψεapp(τ) + ϕε(τ)) −N (Ψεapp(τ))∥∥Hsε dτ.
for all t 6 T∗.
Set C˜ := Cl(c˜ + CrT∗)eClCsT∗ and choose M > max{c˜, C˜} such that Mε2 >
c˜ε2 > wε(0). Since wε(t) is continuous in time, there exists, for every ε ∈ (0, 1), a
positive time tεM > 0, such that w
ε(t) 6 ε2M for t 6 tεM . The Gagliardo-Nirenberg
inequality (4.5) then yields for s > 1
‖ϕε(t)‖L∞ 6 ε−1C∞‖ϕε(t)‖Hsε = ε−1C∞wε(t) 6 εC∞M
for t 6 tεM . Hence there exists an ε0 ∈ (0, 1), such that
‖ϕε(t)‖L∞ 6 Ca,
for ε ∈ (0, ε0] and t 6 tεM . By Proposition 4.5 we also have
‖(ε∂)γΨapp(t, ·)‖L∞ 6 Ca
for |γ| 6 s − 1, ε ∈ (0, 1), and t < T . Thus we are in a position to apply the
Moser-type Lemma 5.3 with R = Ca to obtain
wε(t) 6 Cl(c+ CrT∗)ε2 + ClCs
t∫
0
wε(τ) dτ, for ε ∈ (0, ε0] and t 6 tεM .
Gronwall’s lemma then yields
wε(t) 6 Cl(c˜+ CrT∗)ε2eClCst 6 C˜ε2 < M for all ε ∈ (0, ε0] and t 6 T∗.
Hence for any choice of T∗, by continuity, we may extend further in time in that
tεM ≥ T∗, and so we have proved that for any T∗ < T :
sup
06t6T∗
wε(t) ≡ sup
06t6T∗
‖Ψε(t, ·)−Ψεapp(t, ·)‖Hsε 6 C˜ε2.
Another triangle inequality, then yields the desired result. 
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This theorem implies the approximation result announced in (1.5), uniformly
on finite time-intervals bounded by the local existence time of (4.1), provided the
initial data is sufficiently well prepared, i.e. up to errors of order O(ε2).
Remark 5.5. Unfortunately, our proof requires us to work with an approximate
solution of order O(ε2), in which we need to control also the first order corrector
∝ u1. In turn, this requires the initial data to be somewhat better than one would
like it to be. The reason for this is the scaling factor ε−1 appearing in the Gagliardo-
Nirenberg inequality (4.5). It is conceivable that this is merely a technical issue
which can be overcome by the use of a different functional framework. For example,
the authors in [11, 12] work in a Wiener-type space for the Bloch-transformed
solution and its approximation.
6. The case of Hartree nonlinearities
In this section, we shall briefly discuss the case of NLS with Hartree nonlinearity,
i.e., instead of (1.4), we consider
(6.1) iε∂tΨ
ε = −ε2∆Ψε + Vper
(x
ε
)
Ψε + εκ
(
1
| · | ∗ |Ψ
ε|2
)
Ψε, Ψε|t=0 = Ψ
ε
0(x).
This model describes the (semi-classical) dynamics of electrons inside a graphene
layer, under the influence of a self-consistent electric field.
We again seek an asymptotic expansion of the form
Ψε(t,x) ∼
ε→0
e−itµ∗/ε
2∑
n=0
εnun
(
t,x,
x
ε
)
,
where as before the un are assumed to be k−pseudo periodic with respect to the
fast variable. By the same procedure as in Section 3, we obtain that
u0(t,x,y) =
2∑
j=1
αj(t,x)Φj(y;K∗).
Plugging this into the Hartree nonlinearity, yields the following nonlinear potential
V ε(t,x) =
1
| · | ∗
2∑
j,k=1
(
αjαkΦjΦk
)(
t, ·, ·
ε
)
,
which unfortunately does not directly exhibit the required two-scale structure.
However, we shall prove the following averaging result.
Lemma 6.1. Let αj(t,x) ∈ Hs(R2), for s > 1, then
lim
ε→0
V ε(t,x) =
( 1
| · | ∗
(|α1|2 + |α2∣∣2))(t,x).
Proof. We recall that Bloch eigenfunctions concentrated at a Dirac point have a
Fourier series expansion of the following form, cf. [16]:
Φ1(y,K
∗) =
∑
m∈Z2
c(m)eiK
∗
m
·x,
Φ2(x,K
∗) = Φ1(−x,K∗) =
∑
m∈Z2
c(m)eiK
∗
m
·x,
where
K∗m = K∗ +m1k1 +m2k2 = K∗ + km.
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By orthogonality and Parseval’s identity one finds the following relations to be used
below ∑
m∈Z2
|c(m)|2 =
∫
Y
|Φ1(x)|2 dx = 1,
∑
m∈Z2
c(m)2 = 〈c(m), c(m)〉ℓ2(Z2) =
∫
Y
Φ1(x)Φ2(x) dx = 0,
∑
m∈Z2
c(m)2 = 〈c(m), c(m)〉ℓ2(Z2) =
∫
Y
Φ2(x)Φ1(x) dx = 0.
Next, we decompose
V ε = V ε1 + V
ε
2 ≡
1
| · | ∗
2∑
j=1
|αj |2|Φj |2 + 1| · | ∗
∑
j 6=k
αjαkΦjΦk.
Explicitly, we find
V ε1 (t,x) =
∫
R2
(∣∣α1(t,η)∣∣2∣∣Φ1(η
ε
)∣∣2 + ∣∣α2(t,η)∣∣2∣∣Φ2(η
ε
)∣∣2) dη∣∣x− η∣∣
=
∑
m,m′∈Z2
c(m)c(m′)
∫
R2
(∣∣α1(t,η)∣∣2 + ∣∣α2(t,η)∣∣2)ei(km−m′ ·η)/ε dη∣∣x− η∣∣ ,
and similarly,
V ε2 (t,x) =
=
∫
R2
(
α1(t,η)α2(t,η)Φ1
(η
ε
)
Φ2
(η
ε
)
+ α1(t,η)α2(t,η)Φ1
(η
ε
)
Φ2
(η
ε
)) dη∣∣x− η∣∣
=
∑
m,m′∈Z2
c(m)c(m′)
∫
R2
α1(t,η)α2(t,η)e
i(k
m−m′ ·η)/ε dη∣∣x− η∣∣
+
∑
m,m′∈Z2
c(m)c(m′)
∫
R2
α1(t,η)α2(t,η)e
−i(k
m−m′ ·η)/ε dη∣∣x− η∣∣ .
Now, since the kernel 1|·| in two spatial dimensions is integrable at the origin and
since α1,2 ∈ L2(R2)∩L∞(R2), the Riemann-Lebesgue lemma implies that, as ε→ 0,
all ε−oscillatory terms vanish, i.e. all terms for whichm 6=m′. In view of the above
identities for the Fourier coefficients we thus find
lim
ε→0
V ε1 (t,x) =
∑
m∈Z2
|c(m)|2
∫
R2
(∣∣α1(t,η)∣∣2 + ∣∣α2(t,η)∣∣2) dη∣∣x− η∣∣
=
(
1
| · | ∗
(∣∣α1∣∣2 + ∣∣α2∣∣2))(t,x),
whereas
lim
ε→0
V ε2 (t,x) =
∑
m∈Z2
c(m)2
∫
R2
α1(t,η)α2(t,η)
dη∣∣x− η∣∣
+
∑
m∈Z2
c(m)2
∫
R2
α1(t,η)α2(t,η)
dη∣∣x− η∣∣ = 0,
since both sums vanish individually. 
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We therefore expect that as ε → 0, the dynamics of WKB waves spectrally
localized around K∗ are governed by the following Dirac-Hartree system:
∂tα1 + λ#
(
∂x1 + i∂x2
)
α2 = −iκ
(
1
| · | ∗
(∣∣α1∣∣2 + ∣∣α2∣∣2))α1,
∂tα2 + λ#
(
∂x1 − i∂x2
)
α1 = −iκ
(
1
| · | ∗
(∣∣α1∣∣2 + ∣∣α2∣∣2))α2,
The Cauchy problem for this system has been rigorously studied in [21] as an ad-
hoc model for electrons in graphene (see also [22, 25] for related results). Our
analysis above indicates, that this is indeed the correct model and we believe that
a fully rigorous proof can be achieved along the same lines as in the case of a cubic
nonlinearity. However, a rigorous averaging argument for the required second order
approximate solution would require considerably more work, a direction we do not
want to pursue here.
Remark 6.2. Let us finally note that while the Hartree nonlinearity is equivalent
to a coupling with a Poisson equation −∆V = |Ψε|2 in three spatial dimensions,
this is no longer the case in 2D. If one were to pursue the coupled system instead
of (6.1), the effective model obtained would be a Dirac-Poisson system as studied
in [10].
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