Content-Based Image retrieval has emerged as one of the most active research directions in the past few years. In CBIR, selection of desired images from a collection is made by measuring similarities between the extracted features. It is hard to determine the suitable weighting factors of various features for optimal retrieval when multiple features are used. In this paper, we propose a relevance feedback frame work, which evaluates the features, from fuzzy entropy based feature evaluation index (FEI) for optimal retrieval by considering both the relevant as well as irrelevant set of the retrieved images marked by the users. The results obtained using our algorithm have been compared with the agreed upon standards for visual content descriptors of MPEG-7 core experiments.
Introduction
Digital images are widely used in many application fields such as biomedicine, education, commerce crime prevention, World Wide Web searching etc. This necessitates finding of relevant images from a database, by measuring similarities between the visual contents (color, texture, shape etc.) of the query images and those stored in the database and commonly known as Content-based image retrieval (CBIR) [1] , [2] , [3] , [4] .
Due to the vast activities in CBIR research over the last few years, Moving Pictures Expert Group (MPEG) has started the standardization activity for " Multimedia Content description Interface" in MPEG-7 [5] , to provide standardization of feature descriptions for audiovisual data.
In a conventional CBIR, an image is usually represented by a set of features, where the feature vector is a point in the multidimensional feature space. However, images with high feature similarities may differ in terms of semantics. The M. Banerjee is grateful to the Department of Science and Technology, New Delhi, India, for supporting the work under grant (SR/WOS-A/ ET-111/2003 ). discrepancy between the low level features like color, texture shape etc. and the high-level semantic concepts (such as sunset, flowers, outdoor scene etc.) is known as "semantic gap". To bridge this gap, users feedback may be used in an interactive manner which is popularly known as "relevance feedback" [6] , [7] , [8] , [9] . The user rates the relevance of the retrieved images, from which the system dynamically learns the user's judgment to gradually generate better results. Owing to these facts, derivation and selection of optimal set of features, which can effectively model human perception subjectivity via relevance feedback, still remain a challenging issue.
Majority of the relevance feedback methods employ two approaches [10] namely, query vector moving technique and feature re-weighting technique to improve retrieval results. In the first approach, the query is reformulated by moving the vector towards positive / relevant examples and away from the negative examples, assuming that all positive examples will cluster in the feature space. Feature re-weighting method is used to enhance the importance of those components of a feature vector, that help in retrieving relevant images, while reducing the importance of the features that does not help. However in such cases, the selection of positive and negative examples, from a small number of samples having large number of features, still remains as a problem.
Relevance feedback techniques in CBIR, have mostly utilized information of the relevant images but have not made use of the information from irrelevant images. Zin et al., [11] have proposed a feature re-weighting technique by using both the relevant and the irrelevant information, to obtain more effective results. Recently, relevance feedback is considered as a learning and classification process, using classifiers like Bayesian classifiers [12] , neural network [13] . However trained classifiers become less effective when the training samples are insufficient in number. To overcome such problems, active learning methods have been used in [14] .
A fuzzy entropy based feature evaluation mechanism is provided for relevance feedback, combining information from both relevant and irrelevant images. The effectiveness of the proposed method is compared, with the results of Schema(XM) which uses the feature descriptors of MPEG-7 core experiments. The remaining sections are organized as follows : The section 2 describes the mathematical formulations for relevance feedback frame work. The experimental results and conclusion are described in section 3
Estimation of Relative Importance of Different Features from Relevance Feedback
Image retrieval using relevance feedback can be considered as a pattern classification problem. An effective relevance feedback system should be able to accumulate knowledge from small set of feedback images to form an optimal query. Each type of visual feature tends to capture only one aspect of the image property. To evaluate the importance of individual components for a particular query I qr , the information from relevant and irrelevant images may be combined as follows :
Let an image database S d be composed of d distinct images, I={I 1 ,I 2 ,...,
, where f q is the qth feature component in the N dimensional feature space. The commonly used similarity function between the query image I qr and other images I, is represented as, [15] , [16] in pattern classification problems.
Feature evaluation index:
The fuzzy measure (FEI) is defined from interclass and intraclass ambiguities and explained as follows.
It is shown that fuzzy entropy (H qj ) [17] gives a measure of 'intraset ambiguity ' along the qth co-ordinate axis in C j . The entropy of a fuzzy set, having n j points in C j is computed as,
where the Shannon's function , The criteria of a good feature is that, it should be nearly invariant within class, while having differences between patterns of different classes [15] . The value of H would therefore decrease, after combining C j and C k as the goodness of the qth feature in discriminating pattern classes C j and C k increases. Considering the two types of ambiguities, the proposed Feature evaluation index (FEI) for the qth feature is,
Lower the value of F EI q , higher is the quality of importance of the qth feature in recognizing and discriminating different classes. The user marks the relevant and irrelevant set from 20 returned images.To evaluate the importance of the qth feature, the qth component of the retrieved images is considered. i.e., I (q) ={I
H qkj is computed combining both the sets. Effect of sample size on evaluating importance: To address the issue like, how to manage with limited number of returned images, we study the effect of image sample size on the FEI values. We combine two distinct categories of images. We mark category (1) as relevant and those from category (2) as irrelevant. We increase the sample size of the relevant and irrelevant images (double, triple, half, etc). We also test with other combinations. The FEI values computed from different combinations are shown in Table. 1. As seen from the table, the order of the values obtained for (F EI) q is same for a particular query category.
Adjustment of weights:
The marking of relevant and irrelevant images is subjective. One may emphasize more on similarity between one feature (eg., color) than some other features ( eg., shape), when comparing two images. Accordingly the weights need to be adjusted. For the query feature vector F . The individual components of relevant images are expected to vary within a smaller range say ( ) and may be represented as .
In the first pass, all features are considered to be equally important. Hence w 1 =w 2 ,...=w q =1. The feature spaces of the relevant images are therefore altered in a similar fashion after updating the components with w q . As a result, the ranks of the relevant images are not affected much. For irrelevant images, one feature component may be very close to the query, whereas other feature component may be far away from the query feature. But the magnitude of the similarity vector may be close to the relevant ones. These images may be characterized as,
After the features of the query and the stored images (S d ) have been updated with the FEI values, the weighted components are expected to dominate over feature space such that, the rank of the irrelevant ones are pulled down. We have tested the results, from updating the weights with w q = F EI q 2 , 1 F EIq 2 and obtained better results from w q = F EI q 2 , in majority of the cases. Intuitively this depends on how the combination of important features dominate over the others for a particular query. Importance of a features is decided from the decreasing order of (FEI) values. In order to further enhance the effect of the important features, we introduce another multiplying factor t qf to make the component more dominating The weights of the individual features for successive iterations are expressed as follows ; w qf = t qf × (F EI qf ) 2 where the value of t qf are chosen as {1.0, 0.1}. to get better results.
Features used for characterizing an image: The features are computed from a set of moments invariant to rotation, translation and scaling. The moments m pq of order p and q of a function f (x, y) for discrete images, are usually approximated as,
The centralized moments are expressed as,
The normalized central moments are computed as, η pq = 
Experimentation
The performance of image retrieval system is tested upon SIMPLIcity images which consists of 1000 images from 10 different categories. The average precision value from each category (randomly chosen queries), after retrieving (10, 20, 40) images are shown in Table 2 . Altough the performance mostly depends uopn the choice of features, it is observed that, the results almost converged after two iterations. A retrieval result is shown in Fig.3 .
Complexity. The time complexity T(n) for matching and sorting our results is represented as, T(n) = O(ND)+ O(NlogN). The complexity involved in computing Euclidean distance is O(ND) where D is the number of components within the feature vector. Sorting of (N) images with quick sort of O(NlogN). As (D=6). Hence D logN . Therefore T (n) O(N logN ). Comparison with MPEG-7: MPEG-7 [19] is an ISO/IEC standard, which provides a collection of specific, agreed upon standard (audio, visual) descriptors. MPEG-7 experimentation Model (XM) software [5] is the frame work of all the reference codes, and make use of MPEG-7 visual descriptors. These can serve as a test bed for evaluation and comparison of features in CBIR context. The features of XM commonly used as standard visual content descriptors for still images are listed in Table. 3. These features have been rigorously tested in the standardization process. We have seen the query results for all the classes available in Schema ( Beaches, buildings, horses, cars, flowers etc. )which utilize the MPEG-7 visual descriptors. The performance is compared for the case of evaluating overall similarity between images from precision rate defined as, P r =(1/n 1 ) r/n where, the system retrieves r images that belongs to the same class C1 from n retrieved images. n 1 is the number images queried from category C1. The images from other categories are taken as outliers. The results are shown in Figs. 4 and 5. Our results can be fairly compared with MPEG-7 visual descriptors, as seen from Figs. 4 and 5. Although the initial precision is found better for SchemaXM as shown in Fig. 4(a) and Fig.5(b) but our algorithm fairly catches the results. Conclusion: In the current work, a fuzzy entropy based relevance feedback, framework for image retrieval is proposed. We intend to test the effectiveness of the system, using simple features , invariant moments in the present case. We plan to improve our scheme by associating text and other features, for better compatibility with MPEG-7 and better semantic modeling.
