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Abstract
Parametric sensitivity analysis is a critical component in the study of mathematical
models of physical systems. Due to its simplicity, finite difference methods are used
extensively for this analysis in the study of stochastically modeled reaction networks.
Different coupling methods have been proposed to build finite difference estimators,
with the “split coupling,” also termed the “stacked coupling,” yielding the lowest vari-
ance in the vast majority of cases. Analytical results related to this coupling are sparse,
and include an analysis of the variance of the coupled processes under the assumption
of globally Lipschitz intensity functions [2]. Because of the global Lipschitz assump-
tion utilized in [2], the main result there is only applicable to a small percentage of
the models found in the literature, and it was conjectured that similar results should
hold for a much wider class of models. In this paper we demonstrate this conjecture to
be true by proving the variance of the coupled processes scales in the desired manner
for a large class of non-Lipschitz models. We further extend the analysis to allow for
time dependence in the parameters. In particular, binary systems with or without
time-dependent rate parameters, a class of models that accounts for the vast majority
of systems considered in the literature, satisfy the assumptions of our theory.
1 Introduction
Stochastic models of biochemical interaction networks are now used ubiquitously in biology,
especially cell biology [4, 5, 11, 14, 20, 22, 28]. The most common such model treats the
system as a discrete-space, continuous-time Markov chain with the state vector giving the
counts of the constituent species and with transitions for the chain modeled through the
possible reactions of the system. The key system parameters of these models, the kinetic
parameters, govern the rates at which the different reactions take place, and computing
derivatives of system outputs with respect to these parameters, i.e. parametric sensitivity
analysis, plays a critical role in many problems related to optimization and uncertainty
quantification [1, 3, 7, 8, 13, 18, 25, 26]. In particular, such derivatives are often utilized in
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an inner loop in optimization problems, and their estimation is one of the key bottlenecks
for many computational experiments in systems biology.
Suppose our state vector at time t is denoted by Xθ(t), where θ is a vector of parameters
for the model. For simplicity, assume for now that θ is one-dimensional. Suppose also that
f is a function and f(Xθ(t)) is some output of interest. For example, if we are interested
in the total molecular count, we can take f(x) = ‖x‖1, whereas if we are interested in the
count of the first species we can take f(x) = x1. Returning to the case of a general function
f , the sensitivity of J(θ) = E[f(Xθ(t))] with respect to θ is defined as
J ′(θ) =
∂
∂θ
E[f(Xθ(t))]. (1)
By far the most common method for the computational estimation of the above derivative
is finite difference combined with Monte Carlo. Specifically, we can estimate
J ′(θ) ≈
E[f(Xθ+ε(t))]− E[f(Xθ(t))]
ε
= E
[
f(Xθ+ε(t))− f(Xθ(t))
ε
]
,
via
E
[
f(Xθ+ε(t))− f(Xθ(t))
ε
]
≈ DN(ε) =
1
Nε
N∑
i=1
[
f(Xθ+ε[i] (t))− f(X
θ
[i](t))
]
,
where Xθ[i] denotes the i
th realization of Xθ. The variance of this estimator is
Var (DN(ε)) =
1
Nε2
Var
(
f(Xθ+ε(t))− f(Xθ(t))
)
,
so long as the pairs {(Xθ+ε[i] , X
θ
[i])}
N
i=1 are independent. For a given ε, there are two ways to
decrease the variance of the estimator:
(i) increase N , or
(ii) decrease Var
(
f(Xθ+ε(t))− f(Xθ(t))
)
.
Note that if Xθ and Xθ+ε are constructed independently, then the variance is simply [6]
Var
(
f(Xθ+ε(t))
)
+Var
(
f(Xθ(t))
)
.
However, if the processes are coupled so that they are constructed on the same probability
space but not independent, then
Var
(
f(Xθ+ε(t))− f(Xθ(t))
)
= Var
(
f(Xθ+ε(t))
)
+Var
(
f(Xθ(t))
)
− 2Cov(f(Xθ+ε(t)), f(Xθ(t))),
and it is possible to decrease the variance with little or no extra computational burden.
The two most commonly used couplings for parametric sensitivity analysis of reaction
networks are the common reaction path coupling [24] and coupled finite difference (CFD)[2],
also termed the split coupling, both of which rely on the random time change representation
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of Kurtz [19]. In more recent work, the stacked coupling was introduced [9]. This coupling
is similar to the CFD coupling, but utilizes thinning and is more amenable to models with
time dependent rate parameters. A construction similar to the stacked coupling, and which
was developed independently and simultaneously, can be found in [27].
Unfortunately, analytical results related to these couplings are sparse. In [2], it was shown
that Var
(
f(Xθ+ε(t))− f(Xθ(t))
)
is O(ε) if the CFD coupling is used and if the intensity
functions of the model are globally Lipschitz in both the state variable and the parameter
θ. However, these assumptions are satisfied only if the model stays inside a bounded set
(for example, if a conservation relation exists for all species). Therefore, these assumptions
exclude most models found in the literature. Similar analytic results related to the stability
and convergence of coupled processes were given in section 4 of Engblom’s 2014 paper [12].
Our main analytical result, Theorem 2, extends the main result from [2] to a much
broader class of models, including all binary networks, which constitutes the vast majority
of models utilized in the literature. Specifically, Theorem 2 guarantees that for any model
satisfying Assumption 1, which are mild regularity conditions satisfied by nearly all models
found in the literature, E
[
‖Xθ+ε(t)−Xθ(t)‖p1
]
= O(ε), for any p ≥ 1. In particular, the
main growth condition we assume a model satisfies is that any reaction that increases the
net total number of molecules has a rate function that grows linearly. We note that this
condition was also considered in [12, 16, 17, 23].
Finally, we note that finite differences is not the only method for estimating the derivatives
in (1). In particular, it is often possible to move the derivative inside the expectation and
perform a change of measure. This leads to a Girsanov transformation method [21, 24].
However, in the present setting of reaction networks this method typically has a very large
variance, and so is not often utilized. Further, it is sometimes possible to switch the order
of differentiation and expectation in (1) directly, and this leads to pathwise differentiation
methods [15]. However, this method of differentiation is generally not applicable in the
present setting since there are commonly “interruptions” in the reactions [8]. However, see
[8] for a hybrid pathwise differentiation method that is applicable to the vast majority of
models in the literature.
The remainder of the paper is organized as follows. In section 2, we will provide required
terminology, the formal mathematical model, and the assumptions on the model we require
for our main theorem to hold. In section 3, we state and prove our main result, Theorem 2.
2 Mathematical model
2.1 Notation
We use standard notation. The nonnegative integers, real numbers, and positive real numbers
will be represented by Z≥0, R, and R>0, respectively. For d ≥ 2, we denote by Z
d
≥0, R
d, and
R
d
>0 the corresponding d-dimensional vector spaces. For x ∈ Z
d
≥0 the factorial x! is defined
x! =
d∏
i=1
xi!. (2)
3
For u, v ∈ Rd, we write u ≥ v if ui ≥ vi for each i, we define the inner product as u · v =∑d
i=1 uivi, and the ℓ1 norm of u is
‖u‖1 =
d∑
i=1
|ui|.
For A ⊂ R and x ∈ R we denote the indicator function 1A(x) by
1A(x) =
{
1, x ∈ A
0, otherwise.
2.2 Reaction networks and stochastic mass-action kinetics
We begin with the definition of a reaction network. See [5] for any necessary background.
Definition 1. A reaction networks is a triple {S, C,R} where
• S = {A1, . . . , Ad} is a set of species.
• C, the complexes, is a non-empty, finite set of linear combinations of the species over the
non-negative integers. We make the usual abuse of notation by corresponding y ∈ C
with the vector in Zd≥0 whose ith component gives the integer count of species Ai in
complex y.
• R, the reactions, is a subset of C × C. We typically denote (y, y′) ∈ R by y → y′ and
will denote by K the cardinality of R.
After enumerating the reactions, we denote the kth reaction by yk → y
′
k ∈ R, we denote
its reaction vector by ζk = y
′
k − yk ∈ Z
d, and we will call yk and y
′
k the source and
product complexes for the kth reaction, respectively.
The typical stochastic model of a reaction network treats the system as a continuous-
time Markov chain with state space Zd≥0, where X(t) ∈ Z
d
≥0 gives the counts of the different
chemical species at time t ≥ 0. Transitions for the model are determined by the reactions
and their intensity functions. Specifically, for the kth reaction, we let λk : Z
d× [0,∞)→ R≥0
be the corresponding intensity function. Then the transition rate from state x to x′ is
Q(x, x′, t) =
∑
k:ζk=x′−x
λk(x, t), (3)
where the sum is over those reactions with reaction vector equal to x′ − x ∈ Zd≥0. The most
common choice of intensity function is given by stochastic mass-action kinetics, in which
case
λk(x) = κk
x!
(x− yk)!
1{x≥yk}, (4)
where yk is the source complex. Because this is the most common choice of rate function,
reactions with source complex of the form ∅ are termed zeroth order reactions and reactions
with source complex yk = ei for some i ∈ {1, . . . , d} are termed first order reactions.
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Note that mass-action kinetics does not depend upon time, which is why the t dependence
has been dropped. When stochastic mass-action kinetics is used, the term κk is called a rate
constant, and is typically placed next to the reaction arrow in the reaction diagram (see
Examples 1, 2, and 3 below).
The most commonly used time-dependent intensity function is only a slight modification
of (4), and assumes that the rate parameters are functions of time,
λk(x, t) = κk(t)
x!
(x− yk)!
1{x≥yk}. (5)
A few examples illustrate the model.
Example 1. Consider the following reaction network with stochastic mass-action kinetics
A
2
→ 2A 2A
θ
→ A.
Because we are assuming mass-action kinetics, the intensity functions are
λ1(x) = 2x and λ2(x) = θx(x− 1), for x ∈ Z≥0.
Neither intensity is a function of time, so there is no t-dependence in the notation. 
Example 2 (Intracellular viral kinetics). Consider the following model given in [17]. This
model consists of 4 species: the viral template (T), the viral genome (G), the viral structural
protein (S), and the virus (V). There are 6 reactions
T
k1→ T +G G
k2→ T T
k3→ T + S T
k4→ ∅ S
k5→ ∅ G + S
k6→ V.
Assuming mass-action kinetics, and after ordering the species as T,G, S, V , we have
λ1(x) = κ1x1, λ2(x) = κ2x2, λ3(x) = κ3x1, λ4(x) = κ4x1, λ5(x) = κ5x3, λ6(x) = κ6x2x3.
Notice that G and S can be created with the presence of only one copy of a viral template.
Hence, the state space will be unbounded. 
The following example incorporates circadian rhythm into our intensity function by as-
suming time dependence of a rate parameter.
Example 3. Consider the following standard network for gene transcription and translation,
∅
λ1(t)
→ M M
100
→ M + P M
1
→ ∅ P
1
→ ∅.
We assume the last three reactions have mass-action kinetics (4) with associated rate con-
stants given above their reaction arrow. However, we assume the intensity function for the
first reaction follows (4). In particular,
λ1(t) = κ1(t) = 60 + 15 sin
(
2πt
24
)
.
Using such an intensity function for the first reaction allows us to model the system going
through dark-light cycles that oscillate over a 24 hour time-period. 
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2.3 Representations for the process
We provide two representations for the process detailed in the previous section. See [4, 5]
for more details on either. The first is the random time change representation of Thomas
Kurtz [19], in which X is the solution to the following stochastic equation
X(t) = X(0) +
K∑
k=1
Yk
(∫ t
0
λk(X(s), s)ds
)
ζk, (6)
where the {Yk}
K
k=1 are independent unit-rate Poisson processes.
The second representation arrises by letting X be the solution to the following equation
X(t) = X(0) +
K∑
k=1
ζk
∫
[0,t]×[0,∞)
1[qk−1(s−),qk−1(s−)+λk(X(s−),s−))(x)N(ds× dx), (7)
where N is a unit-rate space-time Poisson point process and q0(s) = 0 for all s ≥ 0 and for
k ∈ {1, . . . , K},
qk(s) =
k∑
ℓ=1
λℓ(X(s), s).
2.4 Coupled processes and assumptions on the model
We detail a number of couplings already found in the literature.
The first coupling of (Xθ, Xθ+ε) we detail, usually termed the common reaction path
coupling [24], arises from using the same choice of Poisson processes in the representation
(6). Specifically,
Xθ+ε(t) = Xθ+ε(0) +
K∑
k=1
Yk
(∫ t
0
λθ+εk (X
θ+ε(s), s)ds
)
ζk
Xθ(t) = Xθ(0) +
K∑
k=1
Yk
(∫ t
0
λθk(X
θ(s), s)ds
)
ζk,
(8)
where {Yk}
K
k=1 is a sequence of independent unit-rate Poisson processes.
The second coupling of (Xθ, Xθ+ε) we detail, termed the stacked coupling [9], utilizes a
space-time Poisson point process as its randomness, as in (7). Specifically,
Xθ+ε(t) = Xθ+ε(0) +
K∑
k=1
ζk
∫
[0,t]×[0,∞)
1[qθ,εk−1(s−),q
θ,ε
k−1(s−)+λ
θ+ε
k (X
θ+ε(s−),s−))(x)N(ds× dx)
Xθ(t) = Xθ(0) +
K∑
k=1
ζk
∫
[0,t]×[0,∞)
1[qθ,εk−1(s−),q
θ,ε
k−1(s−)+λ
θ
k(X
θ(s−),s−))(x)N(ds× dx),
(9)
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where
λ
θ,ε
ℓ (s) = max{λ
θ+ε
ℓ
(
Xθ+ε(s), s
)
, λθℓ
(
Xθ(s), s
)
}
q
θ,ε
k (s) =
k∑
ℓ=1
λ
θ,ε
ℓ (s) with q
θ,ε
0 (s) = 0.
(10)
Remark 1. One key advantage of the stacked coupling is that whenever both processes jump
at the same time, they must jump via the same reaction channel. That is, when the kth
reaction channel is chosen to fire for Xθ, then Xθ+ε can either update through the kth reaction
channel or stay put, and vice versa.
For future reference, we define
N θ,εqK (t) =
∫
[0,t]×[0,∞)
1[0,qθ,εK (s−))
(x)N(ds× dx), (11)
to be the number of points of the point process N in our region of interest up to time t.
If the intensity functions are independent of time, then the stacked coupling (9) is equiv-
alent to the coupled finite difference coupling (CFD), also termed the split coupling [2],
Xθ+ε(t) = Xθ+ε(0) +
K∑
k=1
ζkY
1
k
(∫ t
0
λθ+εk (X
θ+ε(s), s) ∧ λθk(X
θ(s), s)ds
)
+
K∑
k=1
ζkY
2
k
(∫ t
0
(
λθ+εk (X
θ+ε(s), s)− λθ+εk (X
θ+ε(s), s) ∧ λθk(X
θ(s), s)
)
ds
)
Xθ(t) = Xθ(0) +
K∑
k=1
ζkY
1
k
(∫ t
0
λθ+εk (X
θ+ε(s), s) ∧ λθk(X
θ(s), s)ds
)
+
K∑
k=1
ζkY
3
k
(∫ t
0
(
λθk(X
θ(s), s)− λθ+εk (X
θ+ε(s), s) ∧ λθk(X
θ(s), s)
)
ds
)
,
(12)
where {Y 1k , Y
2
k , Y
3
k }
K
k=1 are independent unit-rate Poisson processes.
As noted in the introduction, analytical results related to these couplings are sparse.
However, the following is proven in [2].
Theorem 1. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ} be
a family of stochastic models whose intensity functions λθk(x, t) are parametrized by θ ∈ R
m
>0.
Suppose (Xθ+ε, Xθ) are coupled as in (12) and there exist constants K1, K2 such that for all
x, y ∈ Zd≥0
K∑
k=1
∣∣λθk(x)− λθk(y)∣∣ ≤ K1|x− y| (13)
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and for all x ∈ Zd≥0, and all ε < 1
K∑
k=1
∣∣λθ+εk (x)− λθk(x)∣∣ ≤ K2ε. (14)
Then, for any T > 0 and any function f : Rd → R that is C1 (bounded first derivative),
there is a CT,f > 0 for which
E
[
sup
t≤T
(
f(Xθ+ε(t))− f(Xθ(t))
)2]
≤ CT,fε.
Notice that (13) implies the intensity functions are globally Lipschitz in the state vari-
able and (14) implies the intensity functions are globally Lipschitz in the parameter, these
assumptions are highly restrictive and most models in the literature are excluded.
Example 4. Consider Example 1 and recall the reaction intensity for the second reaction is
λ2(x, t) = θx(x− 1).
Notice that the function is only locally Lipschitz in x and θ (since the state space is not
bounded), thus Theorem 1 is not applicable. 
Example 5. Consider the intracellular viral kinetics model introduced in Example 2. Notice
that the last reaction is binary, hence λ6(x) = κ6x2x3 is only locally Lipschitz in x. Moreover,
the viral genome (G) and the viral structural protein (S) can be created by the first and
third reaction without consuming any other species. Hence x2 and x3 can not be bounded
and λ2, λ5, λ6 are only locally Lipschitz in terms of rate constants. Thus, Theorem 1 is not
applicable. 
We will extend Theorem 1 to a wider class of models. However, care must be taken not
to try to extend too broadly. For example, models such as 2A → 3A are explosive, and
their expectation and variance are not finite. With this example in mind, we denote by
P = {k ∈ {1, . . . , K} : ζk ·~1 > 0}, the indices of the reactions that have a positive net effect
on the count of the total population, and give our main modeling assumption below.
Assumption 1. A family of rate functions, {λθk}, parameterized by θ ∈ R
γ
>0 satisfies this
assumption if there is an C > 0 and a compact set Θ ⊂ Rγ>0 for which the following conditions
hold.
(1) (Linear growth for P) For any k ∈ P
sup
θ∈Θ
sup
t∈R>0
λθk(x, t) ≤ C(1 + ‖x‖1).
(2) (Polynomial growth for R) For any k ∈ {1, 2, ..., K}, there is an integer p ≥ 1 for
which
sup
θ∈Θ
sup
t∈R>0
λθk(x, t) ≤ C(1 + ‖x‖
p
1)
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(3) For ‖ε‖1 > 0 small enough,
sup
θ∈Θ
sup
x∈Zd≥0
∑K
k=1 |λ
θ+ε
k (x, s)− λ
θ
k(x, s)|∑K
k=1max{λ
θ+ε
k (x, s), λ
θ
k(x, s)}
≤ C‖ε‖1.
Remark 2. We will sometimes work with sets of rate functions with a particular choice of
rate constants, and these will be denoted by {λk}. In this case, the set Θ is taken to be a
single point and the criterion supθ∈Θ can be dropped from each of the three conditions.
We note that condition (1) in Assumption 1 was also utilized in [12, 16, 17, 23].
The next lemma shows that stochastic mass-action kinetics (4) satisfies conditions (2) and
(3) of Assumption 1. Hence, any model with this choice of kinetics satisfies Assumption 1 if
only first or zeroth order reactions generate a net gain in total molecule counts. In particular,
binary systems, a class of models that accounts for the vast majority of systems considered
in the literature, satisfy this assumption, since a reaction with a binary source complex will
either maintain or decrease total molecule counts when it occurs. For an example of a model
that does not satisfy condition (1) when mass-action kinetics is utilized, simply consider
2A⇄ 3A. In particular, the reaction 2A→ 3A violates the assumption.
Lemma 1. Let (S, C,R) be a reaction network with d species and K reactions. Assume
the intensity functions are given by stochastic mass-action kinetics (4). Let Θ ⊂ RK>0 be a
compact set, where we correspond each θ = (κ1, κ2, ..., κK) ∈ Θ with a choice of mass-action
rate constants. Then, conditions (2) and (3) of Assumption 1 are satisfied.
Proof. Condition (2) of Assumption 1 follows easily since we have
λk(x) = κk
x!
(x− yk)!
1{x≥yk} ≤ κk
d∏
i=1
[xi(xi − 1) . . . (xi − yki + 1)] ≤ κk
d∏
i=1
x
yki
i ≤ κk‖x‖
‖yk‖1
1 ,
where we take 00 = 1, and since θ ∈ Θ, which is compact.
To verify condition (3) of Assumption 1, notice that
|λθ+εk (x, s)− λ
θ
k(x, s)| = |εk|
x!
(x− yk)!
1{x≥yk}, and
max{λθ+εk (x, s), λ
θ
k(x, s)} = max{κk + εk, κk}
x!
(x− yk)!
1{x≥yk},
where we choose εk small enough so that κk + εk > 0. Hence
max
x∈Zd≥0
∑K
k=1 |λ
θ+ε
k (x, s)− λ
θ
k(x, s)|∑K
k=1max{λ
θ+ε
k (x, s), λ
θ
k(x, s)}
= max
x∈Zd≥0
∑K
k=1 |εk|
x!
(x−yk)!
1{x≥yk}∑K
k=1max{κk + εk, κk}
x!
(x−yk)!
1{x≥yk}
≤ max
x∈Zd≥0
max
k
{
|εk|
max{κk + εk, κk}
}
= max
k
{
|εk|
max{κk + εk, κk}
}
.
For the last inequality, we used the fact that
ak ≤ cbk ⇒
∑K
k=1 ak∑K
k=1 bk
≤ c
∑K
k=1 bk∑K
k=1 bk
= c.
Hence, again by the compactness of Θ ∈ RK>0, condition (3) of Assumption 1 holds so long
as we choose ‖ε‖1 small enough, .
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3 Main results
In this section, we prove our main result, stated below.
Theorem 2. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ} be
a family of stochastic models whose associated intensity functions {λθk} are parametrized by
θ ∈ Θ ⊂ Rγ>0, for some γ ∈ Z>0, where Θ is compact. Suppose that Assumption 1 holds and
that (Xθ, Xθ+ε) are coupled via the stacked coupling (9) with Xθ(0) = Xθ+ε(0) = x0 ∈ Z
d
≥0.
Then, for any θ in the interior of Θ and any r ≥ 1, there is a Cr,t > 0 and ε ∈ R>0 so that
E
[
‖Xθ+ε(t)−Xθ(t)‖r1
]
≤ Cr,t‖ε‖1, (15)
when ‖ε‖1 ≤ ε.
The condition that θ be in the interior of Θ is not vital. In particular, if θ were on the
boundary of Θ, then a larger Θ˜ ⊃ Θ could be chosen. Note also that the choice of ε can be
used to guarantee that θ + ε ∈ Θ.
Note that an immediate corollary of Theorem 2, acquired by taking r = 2, is the following.
Corollary 1. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ}
be a family of stochastic models whose associated intensity functions {λθk} are parametrized
by θ ∈ Rγ>0, for some γ ∈ Z>0. Suppose that Assumption 1 holds and that (X
θ, Xθ+ε)
are coupled via the stacked coupling (9) with Xθ(0) = Xθ+ε(0) = x0 ∈ Z
d
≥0. Finally, let
f : Rd → R be Lipschitz. Then there is a CT,f > 0 and a ε ∈ R>0 so that
V ar
(
f(Xθ+ε(t))− f(Xθ(t))
)
≤ CT,f‖ε‖1,
when ‖ε‖1 ≤ ε.
The rest of the section is organized as follows. In section 3.1, we will discuss the key
component of the proof, which establishes an upper bound for the rate of growth of the
process. In section 3.2, we will then introduce some technical lemmas. The pieces will then
be put together in section 3.3.
3.1 Growth bound of the stochastic process
Let τm be the first time the process leaves the L
1 ball with radius m. We are interested in the
decay rate of P (τm ≤ t), as m→∞, and will show in Lemma 2 that it decays exponentially
so long as the model satisfies condition (1) of Assumption 1. Moreover, by Lemma 3, the
bound is sharp. We note that Lemma 2 is similar to a result in [17], where, under the same
assumptions, the decay was shown to be polynomial in m.
Lemma 2. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ} be
a family of stochastic models whose associated intensity functions {λθk} are parametrized by
θ ∈ Θ ⊂ Rγ>0, for some γ ∈ Z>0, where Θ is compact. Assume {λ
θ
k} satisfies condition (1)
of Assumption 1. Define
τ θm = inf
{
t ≥ 0 : ‖Xθ(t)‖1 =
d∑
i=1
Xθi (t) ≥ m
}
.
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Then, for any initial condition x0 ∈ Z
d
≥0, any θ ∈ Θ, and any t ≥ 0, there exist constants
C > 0 and δ ∈ (0, 1), both of which are independent of θ, such that
P (τ θm ≤ t) ≤ Cδ
m, (16)
for all m ∈ Z>0 large enough.
In the proof, we will show that one possible choice of C and δ is
C = (1− e−ctCK)−1−
‖x0‖1
ℓ and δ =
(
1− e−ctCK
) 1
ℓ
, (17)
where C comes from Assumption 1, c = max{‖x0‖1+1, ℓ} and ℓ = maxk{ζk ·~1}. By Remark
2, we may apply Lemma 2 when only a particular model (with a particular choice of rate
constants) is being considered. In this case, we take Θ to be a single point.
We prove Lemma 2 at the end of the section. The proof will proceed by comparing the
model of interest with a particular linear (i.e., first order) model. We therefore begin with a
sequence of lemmas related to linear models. The first concerns a pure birth-process with a
particular choice of rate constants.
Lemma 3. Suppose X satisfies
X(t) = 1 + Y
(
κ
∫ t
0
X(s)ds
)
,
where Y is a unit-rate Poisson process and κ > 0. For any integer M ≥ 2, define τM =
inf{t ≥ 0 : X(t) ≥M}. Then
P (τM ≤ t) = (1− e
−κt)M−1.
Proof. We first prove the results when κ = 1. Suppose the unit-rate Poisson process Y has
holding times e1, e2, . . . , where ei are unit exponentials. Then
τM =
e1
1
+
e2
2
+
e3
3
+ . . .
eM−1
M − 1
=
M−1∑
i=1
ei
i
,
Notice that τM is the sum of exponential random variables with distinct parameters ρi = i.
Thus τM is hypoexponentially distributed with density (see [10]):
fτM (t) =
M−1∑
i=1
ρie
−ρit
(
M−1∏
j 6=i
ρj
ρj − ρi
)
.
Thus,
P (τM ≤ t) =
∫ t
0
fτM (s)ds =
∫ t
0
M−1∑
i=1
ρie
−ρis
(
M−1∏
j 6=i
ρj
ρj − ρi
)
ds
=
M−1∑
i=1
[
M−1∏
j 6=i
ρj
ρj − ρi
]∫ t
0
ρie
−ρisds =
M−1∑
i=1
(
M−1∏
j 6=i
ρj
ρj − ρi
)
(1− e−ρit)
=
M−1∑
i=1
(
M−1∏
j 6=i
ρj
ρj − ρi
)
−
M−1∑
i=1
(
M−1∏
j 6=i
ρj
ρj − ρi
)
e−ρit.
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To simplify we note that
M−1∏
j 6=i
ρj
ρj − ρi
=
M−1∏
j 6=i
j
j − i
=
1
1− i
2
2− i
· · ·
i− 1
−1
i+ 1
1
i+ 2
2
· · ·
M − 1
M − 1− i
= (−1)i−1
1
i− 1
2
i− 2
· · ·
i− 1
1
i+ 1
1
i+ 2
2
· · ·
M − 1
M − 1− i
= (−1)i−1
(M − 1)!
(M − 1− i)!i!
= −(−1)i
(
M − 1
i
)
.
Thus,
P (τM ≤ t) = −
M−1∑
i=1
(−1)i
(
M − 1
i
)
+
M−1∑
i=1
(−1)i
(
M − 1
i
)
e−it
= −
M−1∑
i=0
(−1)i
(
M − 1
i
)
+
M−1∑
i=0
(−1)i
(
M − 1
i
)
e−it
= (1− e−t)M−1,
(18)
where the third equality follows since the i = 0 terms cancel out, and the fourth equality
follows by applying the binomial theorem twice.
The result is therefore shown when κ = 1. When κ 6= 1, we have
τM =
e1
κ
+
e2
2κ
+
e3
3κ
+ . . .+
eM−1
(M − 1)κ
=
1
κ
M−1∑
i=1
ei
i
and, simply by scaling,
P (τM ≤ t) = P
(
M−1∑
i=1
ei
i
≤ κt
)
= (1− e−κt)M−1,
where we used (18).
In the next lemma we will consider models with a general positive initial condition and
with linear intensity functions but larger jumps sizes (denoted by ℓ). In particular, the model
below can be thought of as arising from the reaction network A
κ
→ (ℓ+ 1)A.
Lemma 4. Suppose X satisfies
X(t) = x0 + ℓY
(
κ
∫ t
0
X(s)ds
)
(19)
where Y is a unit-rate Poisson process and κ > 0. For any integer M > x0, define τM =
inf{t ≥ 0 : X(t) ≥M}. Then for M ≥ ℓ+ x0,
P (τM ≤ t) ≤ Cδ
M
for some constant C = C(t, ℓ, κ, x0) > 0 and δ = δ(t, ℓ, κ, x0) ∈ (0, 1).
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Proof. Let Y be the Poisson process in (19) and define Z to be the solution to
Z(t) = 1 + Y
(
κ
∫ t
0
Z(s)ds
)
.
Note that Z is using the same Poisson process as X . However, the two processes are different
as Z has an initial condition of Z(0) = 1 and only jumps by size 1. In particular, the process
Z satisfies the assumptions of Lemma 3. By Lemma 3, if we denote µm = inf{t ≥ 0 : Z(t) ≥
m}, we have
P (µm ≤ t) = (1− e
−κt)m−1. (20)
Denote the unit-rate exponential holding times of the Poisson process Y by e1, e2, . . . . Then,
for m ≥ 2,
τ(m−1)ℓ+x0 =
1
κ
(
e1
x0
+
e2
x0 + ℓ
+
e3
x0 + 2ℓ
+ . . .+
em−1
x0 + (m− 2)ℓ
)
=
1
κ
m−1∑
i=1
ei
x0 + (i− 1)ℓ
µm =
1
κ
(
e1
1
+
e2
2
+
e3
3
+ . . .+
em−1
m− 1
)
=
1
κ
m−1∑
i=1
ei
i
.
Hence if we let c = max{x0, ℓ},
τ(m−1)ℓ+x0 =
1
κ
m−1∑
i=1
ei
x0 + (i− 1)ℓ
≥
1
κ
m−1∑
i=1
ei
c+ (i− 1)c
=
1
c
µm.
Hence, by (20)
P (τ(m−1)ℓ+x0 ≤ t) ≤ P (µm ≤ ct) = (1− e
−ctκ)m−1.
Thus, for M ≥ ℓ + x0, we may take m = ⌊
M−x0
ℓ
⌋ + 1, which must be greater than or equal
to 2, and conclude
P (τM ≤ t) ≤ P (τ(m−1)ℓ+x0 ≤ t) ≤ (1− e
−ctκ)m−1 ≤ (1− e−ctκ)
M−x0
ℓ
−1 = CδM ,
where δ = (1− e−ctκ)
1
ℓ and C = (1− e−ctκ)−1−
x0
ℓ .
Lemma 5. Let x0 ≥ 0 and suppose X satisfies
X(t) = x0 + ℓY
(∫ t
0
κ(1 +X(s))ds
)
(21)
where Y is a unit-rate Poisson process and κ > 0. For any integer M > x0, define τM =
inf{t ≥ 0 : X(t) ≥M}. Then for M ≥ ℓ+ x0,
P (τM ≤ t) ≤ Cδ
M (22)
for some constant C = C(t, ℓ, κ, x0) > 0 and δ = δ(t, ℓ, κ, x0) ∈ (0, 1).
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Proof. Define Z(t) = X(t) + 1, then we can rewrite (21) to get the stochastic equation for
Z(t), which is
Z(t) = (1 + x0) + ℓY
(∫ t
0
κZ(s)ds
)
. (23)
For any integer k, define µk = inf{t ≥ 0 : Z(t) ≥ k}. Then, by Lemma 4,
P (µk ≤ t) ≤ Cδ
k, (24)
so long as k ≥ ℓ + x0 + 1. By the definition of Z(t), τM = µM+1 and thus, so long as
M + 1 ≥ ℓ+ x0 + 1,
P (τM ≤ t) = P (µM+1 ≤ t) ≤ Cδ
M+1 = C˜δM
where C˜ = Cδ = (1− e−ctκ)−1−
x0
ℓ and δ = (1− e−ctκ)
1
ℓ for c = max{x0 + 1, ℓ}.
Remark 3. Suppose {Yk}
K
k=1 are independent unit-rate Poisson processes and suppose that
the process X satisfies the representation
X(t) = x0 +
K∑
k=1
ℓYk
(∫ t
0
κk(1 +X(s))ds
)
.
Then the process has the same distribution as the process X satisfying the representation
X(t) = x0 + ℓY
(∫ t
0
κ(1 +X(s))ds
)
,
where Y is a unit-rate Poisson process and κ =
∑K
k=1 κk. By Lemma 5, X satisfies (16),
implying that X does as well.
We now turn to the proof of Lemma 2.
Proof of Lemma 2. Denote P = {k ∈ {1, . . . , K} : ζk · ~1 > 0} and let ℓ = max
k∈P
{ζk · ~1}. We
choose a specific θ ∈ Θ and suppose that Xθ and Z are defined (coupled) via
Xθ(t) = x0 +
K∑
k=1
Yk
(∫ t
0
λθk(X
θ(s), s)ds
)
ζk,
Z(t) = ‖x0‖1 + ℓ
∑
k∈P
Yk
(∫ t
0
C(1 + Z(s))ds
)
(25)
where {Yk} are independent unit-rate Poisson processes, and C is defined as in Assumption
1. Define µm = inf{t ≥ 0 : Z(t) ≥ m}. Then, so long as m ≥ ‖x0‖1 + ℓ, Lemma 5 (and
Remark 3) implies
P (µm ≤ t) ≤ Cδ
m, (26)
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where c = max{‖x0‖1 + 1, ℓ} and
C = (1− e−ctCK)−1−
‖x0‖1
ℓ , δ =
(
1− e−ctCK
) 1
ℓ
. (27)
Turning to Xθ, we take the 1-norm and find
‖Xθ(t)‖1 = X
θ(t) ·~1 = x0 ·~1 +
K∑
k=1
Yk
(∫ t
0
λθk(X
θ(s), s)ds
)
(ζk ·~1)
≤ ‖x0‖1 + ℓ
∑
k∈P
Yk
(
C
∫ t
0
(1 + ‖Xθ(s)‖1)ds
)
. (28)
Note that if we can show ‖Xθ(t)‖1 ≤ Z(t) for all t ≥ 0, then τ
θ
m ≥ µm, and (16) will be
implied by (26). Hence the rest of the proof will consist of showing ‖Xθ(t)‖1 ≤ Z(t) for all
t ≥ 0. We will proceed by induction, and the arguments will rely crucially on the coupling
in (25).
Denote αn as the nth jump time for X
θ due to reactions in P. That is,
αn = inf{t > αn−1 : X
θ(t) = Xθ(t−) + ζk for some k ∈ P}, with α0 = 0. (29)
1. Consider n = 1. Any reaction before time α1 will not increase ‖X
θ(t)‖1, since ζk ·~1 ≤ 0
for any k 6∈ P. On the other hand, Z(t) is monotonically increasing, and hence
‖Xθ(t)‖1 ≤ Z(t) for any t < α1. Consequently,
‖Xθ(α1)‖1 = ‖x0‖1 +
K∑
k=1
Yk
(∫ α1
0
λθk(X
θ(s), s)ds
)
(ζk ·~1)
≤ ‖x0‖1 + ℓ
∑
k∈P
Yk
(
C
∫ α1
0
(1 + Z(s))ds
)
= Z(α1). (30)
2. Now let n ≥ 2 and suppose that ‖Xθ(t)‖1 ≤ Z(t) for all t ≤ αn−1. Then by the
same reasoning as above, for any t < αn, ‖X
θ(t)‖1 ≤ Z(t), and similarly to (30),
‖Xθ(αn)‖1 ≤ Z(αn).
Since Z(t) is non-explosive and ‖Xθ(t)‖1 ≤ Z(t), we have that αn →∞, as n→∞, and the
proof for the particular value of θ chosen is now complete. Noting that the bound in (30) is
uniform in θ completes the proof.
3.2 More Lemmas
In this section, we will prove some technical lemmas which will be used in Section 3.3 to
prove the main result, Theorem 2. The next two lemmas are provided for completeness.
Lemma 6. Suppose k ≥ 1 and l ∈ Z>0 are fixed and δ ∈ (0, 1). Then
∞∑
n=1
nkδ(n
1/ℓ) <∞.
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Lemma 7. Suppose x ∈ [0, 1] and n ≥ 2. Then
1− (1− x)n ≤ nx.
To prove theorem 2, we will need some qualitative properties of N θ,εqK (t) introduced in
(11) for the coupled processes. The final lemma concerns the moments of N θ,εqK (t).
Lemma 8. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ}
be a family of stochastic models whose associated intensity functions {λθk} are parametrized
by θ ∈ Θ ⊂ Rγ>0, for some γ ∈ Z>0, where Θ is compact. Assume {λ
θ
k} satisfies conditions
(1) and (2) of Assumption 1. Fix θ ∈ Θ and θ + ε ∈ Θ, and suppose (Xθ+ε, Xθ) are
coupled via the stacked coupling (9), with N θ,εqK (t) defined as in (11). Then for any r ≥ 1,
E[
(
N θ,εqK (t)
)r
] <∞. Consequently, N θ,εqK (t) <∞ almost surely.
Note that there is no requirement for ε to be small. Instead, we just need both parameters
to be contained within Θ.
Proof. We adopt the notation from Lemma 2, where
τ θm = inf
{
t ≥ 0 : ‖Xθ(t)‖1 =
d∑
i=1
Xθi (t) ≥ m
}
,
and let τm = min{τ
θ
m, τ
θ+ε
m }. Then by Lemma 2, for m large enough,
P (τm ≤ t) ≤ P (τ
θ
m ≤ t) + P (τ
θ+ε
m ≤ t) ≤ 2Cδ
m.
The remainder of the proof focuses on bounding the tail probability P (N θ,εqK (t) ≥ n), as
n→∞. Define
n∗ = n
1
p+1 ,
where p is the order of the polynomial in condition (2) of Assumption 1. With this choice
of n∗, by Lemma 2,
P (N θ,εqK (t) ≥ n, τn∗ ≤ t) ≤ P (τn∗ ≤ t) ≤ 2Cδ
n
1
p+1
, (31)
so long as n is large enough.
If τn∗ > t, then ‖X(s)‖1 ≤ n
∗ for all s ∈ [0, t], and so by condition (2) of Assumption 1,
N θ,εqK (t) ≤
∫
[0,t]×[0,∞)
1[
0,
∑K
k=1 C(1+n
p
p+1 )
)(x)N(ds× dx).
Denote the process on right-hand side of the above equation by Zn(t) and note that it is a
Poisson process with rate CK(1+n
p
p+1 ). Since, Zn(t) is a Poisson random variable, we know
P (Zn(t) ≥ a) ≤ e
−a log a
E[Zn(t)]
+a−E[Zn(t)].
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so long as a > E[Zn(t)]. Therefore, for n large enough,
P (N θ,εqK (t) ≥ n, τn∗ > t) ≤ P (Zn(t) ≥ n, τn∗ > t)
≤ P (Zn(t) ≥ n)
≤ exp
(
−n log
n
tCK(1 + n
p
p+1 )
+ n− tCK(1 + n
p
p+1 )
)
. (32)
Note that the leading order on the exponent is −n log n.
Collecting (31) and (32), we have
P (N θ,εqK (t) ≥ n) = P (N
θ,ε
qK
(t) ≥ n, τn∗ ≤ t) + P (N
θ,ε
qK
(t) ≥ n, τn∗ > t)
≤ exp
(
−n log
(
n
tCK(1 + n
p
p+1 )
)
+ n− tCK(1 + n
p
p+1 )
)
+ 2Cδn
1
p+1
.
We therefore have
E[
(
N θ,εqK (t)
)r
] =
∞∑
n=1
nrP (N θ,εqK (t) = n) ≤
∞∑
n=1
nrP (N θ,εqK (t) ≥ n)
≤
∞∑
n=1
nr
[
exp
(
−n log
(
n
tCK(1 + n
p
p+1 )
)
+ n− tCK(1 + n
p
p+1 )
)
+ 2Cδn
1
p+1
]
≤
∞∑
n=1
nr exp
(
−n log
(
n
tCK(1 + n
p
p+1 )
)
+ n− tCK(1 + n
p
p+1 )
)
+ 2C
∞∑
n=1
nrδn
1
p+1
.
The first series converges by the root test and second series converges by Lemma 6.
3.3 Proof of main result
We restate the main theorem for completeness.
Theorem 2. Let (S, C,R) be a reaction network with d species and K reactions. Let {Xθ}
be a family of stochastic models whose associated intensity functions {λθk} are parametrized by
θ ∈ Θ ⊂ Rγ>0, for some γ ∈ Z>0, where Θ is compact. Suppose that Assumption 1 holds and
that (Xθ, Xθ+ε) are coupled via the stacked coupling (9) with Xθ(0) = Xθ+ε(0) = x0 ∈ Z
d
≥0.
Then, for any θ in the interior of Θ and any r ≥ 1, there is a Cr,t > 0 and ε ∈ R>0 so that
E
[
‖Xθ+ε(t)−Xθ(t)‖r1
]
≤ Cr,t‖ε‖1,
when ‖ε‖1 ≤ ε.
Proof. Denote P = {k ∈ {1, . . . , K} : ζk ·~1 > 0} and let ℓˆ = max
k∈{1,...,K}
{|ζk| ·~1}.
Fix t > 0 and recall the counting process N θ,εqK (t) from (11). Denote by µi the time of the
ith jump of N θ,εqK . Next, let
βθ,ε = min
i=1,2,...,Nθ,εqK (t)
{Xθ(µi) 6= X
θ+ε(µi)},
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where the minimum of the emptyset is taken to be infinity. Hence, βθ,ε is the number of
steps it took for Xθ and Xθ+ε to decouple, or is infinity if they have not decoupled by time
t.
Since N θ,εqK (t) <∞ almost surely by Lemma 8, the expectation can be calculated as
E
[
‖Xθ+ε(t)−Xθ(t)‖r1
]
=
∞∑
n=1
E[‖Xθ+ε(t)−Xθ(t)‖r11{Nθ,εqK (t)=n}
]
=
∞∑
n=1
E[‖Xθ+ε(t)−Xθ(t)‖r11{Nθ,εqK (t)=n}
1{βθ,ε≤n}] ≤
∞∑
n=1
(ℓˆn)rP (N θ,εqK (t) = n, βθ,ε ≤ n)
=
∞∑
n=1
ℓˆrnrP (N θ,εqK (t) = n)P (βθ,ε ≤ n|N
θ,ε
qK
(t) = n). (33)
The last inequality is a consequence of Remark 1, since Xθ+ε(0) = Xθ(0) and each jump
recorded by either processes will increase their difference ‖Xθ+ε −Xθ‖1 by at most ℓˆ. Since
we are indicating on the fact that there was precisely n jumps total, the total change in the
1-norm is at most ℓˆn.
We turn to the conditional probability above and begin by noting that
P (βθ,ε > n|N
θ,ε
qK
(t) = n) =
n∏
i=1
P (βθ,ε > i|N
θ,ε
qK
(t) = n, βθ,ε > i− 1). (34)
Next, for each i ∈ {1, . . . , n}, condition (3) of Assumption 1 gives
P (βθ,ε = i|N
θ,ε
qK
(t) = n, βθ,ε > i− 1) =
∑K
k=1 |λ
θ+ε
k (X
θ(µi−1), µi)− λ
θ
k(X
θ(µi−1), µi)|∑K
k=1max{λ
θ+ε
k (X
θ(µi−1), µi), λθk(X
θ(µi−1), µi)}
≤ C‖ε‖1.
Hence,
P (βθ,ε > i|N
θ,ε
qK
(t) = n, βθ,ε > i− 1) ≥ 1− C‖ε‖1,
and (34) yields
P (βθ,ε > n|N
θ,ε
qK
(t) = n) ≥ (1− C‖ε‖1)
n.
Hence, choosing ε so that C‖ε‖1 < 1,
P (βθ,ε ≤ n|N
θ,ε
qK
(t) = n) ≤ 1− (1− C‖ε‖1)
n ≤ Cn‖ε‖1
where the last inequality comes from Lemma 7. Plugging the above back into (33) yields
E
[
‖Xθ+ε(t)−Xθ(t)‖r1
]
≤ C‖ε‖1
∞∑
n=1
ℓˆrnr+1P (N θ,εqK (t) = n) = Cℓˆ
r‖ε‖1E[
(
N θ,εqK (t)
)r+1
]
which is finite by Lemma 8.
The following corollary gives easy to check structural conditions on a mass-action network
which guarantee the bound (15) holds.
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Corollary 2. Let (S, C,R) be a reaction network with d species and K reactions. Let
{Xθ} be a family of stochastic models whose associated intensity functions {λθk} are given by
stochastic mass-action kinetics (4). Suppose that θ = (κ1, . . . , κk) ∈ Θ ⊂ R
K
>0, where Θ is
compact. Suppose that only zeroth and first order reactions produce a net gain in molecules
(i.e., those with ζk · 1 > 0) and that (X
θ, Xθ+ε) are coupled via the stacked coupling (9) with
Xθ(0) = Xθ+ε(0) = x0 ∈ Z
d
≥0. Then, for any θ in the interior of Θ and any r ≥ 1, there is
a Cr,t > 0 and ε ∈ R>0 so that
E
[
‖Xθ+ε(t)−Xθ(t)‖r1
]
≤ Cr,t‖ε‖1,
when ‖ε‖1 ≤ ε.
Proof. The proof is immediate by Lemma 1 and Theorem 2.
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