Abstract. We implement an algorithm for k-clustering for small k in fixed dimensions and report experimental results here. Although the theoretical bounds on the running time are hopeless for 1 + ε approximating k-clusters, we note that for dimensions 2 and 3, k-clustering is practical for small k ( k ≤ 4 ) and simple enough shapes. For the purposes of this paper, k is a small fixed constant.
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Introduction
Clustering a set of points has numerous applications [30, 34] . This paper explores k-clustering which is a variant of clustering problem. The k-center problem is a special case of the k-clustering problem.
The k-clustering problem has many applications such as building hierarchies in graphics applications and facility location [28, 41, 45, 50] . Many special cases and variants of k-clustering have been well studied in theory [17, 20, 26, 31, 33, 44, 46] . k-clustering has also been studied previously for finding approximation algorithms [50] , for projective clustering [1] and for defense related applications [52] . Recently, we have also used k-clustering for surface reconstruction applications [39] . Top-down hierarchies of different shapes such as points, triangles, balls and models are used in graphics and geometry [19, 28, 32, 45] . These hierarchies are created by first clustering the input into a few shapes (e.g. spheres) and then recursively optimizing on those shapes and the part of the input they contain (or are associated with). This computation requires solving the problem of partitioning a given set of input points into clusters which optimize a given objective function. In this paper we consider one such objective function for inputs lying in fixed dimension (we only consider dimensions 2 and 3 in this paper but the results can be generalized to higher dimensions).
Before we define k-clustering formally, we define our notation. s is a shape such as a disk or a rectangle. τ is a set of transformations that is shape preserving (for example, a rectangle maps to a rectangle). Π is the family of shapes generated by the application of τ on s. ρ : Π → R is a measure defined on Π. We overload the function ρ : Π k → R to denote the maximum measure of k shapes from Π. P is a set of points. MES(P) ⊂ Π denotes the minimum enclosing shape of a set of points P. We also overload ρ(P) to denote ρ(MES(P)).
Definition (k-clustering) :
A k-clustering is a covering of P by B = {π 1 , π 2 , . . . , π k } such that, π i ∈ Π and ρ(π 1 ) = ρ(π 2 ) = . . . = ρ(π k ) = ρ(B) is minimized over all choices of k shapes from Π. For example, consider the following situation: Given a set of cities in the plane, we want to locate k warehouses, so as to minimize the maximum distance of a city from its closest warehouse. This is the k-clustering problem where Π is the set of disks in the plane, τ is all the translations and dilations of a unit disk, and ρ(s) denotes the radius of a disk in Π. In this problem, we want to cover the set of cities with k-disks of equal radius, such that the radius is minimum over all choices of k-disks that can cover the cities (See Figure 1) . This specific instance of k-clustering where Π is a set of disks and the input is a set of points, is also called the k-center problem [50] . Even such a simple instance of the k-clustering problem is not only NP-Hard, but also NP-Hard to approximate within a approximation factor of 2. This can be shown by an easy reduction to the minimum cardinality dominating set problem [37] . Another related problem is the k-line-center problem [3] (see Figure 2) . Given a set of n points in the plane, we want to cover the input by k strips so that the maximum width of the strip is minimized. A strip in the plane is the region lying between two parallel lines. This definition can be easily generalized to higher dimensions. This problem is also NP-Hard to solve or approximate [38] for any constant c > 0. k-line-center problem is an instance of the k-clustering problem where Π is the set of strips in the plane. Apart from other applications [3] , this problem has applications in curve reconstruction from noisy point sets [13] . Both the k-center and k-line-center problems are easy to solve in two dimensions when k = 1 [4] . In fact they can be solved in O(n) and O(n log n) time respectively [18, 49] . In fact, an approximate solution to the 1-line-center problem can be found in almost linear time [12] . The problem becomes considerably harder as k increases since the problem turns into an integer programming problem. Increase of dimension is another factor that makes the problem harder to solve.
Previous Work : We do not know of any attempts to implement a solution to the k-clustering problem (except when k = 1) [35, 53] . Most previous work related to k-clustering has been focused on variants of the k-center problem and the k-line-center problem [2, 3, 10, 20, 28, 35] . One particular variant of the problem is the rectilinear k-center problem where the distance between the points is measured in the rectilinear metric (l 1 or l ∞ ). This problem seems to have special structure that can be exploited to give very efficient algorithms [6, 47] although these do not generalize for the general k-clustering problem. We are not aware of any attempts to solve the general k-clustering problem in practice either approximately or exactly. Even in theory, the shapes that have been studied for the k-clustering problem does not seem to include ellipses. Our brief survey of previous work only includes k-center problem since our results are very closely related to this problem.
One of the most elegant approximation algorithms for k-center clustering is the 2-factor approximation algorithm by Gonzalez [25] which can be made to run in O(n log k) time [21] . One of the fastest methods for k-center clustering in 2 and 3 dimensions is by Aggarwal and Procopiuc [2] which uses a dynamic programming approach to k-center clustering and whose running time is upper bounded by O(n log k)
Another elegant solution to the k-center clustering problem was given by Bȃdoiu et.al. [10] . This solution is based on the existence of a small set of points in the input called core-sets.
Definition (Core-set) : Let P be a set of points (finite or infinite). Let S ⊆ P and B S = {π 1 , π 2 , . . . , π k } ⊂ Π define the optimal k-clustering of S. S is called a core-set of P if a 1 + ε expansion of B S covers P. Note that this assumes a natural expansion operation defined over Π.
Solving the k-clustering problem on the core-set gives an approximate solution to the original optimization problem. The method based on core-sets [10] was further refined recently [9, 35] . It seems that the core-set methods are easier to implement than the dynamic programming methods [2, 29] and hence we chose to explore the core-set paradigm for computing k-clustering in this paper. The idea of using the furthest violator, adding it to a small set (whose solution is computed by an expensive algorithm) and repeating is not new in optimization. Similar methods are known and used extensively in optimization like column generation, chunking and core-sets [10, 16, 42] . As far as we know, this is the first implementation that solves the k-clustering problem for small k (k > 1). One specific implementation that we should mention is the O(n log n) algorithm implemented in CGAL [22] using searching of sorted matrices for rectangular 2 − 4 centers but their method neither generalizes to higher dimensions nor can be easily extended to work with other shapes. The same holds true for the implementation by Hoffmann [27] . The implementation by Hoffmann also fixes k = 3. Since our implementation does not use the specific properties of a particular variant of the general k-clustering problem, our method should not be used when the properties of the specific variant can be exploited to code up fast implementations.
Another related implementation that has been recently posted on the web for solving the k-center problem is by Jurij Mihelic [40] . This implementation solves the k-center problem on graphs by reducing it to the dominating set problem. The implementation in its current state seems buggy and hence we chose not to compare it with our results in this paper. Personal communication with the author revealed that the code is still being tested and not quite finished yet. Even for the smallest instance of k-center clustering (k = 2, n = 1002, data set = Padberg-Rinaldi, source = TSPLIB) that we solve in this paper, the implementation by Jurij did not terminate on a 3.6Ghz P4 with 1GB RAM after 10 minutes. It also gave some wrong results for the improved version of their algorithm and hence we chose not to compare timings with their implementation in this paper. Another difference between that work and ours is that we are after a guaranteed (1 + ε)-approximation whereas they are after a 2-approximation (or a solution near to a 2-approximation).
Our Results: In this paper we present and implement an algorithm that computes k-clustering efficiently and almost exactly for small k. Our algorithm is very general and can be adapted easily to compute k-clusterings for covering shapes like ellipses and rectangles. The assumptions on the covering shapes is mild. We also show that the exponential running time that our implementation should encounter does not happen on real life inputs (at least for small k in fixed dimensions). Our implementation is in C++, can easily be adapted to use new shapes which follow the assumptions we state and works in general dimensions.
The Algorithm
The algorithm that we experimented with is a variant of the algorithm presented in [9, 35] and is very similar to LP-type algorithms [23, 36] . The main difference in the algorithm that we implement compared to [9, 35] is that it computes the solution almost exactly and gives up on the approximation guarantees given by the previous algorithms. It also employs a pruning step to reduce the running time. Algorithm 1 shows the algorithm that we implemented. It takes as input a set of points and outputs a (1 + ε)-approximate kclustering. Here a (1 + ε)-approximate solution means that the output is a set of k shapes from Π whose maximum measure is smaller than ρ opt and whose expansion by (1 + ε) covers the input point set. A useful byproduct of the algorithm is a small core-set for the k-clustering problem.
Algorithm 1 Outputs a (1 + ε)-approximation of k-clustering of P and a small core-set.
p ← point q ∈ P that is furthest violator of B.
Sort B using distance from p (and hence M ).
7:
for j = 1 to k do 8:
If ρ({p} ∪ M j ) > σ continue 9:
11:
12:
end for 15:
There are a few assumptions needed to make Algorithm 1 work. We assume that an efficient algorithm is known for the 1-clustering problem for the shape s that is of interest. Our next assumption is that s should have a notion of a center on which it can be scaled. For example, an ellipse could be scaled keeping its center and rotation matrix fixed or a strip could be scaled keeping its center-line fixed. Given the union of a set of covering shapes B, a violator is a point q ∈ P and q / ∈ B. The furthest violator p ∈ P of B is a point that is not contained in B and p = argmax q∈P\B nn B (q) where nn B (q) = min q ∈B ||q q|| denotes the distance of the nearest neighbor of the violator q in B. For the purposes of this paper, we assume the distance is Euclidian. We assume, given P and B, an efficient oracle exists that can compute the furthest violator.
The implementation of this oracle is dependent on the shapes being used to define B and P. We assume that P has at most n elements. When P is a set of points or polygons, its trivial to implement this oracle with B being the union of shapes like balls, strips, ellipses, rectangles or spherical shells. However, it is nontrivial to implement this oracle when both P and B consist of ellipses. The oracle was trivial to implement for our implementation of the examples of the k-clustering given in this paper. The oracle is used in line 2 of Algorithm 1.
The main idea behind our implementation is to mimic an exhaustive enumeration of the core-set to find the best solution [9, 10, 35] . The algorithm is invoked by setting M to an empty set, σ ← ∞ and ε to the desired accuracy level. Each of the sets M = {M 1 , . . . , M k } is associated with a scaled minimum enclosing shape from Π. The set of scaled minimum enclosing shapes is described by
The minimum enclosing shape of a null set is defined specially in the implementation to be a shape which does not contain any points and is infinitely far from any given point. The main loop of the algorithm (Steps 1-17), checks if the point set has already been covered by a (1 + ε)-expansion of B, in which case the algorithm terminates (Step 4). Otherwise, there must be points outside the (1 + ε)-expansion of B. In this case, the furthest violator of B is recursively put into each of the M i s and the computation of the k-clustering is done recursively. Note that we are now optimizing over the nodes of a tree whose leaves contain potential solutions of the k-clustering problem. The size of this tree in the worst case can be O(k n ). The number of oracle calls (computation of nn B (q)) as well as calls to the 1-clustering computation can also be bounded by O(k n ) . We prove the correctness of our algorithm in the next section.
In practice, the running time of our algorithm is much lower than O(k n ) and hence lets us solve comparatively large problems. It seems that this phenomenon is very similar to the simplex algorithm for which we do not have any polynomial time termination guarantees, although it works well in practice; for instance Figure 1(a) shows an 8-clustering of 13510 cities of the United States (for ε = 10 −5 ). One reason that the running time of our implementation does not seem dependent exponentially on n in practice is because of the fact that the core-set size seems to be dependent on k and the dimension but independent of n for most real life inputs. This has also been observed in other implementations based on core-sets [35, 53] . There are some optimizations that we implemented in the algorithm. σ is an upper bound that we maintain for the solution to the k-clustering problem. If the addition of the furthest violator p of B makes ρ(B) > σ, then we do not recurse on that path in the tree. This helps immensely in pruning the number of nodes in the tree (See Figure 5) . In case more than one M i is empty, the recursion only recurses in one of the empty M i 's (this is not explicitly mentioned in Algorithm 1). This helps in starting the algorithm faster and pruning the tree in the formation phase. Line 6 of the algorithm also sorts the π i 's with respect to their distances from p (and the corresponding M i 's). This is a greedy strategy that tries to first explore the branches of the tree that expand the maximum measure of the elements of B by least amount.
A similar algorithm to ours that can compute k-center clustering has a running time of O(2 1 ε n) [9, 35] . The main idea of this algorithm is to explore the tree associated with the problem in a breadth first search fashion. The problem with this approach is that it takes exactly O(2 1 ε n) time to run, which is impractical if ε < 0.01 or when the core set size is large (> 15).
Correctness
In this section, we show the correctness of Algorithm 1. First we show that for ε = 0, and P is a set of points, Algorithm 1 outputs the correct answer. Initially, none of the points are assigned to any sets. We pick our first point p and assign it to all sets one by one. For each of these assignments, we recurse into subproblems and find the assignment of clusters for the remaining points that yields the best answer. Let p belong to cluster j in the optimal answer. If p was assigned to j and that yielded a smaller measure than the assignment to j , that would contradict the optimality of the solution in which p belongs to cluster j .
Note that none of our pruning techniques can change the return of an optimal solution. For instance, Line 8 prunes a call in which p increments the measure more than the current best known measure. Even if we had evaluated that measure, it would be eliminated at some point since a clustering of better measure has already been found.
Another pruning that we employ is in the startup phase. The distance of a point to a minimum enclosing shape of a null set is set to infinity. The distance setting only has an effect on the order in which p is assigned to previously formed clusters. When there are more than one null sets, we only put a point p in one null set, instead of putting p in every null set, one by one. This is because there is no difference between the null sets, and putting p in any null set will yield the same optimal solution.
The algorithm clearly defines a tree whose fan-out is at most k and whose height is bounded by at most n.
Let us call this tree T . Let u be the node of the tree corresponding to the optimal solution. It exists in the tree because there is a path from root to u such that every point added to the clustering along the path took the correct assignment of cluster to reach there. Now, lets consider an ε > 0, which controls the approximation factor of the algorithm. If the computation now stops at a node on the root to leaf path to u because an (1 + ε)-expansion of the solution associated with the node covers the input, the current solution is smaller than the optimal solution whereas the (1 + ε) expansion is an upper bound on the measure returned by the optimal solution. Hence this particular node, v on the root to u path is a (1 + ε)-approximate solution. The algorithm returns the absolute minimum of all solutions explored and hence returns a solution that is smaller in measure than v and covers the input after a (1 + ε)-expansion. This means that the solution returned must be (1 + ε)-approximate.
Implementation
The k-clustering implementation is carefully designed for easy extendibility and correctness. Our current implementation is in C++ . The implementation defines an abstract shape class which has the interface given in Figure 4 .
We implemented three different k-clustering implementations by deriving the shape class for specific shapes like disks, balls and strips. For implementing a particular shape class, the user just needs to derive the shape class and implement the pure virtual functions in the shape. The FLOAT type is redefined depending upon how we want to calculate distances from the shape. The insert point function is executed at lines 9-10 of Algorithm 1. Note that the user must maintain an instance of the minimum enclosing shape in the derived class and update it to reflect the insertion of points to the shape class. For instance, if the derived class is a disk, the user must maintain the minimum enclosing disk of the point list PL whenever a point is inserted in PL and update measure (which is equal to the radius of the minimum enclosing disk in this case). Fig. 3 . An abstract C++ class that needs to be implemented to do k-clustering using our implementation.
draw is used to draw the output either in L A T E X or in OpenGL (http://www.opengl.org/) depending on the required output. dist calculates the distance between a point and the shape. This function is repeatedly called at line 2 of Algorithm 1 to evaluate the furthest violator p. clone returns a copy of the shape and is used while recursing in Algorithm 1 at lines 9-11. Since all these functions are pure virtual functions, the user is required to redefine them in the derived class. Once these four functions are defined and implemented correctly for a particular shape, the constructor of the class MinKShape calculates the k-clustering for that particular shape and the input point set using Algorithm 1. Our implementation for k-center clustering uses the 1-center code available from Bernd Gärtner's web-site [24] . The derived shape contains an instance of the class Miniball which makes it easy for us to implement the other functions needed for the class shape. Our implementation of the k-line-center clustering uses the min strip 2 class implemented in CGAL which can compute the minimum radius strip that contains a set of points. In both these cases, insertion of a point solves the optimization problem from scratch. At the expense of more coding it might be possible to change this to do incremental computation. Another important choice that we made was the number type for min strip 2 class. We use GMP (http://www.swox.com/gmp/) rational number type to calculate the optimal minimum width strip for a given set of points. We initially used exact arithmetic to implement our algorithm but the distance from strip to point computation becomes expensive when everything is done using rational arithmetic (specially for large point sets). Hence we chose to implement the distance from point to line using doubles. The min strip 2 class still uses GMP rationals for its internal computations and hence computes the solution exactly. The class Miniball also computes the minimum enclosing ball of a set of points exactly (the basis set that defines the solution is exact). The only approximation we introduce is the distance computation from the optimal ball to a given point. The errors in these computations is much smaller than the ε we used in our experiments.
Experimental Results
This section describes the empirical performance of our implementation when studied with disks, balls and strips. The platform we chose to run our experiments on was a dual processor Xeon 3.0Ghz machine with 1GB RAM on it. The code does not use threading, hence only one CPU was being used for the computation. The 2D datasets we chose to experiment on were taken from the TSPLIB library [43] . The 3D data sets were collected from various sources. The table in Figure 4 shows a brief description of the data sets we used in our experiments. All results reported in the paper have been averaged over three runs. The timings reported in the paper are in seconds and have been rounded to two decimal places. epending on the required output. dist calculates the distance between a point and e. This function is repeatedly called at line 4 of algorithm 1 to evaluate the furthest p. clone returns a copy of the shape and is used while recursing in algorithm 1 at Since all these functions are pure virtual functions, the user is required to redefine the derived class. Once these four functions are defined and implemented correctly rticular shape, the constructor of the class MinKShape calculates the k-clustering for ticular shape and the input point set using algorithm 1. implementation for k-center clustering uses the 1-center code available from Bernd 's web-site [16] . The derived shape contains an instance of the class Miniball which pretty easy for us to implement the other functions needed for the class shape. Our ntation of the k-line-center clustering uses the min strip 2 class implemented in hich can compute the minimum radius strip that contains a set of points. In both ses, insertion of a point resolves the optimization problem. At the expense of more t might be possible to change this to do incremental computation.
perimental Results tion describes the empirical performance of our implementation when studied with spheres and strips. The platform we chose to run our experiments on was a dual r Xeon 3.0Ghz machine with 1GB RAM on it. The code does not use threading, nly one CPU was being used for the computation. The 2D datasets we chose to ent on were taken from the TSPLIB library [33] . The 3D data sets were collected rious sources. The table in figure 1(b) shows a brief description of the data sets we our experiments. Joint  137073  3  Bunny  8171  3  Cat  7340  3  Lyria  29970  3 Vase 68097 entioned before, we have experimented ree different covering shapes in this paely circle, sphere and strips. We plot four for each of the shapes. The first graph ils the time taken to do k-clustering as k inFor this graph, we fixed = 0.001. The sech shows the variation of vs time when k is he third graph shows the effect of changing coreset size with fixed k again. The fourth alculates a term called efficiency which is as the ratio of k n vs the actual number of the tree that were evaluated. This graph e log of efficiency vs number of balls and at we never are close to the worst case of rithm (For this experiment, we again fixed 1). As mentioned before, we have experimented with three different covering shapes in this paper, namely disk, ball and strips. We plot four graphs for each of the shapes. The first graph illustrates the time taken to do k-clustering as k increases. For this graph, we fixed ε = 0.001. The second graph shows the variation of ε versus time when k is fixed. The third graph shows the effect of changing ε on the core-set size with fixed k again. The fourth graph calculates a term called efficiency which is defined as the ratio of k n versus the actual number of nodes in the tree that were evaluated. This graph plots the log of efficiency versus number of balls and shows that we never are close to the worst case of the algorithm (for this experiment, we again fixed ε = 0.001). In the case when the covering shape is a disk, it seems that k-center clustering is practical for k ≤ 4 (see Figure 6(a) ). In Figure 6 (b) the graph flattens out when ε decreases. Most of the time, this indicates that the solution is optimal and decreasing ε further has no effect on time. The same effect can be seen in the core-set size which does not change below a certain value of ε. The efficiency plot (Figure 6(d) ) shows that the number k n is huge compared to the nodes of the tree explored by our algorithm. Our experiments seem to show that k-line-center clustering is a harder problem than the k-center problem (this is true at least for our algorithm). The timings for k-line-center clustering shown in Figure 7 (a) are much higher than the timings for a similar experiment for both disks and balls. In Figure 7 (b) the graph flattens out again as ε decreases. This phenomenon looks similar to the one observed with the k-center problem. The same happens with core-set sizes. Note that the core-set sizes for k-line-center clustering are higher than k-center clustering. This is another reason why the time taken for k-line-center clustering is higher than k-center clustering. The time taken to do k-center clustering in three dimensions is higher than in two dimensions by a considerable amount (see Figure 8(a) ). The core-set sizes also increase with the increase in dimension. This is expected since as the dimension increases, the set of points that define the solution (and hence the core-set size) for the k-center clustering problem also increases. The experiments for k-center clustering in three dimensions seem to show that k-center might be practical for applications requiring k ≤ 4 balls. The total running time Table 1 . k-clustering with k = 5 and ε = 10 −3 on synthetic data. The three different kinds of inputs used were: 1. points on the surface of a lens (lens distribution with radius = 1000.0 generated using rbox, a tool distributed with qhull [7] ). 2. points uniformly distributed inside a random simplex. 3. points from a Gaussian distribution with mean zero and variance 1.
of our implementation depends mainly on two factors, the number of tree nodes evaluated and the size of the data set. In fact at each node of the tree, we solve k instances of the 1-clustering problem and find the furthest point in the data set from the union of the 1-clustering solutions (might have to be expanded to make them equal in size). The total number of nodes evaluated in turn depends on the core-set size (which depends on the shape of the input). The dependence of the input number of points on the total running time seems to be linear for most point sets (at least for the cases of k-clustering we implemented). Table 1 seems to confirm this for various kinds of synthetic inputs. During the time we were doing our synthetic experiments we also found that the worst case running times we got were from points distributed on the surface of a unit sphere. Table 2 presents the results of our experimentation when the input came from such a distribution. It seems that points on the surface of the sphere generate worst case running times for our implementation because of the fact that there are many solutions that are near to the optimal and hence the algorithm can not prune these nodes of the tree effectively. Notice that Table 1 has k = 5 which is a much more tougher clustering to do compared to the results of Table 2 where k = 2, 3. Table 2 . k-clustering with k = 2, 3 and ε = 10 −3 on points distributed on the surface of a sphere (generated using rbox) [7] ).
Conclusions and Future Work
This paper, for the first time shows that k-clustering might be practical for simple shapes with small k, large n and very small ε. We believe that contrived examples can be constructed to make our implementation run in exponential time. There are many interesting open problems that this work leads to. On the theoretical side, is there a way to explain the running time of our implementation? Is there a way to prune the tree that Algorithm 1 explores further? On the practical side, we would like to implement k-clustering for more complicated shapes like ellipses, ellipsoids and capsules [19] . It would be interesting to experiment with artificially generated data sets of different types, especially the ones that drive our implementation to exponential running times. The implementation of the oracles needed by the algorithm for various types of shapes also deserves future work. We plan to put our implementation on the web in the near future. The k-clustering problem is also related to the set cover problem. For the kind of geometric setting we consider in this paper, the VC-dimension of the range space (P, Π) is fixed. We leave it as an open problem if tricks from iterative reweighting schemes and set cover approximation algorithms can be used to speed up our implementation [5, 8, 14, 51] . Points on a sphere seem to be the worst case example we found during our experiments (at least for the k-center problem). It seems that a random perturbation of the input could lead to a polynomial running time. We conjecture that the running time of the k-center algorithm that we present can be shown to be polynomial (or pseudo-polynomial) using smoothed analysis (in fixed dimensions) [48] . Another interesting aspect of our implementation is that it can be easily adapted to kernel spaces if a 1-clustering solution is available in the kernel space. We hope to investigate this in the near future [11, 15] .
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