We give a fast oblivious 2 -embedding of A ∈ R n×d toÃ ∈ R r×d satisfying
Introduction
Sketching via a random projection is a staple tool in modern big-data machine learning [40] because many algorithms are based on metric properties of the data (SVM, PCA, Regression, Nearest-Neighbor-Rule, etc.). So, given a big-data matrix A ∈ R n×d and a sketchÃ ∈ R r×d which approximates the metric properties of A, one can approximately recover the learning from A by performing the actual learning much more efficiently onÃ. The general property required ofÃ is that it be an isometry for A,
where ε is the distortion and · 2 is the Euclidean norm. The typical focus has been on linear sketches,Ã = Π t A, where Π ∈ R n×r is a random draw from a distribution on n × r matrices. If Π t projects the columns of A onto a random r-dimensional subspace, thenÃ is an isometry with distortion ε ∈ Θ( d/r). Projecting onto a random subspace is slow, taking time Ω(nr 2 ), and several fast approximations have evolved:
• Gaussian Random Projection:Ã = Π t g A. The entries in Π g are chosen independently as Gaussians with zero mean and variance 1/ √ r.Ã is an isometry with ε ∈ Θ( d/r), almost as good as a random subspace. (The Gaussians can be replaced by random signs [1] .) The intuition is that a matrix of independent Gaussians is an approximately orthonormal random basis. ComputingÃ takes O(ndr) time, which is still slow when n and r are large.
• Fast Subsampled Random Hadamard Transform:Ã = Π t h A = sample r (HDA/ √ r), which is a uniformly random sample of r rescaled-rows of HDA, where H is an orthogonal n×n Hadamard matrix consisting of ±1s and D is a diagonal matrix of random signs. The intuition is that DA "looks" random with respect to the fixed orthonormal basis H. The time to computẽ A is O(nd log 2 r) [5] and the distortion ε ∈ Θ( (d ln d)/r). Unfortunately, the √ ln d-factor increase in distortion is unavoidable, see [35] . For d n e d , the Hadamard transform is asymptotically faster than Gaussian random projection, but requires a slightly larger r to obtain a comparable embedding.
• Sparse Projections: In a further effort to improve runtime, it is convenient for the sketching matrix Π t to be sparse (having few non-zeros in each column). The CountSketch projection Π t c [37] has one non-zero in each column, a random sign at a random position. Computing the CountSketch projection has runtimeÕ(nnz(A)) + poly(d, ε) and gives distortion ε ∈ Θ( d 2 /r). Similarly, the OSNAP projection Π o [30] has s = O(log B d) non-zeros in each column, a random sign scaled by 1/ √ s at s random positions. The runtime for the OSNAP projection is alsoÕ(nnz(A)) + poly(d, ε) and the distortion is ε ∈ Θ( (B · d ln d)/r).
Choosing r, the dimension of the embedding, is a double-edged sword. Larger r gives lower distortion, improving the accuracy of the downstream machine learning which usesÃ instead of A (Ã is a coreset of r data points obtained from A). But, larger r means it takes longer to compute the embedding. More importantly, larger r means slower downstream runtime, which, depending on the application, can be super-linear in r. We take r as fixed by feasibility considerations for the downstream application. The task now is to obtain the best possible accuracy (smallest distortion) given r, as quickly as possible.
A particularly bad data matrix for the randomized Hadamard is
. .
which, via a coupon collecting argument, realizes the √ ln d-factor increase in distortion [35] . After adding a little random noise to each entry of A, we show how the runtime and distortion for the fast Hadamard transform depend on the embedding dimension r in Figure 1 (Figure 1 (a) is runtime and Figure 1(b) is distortion. The red curves compare speed up and distortion of the fast Hadamard to the Gaussian random projection): there is a considerable speedup even for small r, however the distortion is about 50% larger for the fast Hadamard as compared to the Gaussian. There are fast ways to recover a more Gaussian-like embedding using fast Hadamard transforms, without increasing the embedding dimension. One approach is to iterate the Hadamard transform a number of times [6, 24] , for exampleÃ = sample r (HD 2 HD 1 A/ √ r) where D 1 , D 2 are independent diagonal matrices of random signs. With each application of the Hadamard one gets "closer" to projection onto a random basis. The results are the green curves in Figure 1 . The speedup is halved with two Hadamard steps, but the distortion is considerably improved, even slightly better than the Gaussian embedding. This is because the Gaussian embedding is not quite projection onto a random orthonormal basis (there are both scaling and orthogonality discrepancies).
Our contribution is to give a simple, non-linear, fast oblivious embedding of A to a fixeddimension d with distortion ε, and its applications to some standard machine learning applications: 2 -regression, low rank matrix reconstruction (PCA), fast estimation of 2 -leverage scores, oblivious 1 -embedding and corresponding 1 -applications. Our 2 -embedding is based the simple observation We use the matrix A as given in (2) with d = 2 9 . In (b), the distortion ofÃ is computed as ε
when you hit A with a Gaussian random projection you obtain a random matrix Π t n×r A, which has the same distribution as Π t d×r (A t A) 1/2 ,
Both the LHS and the RHS give an embedding with identical statistical properties. To see this, observe that for both the LHS and RHS, each row is an independent identically distributed Gaussian vector, so it suffices to compare covariance matrices. A simple calculation shows that the rowcovariance matrix for both constructions is A t A. However the LHS takes time O(nrd) to compute using nr draws from the standard normal distribution, while the RHS takes time O(nd 2 + d 3 + rd 2 ) using dr draws from the standard normal distribution. 1 In a typical application, d r n, so we already have significant computational gains from this simple observation. We can further improve the runtime by approximating A t A rather than computing exactly,
where Π n×r 1 can be any of the fast random projections (Hadamard, CountSketch, OSNAP). The dimension of the random projection r 1 which is used to approximate A t A can now be chosen independently of the dimension of the final embedding r. In Figure 1 we use a fast Hadamard transform with r 1 = 10r to compute the approximationÃ = Π g,r×d (A t Π h Π t h A) 1/2 . One more simple observation results in our final embedding. There is no longer any need to have the Gaussian projection because the dimension is already small. In fact, the additional Gaussian projection just in (4) just makes things worse by adding distortion. Thus our final 2 -embedding is
which is a simple, fast, nonlinear oblivious embedding into a fixed dimension d. Note, the significantly better distortion in Figure 1b (ii) is because we may choose the inner-dimension r 1 to optimize speed and accuracy of the approximation to A t A. We can do this because the embedding dimension for downstream machine learning is fixed at d (the smallest possible that can preserve norms). We have decoupled the efficiency of downstream machine learning (controled by d) from the accuracy of the embedding (controled by r 1 ).
Notation
Throughout, the target matrix A is a fixed n × d real-valued matrix, which we take to be full rank (d n). Uppercase roman (A, B, C, X . . .) are matrices, and lowercase bold (a, b, c, x, y, z, . . .) are vectors. The standard Euclidean basis vectors are e 1 , e 2 , . . . (the dimension will usually be clear from the context). We use the shorthand [k] for the set {1, . . . , k}.
The singular value decomposition (SVD) allows us to write A = UΣV t , where the columns of U ∈ R n×d are the left singular vectors, the columns of V ∈ R d×d are the ρ right singular vectors, and Σ ∈ R d×d is a diagonal matrix of positive singular values σ 1 ≥ · · · ≥ σ d ; U and V are orthonormal, so U t U = V t V = I d [21] . For integer k, we use U k ∈ R n×k (resp. V k ∈ R d×k ) for the first k left (resp. right) singular vectors, and Σ k ∈ R k×k is the diagonal matrix of corresponding top-k singular values. We can view a matrix as a row of columns.
, where x i is the ith row of A (the data points). We also use A (i) and A (j) to refer to the ith row and jth column respectively of the matrix A.
The
1 . We use c, c 1 , c 2 , . . . to generically denote absolute constants whose values may change with each instance in which they appear.
Our Results
We contribute two main tools: new low distortion embeddings for 2 and 1 . The 1 embedding is an application of the new 2 embedding, and as such can be extended to an p embedding using the techniques in [37] (we only give details for 1 which is the most useful in machine learning, specifically 1 -regression, or robust regression.)
Oblivious 2 and 1 Subspace Embeddings
To state our result for 2 , we need to define an 2 -subspace embedding for an orthogonal matrix, which we call an ε-JLT.
Our 2 embedding is given by (5) , where Π is an ε-JLT for the left singular vectors of A.
and let Π ∈ R n×r be an ε-JLT for U. LetÃ = (A t ΠΠ t A) 1/2 . Then,Ã is an isometry for A. That is, for all x ∈ R d :
Comments. The 2 -subspace embedding is oblivious if Π is oblivious (universal, working for any A). It is also fast and simple, but nonlinear. The embedding dimension is d, which is optimal since the rank of A must be preserved. The main impact of Theorem 2.2 is that the embedding dimension is a constant, independent of the distortion ε. This means that ε can be independently optimized, either for runtime or accuracy or both. Computing an accurate 2 -subspace embedding reduces to approximating the covariance matrix A t A quickly. The runtime has 3 terms:
1. The time to compute Π t A. Our main focus is dense matrices. The fast subsampled random Hadamard transform, Π h A = sample r (HDA/ √ r), with r ≥ 5 12 ε −2 ( √ d + ln(3tn)) 2 ln d, is an oblivious construction which produces an ε-JLT for U with probability at least 1 − 1/t (Lemma 5.1). Assuming ln n ≤ d, the runtime is O(nd ln(d/ε)). For sparse matrices, one can use CountSketch [12] or OSNAP [30] to get runtimes which depend on nnz(A) instead of nd.
CountSketch and OSNAP are also oblivious to A and produce fast sketches which facilitate distributed and streaming environments.
2. The time to computeÃ tÃ , which is O(rd ω−1 ) (ω is the exponent for matrix multiplication).
The time to compute the
The total runtime to compute the subspace embedding is in O(nd ln(d/ε) + (d ω ln d)/ε 2 + d 3 ).
Our first application of the new 2 -embedding is a similar tool for 1 , that is an oblivious 1 -subspace embedding. We use the 2 -subspace embedding as a black-box for obtaining an 1subspace embedding using the construction in [37] . Fix a parameter t > 0 which controls the failure probability. Let S 1 , . . . , S r be random partition of [n] into r bins, where r ∼ d ln d. Define the subspace embedding Π t 2 A ∈ R r×d as follows: rescale each row A (i) by an independent Cauchy random variable C i and add the rescaled rows in S j to get the jth row of Π t 2 A,
The embedding Π t 2 A can be computed in time O(nnz(A)). The 1 -subspace embedding is obtained by concatenating our 2 -embedding with Π t 2 A:
whereÃ 1 is our 2 -embedding andÃ 2 is the 1 part of the embedding from [37] . The dimension of the embedding is d + r. Our main tool for 1 -subspace embedding is Theorem 6.17 which we summarize here.
and let Π 1 ∈ R n×r 1 be a 1 2 -JLT for U. LetÃ 1 = (A t Π 1 Π t 1 A) 1/2 and letÃ 2 = Π t 2 A as given in (8) . ConstructÃ fromÃ 1 andÃ 2 as in (9) . Then, with constant probability, for all x ∈ R d ,
:
(ii) Setting r ∈ O(d ln 1+η d) for any 0 < η ≤ 1 3 gives distortion O((d ln d)/ ln ln d):
Comments. The embedding is oblivious as long as Π 1 in (9) is oblivious. We compare the most recent results in [37] with Theorem 2.3. Our construction is the same as in [37] , but using our 2 -embedding which influences the choice of r. The 1 -embedding in [37] is based on the CountSketch and OSNAP 2 -embeddings. The CountSketch approach in [37] (1) Our embedding dimension is slightly tighter which can be important for applications.
(2) The dimension and accuracy of the overall 1 -embeding are separated from the runtime and dimension of the 2 part of the embedding. Therefore, any good 2 -embedding can be used.
Regarding point (2) above, our 1 -embedding trully uses any 2 embedding as a black-box. Whereas, the CountSketch and OSNAP approaches are specific to those embeddings because those 2 -embeddings, by construction, preserve 1 -dilation. For a typical black-box 2 -embedding, this may not be the case, hence, we need a different proof to accommodate an arbitrary 2 -embedding. Though our proof accomodates an arbitrary 2 embedding, the distortion we achieve depends on the 2 -embedding dimension, so (10) and (11) apply for fixed 2 -embedding dimension d.
2 -Applications
Our nonlinear embedding can be used in the standard 2 applications to obtain near-optimal (in relative error) low-rank approximation, regularized linear regression and leverage scores. Since our embeding is nonlinear, we need to adapt and or re-analyze the existing algorithms which use a linear embedding to quickly approximate the corresponding tasks.
Regularized 2 -Regression
Given A ∈ R n×d and b ∈ R n×1 , find x * which minimizes the regularized 2 -reconstruction error over some domain D:
The domain D can be arbitrary, and the regularizer Φ can be an abitrary nonnegative function. The standard approach with a linear embedding Π t is to
This cannot be implemented with our nonlinear embedding. Instead, We construct X = [A, −b] and letX be our 2 -subspace embedding for X. So, with constant probability, for all z ∈ R d+1 ,
WriteX = [Ã, −b], and constructx by solving the regression problem withÃ,b:
The following theorem follows from a standard sandwich argument:
Theorem 2.4 (Relative-Error Constrained, Regularized 2 -Regression). ConstructÃ,b as described above from the embedding ofX = [A, −b] and letx solve (14) . Then, with constant probability, for all x ∈ D,
Comments. One can extend 2.4 to the case where b becomes a matrix B ∈ R n×q , which can be used to solve the subspace reconstruction problem. Theorem 2.4 applies to any constraint D and any regularizer Φ. The success probability can be boosted to 1 − δ by independently repeating the algorithm O(log(1/δ)) times and picking the best solution. Theorem 2.4 does not give an algorithm for solving the constrained, regularized 2 -regression. Rather it shows how to quickly reduces the problem to one with a fixed number of d "data points" while getting O(1+ε)-relative error accuracy.
Solving the smaller problem should be considerably more efficient, depending on the nature of the constraints and regularizer. The runtime for simple unconstrained regression with dense matrices is the time to compute the embedding of X plus O(d 3 ) for the small d×d regression, for a total runtime of O(nd ln(d/ε) + (d ω ln d)/ε 2 + d 3 ). Our algorithm uses (Ã tÃ ) 1/2 which has a similar condition number to A. Using a standard linear embedding approach, one can achieve a similar runtime by computingx = (Ã tÃ ) −1Ãtb , whereÃ = Π t A andb = Π t b. However, this is not the method of choice in practice because the condition number ofÃ tÃ is that ofÃ squared. Hence computing (Ã tÃ ) −1 is succeptible to numerical instability, and one usually solves the regression problem using a QR-factorization ofÃ, in which case the total runtime becomes O(nd ln(d/ε) + (
Our approach saves by doing multiplication with the "large" (ε −2 d ln d) × d matrix as opposed to a QR. More complex regressions with complicated constraints D and inconvenient regularizers (such as 0 or 1 regularization) will only further highlight the computational benefits of our fixed dimension embedding.
Low Rank Approximation (PCA)
LetÃ be our subspace embedding for A satisfying (1), and letÃ =ŨΣṼ t be its SVD. LetṼ k be the top-k right singular vectors ofÃ (the first k columns ofṼ k ). So,Ã k =ÃṼ kṼk is the best rank-k approximation toÃ. We treatṼ k as an approximate top-k PCA of A and constructÂ k = AṼ kṼk as a rank-k approximation to A (A k is the best rank-k approximation to A). Theorem 2.5 gives the quality of approximation of our approximate PCA.
Theorem 2.5 (Relative Error Low Rank Approximation (PCA)). SupposeÃ satisfies (1). Then, for k ∈ [d], the matrixÂ k as constructed above satisfies
Comments. The running time to computeṼ k is the time to computeÃ and its SVD. For dense matrices this is O(nd ln(d/ε)+(d ω ln d)/ε 2 +d 3 ). To compute the reconstructionÂ k = AṼ kṼ t k , takes an additional O(ndk) time. The algorithm above, which is based on an embeddingÃ satisfying (1), is standard. The benefits of this approach come purely from the fixed embedding dimension d.
2.2.3

-Leverage Scores
The 2 -leverage scores are the diagonal entries of the projection operator AA † . The leverage scores have statistical significance and play an important role in sampling based algorithms [18] . For i ∈ [n], the i-th leverage score is
We approximate AA † ≈ AÃ † = AÃ −1 (becauseÃ is square), giving the leverage score estimates
We prove that our estimate gives a relative error approximation to the true leverage score:
, the leverage scoresτ i in (18) constructed using the embeddingÃ satisfying (1) from Theorem 2.2 are a relative error approximation to the true leverage scores τ i ,
Comments.
However, the product AÃ −1 takes an additional time O(nd ω−1 ), which is expensive. This runtime can be improved while maintaining the relative error approximation by observing that we only need the norms of the rows of AÃ −1 . Therefore, we can apply a norm-preserving JLT to these rows and compute the row-norms of AÃ −1 Π g where Π g is a d × O(ε −2 ln n) matrix of random Gaussians (this standard trick was developed in [18] ). Now, the time to approximate the row-norms using the product
For most practical applications, only a constant factor approximation to the leverage scores is required, so our runtime is O(nd ln n+d ω ln n+d 3 ), where ω is the exponent for whatever matrix multiplication algorithm is used (this beats the runtime of O(nd ln n + d 3 ln n ln d) from [18] ).
1 -Applications
We consider some applications of subspace embeddings to 1 -leverage scores and coresets for 1 regression. We also briefly discuss the improvements to other 1 variants of regression (distributed and streaming models), entrywise low-rank approximation and quantile regression (see [37, Section 1.3]).
Regularized 1 -Regression
The approach for 1 -regression is the same as for 2 -regression. The idea is to construct a nonoblivious (1 + ε)-relative error 1 -embedding which then allows us to prove a result analogous to Theorem 2.4 for 1 , via a the same sandwiching argument. The proof is exactly analogous to the proof of Theorem 2.4 using · 1 instead of · 2 2 , so we simply state the result. We are given A ∈ R n×d and b ∈ R n×1 and a domain for the optimization D ⊆ R d .
and letX ∈ R r×(d+1) be an 1 -subspace embedding for X satisfying, for all z ∈ R d+1 ,
WriteX = [Ã, −b], and constructx by solving the 1 − regression problem withÃ,b:
Then, for all x ∈ D,
Comments. Many of the comments after Theorem 2.4 apply to Theorem 2.7. One main difference between 1 and 2 is that the oblivious embedding does not give a relative error embedding in 1 .
In fact, this is not possible given the lower bounds in [37] . Therefore, to apply Theorem 2.7, some form of non-oblivious embedding satisfying (2.7) is needed. So, unlike the 2 case, in the embedding dimension r in Theorem 2.7 may not be a constant. Nevertheless, there are significant gains when r depends on d, not n.
Relative Error 1 -Embedding Via Well Conditioned Bases and Lewis Weights
We compare 3 types of algorithms for constructing a relative error 1 -embedding for use in Theorem 2.7. All the algorithms all based on constructing a coreset of rescaled rows from the matrix by row-sampling using special probabilities which can loosely be referred to as 1 -leverage scores.
1.
A straightforward well-conditioned basis approach that directly uses the oblivious embedding in (9) . We get a coreset size (embedding dimension) of O(d 3.5 log 1.5 d).
2.
A well-conditioned basis approach which constructs a basis using a two step approach, using the oblivious embedding to get initial probabilities and then ellipsoidal rounding to get a better conditioned basis (the direct ellipsoidal rounding approach as in [14] is too slow). We get a coreset size of O(d 2.5 ), which is a better coreset size at the expense of a poly(d) additive increase in runtime.
3. Sampling with Lewis 1 -weights which construct 1 leverage scores by converting to 2 , [13] . Lewis 1 -weights are constructed via iterative calls to a black-box fast approximation algorithm for 2 -leverage scores for which we use (18) withÃ given in (5) . This gives the best coreset size of O(d ln d) but requires O(log 2 log 2 n) passes through the data to compute approximations to the Lewis weights.
First, we give an 1 -sampling lemma which follows directly from the methods in [18] . For completeness, we give a proof of this theorem in Section 6.3, which mostly follows the same line of reasoning as in [18] . 
and
Independently (for each row i of A), with probability p i , add the (rescaled) row A (i) /p i as a row of A. With probability at least 1 − δ − e −s/3 , for all x ∈ R d ,
and the embedding dimension (number of rows inÃ) is at most 2s.
Comments. Theorem 2.8 says that a good basis U can be used to get a relative error embedding. The parameter α determines how good, i.e. well conditioned, the basis U is. Theorem 2.8 actually does more than just embedd, it produces a coreset formed from the rows of A, suitably rescaled. The coreset size is O(αd/ε 2 ). There are several ways to construct a basis U with α(U) ≤ poly(d), which we discuss in the next lemma.
Lemma 2.9. The following are three methods to construct a well conditioned basis of the form
(i) [Using the 2 -Embedding.] LetÃ be the 2 -subspace embedding from Theorem 2.2 with ε = 1 2 , and let R =Ã, and U = AÃ −1 . Then, with constant probability, α ≤ √ 3d 2 κ 1 (A), where κ 1 (·) is an 2 condition number of A relative to an optimal Auerbach basis, 4
In Theorem 2.8 the coreset size is O(d 3 κ 1 ) and the total runtime to embed is in O(nd ln n+d 3 ).
(ii) [Using the 1 -Embedding.] LetÃ ∈ R r×d be an 1 embedding satisfying for all x ∈ R d
Use a QR factorization ofÃ to compute R,Ã = QR, so U = AR −1 = A(Q tÃ ) −1 . Then, α ≤ κd √ r, where κ, r are given in Theorem 2.3. In Theorem 2.8 the coreset size is O(d 3.5 ln 1.5 d) and the total runtime to embed is in O(nd ln n + d 3 ln d). 
In Theorem 2.8 the coreset size is O(d 2.5 ) and the total runtime to embed is in O(nd ln n + d 8.5 ln 2.5 d).
Comments. In Lemma 2.9, part (i) is useful for matrices which are well conditioned according to κ 1 . In practice κ 1 is often small, for example if the entries of A are independent, mean zero, then κ 1 (A) ∈ 1 + O( d/n). When using Theorem 2.8 with Lemma 2.9, one must construct the product AR −1 C and then the median entry in each row i to get the sampling probabilities λ i . To achieve the runtimes as claimed, this product AR −1 C must be computed from right to left. In part (ii) of the lemma, the distortion of the embedding, κ, and the embedding dimension r are both important in determining the conditioning parameter α, hence there is value in optimizing both κ and r. In part (iii) of the Lemma, we use the same method as in [14] , but avoid the O(nd 5 ln n) runtime by computing the John ellipsoid in the smaller subspace. More efficient and/or approximate algorithms for the John quadratic form can be useful to reduce the O(d 8.5 ln d) portion of the runtime. We now discuss the approach based on sampling probabilities defined as the Lewis weights, [13] . This approach needs a fast approximation algorithm for statistical 2 leverage scores, which is where we use our 2 embedding with Theorem 2.6. The sampling probabilities w i (Lewis weights), are computed via a fixed point iteration that solves
where W is a diagonal matrix whose diagonal entries are W ii = w i and τ i (W −1/2 A) are the 2 of W −1/2 A. The fixed point iteration to compute w i is given below
4:
Update the Lewis weights:
Comments. In step 3(a), choosing the dimensions of G as d × (300 ln n) is sufficient to give a 1 4 -JLT with probability at least 1 − 1/n. The choice ε = 1 4 in step 3(a) gives a 6-factor approximation to the leverage scores, with an appropriate probability. The approximation must hold for every iteration, that is one must take a union bound over the failure probabilities in each of the T iterations. We need T ≥ 2 log 2 log 2 n, which does not asymptotically affect the dimension of Π in the 2 -embedding (see the comments after Theorem 2.2). The runtime of the entire algorithm to compute approximate Lewis weights is in O(T · (nd ln n + d ω ln n + d 3 )).
Conditioning on the leverage scores being a 6-factor approximation in each iteration, the final Lewis weight approximations after T ≥ 2 log 2 log 2 n are approximately a 6-factor approximation to the true Lewis weights. By sampling and rescaling rows of A independently and with replacement using probabilities defined by the approximate Lewis weights, we get an 1 -subspace embedding as summarized in the next Lemma 2.10, which is essentially Theorem 2.3 of [13] using Theorem 2.6 for fast approximation of leverage scores. Lemma 2.10 (Lewis Weights for 1 -Embedding, [13, Theorem 2.3], using Theorem 2.6 for Leverage Scores). Approximate the Lewis weights by w i which are output from the algorithm above with T = 2 log 2 log 2 n iterations of updating. Use sampling probabilities p i = w i / j∈[n] w j and construct a sampling matrix Π t with r ≈ 72cε −2 d ln(72cε −2 d) rows, where each row of Π t is chosen independently to be e t i /p i with probability p i . LetÃ = Π t A. Then, for all x ∈ R d ,
Comments. The constant c appearing in the theorem is an absolute constant (C s in Theorem 2.3 of [13] ). The coreset size is O(ε −2 d ln(d/ε)). The theoretical coreset size is smallest, but the algorithm is relatively more complicated, requiring log 2 log 2 n passes through the data to estimate leverage scores of row-rescaled versions of A.
1 -Regression in the Distributed Model
In the distributed setting, the rows of matrix A are stored on k machines that are coordinated by a central server. The 1 -regression problem is considered from this perspective in [39] , with the goal of minimizing the amount of communication required to solve the problem to relative accuracy. The algorithm proposed in [39] to solve this problem uses several rounds of distributed sketching to compute a final O(d 3 ) coreset of rows of A that are then collected onto one machine and used to locally solve an 1 problem whose solution is a (1 + ε) accurate approximate solution to the full 1 problem. The total communication cost of the original algorithm is
where η > 0 is arbitarily small. All three terms in the cost are determined by the choice of 1embeddings. The authors of [37] observe that using the 1 -embeddings constructed in that work leads to a lower communication cost of 
which has a slightly smaller dominant term, where η ∈ (0, 1/3] is arbitrary.
Quantile Regression
Quantile regression is a robust alternative to least squares regression: the latter models the conditional mean of the dependent variable, while the former models the quantiles of the dependent variable. Let τ ∈ (0, 1) indicate the desired quantile, then given the design matrix A ∈ R n×d and response vector b ∈ R n×1 , the regression coefficients that model the τ th quantile are
where
is a tilted absolute value function. Note that when τ = 1/2, the median regression problem is an 1 regression problem. The authors of [41] present an algorithm for the case of arbitrary τ ∈ (0, 1) that reduces the n×d quantile regression problem to an O(d 3 ε −2 ln(ε −1 )) × d quantile regression problem. This smaller problem can be solved more quickly, and its solution is a (1 + ε)-accurate solution to the original quantile regression problem. The algorithm uses sparse Cauchy embeddings, which results in a time cost of O(nnz(A) · ln(n) + poly(d)) for computing the reduction, where poly(d) =Õ(d 21/2 ln 5.5 (d)) 5 . The authors of [37] show that, by substituting an oblivious 1 -embedding introduced in that work for the sparse Cauchy transform originally used in [41] , one can obtain a more favorable dependence on d, namely poly(d) =Õ(d 13/2 ln 5/2 d) 6 .
The second 1 -embedding introduced in Theorem 2.3 can be used in place of the embedding from [37] to further reduce the runtime dependence on d to poly(d) =Õ(d 13/2 ln 3/2+η (d)/ ln ln(d)), where η ∈ (0, 1/2) is arbitrary. This represents anÕ(ln 1/2−η (d) ln ln d) improvement in the ddependent portion of the runtime over the current state-of-the-art algorithm given in [37] .
Related Work
Related work for 2 . There is a long history of oblivious embedding techniques starting with the random Gaussian projection based on the famed Johnson-Lindenstrauss lemma [22] . Since algorithmic applications of metric embeddings were first considered in [26] there has been an explosion of techniques, in particular with the arrival of the fast JLT for solving approximate nearest neighbor problems in [3, 4] , which was then applied to PCA, 2 -regression and matrix multiplication in [32] .
In parallel, row-sampling as a means to construct subspace-embeddings to preserve 2 structure originated in statistics [31, 34, 36] and received much attention in numerical linear algebra [15, 16, 17, 19, 25, 27] and in graph spectral sparsification [8] . The sampling probabilities are often based on the 2 -leverage scores, and fast approximation of leverage scores based on fast JLTs were given in [18] and analysis based on matrix-Chernoff bounds shows that O(dε −2 ln(d/ε)) rows suffices to get (1 + ε)-approximate algorithms, in relative error, [2, 27, 31, 36] . The slow, but polynomial, deterministic algorithm in [8] shows that O(d/ε 2 ) rows suffice. Recently, relative error algorithms have been shown possible in input-sparsity time through the use of sparse oblivious 2 -subspace embeddings [12, 30, 29] . All such embedding based approaches require a number of rows or embedding dimension that is O(1/ε 2 ). We are the first to offer 2 -embeddings of arbitrary precision ε in a fixed dimension d. Our embedding can leverage any other 2 -embedding as a blackbox, and in particular can achieve fast/input-sparsity runtimes (up to poly(d) additive terms) by using fast/input-sparsity embeddings as in [12, 30, 35] . Our embedding is simple, but nonlinear, hence slight modifications are needed to apply it to get fast runtimes for applications: regression, reconstruction, leverage scores.
Related work for p , p = 2. There is also substantial progress for values of p = 2, [10, 11, 14, 29, 33, 37] . Of particular interest is p = 1, which in machine learning applications corresponds to robust regression. For the 1 case, sampling based algorithms that use a well-conditioned basis give embeddings with O(d 2.5 ) rows, but such algorithms are slow. In [34] it is shown that O(d ln d) rows suffice. The state-of-the-art for fast algorithms using row sampling probabilities based on 1leverage scores is achieved by using the oblivious 1 -embeddings in [37] which have input-sparsity runtimes but produce embeddings withÕ(d 3.5 ) rows. In terms of number of rows, the best algorithm uses Lewis weights for row sampling, [13] , which embeds into O(d ln d) rows. This algorithm is nonoblivious and requires O(ln ln n) passes through the data. We apply our 2 -embedding as a black-box to get an oblivious 1 embedding using the methods in [37] . Our analysis accomodates an arbitrary 2 embedding while the analysis in [37] is specific to the CountSketch and OSNAP 2 embeddings which also preserve 1 dilation. The best oblivious embedding dimension of O(d ln d) from [37] uses the OSNAP approach and gives O(d ln d) distortion. To get O((d ln d)/ ln ln d) distortion with the OSNAP approach requires embedding dimension O(d ln 2 d) whereas we only need O(d ln 1+η d) dimensions: our runtimes are comparably fast and our embedding dimension is slightly tighter for comparable distortion. We believe our techniques can be used to give a more refined analysis of the OSNAP approach to get similar asymptotic performance to ours. We did not pursue this avenue since the 2 part of our embedding has tighter dimension (d for ours versus O(d ln d) for OSNAP).
Experimental Demonstration
We demonstrate the theory using the 1 -embedding (|MG|) in (9) applied to fast 1 -regression. We compare with three other embeddings: • Embeddings formed by sampling rows uniformly at random without replacement (|Unif|)
• Embeddings formed using Lewis weights (|Lewis|)
• Embeddings formed using the Wang-Woodruff 1 -embedding (|WW|) The |Lewis| embeddings are formed following the procedure described in Lemma 2.10 7 . The |WW| and |MG| embeddings are formed according to the discussion preceeding Theorem 2.8: [A b] is embedded into an r × d matrix that is used to construct a well-conditioned basis U for [A b], then r constraints are sampled proportionally to the 1 -norms of U to obtain the reduced regression problem.
We construct a simple regression problem that is challenging for naïve sampling schemes by adding many non-informative and noisy constraints. Specifically, A ∈ R n×d and b ∈ R n are
where ε, α ≥ 0 and the matrices G i ∈ R d×d contain independent Gaussians, as does G ∈ R (n−d 2 )×d . Similarly, g i ∈ R d and g ∈ R n−d 2 are standard Gaussian vectors. Uniform sampling would pick many non-informative constraints for this problem, and hence perform poorly. We used d = 70, n ≈ d 3 , ε = 1/ √ n, and α = 20, and the embedding dimension r varied in the range [3d, 30d]. The results average errors over several independent trials are reported in the figures below. In (a) we show Ax − b 1 / Ax opt − b 1 . Uniform sampling, as expected, is off the scale (even for r = 30d, uniform is 2 1 2 × worse than optimal). Performance of |WW| and |MG| are comparable, while Lewis-sampling is slightly better, all achieving close to 1 in relative error. In (b) we show runtime. Lewis-sampling, which is off the scale, 7 1 2 × slower than the full regression. Even in this non-asymptotic regime, there are significant gains from |WW| and |MG|. In the asymptotic regime, we expect Lewis sampling to become more competitive and |MG| will be slightly more efficient than |WW| due to its tighter embedding dimension.
Proofs: 2 -Embedding and Applications
Our embedding uses, as a black box, any fast 2 -subspace embedding. The most relevant such embeddings are: for dense matrices, the fast subsampled randomized Hadamard transform, (for dense matrices), and for sparse matrices, the CountSketch and OSNAP embeddings.
Fast-Hadamard Embedding
Tropp [35] gave a tight analysis of the Hadamard transform. We give a detailed statement of this result in which we explicitly state some constants that are otherwise hard to identify directly from the theorems as stated in [35] . The next lemma is a straightforward application of Lemmas 3.3 and 3.4 in [35] ; the runtime to compute Π t h A is established in [5] . 
Then, with probability at least 1 − 1/t, Π h is an -JLT for U,
Further, the product Π t h A can be computed in time O(nd ln r) for any matrix A ∈ R n×d .
Proof of Theorem 2.2: 2 -Subspace Embedding
Suppose that Π ∈ R r×d is an ε-JLT for U, where A = UΣV t . Such a Π can be the randomized Hadamard transform from Lemma 5.1 or a CountSketch or OSNAP embedding matrix of appropriate dimensions. LetÃ = (A t ΠΠ t A) 1/2 . Then,
The last step follows because Π is an ε-JLT for U and ΣV t x 2 = UΣV t x 2 (because U has orthonormal columns).
Proof of Theorem 2.4: 2 -Regression
We prove a more general claim, corresponding to the multiple regression problem. Suppose one wishes to minimize WZ 2 F + Φ(Z) over Z ∈ C, where W ∈ R n×q is an arbitrary but known matrix, Z ∈ R q×p is the optimization variable-a matrix -and Φ(·) is a nonnegative regularizer. Let Z * be an optimal Z, Z * ∈ arg min
LetW = (W t ΠΠ t W) 1/2 be a nonlinear sketch of W, and letZ be optimal with respect toW,
First, observe that for all Z ∈ R q×p ,
W Z (j) 2 2 , and the inequalities hold for each column Z (j) . We proveZ is a relative error approximation to Z * .
Theorem 5.2 ( 2 -Regression). Let Z * andZ be as defined in (45) and (46) respectively. Then,
Proof.
where (a) uses (47) and (b) is becauseZ is optimal forW and Φ ≥ 0.
We now prove the multiple regression version of Theorem 2.4 by showing it is a special case of Theorem 5.2. Given A ∈ R n×d and B ∈ R n×p , we show how to approximate X * which minimizes Using Theorem 5.2 and Ψ(Z) = Φ(X),
(54)
Proof of Theorem 2.5: Relative Error Low Rank 2 -Reconstruction (PCA)
Since Π is an ε-JLT for U, by Theorem 2.2,
For k ∈ [d], let σ k andσ k be the kth largest singular value of A andÃ respectively. We use the following lemma which follows from the Courant-Fisher characterization of eigenvalues to bound σ 2 k .
Proof. Let λ k andλ k be the kth largest eigenvalue of A t A andÃ tÃ respectively. By Courant-
The lower bound follows in a similar manner. We omit the details. Now, to prove the theorem, letṼ k be the top-k right singular vectors ofÃ. DefineP k = I−Ṽ kṼ t k , the projector orthogonal to the space spanned byṼ k . Then, A −Â k = AP k and we have:
In (a) we used (55) with x =P k z and in (b) we used Lemma 5.3.
Proof of Theorem 2.6: Fast Approximation of 2 -Leverage Scores
Let A = UΣV t . Since Π is an ε-JLT for U,
We will need the following lemma.
Proof. Let λ 1 . . . , λ d be the eigenvalues of U t ΠΠ t U. By (65), 1 − ε ≤ λ i ≤ 1 + ε, which implies
which in-turn implies that
We now prove Theorem 2.6 usingÃ = (A t ΠΠ t A) 1/2 = (VΣU t ΠΠ t UΣV t ) 1/2 :
Since τ i = e t i AA † 2 2 = e t i UU t e i = e t i U 2 2 , we have that
To conclude the proof, use Lemma 5.4.
6 Proofs: 1 -Embedding and Applications.
Before we prove Theorem 2.3, we state several probability bounds which we need. Proof. By the law of total probability,
Preliminary Tools: Probability Bounds
Lemma 6.2 (Hoeffding). Let X i be independent random variables with
Then, for any t > 0,
(77) Lemma 6.3 (Chernoff). Let X i be independent random variables in [0, 1] and let X = i∈[n] X i . Then, for any t > 0,
(78) Lemma 6.4 (Maurer, [28] ). Let X i be independent positive random variables with E[
For any t > 0,
A similar result to the one following was established in [37] , which is an application of [20] . Lemma 6.5 (Negative Dependence). Let y = [y 1 , . . . , y n ] and let S 1 , . . . , S r be a random partition of [n] into r disjoint sets. So each i ∈ [n] is independently placed into one of the S j with each S j being equally likely (having probability 1/r). Let γ j = i∈S j |y i |. If y 2 < y 1 /β, 1. For any fixed j, γ j cannot be too small:
2. For any index-set I ⊆ [r], the probability that all γ j are small for j ∈ I is bounded by the product,
3. Let E be the event that at least r/k of the γ j are at most y 1 /2r, where k > 1. Then,
Proof. By homogeneity, we may assume that y 1 = 1. For i ∈ [n], let z i be the indicator of whether i ∈ S j . Therefore, γ j = i∈[n] z i |y i |, where z i are independent Bernoulli indicator random variables with P[z i = 1] = 1/r. Let X i = z i |y i |, then γ j = i∈[n] X i . Since E[z i ] = 1/r and E[z 2 i ] = 1/r, 
which proves part 1 of the lemma. Part 2 follows from Proposition 4 in [20] because the γ j are negatively associated, hence 1 − γ j are also negatively associated. To prove Part 3, observe that the event E implies that some subset of the γ j , of size r/k, are all at most 1/2r. There are r r/k ≤ (ek) r/k such subsets, so by the union bound and part 2 of the lemma, To counteract a union bound over O(poly(d) d ) cases, we only need failure-probability e −Ω (d ln d) .
In the previous lemma, if m ≥ (cd ln d) · f (d) for an increasing function f (d), then we can trade-off some failure-probability for a better lower bound, while still achieving failure-probability e −Ω(d ln d) .
To exploit this tradeoff, we reformulate Lemma 2.12 in [37] as Lemma 6.7 below. Lemma 6.7 (Lemma 2.12 in [37] ). Suppose C 1 , . . . , C m are m inpdependent Cauchy random variables, with m ≥ (14cd ln(td)) · e 
To see this, observe that i∈[n]
= N 0 + α=1 N α (e α − e α−1 ). By Lemma 6.6, with probability at least 1 − e −m/8 , N 0 ≥ m/4. Let P α = P[|C i | ≥ e α ]. Then, for α ≥ 1, P α = 1 − 2 π tan −1 (e α ) ≥ 0.607e −α . Therefore, for α ≥ 1, using the Chernoff bound in Lemma 6.3, P[N α ≤ mP α /2] ≤ exp(−mP α /8) ≤ exp(−me −α /14). Using a union bound for α ∈ {0, . . . , }, with probability at least 1 − e −m/8 − α∈[ ] e −me −α /14 ,
Using (86), with this same probability,
Then the largest summand in the failure probability is exp(−me − /14) ≤ exp(−cd ln(td)) for ≤ 4 3 f (td). We therefore pick = 4 3 f (td) . All other summands in the failure probability for α = − 1, − 2, . . . are decaying at least geometrically with ratio at most 1 2 for c ≥ 1, d ≥ 2, so the full sum is at most twice the largest term. Using (88), with probability at least 1−2 exp(−cd ln(td)),
(89)
Proof of Theorem 2.3: 1 -Embedding
Fix a constant t ≥ 4 which will control failure probabilities in the algorithms, and define the embedding of A toÃ ∈ R d×r bỹ
whereÃ 1 is our black-box 2 -subspace-embedding (any 2 -subspace-embedding will do) and Π t 2 ∈ R r×n is a random "spreading" operator. For the rest of this section, we condition on the event:
for all x ∈ R d ,
as can be arranged with probability at least 1 − 1/t by suitable choice of a distribution for Π 1 . Let y ∈ R n be any vector that is independent of Π 2 . The spreading operator Π 2 is drawn from a distribution that satisfies.
where γ j = i∈S j |y i |, X j are standard Cauchy random variables (for p -regression, replace with p-stable random variables, for 1 ≤ p < 2), and S 1 , . . . , S r are a random partition of [n] obtained by independently hashing each i ∈ [n] randomly into one of the sets S 1 , . . . , S r . Observe that y 1 is preserved in Π t 2 y through the γs because j γ j = j i∈S j |y i | = i∈[n] |y i | = y 1 . One way to realize Π is using n independent standard Cauchy random variables, C 1 , . . . , C n :
where Π t 2 is a product of a sparse matrix and a diagonal matrix of Cauchy's, realized by the transform proposed in [37, page 21, Π t 2 = φD]. Using standard properties of the Cauchy distribution, one can verify that (93) satisfies (92). One can also directly implement (92) using just r independent Cauchy's. To apply Π 2 to a matrix A, we apply it to each column of A. Using the transform in [37] which gives (93), Π t 2 A has dependent columns. An Auerbach basis for A [7] , is a basis U for the columns in A which satisfies:
An Auerbach basis for A will be useful in proving thatÃ does not dilate the vectors too much in 1-norm. We do not explicitly construct such a basis, we just need that one exists. Lemma 6.8. Let U be a basis for the range of A. For all
Proof. Ã x 1 = √ d ln(td) Ã 1 x 1 + Ã 2 x 1 . We bound each term separately.
Combining (96) and (97) proves the lemma.
We now analyze properties of Π 2 which are useful for constructing an approximation to U. Lemma 6.9. For t ≥ 2 and rd > 16, with probability at least 1 − 1/t, Π t 2 U 1 ≤ t ln(trd) U 1 . Proof. By the spreading property of Π 2 ,
where X 1j , X 2j , . . . , X rj are independent Cauchy random variables, X ij and X ik are dependent, and r i=1 γ ij = U (j) 1 . Therefore,
is a weighted sum of the sizes of rd Cauchy's (not-necessarily independent) with sum of weights equal to U 1 . Lemma 3 of [11] gives a bound for the upper tail of a sum of Cauchy's X i :
where the last inequality in (a) holds for t ≥ 2 and |S| > 16. In our case, i∈S |γ i | = U 1 and |S| = rd. Since r ≥ d, so, for rd > 16,
Let rd > 16. Combining Lemma 6.8 with Lemma 6.9 and using U 1 ≤ d, we have: Theorem 6.10 (Bounded Dilation). Let t ≥ 2 and rd > 16. With probability at least 1 − 1/t, for all
We now show that Ã x 1 is not much smaller than Ax 1 for every x ∈ R d . The proof breaks down into two cases, Ax 2 ≥ Ax 1 /β (the sparse case, see Lemma 6.11) and Ax 2 < Ax 1 /β (the dense case, see Lemma 6.12). The sparsity is controlled by the parameter β, which we will fix later.
The lemma now follows from the assumed condition on Ax 2 .
If a vector is dense, we show that Π 2 does not shrink its 1 -norm too much. Proof. By homogeneity, we may assume y 1 = 1 and hence y 2 < 1/β. By the spreading property of Π t 2 , Π t 2 y 1 ∼ j∈[r] γ j |C j |, where C j are independent Cauchys and the γ j (which are independent of the C j ) satisfy the assumptions of the negative independence lemma, Lemma 6.5. Let E be the event that at least r/2 of the γ j are larger than 1/2r. By part 3 of the negative independence lemma, with k = 2,
Conditioning on this event E, let I be the indices j for which γ j > 1/2r, |I| ≥ r/2. Then,
Using the lower tail inequality for independent Cauchys, Lemma 6.7, with
we have that, with probability at least 1 − 2e 
(109) To conclude, condition on E and use Lemma 6.1. Lemma 6.12 only applies for a single fixed y that is independent of Π t 2 . We need a result which applies to any y. To do so, we need to use a δ-net for the range of A. Specifically, define the ball B of 1-norm radius 1 in the range of A as
The set N = {z 1 , . . . , z K } ⊂ B is a δ-net for B if for every y ∈ B, there is a z ∈ N for which y − z 1 ≤ δ. In [9] , it is shown that for any fixed A, there is a δ-net of size |N | = K ≤ (3/δ) d . By applying the union bound to Lemma 6.12,
We are now ready to prove the main contraction bound. 
Then, with probability at least 1−2 exp − 1 2 cd ln(td)
Proof. Let y = Ax. By homogeneity, we may assume that y 1 = 1. Let N be the δ-net for the range of A from Lemma 6.13, |N | ≤ (3/δ) d . With probability as in the theorem statement, Lemma 6.13 holds. Let y = z + y − z, where z ∈ N and y − z 1 ≤ δ. Since z is in the range of A, so is y − z, and so we may write z = Ax 1 and y − z = Ax 2 , and y = Ax 1 + Ax 2 . Since A has full rank, x = x 1 + x 2 .
Let us now considerÃx =Ãx 1 +Ãx 2 . There are two cases. First, if Ax 1 2 = z 2 ≥ 1/β, we apply Lemma 6.11 to conclude
We now show the bound on β 2 = 256d ln 2 u, where u = td. Using d, t ≥ 10 and the definition of r, where we used the bound on 3/δ from earlier. Again, by straightforward calculus, for u ≥ 100, one can show that the RHS is at most 256d ln 2 u, which proves the lower bound for β 2 .
Lemma 6.16. For q ≥ 3, suppose f (x) = 3 4q ln ln x and d, t ≥ 10 also satisfy td ≥ q 1.17 . Then, the following choices for r and β satisfy the requirements in (117):
Proof. Again, since d, t ≥ 10, the same crude bound on r holds, r ≤ 10 · td ln 1+1/q (td) ≤ (td) 2 (because q ≥ 3). Hence, we get the same bound for κ, κ ≤ 63 20 · td ln(td). Let u = td. Then,
We have that r − (28 ln 4t + 28d ln(3/δ)) · e 
which is the first bound on β. For the second bound on β, using q ≥ 3, β 2 ≥ (2304d ln 2 (u))/(ln ln u) 2 The expression in parentheses is just a function of u growing asymptotically as ln 2 (u)/ ln 2 ln u. By straightforward calculus, this term is positive for u ≥ 100. Lemmas 6.15 and 6.16 give sufficient conditions for satisfying all the requirements in (117). The requirements in (117) are enough to ensure that Theorems 6.10 and 6.14 each hold with probability at least 1 − 1/t, so by a union bound, both theorems hold with probability at least 1 − 2/t. We therefore get the following theorem. Theorem 6.17 ( 1 -embedding). Let d, t ≥ 10. With probability at least 1 − 2/t, for all x ∈ R d , (i) If r ≥ 80d ln(dt), the distortion is in Θ(d ln d) . Specifically, 
. Condition on this event holding. Let D be a diagonal matrix whose diagonal entries are chosen independently as follows:
Then Ã x 1 = DAx 1 , for any x ∈ R d . Since U is a basis, A = UR, hence DAx 1 = DUz 1 , where z = Rx. The sampling lemma follows if we prove, for every
A slightly modified version of the 1 sampling lemma, [18, Lemma 5] gives that for a a fixed x and ε ≤ 1
with a failure probability at most exp(−sε 2 /28α). Let B be the d-dimensional unit 1 -ball in the range of U, B = {z = Ux| z 1 = 1}. Let N = {z 1 , . . . , z K } ⊂ B be a 1 6 ε-net for of size |N | ≤ 18 ε d [9] . By a union bound, with probability at least 1 − exp(− sε 2 7α + d ln 18 ), (133) holds for every z i ∈ N . Since s ≥ 28ε −2 dα(ln(18/ε) + d −1 ln(3/δ)), the failure probability is at most δ/3. Now consider any x ∈ R d and let z = Ux. By homogeneity, we may assume that z 1 = 1. We show that Dz 1 ≤ 1 + ε. Let z * ∈ N be the closest point in N to z, so z − z * 1 ≤ ε/3. Then z = z * + z − z * and by the triangle inequality,
where w = (z − z * )/ z − z * 1 is a vector in the range of U with unit 1 -norm. Iterating with w,
(132) (The last inequality holds for ε ≤ 1.) Therefore, with probability at least 1 − δ/3, DUx 1 ≤ (1 + ε) Ux 1 for all x ∈ R d . We condition on this bound holding for all x. Again, using the lower bound side of the sampling lemma from [18] ,
with a failure probability at most exp(−sε 2 /28α). Again applying a union bound over the 1 6 ε-net, and for our choice of s, with probability at least 1 − δ/3, Dz i 1 ≥ (1 − ε/2) for all z i ∈ N . Now consider any x, z = Ux. As before, pick z * ∈ N with z = z * + z − z * and z − z * 1 ≤ ε/6. We show that Dz 1 ≥ 1 − ε. Indeed, by the triangle inequality,
where the last inequality is because we conditioned on
Lastly, the embedding dimension r is sum of Bernoulli random variables with probability p i , with
Therefore, by the Chernoff bound in Lemma 6.3, P[r > 2s] ≤ e −s/3 . The full failure probability follows by applying a union bound to the three failure probabilities of δ/3 together with the failure probability for the embedding dimension.
Proof of Lemma 2.9: Constructing A Well-Conditioned Basis
The runtimes of all the algorithms follows from the runtimes of the embeddings and the time to compute AR −1 C from right to left. We prove the bounds on α(U).
Part (i). U = AÃ −1 , whereÃ = (A t ΠΠ t A) 1/2 . Let Q be a basis for the range of A, with A = QS. We first bound U 1 .
Using (56) with ε = 1 2 ,σ d ≥ 1 2 σ d , which means that
. We now give a lower bound on Ux 1 .
Therefore, from the definition of α(U) in (23), and using (138) with the upper bound on U 1 ,
The bound in (139) holds for any Q. By homogeneity, we can choose Q 1 = d, so we should pick the best possible such Q that minimizes S 2 . This gives α(U) ≤ √ 3d 2 A −1 2 min Q 1 ≤d S 2 = √ 3d 2 κ 1 (A).
Part (ii). The result follows from a, by now, standard well-conditioned basis construction given a poly(d)-distortion embedding. Recall U = AR −1 , whereÃ = QR and Q is orthogonal. For the upper bound on U 1 , we get
Above, in the derivation of (140) and below in the derivation of (141): (a) uses (28) which is assumed; (b) is the standard relationship between 1 and 2 entrywise-norms; (c) is because Q is orthogonal, so Q F = √ d and Qx 2 = x 2 . For a lower bound on Ux 1 , we get
Dividing (140) by (141) and setting x ∞ = 1, we get α(U) ≤ κd √ r.
Part (iii). The construction has three steps. First, construct an embeddingÃ 1 with distortion κ ∈ O(d ln d) with embedding dimension r ∈ O(d ln d) as in Theorem 2.3. Second, using part (ii), construct a well-conditioned basis U 1 usingÃ 1 , and then sample O(d 3.5 ln 1.5 d) rows to get an embeddingÃ 2 satisfying (25) with ε = 1 2 (constant distortion). We now use the methods in the proof of Theorem 5 in [14] . LetÃ 2 =QS, where Q is an orthogonal basis for the range ofÃ 2 . The time to computeQ and S is in O(d 5.5 ln 1.5 d). Construct the quadratic form parameterized by the square invertible matrix G ∈ R d×d for the John-ellipsoid ofQ. Specifically, let B = {x ∈ R d | Q 2 x 1 ≤ 1, and let G be such that if x t G t Gx ≤ 1, then
The time to compute G is in rd 5 ln r where r ∈ O(d 3.5 ln 1.5 d) is the embedding dimension ofÃ 2 , which is a runtime in O(d 8.5 ln 2.5 d).
LetŨ =QG −1 . Then, it is shown in Equation (6) of [14] that for all x ∈ R d ,
Let U = AS −1 G −1 . We bound α(U). First, we bound U 1 :
In the derivation of (144) above, and also for the derivation of (145) below: (a) is because, by construction,Ã 2 is a constant factor 1 -embedding for A; in (b) we usedÃ 2 =Q andŨ =QG −1 ; in (c) we used (143). We now lower bound Ux 1 :
Dividing (144) by (145), using the definition of α(U) and setting x ∞ = 1 gives α(U) ≤ d 1.5 .
Proof of Lemma 2.10: Sampling Using Lewis Weights
The proof is entirely based on [13] and follows from the approximation guarantees provided by approximating the leverage scores provided in Theorem 2.6 using the methods from [18] . First, we need the main Lewis weights approximation lemma from [13] . For completeness, we give the details, which also serves to fix some constants, and hence may be otherwise useful. In step 3(a) of the algorithm, we approximate the leverage scores of W −1/2 A using error parameter ε = 1 4 to choose the dimensions of G and Π. In [18] it is shown that |τ i − τ i | ≤ ( ε 1−ε + 2ε)τ i , or
which in the terminology of [13] means that theτ i are a 6-approximation of τ i , writtenτ i ≈ 6 τ i . Lemma 6.18 (See Proof of Lemma 2.4 in [13] ). If the iterative algorithm to compute Lewis weights is run for 2 log 2 log 2 n steps with a 6-factor approximation of leverage scores in each iteration, then the resulting Lewis weights are a 6 · 2 1/ log 2 n -factor approximation.
So the resulting Lewis weight estimates are approximately within a factor of 6 from the true lewis weights. We now reformulate/apply Theorem 2.3 in [13] to obtain a concrete coreset size that gives a relative error embedding. Theorem 6.19 (Theorem 2.3 of [13] ). Let w i be a β-approximation to the true Lewis weights w * i of a matrix A, that is: 1 β w * i ≤ w i ≤ βw * i . Use sampling probabilities p i = w i / j∈[n] w j and construct a sampling matrix Π t with r = 2c · β 2 ε −2 d ln(2cβ 2 dε −2 ) rows, where each row of Π t is chosen independently to be e t i /p i with probability p i . LetÃ = Π t A. Then, for all x ∈ R d ,
Lemma 2.10 follows by using Theorem 6.19 with β upper bounded by 12. (c is the absolute constant C s in Theorem 2.3 of [13] ).
Proof. Let λ i = 2cβε −2 w i ln(2cβ 2 ε −2 d). The λ i are just rescaled versions of the w i . Let r = i∈[n] λ i and let p i = λ i /r. The p i are exactly the sampling probabilities in the statement of the theorem. We prove that
which means that the λ i satisfy the conditions to apply Theorem 2.3 in [13] , which gives that r samples suffice. Here,
which proves the theorem. All that remains is to show (148). Let us consider λ i − cw * i ε −2 ln r: 
where in the middle inequality, we used w i ≥ w * i /β. To finish the proof, we show that the term in parentheses above is non-negative. Since ln r ≤ ln(4cβ 2 ε −2 d ln(cβε −2 d)), we have that 2 ln(2cβ 2 ε −2 d) − ln r ≥ 2 ln(2cβ 2 ε −2 d) − ln(2cβ 2 ε −2 d) − ln ln(2cβ 2 ε −2 d) ≥ 0.
(151)
When n is large, β ≈ 6 and the coreset size is 72c · ε −2 d ln(72cε −2 d) as claimed in Lemma 2.10.
