In this paper we analyze the Stieltjes functions defined by the Szegő inverse transformation of a nontrivial probability measure supported on the unit circle such that the corresponding sequence of orthogonal polynomials is defined by either backward or forward shifts in their Verblunsky parameters. Such polynomials are called anti-associated (respectively associated) orthogonal polynomials. Thus, rational spectral transformations appear in a natural way.
Introduction
Spectral transformations have been studied in the literature in the framework of bispectral problems and the factorization of Jacobi matrices [1] . In particular, three canonical perturbations of nontrivial probability measures supported on the real line yield linear spectral transformations: (i) Christoffel transform: dμ = (x − β)dµ, β ∈ supp(µ).
(ii) Uvarov transform: dμ = dµ + Mδ(x − β), M ∈ R + , β ∈ R. (iii) Geronimus transform: dμ = 1 x−β dµ + Mδ(x − β), M ∈ R + , β ∈ supp(µ).
Pure rational transformations appear when a backward (resp. forward) shift is considered in the Jacobi matrix associated with a nontrivial probability measure supported on the real line (see [2, 3] ). Furthermore, every rational spectral transformation can be obtained as a superposition of linear and associated elementary transformations [3] .
More recently, some analog problems have been considered for perturbations of nontrivial probability measures supported on the unit circle (see [4] [5] [6] [7] [8] [9] ) where linear spectral transforms for the corresponding Carathéodory functions appear in a natural way.
Pure rational spectral transformations for Carathéodory functions have been studied in [10] when backward (resp. forward) perturbations in the Verblunsky parameters associated with a nontrivial probability measure supported on the unit circle are introduced.
The aim of this contribution is the analysis of pure rational spectral transformations associated with nontrivial probability measures supported on the interval [−1, 1], which are defined by the Szegő antitransformation of the measures considered in [10] .
The structure of the manuscript is as follows. In Section 2 we give a basic background about polynomials orthogonal with respect to nontrivial probability measures supported on the real line and the unit circle, respectively. The Szegő transformation between nontrivial probability measures supported on [−1, 1] and the unit circle is introduced. In Section 3, we consider a forward shift in the sequence of Verblunsky parameters associated with a nontrivial probability measure supported on the unit circle. Using the Szegő inverse transformation, we obtain the parameters of the three-term recurrence relation for the corresponding sequence of orthogonal polynomials. The connection between the Stieltjes functions for the initial and perturbed measures is stated. Thus, a pure rational spectral transformation appears. In Section 4, we deal with an analog analysis when a backward shift in the sequence of Verbunsky parameters is introduced.
Background and preliminary results

Orthogonal polynomials on the real line and Stieltjes functions
Let µ be a positive, nontrivial Borel measure, supported on a subset E of the real line. The sequence of polynomials {p n } n 0 , with
is said to be an orthonormal polynomial sequence associated with µ if
The corresponding monic orthogonal polynomials, i.e. with leading coefficient equal to 1, are defined by
The sequence {p n } n 0 satisfies the following three-term recurrence relation
with a n =
, n 0. The matrix representation of (2) is
t and J is a tridiagonal symmetric matrix
which is called Jacobi matrix, in the literature [11] . There exists a similar expression to (2) using the monic orthogonal polynomials. In such a case, the matrix representation is
where
t andJ is a tridiagonal matrix
which is called a monic Jacobi matrix.
The functions
constitute a second solution of the difference equation xy n = a n+1 y n+1 + b n y n + a n y n−1 and they are called second kind functions associated with µ. The Stieltjes function
x − t has a significant relevance in the theory of orthogonal polynomials and admits the following series expansion at infinity
where µ k are the moments associated with µ given by
From a family of monic orthogonal polynomials {P n } n 0 , we can define the sequence of associated monic polynomials of order k, {P
. ., by means of the shifted recurrence relation [11] 
with P
The recurrence relation (3) can also be written in the matrix form
i.e., we have removed in the monic Jacobi matrixJ, the first k rows and columns. The Stieltjes function corresponding to the associated polynomials of order k, S (k) (x), can be obtained using the formula (see [12, 3] )
where S k (x) is given by
We will denote this transformation for the Stieltjes functions by R The monic Jacobi matrix for the new polynomials is
These polynomials are called anti-associated polynomials of order k, and were analyzed in [13] . Their corresponding Stieltjes formula can be obtained from [3] 
If k = 1, then the anti-associated polynomials of the first kind appear, and its corresponding Stieltjes function
given by (6), is
where S(x) is the Stieltjes function associated with µ andb 0 ,ã 2 1 are free parameters. We denote R
Observe that R (−1) is not a unique inverse of R (1) , because of its dependence on the free parametersb 0 andã 2 1 .
Orthogonal polynomials on the unit circle and Carathéodory functions
Let σ be a positive, nontrivial Borel measure, supported on the unit circle T = {z ∈ C : |z| = 1}. Then there exists a sequence {ϕ n } n 0 of orthonormal polynomials
The corresponding monic polynomials are defined by
The sequence {Φ n } n 0 also satisfies the following recurrence relations (see [14] [15] [16] )
and the complex numbers {Φ n (0)} n 1 are called Verblunsky coefficients, in the literature (see [15] ). Notice that |Φ n (0)| < 1, n 1. Conversely, we can associate to any sequence of complex numbers {ν n } n 1 , with |ν n | < 1, n 1, a sequence of polynomials {Φ n } n 0 that are orthogonal with respect to some positive nontrivial probability measure σ supported on the unit circle, such that ν n = Φ n (0), n 1. This result is known in the literature as Favard's theorem. c k , the k-th moment associated with the measure σ , is defined by
In these conditions, we can introduce an analytic function in terms of the moments {c n } n 0 as follows
We can associate with this function a linear functional L F defined on the linear space of Laurent polynomials Λ = span{z
is called the Carathéodory function and it can be represented as a Riesz-Herglotz transformation of σ as follows
The sequence of monic polynomials {Ω n } n 0 defined by
is called the sequence of second kind polynomials associated with the linear functional L F . Notice that deg(Ω n ) = n.
These polynomials also satisfy the recurrence relation
, n 0, Notice that |Ω n (0)| < 1, n 1, and thus by the Favard's theorem {Ω n } n 0 is a monic orthogonal polynomial sequence with respect to a positive definite linear functional L F Ω associated with a positive, nontrivial measureσ supported on the unit circle.
Proposition 1 ([14,15] ). Let Φ n (z) be the nth degree monic orthogonal polynomial associated with the linear functional L F and define Ω n (z) as in (11) . Then
where F (z) and F Ω (z) are the Carathéodory functions associated with the linear functionals L F and L F Ω , respectively.
The Szegő transformation
From a positive, nontrivial Borel measure µ,
In particular, if µ is an absolutely continuous measure, i.e. dµ(x) = ω(x)dx, then
This is the so-called Szegő transformation [15] . If µ is a probability measure on [−1, 1], i.e., 1 −1 dµ = 1, then σ is also a probability measure on the unit circle T = {z ∈ C : |z| = 1} and, as a consequence, there exists an orthonormal polynomial sequence that satisfies (8) , as well as the corresponding sequence of monic orthogonal polynomials. In this case,
There is a relation between the orthogonal polynomial sequence associated with a measure µ supported on [−1, 1] and the orthogonal polynomial sequence associated with the measure σ defined by (12) , which is supported on the unit circle.
Theorem 1 ([16]).
The orthogonal polynomial sequence {Φ n } n 0 on the unit circle associated with the measure σ has real coefficients. In addition, if x =
On the other hand, the coefficients of the recurrence relations (2), (9) and (10) are related by (see [14] )
There is also a relation between the Stieltjes and Carathéodory functions associated with µ and σ , respectively, as follows
or, equivalently, [10] ). We will denote Σ(S) = F the Szegő transformation of the Stieltjes function S(x).
Associated polynomials on the unit circle and the Szegő transformation
Let {Φ n } n 0 be the monic orthogonal polynomial sequence with respect to a nontrivial probability measure σ supported on the unit circle. We denote by {Φ (N) n } n 0 the associated polynomials of order N of {Φ n } n 0 . They are generated by the recurrence relation
Notice than {Φ (N) n } n 0 is again a sequence of monic orthogonal polynomials with respect to a nontrivial probability measure σ (N) . We denote this transformation by F The Carathéodory function F (N) (z), can be expressed as a rational spectral transformation of F (z), as follows (see [10] )
Our aim is to study the relation between the associated polynomials of order N on the unit circle and the corresponding sequence of monic orthogonal polynomials obtained on the real line via the Szegő antitransformation. We focus our attention on the resulting Stieltjes function and the parameters of the three term recurrence relation. Proof. From (13), for n 2 we have
On the other hand, from (14) , for n 1
and, for n = 0,
For the particular case N = 2, we obtaiñ
On the other hand,b 0 = −Φ 3 (0) as well as b 0 = −Φ 1 (0), and
As a consequence,
We now study the resulting Stieltjes function for this transformation.
Proposition 3.
The Stieltjes function associated with {ã n } n 1 and {b n } n 0 , when N = 2, is given by
Proof. According to [11] , we get
On the other hand, we also have
In other words,
Replacing (23) in (22), we obtain
and
and a
. Thus, the result follows.
There is another way to obtain (19) using the Szegő inverse transformation of F (2) (z), the Carathéodory function corresponding to the associated polynomials of second order with respect to {Φ n } n 0 . According to (18), F (2) (z) is given by
.
But in this case we have
and, therefore,
Applying the Szegő inverse transformation, we obtain
which is equivalent to (19), since
Next, we consider the Carathéodory function corresponding to the associated polynomials of first order (N = 1), which is given by , 1) is the first Verblunsky parameter. Therefore,
In order to calculate F (1) (0), we take the limit when z → 0 and obtain
Thus, the normalized F
with
Applying the Szegő inverse transformation we obtain
Remark 4. Notice that if we iterate two times (28) we get (19).
Also notice than (28) can be obtained applying the following transformations to S(x)
where (29) is the so-called Christoffel transformation, (30) is the transformation corresponding to the associated polynomials of the first kind on the real line, and (31) and (32) are Geronimus transformations (see [1, 3] ). In other words,
Anti-associated polynomials on the unit circle and the Szegő transformation
Let {Φ n } n 0 be the monic orthogonal polynomial sequence with respect to the nontrivial probability measure σ supported on the unit circle. Let ν 1 , ν 2 , . . . , ν N be complex numbers with |ν j | < F (−N) (z) can be expressed as a rational spectral transformation of F (z) as follows (see [10] )
We now study the relation between the anti-associated polynomials of order N on the unit circle and analyze the corresponding transformation obtained on the real line using the Szegő antitransformation.
{Φ j (0)} 
Further, in the particular case N = 2,
This means that (â n ,b n ) are the coefficients of the three term recurrence relation for the order 2 anti-associated polynomials of the first kind associated orthogonal polynomials {P (1) n } n 0 .
Proof. From (13), for n > M + 1, we have
and, finally,
On the other hand, from (14) , for n > M we get
The values for the particular case N = 2 follow directly from the above expressions.
Proposition 6.
The Stieltjes function associated with {â n } n 1 and {b n } n 0 , when N = 2, is given bŷ
Proof. According to [11] , we havê
On the other hand,
Using (37) in (36), we obtain
[(x −b 0 )(x −b 1 ) −â (1 + ν 2 )(x −b 0 ) , which is essentially (34).
As for the associated polynomials case, we can also obtain the resulting Stieltjes using the Szegő antitransformation of F .
Applying the Szegő antitransformation, we obtain
= 2(1 − ν 2 )(x − ν 1 )S(x) + (1 + ν 2 )(2
(1 − ν 2 )(2
=K (x − ν 1 )S(x) + 1 K (x 2 − 1)S(x) + (x + ν 1 ) , . It is not difficult to show that (40) is equivalent to (34).
Now we study the case when N = 1. In this case, we get Φ 1 (z) = z + ν 1 , Φ * 1 (z) = ν 1 z + 1, Ω 1 (z) = z − ν 1 , Ω Therefore, 
