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Universality of the local regime for the block band
matrices with a finite number of blocks
Tatyana Shcherbina ∗†
Abstract
We consider the block band matrices, i.e. the Hermitian matrices HN , N =
|Λ|W with elements Hjk,αβ, where j, k ∈ Λ = [1,m]d ∩ Zd (they parameterize
the lattice sites) and α, β = 1, . . . ,W (they parameterize the orbitals on each
site). The entries Hjk,αβ are random Gaussian variables with mean zero such
that 〈Hj1k1,α1β1Hj2k2,α2β2〉 = δj1k2δj2k1δα1β2δβ1α2Jj1k1 , where J = 1/W + α∆/W ,
α < 1/4d. This matrices are the special case of Wegner’s W -orbital models. Assum-
ing that the number of sites |Λ| is finite, we prove universality of the local eigenvalue
statistics of HN for the energies |λ0| <
√
2.
1 Introduction
Let Λ = [1, m]d ∩ Zd be a periodic box with volume |Λ| = md. Assign to every site j ∈ Λ
one copy Kj ≃ CW of an W -dimensional complex vector space, and set
K =
⊕
j∈Λ
Kj ≃ C|Λ|W .
From the physical point of view, we are assigning W valence electron orbitals to every
atom of a solid with hypercubic lattice structure.
We start from the matrices H : K → K belonging to the Gaussian Unitary Ensemble
(GUE), i.e. from the Hermitian matrices with i.i.d. (modulo symmetry) Gaussian entries
with mean zero and variance 1, and then multiply the variances of all matrix elements
of H connecting Kj and Kk by the positive number Jjk, j, k ∈ Λ (which means that
H becomes the matrix constructed of W ×W blocks, and the variance in each block is
constant).
More precisely, we consider Hermitian matrices HN , N = |Λ|W with elements Hjk,αβ,
where j, k ∈ Λ (they parameterize the lattice sites) and α, β = 1, . . . ,W (they parame-
terize the orbitals on each site). The entries Hjk,αβ are random Gaussian variables with
mean zero such that
〈Hj1k1,α1β1Hj2k2,α2β2〉 = δj1k2δj2k1δα1β2δβ1α2Jj1k1. (1.1)
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Here Jjk ≥ 0 are matrix elements of the positive-definite symmetric |Λ| × |Λ| matrix J ,
such that ∑
j∈Λ
Jjk = 1/W.
The probability law of HN can be written in the form
PN(dHN) = exp
{
− 1
2
∑
j,k∈Λ
W∑
α,β=1
|Hjk,αβ|2
Jjk
}
dHN , (1.2)
where
dHN =
∏
j<k
∏
αβ
dHjk,αβdHjk,αβ
2πJjk
∏
j
∏
α<β
dHjj,αβdHjj,αβ
2πJjj
∏
j
∏
α
dHjj,αα√
2πJjj
.
Such models were first introduced and studied by Wegner (see [16], [21]).
Note that PN (dHN) is invariant under conjugation HN → U∗HNU by U ∈ U , where U
is the direct product of all the groups U(Kj) of unitary transformations in the subspaces:
U =
⊗
j∈Λ
U(Kj).
This means that the probability distribution PN(dHN) has a local gauge invariance.
Varying the lattice Λ, the number of orbitals W , and the variances Jjk, one obtains
a large class of Hermitian random matrix ensembles. For example, putting |Λ| = 1 we
get a zero-dimensional W -orbital model which coincides with GUE. From the other hand,
choice Jjk = ϕ(|j−k|), where ϕ is a rapidly decreasing positive function, gives an ensemble
of random band matrices.
Here we consider
J = 1/W + α∆/W, α < 1/4d, (1.3)
where W ≫ 1 and ∆ is the discrete Laplacian on Λ with periodic boundary conditions.
This model is one of the possible realizations of the Gaussian random band matrices, for
example for d = 1 they correspond to the band matrices with the width of the band
2W + 1.
Random band matrices are natural interpolations between random Schro¨dinger ma-
trices HRS = −∆+ λV , in which the randomness only appears in the diagonal potential
V (λ is a small parameter which measures the strength of the disorder) and mean-field
random matrices such as N × N Wigner matrices, i.e. Hermitian random matrices with
i.i.d elements. Moreover, random Schro¨dinger matrices with parameter λ and RBM with
the width of the band W are expected to have some similar qualitative properties when
λ ≈W−1 (for more details on these conjectures see [19]).
The key physical parameter of these models is the localization length, which describes
the typical length scale of the eigenvectors of random matrices. The system is called
delocalized if the localization length ℓ is comparable with the matrix size, and it is called
localized otherwise. Delocalized systems correspond to electric conductors, and localized
systems are insulators.
In the case of 1D RBM there is a physical conjecture (see [3], [11]) stating that ℓ is
of order W 2 (for the energy in the bulk of the spectrum), which means that varying W
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we can see the crossover: for W ≫ √N the eigenvectors are expected to be delocalized
and for W ≪ √N they are localized. In terms of eigenvalues this means that the local
eigenvalue statistics in the bulk of the spectrum changes from Poisson, for W ≪ √N ,
to GUE (Hermitian matrices with i.i.d Gaussian elements), for W ≫ √N . For d = 2
the localization length is expected to be exponentially growing in W (and so the critical
value is N ∼ logW ), and ℓ ∼ N for d ≥ 3, i.e. the system is delocalized. At the present
time only some upper and lower bounds for ℓ are proven rigorously. It is known from the
paper [18] that ℓ ≤ W 8 for d = 1. On the other side, in the resent papers [6], [7] it was
proven first that ℓ≫W 7/6, and then that ℓ≫ W 5/4.
The questions of the order of the localization length are closely related to the univer-
sality conjecture of the bulk local regime of the random matrix theory, which we briefly
outline now.
Let λ
(N)
1 , . . . , λ
(N)
N be the eigenvalues of HN . Define their Normalized Counting Mea-
sure (NCM) as
NN(σ) = ♯{λ(N)j ∈ σ, j = 1, . . . , N}/N, NN(R) = 1, (1.4)
where σ is an arbitrary interval of the real axis. The behavior of NN as N → ∞ was
studied for many ensembles. For 1D RBM it was shown in [2], [15] that NN converges
weakly, as N,W → ∞, to a non-random measure N , which is called the limiting NCM
of the ensemble. The measure N is absolutely continuous and its density ρ is given by
the well-known Wigner semicircle law (the same result is valid for Wigner ensembles, in
particular, for Gaussian ensembles GUE, GOE):
ρ(λ) =
1
2π
√
4− λ2, λ ∈ [−2, 2]. (1.5)
The same is valid for the matrices (1.1) – (1.3).
More delicate result about the density of states is proven in [9] for 3D RBM, and in
[4] for some types of Wegner models.
These results characterize the so-called global distribution of the eigenvalues.
The local regime deals with the behavior of eigenvalues of N ×N random matrices on
the intervals whose length is of the order of the mean distance between nearest eigenvalues.
The main objects of the local regime are k-point correlation functions Rk (k = 1, 2, . . .),
which can be defined by the equalities:
E
{ ∑
j1 6=... 6=jk
ϕk(λ
(N)
j1
, . . . , λ
(N)
jk
)
}
=
∫
Rk
ϕk(λ
(N)
1 , . . . , λ
(N)
k )Rk(λ
(N)
1 , . . . , λ
(N)
k )dλ
(N)
1 . . . dλ
(N)
k , (1.6)
where ϕk : R
k → C is bounded, continuous and symmetric in its arguments and the
summation is over all k-tuples of distinct integers j1, . . . , jk ∈ {1, . . . , N}.
According to the Wigner – Dyson universality conjecture (see e.g. [13]), the local
behavior of the eigenvalues does not depend on the matrix probability law (ensemble)
and is determined only by the symmetry type of matrices (real symmetric, Hermitian, or
quaternion real in the case of real eigenvalues and orthogonal, unitary or symplectic in
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the case of eigenvalues on the unit circle). For example, the conjecture states that for
Hermitian random matrices in the bulk of the spectrum and in the range of parameters
for which the eigenvectors are delocalized
1
(Nρ(λ0))k
Rk
(
λ0 +
ξ1
ρ(λ0)N
, . . . , λ0 +
ξk
ρ(λ0)N
)
w−→ det
{sin π(ξi − ξj)
π(ξi − ξj)
}k
i,j=1
, N →∞ (1.7)
for any fixed k. This means that the limit coincides with that for GUE.
In this language the conjecture about the crossover for RBM states that we get (1.7)
for W , which correspond to delocalized states, and we get another behavior, which is
determined by the Poisson statistics, for W which correspond to localized states. For
the general Hermitian Wigner matrices (i.e. |Λ| = 1, but the distribution of matrix
elements are not necessary Gaussian) bulk universality has been proved recently in [8],
[20]. However, in the general case of RBM the question of bulk universality of local
spectral statistics is still open even for 1D Gaussian RBM.
In this paper we prove (1.7) for the second correlation function R2 of the ensemble
(1.1) – (1.3), if W →∞, but the number of sites is fixed (i.e. m is finite).
An additional source of motivation for the current work is the development of the
supersymmetric method (SUSY) in the context of random operators with non-trivial
spatial structures. This method is widely used in the physics literature (see e.g. [5],[14])
and is potentially very powerful but the rigorous control of the integral representations,
which can be obtained by this method, is difficult and so far for the band matrices (and
also for some types of the Wegner models) it has been performed only for the density of
states (see [4], [9]), but not for the correlation function Rk. The important step in studying
of the second correlation was done in [17], where the behavior of the second mixed moment
of the characteristic polynomials was considered. It was proved that for 1D RBM with
W 2 ≫ N this behavior (as N →∞) in the bulk of the spectrum coincides with that for
the GUE (this is closely related to (1.7)). From the SUSY point of view characteristic
polynomials correspond to the so-called fermionic sector of the supersymmetric full model,
which describes the correlation functions Rk. In this paper we do the next step and present
the rigorous SUSY result about the second correlation function of block RBM (i.e. about
the SUSY full model), although with finite number of blocks (which means that the width
of the band is comparable with the matrix size).
Theorem 1. Let Λ = [1, m]d ∩ Zd be a periodic box, HN be the matrices (1.1) – (1.3),
N = W |Λ|, and let the number of sites |Λ| be fixed. Then
(Nρ(λ0))
−2R2
(
λ0 +
ξ1
ρ(λ0)N
, λ0 +
ξ2
ρ(λ0)N
)
w−→ 1− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 ,
as W →∞, for any |λ0| <
√
2.
Remark
1. One can consider any finite regular graph instead of Λ ⊂ Zd.
4
2. The condition |Λ| <∞ is not necessary here. For example, for m which grows like
the small power of W the proof can be repeated almost literally. Moreover, for d = 1
the same method is expected to work for |Λ| ≪ W 1/2, i.e. W ≫ N2/3, but this
requires more delicate techniques.
3. The condition |λ0| <
√
2 is technical, the result should be the same for any λ0 ∈
(−2, 2).
The paper is organized as follows. In Section 2 we reformulate Theorem 1 in terms of
the Green’s functions G(z) and obtain a convenient integral representation for
E{G(z1) ·G(z2)}, z1, z2 ∈ C
using the integration over the Grassmann variables. Section 3 deals with the preliminary
results needed for the proof. In Section 4 we prove Theorem 1, applying the steepest
descent method to the integral representation. Appendix is devoted to the introduction
to the SUSY techniques.
1.1 Notation
We denote by C, C1, etc. variousW -independent quantities below, which can be different
in different formulas. Integrals without limits denote the integration (or the multiple
integration) over the whole real axis, or over the Grassmann variables.
Moreover,
• N = W |Λ| = W ·md;
• E{. . .} denotes the the expectation with respect to the measure (1.2);
• indices i, j, j′, k vary in Λ and correspond to the number of the site (or the number
of the block), index l is always 1 or 2 (this is the field index), and Greek indices β, γ
vary from 1 to W and correspond to the position of the element in the block;
• big Latin letters (except C, which denotes different constants, andW ) always denote
2× 2 matrices;
• variables φ and Φ with different indices are complex variables or vectors correspond-
ingly;
• variables ψ and Ψ with different indices are Grassmann variables or vectors corre-
spondingly;
• if xj means some variable which corresponds to the site j ∈ Λ, then x means vector
{xj}j∈Λ;
• j ∼ j′ means two adjacent points in Λ, the boundary conditions are periodic, i.e.
(p1, . . . , pi−1, 1, pi+1, . . . , pm) ∼ (p1, . . . , pi−1, m, pi+1, . . . , pm),
and
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(∇x)2 =
∑
j∼j′
(xj − xj′)2, (∇X)2 =
∑
j∼j′
Tr (Xj −Xj′)2;
• ∆ is a discrete Laplacian on Λ with periodic boundary conditions, i.e.
(∆x)j =
∑
j′:j∼j′
(xj − xj′);
• J = α∆/W + 1/W, α < 1/4d;
• L = diag {1,−1}, a± = iλ0 ±
√
4− λ20
2
, (1.8)
L± = diag {a+, a−}, L∓ = diag {a−, a+}, (1.9)
L+ = a+I, L− = a−I;
• M± = αa2±∆+ (1 + a2±)I; (1.10)
• U˚(2) = U(2)/U(1)× U(1), U˚(1, 1) = U(1, 1)/U(1)× U(1);
• if X means a matrix with eigenvalues x1, x2, then Xˆ = diag {x1, x2};
• j = 1 means j = (1, . . . , 1) ∈ Λ;
• G(z) = (HN − z)−1 is the Green’s function of the matrix (1.1) – (1.3);
• z1 = λ0 + iε/N + ξ1/Nρ(λ0), z2 = λ0 + iε/N + ξ2/Nρ(λ0), (1.11)
z′1 = λ0 + iε/N + ξ
′
1/Nρ(λ0), z
′
2 = λ0 + iε/N + ξ
′
2/Nρ(λ0),
where λ0 ∈ (−2, 2), ε > 0, and ξ1, ξ2, ξ′1, ξ′2 ∈ [−C,C] ⊂ R;
• G+−2 (z, ξ) = E
{
det(HN − z′1)det(HN − z2)
det(HN − z1)det(HN − z′2)
}
, (1.12)
G++2 (z, ξ) = E
{
det(HN − z′1)det(HN − z2)
det(HN − z1)det(HN − z′2)
}
for z = (z1, z2) and ξ = (ξ1, ξ2, ξ
′
1, ξ
′
2);
• θε = −iε+ (ξ2 − ξ1)/2ρ(λ0), c0 =
√
4− λ20 = 2πρ(λ0); (1.13)
• δ = logW/
√
W ; (1.14)
• Zs = λ0I + iεL/N + ξˆs/Nρ(λ0), s = 1, 2 or empty, where
ξˆ =
(
ξ1 0
0 ξ2
)
, ξˆ1 =
(
ξ′1 0
0 ξ2
)
, ξˆ2 =
(
ξ1 0
0 ξ′2
)
. (1.15)
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2 Integral representation
According to the property of the Stieltjes transform, to prove Theorem 1, it suffices to
show that
1
(2πiNρ(λ0))2
lim
ε→0
lim
W→∞
E
{
Tr
(
G(z1)−G(z1)
)
· Tr
(
G(z2)−G(z2)
)}
= 1− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 , (2.1)
where G(z) is the resolvent of HN .
Since
(2πiNρ(λ0))
2F2(z1, z2) := E
{
Tr
(
G(z1)−G(z1)
)
· Tr
(
G(z2)−G(z2)
)}
= E
{
TrG(z1) · TrG(z2)
}
+ E
{
TrG(z1) · TrG(z2)
}
(2.2)
−E
{
TrG(z1) · TrG(z2)
}
− E
{
TrG(z1) · TrG(z2)
}
,
we get
F2(z1, z2) = (2π)
−2 ∂
2
∂ξ′1∂ξ
′
2
(
G++2 (z, ξ) +G
++
2 (z, ξ)
−G+−2 (z, ξ)−G+−2 (z, ξ)
)∣∣∣
ξ′=ξ
, (2.3)
where ξ′ = ξ means ξ′1 = ξ1, ξ
′
2 = ξ2, and G
++
2 , G
+−
2 are defined in (1.12).
Thus, we have to find an integral representation for
E
{
TrG(z1) · TrG(z2)
}
and E
{
TrG(z1) · TrG(z2)
}
.
Note that since the density of states for (1.1) is (1.5), we have
lim
ε→0
lim
W→∞
1
Nρ(λ0)
E
{
TrG(λ0 + iε)
}
=
1
ρ(λ0)
lim
ε→0
∫
ρ(λ)dλ
λ− λ0 − iε =
−λ0 + i
√
4− λ20
2ρ(λ0)
. (2.4)
Hence, we obtain by the construction (see (1.12), (2.4), and (1.8))
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= 1, (2.5)
∂
∂ξ′1
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
=
∂
∂ξ′1
G++2 (z, ξ)
∣∣∣
ξ′=ξ
= − 1
Nρ(λ0)
E
{
TrG(z1)
}
= −ia+/ρ(λ0) + o(1),
∂
∂ξ′2
G++2 (z, ξ)
∣∣∣
ξ′=ξ
=
1
Nρ(λ0)
E
{
TrG(z2)
}
= ia+/ρ(λ0) + o(1),
∂
∂ξ′2
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
=
1
Nρ(λ0)
E
{
TrG(z2)
}
= ia−/ρ(λ0) + o(1).
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We are going to obtain the integral representations for G++2 (z, ξ) and G
+−
2 (z, ξ) by
using rather standard SUSY techniques, i.e. integrals over the Grassmann variables.
Integration over the Grassmann variables was introduced by Berezin (see [1]) and is widely
used in the physics literature (see e.g. [5] and [14]). Here we use the modification of the
method which uses the superbozonization formula (see [12]). For the reader convenience
we give a brief outline of the techniques in Appendix.
This method allows us to obtain the formula for products and ratios of the charac-
teristic polynomials which is very useful for the averaging because it is a Gaussian-type
integral (see formulas (5.6) – (5.7) below). After averaging over the probability measure
we can integrate over the Grassmann variables to obtain an integral representation (in
complex variables) which can be studied by the steepest descent method.
Set
PN(U,B) =
∫
exp
{
α
∑
j∼j′
Tr (ρj − ρj′)(τj − τj′)−
∑
j∈Λ
Tr ρjτj
}
(2.6)
×
∏
j∈Λ
det−W (1 +W−1U−1j ρjB
−1
j τj)
∏
j∈Λ
dρjdτj ,
where ρj, τj are 2× 2 matrices whose entries are independent Grassmann variables, Uj ∈
U(2), Bj ∈ H+L, and let
L±(λ0) =
{
r
(
± iλ0/2 +
√
4− λ20/2
)
|r ∈ [0,+∞)
}
. (2.7)
Introduce
Km(V, Uˆ) =α(∇Uˆ)2/2 + α
∑
j∼j′
|(Vj′V ∗j )12|2(uj′,1 − uj′,2)(uj,1 − uj,2) (2.8)
−
∑
j∈Λ
(
Tr Uˆ2j /2− iλ0Tr Uˆj − log detUˆj
)− U∗,
Lm(T, Bˆ) =− α(∇Bˆ)2/2 + α
∑
j∼j′
|(Tj′T−1j )12|2(bj′,1 + bj′,2)(bj,1 + bj,2)
+
∑
j∈Λ
(
Tr Bˆ2j /2− iλ0Tr Bˆj − log detBˆj
)
+ U∗ (2.9)
with some constant U∗ that will be chosen later (see (3.1)). Here Vj ∈ U˚(2), V1 = I,
Tj ∈ U˚(1, 1), T1 = I, bj,1, bj,2 ∈ R+, uj,1, uj,2 ∈ T, and
Uˆj =
(
uj,1 0
0 uj,2
)
, Bˆj =
(
bj,1 0
0 −bj,2
)
.
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Define also
Fm(P1, S1, V, T, Uˆ , Bˆ) = ε|Λ|
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )L
− ε|Λ|
∑
j∈Λ
Tr (TjS
−1
1 )
−1Bˆj(TjS−11 )L (2.10)
− i|Λ|ρ(λ0)
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )ξˆ1
+
i
|Λ|ρ(λ0)
∑
j∈Λ
Tr (TjS
−1
1 )
−1Bˆj(TjS−11 )ξˆ2,
where |Λ| = md, ρ(λ0) is defined in (1.5), and ξˆ1,2 is defined in (1.15). The purpose of
this section is to prove
Proposition 1. The function G+−2 (z, ξ) of (1.12) can be represented as follows:
G+−2 (z, ξ) =
W 4|Λ|
(8π2)|Λ|
∫ ∏
j∈Λ\{1}
dν(Tj)dµ(Vj)
∮
T2|Λ|
∏
j∈Λ
duj,1duj,2
∫
L+(λ0)|Λ|
∏
j∈Λ
dbj,1
∫
L−(λ0)|Λ|
∏
j∈Λ
dbj,2 · exp
{
−W
(
Km(V, Uˆ) + Lm(T, Bˆ)
)}
× PN
(
V ∗UˆV, T−1BˆT
)∏
j∈Λ
(uj,1 − uj,2)2
∏
j∈Λ
(bj,1 + bj,2)
2 (2.11)
×
∫
dν(S1)dµ(P1) exp
{
Fm(P1, S1, V, T, Uˆ , Bˆ)
}
,
where dµ, dν are the Haar measures over U˚(2) and U˚(1, 1) correspondingly, which can be
parameterized as follows (see (5.10) – (5.12))
Vj =
(
wj vj e
iθj
−vj e−iθj wj
)
, wj = (1− v2j )1/2 (2.12)
dµ(Vj) =
dθj
2π
· (2vjdvj), vj ∈ [0, 1], θj ∈ [0, 2π],
Tj =
(
sj tj e
iσj
tj e
−iσj sj
)
, sj = (1 + t
2
j )
1/2 (2.13)
dµ(Tj) =
dσj
2π
· (2tjdtj), tj ∈ [0,∞), σj ∈ [0, 2π].
Proof. Introduce complex and Grassmann fields:
Φl = {φjl}tj∈Λ, φjl = (φjl1, φjl2, . . . , φjlW ), l = 1, 2, − complex,
Ψl = {ψjl}tj∈Λ, ψjl = (ψjl1, ψjl2, . . . , ψjlW ), l = 1, 2, − Grassmann.
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Using (5.6) – (5.7) (see Appendix) we obtain
G+−2 (z, ξ) = E
{∫
exp{iΨ+1 (z′1 −HN)Ψ1 − iΨ+2 (z2 −HN)Ψ2}
× exp{iΦ+1 (z1 −HN)Φ1 − iΦ+2 (z′2 −HN)Φ2}dΦdΨ
}
=
∫
dΦdΨ exp
{
i(z′1Ψ
+
1 Ψ1 + z1Φ
+
1 Φ1)− i(z2Ψ+2 Ψ2 + z′2Φ+2 Φ2)
}
×E
{
exp
{
− ∑
j≤k
∑
α,β
(
iℜHjk,αβχ+jk,αβ − ℑHjk,αβχ−jk,αβ
)}}
,
where zl, z
′
l are defined in (1.11),
dΦ =
∏
j∈Λ
W∏
α=1
2∏
l=1
dℜφjlαdℑφjlα
π
, dΨ =
∏
j∈Λ
W∏
α=1
2∏
l=1
dψjlαdψjlα,
χ±jk,αβ = ηjk,αβ ± ηkj,βα,
ηjk,αβ = ψj1αψk1β − ψj2αψk2β + φj1αφk1β − φj2αφk2β,
ηjj,αα = (ψj1αψj1α − ψj2αψj2α + φj1αφj1α − φj2αφj2α)/2.
Averaging over (1.2), we get
G+−2 (z, ξ) =
∫
dΦdΨ exp
{
i(z′1Ψ
+
1 Ψ1 + z1Φ
+
1 Φ1)− i(z2Ψ+2 Ψ2 + z′2Φ+2 Φ2)
}
× exp
{
− ∑
j<k,α,β
Jjk ηjk,αβηkj,βα − 12
∑
j,α
Jjj η
2
jj,αα
}
.
Thus, we have
G+−2 (z, ξ) =
∫
dΦdΨ exp
{
i
∑
j∈Λ
Tr X˜jLZ1 + i
∑
j∈Λ
Tr Y˜jLZ2
}
× exp
{1
2
∑
j,k∈Λ
JjkTr (X˜jL)(X˜kL)− 1
2
∑
j,k∈Λ
JjkTr (Y˜jL)(Y˜kL)
}
× exp
{
− ∑
j,k∈Λ
JjkTr (ρ˜jL)(τ˜kL)
}
,
(2.14)
where L is defined in (1.9),
Z1,2 = λ0I + iεL/N + ξˆ1,2/Nρ(λ0),
X˜j =
(
ψ+j1ψj1 ψ
+
j1ψj2
ψ+j2ψj1 ψ
+
j2ψj2
)
, Y˜j =
(
φ+j1φj1 φ
+
j1φj2
φ+j2φj1 φ
+
j2φj2
)
,
ρ˜j =
(
ψ+j1φj1 ψ
+
j1φj2
ψ+j2φj1 ψ
+
j2φj2
)
, τ˜j =
(
φ+j1ψj1 φ
+
j1ψj2
φ+j2ψj1 φ
+
j2ψj2
)
.
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Applying the superbosonization formula (see Proposition 3), we obtain
G+−2 (z, ξ) = (−π2)−|Λ|
∫ ∏
j∈Λ
dXjdYj
∏
j∈Λ
dρjdτj
× exp
{
i
∑
j∈Λ
TrXjLZ1 + i
∑
j∈Λ
Tr YjLZ2
}
(2.15)
× exp
{1
2
∑
j,k∈Λ
JjkTr (XjL)(XkL)− 1
2
∑
j,k
JjkTr (YjL)(YkL)
}
× exp
{
−
∑
j,k∈Λ
JjkTr (ρjL)(τkL)
}∏
j∈Λ
detWYj
detW (Xj − ρjY −1j τj)
,
where {Xj}j∈Λ are unitary 2 × 2 matrices, {Yj}j∈Λ are the positive Hermitian matrices,
{ρj}j∈Λ, {τj}j∈Λ are 2×2 matrices with independent Grassmann variables, and dXj, dYj,
dρj dτj is defined in Proposition 3.
Shifting ρjL→
√
Wρj , τjL→
√
Wτj and defining Bj = W
−1YjL,
Uj = −W−1XjL as new variables, we can rewrite (2.15) as
G+−2 (z, ξ) =
W 4|Λ|
(−π2)|Λ|
∫ ∏
j∈Λ
dUjdBj
∏
j∈Λ
dρjdτj
× exp
{
− iW
∑
j∈Λ
TrUjZ1 + iW
∑
j∈Λ
TrBjZ2
}
× exp
{W 2
2
∑
j,k
JjkTrUjUk − W
2
2
∑
j,k
JjkTrBjBk
}
(2.16)
× exp
{
−W
∑
j,k
JjkTr ρjτk
}∏
j∈Λ
detWBj
detW (Uj +W−1ρjB−1j τj)
,
where dUj is defined in Proposition 3, and
dBj = 1B˜jL>0 · dℜB12,j dℑB12,j dB11,j dB22,j.
Change the variables to
Uj = P
∗
j UˆjPj , Uˆj = diag {uj,1, uj,2}, Pj ∈ U˚(2), uj,1, uj,2 ∈ T, (2.17)
Bj = S
−1
j BˆjSj , Bˆj = diag {bj,1,−bj,2}, Sj ∈ U˚(1, 1), bj,1, bj,2 ∈ R+,
and then
Vj = PjP
∗
1 , j ∈ Λ \ {1}, Vj ∈ U˚(2), V1 = I,
Tj = SjS
−1
1 , j ∈ Λ \ {1}, Tj ∈ U˚(1, 1), T1 = I.
The Jacobian of such a change is
2|Λ|(π/2)2|Λ|
∏
j∈Λ
(uj,1 − uj,2)2
∏
j∈Λ
(bj,1 + bj,2)
2
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Substituting this, the expressions for dUj , dBj, and (1.3), we obtain from (2.16)
G+−2 (z, ξ) =
W 4|Λ|
(8π2)|Λ|
∫ ∏
j∈Λ\{1}
dν(Tj)dµ(Vj)
∮
T2|Λ|
∏
j∈Λ
duj,1duj,2 (2.18)
×
∫
R
2|Λ|
+
∏
j∈Λ
dbj,1dbj,2 exp
{
−W
(
Km(V, Uˆ) + Lm(T, Bˆ)
)}
×PN
(
V ∗UˆV, T−1BˆT
)∏
j∈Λ
(uj,1 − uj,2)2
∏
j∈Λ
(bj,1 + bj,2)
2
×
∫
dν(S1)dµ(P1) exp
{
Fm(P1, S1, V, T, Uˆ , Bˆ)
}
,
where dµ, dν are the Haar measures of (5.10) and (5.12) correspondingly.
Here PN and Fm are defined in (2.6) and (2.10), and
Km(V, Uˆ) =
α
2
(
∇(V ∗UˆV )
)2
−
∑
j∈Λ
(
Tr Uˆ2j /2− iλ0Tr Uˆj − log detUˆj
)− U∗,
Lm(S, Bˆ) = −α
2
(
∇(T−1BˆT )
)2
+
∑
j∈Λ
(
Tr Bˆ2j /2− iλ0Tr Bˆj − log detBˆj
)
+ U∗,
where U∗ is a constant that will be chosen below (see (3.1)). Rewriting
Tr (V ∗j UˆjVj − V ∗j′Uˆj′Vj′)2 =Tr (Uˆj − Uˆj′)2
+ |(Vj′V ∗j )12|2(uj,1 − uj,2)(uj′,1 − uj′,2),
Tr (T−1j BˆjTj − T−1j′ Bˆj′Tj′)2 =Tr (Bˆj − Bˆj′)2
− |(Tj′T−1j )12|2(bj,1 + bj,2)(bj′,1 + bj′,2),
we get (2.8) and (2.9).
Finally, note that for |λ0| <
√
2 we can move the contour of integration over {bj,1},
{bj,2} in (2.18) from R+ to L+(λ0) and L−(λ0) respectively.
Indeed, set IR = {z ∈ C : z = R + ix, x ∈ R} and consider the contours
C+R = (0, R) ∪ {z ∈ L+(λ0) : 0 ≤ ℜz ≤ R}
∪ {z ∈ C : z = R + ix, x ∈ R, 0 ≤ arg z ≤ arg a+},
C−R = {z : z ∈ C+R}.
Take bj0,1 and fix all other bj,1 ∈ R+∪L+(λ0), and bj,2 ∈ R+∪L−(λ0). Since the integrand
is analytic, integrating with respect to bj0,1 over C+R we get 0. Note also that
ℜ(bj0,1 + bj0,2)(bj,1 + bj,2) ≥ 0
12
for any bj0,1 ∈ C+R ∩ IR and for any j ∈ Λ, since both brackets have arguments from −π/4
to π/4 (because |λ0| <
√
2 and thus | arg a±| < π/4 (see (1.9))). Thus, (3.2) – (3.3) yield
ℜLm(T, Bˆ) ≥ CR2
for sufficiently big R, i.e. the integral with respect to bj0,1 over C+R ∩ IR tends to 0, as
R → ∞. Hence, we can change the contour of integration over bj0,1 from R+ to L+(λ0).
Repeating the procedure for all j0 ∈ Λ, we get (2.11). 
Proposition 2. The function G++2 (z, ξ) of (1.12) can be represented as follows:
G++2 (z, ξ) =
W 4|Λ|
(4π)2|Λ|
∫ ∏
j∈Λ\{1}
dµ(V˜j)dµ(Vj)
∮
T2|Λ|
∏
j∈Λ
duj,1duj,2
∫
L+(λ0)2|Λ|
∏
j∈Λ
daj,1daj,2 · exp
{
−W
(
Km(V, Uˆ) + L˜m(V˜ , Aˆ)
)}
× PN
(
P1, P˜1, V
∗UˆV, V˜ ∗AˆV˜
)∏
j∈Λ
(uj,1 − uj,2)2
∏
j∈Λ
(aj,1 − aj,2)2
×
∫
dµ(P˜1)dµ(P1) exp
{
Fm(P1, P˜1, V, V˜ , Uˆ , Aˆ)
}
,
where dµ is defined in (2.12), P1, P˜1 ∈ U˚(2), and
L˜m(V˜ , Aˆ) =− α(∇Aˆ)2/2 (2.19)
− α
∑
j∼j′
|(V˜j′V˜ ∗j )12|2(aj′,1 − aj′,2)(aj,1 − aj,2)
+
∑
j∈Λ
(
Tr Aˆ2j/2− iλ0Tr Aˆj − log detAˆj
)
+ U∗
with some constant U∗ that will be chosen later (see (3.1)). Here Vj, V˜j ∈ U˚(2), V1 = V˜1 =
I, aj,1, aj,2 ∈ L+(λ0), uj,1, uj,2 ∈ T, and
Uˆj =
(
uj,1 0
0 uj,2
)
, Aˆj =
(
aj,1 0
0 aj,2
)
.
Proof. Again using (5.6) – (5.7) we get
G++2 (z, ξ) = E
{∫
exp{iΨ+1 (z′1 −HN)Ψ1 + iΨ+2 (z2 −HN)Ψ2}
× exp{iΦ+1 (z1 −HN)Φ1 + iΦ+2 (z′2 −HN)Φ2}dΦdΨ
}
.
After averaging this gives the r.h.s. of (2.14), but without L. Further calculations repeat
almost literally the proof of Proposition 1. The only difference is that the matrices
Aj = WYj are positive-definite now, and thus can be diagonalized by P˜j ∈ U˚(2) except
Sj ∈ U˚(1, 1), and hence V˜j = P˜jP˜ ∗1 ∈ U˚(2).
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3 Preliminary results
Choose
U∗ = 2|Λ| · ℜ
(
a2+/2− iλ0a+ − log a+
)
. (3.1)
Lemma 1. Let bj,1 ∈ L+(λ0), bj,2 ∈ L−(λ0), j ∈ Λ and let Tj ∈ U˚(1, 1), Bˆj =
diag {bj,1,−bj,2}. Suppose also that |λ0| <
√
2. Then
ℜLm(T, Bˆ) ≥ 0,
where Lm(T, Bˆ) is defined in (2.9), and the equality holds if and only if Bˆj = L±, Tj = I
for each j ∈ Λ.
Proof. Rewrite (2.9) as
Lm(T, Bˆ) = B+(b1, λ0) +B−(b2, λ0)
+ α
∑
j∼j′
|(Tj′T−1j )12|2(bj,1 + bj,2)(bj′,1 + bj′,2), (3.2)
where for b ∈ C|Λ|
B±(b, λ0) = −α (∇b)2/2 +
∑
j∈Λ
(
b2j/2∓ iλ0bj − log bj − b±
)
, (3.3)
b± = a2±/2− iλ0a± − log a±.
Since bj,1 ∈ L+(λ0), bj,2 ∈ L−(λ0), we have
bj,1 = rj,1e
iφ+ , bj,2 = rj,2e
−iφ+ , rj,1, rj,2 ≥ 0
with φ+ = arg a+, and thus
ℜ(bj,1 + bj,2)(bj′,1 + bj′,2) = 4− λ
2
0
4
(rj,1 + rj,2)(rj′,1 + rj′,2)
− λ
2
0
4
(rj,1 − rj,2)(rj′,1 − rj′,2)
=(rj,1 + rj,2)(rj′,1 + rj′,2)− λ
2
0
2
(rj,1rj′,1 + rj,2rj′,2) ≥ 0
for |λ0| <
√
2. Hence,
ℜLm(T, Bˆ) ≥ ℜB+(b1, λ0) + ℜB−(b2, λ0) (3.4)
and the equality holds only if (Tj′T
−1
j )12 = 0 for all j ∼ j′. Since T1 = I this means that
Tj = I for each j ∈ Λ.
Rewrite (3.3) as
ℜB±(b, λ0) = ℜB±(r e±iφ+ , λ0) =
∑
j∈Λ
(λ20
2
rj − log rj − b±
)
−cos 2φ+
2
·
(
α
∑
j∼j′
(rj − rj′)2 −
∑
j∈Λ
r2j
)
= −2 − λ
2
0
4
(
α
∑
j∼j′
(rj − rj′)2 −
∑
j∈Λ
(rj − 1)2
)
+
∑
j∈Λ
(rj − log rj − 1).
(3.5)
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Since I + α∆ > C > 0 for any α < 1/4d, we have
− α
∑
j∼j′
(xj − xj′)2 +
∑
j∈Λ
x2j ≥ C
∑
j∈Λ
x2j . (3.6)
and the equality holds only at x1 = . . . = xn = 0. Besides, for rj ≥ 0
rj − log rj − 1 ≥ 0 (3.7)
and the equality holds only for rj = 1. This, (3.6) for xj = rj − 1, and (3.4) prove
Lemma 1.
We need the analogous lemma for the function Km(V, Uˆ) of (2.8):
Lemma 2. Let uj,1, uj,2 ∈ T, j ∈ Λ, and let Uˆj = diag {uj,1, uj,2}, Vj ∈ U˚(2). Then
ℜKm(V, Uˆ) ≥ 0,
where Km(V, Uˆ) is defined in (2.8), and the equality holds if and only if one of the following
conditions holds
1. Uˆj = L± or Uˆj = L∓, j ∈ Λ, and
|(Vj)12| =
{
0, Uˆj = Uˆ1,
1, otherwise.
2. Uˆj = L+, j ∈ Λ.
3. Uˆj = L−, j ∈ Λ.
Proof. Rewrite (2.8) as
Km(V, Uˆ) = F (u1, λ0) + F (u2, λ0)
+ α
∑
j∼j′
|(Vj′V −1j )12|2(uj,1 − uj,2)(uj′,1 − uj′,2),
where for u ∈ T|Λ|
F (u, λ0) = α (∇u)2/2−
∑
j∈Λ
(
u2j/2− iλ0uj − log uj − b±
)
,
and b± is defined in (3.3).
Set
∆jj′ =
{
0, ℜ(uj,1 − uj,2)(uj′,1 − uj′,2) ≥ 0,
1, ℜ(uj,1 − uj,2)(uj′,1 − uj′,2) < 0,
Then
ℜKm(V, Uˆ) ≥ ℜF (u1, λ0) + ℜF (u2, λ0)
+ α
∑
j∼j′
∆jj′ · ℜ(uj,1 − uj,2)(uj′,1 − uj′,2), (3.8)
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end the equality holds if and only if
|(Vj′V −1j )12|2 =
{
∆jj′, ℜ(uj,1 − uj,2)(uj′,1 − uj′,2) 6= 0,
any, ℜ(uj,1 − uj,2)(uj′,1 − uj′,2) = 0.
The expression
1
2
∑
j∼j′
(uj,1 − uj′,1)2 + 1
2
∑
j∼j′
(uj,2 − uj′,2)2 (3.9)
is a discrete Laplacian operator on the graph G which consists of two connected compo-
nents Λ(1) (it corresponds to uj,1) and Λ
(2) (it corresponds to uj,2), which are two copies
of the box Λ.
Note that
(uj,1 − uj′,1)2/2 + (uj,2 − uj′,2)2/2 + (uj,1 − uj,2)(uj′,1 − uj′,2)
= (uj,2 − uj′,1)2/2 + (uj,1 − uj′,2)2/2,
and thus adding (uj,1 − uj,2)(uj′,1 − uj′,2) to (3.9) we change edges
({1, j}, {1, j′}) and ({2, j}, {2, j′})
in the graph G to edges
({1, j}, {2, j′}) and ({2, j}, {1, j′}).
Hence, the r.h.s. of (3.8) is equal to
ℜFG˜(u, λ0) := αℜ
∑
j∼j′∈G˜
(uj − uj′)2/2
−ℜ
∑
j∈G˜
(
u2j/2− iλ0uj − log uj − b±
)
, (3.10)
where G˜ is a graph obtained from G after all edges changes, which correspond to the pair
j ∼ j′ such that ∆jj′ = 1.
Consider uj = e
iφj ∈ T, j ∈ G˜ and write
ℜFG˜(u, λ0) =
α
2
∑
j∼j′∈G˜
(
(cosφj − cosφj′)2 − (sinφj − sin φj′)2
)
− ∑
j∈G˜
(
(cos2 φj − sin2 φj)/2 + λ0 sin φj − 2 + λ
2
0
4
)
=
α
2
∑
j∼j′∈G˜
(
(cosφj − cosφj′)2 − (sinφj − sinφj′)2
)
+
∑
j∈G˜
(sinφj − λ0/2)2.
(3.11)
Since I + α∆ > C > 0 for any α < 1/4d on any finite graph of degree 2d, we have
−α
2
∑
j∼j′∈G˜
(xj − xj′)2 +
∑
j∈G˜
x2j ≥ C
∑
j∈Λ
x2j
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and the equality holds only if x1 = . . . = xn = 0. Using this for xj = sinφj − λ0/2, we
get that (3.11) (and thus the r.h.s. of (3.8)) is non-negative and it is zero if and only if
sinφj = λ0/2, j ∈ G˜,
cosφj = const for each connected component of G˜,
which means that uj,1 and uj,2 are equal to a± and are the same for each connected
component of G˜. Thus, ℜKm(V, Uˆ) ≥ 0 and at the minimum point
uj,1 − uj,2 ∈ R.
Taking into account that the Haar measure over U˚(2) is invariant with respect to the
shifting
Pj →
(
0 1
1 0
)
Pj ,
where Pj is defined in (2.17), we can assume without loss of generality that at the minimum
point
uj,1 − uj,2 ≥ 0.
Then ∆jj′ = 0, thus G˜ = G, and hence (3.11) is zero if and only if fields uj,1 and uj,2 are
constant, and this constants equal to a±. This gives the assertion of the lemma.
Lemma 3. Let aj,1, aj,2 ∈ L+(λ0), j ∈ Λ and let Aˆj = diag {aj,1, aj,2}, V˜j ∈ U˚(2). Suppose
also that |λ0| <
√
2. Then
ℜ L˜m(V˜ , Aˆ) ≥ 0,
where L˜m(V˜ , Aˆ) is defined in (2.19), and the equality holds if and only if Aˆj = L+ for
each j ∈ Λ.
Proof. Putting
aj,1 = rj,1e
iφ+ , aj,2 = rj,2e
iφ+ , rj,1, rj,2 ≥ 0
and rewriting ℜ L˜m(V˜ , Aˆ), we get
ℜ L˜m(V˜ , Aˆ) = B˜(r1, λ0) + B˜(r2, λ0)
− α(2− λ
2
0)
2
∑
j∼j′
|(Vj′V −1j )12|2(rj,1 − rj,2)(rj′,1 − rj′,2),
where
B˜(r, λ0) = −α(2− λ
2
0)
4
(∇r)2 +
∑
j∈Λ
(
(2− λ20)r2j/4 + λ20rj/2− log rj − b+
)
,
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and b+ is defined in (3.3). Similarly to (3.8) – (3.10), we get
ℜ L˜m(V˜ , Aˆ) ≥ −α(2− λ
2
0)
4
∑
j∼j′∈G˜
(rj − rj′)2/2
+
∑
j∈G˜
(
(2− λ20)r2j/4 + λ20rj/2− log rj − b+
)
=
2− λ20
2
(
− α
∑
j∼j′∈G˜
(rj − rj′)2/2 +
∑
j∈G˜
(rj − 1)2/2
)
+
∑
j∈G˜
(rj − log rj − 1),
where G˜ is a graph obtained from two copies of Λ by all changes which correspond to
(rj,1 − rj,2)(rj′,1 − rj′,2) > 0.
This and (3.7) yield the lemma.
4 Proof of Theorem 1
According to (2.1) – (2.3), we can rewrite Theorem 1 as
lim
ε→0
lim
W→∞
F2(z1, z2) = 1− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 . (4.1)
The proof of (4.1) can be divided into two theorems:
Theorem 2. We have for G+−2 (z, ξ) of (1.12)
lim
ε→0
lim
W→∞
∂2
∂ξ′1∂ξ
′
2
(
G+−2 (z, ξ) +G
+−
2 (z, ξ)
) ∣∣∣
ξ′=ξ
= − 2
ρ2(λ0)
+
4 sin2(π(ξ1 − ξ2))
(ξ1 − ξ2)2 , (4.2)
where ξ′ = ξ means ξ′1 = ξ1, ξ
′
2 = ξ2.
Theorem 3. We have for G++2 (z, ξ) of (1.12)
lim
ε→0
lim
W→∞
∂2
∂ξ′1∂ξ
′
2
(
G++2 (z, ξ) +G
++
2 (z, ξ)
)
=
a2+ + a
2
−
ρ2(λ0)
. (4.3)
Indeed, (2.3) and (4.2) – (4.3) give
lim
ε→0
lim
W→∞
F2(z1, z2)
=
a2+ + a
2
− + 2
4π2ρ2(λ0)
− sin
2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 = 1−
sin2(π(ξ1 − ξ2))
π2(ξ1 − ξ2)2 ,
which yields (4.1), thus Theorem 1.
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4.1 Proof of Theorem 2
According to Lemmas 1 – 2, the saddle-points of (2.11) can be divided in the following
three subsets:
type I. for each j ∈ Λ: Uˆj = L± or Uˆj = L∓, and
|(Vj)12| =
{
0, Uˆj = Uˆ1,
1, otherwise,
Bˆj = L±, Tj = I;
type II. for each j ∈ Λ: Uˆj = L+, Vj ∈ U˚(2), Bˆj = L±, Tj = I;
type III. for each j ∈ Λ: Uˆj = L−, Vj ∈ U˚(2), Bˆj = L±, Tj = I,
where L±, L+ and L− are defined in (1.9).
Set
exp{fu(V, Uˆ , ξˆ)} :=
∫
e−|Λ|
−1∑
j∈Λ Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )(iξˆ/ρ(λ0)−εL)dµ(P1),
exp{fb(T, Bˆ, ξˆ)} :=
∫
e|Λ|
−1∑
j∈Λ Tr (TjS
−1
1 )
−1Bˆj(TjS−11 )(iξˆ/ρ(λ0)−εL)dν(S1),
f (1)u (V, Uˆ , ξˆ) :=
∂
∂ξ′1
fu(V, Uˆ , ξˆ1)
∣∣∣
ξ′1=ξ1
, (4.4)
f
(1)
b (T, Bˆ, ξˆ) :=
∂
∂ξ′2
fu(T, Bˆ, ξˆ2)
∣∣∣
ξ′2=ξ2
,
where ξˆ1, ξˆ2 are defined in (1.15).
Introduce
〈F 〉δ,k = W
4|Λ|
(8π2)|Λ|
∫ ∏
j∈Λ\{1}
dµ(Vj)dν(Tj)
∫
Uδ,k
∏
j∈Λ
duj,1duj,2dbj,1dbj,2 (4.5)
× F · exp
{
−W
(
Km(V, Uˆ) + Lm(T, Bˆ)
)}
·
∏
j∈Λ
(bj,1 + bj,2)
2
×
∫
dµ(P1)dν(S1) exp
{
Fm(P1, S1, V, T, Uˆ , Bˆ)
}
·
∏
j∈Λ
(uj,1 − uj,2)2.
where Uδ,k is a δ-neighborhood of the saddle-point k, and let also 〈. . .〉δ be the sum of all
〈. . .〉δ,k, and δ is defined in (1.1).
Then Lemmas 1 – 2 yield
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= 〈PN〉δ + o(1),
∂2
∂ξ′1∂ξ
′
2
G+−2 (z, ξ)
∣∣∣
ξ=ξ′
= 〈f (1)u · f (1)b · PN 〉δ + o(1), (4.6)
∂
∂ξ′1
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= 〈f (1)u · PN 〉δ + o(1),
∂
∂ξ′2
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= 〈f (1)b · PN 〉δ + o(1)
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with δ = logW/W 1/2. To simplify the formulas below, we will omit the index δ in further
calculations.
Note also that the contributions of all points of type I are the same since one of such
points can be obtained from another one by the rotation
Pj →
(
0 1
1 0
)
Pj
for some j, where Pj is defined in (2.17). Hence,
〈f (1)u · f (1)b · PN 〉I = 2|Λ|〈f (1)u · f (1)b · PN 〉1,
where 〈. . .〉1 is 〈. . .〉k for the saddle-point Uˆj = Bˆj = L±, Vj = Tj = I (we will denote this
saddle-point 1).
Take now the δ-neighborhood of one saddle-point Uˆj = Ls (Ls can be equal to L±, L+
or L−), Bˆj = L±, Tj = I and change variables as
uj,1 = as1 exp{iu˜j,1/
√
W}, uj,2 = as2 exp{iu˜j,2/
√
W},
bj,1 = a+(1 + b˜j,1/
√
W ), bj,2 = −a−(1 + b˜j,2/
√
W ),
tj = t˜j/
√
W,
where Ls = diag {as1, as2}, |u˜j,1|, |u˜j,2| ≤ logW , |b˜j,1|, |b˜j,2| ≤ logW , and t˜j ∈ [0, logW ].
This change is chosen to kill the big parameter W in front of Km, Lm.
Then
Uˆj = Ls + iLs · diag {u˜j,1, u˜j,2}/
√
W +Rj/W, (4.7)
Bˆj = L± + L± · diag {b˜j,1, b˜j,2}/
√
W,
Tj = I +
t˜j√
W
(
0 eiσj
e−iσj 0
)
+ rjI/W,
where
Rj = Ls
(
−diag {u˜2j,1, u˜2j,2}/2− i · diag {u˜3j,1, u˜3j,2}/6
√
W + . . .
)
= O(log2W ),
rj = W ((1 + t˜
2
j /W )
1/2 − 1) = O(log2W ).
If Ls = L±, then we also change vj = v˜j/
√
W , v˜j ∈ [0, logW ], which gives
Vj = I +
v˜j√
W
(
0 eiθj
e−iθj 0
)
+ pjI/W, (4.8)
pj = W ((1 + v˜
2
j/W )
1/2 − 1) = O(log2W ).
Substituting this to Km, Lm of (2.8) – (2.9), we get
WKm(V, Uˆ) = K
(s)
m (V, Uˆ) +O(log
3W/
√
W )
WLm(T, Bˆ) = L
(0)
m (t˜, B˜) +O(log
3W/
√
W ),
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where
K(s)m (V, Uˆ) = (Ms1 u˜1, u˜1)/2 + (Ms2 u˜2, u˜2)/2 + αW
∑
j∼j′
|(Vj′V ∗j )12|2 (4.9)
×
(
as1 − as2 +
i(as1 u˜j,1 − as2 u˜j,2)√
W
)(
as1 − as2 +
i(as1 u˜j′,1 − as2u˜j′,2)√
W
)
L(0)m (t˜, B˜) = (M+b˜1, b˜1)/2 + (M−b˜2, b˜2)/2
+ α(a+ − a−)2
∑
j∼j′
|t˜jeiσj − t˜j′eiσj′ |2,
and M± = αa2±∆+ (1 + a
2
±)I. Here s1, s2 equal to + or −, Ls = diag {as1 , as2}.
Hence, we have from (4.5)
〈
f (1)u · f (1)b · PN
〉
k
= −W
|Λ|+1
(8π2)|Λ|
∫ ∏
j∈Λ\{1}
dµ(Vj)
logW∫
− logW
du˜db˜
×
logW∫
0
∏
j∈Λ\{1}
(2t˜jdt˜j)
2pi∫
0
∏
j∈Λ\{1}
dσj
2π
·
∏
j∈Λ
(
as1as2 · e
i(u˜j,1+u˜j,2)√
W
)
× f (1)u (V, Uˆ , ξˆ) · f (1)b (T, Bˆ, ξˆ) · PN(V ∗UˆV, T−1BˆT ) (4.10)
× exp
{
−K(s)m (V, Uˆ)− L(0)m (t˜, B˜) +O(log3W/
√
W )
}
× exp
{
fu(V, Uˆ , ξˆ) + fb(T, Bˆ, ξˆ)
}
·
∏
j∈Λ
(
a+ − a− + a+b˜j,1 + a−b˜j,2√
W
)2
×
∏
j∈Λ
(
as1 − as2 +
ias1u˜j,1 − ias2 u˜j,2√
W
+O(log2W/W )
)2
+ o(1),
where
du˜ =
∏
j∈Λ
du˜j,1du˜j,2, db˜ =
∏
j∈Λ
db˜j,1db˜j,2,
k is the saddle-point Uˆj = Ls, Bˆj = L±, Tj = I, and Vj = I for s = ± and Vj ∈ U˚(2) for
s 6= ±.
Moreover, (2.6) yields
PN(U,B) =
∫
exp
{
α
∑
j∼j′
Tr (ρj − ρj′)(τj − τj′)−
∑
j∈Λ
Tr ρjτj
}
(4.11)
× exp
{
−W
∑
j∈Λ
log det(1 +W−1U−1j ρjB
−1
j τj)
}∏
j∈Λ
dρjdτj
=
∫
exp
{
α
∑
j∼j′
Tr (ρj − ρj′)(τj − τj′)−
∑
j∈Λ
Tr ρjτj
}
× exp
{
−
∑
j∈Λ
TrU−1j ρjB
−1
j τj
}
(1 +W−1PN(τ, ρ, U, B))
∏
j∈Λ
dρjdτj
= det
(
α∆+ I + diag{U−1j ⊗ B−1j }j∈Λ
)
+W−1P˜N(U,B),
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where PN is a polynomial of finite degree of ρj , τj , U
−1
j and B
−1
j with bounded coefficients,
and
P˜N (U,B) =
∫
exp
{
α
∑
j∼j′
Tr (ρj − ρj′)(τj − τj′)−
∑
j∈Λ
Tr ρjτj
}
× exp
{
−
∑
j∈Λ
TrU−1j ρjB
−1
j τj
}
PN(τ, ρ, U, B)
∏
j∈Λ
dρjdτj .
Thus, we have in the δ-neighborhood of each saddle-point
|W−1P˜N (U,B)| ≤ C log2W/W, (4.12)
where δ is defined in (1.1).
Lemma 4. We have in the δ-neighborhood of each saddle point
|PN(V ∗UˆV, T−1BˆT )| ≤ C log2W/W.
Proof. Taking into account (4.12), we are left to bound the determinant in the r.h.s. of
(4.11).
Expand the determinant according to (4.7). Since
det(α∆+ I + diag{L−1s ⊗ L−1± }j∈Λ) = 0
for each Ls (because 1+a
−1
+ a
−1
− = 0), it is sufficient to prove that all first partial derivatives
of the determinant with respect to u˜, b˜, v˜ or t˜ are zero at each saddle-point. Consider
first the case when we differentiate over u˜ or v˜. Then we can put
T−1j Bˆ
−1
j Tj = L
−1
± , j ∈ Λ,
and differentiate the expression
det(α∆+ I + diag{V ∗j Uˆ−1j Vj ⊗ L−1± }j∈Λ)
= det(α∆+ I + a−1+ diag{V ∗j Uˆ−1j Vj}j∈Λ)
× det(α∆+ I + a−1− diag{V ∗j Uˆ−1j Vj}j∈Λ). (4.13)
Note that at the saddle-point 1 both determinant in the r.h.s. are zero and so the first
derivative of the determinant in the l.h.s. with respect to u˜j,1, u˜j,2 and v˜j at the saddle-
point 1 is zero. Thus, we are left to consider the case Ls = L+ (the case Ls = L− is
similar). Then
V ∗j Uˆ
−1
j Vj = a
−1
+ (I + V
∗
j U˜jVj)
−1,
where
U˜j = Uˆ
−1
j − L−1+ = O(logW/
√
W ).
Since for Ls = L+ the second determinant in the r.h.s of (4.13) is zero, we must differen-
tiate
det(α∆+ I + a−1− diag{V ∗j Uˆ−1j Vj}j∈Λ)
= det(α∆+ I − diag{(I + V ∗j U˜jVj)−1}j∈Λ)
= det(α∆+ diag{V ∗j U˜jVj/
√
W}j∈Λ) + higher orders.
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But it is easy to see that the first derivative of the r.h.s. with respect to u˜j,1, u˜j,2 or v˜j is
zero, and so in this case the lemma is also proven.
Let now differentiate with respect to b˜j,1, b˜j,2 or t˜j . Similarly to (4.13) we need to
differentiate
det(α∆+ I + diag{Ls ⊗ T−1j Bˆ−1j Tj}j∈Λ)
= det(α∆+ I + a−1s1 diag{T−1j Bˆ−1j Tj}j∈Λ)
× det(α∆+ I + a−1s2 diag{T−1j Bˆ−1j Tj}j∈Λ). (4.14)
Since at each saddle-point both determinants in the r.h.s. of (4.14) are zero, the first
derivatives with respect to b˜j,1, b˜j,2 and t˜j at any saddle-point are zero, which completes
the proof of the lemma. 
Set
f (1)u,∗ := f
(1)
u (I, L±, ξˆ), f
(1)
b,∗ := f
(1)
b (I, L±, ξˆ). (4.15)
The next step is to prove
Lemma 5. In the notations (4.5) and (4.15) we have
〈f (1)u f (1)b · PN〉 = 2|Λ|〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN 〉1
+ ia−f (1)u,∗/ρ(λ0)− ia+f (1)b,∗ /ρ(λ0)− f (1)b,∗ f (1)u,∗ + o(1),
where 1 is the saddle-point Uˆj = Bˆj = L±, Vj = Tj = I.
Roughly speaking, in this lemma using (4.6) we change the order of the first non-zero
coefficient in the expansion of f
(1)
u f
(1)
b PN from 2 to 4, which helps to omit all saddle-points
of type II and III and simplify calculations for the points of type I (see the beginning of
the proof of Theorem 2).
Proof. It follows from (2.5) and (4.6) that
〈PN〉 = 1 + o(1),
〈f (1)b · PN〉 = E
{
(ρ(λ0)N)
−1TrG(z2)
}
+ o(1) = ia−/ρ(λ0) + o(1),
〈f (1)u · PN〉 = −E
{
(ρ(λ0)N)
−1TrG(z1)
}
+ o(1) = −ia+/ρ(λ0) + o(1),
Hence,
〈f (1)u f (1)b · PN〉 = 〈f (1)u (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉+ f (1)b,∗ 〈f (1)u · PN 〉 (4.16)
= 〈f (1)u (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉 − ia+f (1)b,∗ /ρ(λ0) + o(1),
〈f (1)b · PN〉 = 〈(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉+ f (1)b,∗ + o(1).
We have the coefficient W |Λ|+1 in front of the integral (4.10). If Ls = a+I or Ls = a−I,
then ∣∣∣∏
j∈Λ
(
as1 − as2 +
ias1 u˜j,1 − ias2 u˜j,2√
W
+O(log2W/W )
)2∣∣∣ ≤ C log2|Λ|W/W |Λ|.
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Besides,
|f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ | ≤ C logW/
√
W.
This and Lemma 4 yield
|〈f (1)u (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉II,III | ≤ C log2|Λ|+3W/
√
W = o(1),
|〈(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉II,III | ≤ C log2|Λ|+3W/
√
W = o(1).
Thus, we get from (4.16)
〈f (1)u f (1)b · PN〉 = 〈f (1)u (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉I − ia+f (1)b,∗ /ρ(λ0) + o(1),
〈f (1)b · PN〉 = 〈(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉I + f (1)b,∗ + o(1),
where 〈. . .〉I is the integral over the union of all δ-neighborhoods of the points of type I (see
the beginning of the proof of Theorem 2). As it was mentioned before, the contributions
of all such points are equal and hence we can consider only the contribution of the point
1. Hence,
〈f (1)u f (1)b · PN 〉 = 2|Λ|〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉1
+ f (1)u,∗〈(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN 〉1 − ia+f (1)b,∗ /ρ(λ0) + o(1)
= 2|Λ|〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉1
+ ia−f (1)u,∗/ρ(λ0)− ia+f (1)b,∗ /ρ(λ0)− f (1)b,∗ f (1)u,∗ + o(1),
and the lemma is proven. 
Taking into account Lemma 5, we have to compute only
〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN 〉1.
Lemma 6. In the notations (4.5) and (4.15) we have
〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉1
=
1
2|Λ|(2θερ(λ0))2
·
(
−e−2ic0θε + 2ic0θεe
−ic0θε
eic0θε − e−ic0θε
)
.
Proof. Substituting (4.8) to (4.9) with s = ±, we obtain
K(±)m (V, Uˆ) = K
(0)
m (v˜, U˜) +O(logW/
√
W ),
where
K(0)m (v˜, U˜) = (M+u˜1, u˜1)/2 + (M−u˜2, u˜2)/2
+ α(a+ − a−)2
∑
j∼j′
|v˜jeiθj − v˜j′eiθj′ |2. (4.17)
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Hence,
〈
(f (1)u − f (1)u,∗)(f (1)b − f (1)b,∗ ) · PN
〉
1
=
W 2
(8π2)|Λ|
logW∫
− logW
du˜db˜ (4.18)
×
∫ 2pi
0
∏
j∈Λ\{1}
dθjdσj
(2π)2
logW∫
0
∏
j∈Λ\{1}
(2v˜jdv˜j)(2t˜jdt˜j) ·
∏
j∈Λ
ei(u˜j,1+u˜j,2)/
√
W
× (f (1)u (V, Uˆ , ξˆ)− f (1)u,∗) · (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN (V, T, Uˆ , Bˆ)
× exp
{
−K(0)m (v˜, U˜)− L(0)m (t˜, B˜) +O(logW/
√
W )
}
× exp
{
fu(V, Uˆ , ξˆ) + fb(T, Bˆ, ξˆ)
}
·
∏
j∈Λ
(
a+ − a− +O(logW/
√
W ))2
×
∏
j∈Λ
(
a+ − a− +O(logW/
√
W ))2.
Recall that at the δ-neighborhood of the point 1 we have
|f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ | ≤ C logW/
√
W,
|f (1)u (V, Uˆ , ξˆ)− f (1)u,∗ | ≤ C logW/
√
W,
which together with Lemma 4 gives C log4W/W 2. Therefore, to get non-zero contribution
to (4.18) we can take only the first order of the expansions of f
(1)
b − f (1)b,∗ , f (1)u − f (1)u,∗ , the
second order in the expansion of PN , and zero orders in all other terms. Thus,
〈
(f (1)u − f (1)u,∗)(f (1)b − f (1)b,∗ ) · PN
〉
1
=
W 2
(8π2)|Λ|
logW∫
− logW
du˜db˜ (4.19)
×
∫ 2pi
0
∏
j∈Λ\{1}
dθjdσj
(2π)2
logW∫
0
∏
j∈Λ\{1}
(2v˜jdv˜j)(2t˜jdt˜j) · (a+ − a−)4|Λ|
× (f (1)u (V, Uˆ , ξˆ)− f (1)u,∗) · (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN (V, T, Uˆ , Bˆ)
× exp
{
−K(0)m (v˜, U˜)− L(0)m (t˜, B˜)
}
· exp
{
fu(I, L±, ξˆ) + fb(I, L±, ξˆ)
}
+ o(1),
where K
(0)
m (v˜, U˜) is defined in (4.17).
We are left to compute the first order of expansions of f
(1)
b − f (1)b,∗ , f (1)u − f (1)u,∗ and the
second order of the expansion of PN .
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Lemma 7. We can write in the δ-neighborhood of the point 1:
f (1)u (V, Uˆ , ξˆ)− f (1)u,∗ =
∑
j∈Λ
(
c1
u˜j,1√
W
+ c2
u˜j,2√
W
)
+O(log2W/W ),
f
(1)
b (T, Bˆ, ξˆ)− f (1)b,∗ =
∑
j∈Λ
d2
b˜j,2√
W
+O(log2W/W ),
det
(
α∆+ I + diag{U−1j ⊗ B−1j }j∈Λ
)
=
∑
j,k∈Λ
(
a1,jk
u˜j,1u˜k,2
W
+ a2,jk
u˜j,1b˜k,1
W
+a3,jk
u˜j,2b˜k,2
W
+ a4,jk
b˜j,1b˜k,2
W
+ a5,jk
eiθj v˜j · eiσk t˜k
W
)
+O(log3W/W 3/2),
where
c1 =
ia+
|Λ|ρ(λ0) ·
(
− i e
ic0θε
eic0θε − e−ic0θε −
2c0θε
(eic0θε − e−ic0θε)2
)
, (4.20)
c2 =
ia−
|Λ|ρ(λ0) ·
(
i e−ic0θε
eic0θε − e−ic0θε +
2c0θε
(eic0θε − e−ic0θε)2
)
,
d2 =
ia−
|Λ|ρ(λ0) , a3,jk = a3 := i · |det
(
α∆+ (1 + a−2+ )I
) |2 · det(α∆)21.
Here det(α∆)1 is a minor of α∆ without the first row and column, θε and c0 are defined
in (1.1), and a1,jk, a2,jk, a4,jk, a5,jk are some constants.
Remark 1. We do not compute the values of a1,jk, a2,jk, a4,jk, a5,jk since we do not need
them for further computations.
Proof. We are going to expand f
(1)
u (V, Uˆ , ξˆ)−f (1)u,∗ in u˜j,1, u˜j,2 and v˜j in the δ-neighborhood
of the point 1 up to the first order. Taking into account (4.15), the zero order is 0.
Compute now the first derivatives with respect to u˜j,1, u˜j,2 and v˜j.
Write
∂
∂ξ′1
∫
dµ(P1) exp
{
− 1|Λ|
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )(iξˆ1/ρ(λ0)− εL)
}
(4.21)
= −
∫
i dµ(P1)
ρ(λ0)|Λ|
(∑
j∈Λ
uj,1 −
∑
j∈Λ
|(VjP ∗1 )12|2(uj,1 − uj,2)
)
× exp
{ 1
|Λ|
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP
∗
1 )(iξˆ1/ρ(λ0)− εL)
}
Note that
|(VjP ∗1 )12|2 = v2j |(P1)11|2 + (1− v2j )|(P1)12|2
+ (Vj)12(P¯1)22(Vj)11(P¯1)12 + (V¯j)12(P1)22(V¯j)11(P1)12.
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Since the integral (4.21) of the last two summands is zero, (4.21) can be rewritten as
∂
∂ξ′1
∫
dµ(P1) exp
{
− 1|Λ|
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )(iξˆ1/ρ(λ0)− εL)
}
= −
∫
i dµ(P1)
ρ(λ0)|Λ|
∑
j∈Λ
(
uj,1 −
(
v2j |(P1)11|2 + (1− v2j )|(P1)12|2
)
(uj,1 − uj,2)
)
× exp
{
− 1|Λ|
∑
j∈Λ
Tr (VjP
∗
1 )
∗Uˆj(VjP ∗1 )(iξˆ1/ρ(λ0)− εL)
}
.
This expression depends only on v2j and thus the first derivative of f
(1)
u (V, Uˆ , ξˆ) with
respect to v˜j is zero. Hence, we are left to compute
∂
∂u˜j,1
f (1)u (I, Uˆ , ξˆ),
∂
∂u˜j,2
f (1)u (I, Uˆ , ξˆ).
According to (4.4) and Proposition 4 (i), we get
exp{fu(I, Uˆ , ξˆ)} = e1 − e2
2iθε
∑
j∈Λ
(uj,1 − uj,2)/|Λ| , (4.22)
where
e1 = exp
{
− 1|Λ|
∑
j∈Λ
(uj,1(iξ1/ρ(λ0)− ε) + uj,2(iξ2/ρ(λ0) + ε))
}
,
e2 = exp
{
− 1|Λ|
∑
j∈Λ
(uj,2(iξ1/ρ(λ0)− ε) + uj,1(iξ2/ρ(λ0) + ε))
}
.
Hence,
f (1)u (I, Uˆ , ξˆ) = −
i
|Λ|ρ(λ0) ·
∑
j∈Λ(uj,1e1 − uj,2e2)
e1 − e2 +
1
2θερ(λ0)
.
Taking the derivatives in u˜j,1, u˜j,2 we get the expressions (4.20) for c1, c2.
Expand now f
(1)
b (T, Bˆ, ξˆ)− f (1)b,∗ with respect to b˜j,1, b˜j,2 and t˜j in the δ-neighborhood
of the point 1 up to the first order. By the same argument as above we get that zero order
is 0, and the first derivative of f
(1)
b (T, Bˆ, ξˆ) with respect to t˜j is zero. Thus, we need to
compute
∂
∂b˜j,1
f
(1)
b (I, Bˆ, ξˆ),
∂
∂b˜j,2
f
(1)
b (I, Bˆ, ξˆ).
Taking into account Proposition 4 (ii), we have
exp{fb(I, Bˆ, ξˆ)}
=
exp
{ 1
|Λ|
∑
j∈Λ
(bj,1(iξ1/ρ(λ0)− ε)− bj,2(iξ2/ρ(λ0) + ε))
}
2iθε
∑
j∈Λ
(bj,1 + bj,2)/|Λ| ,
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and hence
f
(1)
b (I, Bˆ, ξˆ) = −
i
|Λ|ρ(λ0)
∑
j∈Λ
bj,2 − 1
2θερ(λ0)
. (4.23)
Taking the derivatives with respect to b˜j,1, b˜j,2, we get the assertion of the lemma for
f
(1)
b (T, Bˆ, ξˆ)− f (1)b,∗ .
To complete the proof of the lemma we need to expand
det
(
α∆+ I + diag{U−1j ⊗B−1j }j∈Λ
)
near the saddle-point 1 up to the second order. According to Lemma 4 the first and zero
order are 0. Let us show now that all the second partial derivatives of that determinant
are zero except
∂2
∂u˜j,1∂u˜k,2
,
∂2
∂u˜j,1∂b˜k,1
,
∂2
∂u˜j,2∂b˜k,2
,
∂2
∂b˜j,1∂b˜k,2
,
∂2
∂v˜j∂t˜k
. (4.24)
Indeed, let us first take only the second partial derivatives with respect to u˜1, u˜2, b˜1 or
b˜2. Then we can put Vj = Tj = I. We get
det
(
α∆+ I + diag{U−1j ⊗B−1j }j∈Λ
) ∣∣∣
Vj=Tj=I
= det
(
α∆+ I + diag{u−1j,1b−1j,1}j∈Λ
)
det
(
α∆+ I − diag{u−1j,2b−1j,2}j∈Λ
)
× det (α∆+ I − diag{u−1j,1b−1j,2}j∈Λ) det (α∆+ I + diag{u−1j,2b−1j,1}j∈Λ)
But the last two determinant are zero at the saddle-point 1. Thus, the non-zero second
derivative can be obtain only if we differentiate once each of that brackets. Hence, from
such derivatives only (4.24) are non-zero.
Consider now the second partial derivatives of the determinant which contain deriva-
tives over v˜ or t˜, but not both of them. Without loss of generality, let it contains the
derivative over v˜ only. Then we can put T = I and write
det
(
α∆+ I + diag{U−1j ⊗B−1j }j∈Λ
) ∣∣∣
Tj=I
= det
(
α∆+ I + diag{b−1j,1U−1j }j∈Λ
)
det
(
α∆+ I − diag{b−1j,2U−1j }j∈Λ
)
.
Since both determinants are zero at the saddle-point 1, to get a non-zero second partial
derivative we must differentiate each of them once. But it is easy to see that the first
partial derivative of both determinants with respect to v˜ is zero at the saddle-point 1.
Hence, all the second partial derivatives of the determinant except (4.24) are zero.
Compute now
a3,jk/W =
∂2
∂u˜j,2∂b˜k,2
det
(
α∆+ I + diag{U−1j ⊗ B−1j }j∈Λ
)
.
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for each j, k ∈ Λ. We have
a3,jk/W =
∂2
∂u˜j,2∂b˜k,2
det
(
α∆+ I + diag{U−1j ⊗B−1j }j∈Λ
) ∣∣∣
V=T=I,Uˆ=Bˆ=L±
=
∂2
∂u˜j,2∂b˜k,2
det
(
α∆+ I + diag{Uˆ−1j ⊗ Bˆ−1j }j∈Λ
) ∣∣∣
Uˆ=Bˆ=L±
=
∂2
∂u˜j,2∂b˜k,2
2∏
s1,s2=1
det
(
α∆+ I + diag{u−1j,s1 ⊗ (−1)s2+1b−1j,s2}j∈Λ
) ∣∣∣
Uˆ=Bˆ=L±
= i · |det (α∆+ (1 + a−2+ )I) |2 · det(α∆)21/W,
which completes the proof of the lemma. 
Besides, substituting Uˆj = Bˆj = L± to (4.22) – (4.23), we get
exp{fu(I, L±, ξˆ)} = eλ0(ξ1+ξ2)/2ρ(λ0) · e
ic0θε − e−ic0θε
2c0iθε
, (4.25)
exp{fb(I, L±, ξˆ)} = e−λ0(ξ1+ξ2)/2ρ(λ0) · e
−ic0θε
2c0iθε
,
f (1)u,∗ =
1
2ρ(λ0)θε
− i
ρ(λ0)
· a+ e
ic0θε − a− e−ic0θε
eic0θε − e−ic0θε ,
f
(1)
b,∗ =
ia−
ρ(λ0)
− 1
2θερ(λ0)
,
where θε and c0 are defined in (1.1).
Since the Gaussian integral of the linear term is zero, substituting (4.25) into (4.19)
and using Lemma 7, we obtain
W−1〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗) · (f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · P˜N (V, T, Uˆ , Bˆ)〉1 = o(1)
with P˜N of (4.11) – (4.12), and thus
〈
(f (1)u − f (1)u,∗)(f (1)b − f (1)b,∗ ) · PN
〉
1
=
1
(8π2)|Λ|
logW∫
− logW
∏
j∈Λ
du˜j,1du˜j,2db˜j,1db˜j,2
×
∫ 2pi
0
∏
j∈Λ\{1}
dθjdσj
(2π)2
logW∫
0
∏
j∈Λ\{1}
(2v˜jdv˜j)(2t˜jdt˜j) (4.26)
× (2πρ(λ0))4|Λ| · e
ic0θε − e−ic0θε
2ic0θε
· e
−ic0θε
2ic0θε
· c2d2a3,
×
∑
j1,k1∈Λ
∑
j2,k2∈Λ
u˜j1,2u˜k1,2b˜j2,2b˜k2,2 · exp
{
−K(0)m (v˜, U˜)− L(0)m (t˜, B˜)
}
+ o(1).
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Moreover,∫ logW
0
∏
j∈Λ\{1}
(2v˜jdv˜jdθj/2π) exp{−α(a+ − a−)2
∑
j∼j′
|v˜jeiθj − v˜j′eiθj′ |2}
= π−|Λ|+1
∞∫
−∞
∏
j∈Λ\{1}
dφj,1dφj,2 exp{−α(a+ − a−)2(∇φ)2}+ o(1)
= (2πρ(λ0))
−2|Λ|+2det−1(α∆)1 + o(1),
where φ1 = (0, 0), φj = (φj,1, φj,2) for j ∈ Λ \ {1}. The first equality here is obtained by
changing
φj,1 = v˜j cos θj , φj,2 = v˜j sin θj .
The same expression can be obtained for the integral over t˜j .
Substituting this and (4.20) to (4.26), we get
2|Λ|〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉1 =
i
(2π)2|Λ|
∞∫
−∞
du˜db˜
× (−a2−)
(
ie−2ic0θε +
2c0θεe
−ic0θε
eic0θε − e−ic0θε
)
· (2ic0θερ(λ0))−2
× 1|Λ|2
∑
j1,k1∈Λ
∑
j2,k2∈Λ
|det (α∆+ (1 + a−2+ )I) |2 · u˜j1,2u˜k1,2b˜j2,2b˜k2,2
× exp
{
− a2+(M+u˜1, u˜1)/2− a2+(M+b˜1, b˜1)/2
}
· (2πρ(λ0))4
× exp
{
− a2−(M−u˜2, u˜2)/2− a2−(M−b˜2, b˜2)/2
}
+ o(1),
where M± = α∆+ (1 + a
−2
± )I. Thus, taking the Gaussian integral, we obtain
2|Λ|〈(f (1)u (V, Uˆ , ξˆ)− f (1)u,∗)(f (1)b (T, Bˆ, ξˆ)− f (1)b,∗ ) · PN〉1 =
a2−c
2
0
(2θερ(λ0))2
×
( 2ic0θεe−ic0θε
eic0θε − e−ic0θε − e
−2ic0θε
)
· 1|Λ|2
∑
j1,k1∈Λ
(M−)
−1
j1k1
∑
j2,k2∈Λ
(M−)
−1
j2k2
+ o(1).
This and ∑
j∈Λ
(M−)−1jk =
∑
j∈Λ
(α∆+ (1 + a−2− )I)
−1
jk = (1 + a
−2
− )
−1 = (−c0a−)−1
give finally Lemma 6.
In addition, substituting (4.25), we obtain
f (1)u,∗ia−/ρ(λ0)− f (1)b,∗ ia+/ρ(λ0)− f (1)b,∗ f (1)u,∗
= − 1
ρ2(λ0)
− ic0e
−ic0θε
2θερ(λ0)2(eic0θε − e−ic0θε) +
1
(2ρ(λ0)θε)2
.
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Combining this with Lemma 6 we get
∂2
∂ξ′1∂ξ
′
2
G+−2 (z, ξ)
∣∣∣
ξ′=ξ
= − 1
ρ2(λ0)
+
1− e−2ic0θε
(2ρ(λ0)θε)2
+ o(1),
thus
∂2
∂ξ′1∂ξ
′
2
(
G+−2 (z, ξ) +G
+−
2 (z, ξ)
)∣∣∣
ξ′=ξ
= − 2
ρ2(λ0)
−
(
eic0θε − e−ic0θε)2
(2ρ(λ0)θε)2
+ o(1),
which gives (4.2).
4.2 Proof of Theorem 3
Now let us compute G++2 (z1, z2). Again Lemmas 2 – 3 yield, that the main contribution
is given by the δ-neighborhoods of the points
1. Aˆj = L+, Uˆj = L± or Uˆj = L∓, j ∈ Λ, and
|(Vj)12| =
{
0, Uˆj = Uˆ1,
1, otherwise.
2. Aˆj = L+, Uˆj = L+, j ∈ Λ.
3. Aˆj = L+, Uˆj = L−, j ∈ Λ.
Using the same idea as for G+−2 (z1, z2), we get
〈f (1)u f (1)a · PN 〉(+) = 〈f (1)u (f (1)a − f ∗a ) · PN 〉(+) + f ∗a 〈f (1)u · PN 〉+
= 〈f (1)u (f (1)a − f ∗a ) · PN 〉(+) + f ∗a (−ia− + o(1)),
where 〈. . .〉(+) is 〈. . .〉 for G++2 (z1, z2), and
exp{fa(V˜ , Aˆ, ξˆ)} :=
∫
e−|Λ|
−1∑
j∈Λ Tr (V˜j P˜
∗
1 )
∗Aˆj(V˜j P˜ ∗1 )(iξˆ/ρ(λ0)−ε)dµ(P˜1),
f (1)a (V˜ , Aˆ, ξˆ) :=
∂
∂ξ′2
fa(V˜ , Aˆ, ξˆ1)
∣∣∣
ξ′=ξ
.
Note that for all saddle-points 1 – 3
f (1)a (V˜ , Aˆ, ξˆ)
∣∣∣
s
= f ∗a = −
ia+
ρ(λ0)
Repeating almost literally the proof of Lemma 5, we get
|〈f (1)u (f (1)a − f ∗a ) · PN 〉(+)1,2,3| ≤ logW/
√
W,
and hence
∂2
∂ξ′1∂ξ
′
2
G++2 (z, ξ)
∣∣∣
ξ′=ξ
= 〈f (1)u f (1)a · PN 〉(+) + o(1) = f ∗a · 〈f (1)u · PN〉(+) + o(1)
= ia+f
∗
a + o(1) = a
2
+/ρ(λ)
2 + o(1),
which yields (4.3).
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5 Appendix
5.1 Grassmann integration
Let us consider two sets of formal variables {ψj}nj=1, {ψj}nj=1, which satisfy the anticom-
mutation conditions
ψjψk + ψkψj = ψjψk + ψkψj = ψjψk + ψkψj = 0, j, k = 1, . . . , n. (5.1)
Note that this definition implies ψ2j = ψ
2
j = 0. These two sets of variables {ψj}nj=1 and
{ψj}nj=1 generate the Grassmann algebra A. Taking into account that ψ2j = 0, we have
that all elements of A are polynomials of {ψj}nj=1 and {ψj}nj=1 of degree at most one in
each variable. We can also define functions of the Grassmann variables. Let χ be an
element of A, i.e.
χ = a+
n∑
j=1
(ajψj + bjψj) +
∑
j 6=k
(aj,kψjψk + bj,kψjψk + cj,kψjψk) + . . . . (5.2)
For any sufficiently smooth function f we define by f(χ) the element of A obtained by
substituting χ − a in the Taylor series of f at the point a. Since χ is a polynomial of
{ψj}nj=1, {ψj}nj=1 of the form (5.2), according to (5.1) there exists such l that (χ−a)l = 0,
and hence the series terminates after a finite number of terms and so f(χ) ∈ A.
For example, we have
exp{aψ1ψ1} = 1 + aψ1ψ1 + (aψ1ψ1)2/2 + . . . = 1 + aψ1ψ1,
exp{a11ψ1ψ1 + a12ψ1ψ2 + a21ψ2ψ1 + a22ψ2ψ2} = 1 + a11ψ1ψ1
+ a12ψ1ψ2 + a21ψ2ψ1 + a22ψ2ψ2 + (a11ψ1ψ1 + a12ψ1ψ2 (5.3)
+ a21ψ2ψ1 + a22ψ2ψ2)
2/2 + . . . = 1 + a11ψ1ψ1 + a12ψ1ψ2 + a21ψ2ψ1
+ a22ψ2ψ2 + (a11a22 − a12a21)ψ1ψ1ψ2ψ2.
Following Berezin [1], we define the operation of integration with respect to the anticom-
muting variables in a formal way:∫
d ψj =
∫
d ψj = 0,
∫
ψjd ψj =
∫
ψjd ψj = 1, (5.4)
and then extend the definition to the general element of A by the linearity. A multiple
integral is defined to be a repeated integral. Assume also that the “differentials” d ψj and
d ψk anticommute with each other and with the variables ψj and ψk. Thus, according to
the definition, if
f(ψ1, . . . , ψk) = p0 +
k∑
j1=1
pj1ψj1 +
∑
j1<j2
pj1,j2ψj1ψj2 + . . .+ p1,2,...,kψ1 . . . ψk,
then ∫
f(ψ1, . . . , ψk)d ψk . . . d ψ1 = p1,2,...,k. (5.5)
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Let A be an ordinary Hermitian matrix with positive real part. The following Gaussian
integral is well-known∫
exp
{
−
n∑
j,k=1
Ajkzjzk
} n∏
j=1
dℜzjdℑzj
π
=
1
detA
. (5.6)
One of the important formulas of the Grassmann variables theory is the analog of this
formula for the Grassmann algebra (see [1]):∫
exp
{
−
n∑
j,k=1
Ajkψjψk
} n∏
j=1
d ψjd ψj = detA, (5.7)
where A now is any n× n matrix.
For n = 1 and 2 this formula follows immediately from (5.3) and (5.5).
Let
F =
(
a ρ
τ b
)
,
where a and b > 0 are Hermitian complex k × k matrices and ρ, τ are k × k matrices of
independent anticommuting Grassmann variables, and let
Φ = (ψ1, . . . , ψk, z1, . . . , zk)
t,
where {ψj}kj=1 are independent Grassmann variables and {zj}kj=1 are complex variables.
Combining (5.6) – (5.7) we obtain (see [1])
∫
exp{−Φ+FΦ}
k∏
j=1
dψj dψj
k∏
j=1
ℜzjℑzj
π
= sdetF, (5.8)
where
sdetF =
det (a− ρ b−1 τ)
det b
. (5.9)
We will also need
Proposition 3. (see [12] and references therein)
Let F be some function that depends only on combinations
ψ¯ψ :=
{ n∑
α=1
ψ¯jαψkα
}p
j,k=1
, ψ¯φ :=
{ n∑
α=1
ψ¯jαφkα
}p
j,k=1
,
φ¯ψ :=
{ n∑
α=1
φ¯jαψkα
}p
j,k=1
, φ¯φ :=
{ n∑
α=1
φ¯jαφkα
}p
j,k=1
,
and set
dΨ =
p∏
j=1
n∏
α=1
dψ¯jαdψjα, dΦ =
p∏
j=1
n∏
α=1
π−1dℜφjαdℑφjα.
Assume also that n ≥ p. Then∫
F
(
ψ¯ψ ψ¯φ
φ¯ψ φ¯φ
)
dΦdΨ = (iπ)−p(p−1)
∫
F (Q) · sdet nQdQ,
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where
Q =
(
U ρ
τ B
)
,
U is p×p unitary matrix, B is p×p positive Hermitian matrix, and ρ, τ are p×p matrices
whose entries are independent Grassmann variables. Here
dQ = dρdτdUdB,
dρdτ =
p∏
j,k=1
dρjk dτjk,
dB = 1B>0
p∏
j=1
dBjj
p∏
j,k=1
dℜBjkdℑBjk,
dU =
πp(p−1)/2∏p
s=1 s!
p∏
j=1
duj
2πi
·∆(u1, . . . , up)2dµ(V ),
where uj ∈ T are the eigenvalues of U ,
∆(u1, . . . , up) =
∏
j<k
(uj − uk),
V is a matrix diagonalizing U , and dµ(V ) is the normalized Haar measure over U(p)/U(1)p.
5.2 Integration over U˚(2) and U˚(1, 1)
The integral over U˚(2) and U˚(1, 1) can be computed using
Proposition 4. (i) The normalized Haar measure dµ(U) over U˚(2) can be parameter-
ize as follows
U =
(
w v eiθ
−v e−iθ w
)
, w = (1− v2)1/2 (5.10)
dµ(U) =
dθ
2π
· (2vdv), v ∈ [0, 1], θ ∈ [0, 2π].
If C = diag{c1, c2} and D = diag{d1, d2}, then for any r we have∫
U˚(2)
exp{rTrCU∗DU}dµ(U)
=
exp{r(c1d1 + c2t2)} − exp{r(c1d2 + c2t1)}
r(c1 − c2)(d1 − d2) . (5.11)
(ii) The Haar measure dν(T ) over the group U˚(1, 1) can be parameterize as follows
T =
(
s t eiσ
t e−iσ s
)
, s = (1 + t2)1/2 (5.12)
dν(T ) =
dσ
2π
· (2tdt), t ∈ [0,∞), σ ∈ [0, 2π].
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If C = diag{c1, c2} and D = diag{d1, d2}, then for any r such that
ℜr(c1 − c2)(d1 − d2) > 0
we have ∫
U˚(1,1)
exp{−rTrCT−1DT}d ν(T ) = exp{−r(c1d1 + c2d2)}}
r(c1 − c2)(d1 − d2) .
Formula (5.11) is the well-known Harish Chandra/Itsykson-Zuber formula (see e.g.
[13], Appendix 5). The proof of (ii) can be found e.g. in [10], Appendix C.
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