Abstract. In this paper, we investigate the use of hidden semi-Markov models (HSMMs) in analyzing data of human activities, a task commonly referred to as activity recognition. In particular, we use the models to recognize normal and abnormal twodimensional joystick-generated movements of a cursor, controlled by human users in a computerized clinical maze task. This task -as many other activity recognition tasks -places a lot of emphasis on the duration of states. To model the impact of these durations, we present an extension of HSMMs, called Non-Stationary Hidden Semi Markov Models (NSHSMMs). We compare the performance of HMMs, HSMMs and NSHSMMs in recognizing normal and abnormal activities in the data, revealing the advantages of each method under different conditions. We report the results of applying these methods in analyzing real-world data, from 75 subjects executing clinical diagnosis maze-navigation tasks. For relatively simple activity recognition tasks, both HSMMs and NSHSMMs easily and significantly outperform HMMs. Moreover, the results show that HSMM and NSHSMM successfully differentiate between human subject behaviors. However, in some tasks the NSHSMMs outperform the HSMMs and allow significantly more accurate recognition. These results suggest that semi-Markov models, which explicitly account for durations of activities, may be useful in clinical settings for the evaluation and assessment of patients suffering from various cognitive and mental deficits.
Introduction
Activity recognition is the process of processing an observed behavioral data stream, tracking and mapping it to a model that allows analysis, recognition, and prediction. The data-stream is generated by observing the actions observable features of an agent (e.g., its position at any time), and the objective of the analysis is typically to infer hidden or unobservable state of the agent, allowing classification of its activity (e.g., recognizing that it is moving along an abnormal trajectory). It is an important task in surveillance, assistive technology, and user-modeling [1, 4, 12] .
Various methods for matching data to models are in use for activity recognition. A popular family of such methods rely on Hidden Markov Models (HMMs) and variants for recognition. Recently, it has become clear that in many cases, the recognition task has a strong temporal component. Thus HMM variations which take duration explicitly into account have become more popular, e.g., Hidden Semi-Markov Models (HSMMs) [12] and Switching Hidden Semi-Markov Models [4] . These allow explicit modeling of the duration of a particular recognized state (i.e., the length of time the observed agent is expected to be in this state). For instance, HSMMs allow modeling the fact that an observed airline passenger may spend a long time at the security check area, and much less time in other areas connecting the check-in area to the flight boarding gate.
These models, however, do not account for changes in transition probabilities based on the duration an agent has spent in a given state. For instance, an airline passenger spending a short time at the check-in counter is more likely to have gone through the check-in process without glitches, and thus more likely to head towards the gate. On the other hand, a passenger spending a long time at the check-in area is more likely to have encountered problems, and thus the likelihood of the passenger heading towards a supervisor is greater. Existing models encounter difficulty modeling such distinctions, and are therefore insufficient for the complex set of recognition problems found in real-world applications.
In this paper, we investigate the use of Markov models that explicitly model the dependency of transition probabilities on state duration. We present an augmentation of the standard semi Markov models, called Non-stationary Hidden Semi Markov Models (NSHSMMs) which enable more accurate recognition of duration-based behavioral patterns. Just as HSMMs expand HMMs to include state duration (to more accurately model realistic observed behaviors), so do NSHSMMs expand HSMMs to model the transition probabilities' dependence on state duration. Variants of NSHSMMs have been previously applied in speech recognition and handwritten character recognition [25, 22] , but their use in activity recognition is novel.
Indeed, we contrast the performance of the different models in two clinical diagnosis tasks, with 75 subjects. Specifically, we use the models with real world data by administering the maze tasks to healthy young adults who were instructed to solve computerized mazes using a joystick. Such tasks are often employed for clinical assessment of cognitive impairments. Being able to detect and classify patterns of movement may provide relevant information regarding the nature of a patient's impairment or help assess his or her progress [23, 26] . Up until now, such patterns were only recognizable to trained experts. To our best knowledge, this is the first attempt at using activity recognition methods in this type of task. The results show that both HSMMs and NSHSMMs are successful in recognition of behavioral patterns which were not revealed by the conventional HMMs. The NSHSMM model, described in this paper, outperforms the HSMM in one of the tasks, while the HSMM outperforms the NSHSMM in the other. This paper is organized as follows. The next section presents related work in activity recognition. Section 3 presents the NSHSMM model. Section 4 illustrates the use of the models on synthetic data, for clarity. Section 5 reports on results of recognition in the clinical diagnosis task. Section 6 concludes.
Related work
Hidden Markov Models (HMMs) and their many variants have been successfully applied to a number of scientific and engineering problems. Rabiner reviews the theoretical facets of HMMs [21] . He provides a formal definition of the elements of HMMs and a discussion of the three fundamental problems of HMMs, including methods for solving these problems. Rabiner also reviews in this work the types of HMMs that have been studied and shows an application of HMMs in speech recognition.
Although HMMs have been studied and used in several areas of applications, their use in analyzing behavioral data for activity recognition is fairly recent. Oliver et al. [18] developed a representation based on layered HMM (LHMM) that offers real-time interpretations of human activity in an office environment. The layers in LHMM are designed to portray different levels of abstraction operating at different temporal granularity of observation sequences in HMMs. In this work, the characteristics of the LHMM are used to distinguish between activity sets taking place in an office domain. LHMMs are compared with standard HMMs in terms of scalability, space needed for learning, robustness to changes, and avoiding over-fitting.
Han and Veloso [11] introduce an HMM-based recognition algorithm that performs recognition of robot behavior in a soccer game. This algorithm recognizes multiple behaviors, where each behavior is represented by a single HMM, called a Behavior HMM (BHMM). In order to recognize a single execution of a behavior, the BHMM must be instantiated around the time when the behavior begins executing. Therefore, Han and Veloso's algorithm preforms probabilistic segmentation and the BHMMs are created periodically at regular intervals to capture the starting time of the behaviors.
To handle the hierarchical formation of complex activities, Bui et al. [1] used another variant, Abstract Hidden Markov Model (AHMM), for vision-based activity recognition. The AHMM is a hierarchical probabilistic model for representing a hierarchical abstraction of an agent's activity at changing levels of detail in uncertain and noisy domains. Yin et al. used AHMMs to track users moving in a wireless environment [27] .
As Rabiner points out [21] , in conventional HMMs the duration of states is not modeled explicitly. Instead, an exponential state duration distribution is implicitly created when self-transitions (transitions from a node to itself) are used to allow a system to remain in its current state. This has been shown to be problematic in recognizing real-world activities. Hidden Semi-Markov Models have been developed to allow explicit modeling of duration probabilities. The following works are examples for the use of HSMMs in various fields.
In conventional hidden semi-Markov models, the probability of state duration is established by a distribution function [8, 15] . Levinson [15] suggested constructing a continuous variable-duration hidden Markov model (CVDHMM) by substituting the probability distribution duration in HMM with continuous probability density functions. Levinson used the gamma density function for state duration probability and described the estimation procedure for this model's parameters with a proof of the technique's appropriateness. The model's performance was evaluated using simulated data for automatic speech recognition. Levinson's work has been studied and referred to in many speech recognition papers as well as papers which focus on probabilistic models.
Yu and Kobayashi [28] proposed a hidden semi-Markov model that allows for missing data and multiple observation sequences. They applied it to mobility tracking in wireless networks. They provided a categorization of observation patterns, and introduced estimation algorithms for missing observations and for two observation sequences. In order to evaluate the models and algorithms, Yu and Kobayashi used simulation experiments of mobility tracking in wireless internet services provisioning. Their work underlines the importance of addressing the possible missing patterns of observations in trying to achieve better estimation procedures for HSMMs in applications where these types of observation sequences are potential input to the models.
Hongeng and Nevatia [12] applied HSMMs for recognizing events in a video stream. The probabilities of primitive events were inferred by using Bayesian networks, while composite events, which are complex events composed of a sequence of primitive events, were recognized using a hidden semi Markov finite state model (essentially, HSMM). Hongeng and Nevatia compared the use of standard HMMs to that of HSMMs in event segmentation tasks. They reported that in HSMM the event segmentation in noisy video sequences is more reliable than in HMMs, and by assuming uniform or normal duration distribution, Hongeng and Nevatia composed a less complex algorithm for inference using HSMMs.
Natarajan and Nevatia [17] later combing the work on HSMMs with work on coupled hidden Markov models, to form Coupled Hidden Semi-Markov Models (CHSMMs). These allow both modeling durations of states (as in HSMMs), as well as modeling of interactions between otherwise independent observation streams (e.g., when two independently-tracked humans meet). Natarajan and Nevatia show that the computational complexity of reasoning using CHSMMs is higher than either HSMMs or coupled HMMs, and provide a number of efficient algorithms for such reasoning. In contrast to Natarajan and Nevatia's work, this paper does not focus on efficient algorithms, but on contrasting the use of the representational power of HMMs, HSMMs, and NSHSMMs for clinical diagnosis task. This paper also does not consider coupled models.
Duong et al. [4] introduced switching hidden semi-Markov models (S-HSMM), which are essentially two-layered extensions of the HSMM, for high-level activity recognition and abnormality detection. Their work included a formal definition of S-HSMMs, parameter estimation methods and experimental validation for the innovative model. They applied S-HSMMs to the tasks of learning and making online classifications in series of home-related activities, and to the task of abnormality detection in an elderly care domain. Duong et al. also demonstrated the S-HSMM's superiority over the flat HSMM in these tasks.
These previous works concentrate on HSMMs in which the duration distribution does not affect the state transition probabilities. In contrast, Non-stationary Hidden Semi-Markov Models (NSHSMMs) explicitly model not only state duration likelihood, but also the dependence of different transition probabilities on the duration.
NSHSMMs have been applied in speech technology and in handwritten character recognition [22] . In Vaseghi's [25] time-dependent state transition HMM, the state transitions are obtained from the state durations' cumulative density distribution functions and are formulated on the basis of a specific type of HMM, a left-right HMM, commonly used in speech modeling. Vaseghi discusses the re-estimation and recognition algorithms for this model and presents experimental results for recognition isolated spoken words with a data set of spoken English alphabet. The results show an increase in recognition accuracy using the proposed modified HMM.
Sin and Kim [22] used NSHSMMs to recognize on-line handwritten characters, and showed that they outperformed both standard HMM and HSMM. Furthermore, Sin and Kim deduced that NSHSMMs provide high recognition accuracy in online handwritten character recognition tasks. The NSHSMM equations we present later on are new, compared to Sin and Kim's model. In their work, Sin and Kim used NSHSMMs on data which has different characteristics than the type of data observed in the clinical diagnosis task we discuss in this paper. In particular, recognition of handwritten characters should take into account the history of all possible events from the beginning of the observation sequence. In contrast, for the clinical diagnosis task, we are only interested in the previous state for the probability calculations (i.e., pure Markovian models). The resulting model (presented below) is therefore simpler than that of Sin and Kim's handwritten character recognition model.
Our work also contrasts with other probabilistic approaches to activity recognition. Kaminka et al. [13] have investigated overhearing by plan recognition in cooperative agent teams. They have utilized a recognition model that is reminiscent of hierarchical non-hidden semi-Markov models. The system used average duration of plan-step as an input to a Gamma distribution, to estimate the duration of unobserved plan-steps. Kaminka et al. report that the use of this model produced very poor results in accurately predicting the joint states of multi-agent teams, due to the unmodeled variance of actual durations. They use this to motivate their work on multi-agent heuristics which compensate for the technique's drawbacks and boost recognition accuracy.
Several probabilistic inference models have been applied to activity recognition (e.g., [9, 20, 2] ). These works do not model state duration in their computations but highlight the necessity for methods which optimize the probabilistic recognition models for goals and activities. For instance, Fox et al. [9] survey Bayesian filter techniques and implementations while focusing on location estimation tasks. By representing uncertainty at different levels of abstraction, these techniques are important for situations in which location sensors provide imperfect measurements or errors, circumstances common to any real world application. Like Markov models, Bayesian filters rely on the Markov assumption. They do not use statistics on state duration in their computations.
Various works in recognition suggest using statistical models in order to deal with uncertainly in recognition tasks. These include parsing of probabilistic state-dependent grammars (PSDG) [20] , and the Bayesian-networks models by Charniak and Goldman [2] . In both of these, there is no explicit treatment of the importance of the amount of time spent in a certain state. Some recent work [10] does consider state duration in Bayesian networks but it is not applied to activity recognition with hidden states as in our applications.
Our own paper in the MOO (Modeling Others from Observations) workshop [16] introduced an earlier version of the NSHSMM model, and a subset of the examples appearing in Section 4, used to illustrate the use of the model. In contrast, this paper discusses the model and associated methods in full detail, and reports on its use in clinical diagnosis tasks.
Non-stationary recognition models
We begin with a short overview of familiar models (HMMs and HSMMs), before providing a full discussion of the NSHSMM model and its use in activity recognition.
HMMs and HSMMs
An HMM (Hidden Markov Model) is defined in [21] as:
2. The state transition probability distribution A = {a ij }, where {a ij } is the probability to transition from state
The parameters of HMM are represented by λ = (A, B, π). Given a sequence of observations
. . O T and λ, the probability of the observing sequence can be evaluated as:
for any t ∈ [1, T ], the forward probability α is defined by:
As noted in previous work [15] , in the standard HMM, the transition probability distribution a ij is constant in time. At each time step, the model transfers to the next state according to the transition probabilities and the symbol observed. To model state duration, a self-transition (a transition from the state to itself) is used, with transition probability a ii ( differentiate between a self-transition and a transition to another state when calculating the probability of an observation sequence, causing an exponential probability distribution for remaining in the current state. The likelihood of remaining in state i for t time-steps, is a t ii . Since it means that there is no accounting for the amount of time spent in a certain state, for many applications, this exponential state duration probability distribution is inappropriate. For this reason, the HSMM (Hidden Semi-Markov Model) was devised to broaden the HMM by eliminating self-transitions (see Fig. 2 ), and instead, modeling the state duration explicitly.
As in the HMM model, A is the state transition probability distribution A = {a ij }, where {a ij } is the probability to transition from state S i to state S j . 1 i, j N , i = j. However, the self-transition a ii is replaced with duration probability density function d j (τ ) which denotes the probability of staying at least of length duration τ in state S j , 1 τ D j . The rest of the HMM definitions apply also for the HSMM.
In particular, the probability of observing a sequence, in HSMM, is computed in the same manner as for HMMs Eq. (1), but the forward probability α is defined differently. Specifically, for any t ∈ [1, T ] and τ t, the forward probability α is defined by:
. NSHSMM with state transition probability distribution.
Non-stationary hidden semi-markov model
We consider an expanded model which includes not only the modifications of HSMM to HMM but a refinement to the state transition probability to include time dependency.
Formally, we define the state transition probability distribution of an NSHSMM as follows. A = {a ij (δ)}, where {a ij (δ)} is the transition probability from state S i to state S j after having remained in state S i for a duration of length exactly δ − 1 (a pictorial illustration is given in Fig. 3 ). This definition of the transition probability reflects the non-stationary property we wish to capture. By assigning the transition probability to be the exact probability of spending a specific duration before the transition to a certain state, we take into account the concept that different durations in a state affect the choice of where to transition to. As explained by the airline passenger example (introduction section), the NSHSMM takes into account not only the explicit duration of a state but also the choice of where to transition to according to that exact duration. In doing so, the NSHSMM can improve the accuracy of the recognition abilities of the model.
Taking in consideration the time-dependent transition probability, we define the forward probability α of NSHSMM as:
We initiate the computation for each state by the probabilities to begin at that state and remain there until D i . We denote this initiation as α τ t (j):
where j = It is important to notice the difference in meaning between a ij (δ) and d j (τ ). In Eq. (4), D i refers to the maximum length that an agent may spend in state S i (i is the state an agent transitions from) and D j refers to the maximum length that an agent may spend in state S j (j is the state an agent transitions into). It is clear from this representation that an agent therefore cannot spend more that D i + D j time-steps in these states. As previously described, a i j(δ) denotes the transition probability from state S i to state S j after having remained in S i for exactly (δ − 1) time-steps and δ is bounded by D i . In contrast, d j (τ ) denotes the probability of remaining at state S i for at least τ time-steps and τ is bounded by D j .
Examining the computation involved in the calculation of the likelihood function P (O|λ) of NSHSMM shows that α t (j) requires an order of O(ND 2 + T ) calculations, where D = argmax D i and therefore the computation of
In the following sections, we compare the performance of each model in recognizing normal and abnormal behavior when d j (τ ) and a ij (δ) are discrete probability distribution functions, estimated from the data. In the case of discrete functions, the space involved is in the order of O(ND 2 + T N), where O(T N) is the space needed for the α values table. The algorithms for estimation of the probability density functions are discussed in the following section.
Parameter estimation
This section describes the estimation of the models' parameters appropriate for each model's parametric probability characteristics. In all three models, the parameter estimates are drawn from the training set given to the models, i.e., the observation sequences available for training. The observations, transitions and the remaining time in each state are counted and the probability measures, A, B and π are then estimated based on the processed data. We refer to each such observation sequence in the training set as an example.
In all three models, the estimates of the π and B parameters are done in the same manner. The initial state probability in state S i , as shown in [21] , is estimated by π i = the number of examples in state S i at time step t = 1
With the following constraint kept, by normalization:
The observation symbol probability for symbol v k and state S j is estimated by [21] . With the following constraints kept (using normalization):
Previous sections discuss in detail the differences between HMM, HSMM and NSHSMM in their state duration probability density functions and in their transition probability density functions. The models account for these differences in the parameter estimation procedures. In standard HMM, the transition probability a ij is constant in time and is estimated in [21] by a ij = the number of examples where transitions take place from S i to S j the number of examples where transitions from S i (to any other state) occur (8) With the following constraint kept (by normalization):
In HSMM, the state duration differs from that in HMM. HSMM does not have a self transition a ii in state S i (which is calculated in the same manner as a transition a ij from one state S i to another S j ), and instead, it has a duration probability density function
j=τ the number of examples with a j-long stays in S i the number of examples with a stay in S i
The summation Eq. (9) represents the probability of remaining in state S i for at least τ time steps. Thus, the state duration probability will begin at maximum and gradually reduce for durations where there is evidence of shorter remaining periods. Because the self-transition a ii does not exist in HSMM, the constraints over parameter A were tuned accordingly (see Eq. (10)).
NSHSMM is a refinement of the transition probability density distribution A in HSMM, to include a time dependency. We define e δ ij as the number of transitions from S i to S j after remaining in S i exactly (δ − 1) time steps. The transition probability a ij (δ) from state S i to state S j in NSHSMM is then estimated by (11) Equation (12) presents the constraints on the transition probability distribution A in NSHSMM. These constraints are the reason for the alterations made to adjust for the time-dependent changes in NSHSMM.
Given the equality constraints over the parameters A, B and π presented in this section, for any t ∈ [1, T ], the likelihood function P (O|λ) can be evaluated according to each of the three model by Eq. (1), as discussed in preceding subsections.
Illustration using synthetic data
In this section, our goal is to illustrate in depth the differences in capabilities and performance between the three models, HMM, HSMM and NSHSMM. To do this, we use simulated data. We present two small-scale experiments, carefully designed to bring out the characteristics of each model.
To test and compare the three models for the task of recognizing agents' activities, we utilized a simulator which simulates up to dozens of passengers moving about a large area according to pre-defined paths (with noise in the movement). This simulator is part of an industry effort in surveillance. It includes a window which shows the position of dynamic objects (e.g, agents) in a XY -grid, and simulates the (noisy) movements of these objects. The simulator enables the choice of the path and the speed of an object's movement on the grid as well as the ability to determine its deviation from the predefined path.
In our experiments, the agents can move within a square-shaped 200 × 200 grid. Each grid cell represents a unique single position defined by two coordinates, X and Y , both ranging from 0 to 199. An agent's movements, which are represented by (x, y) positions in the grid followed by the specific time that the movements were observed, are recorded into a file. A series of detected movements with their appropriate occurrence times represent a single path. Thus, each file includes a path which the agent has taken. We denote the time marking each movement in the recorded files as time steps. In these experiments, a single second is divided into five time steps.
We generated output files to build training sets for our models and then we tested the models' ability to detect paths which are consistent with the training sets. In these experiments, the training sets for our models were groups of 40 paths which the models received. Using the training set, the models learned all paths in the training set, and calculated the probabilities associated with the model, e.g., transition probabilities from one state to another, state-duration probabilities, etc.
The goal of these experiments is to illustrate the differences between the models. In the general case, (x, y) positions are observed with uncertainty (i.e., hidden). We have compared models that relate equally to the hidden property, as can be seen in the likelihood function equations. In the experiments, the observation probability of a state is identical in all the models. For this reason, the observation probability of each state is 1. This means that the ratio of probabilities between the models remains (with lower resulting probabilities). Hence, we overlooked the hidden part in these experiments, but addressed the theoretical grounding as it is important in real-world applications.
For the following experiments, we used a 64-block tessellation of 25 × 25 size blocks for the simulated data. Each block represents a single state in the model. An observation, which is a reading of a certain position in the grid, is associated with a state if it's position in the grid is within the state's scope. We chose a 25 × 25 block tessellation since this block size distinguishes areas in which the agents linger from areas where agents pass. For instance, in the airline passenger example, the boarding area is an area where a passenger is prone to be stalled and therefore it is a lingering state, while an airport corridor is an area where a passenger is more likely to pass without making any stops.
In the experiments discussed in the following sections, we used the cross-validation technique to estimate the accuracy of the models' ability to classify a path according to it's resemblance to the paths in the training set.
For the first experiment we conducted, we used simulated data that is of a non-stationary nature. The goal of this experiment was to test the behaviors of HSMM and NSHSMM in this type of data and compare their ability to estimate sequences of observation which are compatible with the non-stationary group of paths provided to the models as a training set. In this experiment, the non-stationary training set was devised of four types of behaviors on the grid. Each type differs from the other by its motion rate and by the designated positions along its path. Figure 4 (a) shows a sketch of the types of the four paths. All four paths start at the same position, denoted a, and move together on the grid. When they all reach the point marked b (coordinate (60, 60) on the XY -grid), the four paths separate into two different directions, based on the amount of time spent in the state encompassing b. The two slower paths keep moving straight towards point f after having stayed the trajectory turning right towards h remained in f less time than the other trajectory (heading towards g). Figure 4 (b) shows the results of comparing the ability of the three models to estimate the probability of observation sequences that are compatible with all four types of behaviors comprising the non-stationary data introduced above. We see an exponential decline in the graph of the HMM. For the HSMM and NSHSMM, the graph first shows very high probabilities for both models. These are the high probabilities received in the first phase of the training set, where all four paths are moving together on the grid. At time step 42 there is a clear drop in both graphs and further along the graphs appear to gradually decline with a few more noticed drops. These drops in the probabilities of the tested observation sequences are explained as before, by the splitting of the paths causing a descent in the probability of transitioning to each state along each path.
However, from time step 42 where the first split occurs, the graphs of HSMM and NSHSMM no longer converge. The NSHSMM graph surpasses that of the HSMM throughout the time and significantly outperforms it (paired t-test, p value is 2.0909 × 10 −21 i.e., much less than 0.001). This can be explained by the difference in the transition probability functions of the two models. While the HSMM has a constant transition probability, the NSHSMM holds an explicit transition probability distribution from state to state allowing the NSHSMM to model the non-stationary behavior of the data. These results show the ability of the NSHSMM to capture the non-stationary nature of the given data and its superiority over HSMM in cases where the time spent in a certain state has implications on where to proceed to in the tested environment. Figure 5 refers to the first experiment and compares the run-time for calculating the likelihood function over consecutive observations by each of the three models. As can be seen, there is a substantial increase in computation time when comparing HMM with both HSMM and NSHSMM. However, between HSMM and NSHSMM, the additional computation in NSHSMM appears minor.
In order to better highlight the difference between HSMM and NSHSMMs, we compared their ability to detect non-stationary abnormal behavior. Our goal was to examine, in this second experiment, how well the models detect an observation sequence which is not compatible with the training set in terms of duration, but is compatible in terms of the states in the models that it visits. The training set for this experiment was comprised of two types of behaviors over a period of 140 time steps. Both types of behaviors start at the same point in the XY -grid and continue to the next state, where they spend a different amount of time and each turns to opposite directions. In other words, the path spending a short period of time at the splitting state turns right and the path which lingers at the splitting state, turns left. Thus, non-stationary abnormal behavior in this experiment is an observation sequence that remains a short number of time steps at the splitting state but turns left (instead of right). Figure 6 shows the likelihood probability graphs of the non-stationary abnormal behavior for each of the three models. After examining the resulting graphs of HMM and HSMM in this experiment, it becomes very clear that these two models do not detect the non-stationarity of the abnormal behavior and refer to this observation sequence as matching the training set. Due to long remaining periods in certain states, the HMM graph decreases exponentially over time. This type of behavior in HMM was seen in prior experiments using stationary and non-stationary data. The low probability seen the HMM graphs is due to its exponential probabilities, and the graph in this experiment is similar to graphs of HMM probability likelihood for observations matching the training set, making HMM inappropriate for detecting the non-stationary of the abnormal behavior. Figure 6 also shows an abrupt drop in the graphs of both HSMM and NSHSMM is at time step 84, which according to the two type paths composing the training set, is the point where the two paths split, with one path making a turn to a certain direction and the other path remaining at that point a while longer before turning to the opposite direction. For the HSMM graph, this split results in a drop in the probability values from a probability of almost 1, when both paths advance jointly, to almost 0.5 at the time the splitting occurs and remains constant around 0.5. These high probabilities indicate that HSMM regards the abnormal path as a path matching the training set and does not recognize the non-stationary characteristic of the tested data. This is not the case in NSHSMM. The NSHSMM graph in Fig. 6 clearly shows an abrupt fall at time step 84 to very low values. This is due to the unexpected turn to the wrong direction. While the transition probability in NSHSMM predicted a turn to the right after spending a short time in the splitting state, the path followed a turn to the left, which resulted in a very low transition probability in the explicit state transition probability function. This experiment shows this model's ability to detect abnormal behavior in which the transition from one state to another does not match the duration probability in the prior state.
A run-time comparison for the second experiment is presented in Fig. 7 . This figure depicts the resulting graphs of each model's run-time for calculating the likelihood function over observations. Again, there is a substantial increase in computation time when comparing HMM with both HSMM and NSHSMM. However, between HSMM and NSHSMM, the additional computation in NSHSMM appears minor. Note the similarity to Fig. 5 .
Recognition in a cognitive task
We now turn to experiments using the different models in recognizing real-world human behavior, as part of a clinical diagnosis task. Our goal is to evaluate the utility of the different models to recognizing normal and abnormal behavior.
For this task, we apply the models to data gathered from human subjects, in two computerized maze navigation tasks. Maze tasks produce data that has many time-dependent patterns of human behavior and movements. Being able to detect and classify such patterns may assist, for instance, in clinical diagnostic processes, by achieving better understanding of a patient's nature of impairment or providing help in assessing the patient's progress.
Maze tasks involve both lower and higher cognitive and executive functions as well as psycho-motor skills, and it offers a variety of research and intervention methods (e.g., [24] ). Furthermore, since maze tasks are not verbal they may be administered to a wide range of healthy and impaired populations (e.g. [19] ). Maze tests have been used, for example, to classify personality disorders [23] , and for assessing patients' improvement when undergoing treatment [26] . Some of these behavioral patterns may be recognized by the trained eye according to simple classification rules [19] . Implementation of automated activity recognition methods, however, may identify more subtle patterns and help the clinician in the diagnostic process [6] . Similarly, analyzing patterns of behaviors in haptic mazes may help us, for example, in exploring the navigation strategies of people who are blind [14] . These insights are relevant, for example, for the design of haptic maps for the blind, where they learn and traverse novel environments, prior to approaching them in the real world [5] .
We used two types of maze tasks, each one requiring different faculties and skills, thus producing different types of data and allowing us to explore the abilities of the activity recognition models in two different settings [7] . We employed a computerized color maze (Section 5.1) and a computerized haptic maze (Section 5.2), where the participants control a cursor using a joystick. The mazes were implemented using the "Sense The Surface" software [7] which allows the researcher/clinician to design multi-sensory simulations. The interface used to navigate within the mazes was Microsoft's Sidewinder force-feedback joystick, an off-the-shelf product. During the trials, the systems sampled the cursor's position at 5 Hz and saved the X, Y coordinates at each sample time t for offline analysis by our software.
We recruited 75 healthy volunteer subjects (48 subjects for the color maze experiments and 27 for the haptic maze experiments). They were 18-30 years of age, with right hand dominance and normal or corrected to normal vision. None of the participants suffered from any upper limb motor or sensory deficit, as well as diagnosed attention or cognitive disorders. The participants were university students from various departments. All of them had previous experience with computers but not necessarily with gaming interfaces. None, however, encountered difficulties in operating the system or completing the task. The sample was a convenience volunteer sample. The groups are of different sizes as we unfortunately had to discard some of the data of the haptic maze group due to technical reasons, resulting from variations in the hardware used to collect the data.
Task 1: Color maze
In the color maze task, participants were instructed to solve a maze by moving the cursor to the white square (the goal square in the maze). They were allowed to move the cursor only on squares of five predefined colors (See Fig. 8) . The experiments were conducted individually. Each participant's movements were observed and manually separated into pattern groups (this can also be done with existing clustering methods). The software sampled the cursor's position and saved the data as described above.
Similar to the XY -grid in the simulated data, the scope of every square in the maze represents a state in the models. However, due to small movement errors, the cursor may move to adjacent cells when nearing a border, and thus observations of the cursor being in an adjacent cell can also be evidence of the original cell's state, i.e., border areas overlap, and states do have a hidden property. In particular, a border observation corresponds to all squares (i.e., states) sharing the border, each with some probability. The tessellation in the maze case is 97 × 97 non-overlapping blocks, a size which offers a cognitive (a) A screen-shot of a color maze. Subject has to move cursor to the white square. Cursor can be moved only on squares which are of five predefined colors (shown on right in triangles).
(b) Illustration of a subject solving the color maze. challenge compatible with non-computerized mazes. Here also, the data collected for these experiments is in the form of XY -positions following their time stamp. Out of the 75 volunteers, we recruited 48 healthy volunteer subjects for the color maze experiments (a typical number of subjects in this type of cognitive experiments). Each subject's trial in solving the maze is referred to as a path.
Results.
Our interest was in finding patterns in the paths, building training sets according to the patterns found, and evaluating the models' ability to detect paths matching their own pattern group while recognizing their incompatibility with other pattern groups. We found several patterns within the collected data from the color maze trials, built training sets for each pattern accordingly and tested the models with paths from the collected data which are similar to the pattern groups we found (see Fig. 9 for examples of the patterns). Our experiments showed that HMM was not able to ascribe a path to its appropriate pattern group or detect its incompatibility with the other pattern groups. However, both HSMM and NSHSMM succeeded in these tasks. Hence, the following experiment results focuses only on HSMM and NSHSMM. Our experiment included testing the recognition ability of each model in detecting paths matching their pattern group, paths of different patterns than those of the training set, and paths of the same pattern as the training set, but with different lengths (i.e., the length duration of the paths) than of the average length in the training set.
Figures 10(a) and 10(b) show the probability graphs for HSMM and NSHSMM. The upper graph in both models is the resulting recognition probability of a path similar to the tested pattern group, matching the training set. The two other graphs are the recognition probabilities of paths which are not consistent with the pattern group in the training set.
These results clearly show that both models succeeded in recognizing patterns as well as detecting incompatibilities with patterns. Yet, although both HSMM and NSHSMM recognized these patterns, the results typically show that the HSMM outperforms the NSHSMM. These results may be improved by using continuous probability density function, estimated through more examples. Furthermore, the fact that these results indicate that the NSHSMM model may need many more examples than HSMM to work well, is an issue of importance to practitioners.
Task 2: Haptic maze
A second maze task involved using a force-feedback joystick in order to provide haptic feedback to the subjects (i.e., information related to the sense of touch). In this task, the participants had to solve a maze without seeing it (see Fig. 11 for an example of a haptic maze). The only information they received was a vibration delivered via the joystick. One type of vibration meant "correct route", while another implied hitting a maze wall. Solving such a maze may require different types of strategy and employ different brain mechanisms.
Investigating the way haptic information is processed has implication for design of applications for people who are blind [5, 14] . The ability to recognize behaviors that are distinctive to these populations are vital for appropriate design of such applications. It is important, for example, to detect the difference (a) A screen-shot of a haptic maze. Subject has to move cursor to the white square without looking at the screen. Cursor can be moved only along the black path and receive force-feedback indicating whether the cursor is on the d path.
(b) Illustration of a subject solving the haptic maze. The subject is facing the back side of the screen and therefore can only rely on the force feedback from the joystick. between spatial processing performed by people who are congenitally blind as opposed to people who became blind in a later stage in life. Such distinctions are relevant as it is hypothesized that they navigate in different ways and employ different strategies to find their way. Additionally, such maze tasks may add to understanding the way the brain processes information provided by the haptic channel and may prove itself relevant for cognitive rehabilitation for post-stroke patients where haptic learning may replace damaged visual learning abilities (e.g. [3] ). The emphasis of the experiments with the haptic maze data is on the ability to capture the characteristic behavior from the tested paths in relation to particular behavior patterns drawn from the collected data. These behavior patterns portray certain characteristic behaviors that simulate the progress of blind people in an unfamiliar environment. The tessellation in the haptic maze case is the same as that of the color maze. This tessellation was chosen for the similar reasons. Also, we later discuss some experiments where we compare patterns from both haptic maze and color maze data. The identical division of both mazes into blocks (i.e, states) allows us to make this comparison.
Results
Similarly to the color maze experiments, the data collected from the haptic maze trials was used to build training sets according to typical pattern groups found in the data. The goal of these experiments was to evaluate the models' ability to detect paths which resemble their pattern group as well as detect paths which are not consistent with a training set, i.e., belong to different pattern groups. Figure 12 shows examples of different patterns observed in the haptic experiments. Our experiments showed that an HMM is inappropriate for this task, since it was not able to recognize a path belonging to its pattern group nor detect its incompatibility with the other pattern groups. This means that HMM failed cross validation. We therefore focus on the two models, HSMM and NSHSMM, and present the results of our experiments for these two models.
Out of the possible pattern groups obtained from the haptic maze data, we have chosen to present results for a pattern group that has characteristic blind-like behavior. By blind-like behavior we refer to this typically observed by people who are blind upon making a navigation error in a novel environment. It may include pausing in place, or getting stuck moving between two obstacles, until finding a way out. This pattern group contains paths in which the participants were observed to similarly linger at specific areas in the haptic maze which were more difficult to go through without viewing the maze (e.g., corners and turns). In these areas the participants received force-feedback from the joystick. However, since they were not allowed to look at the screen, they had to figure out how to extricate themselves without knowing their precise location in the maze or its solution. This resulted in creating paths with lingering states in certain areas on the haptic maze which are more impediment-prone. We have chosen to demonstrate the models' recognition abilities on a pattern group that consisted of paths with two principal lingering areas in the haptic maze.
The graphs in Fig. 13 show the resulting probabilities of HSMM and NSHSMM respectively. In both Fig. 13(a) and 13(b) , the black smooth graphs represent the probability of a path that resembles the pattern group comprising the training set to belong to this group over a period, and the two remaining types of graphs, the dotted graph and the dashed graph represent the probability of two types of paths from other pattern groups to match the pattern in training set over a period. Since the solution to the haptic maze is the same as the color maze, the participants were in fact asked to solve the same graph. Therefore, in addition to testing the models' ability to detect paths from pattern groups taken from the haptic maze's pattern groups, we have tested these abilities in detecting paths taken from the color maze's pattern groups. The dashed graphs in Fig. 13 (a) and 13(b) depicts a path from a pattern group taken from the collected data of color maze trails and the dotted graphs depicts a path from a different pattern group within the collected data from the haptic maze trails.
The graphs clearly show (the black smooth lines in Fig. 13 (a) and 13(b) that both HSMM and NSHSMM were able to detect paths matching the training set. The graphs show that both models were able to ascribe the appropriate probabilities according to the given training set and are able to recognize a path matching the pattern of that training set's group. The two other graphs in Fig. 13 (a) and 13(b) (dotted lines and dashed lines in Fig. 13 (a) and 13(b) that represent the probability of paths of two different pattern groups from that of the training set to match it, show that both models, the HSMM and NSHSMM, were able to detect the abnormality and incomparability of the two tested patterns.
The graphs in Fig. 14 depict the probability of two paths that belong to pattern groups other than that of the training set, to resemble the training set's pattern group over a period. The black graphs depict the resulting probabilities of HSMM while the gray graphs depict the resulting probabilities of NSHSMM. The chosen paths in this experiment were picked from different pattern groups within the collected data from the haptic maze trails.
As can be seen in the graphs from Fig. 14 , the probabilities of the black graphs remained high over a period while the two gray graphs show a drop in the probabilities in both graphs. This means, that the HSMM was not able to detect the abnormality of the two paths taken from pattern groups other than that of the training set's pattern group, while the NSHSMM succeeded in both of these tasks. The results in these experiments show that NSHSMM is superior to HSMM in recognizing abnormal behavior.
Discussion
In this section we applied our algorithms to real world data, gathered by behavioral experiments conducted with healthy volunteer subjects. The participants were asked to solve one of two types of mazes, one color-based which required visual learning and one non-visual which required haptic learning. Maze tasks were chosen as they may be applied in clinical settings. Seventy five participants were recruited, divided into two groups and solved the mazes using an off-the-shelf force-feedback joystick and the specially designed "Sense the surface" software.
In both experiments, the color maze and the haptic maze, we were able to identify different patterns of cursor movement within the mazes. After training on such distinguishable patterns we tested the ability of the HMM, HSMM and NSHSMM approaches to recognize unfamiliar patterns and classify them as belonging (or not) to the familiar patterns. This is done as one follows pattern activities over time and compares their probabilities of belonging to the training set pattern.
When this comparison was performed for the color maze it was evident that the HMM was not able to detect whether a pattern belonged or not to the training set. However, both the HSMM and the NSHSMM were able to do so. As demonstrated in Fig. 10 , the difference in likelihood between the similar pattern and the different pattern at t = 100 was at least forty orders of magnitude, and typically much more.
In the next phase we applied the same method to the haptic maze data. There, too, the HMM failed in classification of patterns as similar or different than the training set. The HSMM and NSHSMM showed again their ability to detect similarity as even in the worst case, after approximately 100 time steps, the probability difference between similar and different activity patterns was over ten orders of magnitude.
Being able to detect and classify patterns of movement may provide relevant information regarding the nature of a patient's impairment or help to assess his or her progress. We believe that such data analyses may serve as a proof of concept, indicating the possible gains expected when applying to relevant clinical populations. Put together, it appears that the NSHSMM and HSMM models and their potential of classification of subtle behaviors, may eventually serve as a valuable tool in the clinician's toolbox.
Conclusions
The use of Markov model variants in activity recognition is quickly gaining popularity. Markov models provide relatively efficient and familiar methods for recognition. However, up until now, the use of such models in activity recognition has been hindered by lack of treatment of the effect of state durations on transition probabilities.
In this paper, we investigate hidden semi-Markov models in which state durations are explicitly modeled. We present an extension of semi-Markov models in activity recognition, allowing for transition probabilities conditioned on the duration of stay in a state: Non-stationary Hidden Semi-Markov Model (NSHSMM). These allow more accurate recognition of duration-based behavioral patterns.
We evaluate NSHSMMs in two application areas, using movement data of simulated airport passengers, and real world data from human subjects engaged in a complex maze navigation task. In both applications, we compare the performance of NSHSMMs to the results obtained with stationary HSMM and with HMM in recognition of normal and abnormal activities. The results elucidate the strengths and weaknesses of each method in these types of settings.
The evaluations we have conducted reveal that both semi Markov models are successful in recognition of behavioral patterns which are not recognized by the standard HMMs. Although HMMs and variants cannot handle specific conditions, this fact is actually disregarded by much previous works in activity recognition that utilize HMMs. In addition, there are important cases in which NSHSMMs outperform the HSMMs, and allow significantly more accurate recognition.
The results also point at an innovative application of clinical diagnosis, in which semi Markov models may be applied. Experiments with real world data show each of the two models, HSMMs and NSHSMMs, under certain conditions, have some advantages over the other method. These initial results suggest that semi Markov models may be useful in clinical settings for assessment of patients suffering from various deficits, and may assist in clinical practice. We hope that our analysis would help to shed light on the applicability of different models.
