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Abstract
We investigate the existence problem for blow-up solutions of cubic differential systems. We find sets of initial values of the
blow-up solutions. We also discuss a method of finding upper estimates for the blow-up time of these solutions. Our approach can
be applied to systems of partial differential equations. We apply this approach to the Cauchy–Dirichlet problem for systems of
semilinear heat equations with cubic nonlinearities.
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1. Introduction
Global existence problems appear naturally in almost all cases when differential equations are considered. In a num-
ber of cases, investigations of these problems lead to study the existence problem for blow-up solutions. Despite the
long history of this problem, it still remains much to do.
In this paper, we establish some new results which concerning blow-up solutions of the cubic differential system
x′j = σj (t, x) + xT Aj (t)x + bTj (t)x + cj (t), (1)
where σj : R+ × Rn → R is a cubic form with respect to x1, . . . , xn; Aj : R+ → Rn×n, bj : R+ → Rn, and
cj :R+ →R, j = 1, . . . , n. Here and below all the functions are continuous, R+ = [0,∞), x = (x1, . . . , xn)T . Matri-
ces Aj , j = 1, . . . , n, with no loss of generality, are assumed to be symmetric.
By blow-up time of a solution x(t) of system (1) we mean a positive number τ such that ‖x(t)‖ → ∞ as t → τ −0,
where ‖x(t)‖ = (x21(t) + · · · + x2n(t))1/2. Solutions that have a blow-up time are called blow-up solutions. Our aim is
to study the following problems:
(i) Under what conditions does system (1) have the blow-up solutions?
(ii) What is the effective way of finding the blow-up time?
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Erugin’s monograph [7]. Also in his monograph [12] D.H. Jacobson investigated these problems for autonomous
quadratic differential systems. For nonautonomous differential systems problems (i) and (ii) are studied in [1–3]. In
some other classes of differential equations and systems the blow-up phenomena have been studied by many authors
(see, for example, [4–6,9–11,13–17] and references therein).
The results of this paper may be considered as continuation and generalization of the results obtained in [1–3]. Our
approach can be applied to systems of partial differential equations. As an example of such application we consider
the Cauchy–Dirichlet problem for systems of semilinear heat equations with cubic nonlinearities. We show how this
problem can be reduced to problem (1). To the best of our knowledge, the obtained results have not been published
yet in autonomous case.
This paper is organized as follows. In Section 2, we investigate above mentioned problems for autonomous and
nonautonomous cubic differential equations. Section 3 consists the main results. We give sufficient conditions for
the existence of blow-up solutions of cubic differential systems (1). We find sets of initial values of the blow-up
solutions. We also discuss a method for finding upper estimates for the blow-up time. In final Section 4, we show how
our approach can be applied to the Cauchy–Dirichlet problem for systems of semilinear heat equations with cubic
nonlinearities.
2. Cubic differential equations
Let be given the initial value problem
y′ = a3y3 + a2y2 + a1y + a0, y(0) = y0, (2)
where a3 > 0, a2, a1, a0, and y0 are real constants.
Lemma 1. If the cubic equation
a3y
3 + a2y2 + a1y + a0 = 0 (3)
has the real root y1 < y0 and the complex roots y2,3 = α ± iβ , β > 0, then problem (2) has the blow-up solution. This
solution has the blow-up time
τ = 1
a3ξ(y1)
[
ln
√
ξ(y0)
|y0 − y1| −
α − y1
β
(
π
2
− arctan y0 − α
β
)]
, (4)
where ξ(y) = (y − α)2 + β2.
Proof. Let y0 > y1. By separating variables and integrating, we get
t =
y∫
y0
(
a3u
3 + a2u2 + a1u + a0
)−1 du.
This shows that the solution of problem (2) has the blow-up time
τ =
∞∫
y0
(
a3u
3 + a2u2 + a1u + a0
)−1 du.
Evaluating the right-hand side integral by partial fractions, we obtain formula (4). This completes the proof. 
The following lemma can be proved by direct calculations in much the same way as Lemma 1.
Lemma 2. Suppose that cubic equation (3) has the real roots y1  y2  y3 and y0 > y1; then problem (2) has the
blow-up solution. This solution has the blow-up time τ . In the case of distinct real roots we have
τ = 1 ln |y3 − y0|
p+q
p q
,a3 |y1 − y0| |y2 − y0|
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triple root we obtain, respectively,
τ = 1
a3
[
1
(y1 − y2)(y0 − y2) +
1
(y1 − y2)2 ln
∣∣∣∣y0 − y1y0 − y2
∣∣∣∣
]
, τ = 1
2a3(y0 − y1)2 .
Now we extend the previous results to the nonautonomous cubic differential equation. Consider the initial value
problem
y′ = a3y3 + a2(t)y2 + a1(t)y + a0(t), y(0) = y0, (5)
where a3 > 0 and y0 are real constants; a2, a1, and a0 are real-valued continuous and bounded functions on R+. Let
ϕM and ϕL designate the supremum and the infinium of a function ϕ :R+ →R, respectively.
Proposition 3. Suppose that the cubic equation
a3y
3 + a2(t)y2 + a1(t)y + a0(t) = 0 (6)
has the real root ϕ1(t) and the complex roots ϕ2,3(t) = α(t) ± iβ(t). Let M  max{ϕ1M,αM}. If y0 > M , then
problem (5) has the blow-up solution. This solution has the blow-up time θ  τ , where τ is the blow-up time of the
solutions u(t) of the problem
u′ = a3(u − ϕ1M)
[
(u − αM)2 + β2L
]
, u(0) = y0. (7)
Proof. Problem (5) can be written as
y′ = a3
(
y − ϕ1(t)
)[(
y − α(t))2 + β2(t)], y(0) = y0.
We see that if y  y0 > M , then the solution y = y(t) of problem (5) is an increasing function. Therefore y −ϕ1(t)
y − ϕ1M > 0 and (y − α(t))2  (y − αM)2 > 0. Consequently
(
y − ϕ1(t)
)[(
y − α(t))2 + β2(t)] (y − ϕ1M)[(y − αM)2 + β2L]> 0.
We obtain the inequality y(t) u(t) for t  0, where u(t) is the solution of problem (7). By Lemma 1, the solution
u(t) has blow-up time τ . This implies that the solution y(t) of problem (5) has the blow-up time θ  τ . This completes
the proof. 
Proposition 4. Suppose that cubic equation (6) has the real roots ϕ1(t), ϕ2(t), and ϕ3(t). Let M 
max{ϕ1M,ϕ2M,ϕ3M}. If y0 > M , then problem (5) has the blow-up solution. This solution has the blow-up time
θ  τ , where τ is the blow-up time of solutions u(t) of the problem
u′ = a3(u − ϕ1M)(u − ϕ2M)(u − ϕ3M), u(0) = y0. (8)
Proof. Problem (5) can be written as
y′ = a3
(
y − ϕ1(t)
)(
y − ϕ2(t)
)(
y − ϕ3(t)
)
, y(0) = y0.
If y  y0 > M , then the solution of problem (5) is an increasing function, and(
y − ϕ1(t)
)(
y − ϕ2(t)
)(
y − ϕ3(t)
)
 (y − ϕ1M)(y − ϕ2M)(y − ϕ3M) > 0.
We have the inequality y(t)  u(t) for t  0, where u(t) is the solution of the problem (8). On the other hand, by
Lemma 2, the solution u(t) has the blow-up time τ . Hence, the blow-up time θ of the solution y(t) satisfies the
inequality θ  τ . This completes the proof. 
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In this section, we shall deal with the initial value problem
x′j = σj (t, x) + xT Aj (t)x + bj (t)x + cj (t), x(0) = x0, (9)
where x, σj , Aj , bj , and cj are the same as in system (1). Throughout the rest of the paper we will assume that all
coefficients in (9) are continuous bounded functions. For some vector ω = (ω1, . . . ,ωn)T ∈Rn, we introduce the new
functions
σ =
n∑
j=1
ωjσj , A =
n∑
j=1
ωjAj , b =
n∑
j=1
ωjbj , c =
n∑
j=1
ωjcj .
Multiplying both sides of the equation in (9) by ωj and summing over j , we get
ωT x′ = ωT f (t, x), x(0) = x0, (10)
where ωT f (t, x) = σ(t, x) + xT A(t)x + bT (t)x + c(t).
We make the following assumptions:
(a1) There exist a vector ω ∈ Rn and a constant M0 such that if ωT x  M0, then ωT f (t, x)  a3(ωT x)3 +
a2(t)(ωT x)2 + a1(t)ωT x + a0(t), where a3 > 0 is constant; a2, a1, and a0 are real-valued continuous and
bounded functions on R+.
(a2) The cubic equation a3y3 + a2(t)y2 + a1(t)y + a0(t) = 0 has only the real roots or only one real root and two
complex roots.
By M we denote a real constant such that M M0 and Reϕj (t)M , j = 1,2,3.
Theorem 5. Assume that (a1) and (a2) hold. If ωT x0 > M, then problem (9) has the blow-up solution. This solution
has a blow-up time t+  θ , where θ is the blow-up time for the solution of the problem
y′ = a3y3 + a2(t)y2 + a1(t)y + a0(t), y(0) = ωT x0. (11)
Proof. Let ωT x0 > M . By taking into account assumption (a1) from (10), we obtain
z′  a3z3 + a2(t)z2 + a1(t)z + a0(t), z(0) = ωT x0, (12)
where z = ωT x. Let θ and t+ be the blow-up times of the solutions y(t) and z(t) of problems (11) and (12), respec-
tively. Then z′(t) y′(t) > 0 for all t ∈ J = [0, θ) ∩ [0, t+). We see that z(t) and y(t) are increasing functions on J .
Both the acquired inequality and the equality y(0) = z(0) imply that z(t) y(t) for all t ∈ J . By Propositions 3 or 4,
the solution y(t) → +∞ as t → θ+ − 0. Thus we have t+  θ . This completes the proof of Theorem 5. 
Our next task is to demonstrate that in certain cases conditions (a1) can be easily checked.
Theorem 6. Suppose that:
(b1) For some column vector ω ∈Rn there exist constants μ > 0 and M0 such that σ(t, x) μ(ωT x)(xT x), whenever
ωT x M0.
(b2) There exists a nonnegative continuous and bounded function λ(t) such that xT A(t)x  λ(t)xT x.
(b3) The linear algebraic system
2A(t)h = b(t) (13)
has at least one continuous and bounded solution h = h(t).
Then conditions (a1) is satisfied with
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ωT ω
, a2 = λ
ωT ω
, a1 = 2λ
ωT ω
ωT h, a0 = λ
ωT ω
(
ωT h
)2 − hT A(t)h + c(t), (14)
where λ = λ(t) and h = h(t). Consequently, under conditions (b1)–(b3) and (a2), if ωT x0 > M , then the assertion of
Theorem 5 is valid.
Proof. By the Cauchy–Schwartz inequality, we get ‖x‖2  (ωT x)2‖ω‖−2. From this and (b1) it follows that σ(t, x)
a3(ωT x)3 for ωT x M0. Let conditions (b2) and (b3) be satisfied. Set Q = xT A(t)x + bT (t)x + c(t). It is easy to
verify that Q = (x + h)T A(t)(x + h) − hT A(t)h + c(t), where h = h(t) is the solution of system (13). From this
and (b2), we have Q  λ(t)(x + h)T (x + h) − hT A(t)h + c(t). By the Cauchy–Schwartz inequality, we obtain
Q  λ(t)‖ω‖−2(ωT x + ωT h)2 − hT A(t)h + c(t). We see that condition (a1) is satisfied. Hence, the assertion of
Theorem 5 remains valid. This completes the proof. 
Consider the case when matrix A−1(t) is continuous and bounded.
Corollary 7. Let conditions (b1), (b2) and (a2) be satisfied. Suppose also that λL ≡ infλ(t) > 0, and ωT x0 > M.
If we replace in (14) the functions λ(t) and h(t) by λL and 12A−1(t)b(t), respectively, then conditions (b3) is also
satisfied. Thus the assertion of Theorem 6 remains true.
4. Systems of semilinear heat equations
Let Ω ⊂ Rn, n  1, be a bounded domain with the boundary Γ and let R∗+ = (0,∞). The Cauchy–Dirichlet
problem for the system of semilinear heat equation with cubic linearities can be written as
∂
∂t
u − D(t)u = f (t, u) in Ω ×R∗+,
u(x, t) = 0 on ∂Ω ×R∗+,
u(x,0) = u0(x) in Ω, (15)
where D = diag[d1, . . . , dn] : R∗+ → Rn×n, u = (u1, . . . , un)T ,  is the Laplace operator, f = (f1, . . . , fn)T , fj =
σj (t, u) + uT Aj (t)u + bTj (t)u + cj (t), j = 1, . . . , n. Here σj , Aj , bj , and cj are the same as in system (1). Note
that in cubic forms σj we replace x by u. We will always assume that problem (15) has a local solution u = u(x, t).
A constant τ < ∞ is called the blow-up time of the solution u(x, t) if
lim
t→τ−0 maxΩ
∥∥u(x, t)∥∥= +∞.
Solutions that have a blow-up time are called blow-up solutions. For some column vector ω = (ω1, . . . ,ωn)T ∈ Rn,
we introduce the new functions
σ =
n∑
j=1
ωjσj , A =
n∑
j=1
ωjAj , b =
n∑
j=1
ωjbj ,
c =
n∑
j=1
ωjcj , d = (ω1d1, . . . ,ωndn)T .
From (15), we obtain the following problem
ωT
∂
∂t
u − ωT D(t)u = ωT f (t, u) in Ω ×R∗+,
ωT u(x, t) = 0 on ∂Ω ×R∗+,
ωT u(x,0) = ωT u0(x) in Ω, (16)
where ωT f = σ(t, u) + uT A(t)u + bT (t)u + c(t).
Let μ > 0 be the first eigenvalue of the problem u(x) + λu(x) = 0 for x ∈ Ω, u(x) = 0 for x ∈ Γ . By [8], the
corresponding eigenfunctions are smooth and do not change sign in Ω. In our discussion we may assume, without
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∫
Ω
φ(x)dx = 1 and φ(x) > 0
in Ω.
Our basic assumptions are following:
(c1) There exist a vector ω ∈ Rn, a constant M0  0, and a polynomial g(t, z) = a3z3 + a2(t)z2 + a1(t)z + a0(t)
such that if ωT uM0, then ωT (f (t, u) − μD(t)u) g(t,ωT u) holds in Ω ×R∗+. Here the first coefficient a3
is positive constant; the coefficients aj :R∗+ →R, j = 0,1; a2 :R∗+ →R+, dj :R∗+ →R∗+, j = 1,2, . . . , n, are
continuous bounded functions.
(c2) The algebraic equation g(t, z) = 0 has only real roots zj (t), j = 1,2,3, or only two complex roots z2,3 =
α1(t) ± iβ1(t) and real root z3(t).
Let M = max{sup Re zj (t): j = 1,2,3} > M0. Using Propositions 3 and 4, we can estimate the blow-up time of
solution of the problem
z′ = a3z3 + a2(t)z2 + a1(t)z + a0(t), z(0) =
∫
Ω
ωT u0(x)φ(x)dx. (17)
Theorem 8. Under assumptions (c1) and (c2), if ωT u0(x) > M, then problem (15) has the blow-up solution with a
blow-up time t+  te, where te is the blow-up time of the solution of problem (17).
Proof. Let u = u(x, t) be a solution of problem (15) and let ωT u0(x)M. By the maximum principle [8], u > M in
Ω × (0, t0], t0 > 0. Let
y =
∫
Ω
ωT u(x, t)φ(x)dx. (18)
Using (16) and (18) and integrating by parts yield
y′ − ωT D(t)
∫
Ω
uφ dx =
∫
Ω
ωT f (t, u)φ dx.
Since φ is a eigenfunction of μ, we get∫
Ω
uφ dx = −μ
∫
Ω
uφ dx.
Thus
y′ 
∫
Ω
ωT
(
f (t, u) − μD(t)u)φ(x)dx.
By taking into account (c1), we have
y′  a3
∫
Ω
v3φ dx + a2(t)
∫
Ω
v2φ dx + a1(t)v + a0(t).
Observe that y can be represented in the form
y =
∫
Ω
(
vφ
1
k
)
φ
k−1
k dx, k = 2,3.
An application of the Hölder inequality gives
y 
( ∫ (
vφ
1
k
)k dx
) 1
k
( ∫
φ dx
) k−1
k
.Ω Ω
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Ω
vkφ dx  yk, k = 2,3.
We see that
y′  a3y3 + a2(t)y2 + a1(t)y + a0(t), y(0) =
∫
Ω
ωT u0(x)φ(x)dx. (19)
Let te be the blow-up time of the solution z(t) of problem (17). From (17) and (19), it follows that the solution y(t)
of problem (19) has a blow-up time θ  te. Otherwise speaking, there exists a positive constant θ such that
lim
t→θ
∣∣y(t)∣∣= +∞, θ  te. (20)
On the other hand, we have
∣∣y(t)∣∣
∫
Ω
∣∣v(x, t)∣∣φ(x)dx  ‖ω‖max
Ω
∥∥u(x, t)∥∥.
From this and (20) it follows that the solution of problem (15) has a blow-up time t+  te. This completes the
proof. 
In the following we will make the assumptions:
(d1) For some column vector ω ∈Rn, there exist constants μ > 0 and M0 such that σ(t, u) μ(ωT u)(uT u), when-
ever ωT uM0.
(d2) There exists a nonnegative continuous and bounded function λ(t) such that uT A(t)u λ(t)uT u.
(d3) The linear system 2A(t)h = b − μD(t)ω has at least one continuous and bounded solution h = h(t).
Theorem 9. If assumptions (d1)–(d3) hold, then assumption (c1) is satisfied with
a3 = μ
ωT ω
, a2 = λ
ωT ω
, a1 = 2λ
ωT ω
ωT h, a0 = λ(t)
ωT ω
(
ωT h
)2 − hT A(t)h + c(t), (21)
where λ = λ(t) and h = h(t). Consequently, under assumptions (d1)–(d3), and (c2), if
∫
Ω
ωT u0(x)φ(x)dx > M,
then the assertion of Theorem 8 is valid.
Proof. The proof of Theorem 9 is similar to that of Theorem 6. Using (d1), we find σ(t, u) μ(ωT ω)−1(ωT u)3. It
also follows from (d2) and (d3) that
ωT A(t)u + (bT (t) − μωT D(t))u + c(t) λ
ωT ω
(
ωT u
)2 + 2λ
ωT ω
(
ωT h
)
ωT u + λ
ωT ω
(
ωT h
)2 − hT Ah + c.
We see that condition (c1), where coefficients are given by (21), is satisfied. Hence, the assertion of Theorem 8 remains
valid. This completes the proof. 
In case when matrix A−1(t) is a continuous bounded function, we have the following corollary.
Corollary 10. Let assumptions (d1), (d2), and (c2) be satisfied. Suppose also that λL ≡ infλ(t) > 0, and∫
Ω
ωT u0(x)φ(x)dx > M. If we replace in (21) the functions λ(t) and h(t) by λL and 12A−1(t)[b(t) − μD(t)ω],
respectively, then assumption (d3) is also satisfied. Thus the assertion of Theorem 8 is valid.
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