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 Optimal network configuration is one of the effective approaches for power 
loss reduction of the distribution network. This paper shows a network 
reconfiguration method using improved backtracking search algorithm 
(IBSA). Wherein, IBSA is improved in the process of generating randomly the 
initialization population. The network reconfiguration method based on IBSA 
is used to find the optimal network configuration for the 33-node and 69-node 
systems. The results are compared to the original backtracking search 
algorithm (BSA), particle swarm optimization (PSO), firefly algorithm (FA) 
and previous approaches. From the compared results, IBSA can determine the 
optimal network configuration with higher success rate than BSA, PSO, FA 
and lower power loss than other previous approaches. As a result, IBSA is an 
effective approach for finding the optimal network configuration. 
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1. INTRODUCTION  
Network reconfiguration is one of the effective techniques for power loss reduction in the distribution 
system due to without requiring cost. This technique is implemented by changing the status of switches existing 
in the distribution system. However, network reconfiguration is a nonlinear and discrete problem that needs to 
have effective solving methods. For finding optimal network configuration, there are a lot of solving methods 
consisting of methods based on mathematical approaches [1-4] methods based on experience of operating the 
power system [5-7] and methods developed from metaheuristic algorithms [8-16]. By using the methods based 
on mathematical approaches, description of network reconfiguration problem and solving process are 
complicated because the network reconfiguration problem has to be linearized. While using the methods based 
on experience of operating the power system, the description of network reconfiguration problem and solving 
technique seem easier to understand but the gained solution is not guaranteed to be a global optimal solution. 
When using methods based on metaheuristic algorithms for the network reconfiguration problem, these 
methods have many advantages compared to the mathematical and experience approaches. An illustration for 
advantages of the method based on metaheuristic algorithms can be shown that the problem formulation is 
simpler than that of the mathematical approaches meanwhile the obtained solution is better than that of the 
experience approaches. Moreover, there are many new algorithms promising to bring high efficiency to the 
network reconfiguration problem. The issue of using these methods for the network reconfiguration problem 
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is to find suitable algorithms or improve existing algorithms to increase their efficiency for the network 
reconfiguration problem. In addition, the main trend is application of the new algorithms or improvement of 
the searching process of the original algorithms. Very few studies have sought to improve the initialization 
process to create good initial populations for algorithms such as [10, 14, 17]. Thus, improving the initialization 
process for the algorithms when solving the network reconfiguration problems is also a solution that needs to 
be considered to improve the efficiency of metaheuristic algorithms for finding the optimal network 
configuration. 
Backtracking search algorithm (BSA) is developed based on the idea of natural evolutions consisting 
of selection, mutation and crossover [18]. In [18], efficiency of BSA compared to other algorithms has been 
demonstrated over 75 benchmark functions. In [19], the authors have indicated the advantages of BSA 
compared to other algorithms such as generation of efficiently trial populations, balance between exploration 
and exploitation, the efficient crossover operator and the simply implement. Moreover in [19, 20], BSA has 
demonstrated the higher performance than particle swarm optimization, differential evolution algorithm, firefly 
algorithm and artificial bee colony for 16 benchmark problems. In addition, BSA has also shown its 
performance for some problems in power system field such as distributed generation placement [21], economic 
load dispatch [22, 23] and network reconfiguration [24].  
In this study, improved BSA (IBSA) is proposed for searching the optimal network configuration of 
the distribution network to reduce power loss. Wherein, in order to apply IBSA for the network configuration 
problem, a starting solution is first determined by a heuristic rule in power system. Then, the starting solution 
is assigned to the initialization population of IBSA. The effectiveness of IBSA for the network configuration 
problem is compared with BSA, PSO, FA and other techniques in the literature on two distribution networks 
consisting of the 33-node and 69-node systems. Based on the performance of IBSA for two test systems, the 
main highlights of this work are follows: 
− IBSA is first proposed for the network configuration problem to minimize power loss. 
− The starting network configuration is proposed for IBSA to enhance the efficiency of IBSA for the network 
configuration problem.  
− IBSA outperforms BSA, PSO and FA in terms of success rate and obtained solution quality for finding 
optimal network configuration. 
− IBSA can find the better network configuration compared to some previous methods. 
 
 
2. PROBLEM FORMULATION 
The objective function of the network reconfiguration problem in this study is to minimize power loss 
of the distribution network. It is calculated as follows: 
 
min obj = ∑ ∆P𝑖
𝑛𝑏𝑟
𝑖=1         (1) 
 
where ∆P𝑖 is power loss of the ith branch. 𝑛𝑏𝑟 is number of branches of distribution network. Installing DG in 
the distribution system should be maintained the following constraints: 
− Radial topology: this constraint is satisfied by the below equation [25]: 
 
|𝑑𝑒𝑡⁡(𝑀𝑇)| = 1         (2) 
 
where, 𝑑𝑒𝑡⁡(𝑀𝑇) is determinant of matrix 𝑀𝑇. 𝑀𝑇 is a matrix that simulates the connection of a network 
configuration. 
− Voltage and current limits: 
 
{
𝑉𝑝𝑒𝑟,𝑙𝑜 ≤ 𝑉𝑖 ≤ 𝑉𝑝𝑒𝑟,𝑢𝑝⁡; ⁡𝑖⁡ = ⁡1 ÷⁡𝑛𝑏𝑢⁡⁡⁡⁡⁡⁡⁡
𝐼𝑖 ≤ 𝐼𝑟𝑎𝑡𝑒,𝑖 ⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡; 𝑖⁡ = ⁡1 ÷⁡𝑛𝑏𝑟⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
      (3) 
 
where 𝑉𝑝𝑒𝑟,𝑙𝑜 and 𝑉𝑝𝑒𝑟,𝑢𝑝 are the lower and upper permitted ranges voltage. 𝑉𝑖 is the voltage amplitude of the 
ith node. 𝐼𝑖  and 𝐼𝑟𝑎𝑡𝑒,𝑖 are current and rated current of the ith branch. 𝑛𝑏𝑢 is number of buses of the distribution 
network. The adaptive function (𝑓) of the network reconfiguration problem is determined based on the 
objective function and inequality constraints as follows: 
 
𝑓 = obj + 𝑃. [𝑚𝑎𝑥(𝑉𝑝𝑒𝑟,𝑙𝑜 − 𝑉𝑚𝑖𝑛 , 0) + 𝑚𝑎𝑥(max⁡(𝐼𝑖/𝐼𝑟𝑎𝑡𝑒,𝑖) − ⁡1,0)]   (4) 
 
where 𝑃 is a penalty coefficient. 
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3. IMPROVED BACKTRACKING SEARCH ALGORITHM FOR ELECTRIC DISTRIBUTION 
NETWORK RECONFIGURATION 
There are many factors that affect the outcome of an optimal algorithm such as search mechanisms, 
control parameters, initial initialized populations. In this study, the initial initialization population of BSA is 
improved to enhance efficiency of BSA.  
Step 1: Generate randomly the population of solutions. 
 
𝑠𝑖,𝑗 = 𝑠𝑚𝑖𝑛,𝑖𝑗 + 𝑟𝑎𝑛𝑑(0,1). (𝑠𝑚𝑎𝑥,𝑖𝑗 − 𝑠𝑚𝑖𝑛,𝑖𝑗); 𝑖 = 1,… , 𝑛𝑠; 𝑗 = 1,… , 𝑛𝑣  (5) 
 
Where, 𝑠𝑖,𝑗 is the jth variable of the ith solution. 𝑠𝑚𝑎𝑥,𝑖𝑗 and 𝑠𝑚𝑖𝑛,𝑖𝑗  are upper and lower limits of the jth variable 
of the ith solution. 𝑛𝑠 and 𝑛𝑣 are population size and dimension of the optimization problem. Each solution 
created is adjusted for mapping with the network reconfiguration as follows: 
 
𝑠𝑖 = 𝑟𝑜𝑢𝑛𝑑[𝑠𝑖]         (6) 
 
Step 2: Find the starting solution (𝑠𝑡). 
From the population created randomly as (5), a good solution to the network reconfiguration problem 
is assigned to the population to improve the quality of the original population. This solution is determined by 
the heuristic rule of the power system that opening the branch with the smallest current in a closed-loop 
network, the closed-loop network will become a radial network that has the smallest power loss [10]. To 
determine the starting solution, the first open switch of the original network configuration is closed and the 
load flow problem is run for the system with a loop. Then, the switch that exits the smallest current in the loop 
is opened to substitute for the first open switch. This process is carried out until the final open switch of the 
original network configuration is replaced by a new switch.  
Then 𝑠𝑡 solution is substituted for a random solution of the initial population as follows: 
 
𝑠𝑟1 = 𝑠𝑡          (7) 
 
where, 𝑠𝑟1 is a random solution selected from the initial population. From the population created, the adaptive 
function of each solution is validated by (4) and the best so-far solution (𝑠𝑔𝑏𝑒𝑠𝑡) with the best adaptive function 
value (𝑓𝑔𝑏𝑒𝑠𝑡) is determined. Furthermore, BSA is also used another population called historical population to 
serve for generating new solutions. Thus, each solution of the historical population (ℎ𝑠𝑖) is generated at the 
beginning by using (5) and (6). 
Step 3: Redefine the historical population. 
The each solution in the historical population is redefined as follows: 
 
ℎ𝑠𝑖 = {
𝑠𝑖 ⁡⁡⁡⁡; ⁡𝑖𝑓⁡𝑟2 < 𝑟3
ℎ𝑠𝑖 ⁡; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
; 𝑖 = 1,… , ⁡𝑛𝑠      (8) 
 
where, 𝑟2 and 𝑟3 are two random numbers in [0, 1]. The solutions in the historical population is permuted as 
follows: 
 
ℎ𝑠𝑖 = ℎ𝑠𝑟4(𝑖)⁡; ⁡𝑖 = 1, … , ⁡𝑛𝑠       (9) 
 
where 𝑟4 is a vector containing a random permutation of 1: ⁡𝑛𝑠. 
Step 4: Generate new population. 
Firstly, temporary new solutions called (𝑡𝑠) are generated as follows: 
 
𝑡𝑠𝑖 = 𝑠𝑖 + 𝜇. 𝑟5. (ℎ𝑠𝑖 − 𝑠𝑖)⁡; ⁡𝑖 = 1, … , ⁡𝑛𝑠      (10) 
 
where, 𝑟4 is a random number in [0,1]. 𝜇 is a scale coefficient that is set to 3 [18]. Secondly, the new population 
(𝑛𝑒𝑤_𝑠) are generated as follows: 
 
𝑛𝑒𝑤_𝑠𝑖,𝑗 = {
𝑠𝑖,𝑗 ⁡; ⁡⁡𝑖𝑓⁡𝑚𝑖,𝑗 = 1⁡
𝑡𝑠𝑖,𝑗⁡; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
; ⁡𝑖 = 1,… , ⁡𝑛𝑠; ⁡𝑗 = 1,… , ⁡𝑛𝑣    (11) 
 
wherein, 𝑚 is the ⁡𝑛𝑠.⁡𝑛𝑣 binary matrix. All of elements of 𝑚 is first set to 0. Then some of elements are 
adjusted to 1 as follows: 
 
{
𝑚𝑖,𝑢(1:𝛼.𝑟6.⁡𝑛𝑣) = 1; ⁡𝑖𝑓⁡𝑟7 < 𝑟8
𝑚𝑖,𝑟𝑎𝑛𝑑𝑖(⁡𝑛𝑣) = 1; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
; ⁡𝑖 = 1,… , ⁡𝑛𝑠⁡     (12) 
               ISSN: 1693-6930 
TELKOMNIKA Telecommun Comput El Control, Vol. 19, No. 1, February 2021:  301 - 309 
304
where,⁡𝑢(1:𝛼.𝑟6.⁡𝑛𝑣) is a vector containing a random permutation of 1: 𝛼. 𝑟6. ⁡𝑛𝑣. 𝛼 is a mix-rate coefficient. 𝑟6, 
𝑟7 and 𝑟8  are random numbers in [0,1]. 𝑟𝑎𝑛𝑑𝑖(⁡𝑛𝑣) is a integer random number in [1, 𝑛𝑣]. Each new solution 
in the population is checked and corrected its limit as follows: 
 
𝑛𝑒𝑤_𝑠𝑖,𝑗 = {
𝑠𝑚𝑖𝑛,𝑖𝑗 ⁡; 𝑖𝑓⁡𝑛𝑒𝑤_𝑠𝑖,𝑗 <⁡𝑠𝑚𝑖𝑛,𝑖𝑗 ⁡⁡⁡⁡
𝑠𝑚𝑎𝑥,𝑖𝑗 ⁡; ⁡𝑖𝑓⁡𝑛𝑒𝑤_𝑠𝑖,𝑗 >⁡𝑠𝑚𝑎𝑥,𝑖𝑗 ⁡
𝑛𝑒𝑤_𝑠𝑖,𝑗 ⁡; 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
; ⁡𝑖 = 1, … , ⁡𝑛𝑠; ⁡𝑗 = 1,… , ⁡𝑛𝑣  (13) 
 
Step 5: update the population for next generation. 
The new population is rounded to integer value by using (6) and validated the adaptive function  
by (4) and the population is updated for the next generation based on the selection technique as follows: 
 
𝑠𝑖 = {
𝑛𝑒𝑤_𝑠𝑖 ⁡; ⁡⁡𝑖𝑓⁡𝑓(𝑛𝑒𝑤_𝑠𝑖) < 𝑓(𝑠𝑖)⁡
𝑠𝑖 ⁡; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
; ⁡𝑖 = 1, … , ⁡𝑛𝑠    (14) 
 
𝑓𝑖 = {
𝑓(𝑛𝑒𝑤_𝑠𝑖)⁡; ⁡⁡𝑖𝑓⁡𝑓(𝑛𝑒𝑤_𝑠𝑖) < 𝑓(𝑠𝑖)⁡
𝑓(𝑠𝑖)⁡; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
; ⁡𝑖 = 1, … , ⁡𝑛𝑠    (15) 
 
Step 6: update the best so-far solution. 
Based on the adaptive function value of the population, the best solution (𝑠𝑏𝑒𝑠𝑡) with the best adaptive 
function value (𝑓𝑏𝑒𝑠𝑡) is determined. Then the best so-far solution is updated as bellow:  
 
𝑓𝑔𝑏𝑒𝑠𝑡 = {
𝑓𝑏𝑒𝑠𝑡 ⁡; ⁡⁡𝑖𝑓⁡𝑓𝑏𝑒𝑠𝑡 < 𝑓𝑔𝑏𝑒𝑠𝑡 ⁡
𝑓𝑔𝑏𝑒𝑠𝑡 ⁡; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
       (16) 
 
𝑠𝑔𝑏𝑒𝑠𝑡 = {
𝑠𝑏𝑒𝑠𝑡 ⁡; ⁡⁡𝑖𝑓⁡min⁡(𝑓𝑖) < 𝑓𝑔𝑏𝑒𝑠𝑡 ⁡
𝑠𝑔𝑏𝑒𝑠𝑡 ⁡; ⁡𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡
      (17) 
 
Step 7: stop searching process. 
The steps 3 to 6 will be performed until the maximum generation (𝐺𝑒𝑛𝑚𝑎𝑥) reaches. Then the best so 
far solution is considered as the optimal solution of the problem. The pseudo-code of IBSA for solving the 
network reconfiguration problem is shown in Figure 1. 
 
 
// Step 1: Generate randomly the population of solutions 
Generate randomly the current population by using (5) 
Modify the generated population by using (6) 
// Step 2: Find the starting solution 
For i = 1 to number of the original open switches of the distribution system do 
Close the ith original open switch to form a loop for the distribution system 
Run power load flow 
Open the switch in the loop with the smallest current 
Save the open switch as the variable ith for the starting solution 
End for 
Assign the starting solution to the current population by using (7) 
Validate the adaptive function of each solution is validated by (4) 
Determine the best so-far solution (𝑠𝑔𝑏𝑒𝑠𝑡) with the best adaptive function value (𝑓𝑔𝑏𝑒𝑠𝑡) 
Generate the historical population by using (5) and (6) 
Set the current generation equal to zero 
While the current generation < 𝐺𝑒𝑛𝑚𝑎𝑥 do 
// Step 3: Redefine the historical population  
Redefine the historical population by using (8) 
Permute the historical population by using (9) 
// Step 4: Generate new population 
Generate new population by using (11) 
Check and correct the bound of new population by using (13) 
// Step 5: update the population for next generation 
Modify the generated population by using (6) 
Validate the adaptive function of each solution is validated by (4) 
Update the current population by using (14) and (15) 
// Step 6: update the best so-far solution 
Update the best so-far solution by using (16) and (17) 
Increase the current generation 
End while 
 
Figure 1. The pseudo-code of IBSA for solving the network reconfiguration problem 
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4. RESULTS AND DISCUSSION 
In order to evaluate the effectiveness of IBSA for the network reconfiguration problem, two test 
systems are used to reconfigure including the 33-node and 69-node systems as shown in Figure 2. The data of 
two test systems are referenced from [26, 27], respectively. The rated current of branches for two test systems 
is set to 250 A and 150 A, respectively. The network reconfiguration program is developed on the Matlab 
software and executed on a personal computer with 4GB of RAM and CPU core-i5 2.4GH. The power flow 
based on the Newton-Raphson method is used for calculating power loss, voltage and current profiles of the 
systems [28]. For the control parameters of IBSA, population size 𝑛𝑠, dimension 𝑛𝑣 and number of maximum 
generations 𝐺𝑒𝑛𝑚𝑎𝑥 are chosen to 20, 5 and 150, respectively. The mix-rate coefficient 𝛼 in (12) is chosen by 
0.7 [24]. Moreover, in order to demonstrate effectiveness of improvement of IBSA, the original BSA, PSO and 
FA have been also implemented for the network reconfiguration problem to compare with IBSA.  
The parameters of BSA for two test systems are chosen identical to those of IBSA meanwhile for PSO, the 𝐶1, 
𝐶2, 𝑛𝑠 and 𝐺𝑒𝑛𝑚𝑎𝑥 are chosen to 2, 2, 20 and 150, respectively. For FA, the 𝛼 and 𝛽 coefficients are set  
to 1 [29, 30]. The maximum number of evaluation the adaptive function (MNE) is used as the stop condition 
instead of the number of maximum generations because in each generation, there are 𝑛𝑠 × 𝑛𝑠 new individuals 
created  and evaluated the adaptive function that is different from the IBSA, BSA and PSO algorithms (only 
𝑛𝑠 new individuals are created in each generation). The MNE value of FA is set to 3,000 similar to IBSA, BSA 
and PSO which is determined by 𝑛𝑠 × 𝐺𝑒𝑛𝑚𝑎𝑥 . Due to this character, the convergence curves of FA will not 
be used to compare with the remaining algorithms. 
The starting solution of two test systems is determined by IBSA shown in Table 1. Compared to the 
initial configuration, power loss caused by the starting configuration is much lower than that of the initial 
configuration. Wherein, for the 33-node system, power loss of the starting configuration is 63.1363 kW lower 
than that of the initial configuration meanwhile power loss of the starting configuration of the 69-node system 
is 116.4269 kW lower than that of the initial configuration. Obviously, assigning of these configurations to the 
initialization population will help IBSA to increase the chances of finding the optimal configuration compared 
with the process of generating randomly population of BSA. 
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Figure 2. 33-node and 69-node distribution systems; (a) the 33-nodes test system and  
(b) the 69 nodes test sytem 
 
 
Table 1. Starting solution for two test systems 
System 33-node system 69-node system 
Configuration Initial configuration Starting configuration Initial configuration Starting configuration 
Open switch 33, 34, 35, 36, 37 7, 14, 9, 32, 37 69, 70, 71, 72, 73 10, 17, 12, 58, 61 
∑∆𝑃 (kW) 202.6863 139.5543 224.8871 108.4602 
𝑉𝑚𝑖𝑛 (p.u.) 0.9131 0.9378 0.9092 0.9495 
𝐼𝑚𝑎𝑥 (A) 210.3656 207.1295 124.1330 121.7679 
 
 
The optimal solutions obtained of IBSA and BSA for two test systems and the indexes obtained in 50 
independent runs consisting of maximum (𝑓𝑚𝑎𝑥), minimum (𝑓𝑚𝑖𝑛), mean (𝑓𝑚𝑒𝑎𝑛) values and standard deviation 
(STD) of the adaptive function and maximum (𝐶𝐺𝑚𝑎𝑥), minimum (𝐶𝐺𝑚𝑖𝑛), mean (𝐶𝐺𝑚𝑒𝑎𝑛) number of convergence 
generations are shown in Table 2. From the table, although both of IBSA and BSA have determined the optimal 
configuration, it is clear that IBSA has determined the optimal configuration with a higher success rate than 
BSA. The success rate of IBSA for the 33-node and 69-node system is 90 % and 92 %, respectively meanwhile 
it is only 64% and 74 % for BSA. For PSO and FA, the success rate for two systems is only 10 % and 16 % 
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for PSO and 2% and 2% for FA that is much lower than that of IBSA. The 𝑓𝑚𝑒𝑎𝑛 value of IBSA is also lower 
than that of BSA. Specially, the 𝐶𝐺𝑚𝑒𝑎𝑛 value of IBSA is lower than that of BSA. The lower 𝐶𝐺𝑚𝑒𝑎𝑛 value of 
IBSA shows that using starting configuration, IBSA has determined the optimal configuration faster than BSA. 
Table 2 also shows that improvement of IBSA does not increase significantly the calculation time of IBSA. 
The convergence curves and the optimal adaptive function values in each run of IBSA and BSA for the  
33-node and 69-node systems are shown in Figure 3 and Figure 4, respectively. From Figures 3 (a) and 4 (a), 
IBSA has converged to the lower values with shorter generations than BSA for both of the systems.  From  
Figures 3 (b) and 4 (b), the optimal adaptive function value in each run of IBSA is usually lower than that of 
BSA. Also, from the figures, IBSA outperforms PSO and FA in term of the optimal adaptive function value in 
each run and the mean convergence curve of IBSA is much lower than that of PSO. This confirms the 
superiority of IBSA compared to PSO and FA. 
 
 
Table 2. The effectiveness of  IBSA compared to BSA, PSO and FA for two test systems 
Term The 33-nodes system The 69-nodes system 
Method IBSA BSA PSO FA IBSA BSA PSO FA 
Optimal solution 7, 9, 14, 
28, 32 
7, 9, 14, 
28, 32 
7, 9, 14, 
28, 32 
7, 9, 13, 
28, 32 
14, 57, 61, 
69, 70 
14, 57, 61, 
69, 70 
14, 57, 61, 
69, 70 
10, 12, 
57, 61, 70 
Success rate 90% 64% 10% 2% 92% 74% 16% 2% 
𝑓𝑚𝑎𝑥 151.7381 154.6217 202.6863 202.6863 99.3091 99.2094 146.3933 224.8871 
𝑓𝑚𝑖𝑛 148.7392 148.7392 148.7392 153.1073 99.1169 99.1169 99.1169 104.9158 
𝑓𝑚𝑒𝑎𝑛 148.8759 150.062 162.6213 184.067 99.1208 99.1225 122.3322 136.2245 
STD 0.5027 2.0632 9.1471 12.9972 0.0211 0.0221 18.1440 22.4502 
𝐶𝐺𝑚𝑎𝑥 149 149 116 - 148 149 105 - 
𝐶𝐺𝑚𝑖𝑛 1 36 1 - 19 45 5 - 
𝐶𝐺𝑚𝑒𝑎𝑛 77.2 106.32 38.58 - 110.8 111.14 38.44 - 
Run times (second) 6.3634 6.1734 8.7469 8.4475 22.8038 22.8031 27.5072 26.1687 
 
 
  
(a) (b) 
 
Figure 3. Convergence curves and optimal value over 50 runs for the 33-node distribution system;  
(a) convergence curves and (b) optimal adaptive value 
 
 
  
(a) (b) 
 
Figure 4. Convergence curves and optimal value over 50 runs for the 69-node distribution system;  
(a) convergence curves and (b) optimal adaptive value 
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The optimal network configuration of the 33-node system after performing IBSA is shown in  
Table 3. From the table, the optimal open switches are {7, 9, 14, 28, 32} that causes power loss of  
139.9823 kW. Power loss caused by the optimal configuration is 62.704 kW lower than that of the initial 
configuration. The minimum voltage amplitude of the system has been improved from 0.9131 p.u to  
0.9412 p.u. The maximum current of the system has been also decreased 3.155A from 210.3656 A to  
207.2106 A. The result of IBSA is identical to that of PSO, CGA [10] and better than that of FA. Compared 
with HTELA [13], GWO-PSO [12], SSA [15] and SFS [11] power loss reduction of IBSA is 0.21% lower but 
the minimum voltage amplitude is 0.0034 higher than that of the aforementioned methods. The current of 
branches of the system before and after reconfiguration is shown in Figure 5 (a). From the figure, the current 
of heavier branches has been transferred to lighter branches. The voltage amplitude of nodes has been improved 
after reconfiguration as shown in Figure 5 (b). 
 
 
Table 3. Optimal network configuration for the 33-node system 
Method Open switch ∑∆𝑃 (kW) Power loss reduction (%) 𝑉𝑚𝑖𝑛 (p.u.) 𝐼𝑚𝑎𝑥 (A) 
Initial 33, 34, 35, 36, 37 202.6863 - 0.9131 210.3656 
IBSA 7, 9, 14, 28, 32 139.9823 30.94% 0.9412 207.2106 
BSA 7, 9, 14, 28, 32 139.9823 30.94% 0.9412 207.2106 
PSO 7, 9, 14, 28, 32 139.9823 30.94% 0.9412 207.2106 
FA 7, 9, 13, 28, 32 143.5234 29.19% 0.9404 207.4225 
CGA [10] 7, 9, 14, 28, 32 139.9823 30.94% 0.9412  
HTELA [13] 7, 9, 14, 32, 37 139.55 31.15% 0.9378  
GWO-PSO [12] 7, 9, 14, 32, 37 139.55 31.15% 0.9378  
SSA [15] 7, 9, 14, 32, 37 139.55 31.15% 0.9378  
SFS [11] 7, 9, 14, 32, 37 139.55 31.15% 0.9378  
 
 
  
(a) (b) 
 
Figure 5. Current and voltage of the 33-node distribution system; (a) branch current and (b) node voltage 
 
 
The optimal network configuration of the 69-node system is shown in Table 4. The optimal 
configuration of {14, 57, 61, 69, 70} causes power loss of 98.5875 kW. Power loss of the optimal configuration 
is 126.2996 kW lower than that of the initial configuration. The minimum voltage amplitude of the system has 
been improved from 0.9092 p.u to 0.9495 p.u. The maximum current of the system has been also decreased 
2.762A from 124.1330 A to 121.3710 A. The result of IBSA is identical to that of PSO and CGA [10]. 
Compared to FA, HTELA [13], SFS [11] and SSA [15], power loss reduction of IBSA is respectively 2.58%, 
0.49%, 0.01% and 0.02% higher and the minimum voltage amplitude of IBSA is 0.0067 and 0.0003 higher 
than that of the HTELA [13] and SSA [15] methods. The current of branches of the system before and after 
reconfiguration is shown in Figure 6 (a). Similar to the 33-node system, the current of heavier branches has 
been transferred to lighter branches. The voltage amplitude of nodes compared to that of the initial 
configuration in Figure 6 (b) shows that most of voltage amplitudes has been improved after reconfiguration 
by IBSA. 
 
 
Table 4. Optimal network configuration for the 69-node system 
Method Open switch ∑∆𝑃 (kW Power loss reduction (%) 𝑉𝑚𝑖𝑛 (p.u.) 𝐼𝑚𝑎𝑥 (A) 
Initial 69, 70, 71, 72, 73 224.8871 - 0.9092 124.1330 
IBSA 14, 57, 61, 69, 70 98.5875 56.16% 0.9495 121.3710 
BSA 14, 57, 61, 69, 70 98.5875 56.16% 0.9495 121.3710 
PSO 14, 57, 61, 69, 70 98.5875 56.16% 0.9495 121.3710 
FA 10, 12, 57, 61, 70 104.3969 53.58% 0.9495 121.6465 
CGA [10] 14, 57, 61, 69, 70 98.5875 56.16% 0.9495  
HTELA [13] 13, 55, 61, 69, 70 99.69 55.67% 0.9428  
SFS [11] 14, 55, 61, 69, 70 98.62 56.15% 0.9495  
SSA [15] 69, 14, 71, 61, 58 98.63 56.14% 0.9492  
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(a) 
 
 
(b) 
 
Figure 6. Current and voltage of the 69-node distribution system; (a) branch current and (b) node voltage 
 
 
5. CONCLUSION 
In this paper, the optimal method of electric distribution network configuration for power loss 
reduction using IBSA is presented. Compared with BSA, the initialization population of IBSA is modified by 
assigning a good solution that found by the heuristic rule in the power system. The efficiency of IBSA on the 
33-node and 69-node systems shows that IBSA outperforms BSA in terms of successful rate and obtained 
solution quality. About the success rate, IBSA can find the optimal configuration with success rate of 90% and 
92% for the 33-node and 69-node systems meanwhile this index of BSA for two test systems is only 64% and 
74%, respectively. The comparisons of IBSA with PSO, FA and other methods in the literature also show that 
IBSA is better than some previous methods. Therefore, IBSA is one of effective methods for determining the 
optimal network configuration. For future work, IBSA can be applied for solving the network reconfiguration 
problem with varying loads to reduce energy loss or solving the network reconfiguration problem considering 
the distributed generations to reduce power loss or energy loss. 
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