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Abstract
This thesis presents measurements of low-energy positron scattering from Argon
and C60. Absolute elastic differential cross sections are presented for positron
scattering from Argon in the energy range 2 to 50 eV, as well as absolute total
elastic and inelastic cross sections up to 20 eV. These results are compared with
theoretical calculations using the convergent close-coupling (CCC) and relativistic
optical potential (ROP) methods and it was found that generally the measure-
ments were in closer agreement with the CCC method than the ROP method
across the energy range, although the ROP method was an excellent description
of the total inelastic cross section in this energy range.
Argon was also the focus of the first results from the newly developed positron
reaction microscope. Experimental techniques were developed to produce mea-
surements of the kinematics of positron-induced single ionisation of Argon. Single
ionisation events were detected in coincidence and their momenta reconstructed
using data analysis methods detailed in this thesis. Although further work is
required to provide total differential cross sections, the initial data presented in
this thesis is in alignment with expectations based upon available theory and
experiment and provides a promising starting point for future studies using the
positron reaction microscope.
Finally, a search was conducted for resonant features in the total scattering
and Positronium formation cross sections of C60. Motivated by the predictions of
Gianturco and Lucchese (1999), which indicated experimentally-accessible reso-
nances, the present data does not show any features. However, the current results
in this thesis represent the first preliminary measurements of the total scattering
and Positronium formation cross sections for C60 and follow the expected trend
for positron-molecule scattering. Additional data to be collected in the future,
would allow for confirmation of the presence, or lack thereof, of resonant features
with a higher statistical confidence.
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Chapter 1
Introduction
The existence of the positron was first proposed by Paul Dirac in a series of papers
between 1928 and 1931, whilst developing a quantum theory of the electron. His
equations resulted in two possible solutions: a positive energy solution which was
easily attributed to the electron, and a negative energy solution which he pro-
posed could indicate a particle with a positive charge (Dirac, 1928). Later, despite
its mass being significantly higher than the electron, he suggested this particle
was the proton, but corrected himself in 1931, postulating the existence of an
unobserved particle, the anti-electron, or as it is referred to today, the positron
(Dirac, 1931). His new particle was quickly confirmed experimentally by Carl
Anderson through cosmic radiation studies in a cloud chamber (Anderson, 1933).
Particle tracks with the same mass-to-charge ratio as the electron were captured,
but they moved in the opposite direction, indicating a positively charged particle
(see figure 1.0.1). This was the first experimental evidence of antimatter, however
not the first time positrons had been observed. Although they had been unable
to explain their results, working independently, both Dmitri Skobeltsyn, in Rus-
sia, and Chung-Yao Chao, at California Institute of Technology, had detected
them (Mehra and Rechenberg, 2001). In the same year that Anderson published
his work, the positron was captured in photographs by Blackett and Occhialini
(Blackett and Occhialini, 1933). Nobel prizes in physics were awarded to Dirac
in 1933 for the theoretical work and to Anderson in 1936 for the experimental
confirmation.
The positron, in accordance with the CPT theorem, is a fermion with the
same mass as the electron but with an equal and opposite charge (Charlton and
Humberston, 2000, p.4). In a vacuum, the positron is a stable particle with
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Figure 1.0.1: Image taken by Anderson (1933) showing the first known positron
track. The cloud chamber, which sits in a magnetic field of 15 kG, is split in two
by a 6 mm lead plate. The visible track shows a particle with the same mass-to-
charge ratio as an electron, but with a positive charge, passing from bottom to
top.
a lifetime ≥ 4.3 × 1023 years, the experimental limit on the electron’s lifetime
(Aharonov et al., 1995). However, when a positron and electron collide they
annihilate, converting their mass into energy.
Dirac’s quantum theory implies that for every matter particle there is an
antiparticle, many of which have been confirmed experimentally. One of the great
unsolved mysteries surrounding antimatter is its apparent rarity in the observable
Universe. During the Big Bang, matter and antimatter should have been created
in equal amounts. The matter-antimatter asymmetry observed in the Universe
implies that antimatter can be converted into matter, a mechanism known as
baryogenesis which is not yet fully understood (for a review see Dine and Kusenko
(2004)). In 2011, the first atoms of antihydrogen, where the proton is replaced
with an antiproton and the electron with a positron, were produced and stored
for more than 1000s at CERN (Andresen et al., 2011). According to the CPT
theorem, the spectra of hydrogen and antihydrogen should be identical. This idea
was tested for the first time in 2017 when laser-spectroscopic measurements of
the 1S-2S transition were made for magnetically trapped antihydrogen particles.
The frequency of the transition was found to be consistent with hydrogen atoms
3in the same environment (Ahmadi et al., 2017). These results suggest that the
behaviour of matter and antimatter are consistent with the CPT theorem.
Positrons have been exploited for various applications, for example, in medical
imaging through Positron Emission Tomography (PET) and in materials science.
In the latter case, there are a number of techniques that have been developed,
which make use of positron-electron annihilation. When a positron annihilates
with an electron the most likely outcome is two 511 keV gamma rays emitted
180◦ apart, with respect to the frame of reference of the positron-electron sys-
tem to conserve momentum (see section 2.2.2). However, in the laboratory frame
of reference, there can be a small deviation from 511 keV and 180◦ which can
typically be ascribed to the momentum of the electron as the positron is con-
sidered to reach thermal temperatures prior to annihilation. These deviations
were first observed by DeBenedetti et al. (1949), resulting in the development
of Positron Annihilation Spectroscopy (PAS) techniques. Angular Correlation of
Annihilation Radiation (ACAR) was an early technique that made use of these
angular deviations. It was first applied in studies on the Fermi surfaces of met-
als, initially by Lang and Hien (1958) for single crystal cadmium, and then by
Berko and Plaskett (1958) for single crystal aluminium and copper. However,
with some exceptions (Manuel et al., 1995), the advent of improved detector
technologies that allow measurement of gamma ray energies have made ACAR
less popular. Doppler Broadening Spectroscopy (DBS), which measures the en-
ergy spectrum of annihilation gamma rays, makes use of the slight Doppler shift
in the 511 keV energy and was first made experimentally accessible in work by
Lynn et al. (1977). There are also techniques which investigate the ratio be-
tween 3-γ and 2-γ annihilation (3-γ annihilation spectroscopy, see Petkov et al.
(2001)) and those that measure positronium time of flight (Ps-TOF, see Mondal
et al. (1999)). Age-Momentum Correlation (AMOC) combines DBS with mea-
surements of the positron lifetime in a material, whereas Positron Annihilation
Lifetime Spectroscopy (PALS) uses just the lifetime of a positron in a material
to investigate its structure. The variation in positron lifetimes within amorphous
materials was first observed by Bell and Graham (1953), followed by an appli-
cation of PALS techniques to lead and tin at superconducting temperatures by
Stump and Talley (1954).
However, whilst the techniques above make use of the fundamental interac-
tions between positrons, atoms and molecules, many of these interactions are still
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not fully understood. Comprehending these interactions is a topic which contin-
ues to test theoretical modelling and can be probed through scattering studies,
measuring cross sections which represent the probability of specific processes. A
more complete model of positron-matter interactions may result not only in a
deeper understanding of quantum mechanics, but also improvements in applica-
tions of positrons.
High-energy positrons are produced naturally in β+ radioactive decays and
through pair production from a photon with an energy of at least 1.022 MeV
i.e. twice the electron/positron rest energy. Atomic and molecular physics ex-
periments require low-energy (a few hundred eV) beams with well-defined energy
spreads, and radioactive sources, such as Sodium-22, are arguably the most conve-
nient option for this work. However, the positrons produced through radioactive
decay have a very large energy spread, of the order MeV, rendering them unusable
in their natural state.
A key development in the quest to develop more suitable positron beams was
the discovery that fast positrons could be converted to slow positrons through
moderation. Moderation was first observed by Cherry (1958) who found that
positrons with an energy of less than 10 eV were produced after transmission
through mica which had been coated in a thin conducting layer of chromium.
However, the efficiency of the moderator (the conversion rate of fast to slow
positrons) was low at around 10−8. Building on this initial work, the first con-
firmed positron beam was produced by Costello et al. (1972b). Positrons were
produced through pair production in an electron linear accelerator (LINAC) and
several different moderators (aluminium, mica, CsBr), each with a 150-200 Å
thick coating of gold, were trialled. These moderators produced slow positrons
with energies of a few eV, which they proposed was due to a ‘negative’ work func-
tion. The first low-energy positron scattering measurements followed soon after,
conducted by Canter et al. (1972), who used a gold surface coated in Magnesium
Oxide as a moderator. Although the moderator efficiency was only 3 × 10−5, it
lead to further intense work on positron moderation resulting in the solid neon
moderator with efficiencies around 10−2 (Mills and Gullikson, 1986), significantly
higher than the observations of Cherry (1958). Thus, high intensity positron
beams with well-defined energies were produced, opening up the field of experi-
mental low-energy positron scattering research.
5The first positron total scattering cross sections were measured in the sev-
enties (Canter et al., 1972; Costello et al., 1972a). These early measurements
tended to focus on the noble gases which are simpler targets for theory to model
and easy to use in experiments, making them obvious initial targets. Following
these early experiments, many more positron beamlines began to be built around
the world. In the 1970s, these beamlines often used time-of-flight measurements
to determine cross sections (for example, at University College London (Canter
et al., 1972)) and in the eighties, the first fully electrostatic beamline was de-
veloped at Brandeis University (Canter et al., 1987). Some of these experiments
were limited to the measurement of total scattering cross sections, but further
development also led to the first measurements of elastic differential cross sec-
tions by Coleman and McNutt (1979) at The University of Texas at Arlington,
USA and followed by Hyder et al. (1986) at Detroit University, USA. Ionisation
cross sections were first measured by Fromme et al. (1986) at Bielefeld University,
Germany. Studies of electronic excitation and positron-specific processes such as
positronium formation (a e+e− temporary bound state) and annihilation as a
function of energy followed. The introduction of the buffer gas trap (Murphy
and Surko, 1992) greatly improved positron count rates and is currently in use
on several experiments including those at the University of California, San Diego,
where the technique was developed, and at the Australian National University.
Buffer gas traps have also been used extensively in the antihydrogen experiments
at CERN (Andresen et al., 2011).
These technological developments mean that more recent measurements of
the scattering cross sections of simple targets such as hydrogen, with improved
energy resolutions and statistical accuracy, provide a more rigorous test of theory.
All of these experiments rely upon a gaseous target, limiting targets to those
which are gases at room temperature (or liquids with a high vapour pressure at
room temperature). However, the introduction of target ovens, where a solid
target is heated to provide a sufficient vapour pressure, has opened doors for
the study of biomolecules such as uracil (Surdutovich et al., 2008; Anderson
et al., 2014) and metals (e.g. sodium and potassium in Kwan et al. (1991)). In
the future, this could also include studying positron-atom (or positron-molecule)
bound states, the majority of which are predicted for targets which are solid at
room temperature (Mitroy et al., 2002).
6 Chapter 1. Introduction
Another step in improving our understanding of positron interactions with
matter is the measurement of kinematically complete triply differential cross sec-
tions (TDCS). This entails the measurement, in coincidence, of the vector mo-
menta of all particles after a collision and provides detailed information for the
stringent testing of theoretical models. The following historical discussion focuses
on electron impact ionisation of atoms, but it is worth noting that there has been
much additional work done using similar techniques, including photon and ion
projectiles and processes such as molecular fragmentation (for a full review see
Ullrich et al. (2003)).
In order to illustrate the difficulty of the theoretical modelling of electron
impact ionisation, it is interesting to note that it was only at the turn of this
century that Rescigno et al. (1999) and Kadyrov and Bray (2002) managed to fully
solve the most basic system (ionisation of atomic hydrogen). Many other systems
have been modelled incompletely over the years, including atoms and complex
molecules. It is therefore important that there is high quality experimental data
to test these models and this has been provided in recent years through the
development of the reaction microscope.
The study of electron impact ionisation in these kinematically complete stud-
ies has its roots in the early (e, 2e) experiments, first performed in the late sixties
(Ehrhardt et al., 1969). These experiments detected the scattered and emitted
electrons from a single ionisation event in coincidence and helped to illuminate
the dynamics of the three body Coulomb problem. However, they were signifi-
cantly limited due to the number of single-channel detectors they had and low
count rates, meaning they could not be extended to study double ionisation or
any more complicated interactions.
The current reaction microscopes, which grew out of Recoil Ion Momen-
tum Spectroscopy (RIMS) and Cold Target Recoil Ion Momentum Spectroscopy
(COLTRIMS), were developed by Moshammer et al. (1996). These experiments
are designed to have up to 4pi acceptance and a high momentum resolution. Cou-
pled with their ability to detect all final particles (for example, electrons and
recoil-ion for ionisation studies) in coincidence and their multi-hit detectors, this
makes them a powerful tool for atomic and molecular physics. The first measure-
ments of electron impact ionisation of helium using a reaction microscope were
performed by Dorn et al. (1999).
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is still in its infancy. These experiments combine the difficulties of producing a
high intensity, high resolution positron beam and the complications of the reaction
microscope coincidence measurements, resulting in only one active experiment
which is based at the Australian National University.
Present Goals
In the following thesis, two pieces of experimental apparatus are discussed: the
single scattering experiment and the positron reaction microscope. These appa-
ratus are applied to the study of positron scattering from argon and C60.
One of the goals of this thesis was to further develop the experimental basis for
elastic and inelastic scattering of positrons from noble gases, in this case argon.
Measurements of absolute elastic differential cross sections (DCS) provide more
stringent tests of theoretical calculations than total scattering cross sections and,
prior to this thesis, there were very few absolute experimental measurements of
argon DCS. The data presented in this thesis fills in some of these gaps.
Argon was also the first target gas used in the newly-developed positron re-
action microscope. A significant part of this thesis is concerned with the de-
velopment of operational and data analysis techniques to allow for the study of
positron-induced single ionisation of argon. Preliminary results are presented
here, providing encouragement for future data collection and improvement.
The third goal, inspired by predictions from Gianturco and Lucchese (1999),
was a search for resonances in the total scattering and positronium formation cross
sections of C60. Resonant features can appear in cross section measurements as
indicators of temporary positron binding to atoms or molecules. The results of
this investigation are presented in this thesis, including the first measurements of
positron-C60 total scattering and positronium formation cross sections.

Chapter 2
Background
In the following chapter, the scattering cross section is defined and possible out-
comes of positron collisions with atoms and molecules are outlined. The theoret-
ical background used to calculate cross sections is summarised and two specific
methods with particular relevance to this thesis, the relativistic optical potential
(ROP) and convergent close-coupling (CCC) methods, are discussed.
2.1 Scattering Cross Sections
In general, the outcomes of a scattering event between two particles, A and B,
can be separated into three types: elastic, inelastic and reaction collisions. If
there is no change in the internal structure of particles A and B after scattering,
the collision is elastic and can be represented as
A+B −→ A+B (2.1.1)
Inelastic collisions, on the other hand, are scattering events where A, B or
both, undergo a change in quantum state. For example, electronic excitation of
particle B by particle A is an inelastic collision. Reaction collisions, where either
or both particles form one or more new particles, are often included within the
inelastic collision category. For example, direct ionisation is a reaction collision
resulting in an ion and one or more ejected electrons. These collisions can be
generally written as
A+B −→ A∗ +B
A+B −→ A+B∗
A+B −→ A∗ +B∗
 inelastic
A+B −→ C +D
A+B −→ C +D + E + ...
 reaction
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Figure 2.1.1: Schematic of a typical differential scattering geometry showing
the scattering angles θ and φ.
The outcome of a scattering collision between particles A and B is usually
described in terms of a cross section, which is defined as the ratio of the number
of the specific outcome ‘events’ per unit time, per unit scatterer, to the relative
flux of the incident particles with respect to the target. Figure 2.1.1 represents
the scattering of a well collimated, monochromatic beam of identical particles
(A) from a target gas (B). The incident flux, I0, is the number of particles A
per unit time which cross a unit surface area perpendicular to the direction of
propagation and at rest with respect to the target. The number of particles
which are then scattered elastically per unit time, per unit scatterer into a cone
subtending a solid angle dΩ at the origin, (defined by the angles (θ, φ)) is dNel.
The differential elastic cross section (DCS) σel(θ, φ) is defined as
σel(θ, φ) ≡ dσel(θ, φ)
dΩ = I0
dNel
dΩ (2.1.2)
where dNel/dΩ is the number of particles scattered elastically per unit time, per
unit scatterer and per unit solid angle, also known as the elastically scattered
flux.
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Figure 2.1.2: Geometry of a singly ionising collision for positron scattering
showing the relevant scattering angles.
The total elastic cross section can be calculated by integrating equation 2.1.2
over all (θ, φ),
σT,el =
∫ dσel(θ, φ)
dΩ dΩ (2.1.3)
The cross sections for all other processes can be calculated in a similar manner
and the total cross section, σT is the sum of all contributing cross sections. For
targets in a gaseous state, where the target density is low, the cross section is
dependent only upon the properties of the incident particle beam and the target.
However, the effects of close neighbouring atoms must be incorporated in order
to describe scattering in, for instance, a liquid or solid.
Kinematically complete measurements require a knowledge of the momentum
of all particles after the collision. For particles of known mass, their momentum
is defined by three parameters: the particle’s energy and the angles θ and φ
describing the solid angle Ω(θ, φ) into which it is scattered. These parameters are
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defined in figure 2.1.2, which represents the geometry for positron impact single
ionisation of a target (the system of interest in this thesis). In general terms,
for electron or positron scattering, there are N fragments following the collision.
Assuming the target is initially at rest, only 3N − 3 momentum components
need be measured (Ullrich et al., 2003) in order to reconstruct the full scattering
event, due to conservation of momentum. For a given scattered positron solid
angle, (Ω+e ), ejected electron solid angle (Ω−e ) and ejected electron energy (Ee−),
the specific event rate R (Ee− ,Ωe+ ,Ωe−) (the number of events per unit time) is
given by,
R (Ee− ,Ωe+ ,Ωe−) =
∂3σ
∂Ee−∂Ωe+∂Ωe−
· n · l ·∆Ee− ·∆Ωe+ ·∆Ωe− (2.1.4)
where ∆Ee− and ∆Ωe± are the energy and solid angle intervals over which the
events are detected, n is the target density and l is the length of the interaction
region.
2.2 Low Energy Positron Scattering
2.2.1 Overview of Interactions
The study of positrons is interesting in its own right, but through comparison
with other projectiles such as electrons, protons or antiprotons helps to illuminate
the effect of different masses and charges on the scattering process. As its matter
equivalent, the most frequent comparison is made between electrons and positrons
and the relevant features of their interaction is summarised in table 2.1 and
elaborated on below.
At low energies, less than a few hundred electron volts, the elastic scattering
of a positron from a target atom or molecule could be determined by, for ex-
ample, considering the interaction between the core and each individual electron
with the positron or by defining an interaction potential consisting of static and
polarisation potentials. In the following discussion, the focus will be on the lat-
ter method. Both the static and polarisation potentials are due to the Coulomb
interaction between the positron and target. The static potential is short range
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Electron Positron
Static interaction attractive repulsive
Polarisation interaction attractive repulsive
Exhange interaction yes no
Positronium formation no yes
Electron-positron annihilation no yes
Table 2.1: Comparison of the key features of the interactions of positrons and
electrons with atoms. Reproduced from Charlton and Humberston (2000, p. 35).
and decays exponentially with distance from the target. In contrast to electron
scattering, this potential is repulsive for the positron scattering meaning that the
positron does not typically penetrate deeply into the atom or molecule’s charge
cloud.
The polarisation potential arises as the charged projectile approaches the tar-
get, causing a distortion of the target’s charge cloud thereby inducing a dipole
(or multipole) moment which, in turn, interacts with the incident particle. This
is described by a long range and attractive potential for both positron and elec-
tron scattering. The magnitude of the polarisation potential varies from target
to target depending upon the polarisability of the target’s electron cloud.
In the case of positron scattering from polar molecules, there is also a perma-
nent dipole moment which is an attractive, long range interaction and its strength
is dependent upon the degree of polarity of the target. While there may be vari-
ations in oriented molecules, this description is true on average for unoriented
molecules.
The exchange interaction is an important interaction for low energy electron
scattering, where it manifests as a non-local potential. During exchange, the
projectile electron replaces one of the target’s electrons, and can result in the
excitation of all electronic states, assuming the projectile has sufficient energy.
This means the spin angular momentum of the target may change after scat-
tering. However, there is no exchange interaction for positron scattering as the
positron is distinctly different from the target electrons. In positron scattering
only transitions where the total spin state of the target remains unchanged are
accessible. For example, an electron scattering from ground state helium can
excite the 23S state with an energy of 19.8 eV, but the first state positrons can
excite is the 21S state at 20.58 eV (NIST, 2018).
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The result of these differences in the sign of the static potential and the lack
of the exchange interaction for positrons mean that at low energies (tens of eV)
the total scattering cross section for positrons is often significantly smaller than
for electrons.
2.2.2 Positron Scattering Outcomes
Positron scattering can have a number of different outcomes, dependent upon the
energy of the positron and the properties of the target. Table 2.2 lists some of
the most common collision processes.
Scattering Channel Threshold Energy
Elastic Scattering e+ + A −→ e+ + A 0 eV
Electronic Excitation e+ + A −→ e+ + A∗ several eV
Ionisation e+ + A −→ e+ + An+ + ne− several eV (Eion)
Positronium formation e+ + A −→ A+ + Ps Eion − 6.8 eV
Annihilation e+ + A −→ e+ + A+ + nγ 0 eV
Table 2.2: A list of the main scattering processes available for positron-atom
collisions, where A is an atomic target and Eion is the ionisation threshold for A
Elastic scattering generally refers to scattering where the energy of the projec-
tile positron is unchanged by the scattering event, whereas following an inelastic
interaction the positron loses energy to the target atom or molecule. At low en-
ergies, typically from a few hundred meV to a few eV, positron scattering from
molecules can also result in vibrational or rotational excitations of the target.
Positronium (Ps) is a hydrogen-like, neutral bound state of a positron and
an electron. It can be formed in two different spin states: the singlet, para-
positronium (para-Ps), with S=0, and the triplet, ortho-positronium (ortho-Ps),
with S=1. In scattering, these are produced with a ratio of ortho-Ps to para-Ps
of approximately 3:1. As Ps consists of an electron and a positron it eventually
decays, usually through self-annihilation, with the lifetime depending upon its
spin state- 125 ps for para-Ps, and 142 ns for ortho-Ps. The combination of
charge conjugation invariance means that Ps must decay into nγ gamma-rays,
determined by
(−1)nγ = (−1)L+S (2.2.1)
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where S is the spin and L is the orbital angular momentum (Yang, 1950; Wolfen-
stein and Ravenhall, 1952). Ground state Ps, where L = 0, must produce either
even numbers of gamma-rays (para-Ps) or odd numbers (ortho-Ps). Experimen-
tally, only decay into 2 (para) or 3 (ortho) gamma-rays has been observed, al-
though there are claims of observation of zero and one gamma-ray photon decay
(Shimizu et al., 1968).
The threshold for Ps formation is given by
Eion − 6.8
n2Ps
eV (2.2.2)
where Eion is the ionisation threshold of the target and nPs is the principal quan-
tum number of the Ps atom. Therefore, for ground state Ps, the threshold is
simply 6.8 eV below the first ionisation threshold of the target. For most atoms
and molecules, this Ps threshold is at a positive energy although for the alkali
atoms, where the ionisation threshold is < 6.8 eV , ground state Ps can be formed
even at zero incident energy. The Bohr energy levels for Ps are approximately
the same as those for an infinite mass hydrogen atom, but are reduced by 1/2 as
the reduced mass of Ps is me/2 or about half that of hydrogen.
As discussed above, the lack of exchange interaction in positron scattering
limits the electronic excitations that are possible to those where the total spin
state of the target remains the same after scattering. This means that the first
open electronic excitation can be at a higher energy than for electrons. The
energy gap between the Ps formation threshold and this first available electronic
excitation channel is known as the Ore gap (Charlton and Humberston, 2000, p.
38).
Direct ionisation, where the target loses one or more electrons after the col-
lision, is a process which can be difficult to distinguish from Ps formation as
both scattering processes result in a positively charged ion. Near the ionisation
threshold, the cross sections for ionisation and Ps formation can be comparable
in magnitude and it can be difficult to distinguish between the formation of Ps
into very highly excited, or continuum states (which result in a weakly bound or
unbound positron) and direct ionisation. This produces significant difficulties for
theoretical treatments of near threshold direct ionisation. However, as the inci-
dent positron energy is increased to around 200 eV the Ps formation cross section
becomes negligible and ionisation dominates. If the kinetic energy of the recoil
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ion after ionisation is negligible, then it is reasonable to assume that system’s
residual energy (after allowing for the loss of energy required to ionise the target)
is split between the positron and ejected electron.
Direct annihilation, in contrast to annihilation following Ps formation, may
proceed through a range of paths including radiationless, 1γ, 2γ and higher num-
bers of gamma-rays. The most probable annihilation path results in two gamma-
rays emitted back to back, each with an energy of 511 keV. Radiationless and
1γ annihilations are very improbable as they must involve the target nucleus or
inner shell electrons in order to conserve energy and momentum. 3γ annihila-
tion has a probability of approximately 1370 th of 2γ annihilation, and as the
number of emitted gamma-rays increases this probability reduces further. Direct
annihilation for positron scattering in low density gases is very unlikely, with a
cross section of around 10−5 less than the other scattering processes. However,
at very low impact energies (a few tens of meV) this annihilation cross section
is enhanced by positron binding and vibrational Feshbach resonances present in
certain molecules (Natisin et al., 2017).
There are various additional processes that can occur when a positron scatters
from a target atom or molecule. For example, an electron can bind to a positro-
nium atom (if both electrons are in a singlet spin state) to a form a positronium
negative ion, Ps− and was first observed by Mills (1981). In addition, there are
states where a positron temporarily binds to an atom or molecule (Mitroy et al.,
2002; Barnes et al., 2003).
2.3 Scattering Theory
The discussion of scattering theory in this section applies to elastic scattering
of a positron from an atom or molecule, therefore the exchange interaction is
excluded.
The simplest scattering system consists of two particles, A and B with masses
mA and mB at coordinates rA and rB in relation to a fixed origin, which interact
through an interaction potential V (rA − rB). In this formalism, the motion
of the particles is a many-body problem which is difficult to solve. This can
be rewritten in the centre-of-mass system as the scattering of a particle of mass
m = mAmB/(mA+mB) (the reduced mass) at the relative coordinate r = rA−rB
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in the same potential V (r). The calculation of theoretical cross sections, in this
form, requires the solution of the time-independent Schrödinger equation,
Hψ(r) = Eψ(r) (2.3.1)
where ψ(r) is the wavefunction of the system and E is the energy of the incident
particle. H is the Hamiltonian which takes the general form
H = − ~
2
2m∇
2 + V (r) (2.3.2)
where V (r) in this case is a central potential, assumed to be spherically symmetric
about angles θ and φ, dependent only on r, and ∇2 is the Laplacian operator.
This is true for atomic charge clouds, however this is not the case for scattering
from molecules or in the modelling of positronium formation.
In the case of a potential, where V (r) → 0 faster than r−1 as r → ∞, the
solution of 2.3.1 satisfies the asymptotic condition,
ψ(k, r) −→
r→∞ A(k)
[
expik·r +f(θ, φ)exp
ikr
r
]
(2.3.3)
where k is the wave vector of the incident particle (and |k| = k, the wavenumber)
and A(k) is a normalisation constant. Equation 2.3.3 shows that when r is large,
the wavefunction is described by the superposition of an incident plane wave and
an outgoing spherical wave modulated by the scattering amplitude f(θ, φ). These
scattering amplitudes are used to calculate the elastic differential and total cross
sections.
2.3.1 The Method of Partial Waves
If a system has a central potential, where V is dependent only upon the scalar
r as in 2.3.2, it is possible to find the scattering amplitude using the method of
partial waves. In spherical polar coordinates, the Laplacian operator in 2.3.2 is
∇2 = 1
r2
∂
∂r
(
r2
∂
∂r
)
+ 1
r2 sin θ
∂
∂θ
(
sin θ ∂
∂θ
)
+ 1
r2 sin2 θ
∂2
∂φ2
(2.3.4)
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Also in spherical polar coordinates, the square of the total orbital angular mo-
mentum operator is
lop
2 = lop · lop = −~2
[
1
sin θ
∂
∂θ
(
sin θ ∂
∂θ
)
+ 1sin2 θ
∂2
∂φ2
]
(2.3.5)
The total orbital angular momentum operator’s projection along the z axis is
lz = −i~ ∂
∂φ
(2.3.6)
Since lop2 and lz commute with the Hamiltonian, H (
[
lop
2, H
]
= [lz, H] = 0),
and given that the wavefunction is symmetric about the z axis, it is possible to
expand ψ(k, r) as a sum of partial waves
ψ(k, r) =
∞∑
l=0
al(k)
ul(r)
r
Pl(cosθ) (2.3.7)
where al(k) are coefficients to be determined, Pl(cosθ) are the Legendre polyno-
mials of degree l and ul(r) are the radial part of the scattering wavefunction and
are solutions of the differential equation
[
d2
dr2
− l(l + 1)
r2
− U(r) + k2
]
ul(r) = 0 (2.3.8)
where U(r) = 2mV (r)/~2, which is the so-called reduced potential and wherem is
the reduced mass, equal to the positron mass in this case. Asymptotically, where
V (r) = 0, the solution to 2.3.8 can be expressed in terms of the Riccati-Bessel
(ˆl(kr)) and Riccati-Neumann (nˆl(kr)) functions, which asymptotically are
ˆl(kr) ∼ sin
(
kr − lpi2
)
kr >> l (2.3.9)
and
nˆl(kr) ∼ − cos
(
kr − lpi2
)
kr >> l (2.3.10)
respectively. If U(r)→ 0 faster than r−1 as r →∞, then 2.3.9 and 2.3.10 can be
used to write ul(r) asymptotically as
ul(r) −→
r→∞ Al(k) sin
(
kr − lpi2
)
+Bl(k) cos
(
kr − lpi2
)
(2.3.11)
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where Al(k) and Bl(k) are coefficients. (2.3.11) can also be written as
ul(r) −→
r→∞ Cl(k) sin
(
kr − lpi2 + δl(k)
)
(2.3.12)
where δl(k) is the phase shift and
Cl(k) = sgn(Al(k))
[
A2l (k) +B2l (k)
] 1
2 (2.3.13)
where sgn(Al(k)) represents the sign of Al(k). The phase shifts in (2.3.12) cor-
respond to different angular momentum values and are commonly referred to as
s-wave (l = 0), p-wave (l = 1), d-wave (l = 2) etc phase shifts.
In all real atomic systems, the form of U(r) means that (2.3.8) must be solved
numerically as analytical solutions do not exist. It is possible to rewrite (2.3.3)
using the Rayleigh formula for the expansion of a plane wave, expikz and setting
the normalisation constant A(k) = 1, as
ψ(ki, r) −→
r→∞
∑
l
(2l+ 1) 12ikr
[
exp ikr − (−1)l exp−ikr
]
Pl(cos θ) + f(θ, φ)
exp ikr
r
(2.3.14)
Upon substitution of 2.3.12 into 2.3.7 and setting this equal to 2.3.14, the scat-
tering amplitude is
f(θ, φ) = f(θ) =
∞∑
l=0
(2l + 1)cl(k)Pl(cosθ) (2.3.15)
where it is assumed that there is axial symmetry about the z axis and hence the
scattering amplitude is independent of φ. The coefficients cl(k), the partial wave
amplitudes, are
cl(k) =
1
k
exp iδl(k)sin(δl(k)) (2.3.16)
The cross sections can be directly calculated from the scattering amplitude. The
elastic differential cross section is simply
σel(θ) = |f(θ)|2 (2.3.17)
=
∣∣∣∣∣ 1k2
∞∑
l=0
(2l + 1)2 exp 2iδl(k)sin2(δl(k))(k)P 2l (cosθ)
∣∣∣∣∣
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The total elastic cross section is then obtained from (2.3.18) by integrating over
the angles θ and φ
σeltotal(k2) = 2pi
∫ pi
0
sin θ |f(θ)|2 dθ (2.3.18)
= 4pi
k2
∞∑
l=0
(2l + 1) sin2(δl(k))
Elastic scattering from spherically symmetric targets can be represented using
real phase shifts (s, p, d, f etc) calculated from the equations given above. The
phase shifts at the scattering energy are used to calculate the total and differential
elastic cross sections, where the relative strength of the phase shifts gives the
angular dependence. Although the p-wave (l = 1) and higher partial waves will
not have a smaller effect on the total cross sections compared to the s-wave,
these phase shifts can affect the shape of the DCS especially at small and large
angles and models usually use hundreds of phase shifts. For example, the s-wave
generally produces an isotropic DCS (i.e. where the cross section is independent
of the angle θ), if the p-wave shift is appreciably different from zero, the p-wave
contribution will increase the scattering at 0◦ and 180◦ with respect to the incident
beam. If the s-wave is zero at some low scattering energy, targets such as neon
(Jones et al., 2011) exhibit a Ramsauer-Townsend minimum, a decrease in the
total cross section which is especially deep if the p-wave also tends to zero at a
comparable energy (Ramsauer, 1921; Townsend and Bailey, 1921). Additionally,
‘cusps’, small features in the total or elastic scattering cross sections can arise
due to the opening of a new, strong scattering channel (Wigner, 1948). These
have been observed experimentally in the total elastic cross sections for positron
scattering from noble gases at the positronium (Ps) formation threshold (Jones
et al., 2010).
2.3.2 Theoretical Models
The solution to the scattering problem, as discussed above, can be difficult and
a range of approaches have been developed to solve it for different targets. One
complication for these models is that inelastic scattering channels such as ioni-
sation or positronium formation must be included as they can have a significant
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effect on the total cross section above their respective thresholds. In addition, the
description of the target can be complicated, especially if it is a molecule rather
than atom as additional degrees of freedom need to be included in the target
description and it will break the conditions described previously which are valid
for a spherically symmetric potential. Many theoretical methods have been de-
veloped to solve the scattering problem, including the Kohn-variational method
(e.g. Humberston (1973) applied to positron-helium scattering), the modified
effective range theory (MERT) (e.g. Idziaszek and Karwasz (2006) applied to
positron-argon and positron-nitrogen scattering), the Convergent Close Coupling
(CCC) method (e.g. Kernoghan et al. (1996); Kadyrov and Bray (2002) applied to
positron-hydrogen scattering) and the relativistic optical potential (ROP) method
(e.g. Bartschat et al. (1988); Chen et al. (2008)). These methods have been used
for a range of electron and positron scattering systems, in some cases for sev-
eral decades, however, for positron scattering most models are applied only to
total cross sections and simple targets such as noble gases. Their agreement with
each other, and with experiment, can be variable depending upon the target in
question and the incident positron energy.
In the section below, two methods only are outlined: the ROP method and
the CCC method, as these are the theories used for comparison with the single
scattering data presented in chapter 6. Chapter 6 presents work on postron-argon
scattering, covering differential elastic scattering, total elastic and total inelastic
cross sections. In these cases, the only theory available was the ROP and CCC
methods and therefore it is superfluous for this thesis to discuss other theoretical
methods in detail. As the work in chapter 6 focuses on atoms, the descriptions
below are applicable only for positron scattering from atoms.
Relativistic Optical Potential
The relativistic optical potential (ROP) method attempts to solve the time-
independent Dirac equation, incorporating the inelastic channels corresponding
to electronic excitation and ionisation as well as elastic scattering (the current
form is outlined in Chen et al. (2008)). The optical potential consists of a real
part, describing elastic scattering, and an imaginary part, often referred to as an
absorption potential, representing the loss of flux to inelastic channels. In these
cases, the phase shifts, δl(k), become complex. The real potential used, in an
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atomic system, is a combination of the static Ustatic(r) and polarisation Upol(r)
potentials
<[U(r)] = Ustatic(r) + Upol(r) (2.3.19)
Earlier versions of the ROP did not include Ps formation, which can make
a significant contribution to the total cross section. By noting the similarities
between ionisation and Ps formation, more recent models have simulated Ps for-
mation (McEachran and Stauffer, 2013) in the absorption potential. This addition
affects the shape and magnitude of the elastic differential cross sections above the
Ps formation threshold, and often decreases the size of some previously predicted
features and increases the forward angle scattering.
Close Coupling and Convergent Close Coupling
The close coupling (CC) method attempts to solve equation 2.3.1 by expanding
the wavefunction, Ψ, over a complete set of eigenfunctions. In the most complete
two-centre formulation Utamuratov et al. (2010), Ψ is given by
Ψ =
∑
a
Fa(x0)Φa(x1, ...,xN) + A
∑
bc
Gbc(R1)φb(t1)Φ+c (x1, ...,xN−1) (2.3.20)
where the first term uses the atomic states Φa(x1, ..., xN), with Fa(x0) as the
positron scattering functions. The second term is the expansion about the Ps
centre of mass, where A is an antisymmetrization operator which operates on
φb(t1), the Ps states. Gbc(R1) are the Ps scattering functions and Φ+c (x1, ..., xN−1)
are the states of the residual ion. This full description is particularly difficult to
calculate and currently has only been solved to a high degree of accuracy for the
simplest positron-hydrogen scattering system (Kernoghan et al., 1996; Kadyrov
and Bray, 2002). The next simplest system, positron-helium scattering, has been
solved using a two-centre method but required some approximations, introducing
errors which are of particular concern near the Ps formation threshold (Utamura-
tov et al., 2010). As the scattering systems become more complex, the two-centre
method must be reduced to a single-centre method (Fursa and Bray, 2012) to
allow for calculation. This method drops the second term of equation 2.3.20,
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meaning that Ps is no longer explicitly included. However, by adjusting the target
state expansion it is possible to model Ps formation reasonably. The wavefunc-
tion is then substituted into equation 2.3.1 to find a system of coupled differential
equations.
The convergent close coupling (CCC) method is based on the CC method and
employs pseudostates to describe the excited states of the target electrons into
the continuum and Ps formation. This treatment of the continuum states is the
main strength of the CCC method and allows a more complete description of the
scattering system, although approximations must still be made in order to solve
the ensuing equations.

Chapter 3
Experimental Apparatus
The results presented in this thesis were collected using the same positron source
and trap apparatus (section 3.1), but with different scattering and detection
stages. Single scattering cross sections (such as total scattering or differential
scattering) were collected using the single scattering stage and detection (sec-
tion 3.2), whereas fully differential cross sections used the positron reaction mi-
croscope (section 3.3).
In this chapter, I will outline the experimental setup for these two experiments,
reserving a detailed discussion of the operation procedure and data analysis meth-
ods for chapters 4 and 5. The single scattering apparatus was developed by Jones
(2010), although since then I was involved in the design and implementation of
an oven to the scattering stage (section 3.2.1). The reaction microscope spec-
trometer, drift tubes and detectors were constructed prior to this thesis and I
contributed to the data acquisition system development (section 3.3.4), working
with Simon Armitage and Dennis Mueller of the University of North Texas in
2013, and modifying this with Dennis Mueller in 2014.
3.1 Trap and Beam Formation
The trap and beam formation sections of the beamline are common to both the
single scattering and positron reaction microscope experiments, although there
are differences in the selection of potentials and magnetic fields between the two
experiments. The following discussion uses typical settings for the single scatter-
ing experiment, and the changes made to these settings for the reaction micro-
scope are detailed in section 3.3.
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Figure 3.1.1: Schematic of the beamline
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The complete single scattering experiment, including the source, trap and
scattering and detection stages is shown in figure 3.1.1). Each stage is separated
by an end station and the chambers are surrounded by solenoids producing a
magnetic field to guide the positrons along its length. The entire beamline is
under high vacuum, typically ∼ 1×10−9 Torr, provided by turbomolecular pumps
backed by mechanical roughing pumps in the source stage and at each end station.
3.1.1 Source Stage
The source stage (see figure 3.1.2) is designed to produce a moderated beam
of positrons from a radioactive source. The source stage was manufactured by
First Point Scientific, Inc. and includes the source assembly, vacuum system and
solenoids for radial beam confinement and additional coils for velocity discrimina-
tion. It also includes a cryogenic coldhead and gas handling setup which are used
to grow solid neon moderators. The sources stage pressures and temperatures
and monitored continuously through Labview software. A substantial amount of
radiation shielding, in the form of lead shot, surrounds the source assembly to
reduce exposure to ionising radiation.
Radioactive Source
The positron source used is the radioactive isotope Sodium-22 (22Na) which has
a half life of 2.6 years and the source in these experiments has an initial activity
level of 50 mCi. Positrons are produced through β+ decay in the decay process
22
11Na→ 2210Ne + e+ + νe + γ(1.27 MeV ) (3.1.1)
which produces positrons in ∼91% of decays, with the other 9% of 22Na isotopes
decay through electron capture and do not produce positrons (Allen et al., 1955).
The positrons emitted by the source have a wide energy range up to 0.54 MeV
(Allen et al., 1955). A solid neon moderator is used to reduce this energy spread
to produce the more monochromatic beam necessary for low energy scattering
experiments.
The source is held in a Halle-b type mount constructed from elkonite (a dense
material with a 7:3 ratio of tungsten to copper) covered in a thin layer of titanium.
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(a) Source Stage
copper block
source mount and source
moderator cone
(b) Source Mount
Figure 3.1.2: a) Schematic of the source stage, reproduced from Jones (2010).
The beam tube extends from the saddle coils, downstream from the source, and is
blocked by a gate valve. b) Schematic of the source mount including the conical
copper moderator cone where the moderator is grown.
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The dense elkonite and titanium mount increases positron intensity by reflecting
positrons which are ejected backwards. The source mount is attached to a solid
copper block and faces a conical copper surface upon which the moderator is
grown (see figure 3.1.2b). The copper block is situated on top of a cryogenic
coldhead assembly (Advanced Research Systems, model DE204) which is capable
of keeping the copper surface at a constant temperature of 7-8.5 K to facilitate
the growth of a solid neon moderator. The moderator efficiency, defined as the
ratio between the number of positrons in the beam compared to the number of
positrons emitted by the source, is ∼1% and the energy spread of the beam after
moderation is 1.5-2 eV (Mills and Gullikson, 1986) confirmed in this experimental
setup by Jones (2010)).
The radioactive decay of 22Na produces high energy γ rays, thus requiring
shielding to provide a safe working environment. The source assembly is sur-
rounded by an elkonite block, the dense material providing some shielding and
this is contained within a vacuum system. The whole system is then encapsulated
in a lead shot filled canister, providing around 10 cm of shielding. Due to the
positioning of the vacuum system, some additional external lead shielding is in-
cluded to reduce the γ ray solid angle, for example at the join between the beam
tube and the source assembly. Overall, the shielding reduces ionising radiation
to background levels at a distance of ∼1 m.
Source Stage Vacuum System
The vacuum in the source stage is provided by a turbomolecular (turbo) pump,
backed by a mechanical roughing pump capable of achieving pressures of 10−3 Torr.
Additional pumping is provided by the coldhead, although this can have a neg-
ative impact on the experimental setup as impurities in the moderator reduce
its efficiency. To mediate this, the coldhead is pumped and baked thoroughly
before initial operation. Generally, the background gases in the source chamber
should be mostly neon with some nitrogen from the trap. The source stage vac-
uum system produces a vacuum of 10−9 Torr without a moderator and 10−7 Torr
under normal operating conditions with a moderator, which is consistent with
the vapour pressure at 7 K.
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Figure 3.1.3: Schematic of the source stage coldhead viewed from underneath
the source stage assembly, reproduced from Jones (2010).
The Coldhead
The coldhead is manufactured by Advanced Research Systems and is model
DE204, a schematic view of its attachment is shown in figure 3.1.3. It uses
the compression and expansion of ultra high purity helium gas to cool through
two stages, the first can achieve 30 K and the second is capable of producing tem-
peratures as low as 5 K. However, due to the thermal mass of the source assembly
the achieved minimum temperature is 6.5 K. The required temperature for solid
neon moderator growth is only around 7 to 10 K, well within the capabilities of
the coldhead. The coldhead temperature is maintained through use of a heating
element positioned around 10 cm above the source mount, this element is used
to provide consistent temperatures for the moderator growth cycle and mainte-
nance. A Cryo-Con 34 Temperature Controller monitors a diode attached to the
top of the source mount block and is able to record and maintain temperature
with a precision of 0.1 K.
Moderator Gas System
Moderators are generally grown in an automated process made possible by the
moderator gas handling system shown in the schematic in figure 3.1.4. Ultra high
purity neon gas (99.999%) neon is attached to a pressure regulator set at ∼5 to
10 atm. A computer-controlled piezoelectric needle valve admits neon gas into
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Figure 3.1.4: Schematic of the moderator gas handling system, reproduced from
Jones (2010).
the source stage and the pressure of the neon gas is monitored by a Proportional-
Integral-Derivative (PID) controller close to the needle valve. During the growth
period, the pressure at this point is 1× 10−4 Torr. Following growth, the needle
valve is closed and the residual neon gas is removed by the turbo pump.
Magnetic Confinement and Guidance
Moderated positrons need to be extracted and guided from the moderator region
along the beam tube and into the rest of the beamline. This is done through
the use of electric and magnetic fields. In the moderator region there are a pair
of Helmholtz coils, shown in figure 3.1.2, with diameters of 15 cm, providing a
magnetic field of 88 G. A positive potential bias is applied to the moderator to
accelerate positrons away from this area and towards the beam tube, where a
solenoid applies an axial magnetic field of 273 G. There are two non-axial saddle
coils which produce a ‘kink’ in the magnetic field. Moderated positrons follow
the field lines and are guided up, through the off-axis beam tube, and down,
through the on-axis beam tube, whereas unmoderated positrons hit the shielding
and annihilate. Therefore only moderated positrons are extracted beyond the
source stage.
In addition to the main source stage solenoids, there is one at the the beam
tube gate valve and a second at end station one which produces a magnetic
field perpendicular to the beam axis. These are used to provide fine tuning of
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the magnetic field, allowing for optimisation of the beam alignment between the
source and trap stages. The magnets use water cooling to prevent overheating
and damage and the temperature of the beam tube magnet is monitored and
connected to an interlock system to turn off the solenoid power supplies if it rises
above 70 ◦C.
3.1.2 Trap Stage
A buffer gas trap further improves the energy resolution of the moderated positrons
and produces a pulsed beam. The trapping of positrons originated when Dehmelt
et al. (1978) modified a Penning discharge tube to store electrons and proposed
their application to the trapping of positrons. In 1980, Malmberg and Driscoll
(1980) developed this concept further, using cylindrical confinement electrodes to
successfully store electron plasmas, thus creating the ‘Penning-Malmberg’ trap.
The inclusion of buffer gases (initially N2 and later also CF4) to the Penning-
Malmberg trap setup slowed the incoming positrons down, cooling them to room
temperature (Surko et al., 1989). The trap employed in this work is based on the
techniques developed by the Surko group at the University of San Diego (Murphy
and Surko, 1992) and is often referred to as a ‘Surko’ buffer gas trap.
The trap stage includes the trap itself, the magnetic confinement solenoid and
pumping at end stations one and two. In addition, two beam flags are generally
located at end stations one and two which can be moved into the beam to assess
the trap efficiency. These beam flags are relocated to different end stations as
required by the specific experiments.
Magnetic Confinement and Vacuum System
The trap sits inside a solenoid constructed from thick copper wire, wrapped
around a water jacketed steel chamber and supported by manually controlled jacks
providing vertical movement and adjustable bolts providing horizontal movement.
A current of 15 A is provided to the solenoid, producing an axial magnetic field of
530 G. Positrons are confined by the magnetic field and the ability to physically
move the the solenoid allows for precise ‘tuning’ of the magnetic field to maximise
the transmission of positrons from the source stage and through the trap stage.
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The trap assembly is centred within the solenoid’s field in a region with very little
variation in the magnetic field strength.
Pumping is provided at end stations one and two by turbo pumps, backed
by mechanical roughing pumps capable of achieving pressures of 10−3 Torr. In
the absence of gases in the trap stage, these pumps provide a vacuum of 10−9 to
10−8 Torr, measured in the end stations. There are differential pumping tubes at
each end of the trap stage: at the trap entry there is a tube with a diameter of
10 mm and length 194 mm, at the trap exit there is a tube with a diameter of
28 mm and a length of 151.4 mm. This results in asymmetric pumping and lowers
the pressure in the second stage of the trap, extending the lifetime of positrons
in this region. The pressures at each end station are monitored using Pirani-ion
gauges.
The Trap Assembly
The trap consists of nine cylindrical, gold-plated copper electrodes, as shown in
figure 3.1.5. The first three electrodes (forming stage 1) have an internal diameter
of 1 cm, the first electrode is 2 cm long and the second and third are 4 cm.
Nitrogen (N2) is admitted into the trap through an inlet at the second electrode.
These electrodes are electrically isolated from each other by insulating spacers
which also provide a gas seal. Electrodes four to nine (stage 2) are larger, with
an internal diameter of 2 cm and electrodes four to eight have a length of 3 cm.
The sixth electrode, or rotating wall, has four electrically isolated segments and
can increase the beam intensity by radially compressing the beam (based on the
principles from Greaves and Moxom (2008)), although this can be at the expense
of the energy resolution. The final, ninth electrode has a length of 6 cm and the
whole trap assembly is surrounded by a grounded, stainless steel outer housing.
Tetrafluoromethane (CF4) is admitted into the space between the outer housing
and the trap, small ruby balls separate the second stage electrodes, electrically
isolating them and allowing the gas to diffuse into the trap.
The N2 and CF4 gas systems have a driving pressure of around 100-200 mTorr
and 8-14 mTorr respectively while the actual pressure inside the trap is much
lower at approximately 4-5 mTorr (N2) or 0.1 mTorr (CF4).
The operation procedure for the trap, to produce the pulsed beam used for
single scattering experiments, is outlined in section 4.2.2.
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CF4 inletN2 inlet
Grounded, stainless steel jacket
Stage 1 Stage 2
Figure 3.1.5: A schematic of the trap setup. Labels indicate the gas inlets
for CF4 and N2 as well as the outer housing - a grounded, stainless steel jacket.
Reproduced from Jones (2010), with some additional labels.
3.2 Single Scattering Stage and Detection
The single scattering stage of the beamline includes a retarding potential analyser
and a gas cell, whereas the detection stage consists of a second retarding potential
analyser and a microchannel plate used to collect scattered positrons. The setup
also incorporates pumping at end station three, a large solenoid around the scat-
tering stage, a smaller solenoid around the second retarding potential analyser
and a small additional magnet around the microchannel plate in the detection
stage.
Magnetic Confinement and Vacuum System
Axial magnetic fields are again used to confine the positron beam and scattered
positrons after the scattering stage. The solenoid around the scattering stage (SC
solenoid) is similar to the trap magnet, consisting of thick copper wire wrapped
around a water jacketed cylindrical chamber and mounted to allow for manual
control of vertical and horizontal positioning. A second, shorter solenoid (RPA2
solenoid), with the same design features, surrounds the second retarding potential
analyser (RPA2) at the beginning of the detection stage, however, the position
of this solenoid is not adjustable. A final, small, non-water cooled solenoid is
placed at the end of the beamline where the microchannel plate (MCP solenoid)
is located to extend the magnetic field. The solenoids are all set to produce a
magnetic field of 530 G with the scattering cell and RPA2 assemblies positioned
such that the variation in the magnetic field is minimised in the region. The
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Scattering Cell Gas Connections
Apertures and Mesh ExtensionsRPA1
Teflon Ring
Grounding Mesh
Figure 3.2.1: A typical scattering cell and RPA1 configuration.
RPA2 solenoid field is adjusted when necessary to allow for measurements of
elastic and inelastic cross sections (see section 4.3.1).
Pumping is provided at end station three using the same setup as the other
end stations, including a turbo pump and a mechanical backing pump.
3.2.1 The Scattering Stage
The scattering stage assembly is mounted on bars attached to end station three
so that the scattering cell is located at a point where a 530 G applied axial
magnetic field is approximately constant. The scattering cell configuration is
shown in figure 3.2.1.
A gold-plated, copper mesh retarding potential analyser (referred to as RPA1)
is located in front of the scattering cell entrance and independent potentials can
be applied to both RPA1 and the scattering cell. A grounding mesh with an
aperture is placed in between the RPA1 and the scattering cell to ensure there
is no interaction between the RPA1 and scattering cell electric fields. Acting as
retarding potential analysers, the scattering cell and RPA1 are sensitive only to
E‖ (the parallel energy, see section 4.1) and prevent any positron with an energy
greater than qV , where V is the potential applied to the element, from passing
through.
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The teflon ring at the entry of the scattering cell is large enough to touch the
sides of the chamber and provides some differential pumping, reducing the trap
gas pressure after the scattering cell. This reduces the probability that positrons
which have scattered due to the target gas undergo any secondary scattering
events as they travel from the scattering cell to the detector stage.
The majority of targets studied with the AMO beamline are gases at room
temperature or have a sufficiently high vapour pressure to allow measurements
without significant heating. The scattering cell used for these measurements is a
gold-plated, copper cylinder 45 mm in radius and 50, 100 or 200 mm in length
dependent upon the specific target being studied and the required gas pressures.
Two end pieces with 5 mm diameter apertures and cylindrical mesh extensions
extend the electric field of the scattering cell and account for the drop in pressure
at the entry and exit apertures allowing the scattering length to be assumed
equal to the geometric length of the cell. There are two gas connections on the
exit side of the scattering cell, one allows target gas to be admitted into the cell
at a pressure controlled by a needle valve on the air side gas line. The second
is connected to a MKS 630 baratron gauge (a capacitance manometer) which
measures the gas pressure in the cell. It has a resolution of 10−6 Torr and a
stated accuracy of 0.5%.
Oven
When in use, the oven replaces the scattering cell and RPA1 configuration in
figure 3.2.1, and is used to study targets which are solid at room temperature.
Heating these targets produces a vapour pressure which is sufficient for gas phase
scattering experiments and, dependent upon the target, the oven must achieve
temperatures of up to several hundred ◦C.
The oven, as shown in figure 3.2.2, is a copper cylinder, 100 mm in length
and 30 mm in radius and heating is provided by helically wrapped twin core
Thermocoax resistive wiring. A 1.4 cm3 crucible, heated by a second Thermocoax
wire, holds a powdered target sample and can be unscrewed from the oven to
facilitate reloading of the target during an experimental run. The inside of the
oven is lined with a fine copper mesh, preventing condensation of the target
which can form significant patch potentials. Similar to the scattering cell used
for gas targets, the oven has end pieces with apertures 5 mm in diameter and
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Figure 3.2.2: A schematic of the oven configuration including RPA1. The
stainless steel heat shield is not shown.
copper mesh extensions. Thermal shielding is provided by a stainless steel shim
wrapped around the oven. A copper RPA1 is used in the oven setup which, if
necessary, can be heated using a halogen lamp to prevent condensation of the
target and patch potential formation.
Solid targets used with the oven will tend to condense onto cold surfaces once
they exit the heated oven. A system of cold arms and apertures (see figure 3.2.3)
are employed to protect sensitive areas of the beamline such as the trap and
the detection region. The vertical section of the cold arms is made from solid
copper bar and is cooled using a Peltier system to subzero Celsius temperatures.
A Peltier device, when a potential is applied, produces a significant temperature
difference between the two sides. The temperature difference is dependent upon
the potential provided and the heat sink used for the ‘hot’ side. The Peltiers in
this experiment are clamped between two pieces of copper, with the cold side in
contact with the copper cold arm feedthrough and the hot side is water cooled,
allowing the cold side to reach temperatures of a few degrees below zero Celsius.
The horizontal section of the cold arms is constructed from a hollow copper bar,
supported by polyether ether ketone (PEEK) rings to prevent bending under
their own weight, a problem which can introduce significant misalignments with
the positron beam. Cold plates with 6.5 mm diameter apertures are mounted on
each cold arm and located around 35 cm from the entrance and exit apertures
of the scattering cell. This position should maximise condensation of target onto
the cold plates while allowing the positron beam to pass through unaffected.
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Cold Apertures
Figure 3.2.3: Schematic of the oven setup. The positron beam enters from
the right, passing through a cold aperture and into the oven. The scattered
beam leaves the oven, passing through a second cold aperture and travels into
the detection region
The temperatures of the oven and crucible are measured by attaching resistive
temperature devices (RTDs, model: Omegafilm F2010-1000-1/3B) to the surfaces
of the oven and crucible using relief plates, small copper pieces with a groove
which ensures good contact with the surface without compressing the RTD. A
four-wire configuration is employed to reduce uncertainties due to the resistance
of the wires and they are connected to a National Instruments (NI) TBX-68T
isothermal terminal block. A NI 4351 high precision voltmeter provides a small
current (I =25 µA) to the RTDs via the TBX-68T and the potential drop over
the RTDs is monitored throughout the experiment. The potential (V ) drop is
simply converted to the resistance of the RTD (RRTD) at the temperature (T )
through V = IRRTD, which can then be converted to find the temperature using
the Callendar-Van Dusen equation (valid for T > 0):
T =
2(RRTD
R0
− 1)
A+
√
A2 + 4B(RRTD
R0
− 1)
(3.2.1)
where A and B are constants depending upon the RTD, in this case A = 3.9080×
10−3 and B = −5.8019 × 10−7. R0 is the resistance of the RTD at 0, equal
to 1000Ω for this RTD. The temperature can be converted into a scattering
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cell target gas pressure using appropriate vapour pressure curves for the target.
However, it should be noted that since vapour pressure curves can often include
a lot of uncertainty, for example, the oven discussed above was used in this thesis
to measure total scattering cross sections for C60 (see chapter 7). The large
differences between the vapour pressure curves from Popović et al. (1994) and
Piacente et al. (1995), coupled with the measurement uncertainties, contributed
significantly to the uncertainties. These uncertainties should be considered when
selecting targets and when considering uncertainties in measurements.
3.2.2 The Detection Stage
The detection stage consists of a second retarding potential analyser (RPA2)-
a gold plated, hollow copper cylinder, 35 mm in radius and 130 mm in length.
RPA2 provides an axial electric field which allows the positron energy in the
direction of the magnetic field to be determined.
Figure 3.2.4: Exploded view of the single scattering experiment microchannel
plate detector, reproduced from Jones (2010).
Positrons passing through RPA2 hit a double stack, 40 mm diameter mi-
crochannel plate (MCP) detector, shown in figure 3.2.4. A large accelerating
potential is applied from the front to back plates, amplifying the signal produced
by the impact of positrons by a factor of 107. The signal is collected from the
flat, steel anode plate and passed through a simple resistor-capacitor (RC) cir-
cuit, high-pass filter which isolates the pulsed signal from the large DC potential
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(around 1.5 kV) on the anode. The resultant signal is then passed through a
current amplifier and recorded using a computer as a function of the RPA1, scat-
tering cell and RPA2 applied potentials.
3.3 Positron Reaction Microscope Scattering and
Detection Stages
The reaction microscope utilises the source stage for positron production and the
trap and scattering cell solenoids of the beamline to confine and transport the
positron beam into the reaction microscope region. A few alterations are made
to the beamline configuration (see figure 3.3.1): the scattering cell and associated
RPA1 are removed and replaced with RPA2 (allowing the energy of the beam
to be measured before entry into the reaction microscope), the RPA2 solenoid
and MCP are removed and replaced with a smaller, tuning solenoid mounted on
a short chamber, to which the reaction microscope is attached. The following
discussion focuses on the configuration of the reaction microscope itself.
3.3.1 Positron Beam Guidance
The reaction microscope does not currently use the trap to improve the energy
resolution, however it does make use of the magnetic fields to confine and guide the
beam. The magnetic fields are reduced compared to those used by the standard
single scattering beamline setup, and are summarised in table 3.1. In addition to
the listed coils, the beam tube gate valve coil and tuning coil at end station one
are used to help guide the beam along the beamline. The position of the tuning
coil between end station three and the reaction microscope can be manipulated
manually and is crucial to guiding the beam through the 2 mm aperture (which
defines the size of the positron beam in the interaction region) and into the
reaction microscope.
3.3.2 Spectrometer and Drift Tube Regions
The spectrometer region is a key feature of the reaction microscope as it al-
lows, through the application of extraction potentials, the separation of positive
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Figure 3.3.1: Schematic of the reaction microscope mounted on the beamline.
The beam is magnetically guided from the source stage to the reaction microscope
by the solenoids shown in brown.
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Figure 3.3.2: The reaction microscope consists of a spectrometer region, drift
tubes and two detectors. The coordinate system is defined such that the centre
of the experiment, where the positron beam and gas jet intersect, is (x, y, z) =
(0, 0, 0). The confining magnetic field and accelerating electric fields are both
applied in the +z direction.
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Solenoid Current (A) Magnetic Field (G)
Helmholtz 1.1 24.2
Beam Tube 13 273
Saddle Coils 0.9 23
Trap 13 460
Scattering Cell 10 300
Reaction Microscope A and F 1 10
Reaction Microscope B and E 0.6 10
Reaction Microscope C and D 1 10
Table 3.1: Magnetic fields used for the reaction microscope
(positrons and ions) and negative (electrons) particles. Figure 3.3.2 indicates the
different regions of the reaction microscope and defines the coordinate system
(x, y, z). The projectile beam is guided and confined by magnetic fields applied
by a series of coils (as shown in figure 3.3.1, labelled A-F starting at the entrance
aperture), producing a magnetic field of 10 G, into the centre of the experiment
where it interacts with an effusive gas jet. The effusive gas jet is produced by
a gas needle with a regulated backing pressure and the position can be manipu-
lated a few centimetres in the x, y and z directions. An accelerating electric field
(extraction field) of 6.262 V/cm is applied across the spectrometer region, where
LA = 10.7 cm. Positrons and ions are extracted in the +z direction and electrons
in the −z direction, where they are detected by different detectors. As the parti-
cles leave the spectrometer region they enter drift tubes of length LB = 19.2 cm
where there is no further acceleration. There is another accelerating electric field
over the distance LC=1.32 cm due to the potential applied to the front of the
MCP.
3.3.3 Detectors
The reaction microscope uses two time and position sensitive detectors, one for
positively charged particles (the positron/ion detector) and the other for negative
particles (the electron detector). The full configurations are shown in figure 3.3.3a
and figure 3.3.3b. The electron detector is located at the entrance of the reaction
microscope and the positron/ion detector at the far side.
Microchannel plates (MCPs), 80 mm in diameter, are located above the delay
lines on both detectors. Delay lines are long wires, in this case wrapped in the
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hexagonal layout shown in figure 3.3.3, that allow for position sensitive measure-
ments of the point on the detector that a pulse was produced. Particles hitting
the MCP produce an electron avalanche inside the plate which then exits as an
electron cloud, colliding with the delay lines. This produces a signal which prop-
agates from the impact point to each end of the wire, the time difference between
the two time signals is proportional to the position of the initial signal. This
general principle is illustrated in figure 3.3.4, given t1 and t2 (the time taken for
the pulse to reach each end of the wire), the position coordinate x is calculated
as
x = v⊥2 (t1 − t2) (3.3.1)
where v⊥ is the effective propagation speed of the signal in the direction of x,
given by v⊥ = c·∆x/lw where c is the speed of light, ∆x is the coordinate distance
between two windings of the wire and lw is the circumference of one winding.
Knowledge of the geometric size of the detectors and timing methods re-
moves the requirement to know v⊥ in the data analysis used with these detectors.
Two-dimensional position information can be found if signals are detected on a
minimum of two delay lines, this is discussed further in section 5.4.5. The delay
lines used in these detectors are wires wrapped in a hexagonal configuration in
three layers around an insulator where U is outermost, V is in the middle and W
is innermost. This layered wrapping means that each layer has a slightly different
length (figure 3.3.3c and figure 3.3.3d).
Electron Detector
The electron detector (figure 3.3.3b) is located at the entry of the reaction mi-
croscope. The beam enters the reaction microscope through a 2 mm diameter
aperture, defining its size, and travels through the grounded electron tube (at-
tached to the baseplate) which transports it through the entire electron detector.
The tube means that the delay lines must be wrapped with a gap and the
MCP must have a hole in the centre to admit the positrons into the experiment.
The dimensions and placement of the delay line gaps is shown in figure 3.3.5 and
must be considered in the position reconstruction of electrons.
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Figure 3.3.3: Schematic view of the positron/ion and electron detector config-
urations. The electron detector has a gap in the delay line windings to allow the
electron tube to pass through the entire detector.
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Figure 3.3.4: General principle of delay line operation. The electron cloud is
shown in blue and the pulse travels to both ends of the wire.
The electron detector assembly includes a grid on top of the MCP which is
typically set to the same potential as the electron drift tube in order to extend
the field free region. A ring sits between the back of the MCP and the top of the
delay lines, providing an extension of the electric field between the two.
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Figure 3.3.5: Side view of electron detector delay line windings including di-
mensions and placement of the gap in each layer
Positron/Ion Detector
The positron/ion detector MCP also has a hole in the centre, similar to the elec-
tron detector, where the unscattered positron beam can be directed. The delay
lines beneath do not need a gap as if there is no MCP above (see figure 3.3.3),
there will be no electron cloud and no delay line signals. If the unscattered
positron beam is guided into the hole, only scattered positrons and ions can
be detected, reducing the amount of unusable data collected but also rejecting
positrons scattered at a sufficiently low angle.
Two grids sit in front of the positron/ion detector, grid one extends the electric
field of the drift tube whereas grid two is set to a potential similar to the front of
the MCP. This high potential prevents most negative particles, mostly secondary
electrons, from hitting the MCP and being detected. Secondary electrons come
from a range of sources, but generally are due to positrons, ions or electrons
colliding with grids or other elements within the reaction microscope setup.
3.3.4 Data Acquisition
The detector potentials are applied using a pair of potential dividers with a stable,
high voltage input source. As a particle hits the front MCP it produces a cascade
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of secondary electrons, which are amplified and accelerated by the application of a
high accelerating electric field between the front and back MCPs. The front MCP
of the positron/ion detector is held at a potential of -2.85 kV, with the back MCP
at ground. Conversely, the electron detector front MCP is grounded, with the
back MCP at +2.65 kV. The potential divider also applies a DC potential to the
delay lines. In addition to its role providing potentials to the detector, additional
RC circuits within the units act as high pass filters to extract the pulses from
impacting particles from the background DC potentials. These pulses make up
the signals collected and further processed by the later electronics.
There are up to seven signals for each hit on a detector: an MCP signal (a
pulse generated when particles hit the front of the MCP) and two signals from
each delay line corresponding to the pulse at each end of the wire. For example,
a hit on the U layer wire can produce two signals, U1 and U2, and likewise
for layers V and W. These signals pass through a number of electronic units,
including amplification, further signal processing and logic units providing signal
pre-processing, before being recorded by a computer. Slight adjustments to the
electronic unit setup over the two periods of data acquisition covered in this thesis,
are indicated in the schematics in figure 3.3.6 (2013 setup) and figure 3.3.7 (2014
setup).
Amplification and Signal Processing
Detector signals typically have a low amplitude and therefore initially undergo
amplification using a series of fast and variable gain amplifiers. The amplified
signals for the MCP signal and up to six delay line pulses per detector are sent
to constant fraction discriminators (CFDs) which process the raw signals into
nuclear instrumentation module (NIM) standard pulses, triggering at 20 % of
the pulse peak. The amplified MCP signal generated by the electron detector is
inverted prior to CFD processing, as the CFDs trigger only on negative pulses.
5 ns cables are used to connect the output of the potential dividers to the Ortec
820 fast amplifiers for both detectors, 1 ns and 3 ns cables connect amplification
units and CFDs for the positron/ion and electron detectors respectively.
The NIM pulses produced by the CFDs are passed along cables to the LeCroy
4616 ECL-NIM-ECL unit where they are converted into emitter-coupled logic
(ECL) signals. The positron/ion detector cables are consistently 10 ns in length,
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Figure 3.3.6: Electronics setup for 2013 data acquisition.
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Figure 3.3.7: Electronics setup for 2014 data acquisition.
50 Chapter 3. Experimental Apparatus
Electron Detector Signal Cable Time Delay (ns)
MCP 16.2
U1 37.6
U2 37.6
V1 20.4
V2 18.0
W1 37.4
W2 37.2
Table 3.2: Electron detector signals and time delays due to connecting cables.
however due to positioning of the electronic logic units longer cables are used for
the electron detector and these vary in length (see table 3.2). The ECL signals
from the LeCroy 4616 unit are sent to the LeCroy 3377 time to digital converter
(TDC) which is the final stage of data acquisition electronics, has a resolution of
500 ps and is run in double word common stop mode (COM stop). The MCP
signal from the positron/ion detector is split prior to the TDC, and the undelayed
signal is recorded by the TDC, whilst the other signal is delayed by 28.6 µs and
forms the COM stop signal.
Signal Pre-Processing
The reaction microscope experiments tend to produce large data files, therefore
it is good practice to reduce the amount of unusable data collected. Some of this
can be done online, before data is recorded, using electronic logic units. At this
stage good data must have
• an MCP signal
• enough position coordinates (a minimum of two complete delay lines)
• an ion candidate event (2014 only)
The position coordinates, for the positron/ion detector only, is checked by
sending the MCP and delay line signals to the Ortec GG8020 unit where they are
delayed by 280 ns and the pulse width is set to 255 ns. These delays and widths
are selected to exceed the total time for a signal to propagate from one end of
a delay line to the other, which is <110 ns dependent upon the length of the
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delay line. The delayed and extended signals travel to the Ortec CO4020 logic
unit where they are compared. For example, a U coordinate requires U1 and U2
signals, therefore these two signals are inputted into the same channel and an
AND operation performed. This is repeated with an additional two channels for
V and W, and all channels are gated with the MCP signal, since none of the data
is useful unless there is an MCP signal associated with it. The Ortec CO4020 unit
therefore produces three signals: U, V and W corresponding to each of the three
possible coordinates. U, V and W are passed to the LeCroy 380A multiplicity
logic unit which is set to N>1 i.e. there must be a minimum of two out of the
three possible coordinates present. If there is enough position information, the
signal from the LeCroy 380A unit (signal UVW) is delayed by 28.6 µs by an Ortec
416A unit and sent, via a second LeCroy 4616 ECL-NIM-ECL unit, to the COM
stop input of the TDC.
This basic logic was used in both the 2013 and 2014 runs and ensures that hits
on the positron/ion detector are only recorded if there is a reasonable chance that
they will contain sufficient coordinate information for their position to be deter-
mined. In 2014 a second event on the positron/ion detector (an ion candidate)
was required as well. In this setup, the UVW signal is split into two: one delayed
by 28.6 µs by the Ortec 416A unit as before (UVW 1) and the other sent to the
Ortec GG8020 where it is delayed by 3 µs and the width is set to 12.4 µs (UVW
2). These signals then undergo an AND operation using a Phillips Scientific 752
logic unit, if this is true the signal is passed through a second LeCroy 4616 ECL-
NIM-ECL unit to the COM stop TDC input. This extra criterion means that
a second hit on the positron/ion detector must occur between 13.2 and 28.6 µs
after the first event, which includes the time when an Ar+ ion is likely to arrive.
The TDC communicates with a dedicated computer where Labview code is
used to set control registers, receive data and convert the data from binary into
an easier to read format, saving output files with candidate data.

Chapter 4
Single Scattering Experiment
Methods and Analysis
In this chapter, I will discuss the single scattering experimental techniques I used
to make measurements of total scattering, positronium formation, total elastic,
total inelastic and elastic differential cross sections. The apparatus itself was pre-
sented in chapter 3. The key experimental and analysis methods were previously
developed by Gilbert et al. (2000), Sullivan et al. (2002) and Sullivan et al. (2008)
and have been applied to this apparatus by others, for example in Jones (2010).
I have applied these methods to data I collected for measurements of positron
impact on argon (chapter 6) and C60 (chapter 7), making some modifications to
improve the inclusion of background corrections or to incorporate the use of an
oven in the scattering stage.
4.1 Scattering in a Magnetic Field
A charged particle moving in a magnetic field experiences a force which causes it
to move in a helical motion along the magnetic field lines. The circular motion
part of this helical path is due to the Lorentz force, given by
F = qv ×B (4.1.1)
where q is the charge of the particle, v its velocity and B is the magnetic field.
The helical motion means that the energy of the particle, E has both parallel (E‖)
and perpendicular (E⊥) energy components, defined as either in the direction of or
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Figure 4.1.1: Schematic representation of positron motion in a magnetic field
before and after elastic scattering at an angle, θ, from a target (in blue). Rc is
the cyclotron radius, b is the impact parameter and v‖ and v⊥ are the parallel
and perpendicular positron velocities respectively relative to the direction of the
magnetic field B. Note that this diagram is not to scale.
perpendicular to the direction of the magnetic field respectively. E⊥ is related to
the perpendicular velocity v⊥ through the kinetic energy equation E⊥ = 12mv
2
⊥,
and the cyclotron radius, rc in figure 4.1.1, of the motion, can be calculated
through the relationship
Rc =
mv⊥
qB
(4.1.2)
where m is the mass of the particle, for a positron this is the mass of an electron,
me. Low energy positrons from the trap will have a perpendicular velocity spread
of ∆v⊥ ∼
√
2kT/m, where k is Boltzmann’s constant and T is the temperature.
At room temperature (300 K) the perpendicular energy spread is ∼25 meV and
in a magnetic field of 530 G, a typical field for the single scattering experiment,
Rc ∼ 10µm.
Figure 4.1.1 shows the motion of a positron as it approaches the target, where
the cyclotron radius has been exaggerated, and scatters elastically at an angle
θ converting parallel velocity into perpendicular velocity and increasing the cy-
clotron radius. The interaction occurs on an atomic length scale, b ∼ 1Å which
is much smaller than the cyclotron radius so the positron effectively scatters in a
field-free region. After an elastic scattering event, the total energy of the positron
is conserved and is given by the sum of E‖ and E⊥. The relationships between
the velocity components and the scattering angle are
v‖ = v cos θ (4.1.3)
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v⊥ = v sin θ (4.1.4)
where v is the initial velocity of the positron, assuming that the initial velocity
of the positron is entirely parallel to the magnetic field. Given that v =
√
2E
m
, the
equations can be rewritten in terms of energy:
E‖ = E cos2 θ (4.1.5)
E⊥ = E sin2 θ (4.1.6)
where E is the initial energy of the positron. As the initial parallel energy of
the beam is >1 eV, we can make the assumption that E‖ >> E⊥. For a 10 eV
positron beam elastically scattering at a 30◦ angle, the cyclotron radius in a
530 G field after the collision is ∼100µm, much larger than before the collision,
but still small compared to the extent of the positron beam. The initial angular
spread of a 10 eV beam is ∆θ = arcsin(v⊥/v) ∼3◦ which gives an estimate of the
experimental angular resolution.
The motion of a positron changes as the magnetic field changes. The quantity
E⊥/B is an adiabatic invariant and is important if the magnetic field is slowly
changing. If a positron is adiabatically guided into a lower magnetic field (B2),
then its perpendicular energy component is changed by a factor, M , given by
M = E⊥1
E⊥2
= B1
B2
(4.1.7)
where E⊥1 and E⊥2 are the perpendicular energy components in fields B1 and
B2 respectively. The total energy of the positron does not change, therefore a
reduction in E⊥ corresponds to an increase in E‖.
4.2 Experimental and Analysis Methods
4.2.1 Beam Production: Moderator Growth
Moderators (see also section 3.1.1) decay over time due to contaminants freezing
onto the moderator surface, reducing the beam intensity. This necessitates regular
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moderator regrowth which can be done either automatically using source control
software or manually. Moderator condition and growth is monitored through a
γ-counter positioned at the end of the beam tube, where there is a gate valve.
When the beam tube gate valve is closed, moderated positrons annihilate upon
impact with the gate valve and the 511 keV γ-rays are detected by the scintillator.
A contaminated moderator is indicated by a steady decrease in the number of γ
counts i.e. a decrease in the number of moderated positrons reaching the beam
tube gate valve. The decision to regrow moderators is made taking into account
the experimental downtime due to regrowth and the decrease in beam intensity.
The regrowth interval is typically from 1 to 3 days depending upon the cleanliness
of the source stage vacuum.
Preparation for the growth of a new moderator begins with the complete
removal of the old moderator. The cryogenic coldhead is turned off, allowing
the source stage temperature to typically rise to ∼ 20 K, such that the frozen
neon evaporates. The evaporated neon gas is pumped out of the system by the
source stage turbo pump. Once the pressure in the source stage has dropped
to < 1 × 10−6 Torr, the coldhead is turned on again, reducing the source stage
temperature to 7-8.5 K.
The moderator is grown in two stages, as shown in figure 4.2.1, using the
system discussed in section 3.1.1 and the procedure is optimised to decrease grow
time and maximise moderated positron beam intensity. During the first stage
the turbo gate valve is closed, such that the source stage is no longer pumped.
Ultra-high purity neon gas is admitted until the pressure as measured at the PID
located close to the needle valve is stabilised at around 1 × 10−4 Torr, although
the neon pressure downstream around the moderator cone is much higher. The
neon freezes onto the moderator cone and the γ-counts measured at the beam
tube gate valve increases as the moderator is formed. The grow time is typically
1000 s which is sufficient for the γ-count rate to plateau, this indicates that
additional grow time may produce a thicker moderator but will not increase the
positron beam intensity. During the second stage, the neon inlet is closed and
the turbo gate valve reopened, removing excess gas. The measured count rate
increases during this time as positron scattering from the neon gas, in particular,
loss through positronium formation, is reduced. Once growth is complete, the
moderator is maintained at a low temperature (7-8.5 K) and the beam tube gate
valve is opened to allow the moderated positrons to pass into the trap stage.
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Figure 4.2.1: A typical moderator growth showing the grow phase, where neon
is frozen onto the surface of the moderator cone, and the pump phase where
excess gas is removed from the source chamber.
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4.2.2 Beam Production: The Trap Cycle
The trap significantly improves the beam’s energy spread, typically achieving
FWHM energy spreads of ∼40-60 meV. The trap stage makes use of the buffer
gases, nitrogen (N2) and tetrafluromethane (CF4), to trap and cool the positrons
before ejecting them an energy up to 200 eV. The trap cycle consists of three
stages: load, cool and dump, where the potentials for each stage are depicted in
figure 4.2.2. It is important to note that the trap is constantly loading positrons
during the cool and dump phases, improving the trap efficiency, and the cycle
rate is usually around 50-70 Hz (i.e. there are 50-70 trap cycles every second).
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Figure 4.2.2: Trap cycle showing load, cool and dump stages. Electrodes are
numbered E1-E9
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Load
Loading is the longest phase, typically lasting 10-15 ms. The first electrode
potential must be low enough to admit the moderated positron beam, which has
an energy defined by the moderator bias. This is not trivial as the change in
magnetic field from 88 G in the source stage to 530 G in the trap stage affects
the distribution of the positron energy into the parallel (E‖) and perpendicular
(E⊥) energy components. The moderated positron beam typically has ∆E‖ ∼
1.5 − 2 eV FWHM in source stage, but this is increased fivefold in the trap
stage as M ≈ 5 (a detailed explanation of parallel and perpedicular energies, and
their significance to the experiment is give in section 4.1). Therefore, the first
electrode is set to ∼ 7 V below the moderated beam energy allowing the majority
of moderated positrons to enter the trap. Some positrons are lost at this point
as the energy spread is asymmetric, demonstrated in Jones (2010).
The positrons are trapped through electronic excitation of the buffer gas, N2.
N2 is unusual as the electronic excitation of the a1Π state has a threshold of
8.59 eV, lower than the positronium (Ps) formation threshold at 8.78 eV (Marler
and Surko (2005a)). Ps formation results in a loss of positron beam intensity
as it is not confined by the magnetic field and drifts off the beam axis and self-
annihilates. To some extent, loss of positrons through through this process is
inevitable. However, it can be mitigated by tuning the positron-N2 impact en-
ergy, using the difference between the moderator potential and electrodes two and
three, to ∼ 10 eV. At this energy the electronic excitation cross section is signif-
icantly larger than the Ps formation cross section (see figure 4.2.3) and trapping
efficiency is maximised.
The N2 pressure is set so that positrons are trapped during a single transit of
the trap. Gas is admitted at electrode two and stepped potentials on later elec-
trodes allow the positrons to become trapped through the same collision process
in areas where the buffer gas pressure is lower, reducing annihilation. Some colli-
sions with CF4 also occur in this region as the two buffer gases mix. Annihilation
due to collision with trap gases is another loss process that must be considered
carefully, although the cross section is several orders of magnitude lower than the
other scattering cross sections. Annihilation of trapped positrons is minimised
by ensuring that they do not spend an excessive amount of time in the trap.
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Figure 4.2.3: Energy dependence for N2 electronic excitation and Ps formation
cross sections, reproduced from Danielson and Dubin (2015). O electronic excita-
tion, original data from Sullivan et al. (2001b) and • Ps formation, original data
from Marler and Surko (2005a).
Cool
During the cooling phase, the electrode seven potential is raised to prevent loading
of more positrons into the final section of the trap, as shown in figure 4.2.2. The
potential on electrode eight is also raised as this will affect the dump stage, dis-
cussed later. The positrons are thus trapped in the potential well formed between
electrodes seven and nine and undergo collisions with N2 and CF4. Vibrational
and rotational excitation of N2 plays an important role in cooling the positrons at
this stage, but CF4 is much more efficient. A comparison of the scattering cross
sections in figure 4.2.4, indicates that CF4 has a significantly larger vibrational
excitation cross section than N2, especially for the antisymmetric ν3 stretch mode.
As the energy loss for each vibration is similar, CF4 could be expected to cool
positrons ∼100 times faster than N2. Cooling positrons quickly is important to
reduce annihilation in the trap. Positrons typically cool for 2-3 ms in this stage
until they have reached room temperature, with an energy E = 3/2kT ∼ 40 meV ,
corresponding to E‖ ∼ 25 meV .
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Figure 4.2.4: Comparison of N2 and CF4 vibrational cross sections. • ν3 anti-
symmetric stretch mode of CF4, measured by Marler and Surko (2005b). — Close
coupling calculation of the integral N2 vibrational cross section from Gianturco
and Mukherjee (1997). Diagram reproduced from Jones (2010).
Dump
The dump phase is relatively short, taking around 0.5 ms, and consists of rais-
ing the electrode eight potential as a function of time as shown in figure 4.2.5.
Positrons are ejected from the trap in a pulse with a beam energy defined by
the potential applied to electrode nine, often referred to as the transport energy.
The speed at which the electrode eight potential is increased affects the tempo-
ral and energy resolution of the beam, where the energy resolution is of greater
importance in the single scattering experiments. If the potential is increased too
rapidly it can result in unintentional heating of the beam, degrading the energy
resolution. The final result of this cycle is a pulsed beam with thousands of
positrons per pulse.
In addition to the loss processes already discussed, cross field transport due
to misalignment of the trap solenoid with the trap electrodes, or scattering from
the buffer gases can further reduce the trap efficiency. Cross field transport
causes the positrons to hit the electrodes and annihilate and can, to some extent,
be reduced by aligning the trap solenoid for maximum beam intensity. When
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Figure 4.2.5: The typical change in voltage of electrode eight as a function of
time is logarithmic, rising from Vcool, the electrode eight potential during the cool
phase, to Vdump, the final electrode eight potential in the dump phase, over a
specified dump time.
positrons scatter from the buffer gases, they do not necessarily remain on-axis
making them susceptible to cross-field transport. However, since the presence of
buffer gases is essential for operation, cross field transport due to scattering is
impossible to remove completely. The overall efficiency of the trap is ∼10%, based
on measurements made by Jones (2010). Loss of positron intensity is mostly due
to
• Ps formation
• Cross field transport
• Transfer of energy from E‖ to E⊥ due to magnetic field changes moving
from the source stage to the trap
4.2.3 Pulse Characterisation
Characterisation of the pulse is necessary for optimisation of the trap settings and
to provide appropriate settings for potentials for data collection. It is possible
to monitor the beam intensity, its energy and energy resolution as well as its
temporal resolution.
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Beam Intensity
The beam intensity corresponds to the number of moderated positrons passing
from the trap into the scattering cell. It can be measured two different ways:
beam flags or with the MCP detector.
Beam flags are copper plates which can be manually moved into the beam
path. Positrons annihilate on the plates producing a current, measured using
a current preamplifier which produces a time-averaged pulse current with an
accuracy of a few femtoamps. When measured at end station two, after the trap,
typical currents are ∼10 to 50fA with a much higher peak current depending
upon the trap settings. Generally, the further the beam flag is from the source,
the lower the measured current as positrons are lost in the trap and on their
passage through the scattering cell. However, these measurements can be useful
for optimisation of settings and diagnostic purposes as they provide an absolute
measurement of the beam intensity.
During experiments, the intensity is measured using the MCP which provides
a more reliable measure of the relative intensity of pulses, although it is not easily
directly linked to an absolute current.
Beam Energy and Spread
The beam energy and energy spread are two of the most important features of
the pulse and are determined using a retarding potential analyser, as described in
section 3.2. The beam transport energy is set by the potential of trap electrode
nine, whereas the beam energy in the scattering cell is determined by the potential
applied to the cell. The beam energy and spread are measured by raising the
potential of RPA1, the scattering cell and RPA2 and recording the beam intensity
at the MCP. These measurements lead to the characteristic dependency shown
in the cutoff curve in figure 4.2.6. Fitting a Gaussian curve to the differentiated
cutoff curve, provides measures of the cutoff potential, which corresponds to the
beam transport energy and is determined by the potential at which 50% of the
beam is blocked, and the full width half maximum (FWHM), which corresponds
to the energy spread.
During operation, the cutoff curves for each element (RPA1, scattering cell
and RPA2) are determined to allow for individualised potential settings during
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(b) Differentiated cutoff curve
Figure 4.2.6: An example RPA cutoff curve. Figure 4.2.6a is the normalised
data collected as the RPA potential is scanned whereas in figure 4.2.6b this data
has been differentiated, the peak normalised to 1 and a Gaussian fit is plotted.
The cutoff potential here is determined to be 80.50±0.001 V, with a FWHM of
52±3 mV.
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data collection. Since each element is controlled by separate amplifier channels,
with several different electrical connections which leads to small contact potential
offsets, the cutoff potentials can vary by typically a few hundred mV.
Temporal Resolution
The temporal resolution is less important in the current measurements, although
minimising the time width of the pulse ensures that background counts collected
during a pulse measurement are negligible. The temporal resolution can be de-
termined through analysis of the pulse shape as measured by the MCP and as-
sociated electronics and, depending upon the trap settings, is typically around
1-5 µs in width.
4.3 Scattering Cross Sections in a Magnetic Field
Total Scattering Cross Section
The total scattering cross section, σT , is defined as the ratio of the number of
specific outcome ‘events’ per unit time, per unit scatterer, to the relative flux of
the incident particles with respect to the target (see section 2.1). In the single
scattering experiment it can be measured using the Beer-Lambert law (from work
by Lambert (1760) and Beer (1852), modern versions, for example from Ingle and
Crouch (1988)),
σT = − 1
nl
ln
(
IT
I0
)
(4.3.1)
where I0 is the full incident intensity, IT is the unscattered, transmitted intensity
after passing through the target, n is the target number density and l is the
scattering path length. This law applies to a ‘thick’ target, in this case the
scattering cell.
If the diameter of the scattering cell apertures is much smaller than the in-
ternal diameter of the scattering cell, the gas pressure drops off sharply at the
edges, with a small pressure drop inside the cell close to the apertures which is
compensated for by a non-zero pressure just outside the cell. If the energy is the
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same inside the cell and just outside the cell, in this case achieved through the
extension meshes, these pressures cancel each other out, meaning that we can
assume a pressure step function at the aperture, and thus l can be taken as the
geometric length of the cell. To accurately determine n it is necessary to ensure
these pressure measurements are taken at a point which is unaffected by these
pressure drops.
In the single scattering experiments described here, the total cross section,
σT , can be partitioned into the contributing cross sections such that
σT = σPs + σel + σinel (4.3.2)
where σPs, σel and σinel are the Ps formation, total elastic and total inelastic
cross sections. σinel includes all available inelastic processes (such as electronic
excitation and ionisation). In the case of scattering from molecules, σel includes
contributions from any vibrational and rotational excitations at the scattering
energy due to the energy resolution limitations of this experiment. In practical
terms, the partial cross sections are calculated as a fraction of the total:
σPs = RPsσT ,
σel = RelσT ,
σinel = RinelσT (4.3.3)
where R represents the fraction of σT contributed by the specific channels.
Elastic Differential Cross Sections
The differential cross section (DCS) gives the angular dependence of σel at the
scattering energy. The derivation of the equation, presented below, is adapted
from Gilbert et al. (2000) and Sullivan et al. (2002) and applies to elastic DCS
in a magnetic field.
If the target pressure is low enough that single scattering events is the only
possibility, the DCS can be written as
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σDCS (θ) = − 1
nl
Ie
+
s /I
e+
0
= − 1
nl
dI(E‖)
dΩ
= − 1
nl
dE‖
dΩ
dI(E‖)
dE‖
(4.3.4)
where the scattered intensity, Ie+s , is related to the energy distribution of the
transmitted intensity as a function of the solid angle Ω, dI(E‖)/dΩ, expanded
into dI(E‖)/dE‖ and dE‖/dΩ. The constant of proportionality 1/nl allows the
measurement of absolute cross sections and the full incident intensity, Ie+0 , is
equal to I0 in equation 4.3.1 and normalised such that Ie
+
0 = 1. The solid angle is
related to the angles θ and φ, defined in figure 2.1.1. DCS measurements in this
experiment are summed over all azimuthal angles (φ). Equation 4.3.4 can thus
be rewritten as
σDCS (θ) = − 12pinl sin θ
dE‖
dθ
dI(E‖)
dE‖
(4.3.5)
The angular dependence of E‖ is given by equation 4.1.5, differentiating and
simplifying this gives
dE‖
dθ
= 2E sin θ cos θ = 2
√
EE‖ sin θ (4.3.6)
Combining equations 4.3.4, 4.3.5 and 4.3.6, the DCS is
σDCS (θ) = −
√
EE‖
pinl
dI(E‖)
dE‖
(4.3.7)
4.3.1 Cross Section Measurements and Analysis
Total and Partial Cross Sections
The intensity measurements necessary for calculation of σT , and determination of
the partial cross sections, given by equations 4.3.1, 4.3.2 and 4.3.3, are shown in
figure 4.3.1. The scattering energy, E, of the positrons is defined by the difference
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Figure 4.3.1: Intensity measurement points for total scattering and Ps forma-
tion cross sections. Vco is the RPA2 cutoff potential and E is the positron impact
energy.
VSC
VSCco
E
Figure 4.3.2: Positron scattering energy, E, as set by the scattering cell. The
cutoff potential VSCco corresponds to the beam energy, positrons lose energy
equivalent to qVSC as they pass over the potential wall produced by the scat-
tering cell potential resulting in a scattering energy of E = qVSCco − qVSC .
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between the scattering cell cutoff potential, VSCco, and the potential applied to
the scattering cell, VSC as shown in figure 4.3.2.
The full incident intensity, referred to as I0 in equation 4.3.1, is given by
Ior as shown in figure 4.3.1 and is taken with gas in the cell. RPA2 is set to
0 V such that all positrons, regardless of their energy, are transmitted through
the RPA2 section. Positronium will decay in flight via self-annihilation, so Ps
formation manifests as a loss in the beam intensity. Therefore, Ior is taken with
the scattering energy below the Ps formation threshold of the gas target. This
measurement is made with gas in the cell as the point is measured at the beginning
of every scan, allowing for an accurate determination of the full incident intensity
which accounts for any degradation in beam intensity due to moderator decay.
Due to the energy resolution of the positron beam it is not possible to de-
termine the true unscattered, transmitted intensity, IT , in equation 4.3.1 as this
corresponds to a measurement at the cutoff point of the positron beam. As
demonstrated by the cutoff curves, the positron beam intensity begins to de-
crease before the cutoff potential, even in the absence of a target gas due to the
finite energy width of the positron beam. Therefore, at scattering angles close to
the cutoff potential, scattering at small angles is indistinguishable from the drop
in intensity due to the energy resolution of the beam. The energy spread of the
beam defines the angular resolution of the experiment, where the smallest angle
that can be measured, the minimum angle, θm, is given by
θm = sin− 1
√eVm
E
 (4.3.8)
where e is the charge of an electron and Vm is an RPA2 potential offset. Ap-
propriate values of Vm are selected with reference to the RPA2 cutoff curve and
correspond to a potential where there is no decrease in the positron intensity due
to the energy spread of the beam, typically <100 meV. The transmitted intensity,
Im, is measured at the scattering energy of interest and at an RPA2 potential
given by VRPA2co− Vm, where VRPA2co is the cutoff potential for the RPA2 curve.
Given the values of n and l determined from the pressure and geometric length
of the scattering cell respectively, the total cross section is calculated using
σT = − 1
nl
ln
(
Im
Ior
)
(4.3.9)
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which is an underestimation of the true total scattering cross section due to the
minimum angle defined by the scattering energy and energy spread of the beam.
In order to extract partial cross sections from σT , additional intensity mea-
surements are made as shown in figure 4.3.1. The Ps formation cross section
requires the measurement of the point Io, taken at the scattering energy of inter-
est, with an RPA2 potential of 0 V such that positrons with all parallel energies
can be detected. The change in positron intensity between Io and Ior is related
to the Ps formation cross section by
σPs = RPsσT =
Ior − Io
Ior − ImσT (4.3.10)
If the scattering energy is below the Ps formation cross section then Ior = Io and
σPs = 0 Å2.
I ′o is always taken at the scattering energy and if M is 1, the RPA2 potential
is given by VRPA2co − E/q corresponding to scattering at an angle of 90◦. Any
difference between Io and I ′o is indicative of scattering from background gases and
will tend to increase the total cross section, and if necessary this difference is used
to determine a correction for background scattering, as described in section 4.4.
Measurements of σel are often made with M > 1 and measuring σinel requires
M > 1, in order to distinguish the two contributions. Figure 4.3.3 shows two
curves, where the blue curve represents the positron intensity as a function of
RPA2 potential at M = 1, with the red curve corresponding to M > 1. The
scattering energy, E, in this figure is greater than the first inelastic threshold,
thus inelastic and elastic scattering are present.
When M = 1, the difference between I ′o and Im includes scattering due to
inelastic and elastic processes and it is not possible to separate the contributions.
However, if M > 1, the magnetic field in the RPA2 region is decreased meaning
that some of the perpendicular energy of elastically scattered positrons (due to
angular scattering) is transferred into parallel energy as per equation 4.1.7. The
total energy of the elastically scattered positron is maintained, but this transfer
between energy components results in an ‘compression’ of the elastic scattering
into a smaller energy region as represented by the red curve. Therefore, I ′o is
taken at the scattering energy with an RPA2 potential of Vco,RPA2 − E/M .
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Figure 4.3.3: Intensity measurement points. — M = 1; — M > 1. Vco,RPA2 is
the RPA2 cutoff potential and E is the positron impact energy.
Separation of the elastic and inelastic scattering requires M to be greater than
E/Ethresh, where Ethresh is the energy of the first inelastic threshold. The total
elastic cross section is then given by
σel = RelσT =
I ′o − Im
Ior − ImσT (4.3.11)
As reducing the magnetic field in the RPA2 region does not impact the in-
elastic thresholds, once the elastic scattering has been compressed the difference
between Io and I ′o corresponds to the inelastic portion. The total inelastic cross
section is given by
σinel = RinelσT =
Io − I ′o
Ior − ImσT (4.3.12)
Elastic Differential Cross Sections
Elastic differential cross sections (DCS) are calculated using equation 4.3.7. This
requires measurement of the scattering cell pressure to determine n and knowledge
of the geometric length of the scattering cell in order to find l. A more challenging
element is the measurement of dI(E‖)/dE‖.
As previously discussed, measurements are made at points Ior, Io and I ′o
(shown in figure 4.3.3). These measurements allow the normalisation of the DCS
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Figure 4.3.4: Intensity measurement points for elastic differential cross sections.
Vco is the RPA2 cutoff potential and E is the positron impact energy.
and the calculation of σPs, as well as providing a useful check for systematic
effects during measurements.
Figure 4.3.4 indicates the multiple DCS intensity measurements made between
RPA2 potentials VRPA2co−E/eM (corresponding to point I ′o) and VRPA2co. Each
of these points is related to a scattering angle where the positron parallel energy
can be determine using equation 4.1.5. Typically, DCS are calculated for every 5◦
multiple, and to achieve this measurements are taken at the appropriate parallel
energies.
dI(E‖)/dE‖ is calculated using each of the intensity measurements correspond-
ing to angles θ =0-90◦. The measured intensities Iθ1 and Iθ2 are related to
scattering angles θ1 and θ2 respectively, such that the desired scattering angle
θ = θ1+θ22 . These points are taken at potentials Vθ1 and Vθ2 , corresponding to the
relevant parallel energies. The differential is then given by
dI(E‖)/dE‖ = (Iθ1 − Iθ2)/(E‖θ1 − E‖θ2) (4.3.13)
Finally, E‖ is calculated from the midpoint between V(θ1) and V(θ2) and all values
are substituted into equation 4.3.7.
All DCS measured using these techniques are ‘folded’ around 90◦. Backwards
scattered positrons are scattered at an angle θ between 90 and 180◦ and initially
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travel away from the detector. They are reflected by the RPA1 potential and
travel back through the scattering cell at an angle of 180−θ before impacting the
detector. Therefore, positrons scattered at angles of θ and 180 − θ are indistin-
guishable and are summed together in the final measurements. As the scattering
percentage is low in the scattering cell, it is assumed that backscattered positrons
do not undergo multiple scattering events on their second transit through the cell.
If the scattering energy is below the first inelastic threshold for the target then
M = 1, but when the scattering energy is above this threshold M > 1 in order to
separate the elastic portion of scattering. The use of M > 1 negatively impacts
upon the minimum DCS angle that can be determined and the angular resolu-
tion, due to the compression of the elastic scattering curve and the finite energy
resolution of the beam. Any angular measurements impacted by the RPA2 cutoff
curve decrease close to the cutoff potential are discarded, giving the minimum
angle. The angular resolution, δθ, is dependent upon the scattering energy and
energy spread of the beam δE and is given by
δθ = δE
2
√
EE‖ − E‖2
(4.3.14)
4.3.2 Target Gas Pressure
Multiple scattering events are when scattered positrons undergo further scattering
events before detection. If a positron undergoes multiple scattering events then,
for example, the detected scattered angle is not the same as the angle at which it
first scattered. It can lead to a small underestimation of the total cross section,
but can have a significant effect on the shape of the measured DCS.
In order to decrease the probability of multiple scattering events, the target
gas pressure is set so that fewer than 10% of positrons scatter during their transit
of the scattering cell. If the target is a gas or a liquid with a high vapour pressure
at room temperature, the target pressure is controlled using a needle valve. The
percentage of positrons scattered is measured by taking the full incident intensity,
Ior and the transmitted intensity at Im. 10% scattering is equivalent to a ratio
of 0.9 between these two measurements and the gas pressure can be adjusted
until this criterion is met. The same procedure is followed when the oven is used,
except that the temperature of the oven is gradually increased until a ratio of 0.9
between the full incident and transmitted positron intensities is achieved.
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4.4 Corrections
Corrections to the measured scattering cross sections are made due to a range
of systematic issues, these are summarised in table 4.1 below and discussed in
further detail in this section.
Correction Description
Moderator Decay Due to a gradual reduction in the moderator efficiency
over time, short scans are made over a few minutes and
measurements are normalised to the Ior for each scan.
Background Corrections Scattering outside the cell from non-target gases is ac-
counted for by taking measurements without target gas
in the scattering cell as well as measurement of the
points Io and I ′o where no positron intensity change
would be expected. This is generally a contribution of
∼ 1%.
Baratron Drift Variations in the zero point of the baratron are ac-
counted for by taking pre and post scan measurements
with no target gas in the scattering cell. This is most of
the overall ∼ 3% uncertainty in cross sections.
Thermal Transpiration A temperature differential between the baratron and
scattering cell results in an overmeasurement of the true
pressure in the cell. Thermal transpiration corrections
are made using either Knudsen (1910) or Takaishi and
Sensui (1963), corrections are usually ∼ 3% of the pres-
sure measured.
Missing Angle The energy spread of the positron beam means that it
is not possible to distinguish between the positron beam
and scattering at angles close to 0◦. When reliable the-
oretical DCS are available, the ‘missing’ portion of the
total cross section can be added to the measured total
scattering cross section.
Table 4.1: A summary of the corrections made when measuring scattering cross
sections.
4.4.1 Moderator Decay
Moderator efficiency tends to decrease over time as the moderators ‘decay’ and
the number of extracted positrons reduces (see figure 4.4.1). To account for this,
measurements are made in short scans over a time scale of a few minutes, during
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Figure 4.4.1: Example of moderator decay (seen in the Ior point) over the
course of a run, normalised to the intensity in the first scan. Each scan takes
approximately 1 minute depending upon the number of measurements taken,
this data set corresponds to around 2 days of measurements.
which moderator decay is negligible. A full data set typically contains thousands
of these short scans, and corresponds to a time period of hours to days. As
moderator decay is significant over this longer time scale, all measurements are
normalised to the Ior measurement for each of the short scans.
4.4.2 Background Corrections
Total Scattering and Partial Cross Sections
Background scattering refers to any scattering outside the scattering cell, due to
the presence of background gases (most likely N2 from the trap) or from target
gas diffusing from the scattering cell apertures. This scattering can occur at
several points in the system beyond the trap. Typically around 10% of positrons
leaving the trap scatter due to trap buffer gases which have diffused from the trap
exit. As scattering events result in a reduction of the positron’s parallel energy,
these scattered positrons are rejected by RPA1 which significantly reduces the
background scattering issues.
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However, additional background scattering may occur between the end of
RPA1 and the detector, with the majority of this around the scattering cell itself.
In order to account for this scattering a number of provisions are made including
measurements of
• the target gas out scattering cell intensity-potential curve
• the target gas out RPA2 intensity-potential curve
• Io and I ′o during target gas in experiments
The target gas out scattering cell and RPA2 intensity-potential curves involve
scanning the respective potentials of each element and recording the positron
intensity at the detector. This gives a clear view of background scattering due
to non-target gases in the experiment. Figure 4.4.2 shows an example intensity-
potential curve taken with no target gas in the scattering cell. If there was no
background scattering, the normalised intensity would be 1 at all potentials until
it approached the cutoff potential. However, as shown in the figure, the reality
is that the background shows a gradual decrease in intensity across the potential
range indicating background scattering which is usually less than 1%. Corrections
for the scattering cell and RPA2 are calculated, Id in the figure, and are added
to the measured intensities with target gas present to account for this additional
attenuation.
As discussed previously, during total cross section points Io and I ′o are mea-
sured. Ideally, the difference between these intensities would be zero as I ′o is taken
at the scattering energy and any scattering between these two points would cor-
respond to scattering at energies higher than the energy of interest. Generally,
there is a small difference (typically ≤ 1%) between these intensities which per-
sists after the target gas out background corrections have been applied. This
suggests that additional background scattering occurs due to target gas diffus-
ing from the scattering cell. To account for this extra scattering, the total cross
sections measurements are reduced.
Elastic Differential Cross Sections
Background scattering can occur for DCS measurements, but the corrections are
simplified as each DCS measurement corresponds to a single scattering energy.
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Figure 4.4.2: Example of a background correction measurement showing a
polynomial fit to the normalised data.
Measurements are taken at the same scattering cell and RPA2 potentials as used
in a DCS scan with no target gas in the cell. As above, ideally there would be no
scattering of positrons when the target gas is present, but this is generally not
the reality. Intensity corrections, Id, are calculated as shown in figure 4.4.2 and
applied to each measurement point in the DCS.
4.4.3 Pressure
Accurate pressure measurements allow for the determination of absolute scatter-
ing cross sections. The pressure is measured using a baratron and corrections to
the pressure arise from baratron drift, the gradual change in the baratron’s zero
level, and thermal transpiration.
Baratron Drift
Baratron drift is the gradual change in the zero point of the baratron itself, if this
is not accounted for it introduces a systematic over or under estimation of the true
pressure. To reduce the drift, the baratron itself is surrounded by an insulated
protective box during measurements to prevent sudden changes in temperature
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Figure 4.4.3: Example of baratron drift over one full run, taken from a back-
ground measurement to remove the contribution from varying target gas pressure
or knocks. Figure 4.4.3 indicates a typical variation of the ‘baratron zero’ across
throughout a day, recorded with no target gas in the system. During experiments
it is not possible to directly monitor the baratron drift.
In order to account for the systematic baratron drift effect an initial baratron
zero measurement is recorded, Bi, before target gas is admitted to the system
and a final baratron zero, Bf , is made after the experimental measurements once
the target gas has been removed. The average of Bi and Bf is the baratron zero,
B0, is used to adjust the measured pressure p to give the true pressure, p′ using
p′ = p−B0 (4.4.1)
Uncertainties in the pressure measurement are estimated from the difference be-
tween Bi and Bf . The baratron drift can introduce one of the largest uncertainties
in an experiment, for example, in the argon measurements presented in chapter 6
the baratron drift accounts for most of the estimated ∼3% uncertainty.
Thermal Transpiration
The baratron head is held at a constant temperature of 45◦C, which reduces
the temperature coefficient of the span and zero coefficients, allowing for greater
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stability and accuracy of measurements. It is connected to the scattering cell,
which is at a lower temperature of 27◦C(300 K), by tubing with a 4.6 mm internal
diameter, d. The low pressures and temperature difference between the baratron
and cell means there is a pressure differential which leads to an overmeasurement
of the true pressure in the cell. When measurements of the cell pressure are
made with the baratron (such as those in chapter 6), corrections for thermal
transpiration are required.
If the pressure in the system is low enough that the mean free path of the
molecules is much less than d, a simple thermal transpiration correction (Knudsen,
1910) may be used
pcell = pbaratron
√
Tcell
Tbaratron
(4.4.2)
where Tcell, Tbaratron are the temperatures of the scattering cell and baratron in
Kelvin respectively, pbaratron is the pressure measured by the baratron and pcell is
the true pressure inside the cell. This is valid only if Tbaratron > Tcell and results
in a pressure correction of ∼3% for the current system, assuming Tbaratron=318 K
and Tcell=300 K.
If the pressure is very high, then there is no pressure differential. How-
ever, in between these two regions, which applies to this experiment, the ratio
pcell/pbaratron will range between these two extremes. An empirical equation for
thermal transpiration in this region was developed by Liang (1953) and a mod-
ified form, was produced by Takaishi and Sensui (1963). It is used, when all
empirical variables are known, in these experiments to fully correct the pressures
(such as those in chapter 6). If the variables are not known, then equation 4.4.2
provides a reasonable estimate of the correction.
The empirical relationship between pcell and pbaratron is given by
pcell = pbaratron ·
 AX2 +BX + C√X + 1
AX2 +BX + C
√
X +
√
Tbaratron/Tcell
 (4.4.3)
where
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A = A∗ (T ∗)−2
B = B∗ (T ∗)−1
C = C∗ (T ∗)−0.5
T ∗ = 0.5 (Tcell + Tbaratron)−2
X = 0.133pbaratrond (4.4.4)
where A∗, B∗, C∗ are reduced constants where the temperature dependence has
been removed. These are available for a small selection of gases studied by
Takaishi and Sensui, from this data they propose that the reduced constants can
be calculated from the molecular diameter, D, of a gas. The reduced constants
are thus
A∗ = 1.4× 104 exp
(
1.17× 1010
)
B∗ = 5.6 exp
(
1.40× 1010
)
C∗ =
(
1.10× 10−8/D
)
(4.4.5)
when the molecular diameter is not available in literature, it can be calculated
from viscosity data using kinetic theory where
η = 516D2
(
mkT
pi
)1/2
(4.4.6)
where η is the viscosity, m is the molecular mass, k is Boltzmann’s constant and
T the temperature.
4.4.4 Missing Angle
If reliable theoretical DCS are available for the target, corrections can be made
to σT and σel in order to account for the underestimation due to the angular
resolution of the beam (see Sullivan et al. (2011)). The measured σel is equivalent
to the integral of the DCS between θm◦ and 180−θm◦ as the data is ‘folded’ about
90◦. The ‘missing’ part of σel is estimated by integrating between these angles
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and comparing this with the integration of the DCS from 0-180◦. Correction of
σel in turn corrects σT . If the DCS for the specific target and energy is very
forward peaked, this correction can be very significant (>10%).

Chapter 5
The Reaction Microscope
Methods and Analysis
The reaction microscope is designed to study ionisation in triple coincidence to
extract triply differential cross sections, as defined in section 2.1. The apparatus
was detailed in section 3.3. In this chapter, I will discuss the operational proce-
dures I developed alongside Simon Armitage and Dennis Mueller of the University
of North Texas to study the single ionisation of atoms by positron impact. I will
also describe the post-processing analysis code I created, based upon the electron
reaction microscope work discussed in Dürr (2006) and Senftleben (2009), which
I adapted for our experimental setup and use of positrons. My contribution to
the code handled the raw data, determining events which would be considered
‘good’, performing corrections and calculating Cartesian position coordinates for
each particle (see sections 5.4.1 to 5.4.5). The final momentum reconstruction
method was developed by Dennis Mueller and Eric Knudsen, also of the Univer-
sity of North Texas, as detailed in section 5.4.6. I applied this analysis code to
data I collected from the reaction microscope for positron-argon single ionisation
during 2013 and 2014, the results of this are presented in chapter 8.
5.1 Introduction
The positron reaction microscope is designed to investigate positron induced ion-
isation of atoms and molecules by measuring fully differential cross sections. So
far, it has been used to study single ionisation of argon (Ar) atoms in triple coin-
cidence, where the ion, scattered positron and ejected electron are detected using
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Figure 5.1.1: The general concept of reaction microscope operation showing
the paths of particles following an ionisation event
position sensitive detectors with the goal of determining the longitudinal, pz, and
transverse, pr, momentum vectors.
The operation concept of the reaction microscope is depicted in figure 5.1.1.
Ionisation occurs at the approximate centre of the experiment where the contin-
uous positron beam and effusive gas jet intersect. Following a single ionisation
event, the particles are extracted from the interaction region using an extraction
field- an accelerating electric field which accelerates the positive particles in the
+z direction, towards the positron/ion detector, and the negative particles in the
−z direction towards the electron detector. On their transit through the experi-
ment, the particles pass through a drift tube, where there is no acceleration, and
finally hit the detectors giving a detection point (x, y). For a continuous positron
beam, it is not possible to measure the time of flight for each of the particles in-
dividually. Therefore, the times of flight for the ion and electron are determined
relative to the arrival time of the positron at the positron/ion detector, where
te+ion = tion − te+
te+e− = te− − te+ (5.1.1)
where te+ , te− , tion are the times of flight for the positron, electron and ion re-
spectively, and te+ion and te+e− are the positron-ion and positron-electron relative
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times of flight. These measurements can then be used to calculate the longitudinal
and transverse momenta.
Longitudinal Momentum
The longitudinal momentum is related to the time of flight for the particle and
the potentials applied across the experiment for the extraction field and in the
detector regions. Figure 3.3.2, in section 3.3, shows the three main regions of
interest: the spectrometer region, the drift tube region of length LB and the
detector region. In the spectrometer region an accelerating electric field or ex-
traction field, Eex, is applied across a distance LA. Due to the potential applied
to the front of the MCP, there is an additional accelerating electric field in the
detector region, over the distance LC , from the end of the drift tube to the front
of the MCP.
After ionisation, a particle with mass, m, and charge, q, has an initial longi-
tudinal momentum pz. In the spectrometer region (region A) it experiences an
acceleration, aA:
aA =
q
m
· Eex (5.1.2)
Note that due to the product qEex, for a positron or ion with initial longitudinal
momentum in the +z direction, or an electron with initial longitudinal momentum
in the −z direction, the product qEex is always positive, extracting the particle
away from the interaction region. The time of flight for the particle in region A,
tA, is thus given by
tA =
2LA√
v2z + 2aALA ± vz
= 2mLA√
p2z + 2qmUA ± pz
(5.1.3)
where vz = pz/m is the initial longitudinal velocity and UA = EexLA is the
potential applied at the end of the spectrometer region, the same potential applied
to the drift tube. The ± in the denominator refers to the direction the particle
is accelerated in and is positive for positrons and ions and negative for electrons.
In the drift tube region (region B), there is no further acceleration, therefore the
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time of flight in region B, tB, depends only upon the longitudinal momentum of
the particle at the end of the spectrometer region:
tB =
LB√
v2z + 2aALA
= mLB√
p2z + 2qmUA
(5.1.4)
Finally, near the detectors, the particle experiences a final acceleration, aC ,
aC =
q
m
· EMCP (5.1.5)
where EMCP is the electric field between the front of the MCP and the end of
the drift tube, given by
EMCP =
UMCP,F − Udrift
LC
= ∆UMCP,F
LC
(5.1.6)
where UMCP,F and Udrift are the potentials applied to the front of the MCP and
the drift tube respectively and their difference is ∆UMCPF . EMCP can be very
large ∼2 kV/cm, but is applied over a very small distance. The time of flight for
the particle in region C, tC , is thus
tC =
2LC√
v2z + 2aALA + 2aCLC +
√
v2z + 2aALA
(5.1.7)
= 2mLC√
p2z + 2qmUA + 2qmUMCP,FLC +
√
p2z + 2qmUA
The total time of flight for the particle travelling from the ionisation event to the
detector, t, is the sum of the times of flight in each region:
t = 2LA√
v2z + 2aALA ± vz
+ LB√
v2z + 2aALA
+ 2LC√
v2z + 2aALA + 2aMCPLC +
√
v2z + 2aALA
(5.1.8)
or, in terms of momentum,
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t = 2mLA√
p2z + 2qmUA ± pz
+ mLB√
p2z + 2qmUA
+ 2mLC√
p2z + 2qmUA + 2qmUMCP +
√
p2z + 2qmUA
(5.1.9)
The relative times of flight can be calculated from the difference between the
times of flight given by equations 5.1.8 or 5.1.9 for a given initial longitudinal
velocity or momentum. However, it is not possible to rearrange these equations
to calculate vz or pz for a measured time of flight.
Transverse Momentum
The helical motion of particles with a transverse momentum, pr, after ionisation
is confined by a magnetic field of strength, B, describing a circle in the x−y plane
shown in figure 5.1.2b as they travel from the ionisation point to the detection
point. The circle has a characteristic cyclotron radius, Rc, dependent upon the
initial transverse momentum of the particle and the field strength, while the
specific detection point also depends upon the time of flight of the particle. With
reference to figure 5.1.2b, the angle α is given by
α = ωt (5.1.10)
where ω = qB/m is the cyclotron frequency and t is the particle time of flight
given by equations 5.1.8 or 5.1.9. The distance from the ionisation point to the
detection point, r, is related to the cyclotron radius by
RC =
r
2 sin (pi − α/2) =
r
2 sin (ωt) (5.1.11)
Using the relationship between the cyclotron radius and the transverse velocity
RC = mvr/qB, the magnitude of the transverse momentum, pr, can be calculated
using
pr = mvr =
rmω
2 sin (ωt) (5.1.12)
88 Chapter 5. The Reaction Microscope
y
z
θ
pr
p
pz
(a) y − z
r
Rc
Rc
y
x
p
α
β
A
B
φ
(b) x− y
Figure 5.1.2: Momentum reconstruction a) Scattering in the y− z plane where
pz is the longitudinal momentum and pr is the transverse momentum, with θ the
angle between the momentum vector p and the z axis. b) Circle in the x−y plane
described by a charged particle moving in a magnetic field from A, the ionisation
point, to B, the detection point. Angle φ is the angle between the x axis and the
radial momentum vector pr
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Figure 5.1.3: Representation of the relationship between ionisation point (A),
detection point (B) and the transverse energy of a particle. Circles represent
the paths described by particles with different transverse momenta, all passing
through the same detection point. The underlying grey circle represents the active
region of the detector.
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Figure 5.1.3 shows a number of circles, representing the helical motion of
particles with different transverse momenta, which all pass through the ionisation
and detection points. This highlights the fact that knowledge of these two physical
points is not enough to determine the transverse momentum, but combined with
the time of flight of the particle a unique solution can be determined.
For the longitudinal and transverse momenta, the angle θe± in the y− z plane
as shown in figure 5.1.2a, is
θ = cos−1
 pz√
p2r + p2z
 (5.1.13)
The azimuthal angle φ, between the x axis and the transverse momentum vector
pr, can be calculated using angles α from equation 5.1.10 and β, given by
β = tan−1
(
y
x
)
(5.1.14)
where (x, y) are the coordinates of detection point. φ is thus
φ = β ± α2 (5.1.15)
where the ± depends upon the direction of rotation of the particle in the magnetic
field, in the case where the magnetic field is in the +z direction, this is positive
for the clockwise rotation of the electrons and negative for the positrons.
5.2 Experimental Methods
5.2.1 Beam Production
The moderator used for the reaction microscope is frozen neon and the growing
procedure is similar to that outlined in section 4.2.1. During initial measurements
it was noted that the beam position in the interaction region of the reaction
microscope shifted position by around 0.5-1.0 mm, dependent upon the age of
the moderator. This significantly affected the positron beam-gas jet intersection,
but it was found that longer grow times (1500 s instead of 1000 s) improved the
positional stability of the beam position over time.
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Figure 5.2.1: Measurement of the parallel FWHM energy spread of the positron
beam in the scattering cell, at a magnetic field strength of 45 G. •, normalised
positron counts/s; — fit to positron counts/s; — Gaussian distibution based on
the positron counts/s.
As the trap is unused in the current reaction microscope configuration, the
energy spread of the beam is determined by the moderator and the beam energy
by the moderator potential. The retarding potential analyser, referred to as RPA2
in the single scattering experiment, is placed in the scattering cell magnet and can
be used to measure the energy spread of the beam in the source stage. Figure 5.2.1
shows a cutoff curve, measured similarly to those in figure 4.2.6, using the RPA
and the positron/ion detector MCP. The moderator potential was set to 22 V and
the magnetic field strengths were 33 and 45 G in the source stage and scattering
cell regions respectively. The beam energy is found to be 21.78±0.03 eV with an
energy spread of 1.94±0.06 eV FWHM, using equation 4.1.7 this corresponds to
an energy spread of 1.42±0.04 eV FWHM in the source stage.
5.2.2 Positron Beam-Gas Jet Interaction
The physical size of the positron beam is initially defined by the 2 mm diameter
aperture at the entry of the reaction microscope (see figure 3.3.3). This beam
and the effusive gas jet must intersect within the experiment, therefore the size
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Figure 5.2.2: Definition of beam needle coordinates and example of beam po-
sition and size measurements using the beam needle.
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and location of the beam must be measured. Figure 5.2.2a shows the geometry
used to position the beam-gas jet intersection, the gas needle is held in a mount
with vernier scales in the x, y and z positions allowing accurate positioning. The
z position, along the beam axis, is fixed at z = 10 mm, corresponding to the
geometric centre of the experiment. The x and y positions are measured by
moving the gas needle through the positron beam and detecting the secondary
electrons using the electron detector (see figure 5.2.2b for an example). A higher
secondary electron count corresponds to positions where the needle is in the path
of the beam. The x position is measured by setting y low, at 52 mm, so that
the beam will overlap the needle in the vertical direction, and scanning the x
position. The y position is measured by setting the x position to the centre of
the beam (the peak in figure 5.2.2b) and scanning the y position. The example in
figure 5.2.2b demonstrates that the beam does not necessarily pass through the
geometric centre which can be due to poor alignment of the reaction microscope
solenoids A-F or external magnetic fields from nearby experiments or the Earth’s
magnetic field.
The gas needle position is set with reference to the beam-gas needle position
measurements to maximise the cross over of positron beam and gas jet. The x
position is set to the centre of the positron beam whereas the y position is set to
∼3-4 standard deviations above the beam centre. This would be at x = 16.4 mm
and around y = 28.5 mm from figure 5.2.2.
Gas is then admitted into the chamber, controlled by a variable leak valve, so
that the background pressure in the reaction microscope is < 10−5 Torr, typically
this will be around 3 × 10−6 Torr. This pressure is high enough to produce a
significant number of ions, but low enough not to damage the detector MCPs.
5.3 Acceptance
The reaction microscope acceptance determines the ranges of longitudinal and
transverse momenta which can be detected, and these ranges depend upon the
electric and magnetic fields chosen for the experiment. The following discus-
sion is separated into positron and electron acceptance and ion acceptance due
to the differences in mass and examples are calculated for single ionised argon
atoms with an electric extraction field of 6.262 V/cm, a magnetic field of 10 G
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and a 190 eV incident positron beam (the parameters used in data presented in
chapter 8).
5.3.1 Positron and Electron Acceptance
The longitudinal momentum acceptance of the positrons and electrons is limited
by the extraction field as this determines the potential applied to the drift tube,
Vdrift. Forward scattered positrons, where pz is in the +z direction, are accel-
erated in the direction of the positron/ion detector and will be detected for all
initial longitudinal momenta. However, backscattered positrons must be turned
around by the extraction field in order for them to reach the positron/ion detec-
tor, therefore, the maximum longitudinal energy a detectable positron can have
in the −z direction is eVdrift. Likewise, electrons ejected in the forward direction
must have a longitudinal energy in the +z direction less than eVdrift. In terms of
momentum, these limitations are
−
√
2meqVdrift <pz,e+ ≤ pz,max
−pz,max ≤pz,e− <
√
2meqVdrift (5.3.1)
where pz,max is the maximum longitudinal momentum available in the system.
For the experiments here, this corresponds to -2.218 to 3.576 a.u. for positrons
and -3.576 to 2.218 a.u. for electrons.
The transverse momentum acceptance for the positrons and electrons is de-
pendent upon the magnetic field strength, the size of the detector and the time of
flight. The time for these particles to complete one orbit is given by the cyclotron
period, TC ,
TC =
2pim
qB
(5.3.2)
For a positron or electron this is ∼36 ns, typical flight times are typically 100s
of nanoseconds, therefore they can complete several orbits before hitting their
respective detectors. If the time of flight for the particle is an integer multiple of
the cyclotron period, then the particle will return to the same (x, y) coordinates
as the ionisation point, passing through the detector aperture and be undetected.
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In addition, particles which have undergone a rotation of close to 2pi radians will
have small detection radii, r, as calculated using equation 5.1.11. If their r is
less than the aperture radius, Rap, then these particles will also pass through the
aperture and be undetected. Likewise, when r is larger than the detector radius,
Rd, there is a chance that the detection point will not be on the active area of
the detector and the particle will not be detected. For example, the purple path
shown in figure 5.1.3 indicates a particle where r ≥ Rd, this particle will only be
detected if its time of flight allows it to impact the detector area shown in grey.
Therefore, the transverse momentum is limited to
Rapmω
2 |sin(ωt)| < pr <
Rdmω
2 |sin(ωt)| (5.3.3)
where, Rd =40 mm and Rap is 5 mm for the positron detector. Due to the gaps
in the electron detector delay lines, Rap is larger for electrons, estimated to be
∼9 mm due to the detector geometry and MCP electron cloud spread, discussed
in detail in section 5.4.5.
The combination of the acceptance limitations for the longitudinal and trans-
verse momenta produce acceptance areas as shown in figure 5.3.1, these are valid
for the results presented in chapter 8. The sharp horizontal lines are due to the
restrictions enforced by the extraction field selection, although overall a large
portion of the momentum space is covered for both particles. For comparison,
the electron acceptance is also calculated for an extraction field of 4 V/cm (fig-
ure 5.3.2a), with all other parameters the same as in figure 5.3.1a. In this example,
there is an area at pz =0 a.u. where electrons cannot be detected, regardless of
their transverse momentum. On the other hand, when pz =-3 a.u, transverse mo-
menta below 0.5 a.u. can be detected at 4 V/cm but not when Eex =6.262 V/cm.
Additionally, reducing the magnetic field from 10 to 5 G (figure 5.3.2b) allows
even smaller transverse momenta to be detected when pz =-3 a.u, but transverse
momenta greater than ∼0.9 a.u. are rejected. Therefore, in order to fully cover
all momentum space the same experiments need to be completed for different
extraction fields or magnetic field or combinations of both.
5.3.2 Ion Acceptance
The initial acceptance constraint for the ion is defined by the maximum time of
flight which can be detected using the time to digital converter (TDC). The ion
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Figure 5.3.1: Calculated momentum acceptance areas for an extraction field of
6.262 V/cm
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Figure 5.3.2: Calculated momentum acceptance areas for an extraction field of
4.0 V/cm
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mass, mion, is significantly larger than the positron or electron and therefore its
time of flight is of the order 10−6s as opposed to 10−9s for the positrons and elec-
trons meaning that it is possible for its time of flight to be longer than the time
window available. The ion time of flight can be estimated using equation 5.1.9,
assuming that the target initial longitudinal momentum is zero. For both super-
sonic and effusive gas jets, the target starts with a transverse momentum in the
−y direction but, whilst the initial longitudinal momentum for the target from
a supersonic gas jet is negligible, argon atoms from an effusive jet can have a
longitudinal momentum spread of 14.5 a.u. This produces a spread in the ion
time of flight equivalent to a few microseconds. The time of flight for a positron,
even for a very low extraction field of 1 V/cm, is less than 210 ns meaning that
the time of flight for an ion, tion is approximately equivalent to the relative time
of flight measured te+ion.
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Figure 5.3.3: Simulation of the time of flight for an Ar+ ion as a function of
the extraction field, Eex. The dotted line at 32 µs indicates the maximum time
that can be measured using one LeCroy 3377 TDC.
Figure 5.3.3 shows the estimated time of flight for an Ar+ ion as a function
of the extraction field, Eex. The dotted line at 32 µs indicates the maximum
time that can be measured using one of the LeCroy 3377 TDCs, this limit can
be increased by linking multiple TDCs together, although in the measurements
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here only one TDC was used. The extraction field, therefore, must be greater
than 3.1 V/cm in order to detect the Ar+ ion with one TDC. In practice, the
extraction field needs to be higher than this in order to account for the time of
flight spread. For the measurements here, the time of flight for an Ar+ ion is
∼22.78 µs.
However, appropriate selection of an extraction field is not just limited by
the detection time restrictions of the TDC. Figure 5.3.4 shows an example of an
experimental te+ion spectrum for single ionisation of argon atoms by positrons.
The predicted te+ion can be seen with a peak at te+ion ∼23 µs, but two additional
features have appeared at te+ion ∼7 µs and te+ion ∼9 µs which are unrelated to
argon ionisation. Adjusting the extraction field can allow for diagnosis of un-
expected peaks, as features due to the presence of real charged particles (such
as ionisation of background gases) should shift location in the time spectrum.
Features which do not move are most likely to be due to a noise source in the
experiment. The features at te+ion ∼7 µs and te+ion ∼9 µs do not shift when the
extraction field is changed, suggesting that they are not due to charged particles
in the system. However, they are consistently present in the measurements indi-
cating some regular noise source, which may be due to an issue in the electronics
used to collect data. Therefore, the extraction field should be set such that the
peaks of interest (those due to the ionisation of the target) are well separated in
time from any spurious signals.
The longitudinal momentum acceptance for ions is again defined by Vdrift so
that backscattered ions with a momentum greater than
√
2mionqionVdrift, where
qion is the ion charge, cannot be turned around and detected on the positron/ion
detector. However, for Ar+ this is a momentum of -600 a.u., much higher than
is possible for these collisions, so all ions should be detected.
The large ion mass also means that the cyclotron period is very large, for Ar+,
TC =2.6 ms and in 22.78 µs completes 0.009 orbits. The ion mass also means
that ω is very small, and equation 5.1.12 can be rewritten,
lim
ω→0 pr =
mr
t
(5.3.4)
which removes the dependency upon B. The minimum and maximum transverse
momenta that can be measured are again dependent upon Rd and Rap, substitut-
ing these values for the positron/ion detector into equation 5.3.4 gives minimum
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Figure 5.3.4: Example of a positron-ion time spectrum showing a peak due to
the production of Ar+ ions. Also shown is a small peak due to the production of
Ar2+ ions. The peaks around 7 to 9 µs are experimental artefacts which occur
regularly even when argon is not present in the system.
and maximum transverse momenta of 7.36 and 58.56 a.u. for t =22.78 µs. How-
ever, since the gas jet ‘shifts’ the transverse momentum in the −y direction, argon
ions which have not gained transverse momentum from the ionisation collision
can still be detected.
5.4 Reaction Microscope Data Analysis
The reaction microscope produces files containing data which has been converted
from the binary output of the time to digital converter (TDC) into channel
numbers and the time the pulse arrived before the COM Stop signal. The pre-
processing selection criteria provided by the NIM unit electronics removes some
of the unusable data prior to saving it as an output file (as discussed in 3.3.4),
however, there are multiple additional requirements which need to be met before
the data can be finally accepted. Once accepted, time and spatial information
must be extracted from the signals available. The criteria for a ‘good’ event are
similar to those outlined in the discussion of signal pre-processing in section 3.3.4,
but in order for the event to be included in the final data it must pass a number
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Figure 5.4.1: Summary of the post-processing analysis procedure. The thick-
ness of the arrows qualitatively represents the amount of data which continues
through each stage, where a thicker arrow indicates more data than a thinner
arrow.
of additional checks and undergo some corrections, the process is summarised in
figure 5.4.1.
5.4.1 First Cut
The first cut section roughly cuts out data where there is no possibility of a
triple coincidence. A triple coincidence at this stage is assumed to be possible if
there are at least two hits on the positron/ion detector and one or more hits on
the electron detector, there must also be enough coordinate information for this
number of hits. As mentioned previously, each coordinate (U, V or W) requires
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two delay line signals (e.g. U1 and U2) and an MCP signal. The signals must
simply exist and are not properly associated until the next steps. This rough cut
reduces the size of the data files significantly.
5.4.2 Time Sums and Coordinate Association
The experimental data taken to date with the reaction microscope runs the time
to digital converter (TDC) in COM Stop mode, meaning that the output time
signals t1 and t2 for each delay line layer are given in bins (1 bin=500 ps) relative
to the COM Stop signal. Figure 5.4.2 demonstrates this relative measurement
where COM Stop is the delayed MCP signal . Since the delay lines sit very close
to the bottom of the MCP, the time for the electron cloud exiting the MCP to
travel to the delay line is assumed to be negligible and the time differences shown
in grey between the MCP and U1/U2 signals is approximately equal to the time
of propagation of the signal along the delay line.
tMCP
tU1
tU2
MCP U1 U2 COM Stop
tMCP-tU1
tMCP-tU2
Figure 5.4.2: Example of time calculation relative to the MCP signal for delay
line signals U1 and U2.
Following a hit on a detector MCP, it is possible for there to be up to six delay
line signals associated with the initial MCP which contain coordinate information
for that particle. Not all of these delay line signals are always detected, it is
common to only acquire one of a pair. If this observed signal is due to noise
it will not be associated with the MCP signal. The simplest check for correct
association of delay line to MCP signals is to calculate the time sum, tsum,
tsum = (tMCP − t1) + (tMCP − t2) (5.4.1)
where t1 and t2 are the arrival times for the delay line signals at each end of the
wire and tMCP is the arrival time of the MCP signal as are shown in figure 5.4.2.
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The time sum gives a characteristic time for the propagation of a signal from
one end of the wire to the other, therefore delay line signals associated with each
other must arrive within a time window defined by these time sums.
In order to find this time window, the time differences between MCP and
each delay line signal are calculated and if this difference is more than 1000 bins
(500 ns) they are discarded. Figure 5.4.3a shows the range of time sums for one
of the layers in the positron/ion detector. This histogram can be fitted using a
Gaussian function to give the peak time sum and the spread, in this case ±3σ
gives a range of around 20 bins or 10 ns, which is a typical time window width.
Figure 5.4.3b summarises typical time sum fits for the U, V and W layers of the
positron/ion detector, the time window is defined as the peak time sum ±3σ
and delay lines which do not meet this criteria are discounted. Since the time
sums are calculated relative to the MCP, the time window is independent of the
particle’s actual time of flight from the ionisation event to detection, making the
time sums valid for all hits on the detector in use. Time windows are calculated
for each data folder, usually corresponding to around 24 hours of data collection,
and for each layer of the detectors.
Following these coordinate checks, it is confirmed again whether the remaining
data has triple coincidence candidates with sufficient coordinate information.
5.4.3 Ion Time Selection
Data selection is performed based upon the ionisation process of interest. It is
possible to simply estimate the time of flight of an ion, formed at the centre
of the experiment, with zero initial longitudinal momentum (momentum in the
direction of the magnetic field) given the extraction field in use. For example, a
singly ionised Argon atom (Ar+) will take approximately 22.78 µs to reach the
positron/ion detector in an extraction field of 6.262 V/cm. This time is measured
relative to the positron arrival at the positron/ion detector, but since the positron
time of flight is negligible compared to the ion time of flight (tens of ns), it can
be ignored for this data selection.
The current use of an effusive gas jet for the target gas introduces some spread
in the longitudinal momentum of the atoms prior to ionisation resulting in a range
of expected ion arrival times. Figure 5.3.4 shows example data for argon with an
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(b) Example of time sum fits for the positron/ion detector
Figure 5.4.3: Example of time sum data and fitting procedure.
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extraction field of 6.262 V/cm, plotting the positron-ion time (te+ion), the time
difference between the arrival of the ion and positron versus count rate. The peak
at ∼23 µs is due to Ar+, whilst the smaller peak at ∼16.5 µs can be attributed to
Ar2+. The peaks at 7 and 11 µs are identified as noise, present whether target gas
is in or out of the experiment. Selection of a good te+ion time window allows noise
or other events (such as multiple ionisation) to be removed from the data. In this
example, an appropriate time window would be 22.3 ≤ te+ion ≤ 25.4µs to isolate
the Ar+ events, data outside this time window would then be removed from the
final data set. Thus a data set containing candidate data can be produced for
further processing.
5.4.4 Delay Corrections
Relative time of flight for particles is one of the key measurements made using
the reaction microscope. The cabling between the potential dividers, through the
amplifiers to the output of the constant fraction discriminators (CFDs) is kept
consistent for each detector respectively. This means that the MCP signal for
one detector is delayed by the same amount as the delay lines for that detector.
However, as discussed in section 3.3.4 the cables from the electron detector CFDs
to the LeCroy 4616 unit are not of uniform length which must be corrected for
the extra time delay introduced. Simply, this is done by subtracting the delays
in table 3.2 from each of the signals ensuring correct conversion from time in
nanoseconds to TDC bins.
5.4.5 Coordinate Calculation
The signals from the detectors can be combined to give three coordinates, U, V
and W by calculating the relative time difference between the arrival time of the
MCP signal, tMCP , and the delay line signals tU1,U2...W2:
U = (tMCP − tU1)− (tMCP − tU2)
V = (tMCP − tV 1)− (tMCP − tV 2)
W = (tMCP − tW1)− (tMCP − tW2) (5.4.2)
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where the arrival times have been corrected for additional delays as discussed in
section 5.4.4.
Each of the delay lines have a slightly different length dependent upon the
detector wrapping, this is reflected by the differences in the peak of the time sums
as shown earlier in figure 5.4.3b. In order to account for this the coordinates U,
V, W are multiplied by scale factors SU , SV and SW ,
SU = TSU/TSU
SV = TSU/TSV
SW = TSU/TSW (5.4.3)
where TS refers to the peak time sum for each layer. The coordinates U, V
and W are thus
U ′ = SU · U
V ′ = SV · V
W ′ = SW ·W (5.4.4)
Positron/Ion Detector
The conversion from U’, V’, W’ to cartesian coordinates (x, y) for the positron/ion
detector is relatively simple compared to the electron detector as there are no gaps
in the delay line windings. The (x, y) coordinates from each pair of layers, UV,
UW and VW are
xUV = U ′
yUV =
1√
3
(U ′ − 2V ′)
xUW = U ′
yUW =
1√
3
(2W ′ − U ′)
xVW = V ′ +W ′
yVW =
1√
3
(W ′ − V ′) (5.4.5)
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The three layers can be combined for this detector by averaging the contribut-
ing x and y coordinates for each pair of layers.
Electron Detector
The gap in the electron detector windings means that there are significant detector
dead areas as when the electron cloud from the MCP hits the gap, there is no pulse
generated. Unlike the positron/ion detector there is now no linear relationship
between the difference in signal propagation times and the position on the delay
line. To correct for this, the coordinates U’, V’, W’ calculated from equation 5.4.4
are shifted depending upon which side of the gap the cloud hit. Figure 5.4.4)
defines the dimensions of the electron detector gap where d is the total side
length of the delay line, h is the size of the gap and l1,2 are the lengths either side
of the gap.
The position of the gap itself, is found by converting the bins from time into
millimetres and using the geometric measurements for each layer of the detector
which were given in section 3.3.3 in figure 3.3.5. Given this information the
coordinates are shifted, for example, for the U layer where the gap is located at
Ugap,
U ′shifted =

U ′ − h/2 if U ′ < Ugap
U ′ + h/2 if U ′ > Ugap
(5.4.6)
likewise for the V and W layers.
If the centroid of the MCP electron cloud hits the gap, then the pulse which is
detected no longer corresponds closely to the centroid’s location, therefore hits on
the electron detector which are within 3 mm of the edge of the gap are removed
(where the electron cloud distribution is estimated using Lapington and Edgar
(1989)). The shifted coordinates are then converted into cartesian coordinates
using 5.4.5 where U ′ is replaced by Ushifted and so on. The impact of these shifts
is shown in figures 5.4.5a and 5.4.5b.
Finally, for both positron/ion and electron data the coordinate matching is
tested. Good coordinate matching means that the x and y coordinates calculated
from each pair of layers is similar, in this case the coordinates are considered to
be well matched if the difference is ≤2 mm, the full width half maximum of the
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Figure 5.4.4: View of the gap in the electron detector from the top and side
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l1 l2
(a) Example data for the U layer before correction for the delay line gap
hl1 l2
d
(b) The example data from a) with shifts accounting for the delay line gap
Figure 5.4.5: Example of the correction applied to data to account for the delay
line gap in the electron detector.
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Figure 5.4.6: Comparison of the electron detector y coordinate calculated from
the UV layers with that from the VW layers. The black box indicates events which
would be considered well matched under the criterion −2 ≤ yuv − yvw ≤ 2 mm
i.e. the difference in the y coordinate calculated from the two different pairs of
delay lines is within 2 mm. The high intensity point in the centre of the image is
simply indicative of a positron beam focused onto the detector, producing a lot
of events in one location.
spatial spread of the positron beam. Figure 5.4.6 compares the matching of the
y coordinates calculated from the UV and VW layers. 76% of coordinates are
within acceptable limits in this example, therefore 24% of events are removed
from the data set and a final check for triple coincidences is performed. Events
where there is poor coordinate matching are indicative of a ‘bad’ U, V or W
coordinate which can be due to noise, for example on the detector and associated
electronics.
Following calculation of the (x, y) coordinates for each event, detector images
can be constructed (see figure 5.4.7). The positron/ion detector has a character-
istic hole in the centre due to the hole in the MCP and the electron detector has
a star shaped hole in the centre due to the combination of the gaps in each layer.
Momentum reconstruction requires information about the deviation of the
detected particle’s position from the ionisation event position. When the positron
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a) b)
c)
Figure 5.4.7: Examples of typical detector images a) Positrons on the
positron/ion detector b) Ion candidates on the positron/ion detector c) Electrons
on the electron detector
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beam is directed through the centre of the positron/ion detector, the ionisation
event location is assumed to be the centre of the detector image. However, when
the unscattered positron beam is not central on the positron/ion detector, as in
figure 5.4.7a), the centre is found by taking a histogram of the x and y coordinates.
This gives an approximately Gaussian distribution and fitting to this allows the
peak position to be determined. The scattered particle’s detected position is
then related to the peak position of the unscattered beam in order to find the
difference. This method is also applied to the electron detector data and the final
output coordinates for both detectors, (x′, y′) are the differences between (x, y)
and the central position. Due to the cyclotron motion of charged particles in
a magnetic field, the positions (x′, y′) describe a circle with a cyclotron radius
rc =
√
x′2 + y′2.
The output from this analysis is a list of potential events with the positron-
electron time, te+e− , (x, y) coordinates and cyclotron radii for the positron, rc,e+ ,
and electron, rc,e− , where there was a triple coincidence with an ion candidate in
an appropriate time window where all particles have sufficient coordinate infor-
mation.
5.4.6 Momentum Reconstruction
The reconstruction of the momenta for the particles is complicated significantly
by the use of the effusive gas jet in the data taken at present. The target gas
is at room temperature, 300 K, therefore its thermal energy is 39 meV (3/2kT )
which converts into a momentum range up to 14.5 a.u. for argon. The initial
positron beam has an energy of 190 eV resulting in a momentum of 3.7 a.u.,
since this momentum is much smaller than the argon target gas spread it means
that conservation of longitudinal momentum cannot be used to find the initial
momenta for the positron, electron and ion (the method used in Dürr (2006),
Senftleben (2009) and Holzwarth (2010)). However, working in the energy regime
it is reasonable to assume that the target atom gains a negligible amount of energy
as its mass is much larger than the mass of the positron. It is therefore possible to
model the energy sharing as split between the positron and electron and relate this
to te+e− . The ion is then only used as a selection criterion for positron-electron
times to investigate. The following fitting approach to analysis was developed by
Eric Knudsen and Dennis Mueller of the University of North Texas.
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Simulating Energy Sharing
Momentum reconstruction initially requires the calculation of a lookup table con-
taining all energy sharing possibilities. The total incoming energy of the positron
beam, Ebeam, reduced by the ionisation potential, EIP , can be split between the
scattered positron and the ejected electron. Each particle has a longitudinal en-
ergy, Ez,e± in the direction of the magnetic field, and a transverse energy, Er,e±
in the x− y plane (coordinate system as defined in figure 3.3.2). Thus,
Ez,e+ + Er,e+ + Ez,e− + Er,e− = Ebeam − EIP (5.4.7)
where Ebeam−EIP is referred to as the available energy. All possible combinations
of Ez,e± and Er,e± are used in order to calculate the simulated relative times of
flight, ts,e+e− , using equation 5.1.8. The simulated individual times of flight,
ts,e+ and ts,e− , and the detection positions rs,e± using equation 5.1.12 are also
calculated for each combination.
Selecting Solutions
The lookup table calculated using the method above is then used to select po-
tential solutions based on the measured relative time of flight tm,e+e− and the
measured detection points rm,e± . Initially, only solutions where the simulated
relative time of flight is within ±1 ns (twice the smallest increment of time mea-
surable, as times are measured in bins of 500 ps) of the measured relative time of
flight are selected. This allows for removal of a large number of solutions that do
not match this criterion. Secondly, an error  is found using the measured and
simulated detection points,
 = (rs,e+ − rm,e+)2 + (rs,e− − rm,e−)2 (5.4.8)
The best solution selected is when this error is minimised. However, as demon-
strated in figure 5.1.3, there can be multiple solutions with a low error, therefore,
these are marked for further investigation and are considered distinct if the dif-
ference between the cyclotron radii for each solution is greater than 5 mm.
Once solutions have been selected from the simulation, the angles θe± and φe±
are calculated using equations 5.1.13 and 5.1.15. The angle φe+e− = φe− − φe+
114 Chapter 5. The Reaction Microscope
is the relative angle between the two particles. The final results table contains
the longitudinal and transverse momenta for the positron and electron and their
scattered angles θ and φ.
Chapter 6
Results I: Argon
In this chapter, I will present the results of an investigation I lead into the elastic
and inelastic scattering of positrons from argon. Differential elastic cross sections
were measured for a range of energies from 2 to 50 eV and total elastic and
inelastic cross sections are also presented for 2-20 eV. I collected and analysed
the data using the methods detailed in chapter 4 and have published these results
in Boadle et al. (2016).
6.1 Introduction
The noble gas atom, argon, has a closed valence shell making it relatively simple
to model positron-argon scattering. The ability to successfully model positron
interactions is very important in terms of our general understanding of the quan-
tum mechanics of these systems, but also helps to develop theoretical models for
targets which are less experimentally accessible such as the transition metals and
biomolecules. Argon’s chemically inert nature, gaseous state at room temperature
and ready availability makes it a simple target for experimental work. Similar
small atoms, for which substantial, accurate theoretical calculations exist, such
as helium and hydrogen are more challenging for experimental work. Helium as
a target is simple to use in the laboratory as a chemically inert element, however,
preliminary measurements made using this apparatus have demonstrated that
the ‘flat’ differential cross section, where scattering is largely isotropic, can be
challenging as backscattered positrons are reflected from the RPA and make a
second transit of the scattering cell, increasing the chance of secondary scattering
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events. Molecular hydrogen is achievable experimentally and experimental mea-
surements exist, including for DCS (Machacek et al., 2013). Atomic hydrogen is
more difficult as it is highly explosive. Therefore, on balance, argon makes an
ideal target for experimental validation of theoretical predictions, occupying the
space where both good quality theory and experimental accessibility overlap.
Until recently, there was a lot of uncertainty even with the measurement of
total scattering cross sections for positron-argon systems. There were many dis-
crepancies between the measured cross sections which could not be explained by
consideration of the stated systematic errors for the experiments (Charlton, 1985).
Measurements by Jones et al. (2011) of the total and positronium formation cross
sections demonstrated that many of these discrepancies can be explained by the
forward angle acceptance, the missing angle, of the experiments (see 4.4). Further
investigations in Sullivan et al. (2011) showed that if the angular acceptance of
the current single scattering experiment used in this thesis is degraded to match
that of past experiments, the previous total scattering cross sections can be repro-
duced. Thus, previous difficulty in obtaining a convergence of experimental and
theoretical results can be attributed, at least in part, to this misunderstanding.
The next level of complexity for theoretical modelling is the accurate calcu-
lation of partial scattering cross sections (total elastic and total inelastic in this
case) and elastic differential cross sections (DCS). DCS in particular are very sen-
sitive to the input parameters of the model. For example, the Relativistic Optical
Potential (ROP) model, described in chapter 2, uses experimental measurements
of the static dipole polarisability and higher multipoles as inputs, where larger
polarisabilities tend to increase the elastic forward angle scattering and thus the
total cross section. As discussed in section 2.3, theoretical models produce a set
of phase shifts which can then be converted into DCS. The relative strength of
each phase shift at a given incident energy affects the angular dependence of the
DCS, for example, enhancing the forward angle scattering or in some cases, in-
troducing structures such as ‘dips’ into the DCS. When integrated over all angles
to produce total elastic cross sections (and the addition of other cross sections),
this fine structure can be easily lost making it difficult to distinguish between
theories which may, at the total cross section level, appear to be in agreement.
In addition, the inclusion, or non-inclusion, of Ps formation channels in theories
at relevant energies can have an impact on the phase shifts calculated and thus
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the structure observed in the DCS. Comparison between experimental and theo-
retical data at the DCS level may allow for testing of different treatments of Ps
formation, which is a challenging problem for theory to handle. Therefore, mea-
surement of these cross sections provides an even more stringent test of available
theories than the total cross section alone.
Experimentally, argon DCS have been measured by Coleman and McNutt
(1979), Floeder et al. (1988), Smith et al. (1990) and Gilbert et al. (1999) (at
energies of ≤ 1.5 eV). Floeder et al. (1988) and Smith et al. (1990) measured
DCS below and above the positronium (Ps) formation threshold at 8.96 eV, up
to a maximum energy of 50 eV (Smith et al., 1990). Both studies used crossed
beam experiments where a positron beam from a 22Na source, with a tungsten
moderator, intersects a perpendicular gas jet. The scattered positrons were de-
tected using a movable channel electron multiplier (CEM) allowing the flux at
each angle to be determined. Physical limitations from the movement of the
CEM restricts the scattering angles which can be investigated to 26-65◦(±6◦)
and 30-134◦(±8◦) for Floeder et al. (1988) and Smith et al. (1990) respectively
and the energy spread was ∼2 eV for both experiments. The difficulty in deter-
mining the pressure of the argon gas in the interaction region means that these
measurements are all relative and were scaled to theory available at the time.
They have been folded and rescaled to match the more recent theory and folded
DCS experimental results presented (see section 4.4.4).
Coleman and McNutt (1979) investigated low energy DCS with mean energies
of 2.2, 3.4, 6.7 and 8.7 eV (below the Ps formation threshold) in the angular range
from 20-60◦(±8◦). Unlike the experiments of Floeder et al. (1988) and Smith et al.
(1990), these were time of flight experiments. Positrons were again produced by a
22Na source and fast positrons passed through a scintillator disk where almost all
produced a flash of light which was detected by a photomultiplier tube, providing
the start timing pulse. The fast positrons were then moderated using magnesium
oxide to give an energy spread of ∼1.5 eV. A small (10 mm long) scattering cell
contained the argon gas and scattered positrons exited the cell, hitting a CEM
and producing an end timing pulse. Simple geometry indicates that positrons
scattered at an angle, θ, must travel a longer distance from the cell to the CEM
than unscattered positrons, meaning their time of flight is increased by a factor
of 1/ cos θ. Measurements of the count rate with respect to the positron time
of flight allowed the DCS to be calculated and absolute total scattering cross
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sections from Coleman et al. (1980) were used as a multiplier to convert relative
DCS into absolute DCS. However, the missing angle of the experiment means
that the absolute total scattering cross sections were underestimated by ∼40%
for an energy of 2.2 eV, compared with the total scattering cross sections of Jones
et al. (2011). The current DCS presented in this chapter are consistent with the
total cross sections of Jones et al. (2011), therefore the DCS from Coleman and
McNutt (1979) have been folded and rescaled using these total cross sections to
account for the magnitude underestimation.
Other previous measurements of positron scattering from argon relevant to
this work include the absolute electronic excitation cross section for the first
two states, 3p5(2P3/2)4s(J = 1) and 3p5(2P1/24s)(J = 1) (where J is the total
angular momentum), at energies of 11.62 and 11.83 eV respectively (Sullivan
et al., 2001b) and ionisation cross sections (Marler et al., 2005) have been made
using the positron beamline at the University of California, San Diego. Earlier
measurements of positron-impact ionisation of argon were made by Jacobsen
et al. (1995); Moxom et al. (1996) and Kara et al. (1997) and were in reasonable
agreement with each other.
Theoretical calculations for argon DCS have developed significantly since the
experimental measurements discussed above, with the inclusion of more and more
scattering channels. The present data is compared with theory from the conver-
gent close-coupling approach (CCC) (Jones et al., 2011) and the relativistic op-
tical potential method (ROP) (Chen et al., 2008; McEachran and Stauffer, 2013;
Jones et al., 2011).
The CCC model, as presented in Jones et al. (2011), includes 278 target
states and incorporates elastic scattering, electronic excitation and ionisation.
This model calculates the ionisation threshold for argon to be 14.97 eV, below
the actual threshold of 15.76 eV and the static dipole polarisability is found to
be 13.7a30 which is higher than the experimentally determined value of 11.08a30
(Teachout and Pack, 1971). A higher static dipole polarisability tends to increase
the magnitude of forward (low) angle scattering, which in turn would be expected
to increase the total elastic and thus the total scattering cross section.
The ROP model (Chen et al., 2008), on the other hand, incorporates 17
bound and 18 continuum states to form non-local absorption potentials, thereby
enabling elastic scattering and inelastic (electronic excitation and ionisation) cross
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sections to be incorporated. The static dipole polarisability was calculated to be
10.76a30 which is below the actual value and was thus linearly scaled to reproduce
the experimental value of 11.08a30. Above 8.96 eV a simulation of Ps formation
is included (McEachran and Stauffer, 2013) where it is modelled similarly to
ionisation, since both Ps formation and direct ionisation leave the argon atom in
an ionised state.
The modelling of Ps formation is challenging for both theoretical calculations
and is handled differently by each, which impacts upon their ability to model Ps
formation and particularly the energy region between the Ps formation threshold
and the first electronic excitation. In the case of the CCC model, this energy
region is unreliable as the calculations do not converge, this is due to the com-
plexities of modelling the interaction of positrons with a model of a Ps atom.
The ROP model, viewing Ps formation as simply another loss of flux, is able to
calculate cross sections in this region as it does not require a specific model for
the Ps atom.
6.2 Experimental Details
The measurements presented here were taken with the atomic and molecular
beamline in the configuration discussed in chapter 3 for a gas target with a
50 mm long scattering cell. The transport energy, as defined by the potential
of the final trap electrode, was set to 80 eV for all measurements and the beam’s
energy spread was ∼55 meV. The Vm determined from the RPA2 cutoff curves
was 90 meV. The scattering cell gas pressure ranged from 0.9 to 1.9 mTorr such
that a maximum of 10% of positrons scattered inside the cell.
DCS, total elastic and inelastic cross section measurements were taken with
different M ratios (as defined in equation 4.1.7) depending upon the energy being
investigated, these are summarised in table 6.1 along with the resultant missing
angles and example corrections applied to the total elastic cross sections. The
corrections were calcuated using DCS generated by the ROP theory (Chen et al.,
2008; McEachran and Stauffer, 2013), it is worth nothing that a smaller missing
angle does not always correlate to a smaller correction as the correction also
depends upon the shape of the DCS.
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Energy (eV) M θmin (◦)
2 1 12.2
5 1 7.7
8 1 6.1
10 1 5.4
15 2 6.3
20 2 5.4
30 6 7.7
50 6 6.0
a) Differential Cross Sections
Energy (eV) θmin (◦) Correction (%)
2 17.2 22
4 12.2 12
6 9.9 8
8 8.6 7
10 7.7 11
12 7.0 13
15 6.3 7
20 5.4 5
b) Total Elastic and Inelastic Cross Sections
Table 6.1: a) M ratios, defined in equation 4.1.7, and resultant missing angles for
DCS measurements with Vm = 90 meV. b) Selected missing angles and corrections
applied to the total elastic cross sections calculated using DCS from the ROP
model (Chen et al., 2008; McEachran and Stauffer, 2013). The M ratio is 2 and
Vm is 90 meV for the total elastic and inelastics cross section measurements at all
energies
Statistical uncertainties for the total elastic cross sections were 3-4% and
higher for the total inelastic cross section (> 20%) and DCS measurements (>
10%) dependent upon the energy or angle respectively. Systematic uncertainties
are estimated to be ∼ 3% and are mostly due to uncertainties in the pressure
measurements made using a capacitance manometer (model 690 MKS baratron),
with the largest contribution coming from its zero drift (see section 4.4 for a
more detailed discussion of these uncertainties). Error bars on the data presented
include both statistical and systematic uncertainties.
6.3 Elastic Differential Scattering Cross Sections
The elastic differential scattering cross section measurements are presented in
figures 6.3.1 to 6.3.4 spanning the energy range from 2 to 50 eV. Previous exper-
imental data from Coleman and McNutt (1979), Floeder et al. (1988) and Smith
et al. (1990) and theoretical calculations using the CCC (Jones et al., 2011) and
ROP (Chen et al., 2008; McEachran and Stauffer, 2013) approaches are included.
The lowest energy investigated is the 2 eV DCS, well below the Ps formation
threshold in a region where only the elastic scattering channel is available (anni-
hilation is several orders of magnitude lower and therefore considered negligible).
At this energy, the DCS is strongly forward peaked with large scattering at low
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Figure 6.3.1: DCS at 2 and 5 eV. •, present data; —, CCC Jones et al. (2011);
- - -, ROP Chen et al. (2008); McEachran and Stauffer (2013); , Coleman and
McNutt (1979) at 2.2 eV in a); H, Smith et al. (1990). Note that error bars in b)
may appear larger due to the use of a logarithmic scale.
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Figure 6.3.2: DCS at 8 and 10 eV. •, present data; —, CCC Jones et al. (2011);
- - -, ROP Chen et al. (2008); McEachran and Stauffer (2013); , Coleman and
McNutt (1979) at 8.7 eV in a); , Floeder et al. (1988) at 8.5 eV in a); H, Smith
et al. (1990) at 8.7 eV in a). Note that error bars may appear larger due to the
use of a logarithmic scale.
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Figure 6.3.3: DCS at 15 and 20 eV. •, present data; —, CCC Jones et al. (2011);
- - -, ROP Chen et al. (2008); McEachran and Stauffer (2013); H, Smith et al.
(1990). Note that error bars may appear larger due to the use of a logarithmic
scale.
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Figure 6.3.4: DCS at 30 and 50 eV. •, present data; —, CCC Jones et al.
(2011); - - -, ROP Chen et al. (2008); McEachran and Stauffer (2013); , Floeder
et al. (1988); H, Smith et al. (1990). Note that error bars may appear larger due
to the use of a logarithmic scale.
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angles. The data from Coleman and McNutt (1979) agrees very well with the
ROP model, which both indicate that the forward scattering is not as significant
as indicated by the present results. However, the CCC theory agrees very well
with the present measurements where forward angle scattering is larger. The
effect of the different choices of static dipole polarisabilities on the theoretical
calculations discussed above is evident at this energy. The present data is in
general agreement with both theories and Coleman and McNutt (1979) until the
scattering angle is smaller than ∼30◦. The discrepancy at lower angles means
that if the total elastic cross section were calculated from this DCS, it would be
significantly higher for the CCC and present data than for the ROP and Coleman
and McNutt (1979) data. In comparison with the measurements by Jones et al.
(2011), the total scattering cross section at this energy agress with the CCC the-
ory much better than the ROP theory, which is consistent with the discrepancy
observed in the DCS here.
As the energy rises from 5 to 10 eV, below the first electronic excitation
and around the 8.96 eV Ps formation threshold, a dip appears in the theoreti-
cal models of the DCS and is also present in the measurements of Coleman and
McNutt (1979), Floeder et al. (1988) and Smith et al. (1990). The present data
is consistent with these measurements, given the statistical errors, although the
monotonic decrease in the DCS as the scattering angle increases does not indi-
cate a dip. Again, the present data tends to agree better with the CCC model,
which suggests higher cross sections at forward angles than the ROP model. Just
above the Ps formation threshold, at 10 eV, the general agreement between the
present data and models is poorer which may be indicative of the difficulty in
dealing theoretically with the opening of this new channel. Similar issues were
also observed in the total cross section comparisons in Jones et al. (2011).
Above the first electronic excitation, figures 6.3.3 and 6.3.4, show that the
inclusion of the Ps formation simulation in the ROP model removes the dip
which the CCC model continues to predict. Smith et al. (1990) agrees with the
dip observed in the CCC model. There is a suggestion of a dip at 15 eV in
the present data, but large statistical uncertainties around 25◦to 30◦ make this
inconclusive. The ROP model agrees much better at these energies with the
present data in the forward direction scattering than at lower energies. The data
in figures 6.3.3 and 6.3.4 are in general agreement with both models and the
previous data. The CCC and ROP models tend to agree with each other at the
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lower scattering angles at these energies, but differ at the higher angles with the
ROP model predicting a smaller cross section. In addition, at these higher angles,
the current cross sections tend to be smaller than previous measurements. These
positrons have been backscattered and therefore reflected by the RPA and made
a second pass through the scattering cell. This may lead to some positron flux
loss at these energies, reducing the cross section here and increasing the cross
section at smaller energies if they re-scatter on the second transit. Generally, this
should be a small effect when the target gas pressure is low, or for targets and
energies where positrons tend to scatter strongly in the forward direction. Given
the uncertainty of the experimental measurements at these high angles, it is not
possible to make a conclusive argument for one theory at this point and the data
is in reasonable agreement with both models. At the total cross section level,
there is convergence at these energies between the present data, CCC model and
previous experimental data.
6.4 Total Elastic and Inelastic Cross Sections
The total elastic and total inelastic cross sections are presented in figure 6.4.1.
The total elastic cross sections are in good agreement with the CCC theory, con-
sistent with what is observed at the DCS level. The CCC theory is not presented
here between the opening of the Ps formation and the ionisation thresholds as the
theory has difficulty converging in this region. The ROP model is consistent in
shape with the present data, but the magnitude is lower, which is expected given
the discrepancies in forward angle scattering between the present measurements
and the theory.
The total inelastic cross section is in excellent agreement with the ROP theory,
implying that the differences between the ROP theory and the total scattering
cross sections noted in Jones et al. (2011) are due to the total elastic portion
rather than the inelastic. Experimental data from Sullivan et al. (2001b) and
Marler et al. (2005) of electronic excitation and direct ionisation respectively
are also included for comparison as at these energies these inelastic processes
dominate the inelastic cross section. Below the ionisation threshold the current
data and the measurements of the first two electronic excitation (3p5(2P3/2,1/2)4s)
states are in reasonable agreement, however by 20 eV the sum of Sullivan et al.
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Figure 6.4.1: Total elastic and total inelastic cross sections from 2-20 eV. Dot-
ted lines in a) indicate the Ps and first electronic excitation thresholds, and the
dotted lines in b) indicate the first electronic excitation and ionisation thresh-
olds. •, present data; —, CCC Jones et al. (2011); - - -, ROP Chen et al. (2008);
McEachran and Stauffer (2013); , Sullivan et al. (2001b) electronic excitation
cross sections for the 3p5(2P3/2,1/2)4s states; , Marler et al. (2005) direct ioni-
sation cross sections
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(2001b) and Marler et al. (2005) is much lower than the current measurements.
At this energy there are many other electronic excitations open, therefore the
total inelastic cross section would be expected to be larger than the sum of the
two excitation states and ionisation. However, the magnitude of this difference
in the present comparison is unexpectedly large. This discrepancy could indicate
issues with the present or previous experimental measurements near the electronic
excitation threshold. However, it could also suggest that by 20 eV there is a
significant amount of excitation to higher energy levels and the agreement with
the ROP model indicates that this larger magnitude could be reasonable.
In conclusion, the results presented here are generally in good agreement
with previous experimental results and tend to be better described by the CCC
model, rather than the ROP model, below the Ps formation threshold. Above
this threshold, the agreement between the ROP calculations and the present re-
sults improves, as the ROP theory incorporates a model of Ps formation. The
CCC and ROP models agrees more at these energies as well, with some discrep-
ancies at higher scattering angles, but are generally in agreement with each other
and with the experimental data. Dips in the DCS which were observed in past
measurements, and attributed to absorption effects, were not clearly observed in
the current data.
Finally, the magnitude of the total elastic cross section agrees well with the
predictions of the CCC model, in line with the apparent underestimation of the
DCS at small scattering angles in the ROP model. The present total inelastic
cross sections also agrees reasonably with past experimental measurements of the
first electronic excitation cross sections, but by 20 eV there is a large discrepancy
between the current results and past data. Despite this, the ROP model describes
the total inelastic cross sections excellently.
Chapter 7
Results II: C60
In this chapter, I present the results of a search I lead for resonances in the
total and positronium formation cross sections of positron scattering from C60.
I collected and analysed the data using the methods detailed in chapter 4 and
present the results here for positron impact energies from 0.4 eV to 50 eV, with
more detailed measurements taken below 10 eV in regions where resonant features
were predicted by Gianturco and Lucchese (1999).
7.1 Introduction
Positron resonances are formed when a positron becomes transiently associated
with a target atom or molecule. It is a temporary state and, unless another pro-
cess such as annihilation intervenes, will decay into two free states, the positron
and the target. Alternatively, the state may decay through emission of a positro-
nium atom. Resonances may appear in energy dependent cross section measure-
ments as features such as ‘bumps’ or ‘dips’.
Positron resonances are analogous to negative ion resonances, where an elec-
tron is temporarily associated with the target. These have been observed in
almost every atomic and molecular system (for a review, see Buckman and Clark
(1994)). However, experimental evidence for positron resonances is much more
elusive. Theoretically, positrons can bind to many different targets (Mitroy et al.,
2002) and in atomic systems the binding energy can range from 13 meV (e+Na)
to 500 meV (e+Ca). Positron bound states tend to be short lived, decaying
through positron-electron annihilation. Positron bound states with higher bind-
ing energies are more accessible to experimental study but unfortunately, many
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of the systems for which binding is predicted are difficult to access for gas phase
experiments as they are solids at room temperature. Open-shell transition met-
als, including iron, cobalt and nickel are promising targets for experimental study
due to their high dipole polarisabilities and moderate ionisation potentials (Dzuba
et al., 2010). Another example of a promising candidate are the large positron
resonances expected for magnesium-positron collisions (Mitroy et al., 2002), how-
ever, magnesium is a solid at room temperature and requires high temperatures
(>700 ◦C) to reach sufficient vapour pressures.
There is experimental evidence for positron binding to molecules, where large
Feshbach resonances were observed in the annihilation cross sections for positron
impact on alkanes at energies consistent with theoretical models of binding (Barnes
et al., 2003), see also the review paper by Gribakin et al. (2010). In this study,
the annihilation cross sections were studied for a range of alkanes, CnH2n+2 for
n = 1−9 and 12, and for some other molecules including isopentane, partially flu-
orinated and fluorinated methane, 1-fluorohexane (C6H13F ) and 1-fluorononane
(C9H19F ). Very large enhancements in the cross sections were observed, corre-
sponding to the excitation of molecular vibrations in larger alkanes. For alkane
molecules larger than ethane (C2H6), the position of these peaks shifted down in
energy by ∼20 meV per carbon atom.
On the other hand, there is no experimental evidence for positron binding to
atoms. Investigations so far have searched for positron resonances with H2, N2,
CO, Ar and He (Sullivan et al., 2001a; Machacek et al., 2012), but no features
have been observed to date.
The molecule investigated in this chapter is ‘buckminsterfullerene’, C60, a
soccer ball-shaped molecule consisting of 60 carbon atoms (see figure 7.1.1). Ex-
perimental measurements using electron diffraction place the diameter of the
icosahedral sphere at 7.113Å with bond lengths of 1.458Å for the five-member
rings and 1.401Å for the bonds connecting five-member rings (Hedberg et al.,
1991). Theoretical calculations find the bond lengths to be 1.450Å and 1.391Å
(Scuseria, 1991). The molecule is therefore huge in comparison to a positron with
a large, empty space inside. In electron scattering, C60 efficiently captures elec-
trons over a wide range of energies producing fairly stable, negative ions of C60
(Matejcik et al., 1995). The prevalence of these states in electron-C60 collisions
has produced some interest in whether binding or resonances may be formed for
positron projectiles.
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Figure 7.1.1: The C60 molecule where • are carbon atoms in the upper hemi-
sphere (unprimed numbers) and ◦ are carbon atoms in the lower hemisphere
(primed). Primed atoms and their unprimed counterparts are related by the
centre of symmetry of the molecule. Reproduced from Hedberg et al. (1991).
Gianturco and Lucchese (1999) investigated positron-C60 scattering theoreti-
cally, modelling the potentials in order to determine whether resonances could be
formed. The positronium formation threshold for C60 is relatively low compared
to other targets at ∼0.8 eV (given the ionisation threshold is ∼7.58 eV (de Vries
et al., 1992)). Below this threshold, and above it for the elastic partial cross sec-
tion, the key difficulties in modelling are the treatment of long-range polarisation
and short-range correlation effects. Gianturco and Lucchese (1999) approached
the model by assuming a fixed-nuclei approximation, such that the positron mo-
tion during scattering is not affected by the nuclear motion, and defined their
total interaction potential, Vtot(rp) as
Vtot(rp) = VS(rp) + VCP (rp) (7.1.1)
where rp is the distance between the positron and the molecular centre of mass,
VS(rp) is the static potential and VCP (rp) is the correlation-polarisation potential,
defined as
VCP (rp) =

V DFTcorr (rp), rp ≤ rcp
Vpol(rp), rp > rcp
(7.1.2)
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where rcp is calculated by locating a position for each carbon atom called the
‘polarisable centre’ where the dipole polarisability is 1/60th the total polarisability
of the C60 molecule. The polarisation potential, Vpol(rp) is then the sum of 60
equal contributions from different centres. V DFTcorr (rp) is a correlation potential
calculated using a density functional theory (DFT) approach in order to describe
the short-range potential. Gianturco and Lucchese (1999) calculate two different
versions of the correlation potential: VECP , the electron correlation potential,
where scattering is modelled as a homogeneous electron gas without reference to
the positron and VPCP , the positron correlation potential, where the homogeneous
electron gas model explicitly includes a positron ’impurity’. The model uses the
bond-length dimensions of Scuseria (1991) and the calculations were performed
using the icosahedral (Ih) symmetry of the target, including the ag, au, t1g, t1u, t2g,
t2u, gg, gu, hg and hu components. The spherical dipole polarisability is 558.0a30
and the close-coupling (CC) approach is used to calculate total cross sections for
positron-C60 scattering below 6 eV.
Figures 7.1.2 and 7.1.3 show the results of this model for both VECP and
VPCP where the labelled peaks seen in the calculated cross sections represent the
components of the VCP expansion which contribute to the resonances. The VECP
model indicates a generally flat total cross section with a resonance feature at
3.238 eV (figures 7.1.2a-b)). This is due to the ag component and represents a
relatively long lived resonance, where the positron becomes temporarily trapped
inside the C60 cage structure, lasting ∼0.5 ps before decay via positron ejection
or annihilation. The feature is narrow with a full width half maximum (FWHM)
of 8.8 meV, but has a large magnitude, more than 10% above the background
cross section.
The VPCP model turns the ag resonance into a bound state, e+C60, and pro-
duces additional resonances in a similar energy region (shown in figures 7.1.3a-b)
due to the stronger VCP potential. Resonances t1u (0.02 eV) and hg (3.8 eV)
are due to the positron becoming trapped inside the cage, whereas resonances
t2u and gu (0.5 eV) and gg and hg (1.5 eV) are resonances where the positron is
outside the cage, trapped behind angular-momentum barriers. The hg resonance
at 3.5 eV has an magnitude ∼7% above the background total cross section and
is ∼200 meV FWHM (implying a shorter-lived resonance).
Overall, there is a large discrepancy in the magnitude of the total scattering
cross section between the VECP and VPCP models.
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Figure 7.1.2: Model from Gianturco and Lucchese (1999) using VECP . Labels
indicate the components responsible for the features in the total cross section and
the dotted line in b) shows the feature is centred at 3.238 eV.
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Figure 7.1.3: Model from Gianturco and Lucchese (1999) using VPCP . Labels
indicate the components responsible for the features in the total cross section.
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Since the data presented in this chapter was collected, there have been fur-
ther theoretical calculations conducted by Hervieux et al. (2017), investigating
positronium formation from C60 molecules. These calculations predicted trains
of resonances in the positronium formation cross section. However, since these
predictions were not completed before the experiments presented here, they have
not been considered further.
Motivated by these predictions, which indicate sufficiently large resonant fea-
tures at experimentally achievable energies and energy resolutions, a series of
experiments were conducted to investigate whether these were observable in the
experimental total and Positronium formation cross sections for scattering of
positrons from C60 molecules. The measurements presented focus on the energy
range from 0.5 to 10 eV.
7.2 Experimental Details
The measurements presented in section 7.3 were performed using the oven config-
uration detailed in section 3.2 at a transport energy of 80 eV. The energy spread
was ∼70 meV and Vm was 100 meV. The resulting missing angles at scattering
energies from 0.4-50 eV are shown in table 7.1. The temperature of the oven
was ∼400◦C (∼673 K), ensuring the percentage of positrons scattering from the
target is ≤10 %.
Energy (eV) θmin (◦)
0.4 30.0
1 18.4
2 12.9
5 8.1
10 5.7
20 4.1
30 3.3
50 2.6
Table 7.1: Missing angles at selected scattering energies for Vm = 100 meV
7.2.1 Vapour Pressure
In order to extract the pressure of C60 inside the scattering cell, measurements of
the temperature of the cell were made and vapour pressure curves used for com-
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parison. There have been several measurements of the vapour pressure curves for
C60, with the most recent performed by Popović et al. (1994) and Piacente et al.
(1995). Both papers note that if the sample is impure, there can be significant
effects on the specific vapour pressure curves measured.
Popović et al. (1994) measured the vapour pressure curves for C60 at temper-
atures from ∼650 to 780 K using mass spectrometry to analyse the effusing gas
from a Knudsen cell. It was noted that as the temperature rose above 700-740 K,
the vapour pressure measured was lower than expected and transmission elec-
tron microscopy indicated partial decomposition of the C60. This behaviour was
attributed to the presence of solvents in the original sample, and it was found
that in the absence of any solvents there was no decomposition. The relationship
between pressure, p, and temperature, T , was determined to be
log p = 10.49± 0.14− 8276.4± 120
T
(7.2.1)
where the pressure and temperature are in kPa and K respectively and the num-
bers after the ± refer to the uncertainties in the constants.
Piacente et al. (1995) used a torsion effusion method to determine the vapour
pressure curves for C60 at temperatures from 730-990 K. The C60 sample was
placed in a cell with effusion holes on opposite side walls. The cell was suspended
under vacuum from a torsion wire and moved into the isothermal region of the
furnace used for heating. As the C60 gas exited the cell a torque was produced
which was measured directly and is proportional to the C60 pressure. A series of
different cells with different effusion holes were employed for comparison and to
accurately determine the constant of proportionality between the pressure and
temperature. Piacente et al. (1995) observed similar behaviour to Popović et al.
(1994) and noted that the first data runs performed produced higher vapour
pressures than those taken later, using the same samples. Investigation of the
samples using scanning electron microscopy indicated that the change in vapour
pressure was most likely due to initial impurities in the sample, rather than
decomposition of the C60 itself. Two equations were determined, the first for
initial samples containing impurities and the second for later samples where the
impurities have been removed following heating and cooling. These are
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First Run: log p = 8.28± 0.20− 9154± 150
T
(7.2.2)
Second Run: log p = 8.73± 0.25− 9668± 200
T
(7.2.3)
where, as before, the pressure and temperature are in kPa and K respectively.
Figure 7.2.1 shows equations 7.2.2 and 7.2.3 plotted as a function of temper-
ature. In these experiments, a similar phenomenon to those noted in Popović
et al. (1994) and Piacente et al. (1995) was observed where later runs produced a
lower vapour pressure at equivalent temperatures to earlier runs. The scattering
percentage (the percentage of positrons which scatter from a C60 molecule), in
figure 7.2.1 is estimated assuming the total scattering cross section at 6 eV is
106Å (Gianturco and Lucchese, 1999), note that this is from the VECP model, if
the VPCP model is used the scattering percentages are much higher. Based on
these predictions, there could be a difference of ∼ 15◦C in the temperatures from
the two models to achieve the same vapour pressure inside the oven.
The differences between the two vapour pressure curves presented make it
more challenging to ascertain an absolute magnitude for cross section measure-
ments, as the target pressure is part of these calculations. In order to select one of
the vapour pressure curves, a number of preliminary measurements were made by
altering the oven temperature and measuring the positron scattering percentages
(the percentage of positrons which interact with the target). For example, using
the vapour pressure curve shown in equation 7.2.1 indicates that the required
temperature to produce 1 to 10% scattering is ∼ 200 − 220◦C, using the lower
magnitude VECP model. Preliminary measurements observing the intensity of
the positron beam at different oven temperatures indicated no decrease in beam
intensity at these temperatures, corresponding to no target pressure in the oven.
However, when the oven temperature was increased to the temperatures predicted
by Piacente et al. (1995) a decrease in beam intensity and thus scattering was
observed suggesting that in this experiment, the vapour pressures predicted by
Piacente et al. (1995) were more applicable. Thus, the model provided by Pi-
acente et al. (1995) was chosen for analysis over that of Popović et al. (1994)
as it corresponded better to preliminary measurements. All data presented in
section 7.3 was analysed using equation 7.2.3, corresponding to later data runs
where the relationship between the temperature and pressure was constant.
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Figure 7.2.1: Relationship between the temperature and vapour pressure using
equations 7.2.2 and 7.2.3 (Piacente et al., 1995) and estimation of the scattering
percentages at 6 eV, assuming the total scattering cross section is 106Å consistent
with Gianturco and Lucchese (1999) and the VECP model. Dotted lines indicate
the temperature required for 10% scattering for the two pressure curves, — equa-
tion 7.2.2; - - - equation 7.2.3; – ·· – percentage scattering for equation 7.2.2; – ·
– percentage scattering for equation 7.2.3
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Figure 7.2.1 also highlights the effect that a small change in temperature can
have upon the scattering percentage and thus the cross section. The uncertainties
in equation 7.2.3 lead to large uncertainties in the pressure measurement, even if
the temperature uncertainty is very low. For an equation with the general form
log p = A− B
T
(7.2.4)
where A and B are constants with errors δA and δB, and T is the temperature
with error δT . The error in the pressure is given by
δp = p ln (10)δlog p (7.2.5)
where
δlog p =
√√√√√δ2A + (BT
)2(δB
B
)2
+
(
δT
T
)2 (7.2.6)
In the case of equation 7.2.3, this equates to δp ∼87-95% in the temperature
range 350-430◦C when δT = 0. The errors in the determination of the constants
δA and δB are the predominant sources of error in this experiment. Therefore,
the systematic error in the total cross section for the results presented was ∼90%,
although it should be noted that this is the systematic error for equation 7.2.3
and if the vapour pressure of Popović et al. (1994) were used the cross section
magnitudes would be significantly different. The statistical error bars range from
∼1-10% for the total cross sections and from ∼6-50% for Ps formation cross
sections, although most are closer to ∼25%. Given these large, unavoidable sys-
tematic errors due to our uncertainty in the pressure, the absolute magnitude of
the cross sections cannot be confidently determined. However, resonant features
should appear as a change in the relative cross sections and therefore should still
be visible regardless of the absolute magnitude of the cross section.
7.3 Results
The total cross sections for scattering energies of 0.4-6 eV are presented in fig-
ure 7.3.1, this covers the energy range investigated in Gianturco and Lucchese
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Figure 7.3.1: a) Total scattering cross sections from 0.4 to 6 eV. b) Total
scattering cross sections from 3-4.2 eV. • Present total; — VECP , - - - VPCP
scaled to match present total cross section at 3 eV (Gianturco and Lucchese,
1999).
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(1999). Due to the large systematic uncertainty in the pressure measurement, it
is not possible to determine which of the two models proposed by Gianturco and
Lucchese (1999) describe the magnitude of the total cross section best, therefore
the measured total cross sections and theoretical calculations have been nor-
malised to 1 at 3 eV for comparison purposes. It is clear that the VPCP model,
which explicitly incorporates the positron in the calculation of the potential, gen-
erally agrees well with the energy dependence of the total cross section, although
there is some discrepancy above 4 eV. However, agreement with the energy de-
pendence of the VECP model is very poor.
Below ∼1.2 eV, the measured total cross section appears to decrease. Positron
scattering from large molecules tends to display a rapid increase in the total cross
section at low energies due to a strong dipole polarisability. This also leads to
a very forward peaked DCS, meaning that the ‘missing’ part of the total cross
section becomes very large as well. For comparison, the dipole polarisabilities for
tetrahydrofuran (THF) and pyrimidine are 47.08 a.u. and 59.3 a.u. respectively
and exhibit large increases in the total cross section at energies below a few eV
(Chiari et al., 2013; Palihawadana et al., 2013). Both of these large molecules
also have strong forward peaked DCSs, such that for THF at an incident positron
energy of 1 eV and with a missing angle of 20◦the total cross section was under-
estimated by 40% (Chiari et al., 2013). Therefore, if the total cross sections for
these molecules is uncorrected, the cross section can appear to decrease at low
energies due to the angular resolution of the experiment.
C60 has a very high spherical dipole polarisability of 558.0 a.u.3 (Pederson
and Quong, 1992), thus it is reasonable to expect the DCS to be strongly forward
peaked at a few eV. The missing angles, shown in table 7.1, also increase as
the energy is reduced. Therefore, the decrease observed in the measured total
cross section could be due to the angular resolution of the experiment, in the
absence of theoretical or experimental DCSs it is not possible to account for the
underestimation of the total cross section. Alternatively, the drop could be due to
the large gg and hg resonance as predicted by the VPCP model, or a combination
of missing angles and a resonance.
Figure 7.3.2 shows the total and Ps formation cross sections up to 50 eV. The
total cross section continues to decrease as the energy rises from 6 to ∼10 eV,
before levelling off. The Ps formation cross section increases quickly above thresh-
old, shown in figure 7.3.2b, and is effectively constant above ∼5 eV, contributing
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Figure 7.3.2: Long range total and Ps formation scattering cross sections. •
Present total cross section; • Present Ps formation cross section; — VECP , - - -
VPCP , from Gianturco and Lucchese (1999). The total cross sections are scaled
to 1 at 3 eV. Dotted line indicates Ps formation threshold at 0.8 eV.
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approximately 16% of the total scattering at 50 eV. The error bars are larger for
incident energies greater than 10 eV due to fewer scans made in this region. This
was due to technical issues, limiting the amount of time available to collect data.
Finally, figure 7.3.1b shows the total cross section in the energy range 3-4.2 eV,
in the region of the predicted resonances at 3.238 eV (ag, model VECP ) and 3.5 eV
(hg, model VECP ). As noted before, the model produced using VECP is a very
poor description of the experimental data and the resonance at 3.238 eV is not
visible. There is also no clear indication of a resonance at 3.8 eV.
In conclusion, the current results do not provide any conclusive evidence of
resonant features in the total or Positronium formation cross sections at the
predicted energies. The VPCP model, which describes the relative shape of the
experimental data better than the VECP model, predicts smaller resonant features
than the VECP model. Given the size of the statistical error bars in the current
data, and the size of these predicted resonances, it is not possible to completely
disregard the predictions. Additional data would need to be collected to reduce
the statistical error bars and future experiments should initially focus on the
energy region from 3-4.2 eV as this region was less affected by concerns with
the missing angles. If the energy spread of the beam can be improved, it may
be possible to access the energy region below 2 eV where the magnitudes of the
predicted resonances are very large.

Chapter 8
Results III: Positron Impact
Ionisation of argon
In this chapter, I will present the first results from the positron reaction micro-
scope at the Australian National University, which focused on single ionisation
of argon atoms by positron impact, collected over 2013 and 2014. I operated the
experiment in 2013 with support from Simon Armitage and Dennis Mueller of
the University of North Texas, and lead the data collection in 2014. I analysed
data from both years using the analysis code I developed as discussed in chap-
ter 5. Here, alongside presenting the results, I will also discuss the reliability of
the fitting routines employed.
8.1 Introduction
Single ionisation of atoms by electron impact has been studied both theoreti-
cally and experimentally over several decades with triply differential cross sec-
tions (TDCS) provided by (e, 2e) experiments. These involve detection of the
scattered and ejected (emitted) electrons following ionisation and were first con-
ducted in the 60s by Ehrhardt et al. (1969), who investigated electron impact
single ionisation of helium. Over the next few decades, other (e, 2e) experiments
were conducted, enhancing our understanding of the dynamics of the three-body
Coulomb problem. However, these techniques were limited due to their small
acceptance angle, making them poorly suited for the study of other multiple co-
incidence systems such as double ionisation, excitation-ionisation and molecular
fragmentation. These small acceptance angles also made it challenging to develop
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a ‘benchmark’ set of data for single-ionisation events over a range of electron ejec-
tion energies and angles. When applied to ion-impact ionisation events, it was
only in 1994 that the first fully differential data was collected (Moshammer et al.,
1994), and only a few measurements have been made for electron impact double
ionisation (e, 3e) of helium (Taouil et al., 1998; Kheifets et al., 1999; Lahmam-
Bennani et al., 2003).
The development of the reaction microscope overcame many of the limitations
of the more ‘conventional’ methods (Ullrich et al., 2003), giving access to almost
all final-state momentum space for multiple events. In some cases, the application
of these methods threw previously accepted theoretical treatments into question,
for example, the work of Schulz et al. (2003) into fast ion induced single ionisation
of helium were in substantial disagreement with the theory of the time, includ-
ing in scattering geometries that had been previously inaccessible. On the other
hand, not all reaction microscope experiments have yielded such disagreements
between theory and experiment. For example, the first use of Recoil Ion Mo-
mentum Spectroscopy (RIMS), a pre-cursor to the modern reaction microscope,
for electron impact single and double ionisation of helium (Jagutzki et al., 1996)
was in good agreement with previous experimental measurements and current
theoretical predictions. Reaction microscope techniques have the ability to ex-
tend our knowledge of complex scattering systems, providing potential challenge
to theory and expanding experimental data into scattering geometries previously
unattainable.
The application of reaction microscope techniques to positron impact ionisa-
tion is a much more recent development. The results in this chapter are the first
TDCS produced by the reaction microscope at the Australian National University
and are focussed on single ionisation of argon atoms by positron impact.
At projectile energies of a few tens of electron volts, above the single ionisation
threshold, 15.76 eV, the direct ionisation cross sections for positrons and electrons
are markedly different (figure 8.1.1). However, by ∼190 eV the cross sections are
within 10% of each other. At this projectile energy, Ps formation, which is a
substantial part of the total cross section at lower energies, is negligible. Despite
the similarity in cross section magnitude, the dynamics of single ionisation of
the target atom by positron or electron collision is expected to be significantly
different.
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Figure 8.1.1: Comparison of positron (•) and electron (−−−) single ionisation
of argon. - - - indicates the ionisation threshold. Adapted from Knudsen et al.
(1990).
Figure 8.1.2: Example of theoretical TDCS in units of 10−22m2sr−2eV −1 for
ionisation of helium by electrons (x) and positrons (⊗) for 600 eV projectiles,
2.5 eV ejected electrons and a projectile scattering angle of 4◦. The ejected
electron angle is θb, and the arrow indicates the momentum transfer direction. −−
− and −−− are theoretical results using different models for electron scattering
and • are experimental results for electron scattering. Reproduced from Sharma
and Srivastava (1988).
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Figure 8.1.3: TDCS for single ionisation of argon by 200 eV positrons (a) and
electrons (b), 5.4 eV ejected electron energy and 3◦ positron scattering angle. 
Positron impact; 4 Electron impact; —, — polynomial fits to the positron and
electron data respectively; - - -, - - - CDW-EIS theory from c) convoluted with
experimental parameters for positron and electron data respectively. c) CDW-EIS
theory. Reproduced from De Lucio et al. (2010).
Theoretical models (Sharma and Srivastava, 1988; Brauner and Briggs, 1993;
Berakdar et al., 1993) show differences in the dynamics of the ionisation event
between positron and electron scattering. This is most apparent when considering
the binary peak, where the ejected electron does not interact with the recoil ion,
and the recoil peak, where the ejected electron scatters in the potential of the
recoil ion. As shown in the examples in figures 8.1.2 and 8.1.3, the binary peak
is enhanced for positron scattering and there is some shift in the direction of the
binary and recoil peaks with respect to the momentum transfer direction.
8.2 Experimental Details
The results from two different data runs are presented in the following sections,
these were collected in 2013 and 2014. In order to ensure that they were compa-
rable, certain key elements were kept the same during both runs. The positron
beam energy was 190 eV, selected as the single ionisation cross section is high
at this impact energy and the Ps formation cross section is negligible (see fig-
ure 8.2.1). The magnetic field in the reaction microscope was 10 G and the
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Figure 8.2.1: Positron impact single ionisation of argon as a function of impact
energy, compared with the Ps formation cross section. • Experimental single ion-
isation data of Knudsen et al. (1990); — Theoretical single ionisation calculation
of Campeanu et al. (1996); • Experimental Ps formation cross sections of Jones
et al. (2011)
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extraction field, Uex was 6.262 V/cm. The moderated beam was used in both
cases without the trap to improve the beam intensity.
One difference between the two runs was the focus upon the alignment of the
magnetic field in the reaction microscope. It proved to be significantly challenging
in the 2013 run to guide the positron beam along the beamline and through the
2 mm aperture into the reaction microscope. In order to direct the beam through
the aperture, the Helmholtz coils near the aperture were tilted to guide the beam
into reaction microscope. As these coils sit only at the entrance to the reaction
microscope, the impact of their field on the interaction region was considered
to be negligible. Alignment of the Helmholtz coils in 2013 ensured that the
unscattered beam passed through the centre of the positron/ion detector, but
in order to achieve this the coils were no longer geometrically aligned with the
chamber.
In 2014, beam intensity was sacrificed to keep the Helmholtz coils aligned
with the chamber. This should provide the most homogenous magnetic field
inside the reaction microscope. Without moving the Helmholtz coils, the un-
scattered positron beam impacted the positron/ion detector resulting in more
data collected, but also more data which was discounted as it did not include
the necessary ion and ejected electron information. As the beam intensity was
relatively low, there were no concerns about damage to the detector MCPs from
the unscattered positron beam.
It was noted during initial analysis of the 2014 data that the small difference
in location of the Helmholtz coils had little effect on the observed relationships
between the scattered positrons and ejected electrons. The key difference between
the data sets was that there was a smaller acceptance angle for the scattered
positrons in 2014 as there was no longer a limitation posed by the hole in the
positron/ion detector.
Improvements made to the electronic selection of events meant that the 2014
data set contains more counts than the 2013 set, despite running with a lower
initial beam intensity.
8.3 Analysis of Results
As the data runs from 2013 and 2014 were run with different configurations of
the beam, it is important to discuss the results from each year individually. Time
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spectra are useful for comparison as they have not been processed by the fitting
program (see section 5.4.6), yet contain important information especially relating
to the longitudinal momentum of the particles. The relative positron-ion time,
te+ion, is used in this analysis only as a selection criterion for potential candidates
relating to single ionisation. Therefore, only the relative positron-electron time,
te+e− , is of interest here. Figure 8.3.1 shows a comparison of te+e− for the 2013
and 2014 data sets, prior to momentum reconstruction. Both data sets include a
peak at around 75 ns, where this peak includes fewer counts for the 2013 data as
there were fewer events in the 2013 data set. The two data sets exhibit a large
peak around 30 or 40 ns for 2013 and 2014 data respectively. The shift cannot
be explained by time delays in the experimental setup as, in both cases, the time
delays were identical.
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Figure 8.3.1: te+e− for 2013 and 2014, — all 2013 data; — all 2014 data
8.3.1 Model Reliability
It is physically possible for there to be events where te+e− is around 30-40 ns,
therefore, it is not valid to simply remove these events from the data sets without
further consideration as this may also remove ‘real’ events associated with an
ionisation event. However, if these events are not due to ionisation, it is unlikely
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that the specific combination of times and detection positions will result in an
event with a low fitting error, as defined by equation 5.4.8.
Events are selected to form a final data set if there is a single solution and
the fitting error is low. Figure 8.3.2 demonstrates that the majority of events
with both a unique fit and low error have te+e− around 75 ns, whereas the events
with multiple fits or those with unique fits, but high error, almost exclusively
have te+e− around 30 ns. This suggests that there is an experimental artefact
producing a large number of events with te+e− ∼30 ns. Here, it may be due to
secondary electrons and is further discussed in section 8.3.2.
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Figure 8.3.2: Comparison of unique and non-unique fits for te+e− using data
from 2014, — all data; — data with a unique fit and low error; — data with a
non-unique fit; — data with a unique fit and high error
Figures 8.3.3 and 8.3.4 shows the effect of selecting only events with a unique
fit and low error on the momenta. In particular, figure 8.3.3a indicates that the
peak around 3 a.u. is predominantly due to ‘good’ fits with unique fits and low
errors, whereas the peaks around 0.5 a.u. and -1 a.u. are a mixture of good and
poor fits. Figure 8.3.3b shows that the peak around -0.6 a.u. may well contain a
significant number of backscattered electrons and the sharp spike around 2.2 a.u.
is most likely to be due to events with poor fits. Likewise, the sharp spike at
∼3.4 a.u. in figure 8.3.4b is also mostly due to events with poor fits. In both
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figures 8.3.4a and 8.3.4b, selection of only well fitted events shifts the transverse
momenta higher compared to the large, low momenta peaks for events with unique
fits but high error.
It is clear that the well fitted events tend to describe behaviour more in line
with expectations as discussed in section 8.1. The positron generally scatters at
a low angle and keeps most of the longitudinal momentum, contributing only
a small portion to the ejected electrons which are ejected in both forwards and
backwards directions, but generally with a low momentum.
8.3.2 Secondary Electrons
One likely source of the te+e− peak around 30 ns is the production of secondary
electrons at grids in the reaction microscope. Secondary electrons can be pro-
duced by an electron, positron or ion impacting on a mesh grid and due to the
extraction field this secondary electron may be accelerated towards the electron
detector and produce a valid hit. These electrons may pass the selection criteria
prior to momentum reconstruction as they are real particles, rather than noise,
and appear at a reasonable time relative to the ion or positron. The shift in
the te+e− peaks in figure 8.3.1 from 40 to 30 ns between 2013 and 2014 could be
caused by the movement of the unscattered positron beam between the years,
resulting in a slightly different interaction region and a slightly different position
of the secondary electron source. This should be investigated in future work (see
section 10.2).
Figures 8.3.5 and 8.3.6 shows the momenta with good fits, where the data
with 15 ≤ te+e− ≤ 45 ns is included or excluded. Given the results of previous
experimental and theoretical work (e.g. Sharma and Srivastava (1988); De Lucio
et al. (2010)), it would be surprising if there is a strong electron ejection in the
backwards direction. Figure 8.3.5b indicates that the backscattered electrons are
almost exclusively due to the peak for 15 ≤ te+e− ≤ 45 ns, which we tentatively
refer to as a ‘secondary electron’ peak. The removal of the secondary electron
peak also reduces the importance of the peaks at ∼0.6 and -1 a.u. in figure 8.3.5a
and generally results in positrons and electrons scattered with lower transverse
momenta in figures 8.3.6a and 8.3.6b.
Removing the secondary electron peak may remove real events with this rel-
ative time, but given the current experimental limitations it is not possible to
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Figure 8.3.3: Comparison of unique and non-unique fits for the longitudinal
momenta using data from 2014. — all data; — data with a unique fit and low
error; — data with a non-unique fit; — data with a unique fit and high error
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Figure 8.3.4: Comparison of unique and non-unique fits for the transverse
momenta using data from 2014. — all data; — data with a unique fit and low
error; — data with a non-unique fit; — data with a unique fit and high error
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Figure 8.3.5: Comparison of the longitudinal momenta using data from 2014
including or removing the apparent secondary electron peak. — data where
te+e−<15 ns or te+e−>45 ns; — data where 15 ns≤ te+e− ≤45 ns
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Figure 8.3.6: Comparison of the transverse momenta using data from 2014
including or removing the apparent secondary electron peak. — data where
te+e−<15 ns or te+e−>45 ns; — data where 15 ns≤ te+e− ≤45 ns
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distinguish between secondary electrons and ejected electrons due to target ion-
isation. These real events could reveal interesting features in the TDCS and
therefore, in the future, a focus would be to remove the secondary electron ef-
fects.
8.4 Results
The final results contain data where there is a unique fit with a low error and
where the secondary electron peak has been removed. Figure 8.4.1 summarises
the longitudinal and transverse momenta for both the positrons and electrons
and data from 2013 and 2014. The longitudinal momenta (figure 8.4.1a) are very
similar between the two data sets and indicate that the positron scatters with
the majority of the initial momentum. The electron has a smaller momentum
(approximately 50% that of the positron, see figure 8.4.2a) but is also predom-
inately forward scattered. This is consistent with the expected enhancement of
the binary lobe of the TDCS for positron scattering (Sharma and Srivastava,
1988).
The transverse momenta (figure 8.4.1b) of the positrons and electrons are
lower than their longitudinal momenta and are more similar in magnitude. Fig-
ure 8.4.2b indicates that, overall, the electron has slightly less transverse momen-
tum than the positron, as the peak in the ratio is <1. However, there are still a
significant number of events where the electron has more transverse momentum
than the positron. Figure 8.4.1b also shows that, compared to the 2013 data,
the 2014 data shows a positron transverse momentum with a peak at a lower
momentum. This is likely due to the change in the accepted scattering angle θ,
in the y − z plane. The 2014 experiment was conducted with the unscattered
positron beam directed onto the positron/ion MCP plates, rather than through
the aperture as in 2013. Therefore, more positrons scattered at a lower angle,
and thus a lower transverse momentum, could be detected in 2014 than in 2013.
Figure 8.4.3 shows the θ dependence for positrons and electrons across the
2013 and 2014 data. In both data sets, there is a strong, well-defined peak in
positrons ∼13◦(2013) and ∼20◦(2014) which extends up to ∼40◦. This indicates
that the majority of scattering for positrons is in the forward direction. The
slight shift between the 2013 and 2014 data in the positron peak could be due to
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Figure 8.4.1: Longitudinal and transverse momenta for the positron and elec-
tron. — and — are the positron and electron momenta respectively for the 2013
data; - - - and - - - are the positron and electron momenta respectively for the
2014 data
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Figure 8.4.2: Ratio of electron to positron momenta vectors. — 2013 data; - -
- 2014 data
8.4. Results 161
location of the unscattered beam in 2014, which represents an improvement in
the low-angle limit of measurement.
Electrons, on the other hand, have a broader spread with a less defined peak
with scattering angles of up to ∼80◦. This wide spread of electron scattering
angles is not dissimilar to the theory presented by Brauner and Briggs (1993)
for positron-impact ionisation of Hydrogen atoms. Brauner and Briggs (1993)
shows that for positrons scattered at small angles (4◦), electrons are ejected in
a forward direction. As the energy of the positron beam is increased to 150 eV,
the electrons are ejected across a range from -40◦to 100◦, peaking at 20◦. When
the positron beam energy is increased further, the peak becomes more defined
and shifts towards 0◦. While this theory is not exactly representative of the
experiment presented here, the general trend where electrons are ejected in an
forward direction appears to be replicated in argon.
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Figure 8.4.3: θ dependence for the positron and electron, with the apparent
secondary electron peak removed, — and — are θe+ and θe− respectively for the
2013 data; - - - and - - - are θe+ and θe− respectively for the 2014 data
The angle φe+e− represents the angle between φe+ and φe− and the results are
shown in figure 8.4.4. The data from 2013 and 2014 has been combined to account
for the low count rate, but the trends were confirmed to be identical for each data
set before combining. It is apparent that, mostly, the electrons are ejected in a
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similar direction to the scattered positrons as indicated by the peaks around 0 and
360◦. There is a dip around 180◦showing that fewer electrons are ejected in the
opposite direction to the scattered positron. The low number of counts means
that it is not possible to extract the relationships between positrons scattered
at specific angles and the ejected electrons, therefore direct comparison with
literature data is difficult. However, data from De Lucio et al. (2010) suggests
that for 200 eV positrons impacting argon there should be a dip around 180◦as
observed here.
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Figure 8.4.4: Electron emission angle, φe+e− , dependence for all Ee− and θe+ ,
with the apparent secondary electron peak removed, 2013 and 2014 data combined
In conclusion, the results presented in this chapter are the first from a positron
reaction microscope ionisation experiment. They show relationships in-line with
expectations based upon theoretical and other experimental data. Generally,
positrons are scattered in a forward direction and retain the majority of the initial
longitudinal momentum. Electrons are ejected with less longitudinal momentum
and at a higher angle relative to the initial beam, but still in the forward direction.
Given the current experimental limitations it is not yet possible to ascertain
full TDCS for positron-impact ionisation of argon, but the present results are
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encouraging. Further study is required, with improvements to the equipment
which will allow for more nuanced data analysis (see section 10.2 for more details).

Chapter 9
Conclusion
The goal of this thesis was to experimentally investigate positron interactions
with atoms and molecules. In achieving this, the work presented focuses on two
different systems, argon and C60, which were studied through the lens of two
pieces of experimental apparatus.
The single scattering experiment was used to study positron scattering from
argon and C60. Argon has been studied in depth before, using this same ex-
periment (Jones et al., 2011), when high-resolution measurements were made of
total scattering and Positronium (Ps) formation cross sections. The experimental
study of simple targets such as the noble gases is important as the theoretical
handling of these targets is usually achievable. Comparison between high-quality
experimental data and theoretical models in regions where experiments are man-
ageable allows for calculations to be improved, meaning that they can be extended
to targets that are not so experimentally friendly.
In this thesis, the first absolute elastic differential cross sections (DCS) from
2-50 eV, and total elastic and inelastic cross sections up to 20 eV, are presented.
They were compared with calculations from the convergent close-coupling (CCC)
method (Fursa and Bray, 2012) and the relativistic optical potential (ROP)
method (Chen et al., 2008). Generally, the present DCS results agree more closely
with the CCC method than the ROP method at all energies, although above the
Ps formation threshold the agreement between the current results and the ROP
method improves. The total elastic cross section is again much better modelled
by the CCC method below the Ps formation cross section, consistent with the
discrepancies observed in the DCS between the small angle scattering predicted
by the CCC method in comparison to the ROP method. On the other hand,
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the ROP method describes the total inelastic cross section almost perfectly up to
20 eV.
Experimental evidence for the existence of temporary positron binding to
atoms and molecules has proven to be an elusive goal over the years, despite many
theoretical predictions of their existence. This temporary binding may result in
the appearance of resonant features in scattering cross sections. Multiple studies
have been conducted over the years, with many finding no trace of resonances in
positron-atom scattering
Finally, this thesis is concerned with the development of a positron reac-
tion microscope. Reaction microscopes in their current incarnation evolved from
Recoil Ion, and Cold Target Recoil Ion, Momentum Spectroscopy and were de-
veloped by Moshammer et al. (1994) (and Moshammer et al. (1996)) and Ullrich
et al. (2003). They provide many benefits in the study of scattering events,
including:
• 4pi acceptance
• high momentum resolution and
• an ability to detect all post-collision particles in coincidence
These features mean that they are able to measure total differential cross sec-
tions (TDCS) which provide significantly more information about the dynamics
of scattering events, such as ionisation, than single scattering experiments. Re-
action microscopes have been used to study scattering due to photon, electron
and ion impact (Ullrich et al., 2003), but positron scattering has been largely
neglected (with the exception of preliminary results from Holzwarth (2010)).
In this thesis, experimental techniques have been outlined for the operation
of a new positron reaction microscope. Analysis techniques have been developed,
as shown in chapter 5, and applied to the first experimental results from the ap-
paratus, concerning single ionisation of argon by 190 eV positron impact. While
experimental equipment limitations and count rates prevents the measurement
of full TDCS at present, the present results show similar results to expectations
based upon available theory and experiment. Positrons scattered during an ion-
isation event tend to keep the majority of the longitudinal momentum, while
electrons are ejected with more transverse momentum. Positrons and electrons
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are mostly forward scattered (angles <90◦) and, as indicated by their azimuthal
scattering angles, travel in approximately the same direction with relatively few
electrons ejected back-to-back with the scattered positron. These results provide
initial evidence of the feasibility of these experiments and the techniques devel-
oped will, hopefully, allow for more detailed experimental study of the kinematics
of positron-induced single ionisation events.
There are many directions for future work with the two experimental ap-
paratus discussed in this thesis, detailed information about this is provided in
chapter 10. On the single scattering experiment, this should involve a return to
C60, collecting more data to provide better statistical information. Continuation
of studies on positron scattering from noble gases could include measurement of
absolute DCS for positron-neon scattering as there is currently very little avail-
able experimental DCS for neon and no absolute measurements. For the positron
reaction microscope, the future involves improvements to the experimental ap-
paratus, methods and analysis to provide more detailed results and extension to
other targets.
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Chapter 10
Future Work
This chapter outlines future work to be conducted on the single scattering and
positron reaction microscope experiments. The ideas documented include con-
tinuation of work presented in this thesis, as well as necessary improvements and
changes to the data analysis which would, hopefully, enhance the capabilities of
the positron reaction microscope.
10.1 Single Scattering Experiment
10.1.1 C60
The results for positron scattering from C60 presented in chapter 7 are incomplete
as experimental difficulties restricted data collection times significantly. The tar-
get proved to be relatively simple to handle and temperatures of ∼400◦C were
sufficient to produce a viable vapour pressure. Therefore, future work on this
target is certainly feasible and should incorporate a thorough investigation of the
resonances identified by Gianturco and Lucchese (1999). This should begin with
the gg and hg resonance at 1.5 eV and the hg resonance at 3.8 eV produced from
the VPCP model, which appears to describe the shape of the total cross section
much better than the VECP model.
Gianturco and Lucchese (1999) calculates DCS around the t2u and gu at 0.4 eV
using the VPCP model and demonstrates significant differences in the shape of
the DCS compared to the DCS at 3 eV, where there are no predicted resonances.
Given the current experimental setup, it is difficult to investigate the resonances
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below 1 eV with much confidence, although it would be possible to measure DCS
at the higher resonances. Therefore, if resonances were observed in the total
cross sections, DCS at these energies should also be measured. Additional theo-
retical support would also assist in guiding the experiments. Accurate theoretical
treatment of large molecules is very difficult but are possible using some models.
10.1.2 Neon
Neon is a noble gas which, like argon, is relatively simple to model theoretically.
In addition, it is easily accessible for experimental measurements with high purity
gases available. Over the years, the total cross sections for neon have been stud-
ied significantly and good agreement now exists between theory and experiment
(Jones et al. (2011)). However, unlike argon, there is very little prior experimental
work on DCS, which provide a much more stringent test of theory. At low ener-
gies (≤200 eV) relative experimental DCS are available only at 13.6, 20, 50 and
200 eV (Kauppila, W.E.; Kwan, C.K.; Przybyla, D.; Smith, S.J.; Stein (1996)).
These DCS cover the angular range between 30 and 135◦and are restricted by
the physical positioning of the detectors. As with argon, the theoretical DCS are
scaled to match the magnitude of the experimental DCS
If the positron beam energy spread is ∼60 meV, the single scattering exper-
iment should be able to measure angles of 10◦ at 13.6 eV, an improvement on
the angular acceptance of previous experiments. The first electronic excitation
threshold for neon is 16.6 eV, therefore an M ratio of ∼3 would give access to
DCS up to 50 eV as well as total elastic and total inelastic cross sections. Future
work with neon should focus on the measurement of absolute DCS at low energies
around the Ps formation threshold.
10.2 Reaction Microscope
10.2.1 Supersonic Gas Jet
The reaction microscope experiments discussed in this thesis used an effusive
target gas jet as this provides a larger intersection between gas jet and positron
beam, increasing the overall count rate and simplifying these initial experiments.
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Figure 10.2.1: Supersonic gas jet with two skimmers and a third differential
pumping region separating the jet system from the main chamber. Reproduced
from Senftleben (2009)
However, the large momentum spread of the target atoms meant that momentum
reconstruction was only possible through a fitting routine (see section 5.4.6).
This has some significant flaws, including the inability to determine the recoil ion
momentum and difficulty in distinguishing between electrons from an ionisation
event and secondary electrons appearing at a similar relative time of flight. A
better momentum reconstruction method exploits momentum conservation in
order to extract the time of flight of the positron, the framework for this is
discussed in section 10.2.2. For this to be possible, a supersonic gas jet must be
used so that the initial momentum of the target atoms can be reduced.
A supersonic gas jet reduces the temperature of the target gas through adi-
abatic expansion. The target gas, at temperature Ti and pressure pi, expands
through a nozzle of diameter d into a region with a much lower pressure, pb. In
the nozzle the target gas accelerates through supersonic expansion until the par-
ticles’ velocity exceeds the local speed of sound. This region is called the ‘zone of
silence’ as the gas cannot sense downstream boundary conditions, thus the final
pressure of the gas pf is independent of pb. Skimmers in the ‘zone of silence’
and further downstream allow for collimation of the gas beam and the removal
of particles with high transverse momentum (see figure 10.2.1).
The cool target beam produced by a supersonic gas jet has a terminal speed
ratio, S∞, given by
S∞ =
vjet
vtherm
(10.2.1)
where vjet is the particle velocity in the gas jet and vtherm is the particles’ thermal
velocity. S∞ is the velocity ratio long after the expansion and is largely dependent
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upon pi, d and the properties of the gas. The final temperature, Tf,‖, of the gas
jet in the experiment’s longitudinal, z, direction (perpendicular to the direction
of propagation of the gas jet) is given by
Tf,‖ = Ti
γ
γ − 1
1
S2∞
(10.2.2)
where γ is the heat capacity ratio, which is 1.670 for Argon at room temperature,
but varies with temperature. vjet can be measured using calibration techniques
detailed in Senftleben (2009) and used to find the ‘effective’ γ given by the rela-
tionship
vjet =
√
2k
m
· γ
γ − 1 · Ti (10.2.3)
Depending upon the parameters of the experiment, Tf,‖ can be much smaller than
Ti, often a few degrees Kelvin. A final temperature of 2 K would correspond to
a momentum spread of 1.27 a.u. for Argon atoms, much less than the ∼14.5 a.u.
for the effusive gas jet, and less than the projectile momentum.
10.2.2 Newton-Raphson Method
If the momentum spread of the target atoms can be constrained such that it
is close to 0 a.u. the momentum reconstruction may be performed in a more
rigorous manner. The current momentum reconstruction analysis can only be
reasonably used for triple coincidences where there is only one electron present, if
there are multiple electrons it can be difficult to distinguish the ejected electron
from the specific ionisation event and the event must be removed from the data
set. If the momentum spread of the target atoms is very small the sum of the final
state (post-collision) momentum vectors, psum, is equal to the initial momentum
of the projectile, pproj = (0, 0, pproj) and the momentum conservation equation is
given by
psum = pe+ + pe− + pion ≡ pproj (10.2.4)
10.2. Reaction Microscope 173
where pe+ ,pe− ,pion are the momenta vectors for the positron, electron and ion
respectively. Considering only the longitudinal momentum, equation 10.2.4 can
be rewritten as
psum,z = pe+,z(te+) + pe−,z(te+ + te+e−) + pion,z(te+ + te+ion) ≡ pproj,z (10.2.5)
where te+ is the time of flight of the positron and te+e− , te+ion are the relative
times of flight for the electron and ion respectively. Thus, equation 10.2.5 is a
function of one unknown, te+ . The Newton-Raphson method can be used to find
the root of
f(te+) = pproj,z − psum,z(te+) (10.2.6)
implemented as
tn+1e+ = t
n
e+ −
f(tne+)
f ′(tne+)
(10.2.7)
In order to solve these equations, expressions for pe+,z, pe−,z and pion,z must
be determined. The relationship between particle time of flight and longitudinal
momentum is given by equation 5.1.9, but cannot be rearranged to give pz(t).
Therefore, some approximations must be made. For the ion, if we assume that
the amount of momentum gained from the electric field is much greater than the
initial longitudinal momentum, it is reasonable to approximate equation 5.1.9
with a taylor expansion near the point p0 = 0. The Taylor expansion for pion,z is
given by
tion(pion,z) = tion(pion,z = 0) + (pion,z − 0)t′ion(pion,z = 0) + · · · (10.2.8)
which, using equation 5.1.9, and rearranging for pion,z can be written as
pion,z(tion) =
qUA
LA
(
m ·
(
2LA
2qmUA
+ LB2qmUA
(10.2.9)
+ 2LC√2qmUA + 2qmUMCP +
√
2qmUA
)
− (te+ + te+ion)
)
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where tion is the time of flight of the ion. The differential of pion,z is
dpion,z
dte+
= −qUA
LA
(10.2.10)
The situation for the positrons and electrons is more complex as it is no
longer valid to assume that they gain little momentum from the extraction field
compared to their initial momentum after the ionisation event. In order to find
expressions for pe+,z, pe−,z and their respective differentials with respect to te+ ,
equation 5.1.9 can be simplified, assuming that the contribution due to the ac-
celerated across LA is small, to give
t = 2mLA√
p2z + 2qmUA ± pz
+ mLBC√
p2z + 2qmUA
(10.2.11)
where LBC = LB + LC . In the reaction microscope setup here, LBC/LA =1.92,
therefore equation 10.2.11 can be written as
t = mLA ·
 2√
p2z + 2qmUA ± pz
+ 1.92√
p2z + 2qmUA
 (10.2.12)
Substituting X2e = p2z/2mqUA and Te =
√
qUAt2/2mL2A into equation 10.2.12
gives
Te =
1√
X2e + 1 +Xe
+ 0.96√
X2e + 1
(10.2.13)
Plotting this equation for a reasonable range of Xe, a fit can be found with the
form
Xe = Ae +
Be
Te
+ CeTe +De sin(Te) (10.2.14)
where Ae, Be, Ce, De are constants to be determined from the graph. As pz =
Xe
√
2mqUA, the momentum is given by
pz = 2mκ
(
Ae +
LABe
κt
+ Ceκt
LA
+De sin(
κt
LA
)
)
(10.2.15)
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Figure 10.2.2: Simulated electron acceptance for 6.262V/cm and 3V/cm ex-
traction field
where κ =
√
qUA/2m and t = te+ for positrons, t = te+ + te+e− for electrons. The
differential is
dpz
dt
= 2mκ
(
−LABe
κt2
+ Ceκ
LA
+ κDe
LA
cos( κt
LA
)
)
(10.2.16)
Therefore, equations 10.2.8, 10.2.10, 10.2.15 and 10.2.16 can be substituted
into 10.2.6 and solved to give te+ using the Newton-Raphson method. The so-
lution to this will be unique and can be used to exclude spurious particle hits,
unassociated with ionisation events, as the momentum for these events will not
be conserved.
10.2.3 Additional Measurements for Single Ionisation of
Argon
In order to cover the full momentum space, experiments should be conducted
with multiple extraction fields and combined. The momentum acceptance for
positrons, electrons and ions was outlined in section 5.3 and figure 10.2.2 demon-
strates the effect on the electron acceptance of changing the extraction field. For
example, figure 10.2.2a shows that when the longitudinal momentum of the elec-
tron is close to -3.57 a.u., small transverse momenta cannot be detected, whereas
in figure 10.2.2b this combination of longitudinal and transverse momenta are de-
tectable. However, the higher extraction field of 6.262 V/cm can detect particles
with longitudinal momenta ∼-1 a.u. which is not possible at the lower extraction
field.
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Reducing the extraction field can also provide a better momentum resolution,
although, it can complicate detection of the ion. In this example, reducing the
extraction field to 3 V/cm increases the ion time of flight to >32 µs. The maxi-
mum relative time of flight between the positron and ion that a single 3377 TDC
can detect is 32 µs, therefore at an extraction field of 3 V/cm a second TDC
would need to be included in the detection electronics.
10.2.4 Further Targets
The reaction microscope can be used to investigate a large range of targets. Sin-
gle ionisation of helium by positron impact would be a natural progression from
the measurements presented here as helium is a simpler system for theoretical
treatment and would provide a better system for experimental-theoretical com-
parison. As helium is significantly lighter than argon, the ion may be extracted
using low extraction fields- for example, the time of flight for a singly ionised
helium atom in an extraction field of 0.5 V/cm is only 25 µs, easily achievable
with a single TDC setup. However, helium has a single ionisation cross section
almost ten times smaller than for positron-argon single ionisation (Knudsen et al.
(1990)). Therefore, in order to collect an equivalent number of counts the exper-
iment would need to be run for much longer. Improving the intensity of the
incident positron beam would significantly help these measurements.
Another system which could be relatively easily investigated, is double ioni-
sation of argon by positron impact, Ar2+. The current experiment has detected
many Ar2+ events. However, as a full measurement for these events requires de-
tection of two electrons, unless a supersonic gas jet is used it is not possible to
reconstruct the momenta using the method detailed in section 10.2.2.
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