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On the function approximation error for risk-sensitive reinforcement
learning
Prasenjit Karmakar and Shalabh Bhatnagar
Abstract—In this paper we obtain several informative error
bounds on function approximation for the policy evaluation algo-
rithm proposed by Basu et al. when the aim is to find the risk-
sensitive cost represented using exponential utility. The novelty
of our approach is that we use the irreduciblity of Markov chain
(Bapat’s inequality and Perron-Frobenius eigenvectors) to get the
new bounds whereas the earlier work used spectral variation
boundwhich is true for anymatrix. As a corollary of our main result
we provide a bound between largest eigenvalues of two irreducibile
matrices in terms of the matrix entries.
Index Terms—risk-sensitive cost; function approxima-
tion; Perron-Frobenius eigenvalue.
I. INTRODUCTION
The most familiar metrics in infinite horizon sequential decision
problems are additive costs such as the discounted cost and the long-
run average cost respectively. However, there is another cost criterion
namely multiplicative cost (or risk-sensitive cost as it is better known)
which has important connections with dynamic games and robust
control and is popular in certain applications, particularly related to
finance where it offers the advantage of ‘penalizing all moments’, so
to say, thus capturing the ‘risk’ in addition to mean return (hence the
name). For details see [6].
Like other cost criteria, one can propose and justify iterative
algorithms for solving the dynamic programming equation for risk-
sensitive setting [10]. The issue we are interested in here is how to do
so, even approximately, when the exact model is either unavailable
or too unwieldy to afford analysis, but on the other hand simulated or
real data is available easily, based on which one may hope to ‘learn’
the solution in an incremental fashion.
One important point to note here is that the usual simulation
based technique of calculating average cost does not work when the
objective is a risk-sensitive cost. The reason is that average cost is
defined as
lim
n→∞
1
n
E[
n−1∑
i=0
c(Xi)],
where c(i) is the cost of state i and Xn, n ≥ 0 is an irreducible
finite state Markov chain. Therefore the following iterative algorithm
will almost surely converge to the average cost:
θn+1 = θn + a(n) [c(Xn)− θn] , (1)
where the step sizes satisfy the Robbins-Monro conditions. This
follows from the ergodic theorem for irreducible Markov chains as
well as the convergence analysis of stochastic approximation with
Markov noise [11]. On the contrary one needs to apply multiplicative
ergodic theorem [1] when the cost is risk-sensitive. However, this
does not have any closed-form limit. Moreover, one cannot even write
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iterative algorithms like (1) in this setting because of the non-linear
nature of the cost. Due to the same reason, methods of [8] also don’t
work in this setting when one is solving the full control problem.
This takes us into the domain of reinforcement learning. In [9]
and [4], Q-learning and actor-critic methods have been proposed
respectively for such a cost-criterion. These are ‘raw’ schemes in
the sense that there is no further approximation involved for the
value function or policy. Since complex control problems lead to
dynamic programming equations in very large dimensions (‘curse of
dimensionality’), one often looks for an approximation based scheme.
One such learning algorithm with function approximation is proposed
in [3].
In such approximation architectures an important problem is to
obtain a good error bound for the approximation. This has been
pointed out by Borkar in the future work sections of [3], [13],
[14]. While [3] provides such a bound when the problem is policy
evaluation, it is also mentioned there that the bound obtained is
not good when the state space is large. In this technical note we
investigate the problems with the existing bound and then improve
upon the same. The main idea is to use classical Bapat’s inequality
[2] and to use Perron-Frobenius eigenvectors (they exist if we assume
an irreducible Markov chain) to get the new bounds. The novelty of
our approach is that we use the irreduciblity of Markov chain to get
the new bounds whereas the earlier work by Basu et al. used spectral
variation bound which is true for any matrix. We show that good
approximations are captured using our bounds whereas the earlier
bound would infer them as bad approximation.
The paper is organized as follows: Section II describes the pre-
liminaries and background to the problem considered. Section III
discusses the shortcomings of the bound proposed by Basu et al.
Section IV shows the theoretical conditions under which there is
no error. This section also describes verifiable conditions when the
transition kernel is doubly stochastic. Section V describes the new
error bounds as well as how they compare with each other and with
the state of the art bound. Section VI presents conclusions and some
future research directions.
II. PRELIMINARIES AND BACKGROUND
We begin by recalling the risk-sensitive framework. Consider an
irreducible aperiodic Markov chain {Xn} on a finite state space S =
{1, 2, . . . , s}, with transition matrix P = [[p(j|i)]]i, j ∈ S. While
our real concern is a controlled Markov chain, we aim here at a
policy evaluation algorithm for a fixed stationary policy. Thus we
have suppressed the explicit control dependence. Let c : S×S → R
denote a prescribed ‘running cost’ function and C be the s×s matrix
whose (i, j)-th entry is ec(i,j). The aim is to evaluate
lim sup
n→∞
1
n
ln
(
E[e
∑n−1
m=0 c(Xm,Xm+1)]
)
.
That this limit exists follows from the multiplicative ergodic theorem
for Markov chains (see Theorem 1.2 of Balaji and Meyn (2000) [1],
the sufficient condition (4) therein is trivially verified for the finite
state case here). Associated with this is the multiplicative Poisson
equation (see, e.g., Balaji and Meyn (2000) [1, Theorem 1.2 (ii)]):
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We know from [1] that there exists λ > 0 and V : S → R+ such
that the multiplicative Poisson equation holds as follows:
V (i) =
∑
j p(j|i)e
c(i,j)V (j)
λ
.
For an explicit expression for V (.) see (5) in [1].
Thus λ and V are respectively the Perron-Frobenius eigenvalue
and eigenvector of the non-negative matrix [[ec(i,j)p(j|i)]]i,j∈S ,
whose existence is guaranteed by the Perron-Frobenius theorem.
Furthermore, under our irreducibility assumption, V is specified
uniquely up to a positive multiplicative scalar and λ is uniquely
specified. Also, the risk-sensitive cost defined as above is lnλ.
We know from [4], [9], [10] that in the case of value iteration (with
both dynamic programming and reinforcement learning) that the i0-
th component of sequence of the iterates will converge to λ. The
linear function approximation version in [3] provides the following
parameter update for n ≥ 0:
rn+1 = rn + a(n)
(
B−1n An
max(φT (i0)rn, ǫ)
− I
)
rn, (2)
where
ǫ > 0, is fixed,
V (i) ≃
M∑
k=1
rkφk(i) = φ
T (i)r,
r =
(
r1, . . . , rM
)T
is the vector of parameters r1, . . . , rM ,
φk(.), 1 ≤ k ≤M, are the basis functions or features chosen a priori,
φ(i) =
(
φ1(i), . . . , φM (i)
)T
is the feature of state i ,
Φ = an s×M matrix whose (i, k) -th entry is φk(i) for
1 ≤ i ≤ s and 1 ≤ k ≤M,
An =
n∑
m=0
ec(Xm,Xm+1)φ(Xm)φ
T (Xm+1),
Bn =
n∑
m=0
φ(Xm)φ
T (Xm),
I = M ×M identity matrix .
We also know from [3, Theorem 5.3] that under a crucial assump-
tion (see (†) on p 883 there) on the feature matrix, the iterates rn
satisfy the following:
φT (i0)rn → µ,
where µ > 0 is a Perron-Frobenius eigenvalue of the non-negative
matrix Q = ΠM with Π = Φ(ΦTDΦ)−1ΦTD and M = C ◦ P
(unlike [3] we consider only a synchronous implementation for ease
of understanding). Here D is a diagonal matrix with the i-th diagonal
entry being πi where π = (π1, π2, . . . , πs)
T
is the stationary
distribution of {Xn}. Also, e
c(i,j)p(j|i) is the (i, j)-th entry of C◦P
where ‘◦’ denotes the component-wise product of two matrices with
identical row and column dimensions. Assume that γij and δij are
the (i, j)-th entries of the matrices C ◦ P and ΠM respectively.
Therefore lnµ serves as an approximation to the original risk-
sensitive cost lnλ. Our aim is to investigate the difference between
these two i.e., ln(λµ ).
Remark 1. Throughout the paper the results are stated in general
for matrices A and B with the largest eigenvalues of A and B as
λ > 0 and µ > 0 respectively. The entries of A and B should be
clear from the context.
III. RELATED WORK AND SHORTCOMINGS
Let ‖A‖ be the operator norm of a matrix defined by ‖A‖ =
inf{c > 0 : ‖Av‖ ≤ c‖v‖ ∀v} where ‖v‖ =
∑s
i=1 |vi|. Let
A = C ◦ P and B = ΠM. The following bound was given in [3]:
ln
(
λ
µ
)
≤ ln
(
1 +
(‖A‖+ ‖B‖)1−
1
s ‖A−B‖
1
s
µ
)
, (3)
using the spectral variation bound from [5, Theorem VIII.1.1], namely
that if A and B are two s× s matrices with eigenvalues α1, . . . , αs
and β1, . . . , βs respectively, then
max
j
min
i
|αi − βj | ≤ (‖A‖+ ‖B‖)
1− 1s (‖A−B‖)
1
s . (4)
This follows from the observation that if α1 > 0 and β1 > 0 are
the leading eigenvalues of A and B respectively and α1 ≤ β1, then
|α1−β1| < maxj mini |αi−βj |. Similar thing happens for the case
α1 > β1 except that the roles of αi and βj and hence the roles of A
and B get reversed thus keeping the right hand side (R.H.S) of (4)
the same.
An important point to note is that when α1 ≤ β1, the fact that β1
is the leading eigenvalue of B is not used. Same thing happens for
the other case where α1 replaces β1.
Another important point above is that for large s the bound
given above cannot differentiate between the cases with two pairs
of matrices (A1, B1) and (A2, B2) such that ‖A1‖ + ‖B1‖ =
‖A2‖ + ‖B2‖ but ‖A1 − B1‖ and ‖A2 − B2‖ vary dramatically.
This will be clear from the following simple example: Consider
A1 = (xij)s×s, B1 = (yij)s×s, A2 = (zij)s×s, B2 = (wij)s×s.
Suppose xij = p, yij = q, zij = p
′, wij = q
′ for i, j ∈ 1, 2, . . . , s
with p + q = p′ + q′, p′ − q′ > 0 and p − q > 0. It is easy to
see that ‖A1‖+ ‖B1‖ = ‖A2‖ + ‖B2‖ and r(A1) = ps, r(B1) =
qs, r(A2) = p
′s, r(B2) = q
′s. Clearly, p − q 6= p′ − q′ unless
pq = p′q′. Here r(A) denotes the Perron-Frobenius eigenvalue of
matrix A.
In summary, when one is giving a bound between two quantities,
the R.H.S should have terms involving the difference. However this
does not occur while using spectral variation bound in the above
example as (p − q)
1
s will converge to 1 as s → ∞. In Sections 5
and 6, using the above example we show that the new error bounds
that we obtain contain always the difference terms irrespective of the
state space size s.
IV. CONDITIONS UNDER WHICH ERROR IS ZERO
A. Theoretical Conditions
1) Condition 1:
Lemma IV.1. Let x be the left Perron eigen vector of the non-
negative matrix C ◦P i.e., xTC ◦P = λxT . If Φ is an s× 1 matrix
and φi = yi where yi =
xi
πi
, then µ = λ, i.e., there will be no error
when function approximation is deployed.
Proof. It is easy to check that δij =
φk(i)(i)
∑s
l=1 φ
k(i)(l)πlγlj
∑s
m=1 φ
k(i)(m)
2
πm
,
where γij = e
c(i,j)p(j|i).
We claim that with the choice of feature matrix as stated in the
theorem, λ is the eigenvalue of B with eigenvector being y =
(yi)i∈{1,2,...s}.
(ΠMy)i =
s∑
k=1
δikyk =
s∑
k=1
yi
∑s
l=1 xlγlk∑s
m=1
xm2
πm
yk
= λyi
∑s
k=1
xk
2
πk∑s
m=1
xm2
πm
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2) Condition 2: Recall the assumption (†) on the feature matrix
Φ from [3] which says that the feature matrix Φ has all non-negative
entries and any two columns are orthogonal to each other. In this
paper we strengthen the later part as follows:
(⋆) Every row of the feature matrix Φ has exactly one positive
entry i.e., for all i there exist 1 ≤ k(i) ≤M such that φj(i) > 0 if
j = k(i), otherwise φj(i) = 0.
From [2, Theorem 1] it is easy to see that (this theorem is
applicable due to Lemma 5.1 (ii) of [3] and (⋆)) the error can be
zero even if C ◦ P 6= ΠM, namely under the following conditions:
1) there exists positive λ0, βi, i = 1, 2, . . . , s such that
δij =
λ0γijβi
βj
, i, j = 1, 2, . . . , s.
2) Πsi,j=1δij
γijxiyj = Πsi,j=1γij
γijxiyj .
Remark 2. Note that if the matrix Φ has a row i with all 0s, then
δij = 0 for all j = 1, 2, . . . , s whereas γij > 0 for at least one
j ∈ {1, 2, . . . , s} which violates the conditions for zero error stated
above.
B. Verifiable Condition with doubly stochastic transition kernel
Note that if the transition kernel is a doubly stochastic matrix then
it is very hard to find easily verifiable condition on the feature matrix
such that C ◦ P = ΠM. The reason is that this requires one to find
a feature matrix Φ which under (⋆) satisfies Φ(ΦTΦ)−1ΦT = I .
This will not be true under (⋆) as it requires k(i) 6= k(j) to hold
if i 6= j. This problem can be alleviated by the temporal difference
learning algorithm for this setting as under:
θn+1 = θn + a(n)
[
ec(Xn,Xn+1)φT (Xn+1)θn
φT (i0)θn
− φT (Xn)θn
]
φ(Xn).
(5)
The following theorem shows the convergence of recursion (5).
Theorem IV.2. If ΦΦT = D−1 and supn ‖θn‖ < ∞ a.s. then
φT (i0)θn → λ.
Proof. First, we analyze the ǫ = 0 case. Note that the algorithm
tracks the o.d.e
θ˙(t) =
(
A′
φT (i0)θ(t)
−B′
)
θ(t),
where A′ = ΦTDC ◦ PΦ and B′ = ΦTDΦ.
This follows because it is easy to see that the algorithm tracks the
o.d.e
θ˙(t) = h(θ(t)),
where h(θ) =
∑
i
∑
j π(i)p(j|i)
[
φT (j)θ
φT (i0)θ
− φT (i)θ
]
φ(i).
The above statement follows from the convergence theorem for
differential inclusion with Markov noise [12] as the vector field in
(5) is merely continuous.
Now, the k-th entry of A′θ is
〈

 s∑
i=1
φk(i)
s∑
j=1
ec(i,j)p(j|i)φ(j)

 , θ〉. (6)
Similarly, the k-th entry of B′θ can be shown to be the k-th entry
of
∑
i
∑
j π(i)p(j|i)
[
φT (i)θ
]
φ(i).
Now, the claim follows directly from [3, Theorem 5.3] (the
synchronous implementation).
V. NEW ERROR BOUNDS
A. Bound based on Bapat and Lindqvist’s inequality
Motivated by the discussion in Section III and the fact that risk-
sensitive cost is lnλ rather than λ we need to find an upper bound
for ln λµ . Let r(A) denote the Perron-Frobenius eigenvalue of matrix
A = (aij)s×s. In the following we obtain three different bounds for
the same quantity under the assumptions that a) λ > µ, b) the matrix
P = p(j|i) has positive entries and impose conditions under which
one is better than the other. Suppose A admits left and right Perron
eigenvectors x, y respectively, with
∑
i xiyi = 1 (this is satisfied, for
example, if A is irreducible). The three upper bounds of lnλ− lnµ
are (8) -(10).
Remark 3. Note that in general it is hard to compare the bound
given in (3) with the same in (8) -(10). We will only show that for the
simple example of Section III the bounds given in (11)-(13) are much
better than the spectral variation bound when the state space is large.
Therefore A and B will refer to matrices A1 and B1 respectively. It
is easy to calculate ‖A‖, r(A),x with this choice of A and B. Note
that the actual error is ln(1+ ǫq ) where p = q+ ǫ where ǫ << q. If
we use (3) then the error is bounded by ln(3 + ǫq ). However, if we
use (11) the error is bounded by ln(1 + ǫq ) i.e. the actual error. If
we use (13) the error is bounded by ln
(
1 +
(
1 + ǫq
)
ln
(
1 + ǫq
))
which reduces to ln
(
1 + ǫq
)
(using x + x2 ∼ x if x << 1). If
we use (12) the error is bounded by ln
(
1 + ǫq
)
(using Binomial
approximation theorem).
If A is such that all its diagonal elements are p and the off-diagonal
elements are q then for large state space the actual error is zero. If
we use (11) then the bound is also zero whereas the right hand side
of (3) is ln 3.
If A is such that the entry in the first row and first column is p
and the rest are all q, then also a similar thing happens except the
fact that now the right hand side of (3) is ln
(
1 + 2e−
4q
3
)
.
Note that here aij > bij∀i, j ∈ {1, 2, . . . , s} in the above
example. Our bound will be much more useful in cases where there
are i, j such that bij > aij . From the definition of δij , γij it is clear
that for all j there exists i such that δij > γij . In such a case,
for every j there will be at least one non-positive term inside the
summation over i which will make the bound small. The bound given
in (3) does not capture such cases for large s.
Here (9) holds under (14) which follows from the fact that the
following condition is necessary and sufficient for (12) to be true:
r(A) >
s∑
i=1
xiyi(aii − bii) +
∑
i6=j
aijxiyj ln
(
aij
bij
)
(7)
and mini
∑
j aij ≤ r(A). Later in the proof of Lemma V.3 we will
see that, in our setting, under (⋆), (7) gets satisfied if the assumptions
in Lemma V.3 are true.
(11)-(13) immediately follow from the classic results of [2, The-
orem 1] and [7, Theorem 2]. In [7, Theorem 3], it is shown that
under one condition on matrix entries, (8) is better than (9) whereas
under some other condition, the opposite holds. In the following we
investigate how (10) compares to the other two.
Lemma V.1. (10) is always better than (9).
Proof. Let L =
∑s
i=1 xiyi(aii − bii) +∑s
i,j=1,i6=j aijxiyj ln
(
aij
bij
)
. Now, from [7, Theorem 2] we
know that L ≥ r(A)− r(B) which implies that
L(L− r(A) + r(B)) ≥ 0,
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which again implies that
r(B) + L
r(B)
≤
r(A)
r(A)− L
.
This means that (10) is better than (9).
1
λ
s∑
i,j=1
ec(i,j)p(j|i)xiyj
[
c(i, j) + ln p(j|i) − lnφk(i)(i)− ln
(
s∑
l=1
φk(i)(l)πlalj
)
+ ln
(
s∑
m=1
φk(i)(m)
2
πm
)]
,
ln (λ)− ln
(
λ−
s∑
i=1
xiyi
(
ec(i,i)p(i|i)−
φk(i)(i)
∑s
l=1 φ
k(i)(l)πle
c(l,i)p(i|l)∑s
m=1 φ
k(i)(m)
2
πm
)
−
∑
i6=j
ec(i,j)p(j|i)xiyj

c(i, j) + ln p(j|i) + ln

 ∑sm=1 φk(i)(m)2πm∑s
l=1 φ
k(i)(l)πle
c(l,j)p(j|l)

− lnφk(i)(i)



 ,
ln
(
1 +
1
µ
(
s∑
i=1
xiyi
(
ec(i,i)p(i|i)−
φk(i)(i)
∑s
l=1 φ
k(i)(l)πle
c(l,i)p(i|l)∑s
m=1 φ
k(i)(m)
2
πm
)
+
∑
i6=j
ec(i,j)p(j|i)xiyj

c(i, j) + ln p(j|i) + ln

 ∑sm=1 φk(i)(m)2πm∑s
l=1 φ
k(i)(l)πle
c(l,j)p(j|l)

− lnφk(i)(i)





 ,
r(A)
r(B)
≤ Πsi,j=1
(
aij
bij
) aijxiyj
r(A)
,
r(A)
r(B)
≤
r(A)
r(A) +
∑s
i=1 xiyi(bii − aii) +
∑
i6=j aijxiyj ln
(
bij
aij
) ,
r(A)
r(B)
≤ 1 +
1
r(B)

 s∑
i=1
xiyi(aii − bii) +
∑
i6=j
aijxiyj ln
(
aij
bij
) ,
min
i
∑
j
ec(i,j)p(j|i) >
∑
i
xiyi
(
ec(i,i)p(i|i)−
φk(i)(i)
∑s
l=1 φ
k(i)(l)πle
c(l,i)p(i|l)∑s
m=1 φ
k(i)(m)
2
πm
)
+
∑
i6=j
xiyje
c(i,j)p(j|i) (c(i, j)+
ln p(j|i) + ln

 ∑sm=1 φk(i)(m)2πm∑s
l=1 φ
k(i)(l)πlec(l,j)p(j|l)

− lnφk(i)(i)

 ,
∀i, ec(i,i)p(i|i)
(
s∑
m=1
φk(i)(m)
2
πm − φ
k(i)(i)
2
πi
)
= φk(i)(i)
s∑
l=1,l 6=i
φk(i)(l)πlali,
∀i 6= j, ec(i,j)p(j|i)
(
s∑
m=1
φk(i)(m)
2
πm − φ
k(i)(i)
2
πi
)
= φk(i)(i)
s∑
l=1,l 6=i
φk(i)(l)πlalj ,
∃i s.t ec(i,i)p(i|i) > max
1≤l≤s,l 6=i
ec(l,i)p(i|l) or,
∃i s.t ec(i,i)p(i|i) < min
1≤l≤s,l 6=i
ec(l,i)p(i|l)
(8)
(9)
(10)
(11)
(12)
(13)
(14)
(15)
(16)
(17)
(18)
1) Some conditions: In this section we describe some conditions.
They are sufficient conditions under which (8)-(9) compare with each
other. They will be referred in the next two lemmas.
Lemma V.2. Assume that for all i, bii = aii [7, Theorem 3 (i)].
Then (8) is better than (9).
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Proof. Under the condition mentioned in [7, Theorem 3 (i)],
r(A)Πi6=j
(
bij
aij
)aijxiyj
r(A)
≥ r(A)− L.
Therefore (8) is better than (9).
Remark 4. One such example where the condition of Lemma V.2
gets satisfied is: A = (aij)s×s with aij = q if i = j and aij = p
otherwise, and B = (bij)s×s with bij = q for all 1 ≤ i, j ≤ s with
p− q ≤ q. It is easy to check that (7) gets satisfied for this example.
Remark 5. In our setting the condition mentioned in Lemma V.2 gets
satisfied if (15) is true. If the feature matrix is a single column matrix
with all entries equal then a sufficient condition for (16) is that for
every j, ec(i,j)p(j|i) is the same for all i (for example, the transition
probability satisfies p(j|i) = e−c(i,j) with the cost function c(·, ·)
being non-negative).
Lemma V.3. Assume that for all i 6= j, bij = aij and there is at
least one i such that bii 6= aii [7, Theorem 3 (ii)]. Then (9) is better
than (8).
Proof. Under the condition mentioned in [7, Theorem 3 (ii)],
r(A)Πsi=1
(
bii
aii
) aiixiyi
r(A)
≤ r(A)− L.
Therefore (7) gets satisfied trivially if for all i, bii 6= 0 (which is true
in our setting under (⋆) and b)). Therefore (9) is better than (8).
Remark 6. In our setting the condition mentioned in Lemma V.3
gets satisfied if (16) is true and there exist at least one i for which
either of (17) or (18) are true (assuming that feature matrix is a
single column matrix with all entries equal). If the feature matrix is
a single column matrix with all entries equal then a necessary and
sufficient condition for (17) is that for every j, ec(i,j)p(j|i) is the
same for all i 6= j.
B. Another bound for non-negative matrices involving operator
norm
Like Section V-A here also we assume that λ > µ. Note that the
bounds derived in Section V-A assume that the entries of A are all
positive. In this section we assume that the entries are only non-
negative, however the matrix is irreducible. If A is an s× s normal
matrix and B is an arbitrary matrix then it is well-known [5, Theorem
VI.3.3] that
|λ − µ| ≤ ‖A−B‖. (19)
Now, for non-normal matrices it is not true. For example take the
n × n matrix A such that aij = 1 if j = i+ 1 and zero otherwise
and B is such that bij = aij for all i, j except that bs1 = ǫ. Then the
L.H.S of (19) becomes ǫ1/n whereas the R.H.S becomes ǫ. Therefore
it is interesting to see whether one can give any bound involving
‖A − B‖. In the following we provide such a bound. Assume that
‖v‖ =
∑s
i=1 |vi|. Let, α(A) = maxi(xA)
−1
i where xA is the
Perron-Frobenius eigenvector of A which has positive components
if A is irreducible. Then
Theorem V.4.
ln
(
λ
µ
)
≤ ln
(
1 +
α(AT )‖A−B‖)
µ
)
. (20)
Proof.
(λ− µ) 〈xAT , xB〉
= 〈ATxAT , xB〉 − 〈xAT , BxB〉
= 〈xAT , AxB〉 − 〈xAT , BxB〉
= 〈xAT , (A−B)xB〉.
Moreover,
〈xAT , xB〉 ≥ α(A
T )
−1
‖xB‖ = α(A
T )
−1
.
Then the proof follows from the observation that
|〈xAT , (A−B)xB〉| ≤ ‖A−B‖.
Here all the eigenvectors are normalized so that their norm is 1.
Corollary 1. If A and B are irreducibile matrices with the min-
imum non-zero entry of A being less than 1, then |λ − µ| ≤
maxi
s(maxi
∑
j aij)
s−1 ∑
j |aij−bij |
(Amin)
s−1
Proof. From the above proof one can easily see that
λ− µ =
〈(A−B)xA, xBT 〉
〈xA, xBT 〉
(21)
. Now, if we assume that A and B both are both irreducibile matrices
then using the simple fact that if for all i, qi > 0 then
∑
i pi∑
i qi
≤
maxi
pi
qi
, we see that
λ− µ ≤ max
i
((A−B)xA)i
(xA)i
(22)
≤ max
i
∑
j(aij − bij)(xA)j
(xA)i
Now, |λ − µ| ≤ maxi
s(maxi
∑
j aij)
s−1 ∑
j |aij−bij |
(Amin)
s−1 . Note that in
R.H.S, everything is in terms of matrix entries.
Corollary 2. For matrices A whose column sums are equal,
ln
(
λ
µ
)
≤ ln
(
1 +
s‖A−B‖)
µ
)
.
Proof. Follows from the fact that α(AT ) ≤ s
Corollary 3. Equality condition is achieved in (20) iff (A−B)xB =
‖A−B‖xAT and 〈xAT , xB〉 = α(A
T )−1.
Proof. Follows trivially from the proof of (20).
Remark 7. Let us take A = (aij)s×s with aij = p if i = j and
aij = q otherwise and bij = q for all i, j with p > q. Clearly for
large s the R.H.S of (20) becomes ln
(
p
q
)
whereas the R.H.S of (3)
becomes ln 3. Therefore if p < 3q (20) is a better bound than (3).
Remark 8. For example, take the n×n non-symmetric matrix A such
that aij = 1 if j = i + 1 and zero otherwise except that as1 = ǫ1
and B is such that bij = aij for all i, j except that bs1 = ǫ2. Also,
assume that ǫ1, ǫ2 ≫ 1 with ǫ2−ǫ1 ≪ 1. Clearly for large s, |λ−µ|
can be upper bounded by s (ǫ2 − ǫ1) using (20) whereas (3) becomes
ǫ1 + ǫ2.
Remark 9. Now assume that ǫ1 < 1, ǫ2 > 1. Note that the
smallest component xi in Perron eigenvector is lower bounded by
(Amin)
s−1
s(maxi
∑
j aij)
s−1 where Amin is the minimum non-zero element
of A and maxi
∑
j aij ≥ 1. The reason is that xi =
∑
j A
n
ijxj
λn
which is lower bounded by
Anijxj
λn where λ is the largest eigenvalue
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of A and xj is the largest component in Perron eigenvector. Here
Anij > 0 where n ≤ s− 1. Then the R.H.S. of (20) is upper bounded
by
s(ǫ2−ǫ1)
ǫs−11
.
The above two examples show the value of keeping difference
terms in the bound in case state space is large.
Remark 10. In case the minimum non-zero element in the A matrix
is < 1 (this can be achieved if for some (i, j), c(i, j) < 0) and the
largest eigenvalue of B is > 0, using AM-GM inequality and lower
bounding the i-th lowest component in the Perron eigenvector (using
the fact that the highest component is lower bounded by 1/s) one
can improve the bound.
Proof.
〈xA, xB〉 ≥ Πi(xA)
(xB)i
i (23)
Now, (xB)i can be upper bounded by
1
µ maxB where maxB is
the maximum entry of B. Now, for 1 ≤ i ≤ s − 1, the i-th lowest
element in xA can be lower bounded by
(Amin)
s−1
s(maxi
∑
j aij)
s−1 and the
largest element in xA can be lower bounded by
1
s . Therefore,
〈xA, xB〉 ≥
(
(Amin)
(s−1)2
ss(maxi
∑
j aij)
(s−1)2
) 1
µ maxB
(24)
Remark 11. Suppose A is the same as before while if bij = q
′ for
all i, j with q′ > q. It is easy to see that if the transition probability
matrix is doubly stochastic then this kind of a situation arises if we
assume that all the non-zero entries in the feature matrix are 1. Then
(20) becomes an equality if s = p−q
q′−q
.
Remark 12. Note that B need not be irreducible under the assump-
tion (†) in [3]. Therefore, xB need not have all the components
positive.
Remark 13. Similar bounds can be derived in the same way if λ <
µ.
VI. CONCLUSION
In this technical note we gave several new informative bounds on
the function approximation error for policy evaluation algorithm in
the context of risk-sensitive reinforcement learning. An important
future direction will be to design and analyze suitable learning
algorithms to find the optimal policy with the accompanying error
bounds. It will be interesting to see whether one can use our bounds
for the policy evaluation problem to provide error bounds for the full
control problem as well.
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