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Abstract
Entanglement is a special form of quantum correlation that exists among quantum particles
and it has been realized that surprising things can happen when a large number of particles
are entangled together. For example, topological orders emerge in condensed matter systems
where the constituent 1023 particles are entangled in a nontrivial way; moreover, quantum
computers, which can perform certain tasks significantly faster than classical computers,
are made possible by the existence of entanglement among a large number of particles.
However, a systematic understanding of entanglement in many-body systems is missing,
leaving open the questions of what kinds of many-body entanglement exist, where to find
them and what they can be used for.
In this thesis, I present my work towards a more systematic understanding of many-body
entanglement in systems where the particles interact with each other locally and the ground
state of the system is separated from the excited states by a finite energy gap. Under such
physically realistic locality and gap constraints, I am able to obtain more understanding
concerning the efficient representation of many-body entangled states, the classification of
such states according to their universal properties and the application of such states in
quantum computation.
More specifically, this thesis is focused on the tensor network representation of many-
body entangled states and studies how the tensors in the representation reflect the universal
properties of the states. An algorithm is presented to extract the universal properties from
the tensors and certain symmetry constraints are found necessary for the tensors to represent
states with nontrivial topological order. Classification of gapped quantum states is then
carried out based on this representation. An operational procedure relating states with
the same universal properties is established which is then applied to systems in one and
higher dimensions. This leads not only to the discovery of new quantum phases but also
to a more systematic understanding of them. A more complete understanding of possible
many-body entanglement structures enables us to design an experimentally more feasible
many-body entangled state for application in measurement-based quantum computation.
Moreover, the framework of measurement-based quantum computation is generalized from
spin to fermion systems leading to new possibilities for experimental realization.
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Chapter 1
Introduction
1.1 Extreme quantumness in many-body systems
It was realized more than 100 years ago that the world is quantum. Yet up until now, we
are still exploring the the extent of the realm of quantum mechanics. As lower temperature
and better control of systems are achieved in experiments, the quantunmess of the world at
different levels is being exposed, which has kept surprising us all these years.
The first sign of quantum mechanics emerged from the finding that the energy of mi-
croscopic objects, like atoms and light, is quantized. It was then realized that quantum
mechanics rules over classical mechanics for microscopic objects and many other strange
phenomena were also discovered, like the wave-particle duality and the uncertainty prin-
ciple. Such quantum properties were subsequently observed in particles as large as C60.
These observations, all together, firmly establish quantum mechanics as the basic working
principle for individual microscopic objects.
When a large number of microscopic objects are put together into a macroscopic en-
semble, new interesting quantum mechanical behaviors appear. For example, the idea of
identical particles divides microscopic objects into two classes: bosons and fermions. There-
fore, macroscopic ensembles of microscopic objects also fall under the rules of quantum
mechanics, through the appearance of quantum statistics. The most striking manifestation
of quantum statistics comes in the experimental realization of a Bose-Einstein condensate,
which contains millions of atoms.
In a Bose-Einstein condensate or a Fermi gas, each particle knows about the existence
of other particles only through statistics and apart from that they live lives of their own.
But the particles in an ensemble can interact with each other and their interaction can lead
to perhaps the most exotic quantum phenomenon of all - entanglement. The existence of
entanglement perplexed the greatest minds like Einstein and its experimental verification
establishes a fundamental difference between the quantum and the classical world. Since the
first experimental observation of entanglement, the limits of quantum mechanics have been
extended by the creation of entanglement between four, six, or eight microscopic quantum
particles or even between objects of macroscopic size.
And now, we are ready to push the quantumness of the world to its extreme. We
are interested in macroscopic ensembles of microscopic particles each obeying the laws of
quantum mechanics and at the same time interacting strongly with each other and hence
being entangled with all the other particles. This is the subject of many-body entanglement.
We ask what the world looks like at this level of quantumness and what happens if we can
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take control. We do not have a complete answer, but we know that there are new surprises
in store. And this is the subject that I focus on in this thesis.
I begin my exploration of the subject of many-body entanglement by discussing what it
is (section 1.2), why it is interesting (section 1.3), what we expect to learn about it (section
1.4) and what we already know (section 1.5). In section 1.6, I summarize the results
presented in this thesis towards the general goal of understanding many-body entanglement
in quantum systems.
1.2 What is many-body entanglement
1.2.1 Entanglement
First we need to take a step back and review the notion of entanglement in quantum
mechanics.
Quantum mechanical systems exhibit many interesting properties compared to classical
systems and entanglement is definitely one of the most exotic. Entanglement is a special
form of correlation between quantum mechanical objects, which exists beyond the ways
classical objects can be correlated. Imagine a classical system composed of several objects,
where each object can be in one of several possible states and the state total state of the
system has some random distribution. The component objects of the system are said to
be correlated if the states they take have certain inter-dependence among each other. One
property of such classically correlated system is that, once the total state of the system
is fixed, the states of the component objects are fixed too and randomness is completely
suppressed. However, this is not necessarily true in quantum correlated systems. In a
quantum ensemble of correlated objects where the quantum state of each component de-
pends on the quantum states of others, it is possible that even when the total state of the
system is determined, the state of each component object can still be random and mutu-
ally correlated. Entanglement hence describes such quantum correlation that exists among
components without requiring global randomness.
This feature is best illustrated by the simplest entangled state, the Einstein-Podolsky-
Rosen (EPR) pair[EPR35]. The EPR pair is composed of two spin 1/2 particles, each
pointing either up or down. Denote the two states as [T) and 14). The pair is in the singlet
state
1
kb) = -(It)|4) - [4)|It)) (1.1)
With fixed total angular momentum, |#) provides a definite description of the two spin
system. However, the state of the two individual spins are random and correlated with
each other. Actually, if we measure the spins of the two particles separately, we will find
that the first one can point in any direction in space and the second one will always take
the opposite direction. This provides the simplest example of entangled states in quantum
systems without global randomness.
In general, for quantum systems in such pure states (with no global randomness), un-
entangled states are tensor products of pure states of each component objects, for example
[V) = It) It), and entangled states can be written as a linear superposition of such states.
Quantum systems can have global randomness also and the notion of entanglement
applies to this general case as well. For such mixed states, entanglement describes the
quantum correlation that exist beyond possibilities of classical global randomness. More
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specifically, we say that a quantum mixed state is entangled, if it cannot be thought of as
a random distribution over unentangled pure states.
Entanglement is not only an interesting property of quantum systems, it also turns
out to be a hugely useful resource for quantum information processing. The existence
of quantum correlations between different parties enables us to process information in a
more reliable, efficient and secure way. In fact, entanglement has become an indispensable
resource for quantum information processing, which determines how well we can do not only
qualitatively but also quantitatively. Therefore, this subject has been extensively studied in
quantum information theory. For review, see [NCOO] and [HHHH09]. Here we only briefly
mention some major results about entanglement between a few quantum objects, to set the
stage for our discussion of many-body entanglement in later sections.
For a quantitative description of entangled states, different entanglement measures have
been defined to characterize 'how much' entanglement is contained in a particular state.
The most used one is the entanglement entropy defined for pure states. In a bipartite
system with two components A and B, the entanglement entropy for a pure state |#AB) is
equal to
S(|pAB)) = -Tr(PA In PA), where PA = TrB kbAB) (bABI (1.2)
where TrB is the partial trace operation over basis states only in subsystem B. We can
exchange A with B in the above formula and the resulting entanglement entropy would be
the same. Entanglement entropy provides a simple description of entanglement in bipartite
pure states. However, in order to describe the more complicated structure of entanglement
in tripartite or multi-partite system and in mixed quantum states, more sophisticated en-
tanglement measures are necessary. These include Renyi entropy, negativity, three tangle,
and geometric entanglement, to name but a few. For a more complete review, see [PV06].
The nature of quantum correlation in an entangled state and its usefulness in quantum
communication does not depend on how we label the states of each party. Therefore, differ-
ent entangled states can be equivalent in this sense if they can be mapped to each other by
local change of basis for each party separately. This defines the Local Unitary (LU) equiv-
alence between entangled states. The measures of entanglement should be invariant under
such equivalence transformations, as is indeed the case for all the entanglement measures
discussed above. In some cases, more general local operations and classical communica-
tions are allowed in quantum communication protocols, which leads to the Local Operation
and Classical Communication (LOCC) equivalence relation between entangled states. If
entangled states can be classified according to such equivalence relations, then a complete
understanding of their quantum communication capacities can be obtained. This program
has been successfully carried out for bipartite pure states, three qubit pure states[DVCOO],
and four qubit pure states[VDDMV02]. However, generalization of this program to larger
multi-partite systems becomes extremely hard.
Note that in the context of bipartite or multi-partite entanglement, 'local' operations
are strictly restricted to within each party. This notion of locality will be different in the
context of many-body systems and hence for the rest of this thesis. 'Local operations' in
the many-body context refers to those that act on two, three or any finite number of parties
in a system of infinite size. If the system under consideration lives in a finite dimensional
space, then 'locality' also means that the parties involved in an operation are within a finite
distance from each other.
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1.2.2 Many-body entanglement
The topic we are interested in in this thesis, is what happens when many quantum objects
are entangled together. Here by 'many', we are not referring to five or ten quantum objects
as compared to two or three discussed above. Instead, we are interested in entanglement
in atomic ensembles of thousands or millions of particles, in macroscopic condensed matter
systems of 103 spins or electrons, and more or less equivalently systems with an infinite
number of particles. We call entanglement in such systems the 'many-body entanglement'
and correspondingly that in systems of two or three objects the 'few-body entanglement'.
The basic definition of entanglement remains the same as we move from few-body sys-
tems to many-body systems. As we are be mostly focused on pure states, many-body
entanglement will be manifested as a superposition of different many-body product states,
which is totally analogous to the few-body case. Given all the similarities, the first ques-
tion we need to clarify here is how many-body entanglement is different from its few-body
counterpart and why it is a separate area of study and worth special treatment.
First of all, this is because for many-body systems we are interested in different kinds of
behavior than the few-body systems. While with two entangled spins we are interested in
what state each spin is in and how information can be encoded and carried around by each of
them, in a many-body system it is in most cases impossible and unnecessary to keep track
of the dynamics of every individual particle. Instead, we are interested in the emergent
collective behavior of all the particles in the system. A classical situation which clearly
illustrate this point is a sound wave through a medium. Instead of watching how individual
particles in the medium vibrate, we are interested in how sound wave propagates through
the medium, involving the motion of all particles in it and at a much larger length scale.
Similarly, in quantum many-body systems we are be interested in the collective behavior of
the system at low energies, which provides a different background motivation for the study
of entanglement.
Because of the change in motivation, we are asking different questions about entangle-
ment in many-body systems. Instead of asking, for example, how two particular particles
are entangled, we look for global entanglement patterns among all particles. Usually it is
important to understand how such entanglement patterns changes as systems size grows
larger, which reflects the collective physical property of the system.
Finally, there is one more important change in the study of entanglement when moving
from few-body to many-body systems - the notion of locality. As few-body entangled
states are usually applied to quantum communications protocols where the component
quantum objects are distributed to widely separated parties, local operations refer to those
limited strictly within each component. Many-body entangled states are often considered
in different context. Many-body systems usually occupy certain spatial region, in many
cases a lattice in certain spatial dimension. Each particle in the system will have neighbors
with which it can interact. In this situation, local operations can act on a few particles
in the same neighborhood at the same time, but the size of the neighborhood and the
number of particles within the neighborhood is usually limited. In most cases, locality in
many-body systems means a finite limit on such neighborhoods which does not grow with
system size. As the meaning of locality changes, many of the previous notions for few-
body entanglement break down, for example the local unitary equivalence relation between
entangled states. New ideas and approaches are necessary to establish a new theory for
many-body entanglement.
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1.3 Why do we care about many-body entanglement
But why should we care about many-body entanglement? In most many-body systems we
see everyday, like gases, liquids or solids, thermal noise is always strong enough to suppress
quantum effects and classical correlation dominates over the quantum ones. However, as
temperature goes down, noise is reduced, quantum coherence is enhanced, and quantum
effects in many-body systems begin to show up. In fact, nowadays we have such effective
cooling methods that not only can we observe strong quantum effects in condensed matter
systems at effectively zero temperature, but we are also able to generate and manipulate
quantum many-body systems as designed to implement controlled quantum information and
quantum computation protocols in these systems. Many-body entanglement, as a special
manifestation of the quantumness of the system, hence emerges as important subject of
study in both condensed matter physics and quantum information theory. We discuss
motivations for studying many-body entanglement in these two areas respectively.
1.3.1 Condensed matter motivation
A central issue in condensed matter theory is to understand what phases exist in many-
body systems and how a phase transition happens. For classical many-body systems, the
Landau-Ginzberg theory provides an almost complete answer to this question, which says
that different phases exist because the symmetry of the system is spontaneously broken in
different ways and phase transition happens through thermal fluctuation[Lan37]. A simple
example of a classical symmetry breaking phase is a ferromagnet whose spins all choose
to point in a particular direction in space and hence breaks the rotational symmetry of
the system. Because of this symmetry breaking, the direction of the spins are all strongly
correlated with each other. Note that the correlation generated by symmetry breaking is
purely classical. In fact, such long range classical correlation is the tell-tale sign of symmetry
breaking phases. As the ferromagnet is heated, near the phase transition point, thermal
fluctuations destroy such long range correlations and bring the system into a symmetric
paramagnetic phase.
Symmetry is a generic feature of systems and applies to quantum many-body systems
as well. Many quantum phases and phase transitions can also be well described by the
symmetry breaking theory[Sac0l]. These include the quantum ferromagnetic phase and
the highly nonclassical superfluid phase. A common feature of such quantum symmetry
breaking phases is again the existence of long range classical correlation. One difference of
quantum symmetry breaking phases from classical ones is that in quantum systems phase
transitions can happen at zero temperature. It is therefore not thermal fluctuations in the
form of random mixtures but quantum fluctuations in the form of linear superpositions that
destroys the classical correlation and brings the system to a symmetric phase. The effects
of the different forms of fluctuations are similar at the transition from symmetry breaking
phases to symmetric phases, hence such quantum phase transitions are also well captured
by Landau's theory.
But this is not the end of the story. In recent decades, starting with the discovery of chiral
spin liquids[KL87, WWZ89, Wen89], it has been realized that quantum phases and phase
transitions exist beyond the possibilities of symmetry breaking. In particular, nontrivial
quantum phases exist even when no long range classical correlation can be detected. These
quantum phases are in general said to be 'topological'. It turns out that entanglement,
the quantum correlation, plays a major role in such topological phases and is essential
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for their understanding. Phase transitions outside the Landau paradigm are said to be
unconventional[Sac0l, Xu12]. Without the classical thermal analog, we need to in general
deal with quantum fluctuations directly, which in many cases indicate the existence of
many-body entanglement. Therefore, understanding many-body entanglement is the key to
a more complete theory of quantum phases and phase transitions.
1.3.2 Quantum information motivation
While the idea of entanglement is introduced to condensed matter theory relatively recently,
Quantum information theory, on the other hand, starts dealing with entangled quantum
systems, but of very small size. The first quantum information protocols, like telepor-
tation [BBC+93], employed mostly bipartite entangled states for the efficient and secure
communication of quantum information. Much has been understood and achieved with
such few-body entangled states. However, in order to achieve the full glory of quantum
information theory, it is necessary to involve many-body entangled systems.
One of the most exciting promises of quantum information is a quantum computer. A
quantum computer computes according to the quantum mechanical principles of the world,
like superposition and entanglement. By maintaining quantum coherence of the computa-
tional device throughout the computational process, it solves certain problems, like factoring
big integers[Sho97], in an exponentially faster way than known algorithms on classical com-
puters. In order to realize such a speedup, a quantum computer with thousands or millions
of quantum mechanical bits (qubits) and a large amount of entanglement is necessary. While
experimental progress is being made towards such scalable quantum computation architec-
tures, theoretical challenges remain as to understand not only how much entanglement this
many-body system must have in order to support quantum computation but also the details
of the necessary many-body entanglement structures.
Therefore, many-body entanglement has also become a central subject of study in quan-
tum information theory. This is especially true in certain 'top-down' approaches to building
a quantum computer, like the Measurement-based Quantum Computation model[RB01] and
the Topological Quantum Computation model[Kit03]. Unlike the 'bottom-up' approach in
the circuit model of quantum computation where many-body entanglement is built up from
few-body ones and exists as an intermediate step in the computational process, the 'top-
down' approaches start with a many-body entangled state and use it as a resource for the
whole computation. If the many-body entangled state naturally exists in real materials or
can be easily generated in lab, the computational effort can be greatly reduced. Therefore,
it is very important to understand what many-body entanglement structure is necessary for
quantum computation and what is available in nature. If a match can be found, it will lead
to a big step forward towards the experimental realization of quantum computation.
1.4 Important questions about many-body entanglement
So what are the important question to be answered and important issues to be solved to
understand many-body entanglement?
1.4.1 How to characterize many-body entanglement
First of all, we need to find a way to efficiently describe many-body entangled states. This
is not a trivial question.
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For few-body entangled states like the EPR pair, it is easy to give a complete description
of it by writing down its wave-function as in Eq. (1.1). In fact, the wave-function of such two
qubit systems can be written as a superposition of at most four product states and hence
only four complex numbers are necessary to completely characterize the system. However,
the number of parameters necessary to write down a general entangled wave-function of
N qubit system grows exponentially as 2 N. Such exponential growth quickly exceeds the
memory capacity of classical computers available today for a moderate N - 50, before
any many-body collective behavior becomes evident or any large integer can be factorized.
Therefore, a brute force approach to describe many-body entanglement in the same way as
few-body entanglement is doomed to fail and we need to refine the question before we can
get a useful answer.
In fact, we are not interested in the whole set of many-body entangled states, but only
those that we have access to. More specifically, we are only interested in the set of many-
body entangled states which can be generated in nature or in lab in a finite or polynomial
amount of time. States which require an exponential amount of time to generate will not
appear at very large size. It turns out that such 'accessible' states occupy only a very tiny
proportion in the total Hilbert space of many-body systems and by adding this reasonable
condition we reduce our question to a much smaller one.
So the question is now, how can we efficiently characterize many-body entangled states
that are 'accessible'? In particular, how can we benefit from the fact that we are restricting
ourselves to a specific subset of all states and extract the important parameters out of the
exponentially many to provide a succinct and useful description?
1.4.2 How is it related to physical properties of the system
Understanding how to describe many-body entangled states efficiently is necessary but not
sufficient to make the study of many-body entanglement useful. A connection needs to
be established between the understanding of many-body entanglement and physical prop-
erties of the system, just like in the few-body entanglement case where connections are
made between various entanglement measures and the quantum communication capacities
of the states. Otherwise, many-body entanglement will remain merely a theoretical concept
without physical relevance.
More specifically, we need to understand
1. How is many-body entanglement related to experimentally observable phenomena of
quantum many-body systems? For example, what many-body entanglement struc-
ture is responsible for the existence of magnetism and what structure is responsible
for quantum Hall effect? Can we find a relation between many-body entanglement
measures and physical measurable quantities like specific heat and compressibility of
the system? More generally, what is the relation between many-body entanglement
and the universal features of quantum phase and phase transitions?
2. How does many-body entanglement reflect the quantum computation capacities of
the system? That is, what kind of many-body entangled state is useful for quantum
computation and how. The answer to this question would depend on the quantum
computation model under consideration. Many-body entangled states useful in, for ex-
ample, the measurement based quantum computation might be useless for topological
quantum computation. It is then important to understand the different many-body
entanglement requirement in different quantum computation models.
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On the other hand, the relation of many-body entanglement to physical properties of the
systems also guides our study of the characterization of many-body entanglement. After all
there are so many aspects of many-body entanglement to be explored and it can be hard to
determine which one is important. Physical relevance hence provides one guiding principle
as to which many-body entanglement features are worth studying and which are not.
1.5 What is known about many-body entanglement
Much progress has been made towards answering the previous questions. In this section we
briefly review what is known about the efficient characterization of physically 'accessible'
many-body entangled states, the relation between many-body entanglement and quantum
phase and phase transition, and the relation between many-body entanglement and quan-
tum computation. Also we discuss experimental detection and realization of many-body
entangled states.
1.5.1 Efficient representation of many-body entangled states
Important progress has been made in providing an efficient characterization of 'accessible'
many-body entangled states using the so called 'Tensor Network Representation' [VMC08,
FNW92b, PGVWC07, Vid03, Vid07]. Starting from the one-dimensional version of matrix
product states, the tensor network representation incorporates just the right amount of
entanglement into the description such that it captures the essential features of physically
'accessible' quantum states and at the same time avoids exponential complexity. As our
work builds extensively on the tensor network representation, we will give a detailed review
of the formalism in part II.
While the formalism is very promising in providing an efficient tool to study many-
body entangled states both analytically and numerically, many questions remain open,
mostly in two and higher dimensions. Some important questions include: 1. What is the
best way to efficiently and accurately find a tensor network description of a many-body
entangled quantum state and calculate physical observables from it, especially in two and
higher dimensions? 2. How to determine which phase the system belongs to from the
representation, especially for topological phases where local order parameters do not exist?
3. Are there degrees of freedom in the representation that are unphysical and hence should
be removed when we study the physical properties of the system? We address some of the
questions in part II.
1.5.2 Many-body entanglement and quantum phase and phase transition
It has been realized that the many-body entanglement structure of a state carries universal
features of the underlying quantum phase and phase transitions, as has been demonstrated
in various condensed matter systems by applying few-body entanglement measures to the
many-body systems. We review prior results below.
Condensed matter many-body systems usually reside on a regular lattice in certain
spatial dimensions and each lattice site holds a local quantum degree of freedom, which can
be bosons, fermions, or spins. The local degrees of freedom can interact with its neighbors
but the interaction range usually has a finite limit. This locality condition puts a strong
constraint on the amount and form of entanglement that can be present in the many-body
system.
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Figure 1-1: 2D square lattice with subregion A
Consider, for example, a two dimensional square lattice as shown in Fig. 1-1 with local
interactions. Suppose that the energy difference-the gap-between the ground state of the
system and all the excited states is A. If A is lower bounded by a finite number as the
system size goes to infinity, then the system is said to be gapped. Its ground state is
called a gapped ground state. Sometimes we say a state is a gapped quantum state without
explicitly identifying the interactions in the Hamiltonian of the system. In such cases we are
implying that a Hamiltonian with local interactions can be constructed which has the state
as a gapped ground state. If on the other hand A goes to zero as system size grows, then
the system and its ground state are said to be gapless. Many-body entanglement behaves
in very different ways in gapped and gapless systems.
If the system is gapped, then the entanglement in the ground state satisfies a surprising
property called the 'area law'. More specifically, suppose we take a subregion A (as shown
in Fig. 1-1) of size L 2 from the whole system and calculate the entanglement entropy for
this region. The number of degrees of freedom in this region is proportional to L 2 , so the
maximum entanglement entropy we can get (and actually will get for a generic man-body
entangled state) scales as L2 . However, the calculation for a gapped ground state always
gives entanglement entropy S which is proportional to the length of the boundary of the
region, which grows as L,
S ~ aL (1.3)
Therefore, a gapped ground state in a locally interacting system always contains much less
entanglement than a generic many-body entangled state. Such understanding is crucial
towards an efficient description of many-body entangled states in gapped quantum systems.
The term 'area law' is better suited to a three dimensional system where the entangle-
ment entropy of a subregion in a gapped ground state scales as the surface area of the region
rather than the volume of the region. The basic idea applies to systems in any dimension
though, which says that the entanglement entropy of a subregion scales as the size of the
boundary rather than the size the bulk of the system. An easy way to understand why
this is true is to realize that quantum correlation is generated by interactions. Between
subregion A and the rest of the system, only degrees of freedom close to the boundary can
be interacting with each other. Moreover, in a gapped system, propagation of correlation
is suppressed by the existence of a gap. Therefore, the entanglement entropy satisfies the
'area law'. Of course, if the locality condition is removed, the area law no longer holds.
In one dimensional systems, the existence of an area law has been established as a
rigorous mathematical theorem[HasO7]. In two or higher dimensions, a full proof of the
theorem does not exist yet but it has been supported by a large amount of numerical
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evidence. For a more detailed review of the subject, see [ECP10].
In a critical or gapless system, the area law can be violated, but usually only mildly by
a term that scales as the logarithm of L. For example, at one dimensional critical points
described by conformal field theory, the entanglement entropy of a segment of the chain of
length L scales as[HLW94, CC09, VLRK03]
S ~ log L (1.4)6
where c and 6 are the central charges of the conformal field theory. Also for gapless free
fermion system in D dimensions with a Fermi surface, the entanglement entropy of a region
of linear size L scales as[ECP10]
S ~ L D-1 log L (1.5)
The violation of area law comes from the existence of low energy excitations which carries
correlations as it propagates. However, the locality constraint still exists and and keeps the
entanglement content in the state far from maximum.
The change in entanglement content from an 'area law' to beyond as one moves from
gapped phases to phase transitions has become a useful tool in detecting phase transitions.
In fact, not only entanglement entropy, but also many other different entanglement measures
have been found to exhibit diverging behavior as a phase transition point is approached
and therefore can be used as a probe for detecting phase transitions. While numerical
and experimental challenges remain to calculate or measure entanglement in a system,
one special advantage of such a probe is that it works for both symmetry breaking and
topological phases. Some conventional probes of phase transitions, like order parameter,
apply only to symmetry breaking phases and fail for topological phases. Entanglement
measures, however, are generic probes independent of the nature of the phase transition.
For summary of these results, see [AFOV08].
Other than revealing the gapped/gapless nature of the system, entanglement entropy
can provide more detailed information about the order in the quantum phase if we look at
it more carefully. In particular for a gapped quantum system, if the system has nontrivial
topological order, then the entanglement entropy of a region has a sub-leading constant
term apart from the leading area law term[KP06, LW06]
S ~ aL - -y (1.6)
with -y > 0. Such a term indicates the existence of certain long range entanglement structure
that originates from the topological nature of the system. Different methods have been
proposed to extract such a constant term from the ground state and hence determine the
nature of the topological order of the system[KP06, LW06].
Recently, it has been realized that more detailed information about topological order
can be extracted from the entanglement structure of the system than just a single number
of entanglement entropy. It has been proposed in [LH08, PTBO10] that, the entanglement
spectrum, i.e. the eigenvalue spectrum of the reduced density matrix, has meaning of its
own. In fact for a gapped topologically ordered system, the 'low energy' sector of the
entanglement spectrum should reflect the nature of the low energy excitations on the edge
of the system. Such a correspondence established a connection between the more theoretical
notion of entanglement and the directly measurable physical response of the system, and
has hence received a great deal of attention.
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By identifying universal features of many-body entanglement for states in different quan-
tum phases, these works have shown that many-body entanglement can be a useful tool in
the detection and characterization of quantum phase and phase transitions. Actually, many-
body entanglement is more powerful than just being another characterization tool of known
phases. It has been realized that many-body entanglement carries so much information
about the universal properties of the phase that it could provide more complete knowl-
edge of the whole quantum phase diagram, answering questions like what new quantum
phases exist and what is the global structure of the phase diagram. In particular, if many-
body entangled states can be classified according to their universal properties, then we can
have a classification of all quantum phases. Some classification results have been obtained
for one dimensional states in [VCL+05]. Moreover, for two dimensional topological orders
it has been realized that all abelian topological orders can be systematically described by
K-matrices[BW90, Rea9O, WZ92, FK91]. Also the string-net picture provides a general con-
struction of time reversal symmetric topological orders and may even classify them[LW05].
We carry out this classification scheme in broader settings (especially in systems with short
range entanglement and symmetry) in part III, where we find new topological phases and
obtain a more complete understanding of the structure of the quantum phase diagram.
1.5.3 Many-body entanglement and quantum computation
From the earliest proposals of quantum communication to the ultimate goal of building a
quantum computer, entanglement has always been a central theme in quantum information
theory. A general consensus is that entanglement is a necessary and essential resource for the
power of quantum information protocols. Without entanglement, most quantum protocols
become equivalent to classical ones. The question is, exactly how much entanglement is
necessary to realize such protocols?
Quantum communication protocols are usually based upon few-body entangled states
distributed among several parties for the exchange of quantum information. In order to
transmit a large mount of information, a large number of few-body entangled states are
necessary. How many few-body entangled states need to be consumed for the transmission
of certain amount of information is extensively studied in the subject of quantum commu-
nication complexity.
Quantum computation, on the other hand, has been found to require many-body entan-
glement in a much stronger sense. In fact, it has been shown that for pure state quantum
computation algorithms, many-body entangled states with a number of parties that in-
creases unboundedly with input size is necessary if the quantum algorithm is to offer an
exponential speed-up over classical computation[JL03]. Actually, it was shown that if a
quantum algorithm only involves a large number of few-body entangled states rather than
a many-body entangled state of many parties, then the algorithm can be efficiently simu-
lated with classical computers. This result clearly establishes the necessity of big many-body
entangled states for quantum computation.
Moreover, it has been realized that there exists a lower bound on the amount of many-
body entanglement that must appear during the process of useful quantum computation.
Actually it has been shown that in a one dimensional system, if the entanglement of a
segment of the chain always remains finite during the computational process, then the whole
computation can be simulated classically[Vid03, Has09]. This provides a tighter necessary
condition for the many-body entanglement needed in quantum computation.
On the other hand, with the general notion that entanglement is crucial and indispens-
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able for quantum computation, it is a bit surprising to learn that sometimes too much
entanglement can also kill the power of quantum computer. This result is obtained for the
model of measurement-based quantum computation, where the computation starts with
a many-body entangled state and performs purely single particle measurement to imple-
ment the algorithm. It has been realized that for this purpose some states could contain
so much many-body entanglement that the measurement process could be efficiently simu-
lated classically[GFE09, BMW09]. In fact, it turns out that most of the many-body states
in the total Hilbert space belong to this set and hence are useless for measurement-based
quantum computation. The lesson is that entanglement, like any other resources, must be
consumed moderately. Of course the upper bound on entanglement is much higher than
the 'accessible' amount in real physical systems.
The upper and lower bound on many-body entanglement necessary for quantum com-
putation provides a starting point for the study of the role of many-body entanglement
in quantum computation. However, this seems to be a hard question in general and the
details of the answer would depend on the specific quantum computation model under
consideration.
A more practical issue is to find many-body entangled states that are useful for quantum
computation and also experimentally accessible. For example, in the topological quantum
computation model, the v = 5/2 fractional quantum Hall state has been identified to be
capable of supporting arbitrary quantum computation[Bra06].
In the measurement-based quantum computation model, finding a proper many-body
entangled resource state is also a major theoretical challenge in the realization of this model.
In this model, quantum computation is performed by doing only single particle measure-
ment on a many-body entangled states. Without the need of coherent unitary operations,
measurement-based quantum computation reduces the experimental effort greatly compared
to the circuit model of quantum computation, on the condition that a proper many-body
entangled resource state exists. It is then important to find such a state which is useful
for measurement-based quantum computation and at the same time easy to realize in the
lab. Many efforts have been made towards this goal. We give a detailed review of previous
works and present our own contributions in part IV.
1.5.4 Many-body entanglement in experiment
One major problem with abstract notions like many-body entanglement is whether it has
any experimental relevance. The answer is yes and here we review recent progress on two
aspects of this problem: the experimental measurement of entanglement entropy in real
condensed matter systems and the realization of many-body entangled states in atomic
systems.
Many-body entanglement as a nonlocal quantity is in general very hard to measure. In a
two or three body entangled state, entanglement can be extracted from a full measurement
of the reduced density matrix of a subsystem, but this may require hundreds or thousands
of measurement operations even for a state of very small size. In many-body system, a
brute-force determination of the whole density matrix is not possible and clever schemes
are needed to relate entanglement measures to suitable physically measurable quantities.
One approach is to relate entanglement entropy in a non-interacting many-body system
to the distribution of certain conserved quantities, like charge or spin[KRS06, SFR+11].
A key observation made in [KLO9] is that a universal relation exists between entangle-
ment entropy and the fluctuations of the current flowing through a quantum point contact,
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which made direct experimental measurement of entanglement entropy possible. How-
ever, this relation is system specific and was found to be invalid for system with strong
interaction[HGF09]. A different approach proposed in [Carl] is to measure entanglement
(Renyi) entropy with a local quantum quench. It was shown that near some quantum criti-
cal points, entanglement entropy can be related to the low energy distribution of the system
after the quench and hence can be measured.
While measuring entanglement may be hard in general, one may argue that after all we
are interested in the physical properties induced by strong entanglement instead of particular
values of entanglement measures. Therefore, it would suffice if we can create strongly en-
tangled many-body states and use them for our purposes. There has been exciting progress
in this respect in photonic, atomic and solid state experiments, where our ability to ac-
curately control and manipulate microscopic quantum mechanical objects has expanded
greatly. There has been many theoretical proposals about how to create strong interaction
and generate entanglement, usually in a parallel fashion, in a system of a large number
of photons[BD06], trapped ions[JVW09], cavities[HBPO8, TF10], and cold atoms[BDZ08,
JZ05]. The motivation is two fold. First, to build a quantum simulator[Fey82] to simu-
late strongly correlated condensed matter systems and probe regimes which are hard to
reach in real materials. Second, to generate many-body entangled state useful for quantum
computation, for example in the measurement-based quantum computation model.
There has been much progress for the first objective in recent years, especially in cold
atom systems. By cooling boson or fermion gases to extremely low temperatures and
loading them into a optical lattice, many interesting condensed matter phenomena have been
reproduced in atomic systems, including the Mott-insulator to superfluid transition in Bose-
Hubbard model[GME+02], one dimensional bosonic Luttinger liquid[PWM+04, KWWO4],
Kosterlitz-Thouless transition in two dimension[HKC+ 06] etc. For a more comprehensive
review see [BDZ08].
While the Mott-insulator and superfluid phases are more conventional with regard to
many-body entanglement, recent theoretical and experimental advances have made much
progress towards realizing highly entangled topological phases in cold atom systems. Such
efforts include small scale demonstrations of resonating valence bonds and topological
matter[PB08, NCA+12] and the realization of synthetic gauge fields in neutral atomic
systems[DGJO11]. These provide the necessary elements to realize highly nontrivial topo-
logical phases with highly entangled ground states in cold atom systems, from spin liquids,
string-net states, to fractional quantum Hall systems.
1.6 Summary of thesis
1.6.1 Central topic and general structure
In this thesis, we focus on the theoretical understanding of the many-body entanglement
properties of gapped quantum systems. More specifically, we are interested in quantum
many-body systems residing on a lattice, interacting locally, and having a finite energy
gap between its ground state and all the excited states. Gapped quantum systems have
attracted a great deal of attention in recent years. Our interest in gapped quantum systems
is due to two reasons. On the one hand, the discovery of topological order has revealed
new fundamental physics in gapped many-body systems and many new quantum phases
are waiting to be explored which could provide the crucial step towards our understanding
of some of the most puzzling condensed matter phenomena, like high temperature super-
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conductivity. On the other hand, the existence of a gap could provide protection against
thermal noise to the ground state of the system where quantum computation can be car-
ried out in a more reliable way. Therefore, we are interested in exploring possibilities of
using gapped quantum states for quantum computation. Both topics are closely related to
the study of many-body entanglement as we have discussed in previous sections, therefore
many-body entanglement in gapped quantum systems is our central topic in this thesis.
We also hope that our understanding of the (possibly) simpler many-body entanglement
structure in gapped quantum systems could give us some hint about what to expect in
gapless systems.
Better understanding of
possible many-body
entanglement structures
Figure 1-2: Structure of the thesis
The thesis work presented here concerns the representation, classification and applica-
tion of many-body entanglement in gapped quantum systems. The general structure of
the thesis is summarized in Fig. 1-2. With the realistic physical constraints on the many-
body systems (including locality and gap), an efficient representation-the tensor network
representation-of many-body entangled states exists. We review the representation and
present our studies of open questions in part II. The representation reveals the universal
entanglement structure of gapped many-body states which enables us to classify these states
in part III. The representation also provides a clear picture of how many-body entanglement
assists quantum information flow in a quantum state, based on which we design applications
of many-body entangled states for quantum computation in part IV. A detailed summary
of the results is given below.
1.6.2 Summary of results on representation
Our study of the tensor network representation of many-body entangled states focuses on
two questions: 1. How to determine which phase the system belongs to from the represen-
tation? 2. Are there degrees of freedom in the representation that are unphysical and hence
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should be removed when we study the physical properties of the system? We study the first
problem in [CGW1O] where we propose an efficient algorithm for the two dimensional tensor
product states to extract the universal phase information of the state from the tensors. We
demonstrate that the algorithm works not only for conventional symmetry breaking phases
but for topological phases also. For the second problem, we find in [CZG+10] that the
answer to the question is yes and we provide an explicit example of how illegal variations of
the representing tensors lead to unphysical changes in the universal properties of the rep-
resented state. Moreover, we point out that for some topologically ordered systems, such
illegal variations can be avoided if we impose certain symmetry constraints on the tensors.
Imposing such constraints is important for a successful numerical study of topologically
ordered systems using the tensor network representation.
1.6.3 Summary of results on classification
Based on the tensor network representation of gapped quantum states, we try to classify
the states according to their universal properties and and hence classify all gapped quantum
phases as we discussed in section 1.5.2. First, we establish in [CGW10] the general frame-
work for this classification by giving an operational definition of the equivalence relation
between gapped quantum states with the same universal properties. We find that gapped
quantum states are in the same phase, hence having the same universal properties, if they
are related by local unitary time evolution or equivalently a local unitary quantum circuit.
Based on such an equivalence relation, we find that many-body entangled gapped ground
states can be divided into two classes, those with long range entanglement and those with
short range entanglement. The first class of states have different intrinsic topological orders.
While the second class does not have intrinsic topological order, by adding symmetry re-
quirement to the system we can have different symmetry protected topological orders. With
this, we obtain the general structure of the quantum phase diagram in gapped systems. We
then try to identify all the entries in the diagram for systems of different spatial dimensions.
In [CGW11a] we classify all gapped ground states and hence all gapped quantum phases
in one dimensional systems based on the entanglement structure of matrix product states.
We find that there is no intrinsic topological order in one dimension but many symmetry
protected topological orders exist. Then we move on to higher dimensions but restricting
ourselves to only symmetry protected topological orders, whose ground states have simpler
entanglement structure. We present an explicit example (in [CLW11]) and also a system-
atic construction (in [CGLW11]) of symmetry protected topological phases in interacting
bosonic systems, which provides a substantial extension of the existing knowledge about
such phases in free fermion systems.
1.6.4 Summary of results on applications
With our better understanding of many-body entanglement structure in gapped quantum
states obtained from the tensor network representation and our classification results, we
study the application of such states in quantum computation. In particular, we focus on
the model of Measurement-based Quantum Computation and address the issue of finding
an experimentally more feasible resource state as discussed in section 1.5.3. We find in
[CZG+09] a many-body entangled state useful for measurement-based quantum compu-
tation which exists as the gapped ground state of a system with only nearest neighbor
two-body interactions. With two-body interactions which can be engineered in cold atom
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systems and a gap which protects the ground state from thermal noise and perturbations,
this model presents a step forward towards the experimental realization of measurement-
based quantum computation. Moreover, we generalize the framework of measurement-based
quantum computation from spin to fermion systems, in the hope of finding simpler and more
realistic resource state for measurement-based quantum computation by utilizing the unique
entanglement structure of many-body fermion systems.
1.6.5 Organization of content
The thesis is organized as follows.
In Part II, we give a detailed review of matrix product states and tensor product states
including their basic definition and important properties in Chapter 2 and Chapter 3 re-
spectively. Our work builds extensively on these representations of many-body entangled
states. We present our renormalization algorithm for tensor product states in Chapter 3
section 3.2 which extracts the universal properties of a many-body entangled state from its
tensor network representation. In Chapter 4, we present our study of how illegal variations
in the tensors lead to unphysical changes in the topological order of the represented state
and how this can be avoided with proper symmetry constraints on the tensors.
Based on the tensor network representation discussed in Part II, we try to classify gapped
quantum phases based on the many-body entanglement structure of their gapped ground
states in Part III. In Chapter 5, we establish local unitary time evolution or local unitary
quantum circuits as the equivalence relation between gapped quantum states in the same
phase. Chapter 6 and Chapter 7 are then devoted to applying this equivalence relation to
systems in one and higher dimensions respectively and classifying gapped quantum phases.
In particular, in Chapter 6 we show how we are able to classify all gapped quantum phases
in one dimensional systems using the matrix product formalism. Our understanding of
one dimensional systems are then carried over to higher dimensions in Chapter 7, where
we present first an example and then a systematic construction of symmetry protected
topological phases in interacting bosonic systems.
In Part IV, we discuss the application of gapped quantum states in quantum computa-
tion. First, in Chapter 8, we review the measurement-based quantum computation model
and its relation to the tensor network representation of quantum states. This relation forms
the basis of our construction in later chapters. In Chapter 9, we present our construction
of a resource state for measurement-based quantum computation which is also the gapped
ground state of a system with nearest neighbor two-body interactions. Then in Chapter 10,
we generalize the framework of measurement-based quantum computation to many-body
fermion systems based on the fermionic tensor network representation.
Finally in Part V, we conclude the thesis by summarizing what we have learned about
many-body entanglement and future directions to go.
1.6.6 List of publications
In this section, I list all my publications for this thesis work, including both the ones that
are presented in this thesis document and the ones that are not.
1. Local unitary transformation, long-range quantum entanglement, wave function renor-
malization, and topological order, Xie Chen, Zheng-Cheng Gu, and Xiao-Gang Wen,
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Part II
Tensor Network Representation
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Is there a way to write down many-body entangled states such that it is sophisticated
enough to describe possible many-body entanglement in real physical systems but is not so
complicated as to require an exponential amount of space and time? The answer is yes! As
reviewed in [VMCO], the tensor network representation provides an efficient description
of many-body entangled states satisfying an area law (or slight violation of it). These
are exactly the states that appear in local quantum systems. Thus, the tensor network
representation has become a powerful tool in the study of many-body entanglement and
forms the basis for discussions in the next two parts. In part I, we review two basic
forms of tensor network representations-the matrix product states in one dimension and
the tensor product states in two and higher dimensions. Chapter 2 is devoted to the review
of the matrix product state formalism and Chapter 3 focuses on its higher dimensional
generalization-the tensor product states.
One important open question about the tensor network representation is how the tensors
in the representation reflect the universal properties of the represented states. To address
this question, we present a new renormalization algorithm in Chapter 3 section 3.2 which
extracts universal properties of a state from its representing tensors. We also point out in
Chapter 4 that caution must be taken when representation topological phases with tensors
as we find that smooth variations in the tensors can lead to unphysical abrupt changes
in the universal properties of the represented states. We present an example of this kind
and show that for some topological phases, certain symmetry constraints on the tensors are
necessary for them to provide a stable representation of the many-body entangled states.
We focus on the representations which satisfy an exact area law as we are studying
gapped quantum systems in this thesis. Important developments in tensor network repre-
sentation generalizes the framework to also deal with gapless systems[Vid07], continuous
systems[VC10], fermionic systems[KSVC10, GVW10], and the path integral/partition func-
tion of local systems[LN07].
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Chapter 2
Matrix product states
Quantum many-body systems in one dimension host a variety of interesting physical phe-
nomena, like symmetry breaking, phase transition, and topological order. Many of the
exactly solvable or approximately solvable one dimensional systems provide us with our
basic intuition to think about and formulate theories for higher dimensional more compli-
cated systems. Due to their geometrical simplicity, it also turns out that one dimensional
quantum systems are the most amenable to numerical attacks. Indeed, the Density Matrix
Renormalization Group (DMRG) algorithm developed in recent decades[Whi92] has proved
to be a very powerful and also efficient tool for the numerical study of one dimensional
quantum systems. It has been realized from the start that the success of this algorithm is
due to the preservation of entanglement in the density matrix. Recently, such an intuition
is made more rigorous and it is shown that the DMRG algorithm can be thought of as a
variational method based on matrix product states. Using the matrix product formalism,
we can see more clearly and even prove in some cases that the DMRG algorithm is able
to give the right answer in an efficient way. Moreover, the matrix product representation
also reveals certain analytical structure of one dimensional quantum states and enables us
to have a more complete understanding of them beyond numerical results.
In this chapter, we review the matrix product formalism. We focus mainly on gapped
quantum systems. For one dimensional gapped quantum states, it has been realized that
they can be described efficiently using the matrix product states representation. That is,
to represent the wave function of a system of size N, the number of parameters used in
the representation grows only polynomially with N. We discuss its basic definition and
important properties in section 2.1, the canonical form of the matrices in the representation
in section 2.2 and how to implement an renormalization procedure on the state based on
the representing matrices in section 2.3. This chapter is based on results in [FNW92b,
PGVWC07, VCL+05].
Note that by talking about dimensionality of a system, we are always assuming implicitly
certain degree of locality. For example, in one dimensional systems where quantum degrees
of freedom are aligned along a chain, only degrees of freedom within certain distance can
interact. Otherwise it is not meaningful to arrange them into a chain. Such a locality
constraint lies at the heart of all our understanding of one dimensional systems.
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2.1 Definition and basic properties
2.1.1 Definition
Matrix product states describe many-body entangled states of spins living on a one dimen-
sional chain.
A matrix product state (MPS) is expressed as
|# =Tr(A 'A' [...AZ'])Iiii 2-. iN) (2.1)(1,52,---,iN
where ik = 1 ... d with d being the dimension of a spin at each site, A k] 's are D x D matrices
on site k with D being the dimension of the MPS. d is the dimension of the physical Hilbert
space at each site and is called the physical dimension. D is the dimension of the matrices
used in the matrix product representation which does not correspond to physical Hilbert
spaces. D is called the inner dimension of the MPS. 1 The representation is efficient as
with fixed D for a state of N spins, the number of parameters involved is at most ND 2 as
compared to dN in the generic case.
If D = 1, i.e. if A are numbers, then 1#) is a product state. However, if D > 2, then |#)
would in general be an entangled state of many spins. As the simplest example, consider
matrices
Ao(= ), A 1 = ( ) (2.2)(0 0) 0 1
which are independent of site. Then the matrix product state they produce is the many-
body entangled GHZ state,
1#) = I00...0) + 11...1) (2.3)
2.1.2 Area Law
Entanglement in a matrix product state satisfies an exact area law. Actually, it is easy to
show that if we take a continuous segment out of the chain, the reduced density matrix has
rank at most D 2 . Therefore, the entanglement entropy is upper bounded by 2 In D.
S ; 2ln(D) (2.4)
On the other hand, it is not true that every one-dimensional state satisfying an exact
area law can be written exactly as a matrix product state with finite inner dimension. For
example, consider a 1D chain composed of nearest-neighbor dimers of the form
) = Z Iii) (2.5)
This state satisfies area law as long as Eaj ln a is finite. But this does not necessarily mean
that there is a finite number of i's. As long as ai decays fast enough with i, the entanglement
of a segment will be bounded. However, if i is unbounded, the reduced density matrix of
a segment will have an infinite rank and therefore not possible to represent with a finite
dimensional MPS.
'We suppress the normalization of wave functions in this thesis, unless it is important and explicitly
written out.
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The situation is not too bad though. As shown in [SWVC08], for any 1D state satisfying
an area law, the necessary inner dimension to approximately describe the state scales only
polynomially with system size. Therefore the matrix product state representation is still
efficient. As has been proven by Hastings [HasO7] that all gapped ground states of 1D local
Hamiltonians satisfy an area law, the matrix product representation for such states is always
efficient. The power of matrix product states is limited to one spatial dimension though.
To represent a gapped two-dimensional quantum state satisfying an area law using matrix
product formalism would require in general matrices of exponential size. Therefore, we need
more general constructions - the tensor product states - to deal with higher dimensional
systems.
2.1.3 Gauge degree of freedom
The matrix product state representation is not unique. Actually, any MPS represented by
a set of matrices {Ai} is equally well represented by {B = MAiM-1}, for any invertible
matrix M. As
Tr(BilBi2... BiN) = MAilM'MAi 2M .. MAiNM 1 )= T (AilAi 2... AIN) (2.6)
This is what we call the gauge degree of freedom in MPS representation. This can be
generalized to site-dependent A's as well.
This gauge degree of freedom will play an important role in our understanding of sym-
metry protected topological orders in one dimension.
2.1.4 Projected Entangled Pair picture
Matrix product states have another name - the Projected Entangled Pair State (PEPS)
[FNW92b, PGVWC07, VWPGC06]. It comes from the following construction. (The con-
struction applies to higher dimensional tensor product states as well.)
Consider a chain of maximally entangled pairs as shown in Fig. 2-1. Suppose that they
connect into a ring, Each pair of connected dots represents a maximally entangled pair of
Figure 2-1: Projected Entangled Pair State(PEPS)
spins in state
D
|V)= E Z aa) (2.7)
af=1
where D is the dimension of each spin. Each shaded big circle represents a projection P (a
mapping) from two spins of dimension D to a physical degree of freedom of dimension d (a
physical spin)
P = Ai,a,i Ii) (a#61 (2.8)
35
where the summation is over i = 1...d, and a,# = 1..D. Direct calculation shows that
after the projection, we obtain a many-body entangled state of physical spins which can be
written as
|#) = Tr(AiAi 2 ...AiN) i1i2...iN) (2.9)
i,i2...iN
which is exactly the matrix product states given in Eq. (2.1). Here Ai is treated as a matrix
with row index a and column index 8. In this projected entangled pair construction of
matrix product states, the spins in maximally entangled pairs are said to be virtual and the
spins obtained after projection are physical.
The PEPS and MPS (or more generally tensor product states (TPS)) formalisms are
totally equivalent. But sometimes, one picture is more convenient and intuitive than the
other as we see in Part IV when we use the PEPS picture to understand measurement-based
quantum computation in many-body entangled states.
2.1.5 Double tensor
An important mathematical construction in the MPS description is the double tensor de-
fined as
EaY = Ai,cp x (Ai,,x)* (2.10)
If we combine a with -y and 3 with x and treat E as a matrix, then we can write
E = Ai A:* (2.11)
The double tensor is important because, first, it is involved in the computation of norm
and any physical observable of the states. The norm of an MPS is given by
(#|#) = Tr(E x E... x E) = Tr(EN) (2.12)
The expectation value of measuring any local observable 0 (on the kth spin for example)
on the state is equal to
_ Tr(Ek-E[O]EN-k)(0) = , where E[O] = OiAi & A) (2.13)
Note that as matrix multiplication takes time - D 3 , the calculation of any physical observ-
able is efficient (polynomial in inner dimension D and linear in system size N) for MPS.
Moreover, double tensor is directly related to an important quantity for many-body
systems, the correlation length. In fact, an MPS has a finite correlation length if the largest
eigenvalue of E is nondegenerate. This is shown as follows:
WLOG, we can set the largest eigenvalue of E to be 1 and hence the norm goes to a
finite value (dimension of the eigenspace) as N goes to infinity. The correlation between
two operators 01 and 02 becomes
(0102) - (01)(02) = Tr(EN-L-2EOJ]ELE[O 2}) _ T(EN-1E[O1J)(EN-1E[021) (2.14)
It is easy to see that degeneracy of the largest eigenvalue of the double tensor implies non-
decaying correlation. To describe quantum states with finite correlation length, the double
36
tensor must have a largest eigenvalue which is non-degenerate and the correlation length (
is given by
= -1/nA2  (2.15)
where A2 is the second largest eigenvalue and A2 < 1. Here ( is measured in units of lattice
spacing.
Double tensor is important in studying not only the correlation length but also the many-
body entanglement structure of an MPS. In fact, E[k] uniquely determines the state up to
a local change of basis on each site[PGVWC07] and hence contains all the entanglement
information of the state. That is, if
E A a X (A)7 B,, x (B, )* (2.16)
then A and B are related by a unitary transformation U[kI:
B[k] = U A .k] (2.17)
Therefore, states described by A[k] and B kI have exactly the same entanglement structure,
which is faithfully captured in E s. A proof of this fact can be found in [NCOO] in the form
of the unitary degree of freedom in the operator sum representation of quantum channels
E which is defined in terms the matrices as
E(X)= AiXAT (2.18)
This property is useful for applying renormalization transformation on the state, as dis-
cussed in Section 2.3.
2.2 Canonical form
In [PGVWC07], a canonical form is given for the matrices in an MPS representation, which
provides much insight into the structure of the many-body state. We summarize the result
in this section. We focus on the case where the matrices are not site dependent and hence
the state is translational invariant.
The matrices Ai's in an MPS representation can be put into a 'canonical' form which is
block diagonal[PGVWC07]
Ai = A() (2.19)
where the double tensor for each block E(k) = E; A (k)(A(k) )* has a positive non-degenerate
largest eigenvalue Ai > 0. Note that E(k) can have eigenvalues with the same magnitude as
Ai, in the form Ae i2/p E Zq
There are several implications that can be directly read from this 'canonical form'. First
the matrix product state |#) represented by Ai can be written as a superposition of |#(k))'s,
represented by matrices A k). If E(k) has only one eigenvalue with magnitude Aj, then |#(k))
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is short range correlated (with finite correlation length). If E(k) has other eigenvalues with
the same magnitude as Ai, then |#(k)) can be further decomposed into states with block
translation symmetry of block size q and finite correlation length. Therefore, the canonical
form directly yields a decomposition of the MPS into a finite (and minimum) number of
short range correlated states.
We set out to study MPS because it describes gapped ground states of 1D local Hamil-
tonians. However, up to now, it is unclear what the Hamiltonian is for a given MPS and
what kind of gapped ground state is the MPS. From the decomposition obtained from the
'canonical form', a 'parent Hamiltonian' can be constructed which has the MPS as a gapped
ground state, thus making contact with usual condensed matter studies.
In particular, if there is only one component in the decomposition of 1#), then the parent
Hamiltonian has 1#) as a unique gapped ground state, which implies that if the Hamiltonian
has a certain symmetry, then the ground state also has it. On the other hand, if 1#) can be
decomposed into a bunch of short range correlated 1#(k))'s, then the parent Hamiltonian
has a degenerate ground space spanned by all 1#(k))'s. 1#) is then one of the ground states.
This is the result of spontaneous symmetry breaking in the system, where the Hamiltonian
has a certain symmetry, but the 1#(k))'s do not. They are related to each other by the
symmetry transformation.
A useful property of MPS is called 'injectivity', which says that there exists a finite
number M such that the set of matrices
AI = Aij...Ai, (2.20)
spans the the whole space of D x D matrices. This is equivalent to the condition that |#) has
only one component in the canonical decomposition and hence the unique gapped ground
state of a local Hamiltonian. The 'injectivity' property is generically true for random MPS,
but breaks down in special cases like the GHZ state.
2.3 Renormalization
Renormalization is a procedure in many-body systems where structures at smaller scales
are removed and an effective description of the system at larger scales are obtained, keeping
the long range and low energy dynamics of the system invariant. Applying renormalization
procedure to a system allows us to extract universal properties of the system at low energy
and large scale. For quantum systems, the small scale structures that need to be removed
are short range entanglement and the MPS formalism provides a simple way to realize
renormalization in 1D gapped systems. Discussion in this section is based on methods
presented by Verstraete et. al. in [VCL+05].
Renormalization transformation on quantum states are realized with local unitary op-
erations and local unitary operations on MPS can be applied through manipulation of E[k].
Here we have explicitly labeled the double tensor by their site number k. Treat E[k] in Eqn.
(2.10) as a D2 x D2 matrix with row index ay and column index Bx. To apply a unitary
operation on n consecutive sites, we combine the double tensor of the n sites together into
E = E 1IE[2] ...E[ (2.21)
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and then decompose E into a set of matrices A's
= Z x l (2.22)
Note A;. is determined up to a unitary transformation on i. The index i of Z;1 3 , up to
an unitary transformation, can be viewed as the combination of i1 , i 2, -. , in, the indices of
A , A[2  , ... Going from original indices i1 , i 2 , -.. ,in to the effective index i
corresponds to applying a unitary operation on the n-block and A describes the new state
after operation.
The unitary operation can be chosen so that local entanglement is maximally removed. 5
contains all the information about the entanglement of the block with the rest of the system
but not any detail of entanglement structure within the block. Hence we can determine
from E the optimal way of decomposition into A which corresponds to the unitary operation
that maximally removes local entanglement while preserving the global structure. To do
so, think of Eayx as a matrix with row index a, and column index 7X. It is easy to see
that with such a recombination, E is a positive matrix and can be diagonalized
S AVyVgx - (2.23)
where we have kept only the non-zero eigenvalues A; > 0 and the corresponding eigenvectors
V,8. A is then given by
A- = V c,, (2.24)
which are the matrices representing the new state. In retaining only the non-zero eigenval-
ues, we have reduced the physical dimension within the block to only those necessary for
describing the entanglement between this block and the rest of the system. Local entangle-
ment within the block has been optimally removed.
Each renormalization step in the renormalization procedure hence works by grouping
every n consecutive sites together and then applying the above transformation to map All],
A[2],..., A[nl to A. So one renormalization step maps the original matrices (At )(0) on each
site to renormalized matrices (A [ ) (1) on each block. Repeating this procedure for a finite
number of times corresponds to applying a finite depth quantum circuit to the original
state. If the matrices reaches a simple fixed point form (A )(oo) (up to local unitaries),
we can determine from it the universal properties of the phase which the original state
belongs to. In Chapter 6, we apply this procedure to classify gapped quantum phases in
one dimensional systems.
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Chapter 3
Tensor product states
The study of one dimensional systems serves as a starting point for the exploration of
quantum many-body physics in higher dimensions. It has been discovered that, in higher
(two or three) dimensional systems, more exotic quantum phenomena can appear. For
example, in two dimensional electron systems put under huge magnetic fields and at very
low temperatures, the Hall conductance can be quantized to exact integer or fractional
multiples of the constant L, irrespective of the shape, composition, or other dynamical
details of the specimen under investigation. Besides such quantum Hall effects[TSG82],
two and three dimensional systems have been shown to be able to sustain special phases
like quantum spin liquids[KL87, WWZ89, RS91, Wen9l, MS01], topological insulators and
topological superconductors[KM05a, BZ06, KMO5b, MB07, FKM07, QHZ08], and string-
net condensation[LW05].
A key feature common to all these exotic phases is the existence of many-body entangle-
ment in the ground states of the systems. Therefore, it is of high interest to be able to find a
proper description of many-body entanglement patterns in two and three dimensions which
reveals the underlying mechanism of these quantum many-body phenomena. As we have
discussed in the previous chapter, matrix product states provide an efficient description of
one dimensional gapped quantum states, but it fails to do so in higher dimensions. To rep-
resent, for example, a gapped two-dimensional quantum state satisfying an area law using
matrix product formalism would require in general matrices of exponential size. Therefore,
we need more general constructions to deal with higher dimensional systems. The idea of
introducing virtual Hilbert space in the form of inner dimensions of matrices to describe
many-body entanglement can be generalized to higher dimensions, which leads to the Ten-
sor Product State (TPS) representation. In this chapter, we review basic definition and
simple properties of TPS studied in previous works in section 3.1. We also address the
question of how to determine which phase the system belongs to from the representation
by presenting in section 3.2 a new renormalization procedure for TPS which extracts the
universal properties of the represented states from the tensors. This section is based on our
work [CGW10].
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3.1 Definition and basic properties
3.1.1 Definition
A tensor product state is given as
|a) Z tTr(Til Ti2 ... Tm.--)|iii2...im.) (3.1)
Here i = 1.. .d, with d being the physical dimension of each spin in the system. Ti's are
tensors living on each site with three or more inner indices.1 The tensors are usually
connected according to the underlying lattice structure of the system and tTr represents
tensor contraction.
For example, consider a two-dimensional spin model on a hexagonal lattice with one
spin (or one qudit) living at each vertex. The state can be represented by assigning to
every vertex a set of tensors T1h, where i labels the local physical dimension and takes
value from 1 to d. a, #, y are inner indices along the three directions in the hexagonal lattice
respectively. The dimension of the inner indices is D. Note that Fig. 3-1, Fig. 3-2, Fig.
3-3, Fig. 3-5, Fig. 3-6 in this section are all side views with inner indices in the horizontal
plane and the physical indices pointing in the vertical direction, if not specified otherwise.
Y
Figure 3-1: Left: tensor T representing a 2D quantum state on hexagonal lattice. i is the
physical index, a, /, -y are inner indices. Right: a tensor product state where each vertex is
associated with a tensor. The inner indices of the neighboring tensors connect according to
the underlying hexagonal lattice.
3.1.2 Other properties
Tensor product states are similar to matrix product states in terms of area law, gauge degree
of freedom, PEPS description and the formulation of double tensor.
Tensor product states enjoy the nice property of having an entanglement area law
[VWPGCO6]. In fact, for a TPS with inner dimension D, the rank of the reduced den-
sity matrix of a subregion is bounded by D', where n is the number of indices connecting
the subregion with the rest of the system. As n scales linearly with the boundary L of the
subregion
S ~ aL (3.2)
'A tensor in general is a set of numbers labeled by indices. A vector is a tensor with one index and a
matrix is a tensor with two indices. In this thesis, we use the word 'tensor' to refer to those with three or
more indices. Two tensors can be contracted if we match their corresponding indices, multiply their values
and sum over the matched indices.
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Therefore, TPS could provide a nice description of gapped quantum systems in two and
higher dimensions.
Similar to MPS, TPS representation also has a gauge degree of freedom. In particular,
T,,= S Maia NO,pOif,,,Tap, (3.3)
represents the same state as T if the invertible matrices M,N,O cancel out for each pair of
connected indices.
The projected entangled pair representation of TPS can be constructed analogously as
for MPS, starting from a two or higher dimensional lattice with maximally entangled pairs
between nearest neighbor sites. The definition of double tensor is similar to MPS also. We
will not repeat the constructions here.
However, besides these, much less is known about TPS than MPS. In particular, there
is no easy way to extract correlation length of the state from the tensors, hence not easy to
identify TPS which are gapped ground states of local Hamiltonians. A parent Hamiltonian
having the state as ground state can always be constructed[PGVCW08]. However, there
is no guarantee that the Hamiltonian is gapped. Finally, one major difficulty with using
TPS for numerical simulation is that the contraction of tensor networks in two and higher
dimensions is in general not efficient. Usually an approximate renormalization algorithm is
used[LN07], but the error is not always well bounded.
While the structure of TPS is not as clear as MPS, it does cover more interesting
many-body entangled systems. For example, the ground states of the topologically ordered
string-net models in two dimension can be easily represented with tensors of small inner
dimension, even though the states are entangled in a very nontrivial way. [BAV09, GLSW09]
3.2 Renormalization
The renormalization algorithm presented in [LN07] allows efficient (approximate) contrac-
tion of a two dimensional tensor network which can be used to calculate the expectation
value of local physical observables in a quantum state. In particular, order parameters of
symmetry breaking phases can be calculated using this renormalization method to deter-
mine the symmetry breaking phase the state belongs to. However, not all phases can be
detected with local measurements. In particular, no local order parameter exists for topo-
logical phases. To detect topological orders in the states, more information needs to be
preserved along the renormalization flow.
In this section, we describe such a renormalization algorithm for TPS which carefully
preserves the physical degrees of freedom of the state as renormalization transformations
are implemented. The algorithm removes short range entanglement from the state and
extracts universal properties, including possible topological orders, of the system at large
length scale. This section is based on our work [CGW10].
The renormalization procedure of quantum states is composed of local unitary trans-
formations and isometry maps such that the state flows along the path |#(0)), kb(1 )),
|0(2 )),...and finally towards a fixed point |0'). With the tensor network representation, flow
of states corresponds to a flow of tensors T(), T( ) T(2)... We give the detailed procedure
of how the tensors are mapped from one step to the next.
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3.2.1 Algorithm
On a hexagonal lattice, the mapping can be broken into two parts: the F-move and the P
move.
Step 1: F-move
In the F-move, we take a >X configuration in the tensor network and map it to a
configuration by doing a local unitary operation. We will see that the tensor product
representation of a state leads to a natural way of choosing an appropriate unitary operation
for the renormalization of the state.
In order to do so, first we define the double tensor T of tensor T as
TZ(',,- 0 * X cpy (3.4)
Graphically the double tensor T is represented by two layers of tensor T with the physical
indices connected.
a)
a
Y'
Y
Figure 3-2: Double tensor T represented as two layers of tensor T with the physical indices
contracted. The gray layer is the lower layer.
The tensor T giving rise to the same double tensor T is not unique. Any tensor T' which
differs from T by an unitary transformation U on physical index i gives the same T as U
and Ut cancels out in the contraction of i. On the other hand, an unitary transformation
on i is the only degree of freedom possible, i.e. any T' which gives rise to the same T as
T differs from T by a unitary on i. Therefore, in the process of turning a tensor T into a
double tensor T and then split it again into a different tensor T', we apply a non-trivial local
unitary operation on the corresponding state. A well designed way of splitting the double
tensor will give us the appropriate unitary transformation we need, as we show below.
F-move has the following steps. First, construct double tensors for two neighboring sites
on the lattice and combine them into a single double tensor with 8 inner indices.
'ee= S Tirp'',a x T2,6'e'y',sey (3.5)
Note that with respect to the bipartition of indices a'3'6'e' and a36, T is Hermitian
Ta' ro'e',a (iE aI&,a',,e)* (3-6)
and positive semidefinite. Therefore it has a spectral decomposition with positive eigenval-
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Figure 3-3: F-move in the renormalization procedure: (1) combining double tensors T1 and
T2on neighboring sites into a single double tensor T (2)Splitting double tensor T into tensor
T (3) SVD decomposition of tensor T into tensors T and Tb.
ues {Aj '> 0}. The corresponding eigenvectors are {Ti}
= j / A -( ,f''' * X (3.7)
This spectral decomposition lead to a special way of decomposing double tensor T into
tensors. Define a rank 8 tensor T(as shown in Fig. 3-3 after step 2) as follows:
iirnr. j3(p )*xja (3.8)
T has four inner indices a, 3, 6, e of dimension d and four physical indices 1, m, n, r also of
dimension d which are in the direction of a,#l, 6, e respectively. As {ti} form an orthonormal
set, it is easy to check that T gives rise to double tensor T. Going from T and T 2 to T,
we have implemented a local unitary transformation on the physical degrees of freedom
on the two sites, so that in T the physical indices and the inner indices represent the
same configuration. In some sense, we are keeping only the physical degrees of freedom
necessary for entanglement with the rest of the system while getting rid of those that are
only entangled within this local region. Now we do a singular value decomposition of tensor
T in the direction orthogonal to the link between T and T 2 and T is decomposed into
tensors Ta and Tb.
a En... Ta7,a,6  bOr, (3.9)
This step completes the F-move. Ideally, this step should be done exactly so we are only
applying local unitary operations to the state. Numerically, we keep some large but finite
cutoff dimension for the SVD step, so this step is approximate.
On a hexagonal lattice, we do F-move on the chosen neighboring pairs of sites (dash-
circled in Fig. 3-4), so that the tensor network is changed into a configuration shown by
thick dark lines in Fig. 3-4. Physical indices are omitted from this figure. Now by grouping
together the three tensors that meet at a triangle, we can map the tensor network back into
a hexagonal lattice, with 1/3 the number of sites in the original lattice. This is achieved by
the P-move introduced in the next section.
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Figure 3-4: Original hexagonal lattice (gray line) and renormalized lattice (black line) after
F-move has been applied to the neighboring pairs of sites circled by dash line.
Step 2: P-move
Ta
n a r a a
00
X, a
STb T T T Y
Figure 3-5: P-move in the renormalization procedure: (1) contracting three tensors that
meet at a triangle Ta, Tb, T to form a new tensor TM1 ) on one site of the renormalized
hexagonal lattice. (2)constructing the double tensor T(1) from TM') so that we can start to
do F-moves again.
Now we contract the three tensors that meet at a triangle together to form a new tensor
in the renormalized lattice as shown in the first step in Fig. 3-5
T08 = ZTa c X Ti x T (3.10)
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where I is the physical index of the new tensor which includes all the physical indices of
Ta, Tb, Tc: I, m, n, r, p, q. Note that in the contraction, only inner indices are contracted and
the physical indices are simply group together.
Constructing the double tensor T from T, we get the renormalized double tensor on the
new hexagonal lattice which is in the same form as T1 ,T 2 and we can go back again and do
the F-move.
3.2.2 Complication: corner double line
One problem with the above renormalization algorithm is that, instead of having one isolated
fixed-point tensor for each phase, the algorithm has a continuous family of fixed points which
all correspond to the same phase. Consider a tensor with structure shown in Fig. 3-6. The
tensor is a tensor product of three parts which include indices {a, 3, ii}, {y, 6, i 2}, fE, A, i3 }
respectively. It can be shown that this structure remains invariant under the renormalization
flow. Therefore, any tensor of this structure is a fixed point of our renormalization flow.
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Figure 3-6: The corner double line tensor which is a fixed point of the renormalization
algorithm. The three groups of indices {a,#,ilI},{-y,5, i2},{E, A, is}, are entangled within
each group but not between the groups.
However, it is easy to see that the state it represents is a tensor product of loops around
each plaquette, which can be disentangled locally into a trivial product state. Therefore,
the states all have only short-range entanglement and correspond to the topologically trivial
phase. The trivial phase has then a continuous family of fixed-point tensors. This situation
is very similar to that discussed in [GW09, LN07]. We will keep the terminology and call
such a tensor a corner double line tensor. Not only does corner double line tensor complicate
the situation in the trivial phase, it leads to a continuous family of fixed points in every
phase. It can be checked that the tensor product of a corner double line with any other
fixed-point tensor is still a fixed-point tensor. The states they correspond to differ only by
small loops around each plaquette and represent the same topological order. Therefore any
single fixed-point tensor gets complicated into a continuous class of fixed-point tensors. In
practical application of the renormalization algorithm, in order to identify the topological
order of the fixed-point tensor, we need to get rid of such corner double line structures. Due
to their simple structure, this can always be done, as discussed in the next section.
3.2.3 Examples
Now we discuss two particular examples, the Ising symmetry breaking phase and the Z2
topological ordered phase, to demonstrate how our algorithm can be used to determine the
phase of a tensor product state. These two examples are defined on square lattice. A small
modification of the previous algorithm is needed[CGW1O], which we will not detail here.
Ising symmetry breaking phase
A typical example for symmetry breaking phase transition is the transverse field Ising model.
Consider a square lattice with one spin 1/2 on each site. The transverse field Ising model is
HIsing ZiZj + E C Xk (3.11)
i k
where {ij} are nearest neighbor sites and X, Y and Z are pauli matrices on spin 1/2's. The
Hamiltonian is invariant under spin flip transformation Ilk Xk for any E.
When e = 0, the ground state spontaneously breaks this symmetry into either the all
spin up state 100...0) or the all spin down state |11...1). In this case any global superposition
a|OO...0) + /3111...1) represents a degenerate ground state. When e = oc, the ground state
has all spin polarized in the X direction (| + +...+)) and does not break this symmetry.
In the variational study of this system, we can require that the variational ground state
always have this symmetry, regardless if the system is in the symmetry breaking phase or
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not. Then we will find for E = 0 the ground state to be |00...0) + 11...1). Such a global
superposition represents the spontaneous symmetry breaking. For e = oo, we will find the
ground state to be I + +...+) and does not break the symmetry. For 0 < E < o, we will
need to decide which of the previous two cases it belongs to. We can first find a tensor
network representation of an approximate ground state which is symmetric under the spin
flip transformation, then apply the renormalization algorithm to find the fixed point and
decide which phase the state belongs to. Below we will assume a simple form of tensor and
demonstrate how the algorithm works.
Suppose that the tensors obtained from the variational study IT , where i,a,#, ,6 can
be 0 or 1, takes the following form
TV - Aa++,+4
T A4-(a+#+y+) (3.12)
A is a parameter between 0 and 1. Under an X operation to the physical index, the tensor
is changed to T
T can be mapped back to T by switching the 0,1 label for the four inner indices a#736. Such
a change of basis for the inner indices does not change the contraction result of the tensor
and hence the state that is represented. Therefore, the state is invariant under the spin flip
transformation flk Xk and we will say that the tensor has this symmetry also.
When A = 0, the tensor represents state 100...0) + I1... 1), which corresponds to the
spontaneous symmetry breaking phase. We note that the A = 0 tensor is a direct sum of
dimension-1 tensors. Such a direct-sum structure corresponds to spontaneous symmetry
breaking, as discussed in detail in [GW09]. When A = 1, the tensor represents state
I + +...+) which corresponds to the symmetric phase. When 0 < A < 1, there must be a
phase transition between the two phases. However, as A goes from 0 to 1, the tensor varies
smoothly with well defined symmetry. It is hard to identify the phase transition point. Now
we can apply our algorithm to the tensor. First, we notice that at A = 0 or 1, the tensor
is a fixed point for our algorithm. Next, we find that for A < 0.358, the tensor flows to
the form with A = 0, while for A > 0.359, it flows to the form with A = 1. Therefore, we
can clearly identify the phase a state belongs to using this algorithm and find the phase
transition point.
Note that in our algorithm, we explicitly keep the spin flip symmetry in the tensor. That
is, after each renormalization step, we make sure that the renormalized tensor is invariant
under spin flip operations up to change of basis for the inner indices. If the symmetry is
not carefully preserved, we will not be able to tell the two phases apart.
We also need to mention that for arbitrary A, the fixed point that the tensor flows
to can be different from the tensor at A = 0 or 1 by a corner double line structure. We
need to get rid of the corner double line structure in the result to identify the real fixed
point. This is possible by carefully examining the fixed point structure. Another way
to distinguish the different fixed points without worrying about corner double lines is to
calculate some quantities from the fixed-point tensors that are invariant with the addition
of corner double lines. We also want the quantity to be invariant under some trivial changes
to the fixed point, such as a change in scale T -+ rT or the change of basis for physical
and inner indices. One such quantity is given by the ratio of X2 and X1 defined as X1 =
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Figure 3-7: Quantity X 2 /X 1 obtained by taking the ratio of the contraction value of the
double tensor in two different ways. X 2/X1 is invariant under change of scale, basis transfor-
mation and corner double line structures of the double tensor and can be used to distinguish
different fixed point tensors. For clarity, only one layer of the double tensor is shown. The
other layer connects in exactly the same way.
( )2( 'yiay Tara'yiyi,aay ) , and X 2 = E'pry'f pY I Ta'ary,aayS x T Fig. 3-7
gives a graphical representation of these two quantities. In this figure, only one layer of the
double tensor is shown. The other layer connects in the exactly the same way. It is easy to
verify that X 2/X 1 is invariant under the change of scale, basis transformation and corner
double lines.
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Figure 3-8: (Color online) X 2 /X 1 for tensors Eq. (3.12) under the renormalization flow.
As the number of RG steps increases, the transition in X 2 /X1 becomes sharper and finally
approaches a step function at fixed point. The critical point is at Ac = 0.358.
We calculate X2 /X1 along the renormalization flow. The result is shown in Fig. 3-8. At
the A = 0 fixed point, X2 /X1 = 0.5 while at A = 1, X 2/Xi = 1. As we increase the number
of renormalization steps, the transition between the two fixed points becomes sharper and
finally approaches a step function with critical point at Ac = 0.358. Tensors with A < Ac
belongs to the symmetry breaking phase while tensors with A > Ac belongs to the symmetric
phase.
3.2.4 Z2 topological ordered phase
The algorithm can also be used to study topological order of quantum states. In this section,
we demonstrate how the algorithm works with Z2 topological order.
Consider again a square lattice but now with one spin 1/2 per each link. A simple
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Hamiltonian on this lattice with Z2 topological order can be defined as
Hz2 =I: X2 +ZH Z3  (3.13)
p iEp V jEv
where p means plaquettes and i E p is all the spin 1/2s around the plaquette and v means
vertices and j E v is all the spin 1/2s connected to the vertex. The ground state wave
function of this Hamiltonian is a fixed-point wave function and corresponds to the N = 1
loop state with r; = 1 as discussed in the previous section.
The ground state wave function has a simple tensor product representation. For sim-
plicity of discussion we split every spin 1/2 into two and associate every vertex with four
spins. The tensor Tijkl has four physical indices i, j, k, 1 = 0, 1 and three inner indicesa0ry5,Z 2
,13, 7, 6 = 0, 1.
T ,z 2 = 1, mifod(i + j+ k + 1,2) = 0 (3.14)
all other terms being 0
It can be checked that Tz 2 is a fixed-point tensor of our algorithm. This tensor has a Z2
gauge symmetry. If we apply Z operation to all the inner indices, where Z maps 0 to 0 and
1 to -1, the tensor remains invariant as only even configurations of the inner indices are
nonzero in the tensor.
Consider then the following set of tensor parameterized by g
T ik= i+j+k+l if mod(i + j + k + l, 2)=0 (3.15)ijkl =9(-5
all other terms being 0
At g = 1, this is exactly Tz 2 and the corresponding state has topological order. At g = 0,
the tensor represents a product state of all 0 and we denote the tensor as To. At some
critical point in g, the state must go through a phase transition. This set of tensors are all
invariant under gauge transformation ZZZZ on their inner indices and the tensor seems to
vary smoothly with g. One way to detect the phase transition is to apply our algorithm.
We find that, at g > ge, the tensors flow to Tz2 , while at g < gc, the tensors flow to
To. We determine ge to be between 0.804 ~ 0.805. As this model is mathematically
equivalent to two dimensional classical Ising model where the transition point is known
to great accuracy, we compare our result to that result and find our result to be within
1% accuracy (gc = 0.8022). Again in the renormalization algorithm, we need to carefully
preserve the Z2 gauge symmetry of the tensor so that we can correctly determine the phase
of the states.
The fixed-point tensor structure might also be complicated by corner double line struc-
tures, but it is always possible to identify and get rid of them. Similarly, we can calculate
the invariance quantity X2 /Xi to distinguish the two fixed points. X 2 /X 1 = 1 for Tz2 while
X2/X1 = 0.5 for To. The result is plotted in Fig. 3-9 and we can see that the transition
in X 2 /X1 approaches a step function after a large number of steps of RG, i.e. at the fixed
point. The critical point is at ge = 0.804. For g < gc, the tensor belongs to the trivial
phase, while for g > gc, the tensor belongs to the Z2 topological ordered phase.
Our algorithm can also be used to demonstrate the stability of topological order against
local perturbation. As is shown in Ref.[CZG+10], local perturbations to the Z2 Hamil-
tonian correspond to variations in tensor that do not break the Z2 gauge symmetry. We
picked tensors in the neighborhood of Tz,2 which preserve this gauge symmetry randomly
and applied our renormalization algorithm (gauge symmetry is kept throughout the renor-
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Figure 3-9: (Color online) X2 /X 1 for tensors Eq. (3.15) under the renormalization flow.
As the number of RG steps increases, the transition in X 2 /X 1 becomes sharper and finally
approaches a step function at fixed point. The critical point is at ge = 0.804.
malization process). We find that as long as the variation is small enough, the tensor flows
back to T 2, up to a corner double line structure. This result shows that the Z2 topological
ordered phase is stable against local perturbations.
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Chapter 4
Symmetry constraint on tensor
network representation of
topological order
As matrix product state and tensor product state representations provide an efficient de-
scription of gapped many-body entangled states and also an efficient way to (approximately)
calculate local physical observables from them, they have become a powerful numerical tool
in the study of quantum many-body systems [VMC08]. These methods deal with the com-
plex numbers of quantum systems directly and do not have a sign problem, as compared
to quantum Monte Carlo. However, as with any numerical method, we must study the
numerical stability of the program before we can trust any of the calculation result. If small
numerical errors in the process lead to small and smooth changes in the output, then the
result can give useful information. If, on the other hand, small numerical errors can lead
to qualitatively different output, then the program is doomed to fail. In this chapter we
study the numerical stability of using tensor product states as variational ground states for
gapped quantum systems. As we show in the following, numerical stability is not always
guaranteed, but can be enforced with proper constraints.
In the variational approach based on TPS, we try to find a TPS which minimizes the
average energy of a local Hamiltonian. As we change the Hamiltonian by adding perturba-
tion, the tensors in the TPS are also changed in order to minimize the average energy for
the new Hamiltonian. While local physical perturbations can always be reflected by varia-
tions in the tensors, the other direction of this problem remains unclear: can an arbitrary
variation of the tensor be induced by a local perturbation of the Hamiltonian?
This is a very important question if we want to discuss phase based on states. Because
phase is defined as a region in Hamiltonian space, where any two points H1 , H2 within
the region can be connected by a smooth path without encounter singularities (i.e. phase
transitions). So the question about tensor and phase becomes, which set of states in Hilbert
space correspond to such a region in Hamiltonian space and which set of tensors in the tensor
space represent these states. Starting from one point in the phase region, we would like
to know what kind of variations in the tensors correspond to local perturbations to the
Hamiltonian.
We can discuss this important question in more concrete setting. Assume a TPS T T
minimizing the average energy of a Hamiltonian H has a property. We would like to ask
if the property is a universal property of a phase, or just a special property of H. If
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the property is a universal property of a phase, then the ground state TT + A1T for the
perturbed Hamiltonian H + AH still has the same property. If the property is a special
property of H, the ground state for the perturbed Hamiltonian will lose this property. It is
the collection of universal properties that defines a phase. So a study of universal properties
is a study of phases. If all the variations of the tensors can be induced by local perturbations
of the Hamiltonian, then we can study the stability of a property against local perturbation
AH of the Hamiltonian by studying the stability of a property against variations of the
tensors. This will give us a powerful tool to study phases using TPS.
Unfortunately, it turns out that not all variations of the tensors can be induced by local
perturbations of the Hamiltonian, as we show in this chapter. For a generic TPS, which
satisfies a condition called injectivity [PGVCW08], tensor variations indeed correspond to
Hamiltonian perturbations. However, this is not true in the general case, as we show in this
chapter with a special system with topological order. So it is not easy to study universal
properties and phases using TPS. In order to use TPS to study phases and phases transi-
tions, we need to find the subset of variations in tensors that are physical, i. e. corresponding
to local perturbations of the Hamiltonian.
For clarity, we will always refer to small changes in the Hamiltonian as 'perturbation'
and to those in the tensors as 'variation'. Without any efficient method to solve for exact
TPS representation of ground states of quantum many-body systems, finding the subset of
the variations of the tensors that can be induced by local perturbation of Hamiltonian is in
general very difficult.
We want to, in particular, study this problem for topologically ordered phases. As TPS
can give a simple description of a large class of topological ordered states, we expect that
it might provide a powerful tool for studying topological phases in general. As we know,
topologically ordered phases are proven to be stable against any local perturbations of the
Hamiltonian[WN90, HW05, BHM10]. That is, the topological properties, such as ground
state degeneracy[WN90] and quasi-particle statistics[ASW84, KitO6], are robust under any
local perturbation to the Hamiltonian. So in the TPS approach to topologically ordered
phase, it is natural to ask: are those topological properties robust against any variation
of tensors, that is, for any tensor which represents a topologically ordered state, is the
topological order robust against arbitrary variation in the tensors? Surprisingly, we find
that this is not true.
We focus on the Z2 topological order represented by an ideal TPS in this chapter and
study how the topological order of the state changes as we vary certain parameters in
the representing tensors. We characterize topological order by calculating the topological
entanglement entropy Stp [KP06, LW06] for the state and observe that topological order (i.e.
the topological entanglement entropy St,) is stable only against variations of the tensors
that preserve certain Z2 symmetry of the tensors. Since the topological order is robust
against any local perturbations of Hamiltonian, this result shows that not all variations of
the tensors correspond to local perturbations of Hamiltonian. For this Z2 model, we show
that in the generic case Z2 symmetry is a necessary condition for the variations in tensors
to correspond to physical perturbations of the Hamiltonian. This claim is further supported
by checking stability of the topological Renyi entropy of TPS with Z2 symmetry preserving
variations and Z2 symmetry breaking variations of the tensors respectively.
While calculating St, for a general state is exponentially hard [HZHL08], we find efficient
ways to do so for two sets of TPS near the ideal TPS with Z2 topological order. For a general
TPS, we calculate the topological Renyi entropy by mapping it to the contraction of a 2D
tensor network, which is accomplished by using the Tensor Entanglement Renormalization
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Algorithm[LN07]. Hence we are able to calculate topological entropy for regions much
larger than was possible previously and determine the topological order of the state more
accurately.
Our result on the stability of topological order will help us in the TPS based variational
approach to Z2 topological phase: we should only consider the variations of the tensors
within the subspace of tensors with Z2 symmetry. The Z2 symmetry condition and possibly
other conditions will help us to understand the physical variations of tensors in TPS. This
is crucial in using TPS to study quantum phases and quantum phase transitions. It may
even lead to a classification of topological order.
This chapter is based on our work [CZG+10] and is organized as follows. We start by
introducing an 'ideal' lattice spin model with Z 2 topological order in section 4.1.1 and show
how the presence of topological order in the ground state wave function can be understood
nicely with a physical mechanism called 'string-net condensation'. Such a physical picture
naturally gives rise to a simple tensor product representation of the wave function, to
which we then add two kinds of local variations, 'string tension' and 'end of strings'. By
calculating topological entanglement entropy numerically for the first case and analytically
for the second case, we show in section 4.1.2 and 4.1.3 how topological order is stable against
Z2 preserving variations ('string tension'), but breaks down immediately when Z2 symmetry
is broken (by 'end of strings'). We then randomly pick 200 tensors in the neighborhood
of the ideal Z2 TPS in section 4.1.4 and calculate the topological Renyi entropy of the
corresponding states. Tensors with and without Z2 symmetry demonstrate totally different
behavior as system size scales up. We discuss in the last section 4.2 the implications of our
findings in variational studies of topological phase and phase transitions. The details of the
calculations are given in section 4.3.
4.1 Models and results
4.1.1 Spin model with Z2 topological order
We start from an exactly solvable model which has Z2 topological order[RS91, Wen9l,
Kit03]. In this section, we give the system Hamiltonian, find the ground state wave function
and explain its structure and how that leads to a nontrivial topological order which can
be detected with topological entanglement entropy. With these insights about the state we
then present a simple tensor product representation of this wave function.
The model is defined on a two-dimensional hexagonal lattice where each link is occupied
by a qubit (spin-1/2). The Hamiltonian is a sum of commuting projection operators
H 1=-Z1Xi - H Z, (4.1)
p isp v jEV
X and Z are qubit Pauli operators defined asX= = ( . p stands for1 0 0 -1 )
each hexagon plaquette in the lattice and r]iep X is the tensor product of six X operators
around the plaquette. v stands for each vertex and fljE, Z, is the tensor product of three Z
operators connected to the vertex. The ground state wave function has a nice interpretation
using the 'string-net' picture where state 10) corresponds to no string on a link and state
|1) corresponds to the presence of a string. The vertex term Flj,, Z enforces that there
are even number of strings connected to each vertex and hence the strings form closed loop
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while the plaquette term rJep Xi gives dynamics to the closed loops. The ground state wave
function is an equal weight superposition of all closed loop configurations on the lattice.
1<bZ2) = IdcI) (4.2)
cd
The normalization factor is omitted. If we refer to each closed loop configuration as a string-
net, the appearance of Z 2 topological order in this system has then a natural interpretation
as being due to the condensation of string-nets. We will refer to this model as the ideal Z2
model.
Figure 4-1: Hexagonal lattice where each link is occupied by two qubits. The three gray
regions are configurations used for calculating topological entanglement entropy. Qubits on
the boundaries are drawn explicitly while others are omitted for clarity. Notice that regions
are always separated by breaking links in half. For Z2 model with string tension, numerical
calculation for St, is done for the three gray regions, while for Z2 model with end of strings,
analytically calculation is possible for any region.
For simplicity of discussion, we split each qubit on a link into two qubits as illustrated in
Fig. 4-1. The string-net condensed Z2 wave function on the original lattice can be naturally
extended to a state on the new lattice by replacing a 0 link with 00 and a 1 link with 11.
This new state is still an equal weight superposition of all string-nets and hence maintains
the Z2 topological order. The new system Hamiltonian can be obtained from the old one
by adding a -ZZ term to each link and expand the plaquette term into a product of X
operators on all twelve qubits around the plaquette
Hz 2 = -ZFXiH -( Zi -EZ1 1Z 2  (4.3)
p iEp V jEv I
where 1 denotes all the links and 11, 12 are the two qubits on the link. It is easy to see that
the new Hamiltonian indeed has the new string-net condensed state as its ground state.
The topological order of the system can be detected from the ground state wave function
by calculating the topological entanglement entropy of the state. The mapping to the new
lattice allows this calculation to be carried out exactly in a few steps, as illustrated below.
According to the definition of topological entanglement entropy in Ref. [KP06] (or equiv-
alently defined in Ref. [LW06]), we take out a simply connected region from the whole lattice
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and divide it into three parts A, B, C as shown in Fig. 4-1. By calculating the entanglement
entropy for regions A, B, C, AB, AC, BC, ABC and combining them according to
Stp = SA + Sn+ SC - SAB - SBC - SAC + SABC (4.4)
we arrive at the topological entanglement entropy St, of the state, where the entanglement
entropy for region A for example is denoted as SA. The above definition needs to be applied
to regions much larger than the correlation length of the state. For the state in consideration,
the correlation length is zero and the calculation gives the right result for whatever regions
we take. We divide the regions by cutting through the pair of qubits on boundary links
as illustrated in Fig. 4-1. For a region with n outgoing links on the boundary, there are
2n-1 orthogonal boundary configurations due to the closed loop constraint of the wave
function. Tracing out each boundary configuration contributes equally and independently
to the entropy of the region and hence S = n - 1, which includes one term proportional to
the length of the boundary n and one constant term -1. The combination in the definition
of St, makes sure that the boundary terms of different regions cancel out with each other,
so topological entanglement entropy for the state is then St, = -1.
Figure 4-2: Tensor product representation of Z2 ground state. One tensor is assigned to
every three qubits connected to the same vertex. Tensors TA are on vertices in sublattice
A and TB are in sublattice B. The out-of-plane gray links represent the physical indices of
the qubits. The tensors connect according to the underlying hexagonal lattice.
This globally entangled state has yet a surprisingly simple local representation using
the tensor product language. A tensor product state of two dimensional lattice model is
represented by associating with each lattice site m a set of s tensors 7 j(a#ry...), k =
1,2, ..., s, where s is the dimension of local Hilbert space at site m. k is caleed the physical
index of the tensor. a#3 y, the inner indices of the tensors, connect to each other and form
a graph. The wave function (unnormalized) is then given by
|p =(C(T'l ...T" I ... )|klk2 ... km.... (4.5)
ki,k2,....km.--
where C denotes tensor contraction of the inner indices according to the connection graph.
We omit the inner indices here. (We will in most cases ignore normalization of wave function
in the following discussion and mention specifically when normalization is needed.) The
tensors representing the ground state of the ideal Z2 model can be given as follows. We
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group every three qubits connected to the same vertex together and assign a rank three
tensor to each of the eight physical basis states of the three qubits. Now every physical
index k in Eqn.4.5 is represented with three bits nin2n3. The eight tensors axe:
T[o](000) = 1 T[oi](011) = 1
T[1011(101) = 1 T[110](110) = 1 (4.6)
all other terms are zero
The physical indices [nin2n 3] correspond to the out-of-plane gray links in Fig. 4-2. The
inner indices (iii 2i3 ) correspond to the in-plane links in Fig. 4-2. The inner and physical
indices all have dimension two and are given in the same order as shown in Fig. 4-2.
Hence the inner indices truthfully reflect the configuration of the physical space and only
configurations with even number of strings at each vertex are allowed. It can then be checked
that only string-net configurations have non-zero amplitude in this representation and the
amplitude axe actually all equal. Therefore, the tensors given in 4.6 indeed represent a
string-net condensed state-the ideal Z2 ground state.
This set of tensors serves as a starting point for our variational study of topological
phase transitions and we wish to know what kind of variations of the tensors correspond
to physical perturbations of the Hamiltonian. We will study first two specific cases in the
following two sections.
4.1.2 Z 2 model with string tension
Suppose that we want to know how magnetic field in the Z direction might affect topological
order. The perturbed Hamiltonian reads:
H = Hz 2 +AZZk
k
= -ZH X-IJ Z- Z1iZ12 +A(Zk (4.7)
P iEp v jEv I k
The Zk term commute with the vertex and link term 11jE Zj, Z1 1 Z 1 2 in the unperturbed
Hamiltonian, so the closed loop constraint is maintained. The ground state wave function
is still a superposition of string-net configurations, but with different weight. The magnetic
field adds energy to each string segment, therefore one reasonable guess about the ground
state is that each string-net configuration has weight exponential in its total length of string.
I<D ) = (9L( /2 |gJ) (4.8)
d
where the summation is over all string-net configurations and L(#cd) is the total string length
of a configuration. When g is positive, this variational wave function has been extensively
studied in Ref.[PRF07, CCO8] by mapping to an Ising model where the corresponding
Hamiltonian perturbation from the Z2 model is obtained and topological entropy of the
state is calculated. It is found that topological order of the state is stable as g deviates
from 1 and the perturbation in Hamiltonian can indeed be local. Here, we study this wave
function from the tensor point of view and reach similar conclusions. The parameter g in
our TPS can be complex in general.
This weighted superposition can still have a simple tensor product representation by
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locally modifying the tensors in Eq.4.6 to
T[ooo](000) = g T1011](011) = 1
T[101](101) = 1 T[110](110) = 1 (4.9)
all other terms are zero
For Jg| > 1, the weight of each string segment is smaller by a factor of Ig|-1/ 2 than that
of no string, lowering the weight of string-net configurations exponentially. Physically, we
can imagine this is due to some kind of tension in the strings. Therefore, we refer to this
wave function as Z2 state with string tension (g). This state cannot be the exact ground
state of the Hamiltonian given in Eq.4.7, but it is possible that it gives a qualitatively right
and quantitatively close approximation to the ground state and hence might be a good
guess for variational study. One necessary condition for this conjecture to be true is that
the topological order of the state remains stable with g close to 1, and this is indeed the
case as we will show below by calculating topological entanglement entropy of the state.
Our calculation can be done for any g and when g is positive, our result is consistent with
Ref.[PRF07, CC08].
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Figure 4-3: Topological entanglement entropy S of the Z2 model with string tension
calculated for the three gray regions as shown in Fig. 4-1. 1/g is the weight of each string
segment relative to vacuum. S4, remains stable for a finite region away from the ideal Z2
model and goes sharply to zero at g ~ 1.75.
In general, this computation is intractable. The equality in Eq.4.4 holds only in the limit
of infinitely large regions A, B, C. Therefore the computation involves diagonalization of
exponentially large matrices, each element of which takes exponential time to calculate.
For Z2 state with string tension, we circumvent this difficulty by appealing to the special
structure of the tensors in Eq.4.9. In order to find the entanglement entropy of a region, we
map the computation of the eigenvalues of the reduced density matrix to the contraction
of a two dimensional tensor network. While contracting general two-dimensional tensor
networks is #P-complete[SWVC07]', the tensor networks we are dealing with turn out
to be of a special type, called the 'matchgate' tensor [Val02]. 'Matchgate' tensors can be
contracted efficiently, which leads to an efficient algorithm for determining the topological
'A problem is in the computational complexity class #P if it is of the form "compute f(x)," where f is
the number of accepting paths of an NP machine. A #P-complete problem is the hardest in this class.
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entanglement entropy of this state. The details of the procedure will be explained in section
4.3.1.
In the computation, we take the total system size to be large enough such that it does
not affect the result of the computation. Taking the size of regions A, B and C to infinity
is hard. We manage to carry out the computation for progressively larger regions as shown
in Fig. 4-1, with 18, 72 and 162 qubits inside respectively. The resulting topological
entanglement entropy for g E [1, 21 is plotted in Fig. 4-3. We do see a trend of sharper
transition of St, from -1 to 0 as the size of the region is increased. At g close to zero or
g very large when the correlation length is small compared to the size of the region, the
calculated value for Se, is reliable and we find that it remains stable within a finite range
of the ideal Z2 TPS and goes to zero beyond certain critical string tension gc. We can
decide from the plot the critical point ge to be around 1.75. We would like to comment
that the tensor network representing the norm of the Z2 state with string tension g is the
same as that representing the partition function of classical Ising model on triangular lattice
with coupling constant J at inverse temperature l = Ing/(2J)[PRF07, CC08]. A phase
transition at g = v3 is known for this classical model. Our calculation for the quantum
model confirms this observation and shows that the quantum phase transition is in fact
topological.
The stability of topological order at g ;> 1 is a necessary condition for string tension
to correspond to local Hamiltonian perturbations. In this particular case, we can actually
find the corresponding perturbations explicitly. The relation we mentioned above between
the Z2 state with string tension and 2D classical Ising model at finite temperature al-
lows the construction of a continuous family of parent Hamiltonian H(g) for the quantum
states[VWPGC06, HenO4, AFF04, CCMP05]. The Hamiltonian H(g) is local, has the state
|<9) as its exact ground state and remains gapped for g < gc. The Hamiltonian for this
variational wave function is also given in Ref.[PRF07, CC08]. Therefore we can conclude
that string tension can be induced by local perturbations of the Hamiltonian and hence is
an allowed variation of the Z2 tensors.
4.1.3 Z2 model with end of strings
Another simple model one might want to study is the Z2 model with magnetic field pertur-
bation in the X direction.
H = Hz2 +AZX
k
= -E lXZ- Zllz -EZ11Z1 2 +AX k (4.10)
p iEp V jEv I k
The action of the perturbation operator Xk on Z2 ground state will flip a link from no string
to having a string (or back) and hence break one or more closed loops. The perturbed ground
state would contain configurations with end of strings. In tensor language, this seems to
allow some odd configurations to be non-zero. However, as we will see, this is actually not
true. Even though the physical configuration contains end of strings, the tensor variation
could never have odd terms. As shown by the following example, the appearance of odd
terms in the tensor destroys topological order immediately and hence cannot be induced by
any local Hamiltonian perturbation.
Taking the translational and rotational symmetries of the Hamiltonian into considera-
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tion, one might expect that the following tensors which assign a small and equal weight c
to all odd configurations might represent a good trial wave function for the ground state.
T[ooo(000) = 1 T[oll](011) = 1 T[101](101) = 1 T[no](110) = 1
T[ooi](001) =,E T[ioJ(010) = c T[1ooJ(100) =E T[111](111) = E (4.11)
all others are zero
Again the inner indices (iii 2i3) truthfully reflect the configurations of the physical indices
[nin2n 3]. When E = 0, this is reduced to the tensors in the ideal Z2 TPS. When e is
non-zero, the wave function contains all possible string configurations, closed loop or open
string. The weight of each string configuration is exponentially small in the number of end
of strings contained.
O )= e 08) (4.12)
Se
where the summation is over all possible string configurations and q(#5c) is the number of
end of strings in a particular configuration.
To see how topological order of the state changes as E varies from 0, we again calculate
the topological entanglement entropy of the state. In this case, it turned out that analytical
calculation is possible. The detailed procedure is given in section 4.3.2. The entanglement
entropy and topological entropy of this variational wave function has been computed in
Ref.[PRF07] and our calculation in terms of the tensors agrees with this result. We find
that for any finite value of E, when system size goes to infinity, Stp goes to zero. Hence
topological order is unstable under this kind of variation. At first sight this may be a
surprising result, as we are only changing the tensors locally and we are not expected to
change the global entanglement pattern of the state. However, when we write out the wave
function explicitly we will see that we have actually induced global changes to the state.
The wave function in Eq. 4.12 can be expanded in powers of c as
4ZE2) = IZ2) + E2 z vV) + ... (4.13)
vivj
where the v's are any vertices in the lattice. |4"i) is an excited eigenstate of the Z 2
Hamiltonian (Eq. 4.3) which minimizes energy of all local terms except the vertex terms at
vi, vj and is hence an equal weight superposition of all configurations with end of strings at
vi and v. Note that end of strings always appear in pairs. We will call such a pair a defect
in the string-net condensate. vi, v can be separated by any distance and the number of
local operations needed to take JIz 2) to It"'") scale with this distance.
On the other hand, with arbitrary local perturbation to the dynamics, the Hamiltonian
reads
H' = Hz 2 + hu (4.14)
U
where he's are any local operator and 77 is small. The perturbed ground state wave function
will contain terms like |D"i) but only with weight qdistance(vivj). When vi, og are sepa-
rated by a global distance, the weight will be exponentially small. Hence a constant, finite
weight c2 for all I4"z'"i) as required in Eq. 4.13 is not possible. Therefore, while we are
only modifying the tensors locally, we introduce global 'defects' to the state, which cannot
be the result of any local perturbation to the Hamiltonian. We can, of course, design a
Hamiltonian HE which has |D2) as its exact ground state using the method introduced in
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Ref. [PGVCW08] or [HenO4, AFF04, CCMP05]. However, He will not be able to smoothly
connect to Hz 2 as E -+ 0.
4.1.4 Necessary symmetry condition
The two kinds of tensor variations we have studied have drastically different effects on
the topological order of the state. While the first type corresponds to local perturbations
of the Hamiltonian and keeps topological order intact, the second type does not have a
physical correspondence and destroys the topological order completely. What leads to such
a difference? Given a general variation of Z2 tensor, how can we tell if it is allowed?
We observe that the tensor representing the ideal Z2 state (Eq.4.6) has certain inner
symmetry, that is, the tensor is invariant under some non-trivial operations on the inner
indices, as shown in Fig. 4-4.
Z
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Figure 4-4: Symmetry of the Z2 tensor. The tensor representing the ideal Z2 state is
invariant under the action of Z ® Z ® Z to its inner indices. The variation in string tension
(Eq.4.9) does not break this symmetry and topological order is stable. The variation with
end of strings (Eq.4.11) breaks this symmetry and destroys topological order
Z does nothing to the tensor when the index is 0 and changes the sign of the tensor
when the index is 1. In the ideal Z2 tensor, only even configurations of the inner indices are
non-zero. Hence applying Z at the same time to all three inner indices does not change the
tensor. That is, Z9Z® Z is a symmetry of the tensor. As Z9Z9Z squares to identity, we
will say that the tensor has Z2 symmetry. Note that we can insert a set of unitary operators
U, Ut between any connected links in a tensor network without affecting the result of tensor
contraction and hence the quantity represented by the tensor network. Therefore, the Z2
symmetry could take any form which is local unitary equivalent to Z ® Z 9 Z. This Z2
symmetry is closely related to the closed loop constraint of the state. Due to this symmetry,
the tensor network cannot be 'injective' as defined in Ref. [PGVCW08].
Adding string tension to the Z2 tensor (Eq.4.9) does not violate this symmetry, as all
the odd terms of inner indices are still zero. We found that topological order of the state is
stable with small string tension. On the other hand, adding end of strings (Eq.4. 11) breaks
this symmetry for any finite E. In general, assume the variation of the tensor T contains a Z2
symmetry breaking term dT of magnitude 6. Such a term would represent an end of string
in the tensor network. To the leading order in 5, the wave function would contain terms on
the order 0(62) with dT on two of the sites and T on the others. In the physical space, this
would correspond to an open string configuration(up to local unitaries at the ends). The
weight of such a term is 0(62) even though the two sites with dT may be globally apart,
hence introducing global defects to the wave function and breaking topological order. Such
defect terms cannot be created by local perturbation to the Hamiltonian. Therefore, Z2
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symmetry breaking variations to the tensors are not allowed and preserving Z2 symmetry
of the tensor is shown to be a necessary condition for any variation of the ideal Z2 tensor
to be physical. This argument is valid for a generic Z2 breaking variation. There can
be specially designed cases where Z2 breaking variations does not lead to breakdown of
topological order, e.g. when such variations only occur within a finite region of the system
or different contributions to the global defects exactly cancel each other. However, for a
random Z2 breaking variation, topological order will be lost and it cannot correspond to
local perturbation of Hamiltonian.
The necessity of Z2 symmetry in the generic case is clearly reflected in the following
calculation. We randomly pick tensors in the neighborhood of the ideal Z2 tensor and find
the topological order of the corresponding state numerically. To do this, we make use of
a generalization of topological entanglement entropy, the Topological Entanglement Renyi
Entropy[FHHW09]. Renyi entropy for a reduced density matrix p of order a, where a > 0
Sa(p) = 1 1__log[Tr(p")] (4.15)
is a valid measure of entanglement. In the limit of a -4 1, it reduces to the usual von
Neumann entropy. It was shown in Ref. [FHHW09] that we can replace von Neumann
entropy with Renyi entropy in the definition of topological entanglement entropy (Eq.4.4)
and still have a valid characterization of topological order. The resulting quantity, topolog-
ical entanglement Renyi entropy St,, does not depend on a. We are hence free to choose
a for the ease of computation and we take it to be 2. The calculation of Renyi entropy
is mapped to the contraction of a two-dimensional tensor network which can be computed
approximately using the tensor entanglement renormalization algorithm[LN07]. We take
the same geometry of regions as in Fig.4-1 and the Renyi entropies of different regions are
then combined in the same way as in Eq.4.4 to yield St,. The details of the computation
will be described in section 4.3.3. Here we present our result. We restrict ourselves to a
small neighborhood near the Z2 tensor
|T[nin2n 3] (ili 2i3 ) - Tz2 [n1n 2 n 3 1(iii 2 i3 )| < 0.1 (4.16)
We pick 100 tensors with Z2 symmetry and plot how their topological entanglement Renyi
entropy scales with reduced region size in the left half of Fig.4-5 and do the same for 100
tensors without Z2 symmetry in the right half of Fig.4-5. We see that for tensors with
Z2 symmetry, Stp, approach -1 very quickly as we include more and more qubits in the
reduced region, while for tensors without Z2 symmetry, St, goes towards 0 as the region
gets larger. This confirms our statement that Z2 symmetry is a necessary condition for any
generic variation of Z2 tensor to correspond to physical perturbations of the Hamiltonian and
hence characterize variations within the topological ordered phase. The plot also suggests
that Z2 symmetry might be a sufficient condition.
4.2 Conclusion and discussion
Our result on Z2 topological order provides useful perspective on the general relation be-
tween tensor variation and Hamiltonian perturbation. First, it is shown that not all vari-
ations in tensor correspond to perturbations to the Hamiltonian. For the Z2 model in
particular, based on our calculation of topological entanglement (Renyi) entropy for tensors
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Figure 4-5: Topological entanglement Renyi entropy (Stp,) calculated for the three gray
regions as shown in Fig.4-1. Size of regions grow from region 1 to 3. The calculation is done
for 200 random tensors in the neighborhood of Z2 tensor. 100 of them have Z2 symmetry
(plotted on the left hand side), while the other 100 have not (plotted on the right hand
side). For tensors with Z2 symmetry, Stp, approach -1 very quickly as we include more
and more qubits in the reduced region, while for tensors without Z2 symmetry, St, goes
towards 0 as the region gets larger.
in the neighborhood of the ideal Z 2 tensor [see eq. (4.6)], we show that, one necessary
condition is that the tensor is invariant under Z2 symmetry operation Z 0 Z ® Z (or any
local unitary equivalent operator) on its inner indices. A generic variation which breaks this
symmetry cannot be induced by local perturbation of the Hamiltonian and the tensors no
longer represent state with Z 2 topological order. This gives partial answer to the question
of what kind of variations in the Z2 tensor correspond to physical perturbations to the
Hamiltonian and hence represent states within the same topological ordered phase. Note
that we start with a particular Hamiltonian in order to better explain the property of the
state. Our result does not depend on this particular form of this Hamiltonian and remains
valid for any local Hamiltonian of the Z2 topological ordered state. (Certain uniformity
condition of the Hamiltonian must be satisfied, as pointed out in Ref. [BHM10]) Moreover
for simplicity of calculation, we restricted ourselves to hexagonal lattice in the above discus-
sion. However, the Z2 symmetry requirement is generally true for any lattice structure and
the symmetry operation would take the form ZOZ 0... ®Z on all inner indices(or any local
unitary equivalent operator). We expect that similar necessary symmetry condition also
holds for other quantum double model with gauge symmetry [Kit03]. The generalization to
other gauge symmetries are discussed in more detail in section 4.3.4.
This understanding will provide important guidance for variational studies of topologi-
cal order using tensor product states. Suppose that, for example, we want to find a tensor
product state which is the approximate ground state of a Hamiltonian with Z2 topological
order. It is then very important to search within the set of variational tensors that have Z2
symmetry. If the numerical calculation does not carefully preserve this symmetry, we might
result in a tensor without Z2 invariance. As the Z2 breaking term can be arbitrarily small,
the corresponding tensor product state might still give good approximation to local proper-
ties such as energy, but will have totally wrong global properties such as topological order.
Then any attempt to decide the phase diagram based on the state would be misleading.
We would like to comment that, the tensor product approach allows us to study wave
function variation in a general setting. While the models we studied, Z2 model with string
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tension or end of string, are well understood in the 'wave function deformation'[CCMP05,
PRF07] formalism where the wave function amplitudes have to be positive, the wave func-
tion variations that can be studied using tensors can be negative and complex in general.
In section II D, the random variations we tested are complex and can be studied with the
Tensor Entanglement Renormalization Algorithm with no extra complexity.
Finally we would like to note that the symmetry conditions might not be sufficient.
A complete understanding of the correspondence between Hamiltonian perturbation and
tensor variation would be very much desired as it might lead to full classification of quantum
states and quantum phases using the tensor language.
4.3 Supplementary material for St, calculation
4.3.1 Calculating St, for Z 2 model with string tension
In this section, we give detailed procedure of how topological entanglement entropy St,
of Z2 model with string tension can be calculated using the matchgate tensor technique.
Following the definition in [KP06], we take out a region (as in Fig. 4-1) from the hexagonal
lattice by breaking the m out-going links in half. Due to the closed loop constraint on the
wave function, the boundary qubits have only 2'1 possible configurations ci. Regrouping
terms in the wave function according to different boundary configurations, we have (up to
normalization)
<Dg )Z 0t)|I#oi) (4.17)
ci
This wave function is automatically in Schmidt-decomposition form because for different
boundary configurations ci, |$ut)'s are orthogonal to each other, and so are I#?)'s. Knowing
the norm and all the i's would enable us to calculate entropy of the reduced density matrix
of the the region.
Define rank three tensors T, To, T1 with inner dimension two as
T(000) = g2  T(011) = 1 T(101) = 1 T(110) = 1
To(000) = g2  To(011) = 1 (4.18)T1(101) = 1 T1(110) = 1
all others are 0
It can be verified that the contraction of T on all vertices of the hexagonal lattice gives the
norm of |<D ). To calculate ai for a particular boundary condition ci, replace tensors at
the boundary with To if the boundary qubit is 0 and with T1 if the qubit is 1 and make
sure the first inner index is on the boundary link. Contraction of the new tensor network
will give lai12. These three tensors satisfy the conditions as defined in Ref. [Val02] and are
called 'matchgate' tensors. The contraction of a tensor network of N 'matchgate' tensors
can be done efficiently (in time N 3 ). Therefore, for a fixed reduced region with boundary
length m in a system of total size N, the computation of entanglement entropy takes time
polynomial in N but exponential in m.
We start from a small reduced region (dark gray region in Fig. 4-1) with a small
m, calculate St, and increase the total system size N until the change in St, is negligible
(< 0.01). We repeat this process for different values of g and for progressively larger reduced
regions (lighter gray in Fig. 4-1). The result is plotted in Fig. 4-3.
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4.3.2 Calculating St, for Z 2 model with end of strings
Now we show how the calculation of St, can be carried out for Z2 model with end of
strings, analytically. We start again with the division of the lattice into sections A, B, C
as in Fig. 4-1. Without the closed loop constraint, a region with m boundary links has
2' different boundary configurations. Rewriting the wave function according to different
boundary configurations ci as
|<Z2) = #ilqf)|I#O) (4.19)
Ci
we have obtained the Schmidt-decomposed form of the wave function and all we need to
know to calculate entropy are the #i's and the norm.
Define rank three tensors S, So, Si with inner dimension two as
S(000) = 1 S(011) = 1 S(101) = 1 S(110) = 1
S(001) = E2  S(010) = E2 S(100) = E2 2(111) =
So(000) = 1 So(011) = 1 So(001) = E2 So(010) = E2 (4.20)
S1 (101) = 1 S1(110) = 1 S1(100) = E2 S1 (111) =2
all others are 0
Contraction of tensor S on every vertex of the lattice gives the norm of 14b). To calculate
3i for a particular boundary condition ci, replace tensors at the boundary with So if the
boundary qubit is 0 and with Si if the qubit is 1 and make sure the first inner index is on
the boundary link. Contraction of the new tensor network will give 16i12. The contraction
of these two-dimensional tensor networks can be made efficient by applying a Hadamard
transformation (10) -+ (10) + 11))/N/, 1) -+ (10) - 1))/x/d)to each of the three inner indices
of the tensors and transforming them into
S'(000) = V(1 + E2 ) S/(111) 'f2(1 _ E2)
S' (000) = 1 + E2  S' (100) = 1+e 2  S'(011) = 1 - E2  S (111) 1 _ , 2
S'(000) = 1+ E2 S'1(100) =-1 - E 2 S'1(011) = -1 + E2 S/ (111) = _ ,2
all others are 0
(4.21)
It is easy to see that the contraction value of this tensor network can be computed analyt-
ically, from which we know that the entropy of any region with m outgoing links is
S=M-1 (1 + bN)( - n( N+ Ni)( N-)
2 1+ bN 1+ bN
1 (1 - bNi)(1 - V-) * (1 - VN)(l - bNo)
2 1+bN 1+ bN
where b = (1 - e2)/(1 + E2) and Ni(No) is the number of vertices inside (outside) the region.
N = N + No is the total system size.
Combining the entropy of different regions according to Eq. 4.4 and taking the limit
Ni -+ oo, N -+ oo, we get St, = 0 whenever e 7 0 for Z 2 model with end of strings.
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4.3.3 Calculating S,. for random tensors in the neighborhood of Z 2
Redefining topological entanglement entropy in terms of Renyi entropy might simplify the
calculation. Specifically, the calculation of Renyi entropy at a = 2 for a tensor product
state can be mapped to the contraction of a single tensor network, which can be computed
efficiently in one dimension and approximated in two or higher dimension. For example,
Figure 4-6: Tensor network for calculating Renyi entropy (a = 2) of the big site in a one-
dimensional tensor product state. The contraction of the tensor network gives Tr(p2 ) =
exp(-S 2 (p)), where p is the reduced density matrix . The lowest level represents the
state, where horizontal links represent inner indices along the one-dimensional chain and
vertical links represent physical indices. Four copies of the state are stacked together and
corresponding physical indices are connected between the levels. For physical indices outside
the reduced region, the connection is between levels 1&2 and levels 3&4. For those in the
reduced region, the connection is between levels 1&4 and levels 2&3.
consider a one dimensional tensor product state (also called a matrix product state). The
lowest dark level in Fig.4-6 gives a side view of the state, where horizontal links represent
inner indices along the one-dimensional chain and vertical links represent physical indices.
Renyi entropy at a = 2 is defined as S2 (p) = -log[Tr(p 2 )]. To find out Tr(p2 ), we stack four
copies of the states together as in Fig.4-6, connect corresponding physical indices outside
the reduced region between levels 1&2, 3&4 and connect those within the reduced region be-
tween levels 1&4, 2&3. Contraction of this four-layer one-dimensional tensor network gives
Tr(p2 ). For two dimensional tensor product states, the generalization is straightforward.
The only difference is that now we have to contract a four-layer two-dimensional tensor net-
work. To this end, we apply the Tensor Entanglement Renormalization Algorithm [LN07].
Having obtained the Renyi entropy for different regions, we then combine them to get Spr.
4.3.4 Gauge symmetry of tensor product states and topological order
This section discusses in general the relation between gauge symmetries of tensor product
states and topological order, and the implication of our result on other topological ordered
models with gauge symmetry.
For a tensor product state, the network of tensors which represents the same state is not
unique. In particular, if we change a pair of connected tensors by rotating the basis of one
of the connected inner index with an invertible operator A and rotating the other connected
inner index with operator A-1, any tensor trace would remain unchanged and hence the
tensor product state remains the same. This corresponds to inserting a pair of invertible
operators A, A-' onto any link in the graphical representation of the state. Following the
definition in Ref. [SW10], this is called a gauge transformations of the tensor product state,
which form a very large group. Hence the correspondence between the tensor network
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and the physical state is many-to-one. As a result, the variation energy as a function
of tensors has a very large symmetry: the variation energy is invariant under the gauge
transformations.
On the other hand, when we try to find the best description of ground state for a model
Hamiltonian by minimizing energy with respect to the variations of the tensors, the tensors
that minimize the average energy may not be invariant under all the gauge transformations
and in general have much less symmetry. For example, in the ideal Z2 case, the tensors are
only invariant if we insert Z, Z-1 to all the links in the 2-dimensional graph. Generalizing
this to any symmetry group and to any dimension d, we define the d-dimensional Invariant
Gauge Group(d-IGG). The d-IGG is nothing but the invariant group of the tensors under
gauge transformations. Thus the minimization of the average energy leads to a spontaneous
symmetry breaking. The d-IGG's are the unbroken symmetry of the tensors that describe
the ground state. As we change the Hamiltonian, the tensors that minimize the average
energy may have some different symmetry structures described by different d-IGG's. As
is shown in Ref. [SW10], when d equals the dimension of system space dspace, dspace-IGG
(such as the Z2 symmetry discussed in this chapter) can be used to determine the topological
orders of a tensor product state. A closely related concept is discussed in Ref. [SCPG10].
Therefore, a change in desce-IGG will in general represent a change in topological order.
Apart from dace-IGG, the tensors might also have lower dimensional IGG's. For example,
if we trivially map every inner index i to ii(i = 0,1) in the Z 2 tensor, the tensors still
represent the same state but have a 0-IGG ZZ in additional to its 2-IGG. However, we
believe that such 0-IGG's are not related to the topological order in two dimension and
changing them may not lead to a change in topological order.
Note that in order to use desce-IGG of a tensor network to decide topological order,
we only require that the network is composed of patches of tensors which are invariant
under certain gauge transformations. It is not necessary that every single tensor is dp,,ce-
IGG invariant. However, in the generic case, if the single tensors do not have special
symmetry structure, it is not possible to have dpace-IGG invariance on a bigger patch. As
discussed in Ref. [PGVCW08], such a tensor network will generically satisfy a condition
called 'injectivity', i.e. for a large enough region in the network, when the single tensors
are contracted together to form a new tensor, the set of tensor vectors labeled by their
physical indices will span the full tensor space of the n outgoing inner indices of the region.
Therefore, the tensor network cannot have nontrivial dac-IGG. In order for a bigger patch
in the network to have dpace-IGG invariance, it is in general necessary for every tensor to
be doce-IGG invariant.
Hence, we believe that the invariance of every tensor under dsce-IGG is a more general
necessary conditions for generic variations of the tensor to correspond to physical pertur-
bations of the Hamiltonian. Breaking of the dsace-IGG invariance of the tensors will in
general correspond to a change in topological order. Therefore in a numerical variational
calculation it is very important to preserve the dspce-IGG invariance. Otherwise we would
not be able to correctly determine the topological order of the resulting state from the
tensors.
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Part III
Classification of Topological Order
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With an efficient method to describe many-body entangled ground states of locally
interacting gapped quantum systems, we now want to know what universal properties, in
particular what universal entanglement patterns, exist in such states at macroscopic length
scale. As the ground state contains the full dynamics of gapped systems at temperature
well below the gap, universal properties of the ground state will fully characterize the
quantum phase of the system at zero temperature. Therefore, if we set the stage right,
we can obtain a complete understanding of zero temperature quantum phases from the
classification of gapped many-body quantum states. As symmetry breaking phases are
already well understood using Landau's symmetry breaking theory, we are interested in what
topological phases exist. This is what we try to achieve in this part. In Chapter 5, we review
the notion of quantum phases with emphasis on topological order and set up the necessary
equivalence condition for the classification of gapped many-body quantum states and hence
the corresponding quantum phases. In Chapter 6 and Chapter 7, we apply this classification
procedure to one dimensional and two and higher dimensional systems respectively. As
many-body entanglement is naturally included in the formalism, this approach turns out to
be powerful enough to reveal new topological phases and even classify them in some cases.
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Chapter 5
Topological order and long/short
range entanglement
Many-body entanglement provides a unique point of view and a powerful tool to the study
of quantum phases and phase transitions, especially for zero temperature gapped quantum
phases whose ground state contains much of the universal properties of the phase. Before we
try to classify gapped quantum phases from our understanding of many-body entanglement
patterns, we need to think carefully about what is a quantum phase and what is the criteria
for their classification. By defining carefully the meaning of quantum phase and phase
transition, we can also see immediately their close connection to many-body entanglement.
This is the goal of this chapter and the chapter is based partly on our work [CGW10].
This chapter is structured as follows: In the first section 5.1, we review what is the
general definition of a quantum phase. We start from an intuitive picture of systems with
very different physical properties being in different phases and arrive at a mathematically
rigorous definition of phase based on phase transitions. In particular, we are interested
in quantum phases that are beyond the classical understanding of symmetry breaking.
These phases are said to contain topological order. The key ingredient which distinguishes
topologically ordered phases from symmetry breaking phases is the existence of nontrivial
entanglement patterns in the ground states of the system, which becomes more clear through
our discussion in section 5.2. We demonstrate in this section that quantum states are in
the same phase if and only if they are connected through local unitary transformations.
We present two equivalent forms of local unitary transformation: the local unitary time
evolution and the local unitary quantum circuit, which are useful in different circumstances.
As local unitary transformations can only modify the entanglement structure of a state
locally, we see that topological order corresponds to the existence of long-range entanglement
in the state while topologically trivial states contain only short-range entanglement. The
notion of long/short range entanglement is discussed in more detail in section 5.3. This
formalism also allows us to discuss the situations where the system has certain symmetries
and we obtain a generic structure of the possible phase diagram at the end of this chapter
in section 5.3.3.
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5.1 Background: quantum phase and topological order
5.1.1 Quantum phase and phase transition
Different quantum many-body systems have different properties. Some are liquids, some
are solids; some are magnetic, some are not; some are insulators, some are conductors,
some are superconductors... Of course one magnet can still be very different from another
magnet, for example in terms of their magnetization, however there is a sense of equivalence
among all different magnets and we say that they belong to the same phase. Generally
speaking, a phase is composed of systems with qualitatively the same but quantitatively
different properties. Therefore, as a system evolves within a phase, for example by changing
temperature or exterior magnetic field, its property changes smoothly. However, when we
reach a critical temperature or magnetic field, something dramatic could happen in the
system and its property changes qualitatively as the system transits into a different phase.
This is the point of phase transition. Different phases are hence separated by singular phase
transition points where some physical observables of the system diverges.
Therefore, a more rigorous way to define phase is to say that two systems are in the same
phase if and only if they can evolve into each other smoothly without inducing singularity in
any local physical observable. Note that such evolution is allowed to take any path. In this
sense, liquid water and water vapor belong to the same phase as above critical temperature
the two can change into each other smoothly without crossing a phase boundary.
One special aspect of quantum many-body systems is that even at zero temperature,
there can be different phases and phase transitions can happen without adding heat to
the system. For gapped quantum systems, quantum phase transition at zero temperature is
closely related to gap closing in the system. Consider a local Hamiltonian H(O), with ground
state 10(0)) and a finite gap A(O) above the ground state. Expectation value of any physical
observable 0 is given by (O)(0) = (#b(0)| 0 1#(0)). Suppose that we smoothly change certain
parameter g in the Hamiltonian so that the system follows a path H(g). The ground state
|0(g)) and the expectation value of the physical observable (0)(g) = (b(g)| 0 0(g)) will
change accordingly. As long as the gap of the system A(g) remains finite, (0)(g) will change
smoothly [HW05]. Only when the gap A(g) closes, can there be singularity in any physical
quantity. The possible and impossible situations are depicted in Fig. 5-1. Therefore, for
gapped quantum systems at zero temperature, two systems H(O) and H(1) are within the
same phase if and only if there exists a smooth path H(g), 0 < g 1 connecting the two
and has a finite gap for all g.
The question which is of general interest in condensed matter physics and which we will
try to answer in this part is: what quantum phases could possibly exist at zero temperature
in local gapped quantum systems? That is, for a class of local gapped quantum systems,
how many sets can we group them into such that systems within a set can be smoothly
connected and systems in different sets can not? Here we are considering quantum systems
with arbitrary local degrees of freedom: bosons, fermions, spins... We also allow arbitrary
form of local interaction between them, as long as the interaction involves a finite number
of parties and affects a finite region in the lattice.
First, we want to emphasize that quantum phase is a property of a class of Hamiltonians,
not of a single Hamiltonian. We call such a class of Hamiltonian an H-class. For an
H-class, of a certain dimension and with possible symmetry constraints, we ask whether
the Hamiltonians in it are separated into different groups by phase transition and hence
form different phases. Two Hamiltonians in an H-class are in the same/different phase if
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Figure 5-1: Energy spectrum of a gapped system as a function of a parameter s in the
Hamiltonian. (a,b) For gapped system, a quantum phase transition can happen only when
energy gap closes. (a) describes a first order quantum phase transition (caused by level
crossing). (b) describes a continuous quantum phase transition which has a continuum of
gapless excitations at the transition point. (c) and (d) cannot happen for generic states.
A gapped system may have ground state degeneracy, where the energy splitting e between
the ground states vanishes when system size L -+ oo: lim_,.: e = 0. The energy gap A
between ground and excited states on the other hand remains finite as L -+ oo.
they can/cannot be connected within the H-class without going through phase transition.
We see that without identifying the class of Hamiltonians under consideration, it is not
meaningful to ask which phase a Hamiltonian belongs to. Two Hamiltonians can belong to
the same/different phases if we embed them in different H-classes.
For an H-class with certain symmetry constraints, one mechanism leading to distinct
phases is symmetry breaking. [Lan37, GL50] Starting from Hamiltonians with the same
symmetry, the ground states of them can have different symmetries, hence resulting in
different phases. This symmetry breaking mechanism for phases and phase transitions is
well understood.[Lan37, LL58]
However, it has been realized that quantum systems at zero temperature can be in
different phases even without breaking any symmetry. Such phases are often said to be
'topological'. Fractional quantum Hall is one of the first and most important systems
found to have topological order[TSG82]. It was realized that, different fractional quantum
Hall systems at different filling fractions all have the same symmetry in the ground state,
yet there must be a phase transition if the system is to go from one to another[WN90].
In one dimensional spin chains, the Haldane chain is another example of gapped topo-
logical phase, which does not break any symmetry of the system and is separate from
a trivial phase[Hal83b]. More recently, the exciting discovery of topological insulators
and superconductors offers another class of topological phases with interesting topologi-
cal features[KM05a, BZ06, KM05b, MB07, FKM07, QHZ08].
So we would like to have a theory beyond Landau's symmetry breaking theory for a
more complete understanding of the quantum phase diagram at zero temperature.
5.1.2 What is missing in symmetry breaking theory
In order to formulate a theory for topological orders, first we need to understand what is
missing in the symmetry breaking theory. And the answer turns out to be - entanglement.
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Consider the simplest quantum system which can be described by the symmetry breaking
theory - the transverse field Ising model in two dimensions: H = -BE Xi - J E ZiZj,
where Xi, Y, and Zi are the Pauli matrices on site i. In B > J limit, the ground
state of the system is an equal-weight superposition of all possible spin-up and spin-down
states: j+) = E |{ai}), where {a} labels a particular spin-up (Zi = 1) and spin-down
(Z; = -1) configuration. In the J > B limit, the system has two degenerate ground states
|+t ) = | T? -. -- T) and |44) = |144 -. - -)
The transverse field Ising model has a symmetry given by ] 1 X;. The ground state
14+) respects such a symmetry while the ground state |tt) (or |4)) breaks the symmetry.
Thus the small J ground state 14+) and the small B ground state 14) (or |I)) describe
different phases since they have different symmetries. |4+) describes a symmetric phase,
while 1 t) (or 144)) describes a symmetry breaking phase.
We note that 14T) is the exact ground state of the transverse field Ising model with
B = 0. The state has no quantum entanglement since |4T) is a direct product of local
states: |V) = 9i| I) where I t)i is an up-spin state at site i. The state |4+) is the exact
ground state of the transverse field Ising model with J = 0. It is also a state with no
quantum entanglement: |4+) = Qd( t); + I 4)j) oc ®3j|+)j where +)j = I t); + I 4) is a
state with spin in x-direction at site i.
For generic values of J and B, the ground state is entangled. However, such entangle-
ment is not essential for either the symmetry breaking phase or the symmetric phase. In
fact, for J/B below the critical point, the system remains gapped and is in the symmetric
phase. By slowly turning down J and turning up B, we can smoothly connect the ground
state to |4+), hence remove all entanglement in the state. On the other hand, for J/B
above the critical point, the system is also gapped with symmetry breaking ground states.
By slowly turning up J and turning down B, we can smoothly connect the ground state
either to |4T) or to 144), hence again removing all entanglement in the state. Therefore,
entanglement in both phases is always removable.
This is true for general symmetry breaking phases described by Landau's theory. There
exists at least one point in the symmetry breaking phase where the ground state is totally
unentangled. Therefore, we see that Landau's theory fails to describe more exotic topo-
logical orders because the ground state contains only removable entanglement. It is the
unremovable entanglement that makes topological orders possible. We will see later that
there are two reasons why entanglement in the ground state might be unremovable: 1. the
entanglement is 'long-ranged' and hence cannot be removed by local deformations 2. sym-
metry constrain in the system requires the presence of entanglement in the ground state. In
order to better explain these two situations and understand what topological phases they
give rise to, we first need to discuss more carefully the relation between quantum phases
and ground state entanglement.
5.2 Quantum phases and local unitary quantum circuits
Quantum phase and phase transitions are usually discussed in terms of the Hamiltonian
of the system[SacOl. For example for gapped quantum systems at zero temperature, two
systems are in the same phase if and only if their Hamiltonians can be connected smoothly
without closing gap. In fact, gapped quantum phases at zero temperature can be equally
well studied in terms of its ground state. In this section, we describe carefully how to
determine the phase relation between two systems from their ground states. Such a relation
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has also been used in [VCL+05, Vid07, Yosll] to study universal properties of quantum
states.
Note that when we say a gapped ground state I), we are always assuming that there
exists a gapped Hamiltonian which has the state as its ground state. There can be multiple
Hamiltonians satisfying this requirement, but their difference is not important, as their zero
temperature property is completely determined by [|0).
5.2.1 Quantum phases and local unitary evolutions in ground states
Suppose that we have two gapped quantum systems with Hamiltonians H(O) and H(1) and
ground states 1<b(0)) and II(1)) respectively. We want to determine from the ground states
when the two systems are in the same phase.
For Hamiltonians we know that they are in the same phase iff there exists a gapped
smooth path H(g), 0 < g 5 1 connecting them in the class of local quantum systems of
the same dimension. 1 Such a smooth connection in Hamiltonians induces an adiabatic
evolution connecting the ground states. Actually, if we change the Hamiltonian H(g) very
slowly (compared to the inverse gap of the system), then the ground state follows an adia-
batic evolution which begins with 14(0)) and ends with I<b(1)). Therefore, we see that: two
gapped quantum states are in the same phase 1<D(0)) ~ 14(1)) if and only if they can be
connected by an adiabatic evolution that does not close the energy gap.
Given two states, j<(0)) and |<b(1)), determining the existence of such a gapped adiabatic
connection can be hard. We would like to have a more operationally practical equivalence
relation between states in the same phase. Here we would like to show that two gapped
states |<b(O)) and |<b(1)) are in the same phase, if and only if they are related by a local
unitary (L U) evolution. We define a local unitary(LU) evolution as an unitary operation
generated by time evolution of a local Hamiltonian for a finite time. That is,
|<b(1)) ~ |<(0)) iff |4(1)) = T[e-i'fd9 H(9)]I|<(0)) (5.1)
where T is the path-ordering operator and H(g) = Ej Oi(g) is a sum of local Hermitian
operators. Note that H(g) is in general different from the adiabatic path H(g) that connects
the two states.
First, assume that two states |<b(O)) and 14(1)) are in the same phase, therefore we can
find a gapped adiabatic path H(g) between the states. The existence of a gap prevents
the system to be excited to higher energy levels and leads to a local unitary evolution, the
Quasi-adiabatic Continuation as defined in [HW05], that maps from one state to the other.
That is,
|< = U (0)), U = T[e- fo9()] (5.2)
The exact form of H(g) is given in [HW05, BHM10].
On the other hand, the reverse is also true: if two gapped states |<b(0)) and I<(1)) are
related by a local unitary evolution, then they are in the same phase. Since |<b(O)) and
|<b(1)) are related by a local unit ary evolution, we have 1<b(1)) = T[e-i f dg(g)] 4b( 0 )). Let
us introduce
14(s)) = U(s)|I(0)), U(s) = T[e-ijd99(g)]. (5.3)
'We do not impose symmetry constraint on the class of systems for now. The symmetry constrained case
is considered later.
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Assume that |4(O)) is a ground state of H(O), then 14(s)) is a ground state of H(s) =
U(s)HUf(s). If H(s) remains local and gapped for all s E [0,1], then we have found an
adiabatic connection between 14(0)) and 14(1)).
First, let us show that H(s) is a local Hamiltonian. Since H is a local Hamiltonian,
it has a form H = Ej 0; where O only acts on a cluster whose size is (. ( is called
the range of interaction of H. We see that H(s) has a form H(s) = Ej O(s), where
0;(s) = U(s)OjUt (s). To show that Oi(s) only acts on a cluster of a finite size, we note
that for a local system described by H(g), the propagation velocities of its excitations have
a maximum value vma,. Since Oi(s) can be viewed as the time evolution of O by H(t) from
t = 0 to t = s, we find that Oi(s) only acts on a cluster of size ( + + svma2,[LR72, HWO5]
where ( is the range of interaction of H. Thus H(s) is indeed a local Hamiltonian.
If H has a finite energy gap, then H(s) also have a finite energy gap for any s. As
s goes for 0 to 1, the ground state of the local Hamiltonians, H(s), goes from |+(0)) to
|+(1)). Thus the two states |4(0)) and |4(l)) belong to the same phase. This completes
our argument that states related by a local unitary evolution belong to the same phase.
The finiteness of the evolution time is very important in the above discussion. Here
'finite' means the evolution time does not grow with system size and in the thermodynamic
limit, phases remain separate under such evolutions, as proven in [BHV06]. On the other
hand, if the system size under consideration is finite, there is a critical time limit above
which phase separation could be destroyed. The time limit depends on the propagation
speed of interactions in the Hamiltonian. This is the case in [THZ+09], where topological
order as measured by topological entropy and fidelity was found to decay under certain
local Hamiltonian evolution(a quantum quench). However this result does not contradict
our statement. As the calculation is done for a particular system size, the critical time limit
could be below or above the time period they studied. If the calculation could be done for
larger and larger system sizes for a fixed amount of time, we expect that topological order
should emerge as stable against local quenches.
Thus through the above discussion, we show that
Two gapped ground states, |+(0)) and |D(1)), belong to the same phase if and only if
they are related by a local unitary evolution Eq. (5.1).
The relation Eq. (5.1) defines an equivalence relation between |+(0)) and |4D(1)). The
equivalence classes of such an equivalence relation represent different quantum phases. So
the above result implies that the equivalence classes of the LU evolutions are the universality
classes of quantum phases for gapped states.
5.2.2 Local unitary evolutions and local unitary quantum circuits
1 2 --- I
(b)
(a)
Figure 5-2: (a) A graphic representation of a quantum circuit, which is formed by (b) uni-
tary operations on patches of finite size 1. The green shading represents a causal structure.
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The LU evolutions introduced here is closely related to quantum circuits with finite
depth. To define quantum circuits, let us introduce piece-wise local unitary operators. A
piece-wise local unitary operator has a form Upw = rF Uj where {Uj} is a set of unitary
operators that act on non overlapping regions. The size of each region is less than some
finite number 1. The unitary operator U,. defined in this way is called a piece-wise local
unitary operator with range 1. A quantum circuit with depth M is given by the product of
M piece-wise local unitary operators (see Fig. 5-2): U1c = U(1) U 2 . .. U(M. In quantumpwl pWIn pin*
information theory, it is known that finite time unitary evolution with local Haniltonian
(LU evolution defined before) can be simulated with constant depth quantum circuit and
vice-verse. Therefore, the equivalence relation Eq. (5.1) can be equivalently stated in terms
of constant depth quantum circuits:
0<(1)) ~ |(0)) iff |(1)) = U|I<b(O)) (5.4)
where M is a constant independent of system size. Because of their equivalence, we will
use the term "Local Unitary Transformation" to refer to both local unitary evolution and
constant depth quantum circuit in general.
The LU transformation defined through LU evolution Eq. (5.1) is more general. It
can be easily generalized to study topological orders and quantum phases with symmetries
(see section 5.3.2).[WenO2, GW09] The quantum circuit has a more clear and simple causal
structure. However, the quantum circuit approach breaks the translation symmetry. So it
is more suitable for studying quantum phases that do not have translation symmetry.
Such a relation has also been used in [VCL+05, Vid07, Yos1l] to study universal prop-
erties of quantum states. In [VCL+05], the local unitary transformations described by
quantum circuits was used to define a renormalization group transformations for states and
establish an equivalence relation in which states are equivalent if they are connected by a
local unitary transformation. Such an approach was used to classify 1D matrix product
states. In [Vid07], the local unitary transformations with disentanglers was used to per-
form a renormalization group transformations for states, which give rise to the multi-scale
entanglement renormalization ansatz (MERA) in one and higher dimensions. The disen-
tanglers and the isometries in MERA can be used to study quantum phases and quantum
phase transitions in one and higher dimensions. For a class of exactly solvable Hamiltonians
which come from the stabilizer codes in quantum computation, topological order has also
been classified using local unitary circuits2 [Yos11].
5.2.3 Local unitary quantum circuits and wave-function renormalization
As an application of the notion of LU transformation, we would like to describe a wave
function renormalization group flow introduced in [LW05],[VidO7]. The wave function renor-
malization can remove entanglement structure at small length scale and simplify the wave
function. In [LW05], the wave function renormalization for string-net states is generated by
2Private communication with Sergey Bravyi.
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the following two basic moves
<b = ( "< (5.5)
<D) F .<D (5.6)
(Note that the definition of the F-tensor in [LW05] is slightly different from the definition
here.) The two basic moves can generate a generic wave function renormalization which can
reduce the string-net wave functions to very simple forms. [LW05, LW06] Later in [VidO7],
the wave function renormalization for generic states was discussed in a more general setting,
and was called MERA. The two basic string-net moves Eq. (5.5) and Eq. (5.6) correspond
to the isometry and the disentangler in MERA respectively. In the MERA approach, the
isometries and the disentanglers are applied in a layered fashion, while in the string-net
approach, the two basic moves can be applied arbitrarily. In this section, we will follow the
MERA setup to describe the wave function renormalization.
Figure 5-3: A piece-wise local unitary transformation can transform some degrees of
freedom in a state |<b) into a direct product. Removing/adding the degrees of freedom
in the form of direct product defines an additional equivalence relation between quantum
states.
First we can use a LU transformation U to transform some degrees of freedom in a state
into direct product (see Fig. 5-3). We then remove those degrees of freedom in the form
of direct product. Such a procedure does not change the phase the state belongs to. The
reverse process of adding degrees of freedom in the form of direct product also does not
change the phase. We call the local transformation in Fig. 5-3 that changes the degrees of
freedom a generalized local unitary (gLU) transformation. It is clear that a generalized local
unitary transformation inside a region A does not change the reduced density matrix PA for
the region A. This is the reason why we say that (generalized) local unitary transformations
cannot change entanglement structure at large length scale and the quantum phase of the
system. Similarly, the addition or removal of decoupled degrees of freedom to or from the
Hamiltonian, H -+ H ® Hdp, will not change the phase of the Hamiltonian (i.e. the ground
states of H and H 0 Hd, are in the same phase), if those degrees of freedom form a direct
product state (i.e. the ground state of Hd, is a direct product state).
Let us define the gLU transformation U more carefully and in a more general setting.
Consider a state |<D). Let PA be the reduced density matrix of 1<b) in region A. PA may
act in a subspace of the total Hilbert space VA in region A, which is called the support
space VIP of region A. The dimension D' of V7 is called support dimension of region
A. Now the Hilbert space VA in region A can be written as VA = V7 $ VI. Let IQg),
i = 1, ..., DP be a basis of this support space V, )i = D + 1, ... ,DAbe a basis of
vif, where DA is the dimension of VA, and |i#i), i = 1,...,DA be a basis of VA. We can
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introduce a LU transformation Uf"' which rotates the basis |0i) to [ p). We note that in
the new basis, the wave function only has non-zero amplitudes on the first D' basis vectors.
Thus, in the new basis |[i), we can reduce the range of the label i from [1, DA] to [1, DX]
without losing any information. This motivates us to introduce the gLU transformation
as a rotation from |0i), i = 1,..., DA to 1 ), i=1,..., D . The rectangular matrix U is
given by Uiy = ( ;|#5). We also regard the inverse of U, Ut, as a gLU transformation. A
LU transformation is viewed as a special case of gLU transformation where the degrees of
freedom are not changed. Clearly UtU = P and UUt = P' are two projectors. The action
of P does not change the state |4) (see Fig. 5-4(b)).
We note that despite the reduction of the degrees of freedom, a gLU transformation
defines an equivalent relation. Two states related by a gLU transformation belong to the
same phase. The renormalization flow induced by the gLU transformations always flows
within the same phase. The renormalization algorithm described in Chapter 2 and 3 are
(approximate) implementations of such a gLU transformation on matrix product states and
tensor product states. The discussion in this chapter hence provides more rigorous meaning
to the renormalization procedure described.
region A (a)
regionA IP
region A
Figure 5-4: (a) A gLU transformation U acts in region A of a state |4), which reduces the
degree freedom in region A to those contained only in the support space of |4+) in region A.
(b) UtU = P is a projector that does not change the state |4).
5.3 Topological order as pattern of many-body entanglement
5.3.1 Long-range entanglement and intrinsic topological order
Using the (generalize) local unitary transformation, we can define the notion of short-range
entanglement and long-range entanglement in gapped quantum states and relate them to
topological order.
A state has only short-range entanglement if and only if it can be transformed into an
unentangled state (i.e. a direct-product state) through a local unitary transformation.
If a state cannot be transformed into an unentangled state through a LU transformation,
then the state has long-range entanglement. We also see that All states with short-range
entanglement can transform into each other through local unitary transformations. Thus
all states with short-range entanglement belong to the same phase. The local unitary
transformations we consider here do not have any symmetry. If we require certain symmetry
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of the local unitary transformations, states with short-range entanglement may belong to
different phases, which will be discussed in section 5.3.2.
Since a direct-product state is a state with trivial topological order, we see that a state
with a short-range entanglement also has a trivial topological order. This leads us to con-
clude that a non-trivial topological order is related to long-range entanglement. Since two
gapped states related by a LU transformation belong to the same phase, thus two gapped
states related by a local unitary transformation have the same topological order. In other
words, Topological order describes the equivalent classes defined by local unitary transfor-
mations. Or more pictorially, topological order is a pattern of long-range entanglement. In
[BHV06], it was shown that the 'topologically non-trivial' ground states, such as the toric
code,[Kit03] cannot be changed into a 'topologically trivial' state such as a product state by
any unitary locality-preserving operator. In other words, those 'topologically non-trivial'
ground states have long-range entanglement.
In section 5.3.2, we will discuss a different kind of topological order which exists only un-
der the protection of certain symmetry. To distinguish these two, we will call the topological
order related to long-range entanglement the 'intrinsic' topological order. This type of order
is defined for the class of systems without any symmetry constraint, which corresponds to
the original definition of 'topological order'. [Wen89, Wen90] That is, it refers to quantum
phases in an H-class which includes all local Hamiltonians (of a certain dimension). If we
believed that Landau symmetry breaking theory describes all possibles phases, this whole
H-class would belong to the same phase as there is no symmetry to break. However, in two
and three dimensions, there are actually distinct phases even in the H-class that has no sym-
metries. These phases have universal properties stable against any small local perturbation
to the Hamiltonian. To change these universal properties, the system has to go through a
phase transition. Systems with nontrivial 'intrinsic' topological order include quantum Hall
systems[WN90], chiral spin liquids,[KL87, WWZ89] Z 2 spin liquids,[RS91, Wen9l, MS01]
quantum double model[KitD3] and string-net model[LW05]. Such systems can have ground
state degeneracy which depends on topology of the system and fractional charge and frac-
tional statistics[Wen89, Wen9O]. Ground states with 'intrinsic' topological order can also
have non-zero topological entanglement entropy[LW06, KP06].
5.3.2 Short-range entanglement and symmetry protected topological or-
der
In the above discussions, we have defined phases without any symmetry consideration.
The H(g) or Upw in the LU transformation does not need to have any symmetry and can
be sum/product of any local operators. In this case, two Hamiltonians with an adiabatic
connection are in the same phase even if they may have different symmetries. Also, all states
with short-range entanglement belong to the same phase (under the LU transformations
that do not have any symmetry).
On the other hand, we can consider only Hamiltonians H with certain symmetries and
define phases as the equivalent classes of symmetric local unitary transformations:
| ) i T (e-f d9g(9 ) |) or I) ~ Uclq) (5.7)
where I(g) or Uerc has the same symmetries as H. 3
3 We note that the symmetric local unitary transformation in the form T (e-gi f(g)) always connect
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The equivalent classes of the symmetric LU transformations have very different struc-
tures compared to those of LU transformations without symmetry. Each equivalent class of
the symmetric LU transformations is smaller and there are more kinds of classes, in general.
In particular, states with short range entanglement can belong to different equivalent
classes of the symmetric LU transformations even if they do not break any symmetry of
the system. (In this case, they have the same symmetry.) We say those states have Sym-
metry Protected Topological orders. Haldane phase[Hal83a] and S,. = 0 phase of spin-1
chain are examples of states with the same symmetry which belong to two different equiv-
alent classes of symmetric LU transformations (with parity symmetry).[GWO9, PBTO12]
Band and topological insulators[KM05a, BZ06, KM05b, MB07, FKM07, QHZ08] are other
examples of states that have the same symmetry and at the same time belong to two dif-
ferent equivalent classes of symmetric LU transformations (with time reversal symmetry).
Systems with symmetry protected topological order cannot have ground state degeneracy,
fractional charge and statistics, nor nonzero topological entanglement entropy. They can,
however, have gapless edge excitations which are protected by symmetry.
5.3.3 Quantum phase diagram
We are now ready to summarize what we have learned and obtain a general structure of
the quantum phase diagram at zero temperature.
2 2 SB-SRE I SB-SRE 2
SRE
SY-SRE 1 SY-SRE 2
SY-LRE 1 SY-LRE 2 SY-LRB 3
LRE1 LRE2
SB-LRE I SB-LRE 2 SB-LRE 3
(a) g, (b) B1
Figure 5-5: (a) The possible phases for a Hamiltonian H(gi, 92) without any symmetry. (b)
The possible phases for a Hamiltonian Hsymm(gi, 92) with some symmetries. The shaded
regions in (a) and (b) represent the phases with short range entanglement (i.e. those ground
states can be transformed into a direct product state via a generic LU transformations that
do not have any symmetry.)
Fig. 5-5 compares the structure of phases for systems without any symmetry and systems
with some symmetry in more detail.
For a system without any symmetry, all the short-range-entangled (SRE) states (i.e.
those ground states can be transformed into a direct product state via a generic LU trans-
formations that do not have any symmetry) are in the same phase (SRE in Fig. 5-5(a)). On
the other hand, long range entanglement (LRE) can have many different patterns that give
rise to different 'intrinsic' topological phases (LRE 1 and LRE 2 in Fig. 5-5(a)). The differ-
ent 'intrinsic' topological orders usually give rise to quasi particles with different fractional
statistics and fractional charges.
to the identity transformation continuously. This may not be the case for the transformation in the form
Ut. To rule out that possibility, we define symmetric local unitary transformations as those that connect
to the identity transformation continuously.
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For a system with some symmetries, the phase structure can be much more complicated.
The short-range-entangled states no longer belong to the same phase, since the equivalence
relation is described by more special symmetric LU transformations:
(A) States with short range entanglement belong to different equivalent classes of the sym-
metric LU transformations if they have different broken symmetries. They correspond to
the symmetry-breaking (SB) short-range-entangled phases SB-SRE 1 and SB-SRE 2 in Fig.
5-5(b). They are Landau's symmetry breaking states.
(B) States with short range entanglement can belong to different symmetry protected topo-
logical phases if they do not break any symmetry of the system. They correspond to the
symmetric (SY) short-range-entangled phases SY-SRE 1 and SY-SRE 2 in Fig. 5-5(b).
Also, for a system with some symmetries, the long-range-entangled states are divided
into more classes (more phases):
(C) Symmetry breaking and long range entanglement can appear together in a state, such
as SB-LRE 1, SB-LRE 2, etc. in Fig. 5-5(b). The topological superconducting states are
examples of such phases.[RGOO, KLW09]
(D) Long-range-entangled states that do not break any symmetry can also belong to differ-
ent phases such as the symmetric long-range-entangled phases SY-LRE 1, SY-LRE 2, etc.
in Fig. 5-5(b). The many different Z2 symmetric spin liquids with spin rotation, transla-
tion, and time-reversal symmetries are examples of those phases.[WenO2, KLW08, KW09]
Some time-reversal symmetric topological orders, called topological Mott-insulators or frac-
tionalized topological insulators[RQHZ08, ZRV09, PB10, YK10, MQKZ10, SBMS11], also
belong to this case.
Now we want to find out what the entries are in this phase diagram, or in other words,
to classify all possible phases in strongly correlated systems, especially the topological ones.
Some partial classifications of have been discussed for strongly correlated systems through
string-net states,[LW05] and for free fermion systems with certain symmetries through K-
theory. [Kit09, RSFL1O] In the next two chapters, we will try to classify symmetry protected
topological phases (SY-SRE in Fig. 5-5(b)) in one and higher dimensions.
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Chapter 6
Symmetry protected topological
phases in one dimension
Having established the criteria for the classification of gapped quantum states and hence
gapped quantum phases, we would like to apply it to many-body systems of interest. In
this chapter, we consider one dimensional gapped strongly correlated spin systems both
with and without symmetry, and try to classify all such systems whose ground state does
not break any symmetry. (In other words, the ground state has the same symmetry as the
Hamiltonian.)1
Completely classifying strongly correlated spin systems seems to be a hard task as in
general strongly interacting quantum many-body systems are very hard to solve. However,
as reviewed in Chapter 2, the insight about describing 1D gapped ground states of spin
systems with the matrix product state formalism[FNW92b, PGVWC07] provides us with a
handle to deal with this problem.
It has been shown that matrix product states capture the essential features of 1D
gapped ground states, for example an entanglement area law[Has07] and finite correla-
tion length[Has04, HK05], and provide an efficient description of such states[SWVC08]. On
the other hand, generic matrix product states satisfying a condition called 'injectivity' are
all gapped ground states of local Hamiltonians[FNW92b, PGVWC07]. Therefore, studying
this class of MPS will enable us to give a full classification of 1D gapped spin systems.
Now the question of what phases exist in 1D gapped spin systems can be restated as what
equivalence classes of matrix product states exist under LU transformations. As reviewed in
Chapter 2, [VCL+05] gave a specific way to apply such LU transformations, which realizes a
renormalization group transformation on MPS that removes local entanglement and takes
the states to a simple fixed point form. A partial classification of MPS is also given in
[VCL+05]. In the following we will use this procedure to classify gapped phases of 1D spin
system, in particular the ID systems with various symmetries. We see that the possible
phases in 1D strongly correlated systems depend on the symmetry of the class of systems.
This chapter is based on our work [CGW11a].
'Symmetry breaking phases are classified by Landau's symmetry breaking theory and are not our focus
here.
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6.1 No intrinsic topological order in 1D spin systems
When no symmetry is required for the class of system, we want to know what kind of
long range entanglement exists and thereby classify topological orders in 1D gapped spin
systems. We will show that: All gapped 1D spin systems belong to the same phase if there
is no symmetry. In other words, there is no intrinsic topological order in 1D. This is
similar to the generic case discussed in [VCL+05].
To obtain such a result, we use the fact that gapped 1D spin states2 are described
by short-range correlated (SRC) matrix product states. Then one can show that all SRC
matrix product states can be mapped to product states with LU transformations and hence
there is no topological order in 1D.
Consider a generic system without any symmetry (including translation symmetry)
whose gapped ground state is described as an MPS with matrices A'k] that vary from
site to site. [PGVWC07] gives a 'canonical form' for the matrices so that the double ten-
sor E j , when treated as a matrix with row index ay and column index 3x, has a left
eigenvector A [k = A k] oJ and corresponding right eigenvector A A X. Here A's
are positive numbers and E A2 = 1. Jy = 1 when a = - and &,, = 0 otherwise. 3 This
eigenspace has the largest eigenvalue in E[k] [EHK78] and is usually set to be 1. Note that
the right eigenvector on site k is the same as the left eigenvector on site k +1 and has norm
1, therefore when multiplying the double tensors together, this one dimensional eigenspace
will always be of eigenvalue 1.
There could be other eigenvectors of eigenvalue 1 in Elk]. However, this will lead to
an infinite correlation length[FNW92b, PGVWC07, FNW94] and hence not possible in 1D
gapped state. Therefore, for short-range correlated MPS, E[k] must have a non-degenerate
largest eigenvalue 1. When multiplying the double tensors together, the remaining block of
E[k] will decay exponentially with the number of sites. This consideration is essential for
determining the fixed point of the renormalization procedure when applied to the MPS, as
shown below.
Now we apply the renormalization procedure as discussed in Chapter 2 to remove local
entanglement from a general SRC MPS. Take block size n. The double tensor on the
renormalized sites are given by (E[K])(1) = MK(E[kj)(0), where k's are the n sites in block
K. (E, again, is treated as a D2 x D 2 matrix with row index a-y and column index #x.)
After repeating the renormalization process a finite number of times, (E[k)(R) will
be arbitrarily close to a fixed point form (E[k)(oo) with non-degenerate eigenvalue 1 and(Ek(00) -_ [k]&[k+1] whr = Xj a Ak+1] _ [k+1(1EYkI)(oO 017 16x 1,where ARK- CL],,, and 8, 10 8X
Now we can decompose (E [k)(oo) into matrices to find the fixed point state. One set of
matrices giving rise to this double tensor is given by
( Ar )O 
- +1]4jrf (6.1)
i, i'' = 1...D. Here we use a pair of indices (i', i') to label the effective physical degrees
of freedom on the renormalized site k, and (A jr @o) is a set of matrices that defines the
2 A state is a gapped state if there exist a Hamiltonian H such that the state is the non-degenerate gapped
ground state of H.3 The convention chosen here is different from [PGVWC07], but equivalent up to an invertible transfor-
mation on the matrices A.
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fixed-point MPS. It is clear from the form of the matrices that at fixed point every site is
composed of two virtual spins of dimension D. Every virtual spin is in an entangled pair
with another virtual spin on the neighboring site IEPk,k+1) -= 1 k+1]|i, i) and the full
many-body state is a product of these pairs. An illustration of this state is given in Fig.
6-1(upper layer).
Obviously we can further disentangle these pairs by applying one layer of local unitary
transformations between every neighboring sites and map the state to a product state (Fig.
6-1, lower layer).
Therefore, through these steps we have shown that all SRC matrix product states can
be mapped to product states with LU transformations and hence there is no topological
order in 1D non-translation invariant system.
I EP>
u u U u 
U u
Figure 6-1: Disentangling fixed point state (upper layer, product of entangled pairs) into
direct product state (lower layer) with LU transformations.
6.2 Symmetry protected topological order in 1D spin sys-
tems
If the class of systems under consideration has certain symmetry, the equivalence classes
of states are defined in terms of LU transformations that do not break the symmetry.
Therefore, when applying the renormalization procedure, we should carefully keep track of
the symmetry and make sure that the resulting state has the same symmetry at-each step.
Due to such a constrain on local unitary equivalence, we will see that gapped ground states
which do not break the symmetry of the system divide into different universality classes
corresponding to different symmetry protected topological orders. We will first discuss
the case of on-site symmetries in detail for non-translational invariant (NTI) systems, i.e.,
the system has only an on-site symmetry and no translation symmetry. We consider both
unitary and anti-unitary symmetries (time reversal). Then we shall study translational
invariant (TI) systems, with the possibility of having on-site symmetry or parity symmetry.
6.2.1 On-site Symmetry
A large class of systems are invariant under on-site symmetry transformations. For example,
the Ising model is symmetric under the Z 2 spin flip transformation and the Heisenberg model
is symmetric under SO(3) spin rotation transformations. In this section, we will consider
the general case where the system is symmetric under u(0 )(g) o ... o u(0 ) (g) with u(0 ) (g)
being a unitary or anti-unitary representation of a symmetry group G on each site. The
representation can be linear or projective. That is, for any 91, 92 E G,
u(gi)U(g2) = eiO(91,92)u(gig 2 ) (6.2)
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where 0(gi, 92) = 0 in a linear representation and 0(91,92) could take non-trivial value in
a projective representation. A projective representation of a symmetry group is generally
allowed in a quantum description of system because the factor eiO(91,92) only changes the
global phase of a quantum state but not any physically measurable quantity. Therefore,
in our classification, we will consider not only the case of linear representation, but also in
general projective representations.
The on-site symmetry is the only symmetry required for the class of system. In par-
ticular, we do not require translational symmetry for the systems. However, for a simple
definition of phase, we will assume certain uniformness in the state, which we will define
explicitly in the following. We will classify possible phases for different G when the ground
state is invariant (up to a total phase) under such on-site symmetry operations and is
gapped (i.e. short-range correlated). Specifically, the ground state |#L) on L sites satisfies
u(0)(g) 0 ... 0 u(0)(g)|#0L) = CL(g)|#L) (6.3)
where I'L(g)| = 1 are g and L dependent phase factors.
On-site Linear Unitary Symmetry
First, let us consider the simpler case where u(O)(g) forms a linear unitary representation of
G. aL(g) is then a one-dimensional linear representation of G. Now we will try to classify
these symmetric ground states using symmetric LU transformations and we find that: For
1D spin systems with ONLY an on-site symmetry G which is realized linearly, all the gapped
phases that do not break the symmetry are classified by H 2 (G, U(1)), the second cohomology
group of G, if H 2 (G, U(1)) is finite and G has a finite number of 1D representations. We
will also discuss the case of U(1) group which has an infinite number of 1D representations.
We will again assume that all gapped states can be represented as short range correlated
matrix product states. We will use the renormalization flow used before[VCL+05] to simplify
the matrix product states and use the fixed-point matrix product states to characterize
different equivalent classes of LU transformations, as two symmetric states belong to the
same class if and only if their corresponding fixed-point states can be mapped to each other
with symmetric LU transformations.
In order to compare different equivalent classes under symmetric LU transformations,
it is important to keep track of the symmetry while doing renormalization.
First, in the renormalization procedure we group n sites together into a new site. The
on-site symmetry transformation becomes ii(0 )(g) - (®uM(g))", which is again a linear
representation of G. The next step in RG transformation applies a unitary transformation
W[k] to the support space of new site k. This is actually itself composed of two steps. First
we project onto the support space of the new site, which is the combination of n sites in the
original chain. This is an allowed operation compatible with symmetry G as the reduced
density matrix p,, is invariant under ft(0) (g), so the support space form a linear representation
for G. The projection of fi(O)(g) onto the support space PGi(O) (g)Pa hence remains a linear
[k]
representation of G. In the next step, we do some unitary transformation w, within this
support space which relabels different states in the space. The symmetry property of the
state should not change under this relabeling. In order to keep track of the symmetry of the
state, the symmetry operation needs to be redefined as (ulk]l)()
After this redefinition, the symmetry operations (u[kI)(1)(g) on each new site k form a new
linear representation of G.
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By redefining (u[k)(i)(g) at each step of RG transformation, we keep track of the sym-
metry of the system. Finally at the fixed point (i.e. at a large RG step i = R), we obtain
a state described by (A ,.)(R) which is again given by the fixed point form Eq. (6.1). To
describe a state that does not break the on-site symmetry, here (A r)(R) is invariant (up
to a phase) under (u[kI)(R)(g) on each site k. Therefore[PGWS+08],
U[k] , . . = a(R (g)N - (g)A ,M (ifUijrjijr (9) AjkI (k)N[k] (g) AirM[kJ (9)
N[k](g) = M[k 1 ](g) (6.4)
must be satisfied with some invertible matrix N[k) (g) and Mk] (g). Here k labels the coarse
grained sites and we have dropped the RG step label R (except in a (g)). Each coarse
grained site is a combination of nR original lattice sites and a (R)(g) form a 1D (linear)
representation of G.
Solving this equation we find the following results (see section 6.5.2):
(a) N[kJ(9) and M[k](g) are projective representations of G (see Eq. (6.24)). Projective
representations of G belong to different classes which form the second cohomology group
H 2 (G, U(1)) of G. (For a brief introduction on projective representation, see section 6.5.1).
M[k] (g) and N[k](g) corresponds to the same element w in H 2 (G, U(1)).
(b) The linear symmetry operation U[k] (g) must be of the form a )(g)[kl,1(g) g U[klr@
where ULk],1 and u[k,r are projective representations of G and correspond to inverse elements
w and -w in H 2 (G, U(1)) respectively. afR (g) is a 1D (linear) representation of G. ulk],1
and U[k],r act on the two virtual spins separately (see Eq. (6.30)).
Therefore, the fixed point state is formed by entangled pairs IEPk,k+1) of virtual spins
which are invariant, up to a phase (due to the non-trivial a ((g)), under linear transfor-
mation u[kI,r (g) U[k+],l (g).
Now we use the uniformness of the state and simplify our discussions. Specifically, we
assume that a ((g) does not depend on the site index k. Certainly, aR (g) does not depend
on k if the state has the translation symmetry. If the 1D representations of G are discrete,
then for weak randomness that slightly break the translation symmetry, a (g) still does
not depend on k. So we can drop the k index and consider a(R)(g).
Does different a(R)(g) label different symmetric phases? First, the answer is no if the
number of 1D representations of G is finite (as is the case for Z, SO(3), etc). Because
for two different 1D representations a(R) (g) and &(R)(g), we can always choose the same
blocking scheme (for example of size n) such that (a(R)(g))n = 1 and (&(R)(g))f = 1.
The difference between symmetric states due to a(R)(g) hence disappears. In the case of
U(1) group, there are infinitely many different 1D representations eimo, labeled by integer
m. There is not a consistent blocking scheme to make two 1D representations equivalent.
Therefore, different 1D representations label different phases, even in the absence of trans-
lation symmetry. After these considerations, we will ignore the 1D representations a(R)(g)
in the following discussion.
We find that the entangled pairs IEPk,k+1) of virtual spins in the fixed point state are
exactly invariant under linear transformation u[k]@r(g) g u[k+1I],(g). The left virtual spin of
each site forms a projective representation of G corresponding to element w in H 2 (G, U(1)),
while the right virtual spin corresponds to element -w as shown in Fig. 6-2. In section
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6.5.3, we will show that fixed point states with the same w can be related by a symmetric
LU transformation, while those with different w cannot. Therefore, the phases of SRC
MPS that are invariant under linear on-site symmetry of group G are classified by the
second cohomology group H2 (G, U(1)). (When G = U(1), further division of classes due to
different 1D representations of G exist. The equivalence classes are labeled by m E Z and
w E H 2(U(1), U(1)).)
Figure 6-2: 1D gapped ground state at fixed point. If the system has a linear on-site
symmetry of group G, then the left edge degree of freedom forms a projective representation
w of group G while the right edge forms -w.
On-site Projective Unitary Symmetry
Due to the basic assumption of quantum mechanics that the global phase of a quantum
state will not have any effect on the physical properties of the system, it is necessary to
consider not only the linear representation of symmetry operations on the system, but
also the projective representations. For example, on a half-integer spin, rotation by 27r is
represented as -I, minus the identity operator instead of I. Hence, the rotation symmetry
SO(3) is represented projectively on half integer spins. In order to cover situations like this,
we discuss in this section systems with on-site projective symmetry of group G.
Again, we consider the case when the ground state does not break the symmetry, i.e.
u(0 ) (g) 0 ... 0 @( 0 ) (9) |#L) = aL (g) |L), where u(0) (g) form a projective representation of
group G corresponding to class w. Assuming uniformness of the state, we require that W
does not vary from site to site.
But this can be reduced to the previous linear case. As long as H 2 (G, U(1)) is finite
and w has a finite order n, we can take block size n so that after blocking, the symme-
try operation on the renormalized site fi(0)(g) = (gu(0)(g))" corresponds to nw = wo in
H 2 (G, U(1)). Therefore, the state after one blocking step is symmetric under an on-site
linear representation of group G and all the reasoning in the previous section applies. We
find that the classification with projective on-site symmetry is the same as linear on-site
symmetry. That is: Consider 1D spin systems with ONLY an on-site symmetry G which
is realized projectively, all the gapped phases that do not break the symmetry are classified
by H 2 (G, U(1)), the second cohomology group of G, if H 2(G, U(1)) is finite and G has a
finite number of 1D representations. The U(1) group does not have a non-trivial projective
representation and will not introduce any complication here.
Examples
Since G = Zn has no non-trivial projective representations, we find that: All 1D gapped
systems with only on-site Zn symmetry belong to the same phase.
For spin systems with only spin rotation symmetry, G = SO(3). SO(3) has two types of
projective representations described by H 2 (SO(3), U(1)) = {0, 1}, corresponding to integer
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and half-integer spin representations. We find that: For integer-spin systems, all 1D
gapped systems with only on-site SO(3) spin rotation symmetry have two different phases.
Such a result has some relation to a well known result[HY97] for NTI spin-1 Heisenberg
chain
H = JiSi -Si+i. (6.5)
The model undergoes an impurity driven second order phase transition from the Haldane
phase[Hal83a] to the random singlet phase[MDH79, Fis94] as the randomness in Ji increases.
For half-integer-spin systems, SO(3) is represented projectively on each site, yet the
classification is the same as the integer case. we find that: For half-integer-spin systems,
all 1D gapped states with only on-site SO(3) spin rotation symmetry have two different
phases. Representative states of the two phases are nearest-neighbor dimer states, but
with dimer between sites 2i and 2i +1 in the first phase and between sites 2i -1 and 2i in
the second phase.
The projective representation of SO(3) on half-integer-spins form a linear representation
of SU(2). If we think of the linear representation of SO(3) on integer-spins as a (unfaithful)
linear representation of SU(2) and allow the mixture of integer and half-integer spins on
one site, then the two phases of SO(3) merge into one[AR07]. Therefore, systems with only
on-site SU(2) symmetry (which implies the mixture of integer and half-integer spins on each
site) belong to one phase as we can map integer-spin singlets into half-integer-spin singlets
without breaking the SU(2) symmetry (see section 6.5.3). Such a procedure breaks down
if SO(3) symmetry is required for each site as the direct sum of a linear representation (on
integer-spin) and a projective representation (on half-integer-spin) is no longer a projective
representation for SO(3).
In this way, we have obtained a full classification of the phases of gapped NTI ID spin
systems with various on-site unitary symmetries.
Time Reversal Symmetry
Time reversal, unlike other symmetries, is represented by anti-unitary operator T, which is
equivalent to the complex conjugate operator K followed by a unitary operator U. T has
two projective representations: one on integer spins with T 2 = I and the other on half-
integer spins with T 2 = -I. The classification of gapped ID time reversal invariant phases
follows closely the cases discusses before. In this section, we will highlight the differences
and give our conclusion.
First, a state 1#) is called time reversal invariant if T ® T.. T|#) = #|#), where 1#1 = 1.
But for anti-unitary T, the global phase 3 is arbitrary and in particular we can redefine
1#') = V/fh|#), such that T ® T... 9 T|#') = |#'). Therefore, in the following discussion, we
will assume WLOG that #3= 1.
Now let us consider system without translational invariance. T 2 = I or -I does not
make a difference here as we can take block size 2 so that on the renormalized site, T 2
is always equal to I. Using argument similar to the case of on-site unitary symmetry, we
can keep track and redefine symmetry operations as we do renormalization. Finally, at the
fixed point we have a state described by matrices (A .)( ) which is invariant under time
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reversal operation (T[k)(oo) - (u[k))(oo)K, that is,
,j )* - N-'A [k
ZU r~jzr(AkI []jljr [k]
.jjr
N[k] = M[k-11 (6.6)
where the fixed-point label oo has been omitted. Solving this equation we find,
(a)M[k] M* = e' 0I. As M[k] is invertible, e o = t1.
(b)u[k - u[kli 0 u[k,r. where u [kI~l(U[kI)* =I and U[k],r(U[kIr)* = ±. Therefore, each
entangled pair is time reversal invariant
(U[k],r ( U[k+1],l)KIEPk,k+l) = IEPk,k+1) (6.7)
Similar to previous sections, we can show that uu* = I and uu* = -I correspond to two
equivalence classes and two time reversal invariant fixed point states can be mapped into
each other if and only if they belong to the same class. Therefore, our classification result
for time reversal symmetry is: For 1D gapped spin systems with ONLY time reversal
symmetry, there are two phases that do not break the symmetry.
6.2.2 Translation invariance and parity
In this section, we would like to discuss translational invariant systems whose ground states
are gapped and also translational invariant. The renormalization procedure breaks trans-
lation symmetry and hence can not be used to study topological phases with translation
symmetry. In this section, we will use the time evolution formulation of LU transforma-
tion Eq. (5.1) and find a smooth path of gapped TI Hamiltonian whose adiabatic evolution
connects two states within the same TI phase.
V X
a ' P aL p
A E An
(a) (b)
Figure 6-3: Graphical representation of (a) matrices labeled by physical index i (b) double
tensor denoted by E or E. E is a matrix with ay as row index and #X as column index.
is a matrix with a#3 as row index and -x as column index.
Translation invariance only
First, as an example, we consider the case of TI only and show that there is only one gapped
TI phase. Each translational invariant MPS is described(up to local change of basis) by a
double tensor E(see Fig.6-3)
E = A A (6.8)
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The MPS is short-range correlated if E has a non-degenerate largest eigenvalue 1. E can be
written as
E p = E + E'y = Ac-yAp + E'lg (6.9)
where A is the eigenvector of eigenvalue 1 and E' is of eigenvalue less than 1. In the
'canonical form'[PGVWC07], Aa, = Aat5a, Aa > 0. Obviously, E0 is a valid double tensor
and represents a state in fixed point form. We can smoothly change E to E0 by turning
down the E' term to 0 from t = 0 to t = T as
E(t) = E0 + (1 - -)E' (6.10)
T
Every E(t) represents a TI SRC MPS state. To see this, note that if we recombine the
indices a# as row index and 7X as column index and denote the new matrix as E(see
Fig.6-3), then both E and E0 are positive semidefinite matrices. But then every E(t) is also
positive semidefinite, as for any vector |v)
(vIE(t)Iv) = (vItoIv)+(1 -!)(vI|'Iv)
= (1- +)(vIEIv) + T'(vIoIv) >0
E(t) is hence a valid double tensor and the state represented can be determined by decom-
posing E(t) back into matrices Ai(t). Such a decomposition is not unique. Ai(t) at different
time is determined only up to a local unitary on the physical index i. But WLOG, we can
choose the local unitary to be continuous in time, so that Ai(t) vary continuously with time
and reach the fixed point form at t = T(up to local change of basis). The state represented
|#(t)) hence also changes smoothly with t and is a pure state with a finite correlation length
as all eigenvalues of E(t) expect for 1 are diminishing with t[FNW92b, FNW92a]. There-
fore, E(t) represents a smooth path in TI SRC MPS that connects any state to a fixed point
state(up to local change of basis).
How do we know that no phase transition happens along the path? This is because
for every state 1#(t)), we can find a parent Hamiltonian which changes smoothly with t
and has the state as a unique gapped ground state.[SPGC11] Following the construction in
[FNW92b, PGVWC07], we choose a sufficiently large but finite 1 and set the parent Hamil-
tonian to be H(t) = - Ek h(t)k,k+l, where h(t)kk+l is the projection onto the support space
of the reduced density matrix on site k to k + 1 at time t. Note that this Hamiltonian is
translation invariant. For large enough 1, h(t)k,k+l will always be D x D dimensional. As the
state changes continuously, its reduced density matrices of site k to k +1 changes smoothly.
Because the dimension of the space does not change, h(t)k,k+l also changes smoothly with
time. Moreover, it can be shown that H(t) is always gapped as the second largest eigenvalue
of E(t) never approaches 1 [FNW92b, PGVWC07]. Therefore, by evolving the Hamiltonian
adiabatically from t = 0 to t = T, we obtain a local unitary transformation[HW05] connect-
ing any state to the fixed point form, and in particular without breaking the translation
symmetry.
Because any TI fixed point state can be disentangled into product state in a TI way, we
find that all TI 1D gapped ground states are in the same phase, if no other symmetries are
required.
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Translation invariance and on-site symmetry
If the system is TI and has on-site symmetry, we need to maintain the on-site symmetry
while doing the smooth deformation. Details of the procedure is presented in section 6.5.4.
Here we summarize what we have learned.
First we can show that: For a 1D spin system with translation and an on-site projective
symmetry u(g), the symmetric ground state cannot be short-range correlated, if the projective
symmetry u(g) corresponds to a non-trivial element in H 2 (G, U(1)).
The reason is as follows. If a 1D state with translation symmetry is short-range corre-
lated, it can be represented by a TI MPS. Its fixed-point MPS also has an on-site projective
unitary symmetry fi(g). For a proper choice of block size n, we can make u(g) and fi(g)
to be the same type of projective representation described by wsim E H 2 (G, U(1)). For TI
fixed-point MPS, we have W[k] = Wtk_1] since M[k](g) = M[k_1](g)(cf. section 6.5.2). Thus
osym = 0, that is, the trivial element in H 2(G, U(1)). So, if wym # 0, the 1D TI state
cannot be short-range correlated. In other words: 1D spin systems with translation and an
on-site projective symmetry are always gapless or have degenerate ground states that break
the symmetries.
If the ground state of the 1D spin system does not break the on-site symmetry and
the translation symmetry, then ground state is not short-range correlated and is gapless.
If the ground state of the ID spin system breaks the on-site symmetry or the translation
symmetry, then the ground state is degenerate.
As an application of the above result, we find that: 1D half-integer-spin systems with
translation and the SO(3) spin rotation symmetry are always gapless or have degenerate
ground states. which agrees with the well known result of [LSM61] and its generalizations
[MatOl].
To have a gapped TI 1D state with an on-site symmetry, the symmetry must act linearly
(i.e. not projectively). In this case, we can show that the total phase factor of the state
aL(g) breaks up into L ID representations a(g): (see section 6.5.5) For 1D spin systems
of L sites with translation and an on-site symmetry G, a gapped state that does not break
the two symmetries must transform as
u(0)(g) ® ... ® u(0)(g)|# L) = [ae(g)]L q5L) (6.11)
for all values of L that is large enough. Here u(0 ) (g) is the linear representation of G acting
on the physical states in each site and a(g) is a one-dimensional linear representation of G.
Let us apply the above result to a boson system with p/q bosons per site. Here the
bosons number is conserved and there is an U(1) symmetry. Certainly, the system is well
defined only when the number of sites L has a form L = Jq (assuming p and q have no
common factors). For such an L, we find that aL (g) = ao(g)J = aO(g)LEq, where ao(g) is
the generating 1D representation of the U(1) symmetry group. So Eq. (6.11) is not satisfied
for some large L. Therefore a 1D state of conserved bosons with fractional bosons per site
must be gapless, if the state does not break the U(1) and the translation symmetry.
In higher dimensions, the situation is very different. A 2D state of conserved bosons with
fractional bosons per site can be gapped, and, at same time, does not break the U(1) and
the translation symmetry. 2D fractional quantum Hall states of bosons on lattice provide
examples for such kind of states.
Also, we can show that: For 1D spin systems with only translation and an on-site
linear symmetry G, all the phases of gapped states that do not break the two symmetries
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are classified by a pair (w, a) where w E H 2 (G, U(1)) label different types of projective
representations of G and a label different 1D representations of G. Here a(g) is an 1D
representation of G that appear in Eq. (6.11). The symmetric LU transformations cannot
change 1D representation a(g). So the different phases are also distinguished by the 1D
representations a of G.
Here are a few concrete examples: If we choose the symmetry group to be G = Zn,
we find: For 1D spin systems with only translation and on-site Zn symmetry, there are n
phases for gapped states that do not break the two symmetries.
This is because Zn has no projective representations and has n different 1D representa-
tions. As an example, consider the following model
H = Z[-hoz - o of , (6.12)
where o are the Pauli matrices. The model has a Z 2 symmetry generated by Uz. The
two different Z 2 symmetric phases correspond the h -+ oo phase and the h -+ -oo phase of
the model.
If we choose the symmetry group to be G = SO(3), we find: For 1D integer-spin
systems with only translation and SO(3) spin rotation symmetry, there are two phases for
gapped states that do not break the two symmetries.
This is because SO(3) has only one 1D representation and H 2 (SO(3), U(1)) = Z2 -
Such a result agrees with the well known result that the AKLT state[AKLT87] of spin-1
chain and the direct product state with spin-0 on each site represent two different SO(3)
symmetric TI phases. The AKLT state (and the related Haldane phase[Hal83a]) has gapless
boundary spin-1/2 states[HKA+90, GGL+91, Ng94] and non-trivial string orders,[dNR89,
KT92] which indicate that the AKLT state is really different from the spin-0 product state.
Actually, the full symmetry of SO(3) can be relaxed to only the dihedral group D2 (Z2 x Z2)
of rotation by 7r around x, y and z axis. As explained in section 6.5.1, D 2 has one non-trivial
projective representation, to which the AKLT state corresponds. AKLT is different from
the spin-0 product state as long as on-site D 2 symmetry is preserved. This is consistent
with the result in [KT92, PBTO12].
Translation invariance and parity
1D systems with translation and parity symmetries
In this section, we will consider the case of parity symmetry for translational invariant
system. We define the parity operation P for a spin chain to be in general composed of two
parts: P1, exchange of sites n and -n; P2 , on-site unitary operation u(0 ) where (u(0 )) 2  1.
' From section 6.5.4 we know that the matrices describing the state can be deformed to a
fixed point form, which satisfies:
Ujir,jrjrA T = ±M-tAi rM (6.13)
4 The Z 2 operation u( is necessary in the definition of parity if we want to consider for example, fixed
point state with IEP) = |00) + 111) be to parity symmetric. The state is not invariant after exchange of
sites, and only maps back to itself if in addition the two virtual spins on each site are also exchanged.
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for some invertible matrix M and u2 = I, where we have used that the 1D representation
of parity is either (1, 1) or (1, -1). We label the two 1D representations with a(P) = ±1.
Here M satisfies M-MT = e'0. But M = (MT)T = e 2iOM, therefore, eie = ±1 and
correspondingly M is either symmetric M = MT or antisymmetric M = -MT. We will
label this sign factor as #(P) = i1.
Solving this equation gives that u = a(P)v(ul ® ur), where v is the exchange operation
of two virtual spins il and ir and u,tJ act on i1 ,i' respectively. (ul)T = #(P)ul and (U')T =
#(P)u'. It can then be shown that each entangled pair IEPk,k+1) must be symmetric under
parity operations and satisfies 1 u+lIEPk+1,k) = a(P)IEPk,k+1). There are hence four
different symmetric phases corresponding to a(P) = +1 and #(P) = t1. We can show
similarly as before that fixed points within each class can be mapped from one to the other
with TI LU transformation preserving the parity symmetry. On the other hand, fixed points
in different classes can not be connected without breaking the symmetries. Therefore, there
are four parity symmetric TI phases: For 1D spin systems with only translation and parity
symmetry, there are four phases for gapped states that do not break the two symmetries.
As an example, consider the following model
H = Z[-BSz + Si - Si+1], (6.14)
i
where Si are the spin-1 operators. The model has a parity symmetry. The B = 0 phase and
the B -+ +oo phase of the model correspond to two of the four phases discussed above. The
B = 0 state[Hal83a] is in the same phase as the AKLT state. In the fixed-point state for
such a phase, IEPkk+1) = I Ti) - I It). The parity transformation exchange the first and
the second spin, and induces a minus sign: P : IEPk,k+1) -+ -IEPk,k+1). The B -+ +oo
state is the SZ = 1 state. Its entangled pairs are IEPk,k+1) = I TT) which do not change
sign under the parity transformation. Thus the stability of the Haldane/AKLT state is also
protected by the parity symmetry.[BDTGA08, GWO9, PBTO12]
(a)
(b)
4W-4 (c)
(d)
Figure 6-4: Representative states of the four parity symmetric phases, each corresponding
to (a) a(P) = 1, #(P) = 1 (b) a(P) = -1, #6(P) = 1 (c) a(P) = -1, #8(P) = -1 (d)
a(P) = 1, #(P) = -1. + stands for a parity even entangled pair (e.g. 100) + 111)), - stands
for a parity odd entangled pair (e.g. 101) - 110)). Each site contains four virtual spins.
To understand why there are four parity symmetric phases instead of two (parity
even/parity odd), we give four representative states in Fig. 6-4, one for each phase. Con-
nected pair of black dots denotes an entangled pair. + stands for a parity even pair, for
example 100) + 111), and - stands for a parity odd pair, for example 101) - 110). Each
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Symmetry Different Paes Example System
None 1
On-site Linear wEHOn-site Z or SU(2): 1 phase
Symmetry of Group G On-site SO(3)/D 2 on integer spin: 2 phases
On-site Projective w E H2(G, U(1)) On-site SO(3) or D 2 on
Symmetry of Group G half-integer spin: 2 phases
Time Reversal(TR) 2
Translational Invariance(TI) 1
TI+On-site Linear w E H(G, U(1)) TI+On-site Z,: n phases
Symmetry of Group G and a(G) TI+On-site SO(3) on integer spin: 2 phases
TI+ On-site Projective 0 TI+On-site SO(3) or D2 on
Symmetry of Group G half-integer spin: no gapped phase
TI+Parity 4
TI+TR 2 if T = I TI+TR on integer spin: 2 phases
________ _ 0 if T 2 = _I on half-integer spin: no gapped phase
Table 6.1: Summary of classification result for ID gapped spin system with symmetric
ground states. TI stands for translational invariance. TR stands for time reversal symmetry.
H 2 (G, U(1)) is the second cohomology group of group G over complex number U(1). a(G)
is a 1D representation of G. (*): this result applies when a(G) form a finite group, when
G = U(1), further classification according to different a(U(1)) exist.
rectangle corresponds to one site, with four virtual spins on each site. The four states are
all translational invariant. If the parity operation is defined to be exchange of sites together
with exchange of virtual spins 1 and 4, 2 and 3 on each site, then states (a) and (d) are
parity even while (b) and (c) are parity odd. But (a) and (d) (or (b) and (c)) are different
parity even (odd) states and cannot be mapped to each other through local unitary transfor-
mations without breaking parity symmetry. Written in the matrix product representation,
the matrices of the four states will transform with a(P) = +1 and #(P) = ±1 respectively.
Therefore, the parity even/odd phase breaks into two smaller phases and there are in all
four phases for parity symmetric systems.
6.3 Summary of results for spin systems
Here we summarize our classification of topological phases in 1D spin systems with different
symmetries in Table 6.1.
Moreover, we want to mention that the possibility of symmetry breaking can be easily
incorporated into this classification. We find that 1D gapped spin phases with on-site
symmetry of group G are basically labeled by (1) the unbroken symmetry subgroup C', (2)
projective representations of C'. This result was derived in [CGW11b, SPGC11]. We will
not repeat the details here. While this result is straightforward for spin systems, it can be
applied to classify topological phases in 1D fermions systems, as we will show in the next
section.
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6.4 1D symmetry protected topological phases in fermion
systems
Although our previous discussions have been focused on spin systems, it actually also applies
to fermion systems. Because in 1D, fermion systems and spin systems can be mapped to
each other through Jordan Wigner transformation, we can classify fermionic phases by
classifying corresponding spin phases. Specifically, for a class of fermion systems with
certain symmetry we are going to 1. identify the corresponding class of spin systems by
mapping the symmetry to spin 2. classify possible spin phases with this symmetry, including
symmetry breaking and symmetry protected topological order 3. map the spin phases back
to fermions and identify the fermionic order. In the following we are going to apply this
strategy to 1D fermion systems in the following four cases respectively: no symmetry(other
than fermion parity), time reversal symmetry for spinless fermions, time reversal symmetry
for spin half integer fermions, and U(1) symmetry for fermion number conservation. Our
classification result is consistent with previous studies in [FK11, TPB11}. One special
property of fermionic system is that it always has a fermionic parity symmetry. That is,
the Hamiltonian is a sum of terms composed of even number of creation and annihilation
operators. Therefore, the corresponding spin systems we classify always have an on-site
Z 2 symmetry. Note that this approach can only be applied to systems defined on an open
chain. For system with translation symmetry and periodic boundary condition, Jordan
Wigner transformation could lead to non-local interactions in the spin system.
6.4.1 Fermion Parity Symmetry Only
For a 1D fermion system with only fermion parity symmetry, how many gapped phases
exist?
To answer this question, first we do a Jordan-Wigner transformation and map the
fermion system to a spin chain. The fermion parity operator Pf = ]H(1 - 2atai) is mapped
to an on-site Z 2 operation. On the other hand, any 1D spin system with an on-site Z 2
symmetry can always be mapped back to a fermion system with fermion parity symme-
try(expansion of local Hilbert space maybe necessary). As the spin Hamiltonian commute
with the Z 2 symmetry, it can be mapped back to a proper physical fermion Hamiltonian.
Therefore, the problem of classifying fermion chains with fermion parity is equivalent to the
problem of classifying spin chains with Z 2 symmetry.
There are two possibilities in spin chains with Z 2 symmetry: (1) the ground state is
symmetric under Z 2 . As Z 2 does not have non-trivial projective representation, there is
one symmetric phase. (If translational symmetry is required, systems with even number of
fermions per site are in a different phase from those with odd number of fermions per site.
This difference is somewhat trivial and we will ignore it.) (2) the ground state breaks the
Z 2 symmetry. The ground state will be two-fold degenerate. Each short-range correlated
ground state has no particular symmetry(G' = I) and they are mapped to each other by
the Z 2 operation. There is one such symmetry breaking phases. These are the two different
phases in spin chains with Z 2 symmetry.
This tells us that there are two different phases in fermion chains with only fermion parity
symmetry. But what are they? First of all, fermion states cannot break the fermion parity
symmetry. All fermion states must have a well-defined parity. Does the spin symmetry
breaking phase correspond to a real fermion phase?
The answer is yes and actually the spin symmetry breaking phase corresponds to a Z2
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symmetric fermion phase. Suppose that the spin system has two short-range correlated
ground states [i/0) and 11). All connected correlations between spin operators decay expo-
nentially on these two states. Mapped to fermion systems, |fiP) and |#4) are not legitimate
states but J|b) = [|0f) + |bf) and |b') = |k) -f |0f) are. They have even/odd parity re-
spectively. In spin system, 10o) and |1') are not short range correlated states but mapped
to fermion system they are. To see this, note that any correlator between bosonic operators
on the [ j) and |f)are the same as that on |,0o) and 11) and hence decay exponentially.
Any correlator between fermionic operators on the | ) and 10f) gets mapped to a string
operator on the spin state, for example alaj is mapped to (X - iY));Zi+i...Zy_ 1 (X - iY)g,
which also decays with separation between i and j. Therefore, the symmetry breaking
phase in spin chain corresponds to a fermionic phase with symmetric short range correlated
ground states. The degeneracy can be understood as isolated Majorana modes at the two
ends of the chain[Kit0l, Kit09].
On the other hand, the short-range correlated ground state in spin symmetric phase still
correspond to short-range correlated fermion state after JW transformation. Therefore, the
symmetric and symmetry breaking phases in spin system both correspond to symmetric
phases in fermion system. The two fermion phases cannot be connected under any physical
fermion perturbation.
6.4.2 Fermion Parity and T 2 = 1 Time Reversal
Now consider the more complicated situation where aside from fermion parity, there is also
a time reversal symmetry T. T acts as an anti-unitary T = UK on each site. In this section
we consider the case where T 2 = 1(spinless fermion).
So now the total symmetry for the fermion system is the Z 2 fermion parity symmetry
Pf and T 2 = 1 time reversal symmetry. T commutes with Pf. The on-site symmetry group
is a Z 2 x Z 2 group and has four elements G = {J, T, Pf, TPf}. Mapped to spin system, the
symmetry group structure is kept.
The possible gapped phases for a spin system with on-site symmetry G = {I, T, Pf, TPf}
include: (1) G' = G. Following discussion in previous sections we find that it has four dif-
ferent projective representations. Examples of the four representations are a.{I, K, Z, KZ},
b. {I, iYK, Z, iYKZ}, c. {I, iYKZ D 1,1  Z, iYKZ 0 Z} d. {I, K, Y, KY}. There are
hence four different symmetric phases. (If translational symmetry is required, the number
is multiplied by 2 due to a(Z 2)) (2) G' = {I, Pf} with no non-trivial projective represen-
tation, the time reversal symmetry is broken. There is one such phase. (If translational
symmetry is required, there are two phases) (3) G' = {I, T}, with two different projective
representations(time reversal squares to ±1 on boundary spin). The Z 2 fermion parity is
broken. There are two phases in this case. (4) G'= {I, TPf}, with two different projective
representations. The fermion parity symmetry is again broken. Two different phases. (5)
G'= I, no projective representation, all symmetries are broken.
Mapped back to fermion systems, fermion parity symmetry is never broken. Instead, the
Pf symmetry breaking spin phases are mapped to fermion phases with Majorana boundary
mode on the edge as discussed in the previous section. Therefore the above spin phases
correspond in the fermion system to: (1) Four different symmetric phases (2) One time
reversal symmetry breaking phase. (3) Two symmetric phases with Majorana boundary
mode (4) Another two symmetric phases with Majorana boundary mode. (5) One time
reversal symmetry breaking phase. (1) (3)(4) contains the eight symmetric phases for time
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reversal invariant fermion chain with T 2 = 1. This is consistent with previous studies in
[FK10, TPB11].
6.4.3 Fermion Parity and T 2 # I Time Reversal
When T 2 4 I, the situation is different. This happens when we take the fermion spin
into consideration and for a single particle, time reversal is defined as esro K. With half
integer spin, (ei""aK)2 - -I. Note that for every particle the square of time reversal is
-I, however when we write the system in second quantization as creation and annihilation
operator on each site, the time reversal operation defined on each site satisfies T 2 = P1 .
Therefore, the symmetry group on each site is a Z4 group G = {I, T, Pf, TPf}. To classify
possible phases, we first map everything to spin.
The corresponding spin system has on-site symmetry G = {I, T, Pf, TPf}. T 2 -
P= I. The possible phases are: (1) G' = G, with two possible projective representations,
one with T4 = I, the other with T4 = -I. Example for the latter includes T = (1/V/2)(X +
Y)K. Therefore, there are two possible symmetric phases. (If translational symmetry is
required, there are four phases.) (2) G' = {I, Pf}, the time reversal symmetry is broken.
One phase. (If translational symmetry is required, there are two phases.) (3) G' = I, all
symmetries are broken. One phase.
Therefore, the fermion system has the following phases: (1) Two symmetric phases (2)
One time reversal symmetry breaking phase. (3) One time reversal symmetry breaking
phase with Majorana boundary mode. (1) contains the time reversal symmetry protected
topological phase. Models in this phase can be constructed by first writing out the spin
model in the corresponding spin phase and then mapping it to fermion system with Jordan-
Wigner transformation.
6.4.4 Fermion Number Conservation
Consider the case of a gapped fermion system with fixed fermion number. This corresponds
to an on-site U(1) symmetry, ei0N. Mapped to spins, the spin chain will have an on-site
U(1) symmetry. This symmetry cannot be broken and U(1) does not have a non-trivial
projective representation. One thing special about U(1) symmetry though, is that it has an
infinite family of 1D representations. If translational symmetry is required, fermion number
per site is a good quantum number and labels different phases. Therefore, mapped back to
fermions, there is an infinite number of phases with different average number of fermions
per site.
6.5 Details of 1D classification
6.5.1 Projective Representation
Operators u(g) form a projective representation of symmetry group G if
u(g1)u(g2) = W(g1 , g 2 )u(gig2 ), gi,92 E G. (6.15)
Here w(g, g2) E U(1), the factor system of the projective representation, satisfies
W(g2,g3)w(g1, g293) = W(gi, g2)W(gig2,93), (6.16)
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for all 91, 92, 93 E G. If W(gi, g2) = 1, this reduces to the usual linear representation of G.
A different choice of pre-factor for the representation matrices u'(g) = #(g)u(g) will lead
to a different factor system w'(g1 , 92):
w'(gi, 92) = 6(91g2) w(gi, 92). (6.17)
#(91)#6(92)
We regard u'(g) and u(g) that differ only by a pre-factor as equivalent projective represen-
tations and the corresponding factor systems w'(gi,92) and W(g1,92) as belonging to the
same class w.
Suppose that we have one projective representation ui (g) with factor system wi (gi, 92) of
class wi and another u2(g) with factor system w2 (gi, 92) of class W2, obviously u1 (g) 0 U2 (g)
is a projective presentation with factor group wi (91, 92)w2 (91, 92). The corresponding class
w can be written as a sum W1 + W2 . Under such an addition rule, the equivalence classes of
factor systems form an Abelian group, which is called the second cohomology group of G
and denoted as H 2 (G, U(1)). The identity element wo of the group is the class that contains
the linear representation of the group.
Here are some simple examples:
(a) cyclic groups Z, do not have non-trivial projective representation. Hence for G = Z",
H 2 (G, U(1)) contains only the identity element.
(b) a simple group with non-trivial projective representation is the Abelian dihedral group
D 2 = Z 2 x Z 2 . For the four elements of the group (0/1,0/1), consider representation with
Pauli matrices g(0, 0) = [ , g[ 9(1,0)= [ o], g(1, 1) = [ oi]. It
can be check that this gives a non-trivial projective representation of D 2 -
(c) when G = SO(3), H 2 (G, U(1)) = Z 2 . The two elements correspond to integer and
half-integer representations of SO(3) respectively.
(d) when G = U(1), H 2 (G, U(1)) is trivial: H 2 (U(1), U(1)) = Z 1 . We note that {eimoG}
form a representation of U(1) = {ei} when m is an integer. But {eima} will form a
projective representation of U(1) when m is not an integer. But under the equivalence
relation Eq. (6.17), {eim} correspond to the trivial projective representation, if we choose
#6(g) = e-im. Note that #(g) can be a discontinuous function over the group manifold.
6.5.2 Solving symmetry condition for fixed point
In this section, we explicitly solve the symmetry condition Eq. (6.4). The goal is to 1. classify
possible symmetry operations at fixed point and 2. find the corresponding symmetric fixed
point state. For simplicity, we drop the site index [k] and rewrite Eq. (6.4) as
UjiirjAjr(g) A r = N-1(g)AirAM(g) (6.18)
a(R) (g) ~ Yjj~~
where u(g) is a projective or linear unitary representation of G, the matrix Agir is given by
its matrix elements Ajlirafl = oA)6J, -V-6jrgJ with i, a = 1, ... ,D 1, i',# = 1, ... ,Dr, and
M(g), N(g) are sets of invertible matrices labeled by g. Since is also a projective or
linear unitary representation of G, we can absorb a(R)(g) into u(g) and rewrite Eq. (6.18)
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as
asirp, (g)Aggr = N- 1 (g)AgiM(g) (6.19)
We note that matrix elements Azir , is non-zero only when a = i1, 8 = ir and the full set
of {Agtir} form a complete basis in the space of D1 x Dr dimensional matrices.
M(g), N(g) do not necessarily form a representation of G. But the fixed point form of
the matrices requires that M(g), N(g) be a projective representation, as on the one hand
E Ulirjljr (g1g2)Aljr (6.20)
f ir
= wSym(g1, 92)Uitir,k kr (91)uk'kr jr (92 )Ajpjr
jljrklkr
=E Wsym(g1, g2)Ui ;lr,klkr (g1)N-1 (g2)AklkTM(g2)
k1kr
=WSm(91, 92)N-1(g2)N-'(gi)Agir M(gi)M(g2 )
and on the other hand
Y Ug rjpgr(glg2)Agjgr = N-1(g1g2)AgirM(g1g2) (6.21)
Therefore
wsym(gi,9 2 )N~ 1 ( 2 )N-l(g)Agir M(1)M( 2) = N- 1 (g1g 2)Aiir M(gig2) (6.22)
for all i1i'. However, the set of matrices {Aitir} form a complete basis in the space of DI x Dr
dimensional matrices. Therefore,
WSYm(gi, g2)N-1(g2)N-1 (g) ( M(gi)M(g2) = N- 1(gig2) 0 M(gig2), (6.23)
and N(g) and M(g) form two projective representations
N(gh) = WN(g, h)N(g)N(h),
M(gh) = WM(g,h)M(g)M(h), (6.24)
with wN(91,92)= IWM(91,92)| = 1 and
WSym(gi,9 2 ) = WM(gi,92) (6.25)
WN(91, 92)
Let us rewrite Eq. (6.19) as
N(g) (E Uil;rjljr (g)A1 lr)M- 1 (g) = Ait;r (6.26)
We note that
N(g)(Z((- 1)pz,igAIir,jrAgigr)M-'(g) = Agir (6.27)
jljr
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where the matrices M and N are given by
MaP8 = Map3T N Ar ap -N p~.. (6.28)
Since the set of matrices {Ajir} form a complete basis in the space of D1 x Dr dimensional
matrices, we find
Ulir,jljr (g) = (N-)gt~y (g)ir jr (g). (6.29)
Putting back the factor of a(R)(g), we find that
Uilirjljr (g) = CJR) (g) (R- 1)',1 (g)AJijrjr (g). (6.30)
6.5.3 Equivalence Between Symmetric Fixed Point States
From the solution in section 6.5.2, we know that the fixed point state symmetric under
linear on-site symmetry of group G takes the form
1#)(04) = |EP1,2 )|EP2,3)...IEPk,k+l)... (6.31)
where IEPk,k+1) is an entangled pair between the right virtual qubit on site k and the left
virtual qubit on site k + 1(see Fig. 6-1 upper layer). Each entangled pair is invariant under
a linear symmetry transformation of the form u[kl'@ (g) u[k+l],l(g)
u[k],r(g) [k+1,(g)EPk,k+1) = IEPk,k+1) (6.32)
But u[k],r (g) or u[k+l],l (g) alone might not form a linear representation of G. They could
in general be a projective representation of G. If u[kI'r(g) is a projective representation
corresponding to class w in H 2(G, U(1)), then u[k+l],l must correspond to class -w. w does
not vary from site to site and labels a particular symmetric fixed point state.
Now we will show that symmetric fixed point states with the same w can be connected
through symmetric LU transformations and hence belong to the same phase while those
with different w cannot and belong to different phases.
First, suppose that two symmetric fixed point states |11) and 1#2) are related with the
same w, i.e.
uk],r(g) [k+1,1 (g)|EPkk = JEPk k+1)1 (6.33)
u2 (9) 0 U kk+1)2 = IEPk,k+1)2
where IEPk,k+1)( 2) is an entangled pair of virtual spins on Hilbert space W [k '.
,k~l)1(2)1(2) 1(2)
u (g) is a projective representation of G corresponding to w on I and I (g) a
projective representation corresponding to -w on H k 1],l1(2)
We can think of IEPk,k+1)1 and IEPk,k+1)2 as living together in a joint Hilbert space
k],r .fk],r) 0 (hk+1],l e H4 k+1l). The symmetry representation on this joint Hilbert
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space can be defined as
u[k]>r(g) u[k+1],l(g) _ (U[]',r(g) ® kr(g)) ( (k+1], E)k+1],( (6.34)
As u 'r(g) and u],r(g) (also u k+1 ],'(g) and U,4+l,,l(g)) both correspond to w (-w), their
direct sum u[kI]r(g)(u[k+1],l(g)) is also a projective representation corresponding to w(-w).
Therefore, we have a linear representation of G on each site k, u[k] (g) Ulk]r(g) and both
IEPk,k+1)1 and IEPk,k+1)2 are symmetric under u[k],r(g) ® U[k+1],L(g).
U
Figure 6-5: (Color online) Fixed point state related to projective representation of class w
before (upper) and after (lower) a local unitary operation on the shaded region that does
not break the symmetry. White dots correspond to wo, the identity element in H 2 (G, U(1)),
black dots correspond to w and gray dots correspond to -W.
Now we can perform a LU transformation on the joint Hilbert space and rotate contin-
uously between IEPk,k+1)1 and IEPk,k+1)2. That is,
0 0U(0) = cos(-)I - isin(-)(a)(b + Ib)(a|) (6.35)2 2
where 1a) = IEPk,k+1)1, 1b) = IEPk,k+1)2 and 0 goes from 0 to 7r. By doing this locally
to each pair, we can map 1) to |42) (and vice verse) with LU transformations without
breaking the on-site symmetry of group G. Therefore, 11) and 1 2 ) belong to the same
phase if they are related with the same w.
On the other hand, if |11) and 12) are related to wi and w2 respectively, we will show
that they cannot be connected by any LU transformation that does not break the symmetry.
Suppose that wi is non-trivial, we start with lo#1) and apply a local unitary operation U
to a finite region (shaded in Fig. 6-5). |11) is composed of invariant singlets of symmetry
group G. If U does not break the symmetry, the resulting state should still be composed
of singlets. The singlet pairs outside of the shaded region are not changed while those
overlapping with the shaded region can take any possible structure after the operation U.
No matter what the change is, the right virtual spin on the site to the left of the region
corresponding to wi should form a singlet with some degrees of freedom in the region. As
the singlet is invariant under a linear representation of G, these degrees of freedom in the
region must form a projective representation of G corresponding to -Wi. These degrees
of freedom could live on one site or distribute over several sites. However, the sites only
support linear representations. Therefore, there must be some remaining degrees of freedom
on the same sites that correspond to wi. These remaining degrees of freedom must form
singlets again with other degrees of freedoms in the region that correspond to -wi. We can
continue this argument until finally some degree of freedom in the region corresponding to
-wi connect with the left virtual spin on the site to the right of the region corresponding
to wi and form a singlet.
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In Fig. 6-5, we illustrate one possible structure of singlets after operation U. White
dots correspond to wo, the identity element in H 2 (G, U(1)), black dots correspond to wi
and gray dots correspond to -wi.
Therefore, we can see that no matter what the symmetric LU operation might be on
|11), singlet entangled pairs related to wi must connect head to tail and cover the whole
length of the chain. In other words, we can not shrink a chain of singlet entangled pairs
related to non-trivial wi continuously to a point or change it to w2 by acting on it locally and
without breaking the symmetry. Hence fixed point states with different w cannot be related
to each other with symmetric LU transformation and hence belong to different classes.
6.5.4 Deformation of TI states with on-site symmetry or parity symmetry
A TI SRC MPS which is symmetric under on-site symmetry of group G is described by
matrices which satisfy
Euig(g)Aj = a(g)M- 1 (g)AiM(g) (6.36)
3
for some invertible projective representation M(g). The double tensor E hence satisfies
E a,,px = Z Ma-,M- p,(M*)- ,MX,Eai,,ix, (6.37)
where the group element label g has been omitted. Being the non-degenerate one dimen-
sional eigenspace of E, E0 must be invariant under the same transformation, and so does
E'. Therefore we have
E0 M-1 M (M -M*E
E0  = ( M-, pM* ' ',E0,,, (6.38)
ak'1'YX'
Now we smoothly change the double tensor as in Eqn.6.10. Evidently, the symmetry con-
dition Eqn.6.37 is satisfied for all t.
Decompose E(t) back to matrices Ai(t) so that the represented state 1#(t)) changes
smoothly with time. Denote the symmetry transformed double tensor as EM(g). As
EM(g)(t) = E(t), there must exist a unitary operator fi(g)(t), such that
fiij(g)(t)Ag(t) = M- 1 (g)Ai(t)M(g) (6.39)
where ft(g)(t) is a linear representation of G. Redefine u(g)(t) = fi(g)(t) x a(g), then
uij(g)(t)Aj (t) = a(g)M-1(g)Ai(t)M(g) (6.40)
As Ai(t) is chosen to be continuous with time, from the above equation we can see that
u(g) (t) is also continuous in time. On the other hand, u(g) (t) form a linear representation of
G. For all the cases we are interested in, the linear representations of G are discrete. There-
fore, as u(g)(t) evolves smoothly with time, it cannot change from one representation to
another but only from one equivalent form to another which differ by a unitary conjugation.
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That is, u(g)(t) = V(t)u(g)V t (t), with a continuous V(t). We can incorporate V(t) into the
matrices Ai(t) and define A;(t) = EI V (t)Aj (t), so that Ai(t) is symmetric under u(g) for
all t. In the following discussion, we will assume that such a redefinition is made and the
symmetry operation of the system will always be u(g) ® ... ® u(g). Therefore, the continuous
evolution of E(t) from t = 0 to t = T corresponds to a continuous evolution of short range
correlated states |<(t)) which is always symmetric under the same on-site symmetry u(g),
with the same phase factor (a(g))L and related to the same projective representation W.
Such a smooth path in symmetric state space corresponds to a smooth path in symmetric
Hamiltonian space. Construct parent Hamiltonian as discussed previously. Because the
state is symmetric under on-site u(g), the support space on site k to k +1 must then form a
representation space for (®u(g))'. Therefore, it is easy to see that the parent Hamiltonian,
being a summation of projections onto such spaces, is also symmetry under on-site u(g).
Moreover, the Hamiltonian remains gapped and TI. In this way, we have found a smooth
path of symmetric, in particular TI, Hamiltonian whose adiabatic evolution connects any
symmetric state labeled by a(g) and w to the corresponding fixed point state(up to a local
change of basis) and hence establishing the symmetric TI LU equivalence between them.
As we show in section 6.5.3 that fixed point states with the same a(g) and w can be
related by symmetric local unitary transformations to each other, we now complete the
proof that for 1D spin systems with only translation and an on-site linear symmetry G, all
gapped phases that do not break the two symmetries are classified by a pair (w, a) where
w E H 2 (G, U(1)) label different types of projective representations of G and a label different
1D representations of G.
Similarly, if the system has translation and parity symmetry, we can establish the equiv-
alence between states labeled by the same a(P) and #(P) in a translational invariant way
(see the discussion below Eq. (6.13)). The procedure is totally analogous to the on-site
symmetry case, with the only difference that the symmetry condition for the matrices and
double tensors become
X4 uijAT = M- 1 AiM
Epx,a,= ZE.''71', M, ,M (M*)- ,M* ,Ea,1I
6.5.5 A proof of Eq. (6.11)
A gapped TI state can be represented by a uniform MPS. Suppose that we perform R steps
of RG transformation on the state, each with block size ni. Then we obtain a MPS described
by matrices (Aig )(R). To describe a state that does not break the on-site linear symmetry,
here (Aii 7 )(R) is invariant (up to a phase) under u(R)(g) on each site. Therefore[PGWS+08],
S Ugi rj,1j(g)Agry_ - a(R)(g)M-1(g)AigM(g) (6.41)
~j1jr
must be satisfied with some invertible matrix M(g). Here we have dropped the RG step
label R (except in a(R)(g)). Each coarse grained site is a combination of 11 i ni original
lattice sites and a(R)(g) form a ID representation of G.
So if the number of sites has a form L = ni, then aL(g) in Eq. (6.3) will have a
form
aL(g) = [a(R)(g)]Q (6.42)
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for any value of Q. Now let us choose Q = fj" n' where IR' 1 n; and HR' n'; have no
common factors. The total system size becomes L =1f i 1 n'. We can perform,
instead, a R' step of {n'}-block RG transformation, which leads to a 1D representation
a(R')(g). We find that aL(g) in Eq. (6.3) will have a form
ad~g) = [a(R')(gQ' (6.43)
where Q' = L/H i1 n' = rj ? ni. Thus
aL(g) =[(R)()1in' [a(R')(g)]HM1". (6.44)
Since f l' ni and fl[ n' have no common factors, there must exist a 1D representation
a(g) of G, such that
a(R)(g)=-[Cf(g)]Ht'Llni, a(R')(g) =[aL(g)]Hj=i n"
i_ i- @. (6.45)
Now Eq. (6.42) becomes
aL(g) = [a(g)]QHUf=1"i = [a(g)]L (6.46)
which gives us Eq. (6.11).
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Chapter 7
Symmetry protected topological
phases in two and higher
dimensions
With a complete understanding of one-dimensional gapped quantum phases, we now want
to move on to the more interesting case of two and higher dimensions. The phase diagram
changes dramatically in higher dimensions. First of all, nontrivial intrinsic topological order
does exist in two or higher dimensions. Much has been learned about possible intrinsic topo-
logical orders[WZ92, Kit03, LW05, CGW1O, GWW10] although a complete understanding
is still missing. In this chapter, we focus only on the symmetry protected topological (SPT)
phases. Most SPT phases in two and higher dimensions have been identified in free fermion
systems due to the simplicity and versatility of the formalism. A classification of possible
SPT phases in non-interacting fermion systems has been obtained.[SRFL08, RSFL10, Kit09]
The major open question about SPT phases is which of these free fermion phases remain
and what new SPT phases are possible when the system is strongly interacting. In boson
systems, even less is known as non-interacting bosons are necessarily topologically trivial.
A pattern has emerged from the study of lower dimensional symmetric states[SPGC11].
In zero dimensional systems, a symmetric ground state forms a 1D representation of the
symmetry. Different 1D representations cannot be smoothly connected without breaking
the symmetry. There must be a level crossing to go from one to another. The 1D represen-
tations, which form the first cohomology group of the symmetry group [G, U(1)], hence
label different zero dimensional symmetric 'phases'. In one dimensional systems, as we have
seen, a symmetric ground state is labeled by a projective representation of the symmetry
group. Different projective representations, which form the second cohomology group of
the symmetry group 7-2 [G, U(1)], hence label different one dimensional symmetric phases.
The conjecture is then, SPT phases in d dimension are labeled by d+ 1th order cohomology
group 70+1 [G, U(1)]. And we will show that this is indeed true.
In section 7.1, we present the explicit construction of a two dimensional interacting
bosonic model with Z2 symmetry protected topological order that is stable even under
'Recently, there are several proposals for 'fractional topological insulators',[LS09, SBMS11, MQKZ10,
LBKJS11] which incorporate interaction effect into topological insulators and find topologically ordered
phases. However, these phases all have intrinsic topological order and does not belong to SPT phases
discussed here.
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strong interactions. The construction is generalized to arbitrary symmetry and arbitrary
spatial dimensions in section 7.2 through the connection between bosonic SPT order and
group cohomology of the symmetry group. In this way, we have a systematic construction
of SPT orders in strongly interacting bosonic systems. While the tensor product formalism
is less powerful than the matrix product formalism and falls short of providing a rigorous
full classification of topological orders in two and higher dimensions, we will argue that
our construction is based on a generic picture of short range entangled states and could
potentially lead to a complete classification of SPT orders in these systems using group
cohomology. Section 7.1 is based on our work [CLW11]. Section 7.2 is based on our work
[CGLW11].
7.1 Model with Z2 symmetry protected topological order in
2D bosonic system
7.1.1 Summary of CZX model
We will present the construction of an exactly solvable model, which we call the CZX model
for reasons that will become clear later, in a two dimensional interacting bosonic system. On
a closed surface the CZX model looks simple. Its Hamiltonian is composed of commuting
projectors. Its symmetric gapped ground state is a product of local loops and hence short
range entangled. However, the model becomes highly nontrivial if it has a boundary. The
boundary must have gapless excitation as long as symmetry is not broken, a signature of
nontrivial SPT order. We prove this fact by relating the effective symmetry transformation
on the boundary with a nontrivial 3-cocycle of the Z2 group.
The effective theory on the boundary can be seen as a generalization of the Wess-Zumino-
Witten (WZW) model.[WZ71, Wit83] The WZW model describes conformally invariant ID
systems with an internal symmetry of a compact Lie group. The WZW model obtained by
adding a topological term (the WZW term) to the usual dynamical term in the Lagrangian of
the nonlinear sigma model, is exactly solvable in semi-classical limit. It explains the physics
of 1D gapless systems with a global Lie group symmetry. However, the construction of
the model depends crucially on the fact that the symmetry group is continuous and does
not apply to, for example, the Z2 group. Our proof of the gapless-ness of the 1D effective
theory on the boundary of the CZX model hence generalizes the understanding of the WZW
model to discrete groups. Our method based on the nontrivial 3-cocycles applies to both
continuous and discrete symmetry groups, although it does not give the conformal field
theory of the system directly. Also our proof is non-perturbative, not relying on semi-
classical approximation. The connection between the CZX model and the WZW model is
not particularly clear in the formulation of this section, as the WZW model is usually given
in the Lagrangian form. In the next section, we reformulate our models (including the CZX
model and those for all other symmetries and in all dimensions) in the Lagrangian language
where the connection with the WZW model would become obvious.
7.1.2 CZX model in the bulk
In this section, we construct the CZX model explicitly which turns out to have nontrivial
SPT order protected only by on-site Z2 symmetry. We will give the Hamiltonian, the ground
state and the symmetry action of the system in the bulk (on surfaces without boundary).
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Figure 7-1: CZX model (a) each site (circle) contains four spins (dots) and the spins in the
same plaquette (square) are entangled. (b) on-site Z 2 symmetry is generated by Uczx =
X1X 2X 3X 4 CZ12CZ23CZ34CZ4 1 (c) a local term in the Hamiltonian, which is a tensor
product of one X 4 term and four P 2 terms as defined in the main text.
Consider a square lattice with four two-level spins per site, as shown in Fig. 7-1(a)
where sites are represented by circles and spins are represented by dots. We denote the two
levels as 10) and |1). The system has an on-site Z 2 symmetry as given in Fig. 7-1(b). It is
generated by
Uczx = UxUcz (7-1)
where
Ux = X1 0 X 2 ® X 3 ® X 4  (7.2)
Xi is Pauli X operator on the ith spin and
Ucz = CZ 12CZ 23 CZ3 4 CZ 41  (7.3)
where CZ is the controlled-Z operator on two spins defined as
CZ = |00)(00|+ I01)(01| + |10)(10| - 11)(11| (7.4)
As defined, CZ does nothing if at least one of the spins is in state 10) and it adds a minus
sign if both spins are in state |1). Different CZ operators overlap with each other. But
because they commute, Ucz is well defined. Note that Ucz cannot be decomposed into
separate operations on the four spins and the same is true for Uczx. Ux and Ucz both
square to I and they commute with each other. Therefore, Uczx generates a Z 2 group.
The Hamiltonian of the system is defined as a sum of local terms around each plaquette.
Plaquettes are represented by squares in Fig. 7-1. H = E H,,, where the term around the
ith plaquette H, 1 acts not only on the four spins in the plaquette but also on the eight spins
in the four neighboring half plaquettes as shown in Fig. 7-1(c)
H, = -X4 0 P2 0 P2 2 ( Pr (7.5)
where X 4 acts on the four spins in the middle plaquette as
X4 = 10000)(11111 + 11111)(00001 (7.6)
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and P2 acts on the two spins in every neighboring half plaquette as
P2 = 100)(001 + 11)(111 (7.7)
P2, Pd, P2, P2 acts on the up, down, left and right neighboring half plaquettes respectively.
For the remaining four spins at the corner, Hp1 acts as identity on them. The P2 factors
ensure that each term in the Hamiltonian satisfies the on-site Z2 symmetry defined before.
All the local terms in the Hamiltonian commute with each other, therefore it is easy
to solve for the ground state. If the system is defined on a closed surface, it has a unique
ground state which is gapped. In the ground state, every four spins around a plaquette are
entangled in the state
|#,) = 10000) + 1111) (7.8)
and the total wave function is a product of all plaquette wave function. If we allow any
local unitary transformation, it is easy to see that the ground state can be disentangled
into a product state, just by disentangling each plaquette separately into individual spin
states. Therefore, the ground state is short range entangled. However, no matter what local
unitary transformations we apply to disentangle the plaquettes, they necessarily violate the
on-site symmetry and in fact, the plaquettes cannot be disentangled if the Z 2 symmetry is
preserved, due to the nontrivial SPT order of this model which we will show in the next
sections.
It can be checked that this ground state is indeed invariant under the on-site Z 2 sym-
metry. Obviously this state is invariant under Ux applied to every site. It is also invariant
under Ucz applied to every site. To see this note that between every two neighboring pla-
quettes, CZ is applied twice, at the two ends of the link along which they meet. Because
the spins within each plaquette are perfectly correlated (they are all 10) or all |1)), the effect
of the two CZ's cancel each other, leaving the total state invariant.
Therefore, we have introduced a 2D model with on-site Z 2 symmetry whose ground state
does not break the symmetry and is short-range entangled. We can add small perturbation
to the system which satisfies the symmetry and the system is going to remain gapped
and the ground state short range entangled and symmetric. It seems that the system is
quite trivial and boring. However, we are going to show that surprising things happen if the
system has a boundary and because of these special features the system cannot be smoothly
connected to a trivial phase even if translation symmetry is not required.
7.1.3 CZX model on the boundary
The non-trivialness of this model shows up on the boundary. Suppose that we take a simply
connected disk from the lattice, as shown in Fig. 7-2 (a).
The reduced density matrix of spins in this region is invariant under on-site symmetry
in this region. The reduced density matrix is a tensor product of individual terms on each
full plaquette, half plaquette and corner of plaquette respectively. On a full plaquette
P4 = (10000) + 11111))((0000 + (11111) (7.9)
On a half plaquette
P2 = |00)(00| + 11)(111 (7.10)
On a corner of a plaquette
Pi = |0)(0| + 11)(11 (7.11)
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Figure 7-2: (a)CZX model on a disk with boundary (b) boundary effective degrees of
freedom form a 1D chain which cannot have a SRE symmetric state (c) two boundaries
together can have a SRE symmetric state which is a product of entangled pairs between
effective spins connected by a dashed line.
The state of spins on the plaquettes totally inside this region is completely fixed. But on
the boundary there are free degrees of freedom. However, unlike in the bond state, only
part of the total Hilbert space of the spins on the boundary is free. In particular, two
spins in a half plaquette on the boundary are constrained to the two-dimensional subspace
100)(00| + 111)(111 and form an effective spin degree of freedom if we map 100) to 1o) and|11) to li).
In Fig. 7-2(b), we show the effective degrees of freedom on the boundary as diamonds
on a line. Projecting the total symmetry operation on the disk to the space supporting
reduced density matrix, we find that the effective symmetry operation on the boundary
effective spins is U1zx = r1 I Nf=1 CZi+1 , with Pauli X on each effect spin and dZ
operation between neighboring effective spins. The boundary is periodic and CZN,N+1 acts
on effective spin N and 1. This operator generates a Z 2 symmetry group.
This is a very special symmetry on a 1D system. First it is not an on-site symmetry. In
fact, no matter how we locally group sites and take projections, the symmetry operations
are not going to break down into an on-site form. Moreover, no matter what interactions
we add to the boundary, as long as it preserves the symmetry, the boundary cannot have
a gapped symmetric ground state. We can start by considering some simple cases. The
simplest interaction term preserving this symmetry is ZiZi+1- This is an Ising interaction
term and its ground state breaks the Z 2 symmetry. In the transverse Ising model, the
system goes to a symmetric phase if magnetic field in the x direction is increased. However,
Xi breaks the Z2 symmetry Uczx on the boundary and therefore cannot be added to the
Hamiltonian. In fact, we are going to prove that the boundary cannot have SRE symmetric
ground state (actually a more generalized version of it) in the next section.
The special property on the boundary only shows up when there is an isolated single
boundary. If we put two such boundaries together and allow interactions between them,
everything is back to normal. As shown in Fig.7-2(c), if we have two boundaries together,
there is indeed a SRE symmetric state on the two boundaries. The state is a product of
entangled pairs of effective spins connected by a dashed line. The entangled pair can be
chosen as lo) + Iii). In contrast to the single boundary case, we can locally project the
two effective spins connected by a dashed line to the subspace |00)(00| + 111)(111 and on
this subspace, the symmetry acts in an on-site fashion.
This result should be expected because if we have two pieces of sheet with boundary
and glue them back into a surface without boundary, we should have the original SRE 2D
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state back. Indeed if we map the effective spins back to the original degrees of freedom
10) -+ 100) and 1i) -+ 111), we see that the SRE state between two boundaries is just the a
chain of plaquettes 10000) + 1111) in the original state.
This model serves as an example of non-trivial SPT order in 2D SRE states that only
needs to be protected by on-site symmetry. In order to prove the special property on the
boundary of CZX model and have a more complete understanding of possible SPT orders
in 2D SRE states with on-site symmetry, we are going to introduce a mathematical tool
called Matrix Product Unitary Operator. We will show that 2D SPT phases are related
to elements in 71 3(G, U(1)) which emerge in the transformation structure of the matrix
product unitary operators. The definition of matrix product unitary operator and some
basic properties are given in section 7.4.3. The discussion in the next section is general, but
we will work out the CZX example explicitly for illustration.
7.1.4 Matrix Product Unitary Operators and its relation to 3 cocycle
In this section, we discuss the matrix product unitary operator (MPUO) formalism and show
how the effective symmetry operation on the boundary of CZX model can be expressed as
MPUO. Moreover, we are going to relate MPUO of a symmetry group to the 3-cocycle of
the group and in particular, we are going to show that the CZX model corresponds to a
nontrivial 3-cocycle of the Z 2 group.
A matrix product operator acting on a 1D system is given by,[PMCV1O]
O0 Tr(T 1-i VNi 2 o i2...T N N li2---.iNJ (7-12)
{i'c},{4'c} ~~(.2
where for fixed i and i', T'' is a matrix with index a and 3. Here we want to use this for-
malism to study symmetry transformations, therefore we restrict 0 to be a unitary operator
U. Using matrix product representation, U does not have to be an on-site symmetry. U
is represented by a rank-four tensor Tt'i on each site, where i and i' are input and output
physical indices and a, 3 are inner indices. Basic properties of matrix product unitary
operators are given in section 7.4.3.
In particular, the symmetry operator UCZX (we omit the ~ label for effective spins in
following discussions) on the boundary of the CZX model can be represented by tensors
T- 1(CZX) = 10)(+I, T1'0(CZX) = 11)(-|, (7.13)
other terms are zero
where |+) = 10) + 11) and |-) = 10) - 11). It is easy to check that this tensor indeed gives
UCZX = CZ12...CZN1X1...XN-
The other element in the Z 2 group-the identity operation-can also be represented as
MPUO with tensors
T7O(I) = 10)(01, T 1'1 (I) = |0)(01, (7.14)
other terms are zero
These two tensors are both in the canonical form as defined in section 7.4.3.
If two MPUO T(9 2 ) and T(gi) are applied subsequently, their combined action should
be equivalent to T(gig2 ). However, the tensor T(gi, 92) obtained by contracting the output
physical index of T(g 2 ) with the input physical index of T(gi), see Fig. 7-3, is usually more
redundant than T(glg2) and might not be in the canonical form. It can only be reduced to
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T(gig 2 ) if certain projection P91,92 is applied to the inner indices (see Fig. 7-3).
(g1)
Pg1'g2{ !gfgIJ. - (gg2)(g2)
Figure 7-3: Reduce combination of T(9 2) and T(gi) into T(gig2).
P91,92 is only defined up to an arbitrary phase factor ei(91,92). If the projection operator
on the right side P91,92 is changed by the phase factor ei9(91,92), the projection operator
P, on the left side is changed by phase factor e-i(gi,92) Therefore the total action of
Pgig2 and Pt on T(gi,9 2) does not change and the reduction procedure illustrated in
Fig.7-3 still works. Moreover, from the discussion in the section 7.4.3, we know that this is
the only degree of freedom in Pgi,g2 . Up to a phase factor, P91 ,9 2 is unique (on the unique
block in the canonical form of T(gi, 92)).
Let us illustrate how the reduction is done for the symmetry group (I, UCzx). For
example, if we apply UczxUczx the totally action should be equivalent to I. However the
tensor T(CZX, CZX) is given by
T 0'(CZX,CZX)=|01)(+-|, T 1' 1(CZX,CZX)=|10)(-+|, (7.15)
other terms are zero
This tensor is reduced to T(I) if projection
Pczx,czx = (|01) - |10))(01 (7.16)
and its Hermitian conjugate are applied to the right and left of T(CZX, CZX) respectively.2
Adding an arbitrary phase factor esO(CZXCZX) to Pczx,czx does not affect the reduction
at all. By writing PCZXczx in the above form, we have made a particular choice of phase.
Below we list the (right) projection operators for all possible combinations of gi and 92
of this Z 2 group.
PI,'I = 100)(01 PCzxI = |00)(0|+110)(11 (7.17)
PI'CZX = 100)(0|+110)(1| Pczx,czx = (|01)-|10))(01
Note that in giving P91 ,9 2 we have picked a particular choice of phase factor eiO(91,92). In
general, any phase factor is allowed.
Nontrivial phase factors appear when we consider the combination of three MPUO's.
See Fig. 7-4.
There are two different ways to reduce the tensors. We can either first reduce the
combination of T(gi), T(9 2) and then combine T(9 3) or first reduce the combination of
T(g 2),T(g 3) and then combine T(gi). The two different ways should be equivalent. More
specifically, they should be the same up to phase on the unique block of Tgi, 92,93. Denote
2 The mapping actually reduces T(CZX, CZX) to -T(I). But this is not a problem as we can redefine
t(CZX) = iT(CZX) and the extra minus sign would disappear.
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Figure 7-4: Different ways to reduce combination of T(93 ), T(g 2) and T(gi) into T(gig2g3).
Only the right projection operators are shown. Their combined actions differ by a phase
factor #(gi,92, 93).
the projection onto the unique block of T(gi,g2, g3) as Qgi,92,93. We find that
Qgi,g2,g3 (3 & Pgi,92 )Pgig2 ,g3 = (gi, g2, 93) Qg1,2,(93 ,92, 3 IO)P9 1 ,929 3  (7.18)
From this we see that the reduction procedure is associative up to a phase factor # (gi, 92, 93).
According to the definition of cocycles in section 7.4.1, we see that #(gi,92,93) forms a 3-
cocycle of group G. That is, #(gi, g2,g3) satisfies
#(92,93,g4)#(g1,g9293,g4)#(g,92,93) (7.19)
#(gig2, 93,94)#(91,g2,9394)
Let's calculate #(91, 92,g3) explicitly for the group generated by Uczx.
#(I, I, I)=1 $(I, I,CZX) = 1
#(I, CZX, I) = 1 #(CZX, I, I) = 1 7.20)#(1, CZX, CZX) = 1 #(CZX, CZX, I)=1
#(CZX,I,CZX) = 1 $(CZX,CZX,CZX) = -1
We can check that # is indeed a 3-cocycle. The last term shows a nontrivial -1. This
minus one cannot be removed by redefining the phase of Pgi,g2 in any way. Therefore #
corresponds to a nontrivial 3-cocycle for the Z 2 group.
What does this nontrivial mathematical structure imply about the physics of the CZX
model? In the next section we are going to answer this question by proving that MPUO
related to a nontrivial 3-cocycle cannot have a short range entangled symmetric state. That
is, the boundary of the CZX model cannot have a gapped symmetric ground state. It either
breaks the symmetry or is gapless.
7.1.5 Nontrivial 3-cocycle of MPUO and nonexistence of SRE symmetric
state
In this section we will show that a symmetry defined by a MPUO on a 1D chain can have a
SRE symmetric state only if the MPUO corresponds to a trivial 3-cocycle. Therefore, the
boundary of the CZX model must be gapless or have symmetry breaking. For this proof,
we will be using the matrix product state representation of SRE states.
Suppose that the symmetry on a 1D chain is represented by tensors T ' (g). WLOG,
T(g) is single-blocked and in the canonical form as defined in section 7.4.3. Assume that it
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has a SRE symmetric state represented by matrices Az which is also single-blocked and in
the canonical form. For a review of matrix product state formalism including its canonical
form and single-block property see section 7.4.2.
Based on the result in [PGVWC07] and [PGWS+08] we can show that (see section 7.4.3)
A' = Vt([ TI'(g)Al')V (7.21)
it
where VtV = I and V is unique on the single block of E>, T'i'(g)Ai' up to phase. This is
saying that we can reduce the MPS obtained from E;, T''(g)A' back to the original form
A' by applying Vt and V to the left and right of the matrices respectively. See Fig. 7-5.
(D)
Figure 7-5: Reduction of the combination of T(g) and A into A. Here Td'(g) is a MPUO,
A' is a matrix product state symmetric under TI,'(g).
For a fixed representation of the SRE state Ai and fixed representation of the MPUO
symmetry T(g), V is fixed up to phase. We can pick a particular choice of phase for V.
Now we consider the combined operation of T(g1 ) and T(g2) on A. See Fig.7-6.
f(g2) W+g(gg 2) (g1)
A V V12
Figure 7-6: Two ways of reducing the combination of T(g 2), T(gi) and A into A. Only
the right projection operators are shown. Their combined actions differ by a phase factor
0(gi, 92).
We can either first combine T(g 2 ) and A and then combine T(gi) and A or first combine
T(gi) and T(g2) and then combine T(gig2) and A. The right projection operator for these
two methods differ by a phase factor <p(gi, 92). This phase factor can be arbitrarily changed
by changing the phase of P 1 ,92 . For following discussions, we fix the phase of Pgi,g2 and
hence 0(gi, 92).
This is all the freedom we can have. If we are to combine three or more T's with A,
different reduction methods differ by a phase factor but the phase factor are all determined
by p(gi, 92). Consider the situation in Fig. 7-7, where we are to combine T(g3 ), T(g2 ) and
T(gi) with A.
To change the reduction procedure in Fig.7-7(a) to that in Fig.7-7(c), we can either go
through step (b) or steps (d) and (e). If we go through step (b), the phase difference in the
right projection operators is
On the other hand, if we go through steps (d) and (e), the phase difference in the right
115
(d) (e) (c)
Figure 7-7: Different ways of reducing the combination of T(93), T(g 2), T(gi) and A into
A. Only the right projection operators are shown. Their combined actions differ by a phase
factor written on the arrow.
projection operators is
#(gi, 92, g3)W-(91, 9293)~1 (92, 93) (7.23)
But these two procedures should be equivalent as the initial and final configurations are
the same whose phases have been fixed previously. Therefore, we find that
__s(gi, 9293) (g2, 93)#(91, g2, 93) = W(g1g2g3 (g1,g2) (7.24)
W(9192, 93)W(91, 92)
and # (91, 92,93) must be a trivial 3-cocycle (see Eq. 7.66).
This finishes the proof that: A 1D system with symmetry defined by matrix product
unitary operators can have a gapped symmetric ground state only if the matrix product
unitary operator corresponds to a trivial 3-cocycle.
Because we have shown that the symmetry on the boundary of the CZX model corre-
sponds to a nontrivial 3-cocycle of the Z 2 group, the system with boundary cannot have a
gapped symmetric ground state. This shows that the CZX model has nontrivial SPT order
protected by on-site Z 2 symmetry as we have promised in section 7.1.2.
7.2 Systematic construction of SPT phases in two and higher
dimensions
The construction of the CZX model signifies the close relation between SPT phases and
nontrivial cocycles of the symmetry group. This idea is not limited to two dimensional
systems. In this section, we generalize the formalism and construct nontrivial SPT phases
in any d dimension with on-site unitary and anti-unitary symmetries G based on (d +
1)-cocycles of G. We expect that this construction gives a complete classification of d-
dimensional SPT phases.
In section 7.2.1, we first argue that the plaquette structure in the ground state of the CZX
model is actually generic in short range entangled states. Then based on this structure, we
construct SPT phases from group cocycles for interacting bosonic systems in any dimension
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and with any symmetry by giving their Hamiltonian, ground state and symmetry action, as
we did in the last section. The SPT orders in these models are hence established in a similar
way as the CZX model. In section 7.2.2, we take a different point of view and construct
the path integral of these systems using group cocycle. Such a construction makes explicit
how the SPT phase emerges from topological terms in the path integral and shows the close
relation between our construction and nonlinear sigma models. Also we will show that the
Hamiltonian and Lagrangian formulations are equivalent.
7.2.1 Construction of SPT phases in Hamiltonian formulation
Generic structure of SRE ground states
Consider a short range entangled ground state. By definition in Chapter 5, a short range
entangled state is one that can be mapped to a product state with local unitary transfor-
mations, either in the form of finite time local unitary evolution or finite depth quantum
circuit. If the system under consideration has certain symmetry, then the local unitary
transformation must preserve the symmetry and it is possible that under this constraint a
short range entangled state cannot be be totally disentangled. In one dimension, we have
seen that all short range entangled states can be reduced to a dimer form, even under sym-
metry constraint, but it is not always possible to disentangle the dimers without breaking
symmetry. In higher dimensions, we expect that similar conclusions can be drawn that all
short range entangled states can be reduced to a product of local few-body entangled states
without breaking the symmetry. Whether the local few-body entanglement can be further
removed depends on the SPT order in the state. We do not have a rigorous proof of this
fact as in 1D, but we will show that there is strong intuitive reason to believe that this is
true.
(a) (b)
Figure 7-8: Transforming a SRE state to a tensor-network state which take simple canonical
form. (a) A SRE state. (b) Using the unitary transformations that act within each block, we
can transform the SRE state to a tensor-network state. Entanglements exist only between
the degrees of freedom on the connected tensors.
Consider a 2D state with short range entanglement. If the system has certain on-site
symmetry, then the degrees of freedom on each site should form a representation of the
symmetry. First group sites together and divide our system into patches of size I as in
Fig. 7-8a. The degrees of freedom in each patch should still form representations of the
symmetry. If 1 is large enough, entanglement only exists between regions that share an edge
or a corner. In this case, we can use LU transformation to transform the state in Fig. 7-8a
into a state with many unentangled regions (see Fig. 7-8b). For example, some degrees of
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freedom in the middle square in Fig. 7-8a may be entangled with the degrees of freedom in
the three squares below, to the right, and to the lower-right of the middle square. We can
use the LU transformation inside the middle square to move all those degrees of freedom to
the lower-right corner of the middle square. Similarly, we can use the LU transformation
to move all the degrees of freedom that are entangled with the three squares below, to the
left, and to the lower-left of the middle square to the lower-left corner of the middle square,
etc. Repeat such operation to every square and we obtain a state described by Fig. 7-8b.
For stabilizer states, such reduction procedure has been established explicitly.3 Note that
the process of moving degrees of freedom around within a patch does not affect the on-site
symmetry acting on the patch. Therefore, after the reduction procedure, the state is till
symmetric under the on-site symmetry acting on each patch. One possible intermediate
step involved in the reduction is to project the degrees of freedom on each patch to the
support space on the patch. This does not break the on-site symmetry of the system as the
support space on each patch in a symmetric state should always form a representation of
the on-site symmetry.
After the reduction, we have a state as shown in Fig. 7-8b, which is a graphic represen-
tation of a tensor-network description of the state. In the graphic representation, a dot with
n legs represents a rank n tensor. If two legs are connected, the indexes on those legs will
take the same value and are summed over. In the tensor-network representation of states,
we can see the entanglement structure. The disconnected parts of tensor-network are not
entangled. In particular, the tensor-network state Fig. 7-8b is a direct product state of local
entangled plaquette states. The four degrees of freedom in a patch form a representation
of the on-site symmetry although each one of them may not be.
If there is no symmetry, we can further decompose the plaquettes into product states.
But with symmetry, we might not be able to simplify the state further. We will take this
plaquette structure as the canonical form of 2D SRE states and use it as the starting point
for our construction of generic SPT phases. We would like to point out that although in
Fig. 7-8b, we only present a 2D tensor-network state in canonical form, a similar reduction
can be done in any dimensions. In general dimensions, the canonical form of SRE states is
a product of local entangled cubes shared between neighboring sites.
It is strange to think that different SPT phases can all be constructed out of states
with the same structure. One may ask, if the ground states of two systems have the same
structure, wouldn't their physical property also be the same and hence be in the same
phase? The answer to this question is yes only if symmetry in the two systems acts in the
same way. If symmetry acts differently, even systems with the same ground state can have
very different response to the symmetry and hence be in different phases.
The transverse Ising model provides a good example. Consider a system with ground
state I TT ... t). If symmetry acts as spin flip T-+4 and 4-t, then this ground state breaks
the symmetry and therefore the system is in a symmetry breaking phase. On the other
hand, if the symmetry acts as t-+T and 4-+ - 4, which is again a Z2 symmetry, then the
ground state is symmetric and the system is in a symmetric phase. The difference between
the two symmetries is just a change of basis from o, basis to o. basis. Without knowing
exactly how the symmetry acts, the ground state alone cannot tell us which phase the
system is in. On the other hand, starting from the same ground state and putting different
symmetry requirements on the system could result in different phases.
We will attempt to do the same for SPT phases in the following sections. We will
3 private communication with Sergey Bravyi
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start with SRE ground states all in the same canonical form kpsRE), put different on-site
symmetry constraints on the system and find out which SPT phase they lead to. The on-site
symmetry is designed such that the ground state is invariant under the symmetry
®iU |WpSRE) = IpSRE) (7.25)
hence we are focusing on the topological phases. In the following, we are going to construct
solutions to this equation using the cocycles of the symmetry group. We will start from the
ID case where we already know what the SPT phases look like, from Chapter 6.
1+1D case
Let us discuss the 1D case first. We will choose the 1D SPT wave function to have a fixed
form of a "dimer crystal" (see Fig. 7-9):
(X 2 P1 I 2 '1 2
i+X
Figure 7-9: The canonical tensor network representation for 1D SRE state |W/pSRE). The
two dots in each rectangle represent a physical site.
|WpSRE) = -- 1 a2 = 9,01 = 9 2 9, 71 = 9)) (9 -- (7.26)
gEG gEG
where we have assumed that physical states on each dot in Fig. 7-9 are labeled by the
elements of the symmetry group G: ai,3i E G. The dimmer in Fig. 7-9 corresponds to a
maximally entangled state EgEG l2 = g, 1 = g).
g*
1 a 2
g-lg*
Figure 7-10: The graphic representation of Eq. (7.28). f2(ai1, 2,g, g*) is represented by the
polygon with a branching structure as represented by the arrows on the edge which never
form a oriented loop on any triangle. v2(cil, g-ig*, g*) and V2(a02, g-g*, g*) are represented
by the two triangles as in Fig. 7-21a. The value of the cocycle v2 on a triangle (say
v2(a1, g-1g*, g*)) can be viewed as flux going through the corresponding triangle.
Next, we need to choose an on-site symmetry transformation Eq. (7.25) such that the
state |"WpSRE) is invariant (where the two dots in each shaded box represent a site). We
note that U1 (g) acts on the states on the i site which are linear combinations of Iai, a 2 ) in
Fig. 7-9. Note that ai, a2 E G. So we can choose the action of U2(g) to be (see Fig. 7-10)
Ui(g)jai, a2) = f2(a1, a2, g, g*) gai, ga2) (7.27)
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where f 2(ai, a 2, g, g*) is a phase factor |f 2 (ai, a 2 , g, g*)1 = 1. We will use a 2-cocycle
v2 E 72 [G, UT(l)] for the symmetry group G to construct the phase factor f2. (A discussion
of the group cocycles is given in the section 7.4.1.)
Using a 2-cocycle v2, we construct the phase factor f2 as the follows (see Fig. 7-10):
f~ ~ 2 (ai~*)-L~&,g-1* g**)f2((ai, a2, ,, g)= )1, * (7.28)
V2(C12, g-19*, 9*)
Here g* is a fixed element in G. For example we may choose g* = 1. In section 7.4.4,
we will show that U2(g) defined above is indeed a linear representation of G that satisfies
Eq. (7.25). In this way, we obtain a SPT phase described by IWpsRE) that transforms as
U(g).
Note that here we only discussed a fixed SRE wave function. If we choose different
cocycles in Eq. (7.28), the same wave function Eq. (7.26) can indeed represent different
phases. One may wonder how a fixed SRE wave function can represent different quantum
phases.
To see this, let us examine how the state varies under the symmetry group. Notice that
the phase factor f2(ai, a2, g, g*) is factorized on the two dots and the basis |ai) of one dot
varies as
M(g)|ai) = v2(ai,9-19*, g*)|ga1). (7.29)
The states jai) form a representation of G itself, and the operator g transforms a state into
another. The representation matrix element is given as M(g)i,,ga = v2(g-g*, g*, i), and
eqn.(7.28) can be rewritten as f2(ai, 12, g, g*) = M(g)ai,ga [M(g)a2 ,2] t . From eqn.(7.27)
we have U'(g) = M(g) 0 [M(g)]t. Actually, this matrix M(g) is a projective representation
of the group G, corresponding to the 2-cocycle V2.
Different classes of cocycles v2 correspond to different projective representations. In the
trivial case, where v2(aii, g-1g*, g*) = 1, M(g) can be reduced into linear representations,
and the corresponding SPT phase is a trivial phase.
We will also show, in section 7.4.4, that on a finite segment of chain, the state |pSRE)
has low energy excitations on the chain end. The excitations on one end of the chain form
a projective representation described by the same cocycle v2 that is used to construct the
solution U1(g). The end states and their projective representation describe the universal
properties of bulk SPT phase.
The different solutions of Eq. (7.25) constructed from different 2-cocycles do not always
represent different SPT phases. If v2(go,91,92) satisfies Eq. (7.67) and Eq. (7.76), then
v2(go, gi, g2) =(go,g, 2) 1 (g1, 92)111(90,91) (7.30)
11(90,92)
also satisfies Eq. (7.67) and Eq. (7.76), for any p1(go, gl) satisfying 1(ggo, g91) = pg (go, gi),
g E G. So V2(go, 92, g3) also gives rise to a solution of Eq. (7.25). But the two solutions con-
structed from v2(go, 91, g2) and v2(go, 91,92) are related by a symmetric LU transformations
(for details, see discussion near the end of section 7.4.3). They are also smoothly connected
since we can smoothly deform 1(go, gi) to 1 (go, gi) = 1. So we say that the two solutions
obtained from v2(90, 92, 93) and v'4(go, 92, 93) are equivalent. We note that v2(go, 92, 93) and
V2'(go, 92,93) differ by a 2-coboundary Al '90 . So the set of equivalence classes of
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v 2 (go, g2, 93) is nothing but the cohomology group ?j 2 [G, UT(1)]. Therefore, the different
SPT phases are classified by ?j 2 [G, UT(1)], which reproduces the result we had in Chapter
6.
We see that, in our approach here, the different SPT phases are not encoded in the
different wave functions, but encoded in the different symmetry transformations U2(g).
Finally, a symmetric gapped Hamiltonian can be easily constructed for the ground state,
which is a sum of commuting projectors onto the dimers
H = -Z (Z g,g)i,i+1)(E i,i+1(g,g) (7.31)
i gEG gEG
(2+1)D case
Figure 7-11: The canonical tensor network representation for 2D SRE state |IWpSRE). The
four dots in each square represent a physical site.
The above discussion and result can be generalized to higher dimensions. Here we will
discuss 2D SPT state as an example. We choose the 2D SPT state to be a "plaquette state"
(see Fig. 7-11)
|WpSRE) = Osquares al = 9,032 = 9, 73 = 9, A4 = 9)) (7-32)
gEG
where we have assumed that physical states on each dot in Fig. 7-11 are labeled by the
elements of the symmetry group G: ai,#fi, ... E G. The four dots in a linked square in Fig.
7-11 form a maximally entangled state EgEG Iai = g,#2 = 9, 73 = 9, A4 = g). We require
that the state |WpSRE) is invariant under an on-site symmetry transformation Eq. (7.25)
(where the four dots in each shaded square represent a site).
To construct an on-site symmetry transformation Eq. (7.25), in 2 dimensions, the action
of Ui is chosen to be
Ui(g)Ia1, a 2 , a3, a 4) = f3 (ai, a 2 , a3 , a4 , g, g*)|ga1, ga 2 , ga 3 , ga4). (7.33)
Here f3(al, a2, a3, a4, g, g*) is a phase factor that corresponds to the value of a 3-cocycle
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a:
g-lg*
Figure 7-12: The graphic representation of the phase factor f3 (ai, a2, a3, a4, g, g*) in
Eq. (7.33). The arrows on the edges that never form a oriented loop on any triangle
represent the branching structure on the complex. The four tetrahedrons give rise to
v 3 (ai, a2, g9lg*, g*), IV33(a2, a3, 9-1*, g*), v3~1 (a4, a3, 9-19*, g*), and v3 (a1, a4, 9-19*, g*)
v3 E W 3 [G, UT(1)] evaluated on the complex with a branching structure in Fig. 7-12:
f 3 (ai, a 2 , a 3 , a 4 , 9, g ) (a , g* =*)V 3(a2, (7.34)v3(a 4 , a 3 , 9-19*, g*)v3(ai, a4, 9-19*, g*)
In section 7.4.5, we will show that U'(g) defined above is indeed a linear representation
of G that satisfies Eq. (7.25). We will also show that (see section 7.4.6 and [CLW11]) in
a basis where the many-body ground state is a simple product state, although OiU'(g) is
an on-site symmetry transformation when acting on the bulk state, it cannot be an on-site
symmetry transformation when viewed as a symmetry transformation acting on the effective
low energy degrees of freedom on the boundary when the 3-cocycle v3 is non-trivial.
In section 7.4.6 we show that the effective symmetry action on the boundary can again be
written as a matrix product unitary operator, like in the CZX model, whose transformation
is related to the 3-cocycle v3. As shown in section 7.1, if v3 is nontrivial, the boundary must
be gapless if symmetry is not broken, hence proving the non-trivialness of the SPT order in
the state. On the other hand, different classes of 3-cocycles cannot smoothly change into
each other, hence lead to different SPT phases. Therefore, in our construction, there is a
one to one correspondence between equivalence classes of 3-cocycles in R [G, U(1)] and SPT
phases in 2D bosonic systems.
The Hamiltonian of the system can be constructed in a similar way as in the CZX model
to be a sum of commuting projectors onto each plaquette. We will not repeat it here.
This construction from |pSRE) and group cocycles to SPT phases works generically in
any dimension.
7.2.2 Construction of SPT phases in Lagrangian formulation
In this section, we are going to present the Lagrangian formulation of our construction of
SPT phases. As we will show, it is equivalent to the Hamiltonian formulation, yet simpler
in presentation.
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Fixed point action amplitude from group cocycles
The field theory approach[AS06] to topological phases is to write down the imaginary time
path integral over the d + 1 dimensional field configuration n(x, r) of the system.
Z = Dn e- f dxdr C[n(x,r)]. (7.35)
where L[n(x, -r)] is the Lagrangian density of the system. As we will be interested in gapped
quantum phases with finite correlation length, the low energy effective description of the
system should not depend on a particular length or energy scale. Therefore, the fixed point
action
S = ddxdr flx[n(x, r)] (7.36)
or equivalently its exponential, which we call the action amplitude
e- f ddx dr Esxn(,)] (7.37)
should not depend on space-time metric. Such a quantum field theory is called topological.
A trivial topological phase is described by L,[n(x, r)] = 0, while in general £fi,[n(x, r)]
can be nonzero. One possible form of of a nonzero fixed point Lagrangian L4x[n(x, r)]
giving rise to metric independent action amplitude e- f dda dr fi[n(x,r)] is the topological 0
term in non-linear sigma models, where the action amplitude only depends on the mapping
class from the space-time manifold to the target manifold that n lives in. Note that such
a topological 0 term requires both continuous space-time manifold and continuous target
manifold.
On the other hand, we are considering quantum disordered states that do not break
any symmetry. So the field n(x, r) fluctuates strongly at all length scale. The low energy
effective theory has no smooth continuum limit. Therefore, the low energy effective theory
must be one defined on discrete space-time. For discrete space-time, we no longer have non-
trivial mapping class from space-time to target manifold, and we no longer have topological
0-term in their usual form. In this section we will show that we can define a new topological
0 term on discrete space time.
This new term is similar to the usual topological 0 term in non-linear sigma models in
the following ways
1. It is a fixed point term in the sense that the action amplitude does not change under
renormalization transformations of the (discrete) space-time
2. The term has a symmetry as we are describing topological phases in systems with
symmetry
It is also very different from the usual topological 9 term in non-linear sigma models
1. It is defined on discrete space time
2. Its field (on each discrete space time point) takes value in the full symmetry group
g E G
3. It applies to discrete group G also.
4. The action amplitude on a closed manifold is always equal to 1 or 'quantized'
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Figure 7-13: The graphic representation of the action-amplitude e-S(gi}) on a 1+1D
complex with a branching structure represented by the arrows on the edge. The vertices of
the complex are labeled by i. Note that the arrows never form a loop on any triangle.
Because of these, we call this term the 'quantized topological 0 term' on discrete space-time.
More specifically, we discretize the space-time into a complex with a branching structure
(such as the complex obtained by a triangularization of the space-time manifold, see Fig.
7-13 for example). The path integral then can be rewritten as
Z = IGI-N, S -S({gi}
{gi}
eS({} -- -- (g;,gj, ..., gk) (7.38)
{ij...k}
Here on each vertex of the space-time complex, we have a gi E G. gi corresponds to
the field n(x, t) and '{g} corresponds to the path integral f Dn in the continuous non-
linear o-model. IGI is the number of elements in G, N, is the number of vertices in the
complex. e-S({gi}) is the action-amplitude on the discretized space-time that corresponds
to e-f ddzdr t[n(z,r)] of the continuous non-linear o--model, and vs''' -(gigj, ... , g k) cor-
responds to the action-amplitude e- f(ij.--,k) ddadr C[n(x,r)] on a single simplex (i, j, ... , k).
Also, Sij...k = +1 depending on the orientation of the simplex.
The requirement that this topological term be quantized(equal to 1 on closed manifold)
translates to
V vij (g , gk ., k (7.39)
{ij...k}
on every closed space-time complex without boundary. As we will show, this is satisfied by
cocycles which satisfy the condition given by Eqn. 7.74.
For example, in 1+1D, the quantization condition on action amplitude is given by
e-S(gi} H - J V2 (gi, gj, 9k) = 1 (7.40)
{ijk}
on closed space-time complex without boundary, in particular, on a tetrahedron with four
triangles (see Fig. 7-21):
g) SiJ (g 9j,9k) = v2(gi, 92, 93)v2(90, gi, 93 ) =
V2(go, g1, g2)v2(go, 92, 93){ijk}
124
which is exactly the cocycle condition in Eqn. 7.75. Putting the tetrahedrons together we
find that Eqn. 7.40 is satisfied for arbitrary closed surface. Similar equality holds in higher
dimensions.
Therefore, by putting cocycles ud+1 (go, g...gd+1) onto the simplexes of the discrete space
time and multiply them together, we obtain the quantized topological 0 term on discrete
space time.
We need to verify that the path integral written in this way is symmetric under the
symmetry group G and is a fixed point under renormalization transformation. First note
that (see Eqn. 7.67)
$(go90g1, ---,9d+1) = Vd+1(ggo,991,---,ggd+),g E G (7.42)
therefore,
e-S({g}) = e-S({gi}), if g contains no T
e-S({gi})t = -s({gg}), if g contains one T (7.43)
where T is the time-reversal transformation. This guarantees the symmetry of the path
integral.
The fact that Eqn. 7.38 gives a fixed point action amplitude can be seen from the cocycle
condition Eqn. 7.74. The cocycle condition leads to a renormalization flow in the discrete
space time. For example in 1+1D, from the geometrical picture of the cocycles (see Fig.
91 g3 9<g3
2g2
Figure 7-14: Graphic representation of v2(go, 91, g2)v2(go, g2, 93) =
v2(gi,92,93)v2(go,91,93). The arrows on the edges represent the branching structure.
91 g 3  1 3
g2
Figure 7-15: Graphic representation of V2(gi, g2, 93) =
V2(go, gi, g2 )v2(90, 92, 93)v2 1(0, gi, g3). The arrows on the edges represent the branching
structure.
7-21), we have the following relations: v2(go, 91, 2)v2(go, 92, 93) = v2(gi, 92, 93)v2(go, gi, g3)
(see Fig. 7-14) and v2(gi, 92,93) = v2 (go, gi, g2)v2(go, 92 , 93 )v 2 (go, g1, g3). (see Fig. 7-
15). We can use those two basic moves to generate a renormalization flow that induces
a coarse-grain transformation of the complex. The two relations Fig. 7-14 and Fig. 7-15
imply that the action-amplitude is invariant under the renormalization flow. In 2+1D, the
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Figure 7-16: Two solid tetrahedrons 90gig294, gog2g3g4 and three solid tetrahedrons
gogig293, 90919394, 91929394 occupy the same volume, which leads to the graphic represen-
tation of v3(go,91,92,94)V3(go,92,93,g4) = v3(go,9 1,92,93)V3 (90,91,93,94)V3(91,92,93,94)
(see Eq. (7.77)). The arrows on the edges represent the branching structure.
94 94
= jgo
9 2  (a) 9 2  (b)
Figure 7-17: One solid tetrahedron g1g2g3g4, and four solid tetrahedrons gogig294, 90929394,
90919394, 91919293 occupy the same volume, which leads to the graphic representation
of v3(gi,92,93,g4) = v3(go,91,92,g4)v3(go,92,93,94)"1(90,91,93,g4)v3'(go,g1,g2,93) (see
Eq. (7.77)). The arrows on the edges represent the branching structure.
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conditions of 3-cocycle lead to the two relations in Fig. 7-16 and Fig. 7-17. These lead to
a renormalization flow of the complex in which the action-amplitude is again a fixed-point
action-amplitude. Similar arguments hold in higher dimensions.
To summarize, with cocycles vd+1 of group G, we can write a quantized topological 0
term on discrete d + 1 dimensional space time. The action amplitude is symmetric under
the action of G, a fixed point under renormalization flow and is always equal to 1 on a
closed manifold. When the space-time complex has a boundary, the action-amplitude will
not always be equal to 1 and is not trivial. We note that, due to the cocycle condition on
i g (9, , ---, 9k), such an action-amplitude will only depend on gi's on the boundary of the
space-time complex. Thus such an action-amplitude can be viewed as an action-amplitude
of the boundary theory but defined on an extended space, which is a generalization of the
WZW topological term for continuous non-linear a-models to discrete non-linear a-models.
From fixed point action amplitude to ground state wave function
So what kind of phases do these topological terms represent? We will find out about this
from the ground state wave-function. In particular, we will find the ground state wave-
function from the quantized topological 0 term and see
1. The ground state is symmetric and short range entangled, therefore the quantized
topological 0 term describes a SPT phase.
2. Cocycles in the same class represent the same SPT phase; Cocyles in different classes
represent different SPT phases.
3. The wave-function is (under a duality transformation) the same as the canonical form
we used in the Hamiltonian formulation, therefore the two formulations are equivalent.
The ground state wave-function can be obtained from imaginary time evolution from
time -oo until time 0. In our formulation, this is equivalent to imaginary time path integral
on a space-time geometry with a boundary (at time 0). Denote the boundary manifold as
M and the whole manifold as Mext. As we are considering a fixed point path integral, it
does not matter how big the interior of Mext is and we can reduce it, for example, to just
one point as shown in Fig. 7-18 for 1+1D systems.
92
g3
g5 g4
Figure 7-18: The graphic representation of Eq. (7.44). The boundary is the complex M,
and the whole complex Mext is an extension of M.
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To obtain the ground state wave function, we fix the degrees of freedom on M and
choose an arbitrary configuration for degrees of freedom in the interior of Mext.
TM({i}M)= fi ..*(gi, gj, g*) (7.44)
{ij...*}
where {gi}M are on the vertices on M and g* is on the vertex inside the complex Mext.
Also rjig...,$ is product over all simplices on Mext. The state on M (the boundary of Fig.
7-18) does not depend on the choice of g*.
Using the above expression, we can show that the ground state wave function of our
fixed-point model is SRE state with no intrinsic topological orders. Let us first write the
ground state of our fixed-point model in a form
|KM) = J v1 (gz, gJ, ..., g*)gij}M), (7.45)
{gilM {ij...*}
where I{gi}M) form a basis of our model on d-dimensional complex M. The on-site sym-
metry acts in a simple way:
g: gi}M) -+ Iggi}M), g E G (7.46)
As fMi .j. i*(gigg, g*) =l ..., v 3gg*(ggi, ggj, g*), the ground state is symmet-
ric under the symmetry action.
We note that if we choose the particular form of Mext in Fig. 7-18 to obtain state <PM
on M, the phase factor Hji ...,* v ..*(gi, g, ..., g*) can be viewed as a LU transformation.
We can write |I'M) in a new basis i{gi}M = . vj...*(gi, 9-, _...g*) g}M):
|RM) i}M). (7.47)
{gi}M
The two basis differ by local unitary transformations given by the cocycles. Thus, on any
complex M that can be viewed as a boundary of another complex Mext, the state on M can
be transformed by an LU transformation into a state that is the equal weight superposition
of all possible states |{gi}m) on M. The wave function in the new bases is very simple,
which is actually a product state.
We have used the (1+ d)-cocycles in 7j1+d[G, UT(1)] to construct our fixed-point models
which have ground state wave functions that also depend on the (1 + d)-cocycles. In the
above, we have shown that all those states can be mapped to the same simple product state
via LU transformations. Does this mean that those states from different (1 + d)-cocycles
all belong to the same phase? The answer depends on if symmetry is included or not.
If we do not include any symmetry, those states from different (1 + d)-cocycles indeed
all belong to the same trivial phase. Thus our fixed-point states constructed from different
(1 + d)-cocycles all have trivial intrinsic topological order. They can only have nontrivial
SPT order.
On the other hand, if we include the on-site symmetry G, states from different (1 + d)-
cocycles belong to the different phases which correspond to different SPT phases. This is
because the LU transformation represented by l..1 v .. *(gi, g, ..., g*) is not a symmet-
ric LU transformation under the on-site syrnmetry G. To see this, we first note that the LU
transformation i .1 vigd*(gi, gj, ... , g*) contains several layers of non-overlapping terms.
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For example, for the (1+1)D system in Fig. 7-18, the LU transformation has two layers
fJ V2(gi, j, k) = [v2(g3,92, g*)v2(95, g4, g*)]X
{ijk}
[v2(92, gi, 9*)V2(94, 93, g*) 2(gi, 95, g*)] (7.48)
In order for the LU transformation to be a symmetric, each local term, such as v2(g2, gi, g*),
must transform as
V2 (92,91, g*) = V2(992, gg 1 , 9*) (7.49)
under the on-site symmetry transformation generated by g E G: Although vg (g2, gi, g*) =
V2(gg2, ggi, gg*), in general v9) (92, gi, g*) f v2(gg2, ggi, g*). In fact, only trivial cocycle in
W1+d[G, UT(1)] can satisfy vfs(gi, 92, --, 91+d, g*) = V1+d(ggi, 9g2, -g1+d, g*). Thus the
fixed-point states from nontrivial (1+d)-cocycles belong to nontrivial SPT phases. Similarly
we can find that fixed point states from cocycles in different classes belong to different SPT
phases.
On the other hand, we can show that cocycles within the same equivalence class give rise
to the same SPT phase. In particular, consider the ground state wave function 'IM({gi}M)
of a SPT phase is constructed from a cocycle V1+d as in Eq. (7.44). Let v'd be a cocycle
that is equivalent to v1 +d. That is v1id and Vi+d only differ by a coboundary
1+d
V1+d(90, ... , 91+d) = v1+d(90, -- ,91,+d) p Ad(, 9i, gi+1, - .) (7.50)
i=0
where pd (g0, ... , gd) is a d-cochain. Then v'+d will give rise to a new ground state wave
function F'M({g}M) of a SPT phase. One can show that WiM({gi}M) and 'I({gi}M) are
related:
'M({gi}M) = lyM({9i}M) p ji, 9(g, -g) (7.51)
{ij...}
where fl y multiply over all the d-simplices in M. Note that, when we calculate the
wave function 'M({gi}M), the terms yd(gi, g, ... , g*) containing g* all cancel out. Due to
the cochain condition Eq. (7.67) satisfied by pd, the factor 1fl{ , A (gi, gj, ...) actually
represents a symmetric LU transformation. So the two wave functions xIM({gj}M) and
V'M({94}M) are connected by symmetric LU transformations and belong to the same SPT
phase. Hence equivalent cocycles give rise to the same SPT phase, and different SPT phases
are classified by the equivalence classes of cocycles which form ?.1+d[G, U(1)].
Finally we will show that the ground state wave function (7.47) in the Lagrangian
formalism is dual to the ground state wave function I siuR) (7.26,7.32) in the Hamiltonian
formalism discussed in Sec. 7.2.1. Furthermore, after the duality transformation, the the
symmetry representations (7.46) are the same as that defined in eqn. (7.27) or Eq. (7.33).
Let us illustrate above result in 1D. Firstly, we introduce the dual transformation which
maps a state to its dual wave function living on the dual lattice. In the dual transformation,
the bases |gi) at site i correspond to the bond |g[, g,+1) in the dual lattice (see Fig. 7-19),
where gi = gj+1 = gi and the amplitude of the configuration remains unchanged. In this
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g i gr ii ir-
i i+1 i+2 i+3
gi g+ gi+
Figure 7-19: (Color online) The dual transformation in the new bases in 1D.
way, we obtain the dual wave function WJd({g , gi}) of F({g9}).
Now we introduce the new bases I{gi, gf})' through the LU transformation introduced
in eqn. (7.47),
{1gi, gZ) =V2(9i, 9i+1, 9*)|119!, 9Er})
= v 9+1, 9*)|11 , 9
= [V2(9i+1,91+1, 9*)9+41,gi+1) (7.52)
In the new bases, the fixed point state in the dual lattice becomes a direct product of
bonds. Notice that the previous local unitary transformation in eqn. (7.47) becomes on-site
unitary transformation. Furthermore, in the new bases the symmetry representation also
becomes on-site and is fractionalized into two 'projective' operations:
2Ui(g)|{g1, g})
v29+,9+129*)|199g+1, 99r+11)
= fi V2(gi+,9E+, *) 9
i+
v2(4+1 941, ~g*)
= lv(~+1 (99Igg+1,g99E+ 1})' (7.53)
Above formula is the same as eqn. (7.28).
Similarly, we can illustrate the result in 2D. Now the basis Igi) correspond to the state
| 9+, in the dual lattice (see Fig. 7-20). After the dual transformation, the
wave function WF({gi}) becomes Wa({gi, ggig) (here gi = g2+x = 9 =+x+y  4+y = gi)-
Again, we introduce the LU transformation
I {g, gigig})'
V3 (9i, gi+x gi+y, 9g
V3(9i+x,9i+y,9i,9*)
V{ g, g, g }) (7.54)
Vi )1g-~i1'
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Figure 7-20: (Color online) The duality transformation in 2-dimension. The green dots
represent the dual lattice of the red dots. In the new bases, the wave function in the green
lattice is the same as the one introduced in Sec. III and IV.
where i = i + x + y. The LU transformation between the old bases and the new ones is
on-site. In the new bases, the fixed point wave function is a direct product of plaquettes.
The symmetry operation now becomes
®iUi(g)\{gi, gg, g}y,
= Q ~ g , {ggi~gigigf}
v3(3, g, g , g*) v3(gig4,gjg-g*)=; 94 9i 1 2 34 {g2 1, gg-, g gg1})V3 ?gig)
v3(9 ,9 2 g) v3(,,2 1 *)vgi,9-i, g i, 1*v(l 2j 3~ 4* * [igg , ggz-, ggi, ggf}) (755
v3gi, 91'9 gi, g-g* g)3gi, , 9-i, *
The above equation agrees with eqn. (7.34).
From above examples, we can see that after the 'dual transformation' the ground state
wave function and its symmetry representation in the Lagrangian formalism are the same
as the Hamiltonian formalism as we discussed in Sec.7.2.1.
7.3 Summary of result
Finally, we will summarize our systematic construction of SPT phases in interacting bosonic
systems in the following table. Each entry in the table is the (d + 1)th cohomology group
of the symmetry group, whose different group elements label different SPT phases. The
identify element labels the trivial phase, while the nontrivial elements label nontrivial SPT
phases.
The U(1) x Z line describes the SPT phases for interacting bosons with time reversal
symmetry Z and boson number conservation (symmetry group = U(1) x Z, where time
reversal T and U(1) transformations Uo satisfy TUo = U..oT). Those phases are bosonic
analogues of free fermion topological insulators protected by the same symmetry. From
'l+d[U(1) x Z2j, U(1)], we find one kind of non-trivial bosonic topological insulators in 1D
or 2D, and three kinds in 3D. The only non-trivial topological insulator in 1D is the same
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Symm. group d= 0 d=1 d=2 d= 3
U(1) x Z2, Z2 Z2 2
U(1) x Z1, Zi Z Z1 Z3
Z1, Z1 Z2 Zi Z2
U(1) Z Z1 Z Z1
SO(3) Z1 Z2 2 Z1
SO(3) x Z2V ___ Z Z2 Z2 Z3
Zn Zn Z1 Z Z1
Zn x Z Z(2,,) Z2 X Z( 2,,) 2 Z2 X Z27?,n Z 2Z,n)
Zn > Z Zn Z 2 x Z(2 n) Z(2,n 2 x 2Zn2
D 2 x Z2 = D2h 2 Z2 Z2
U(1) x Z 2  Z x Z 2  Zi Z x Z2 Zi
U(1) _ Z2 Z2 Z2 Z x Z 2  Z2
Table 7.1: SPT phases of interacting bosonic systems in d-spatial dimensions protected by
some simple symmetries. Here Z1 means that our construction only gives rise to the trivial
phase. Zn means that the constructed non-trivial SPT phases plus the trivial phase are
labeled by the elements in Zn. Z represents time reversal symmetry, U(1) represents U(1)
symmetry, Zn represents cyclic symmetry, etc. Also (M, n) is the greatest common divisor
of m and n. The red rows are for strong bosonic topological insulators and the blue rows
strong bosonic topological superconductors.
as the Haldane phase.
The U(1) x Z2 line describes the SPT phases for integer spin systems with time reversal
and U(1) spin rotation symmetries (symmetry group = U(1) x Z2T, where time reversal T
and U(1) transformations Uo satisfy TUO = UoT). From W1+d[U(1) x Z2T, U(1)], we find
three non-trivial SPT phases in 1D, none in 2D, and seven in 3D.
The Z line describes interacting bosonic analogues of free fermion topological super-
conductors [SMF99, RGOO, Roy06, QHRZO9, SF09] with only time reversal symmetry, Z2 .
Since N1+d[Z2T, U(1)] = Z2 for odd d and W1+d[Z 4 , U(1)] = Z1 for even d, we find one kind
of "bosonic topological superconductors" or non-trivial SPT phases in every odd dimensions
(for the spin/boson systems with only time reversal symmetry).
We also find that l+d[Zn, U(1)] = Z, for even d and ?j1+d[Z,, U(1)] = Z1 for odd
d. So spin/boson systems with Z. on-site symmetry have n - 1 kinds of non-trivial SPT
phases in d = even dimensions.
From N1+d[U(1), U(1)] = Z for even d and j(1+d[U(1), U(1)] = Zi for odd d, we find
that spin/boson systems with U(1) on-site symmetry have infinite non-trivial SPT phases
labeled by non-zero integer in d = even dimensions. This generalizes a result obtained by
Levin for d = 2.[LG12]
For integer spin systems with D2h symmetry but no translation symmetry, we discover
15 new SPT phases in 1D,[CGW11b, LCW11] 63 new SPT phases in 2D, and 511 new SPT
phases in 3D.
For integer spin systems with the full SO(3) spin rotation symmetries, the symmetry
group is SO(3). From ?j1+d[SO(3), U(1)], we find one non-trivial SPT phase in 1D and
infinite many in 2D.
For integer spin systems with time reversal and the full SO(3) spin rotation symmetries,
the symmetry group is SO(3) x Z2T. From ?j1+d[SO(3) x Z2T, UT(1)], we find one non-trivial
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SPT phase in 2D and seven in 3D.
7.4 Supplementary materials for the systematic construction
7.4.1 Group cohomology
The above discussion on the factor system of a projective representation can be generalized
which give rise to a cohomology theory of group. In this section, we will briefly describe
the group cohomology theory.
For a group G, let M be a G-module, which is an abelian group (with multiplication
operation) on which G acts compatibly with the multiplication operation (i.e. the abelian
group structure) on M:
g - (ab) = (g -a)(g - b), g c- G, a, b E M. (7.56)
For the cases studied in this chapter, M is simply the U(1) group and a an U(1) phase.
The multiplication operation ab is the usual multiplication of the U(1) phases. The group
action is trivial: g - a = a, g E G, a E U(1).
Let wn(gi, ..., gn) be a function of n group elements whose value is in the G-module M.
In other words, wn : G" -+ M. Let C"(G, M) = {w} be the space of all such functions.
Note that C"(G, M) is an Abelian group under the function multiplication w"(gi, ... ,gn) =
wn(g1,--.,gn)w'(g1,...,gn). We define a map dn from C"[G,U(1)] to Cn+1[G,U(1)]:
(danwn) (gi, ... , 9n+1) =1 *i -n(92, ---, 9n+1)Wn(-1)-+1(gi, ... , 9n) (7.57)
n
x 1f-w1)(1, _, igi+, gi+2, -9n+1)
i=1
Let
B"(G, M) = {wnln = dn-1wn-1|wn-1 E C"~ 1(G, M)} (7.58)
and
Z"(G, M) = {WnIdwnn = 1, Wn e C"(G, M)} (7.59)
B"(G, M) and Z"(G, M) are also Abelian groups which satisfy B"(G, M) C Z"(G, M)
where B1(G, M) {1}. The n-cocycle of G is defined as
71"(G, M) = Z"(G, M)/B"(G, M) (7.60)
Let us discuss some examples. We choose M = U(1) and G acts trivially: g - a = a,
g E G, a E U(1). In this case wn(gi, ... , gn) is just a phase factor. From
(diwi)(gi, 92) = w1(g2)wi(gi)/w1 (gig2) (7.61)
we see that
Z1 (G, U(1)) = { 1|w1 (92)W1(91) = W1(9192)}. (7.62)
In other words, Z' (G, U(1)) is the set formed by all the ID representations of G. Since
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B1(G,U(1)) = {1} is trivial. ?L1(G,U(1)) = Z1 (G,U(1)) is also the set of all the ID
representations of G.
From
(d 2W2)(gi,9 2 ,9 3 ) = w2(92, 93)w2(91,9293)/w2(9192, 93)w2(91,92) (7.63)
we see that
Z 2(G, U(1)) = {W2jW2(92,93)W2(91,9293) = W 2(gig2,93)W2(91,92)}-
and
B2(G, U(1)) = {W2JW2(91, g2) = W1(92)Wl(91)/W1(9192)}. (7.64)
The 2-cocycle 2 (G, U(1)) = Z 2 (G, U(1))/1B2(G, U(1)) classify the projective representa-
tions discussed in section 6.5.1.
From
(dcUw3)(n1,n2,93,9) = w 3(92, 93, g4)w 3 (g, 9293, 94)w3(91,92, 93) (7.65)
W3(9192, 93, 94)W 3(91, 92, 9394)
we see that
Z3 (G, U (1)) = [ma3(g2,93,94)w3(91,g293,94)w3(g1,92,93)
W3 (9192, 93, 94)W3(91, g2, 9394)
and
B3 (G, U(1)) = {W3 I 3 (91 , 92 , 93) = W2(92, 93)2(91, 9293) (7.66)W2 (9192, 93)W2 (91, 92)
which give us the 3-cocycle 9 3 (G, U(1)) = Z 3 (G, U(1))/1B3(G, U(1)).
In the following, we will describe a geometric interpretation of group cohomology. First,
let us introduce the map v,, Gn+1 -+ M that satisfy
| ((g , 1, g ona)s = ant -i (, ti, rever, ) = V r(gf, ggi, . ), g E G (7.67)
where s(g) = 1 if g contains no anti-unitary time reversal transformation T and s(g) = -1
if g contains one anti-unitary time reversal transformation T.
We will call such a map v, a n-cochain:
C"(G,M) = {vnfl ()(9 0,9 1,...,g) = Vd(ggO,991,...,ggd)}. (7.68)
Wn discussed above is one-to-one related to vn through
on (gi, .. ,9n) =n u(1, gi, gig2, --- gi--9 n)
= u(1,§1,52, ---, n) (7.69)
where §i = 9192 ... gi.
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We can rewrite the d map, d : on w-n+1, as d : n + n+1:
n+1
(du)(go, gi, ..-, gn+1) = J v$' 1 (90, .., gi-1, gi+1, ---, gn+1)
io
which is a more compact and a nicer expression of the d operation.
When n = 1, we have
(divi)(go, 91, g2) = v1(gi, g2)v1(go,gi)/v1(90, g2)
For n = 2:
(d2V2)(9o,91,92,93) = V2(91, 92, g3)V2(go, 91, 93)
v2(go, g2, 93) 2 (go, 91, 92)
and for n = 3:
(d3V3)(go, gi, 92, 93, 94) =
V3(91, 92, g3, 94)l)3(go, gi, 93, 94)V3(9o, gi, 92, 93)
v3(go,92, g3, 94)v3(go, gi, 92, 94)
The d-cocycles are special d-cochains that satisfy
d+1
H v 7 (go,. gi_1, gi+I, -- d+1) = 1
i=O
For d = 1, the 1-cocycles satisfy
v1(gi, 92)V1(90, gi)/v1(go, 92) = 1
The 2-cocycles satisfy
v2 (91 , g2, g3) V2(go, gi, 93)
V2(90, g2, g3)2(go, gi, 92)
and the 3-cocycles satisfy
v3(gi, g2, 93, 94)v3(g0, 91, 93, 94) v3(90, 91, 92, 93)
v3(go, 92, 93, g4)v3(90, 91, 92, g4)
(7.73)
(7-74)
(7.75)
(7.76)
= 1 (7.77)
The d-coboundaries Ad are special d-cocycles that can be constructed from the (d - 1)-
cochains pd_1:
d
Ad (go, -- i-, gd) = A .1 (90, --, i-1, 9i+1, ---, 9d).
i=O
For d = 1, the 1-coboundaries are given by
(7.78)
A1(go, gi) = po(gl)/Po(go)
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(7.70)
(7.71)
(7.72)
(7.79)
The 2-coboundaries are given by
A2(go, gi, 92) = A1(91, g2)11(go, 91)/1(90, 92), (7.80)
and the 3-coboundaries by
A3(0,91,92,93) = A2(91, 92, 93)IL2(go, 91, 93)
112(90, 92, 93)/12(go, i, 92)
Two d-cocycles, vd and Vd, are said to be equivalent iff they differ by a coboundary
Ad: Vd = vdAd. The equivalence classes of cocycles give rise to the d-cohomology group
74d [G, UTr(1)]
(a) (b)
Figure 7-21: (a) The line from go to 91 is a graphic representation of v1i (go, 91). The triangle
(go, 91, 92) with a branching structure is a graphic representation of v2(go,91, 92). Note that,
for the first variable, the go-vertex is connected to two outgoing edges, and for the last vari-
able, the g2 -vertex is connected to two incoming edges. (a) can also be viewed as the graphic
representation of Eq. (7.75) and Eq. (7.71). The triangle corresponds to (divi)(go,9 1,92)
in Eq. (7.71) and the three edges correspond to V1(91, 92), v1(go, gi) and vi (go, 92). (b)
The tetrahedron (90,91, 92,93) with a branching structure is a graphic representation of
V3(90,91,92,93). (b) can also be viewed as the graphic representation of Eq. (7.76) and
Eq. (7.72). The tetrahedron corresponds to (d2v 2) (90,91, 92, 93) in Eq. (7.72), and the four
faces correspond to v2(91,92,93), V2(90,91,93), v2(90,92,93), and v2 1(9o 91,92)-
A d-cochain can be represented by a d-dimensional simplex with a branching structure
(see Fig. 7-21). A branching structure is represented by arrows on the edges of the simplex
that never form an oriented loop on any triangles. We note that the first variable go in
vd(90, 91, ... , gd) corresponds to the vertex with no incoming edge, the second variable gi
to the vertex with one incoming edge, and the third variable 92 to the vertex with two
incoming edges, etc. The conditions Eq. (7.75) and Eq. (7.76) can also be represented as
in Fig. 7-21. For example, Fig. 7-21a has three edges which correspond to v1(91,92),
vi (go,91) and vi1(90,92). The evaluation of a 1-cochain vi on the complex Fig. 7-21a is
given by the product of the factors v1 (gi, 92), v1(go,91) and vi1(90, 92). Such an evaluation
will be 1 if vi is a cocycle. Similarly, the value of a 2-cocycle v2 on the closed surface
(such as a tetrahedron) is also 1. In general, the evaluations of cocycles on any complex
without boundary are 1. In this way, we obtain a graphical representation of eqn. (7.71)
and Eq. (7.72) as in Fig. 7-21.
Let us choose M = U(1) and consider a 1-form Q1 on the plane in Fig. 7-21a. Then the
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differential form expression
= (91 92 
92
dG1 =J - Q 1+ 1 Q1 (7.82)
f(90,91,92 ) 90 go 91
give us Eq. (7.71) if we set
(divi)(go, g1, 92 ) = exp i dpi) (7.83)
and
v1 (gi, gj) = exp (i J, 1Q). (7.84)
9i
Here f 909192) is the integration on the triangle (go, gi, g2) in Fig. 7-21a. Similarly the
differential form expression
(90,91,92,93) d 2 = ,92,93) - 90,92,93) 2 + ,91,93) - 90,91,92) Q2 (7.85)
give us Eq. (7.72) if we set
(d2V2)(go,91,92,9 3) = exp (i/ dQ2) (7.86)
and
V22(gi, gj, k) = exp (ii p2). (7.87)
This leads to a geometric picture of group cohomology. For example, if Q2 is a closed form,
dQ2 = 0, the corresponding v2(gi, gj, gk) will be a cocycle. If Q2 is an exact form, Q2 = dG1,
the corresponding v2 (gi, gj, gk) will be a coboundary.
7.4.2 Review: obtaining canonical form of MPS
In this section we review how to obtain the canonical form of MPS which was first derived
in [PGVWC07]. Similar ideas are going to be used in the study of matrix product unitary
operators.
A matrix product representation of ID state is
| E) = Tr(AiAi2 ... AiN)Iili2---iN) (7.88)
iii2---.iN
Ai's are D x D matrices.
Define double tensor E for the MPS as
E = Ai (9 A (7.89)
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Equivalently, E can be expressed as a completely positive quantum channel E as
E(X) = AiXA! (7.90)
and the corresponding dual channel E* as
-*(X) = AtXAi (7.91)
The correspondence between E and E, E* is as follows. Suppose that X and Y are
D x D matrices which satisfy
Y = E(X) (7.92)
Combine the two indices of the matrices into one and write them as vectors
(Vx)(a-1)D+p = Xa,p (y)(V-1)D+f = a,p (7.93)
Vx and Vy are then related by E as
EVx = Vy (7.94)
Similarly, if
Y = E*(X) (7.95)
then
Vt E Vt (7.96)
We will use E and E, E* inter-changeably, whichever is more convenient.
From the structure of E and * we can put Ai's into a canonical form. Suppose that the
largest magnitude of the eigenvalues of E is Ai > 0. There could be multiple eigenvalues
AieiOk of this magnitude. As shown in [FNW92b], eiek form a group and they are the pth
root of unity. To get rid of this, we can just group p sites together and the eigenvalues of
the largest magnitude will all be real and positive. We still label them as A1 .
Because 8 is a completely positive channel, at least one of corresponding fixed points A
E(A) = A1A (7.97)
is positive-semidefinite. Denote the support space of A as P. It can be shown that AiP =
PAiP.[PGVWC07 Decompose each Ai into four parts Ai = PAiP + PAiP1 + PLAiP +
P1 AiP 1 . PiAiP = 0. PAiP1 may not be zero. However, it does not contribute to the
MPS, therefore we can remove it safely. After doing this, Ai is decomposed into two blocks
and A is a full rank positive fixed point of Ep(X) =E(PAiP)X(PAiP)t with eigenvalue
A1.
Because
Ep(X) =((PAiP)X(PAiP)t =(AiP)X(AiP)t (7.98)
i i
every fixed point of Ep(within space P) is also a fixed point of 8 with the same eigenvalue.
Therefore, A1 is also the largest eigenvalue of Sp. Suppose that Ep has another fixed
point Z of eigenvalue A1 which is not proportional to A. WLOG, we can choose Z to be
Hermitian. (This is because E;(AiP)Z(AiP)t = A1Z, therefore _i(AiP)Zt(AiP)t = A1Z t .
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And because Z is not proportional to A, at least one of the Hermitian matrices Z + Zt or
i(Z - Zt ) is not proportional to A.) Diagonalize the Hermitian matrix A-1/2ZA- 1/ 2 and
get eigenvalues zi > Z2 >... It is easy to see that A - Z is another non full rank positive
fixed point of Sp with eigenvalue A1 . Therefore we can repeat the previous process and turn
PAiP into smaller blocks.
Repeat this process for every block until (1) the channel E, of every block k has a
largest positive eigenvalue Ak. There is a positive full rank fixed point Ap. within subspace
Pk. (2) There is no other fixed point within Pk of the same eigenvalue. (3) The block
P1 = I - Ek Pk which does not have a positive fixed point for largest eigenvalue must only
have zero eigenvalue. The block could be non-zero in general, but it does not contribute to
MPS. Note that Ek Pk + PL = I, AiPa = PkAiPk. Written in the blocks Pk and PL, Ai is
upper(or lower) triangular.
Now we look at each block k separately but from the dual channel perspective. We
can similarly block diagonalize A' if non full rank positive fixed point exists for the largest
eigenvalue of *,,. For each sub-block projection Pk,l, Pk,zAk = Pk,1APk,l. A' can be turned
into sub-blocks A, = Pk,IAPk,l. Note that, if Apkl = Pk,zApkPk,,
EI A'"ApI (A'")t = AkApk (A ';)t
= Pk,LA Apk(A. )tPl (7.99)
= AkAPkl
Therefore, within each sub-block, Ap,, is still a positive full rank fixed point of Ep with
eigenvalue Ak. As there cannot be positive fixed points of other eigenvalue, Ak must be the
largest. Similarly, if Xk is a fixed point of Epk, Pk,lXkPk,l is a fixed point of Er,, with the
same eigenvalue.
Proceed similarly as for E, we can block diagonalize A into A ', such that E; has only
one fixed point for its largest eigenvalue which is full rank positive.
Finally, we arrive at a canonical form, which is composed of blocks Pk and sub-blocks
Pk ,. Within each sub-block, the matrices satisfy (1) the channel Epr, has a largest positive
eigenvalue. The corresponding fixed point is full rank positive. (2) There is no other fixed
point within the sub-block of the same eigenvalue. (3) the dual channel E; also has a
largest positive eigenvalue. The corresponding fixed point is full rank positive. (4) There is
no other fixed point within the sub-block of the same eigenvalue.
A generic matrix product state has only one block in its canonical form.[PGVWC07]
We will call these MPS single-blocked MPS. Single-blocked MPS represents gapped, short
range correlated 1D states. The single-block property is a generalization of the injectivity
condition for MPS.[PGVWC07] A single-blocked MPS is injective if the dimension of the
matrices equals that in the canonical form. On the other hand, a single-blocked MPS might
not be written in a canonical form. It is in general more redundant. To do the reduction,
necessary steps involves projection onto the single block and re-labeling the basis. Any
invertible operation within the projected space might be added. However, if the resulting
canonical form is fixed, the reduction operation is unique within the projected space up to
an arbitrary phase factor.
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7.4.3 Matrix Product Unitary Operators
Similarly to MPS, a matrix product representation of operators acting on a 1D system is
given by,[PMCV1O]
0 = T( ,i(7'.) N)(ili2 --iN-
{i},{i'}
Here we restrict to unitary operators U as we want to discuss symmetry operations.
Using matrix product representation, U does not have to be an on-site symmetry. U is
represented by a rank-four tensor T', on each site, where i and i' are input and output
physical indices and a, # are inner indices.
Just like every matrix product state can be reduced to a canonical form.[PGVWC07]
every matrix product operator can be reduced to a canonical form also. To do so, we just
need to treat the two physical indices as one and apply the procedure described in section
2.1. Similar to MPS, we can also define double tensor/ quantum channel for each matrix
product operator. The double tensor of T is
E = 0 (Ti')* (7.101)
i,i'
The fact that T represents a unitary operator puts strong constraint on the form of T.
UtU = I 0 ... 01 is represented on each site by tensor
T ,,= T (T ,)* (7.102)
i'
T must be equivalent to Ji,in' on each site. We can reduce T to the canonical form. The
canonical form of T could contain multiple blocks, but each block must represent the same
operator I 0 ... 0 1 and takes the form Akoi,i,,1k)(k|. 1k)(ki is the projection onto the kth
block, Ak is a number. Later we will impose further constraints on U to get rid of multi-
block.
First we want to show that we can write every MPUO in an single-blocked canonical
form. That is, the canonical form contains only one block. Suppose that we start with a
canonical representation of the symmetry operation. In general, the canonical representa-
tion could have multiple blocks. We are going to show that this is not necessary as different
blocks represent the same unitary operation.
Suppose that a canonical MPUO contains two blocks
' = Ij T' (7.103)
T[1] represents MPO 01 and T[2] represents MPO 02 (not necessarily unitary). U = 01+02.
The corresponding T contains four blocks
Ti'"= Ti' 0 (Wi')*(
Ti i T' 9 T i D T i' (7.104)[il "1]e[ 2 ] ® 21] [ ~22]
T[kkl] represent MPO OkOt,. Because T represents 1 I... 0 1, each of its block must also
do. Therefore,
0101 - 0101 = 020t = 020t = 101 ... 01 (7.105)
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That is, 01 and 02 represent the same unitary operator and there is no need for multiple
blocks. In the following we will always assume that T is written in a canonical form with
only one block. We will call this the single-block condition for MPUO.
With the MPUO representation defined for each symmetry operation, we now want to
know how the representation changes when two or more operations are combined.
First let's consider what happens when U is combined with Ut. As we discussed before,
this is represented by T which could contain multiple blocks Akgi,in"k)(kI in the canonical
form. Correspondingly, the double tensor of T
E = T 9 ( -')* =) Ti, (7.106)
has multiple eigenvectors 1k) with corresponding eigenvalues Ak.
Define the correlator between two sets of operator pairs {o,5ml} and {o', 5'} to be
(01, 02)U 2 2m (70~~T3U t )
(oi, 2)U =U_'mnUt))T(r o To(oUU6bUtU) (7.107)
On the one hand, written in terms of tensors, the correlator is expressed as
(oi, o2)U = Tr(E..E[oi]..E[o 2]..E) (7.108)
- Tr(E..E[oi]..E)Tr(E..E[o2]..E)
where
E[011 = E:M/(0Mi2,i3(5b7)i4 ,iTV12 0 (T-'4,3)*(719
E[a = Enoi2) 23 (5)i41T1,i2 g (T4,i3)*
This is the same form as the correlation function of operators oi = Em om 0 6m and
02 =~En on 0 5n in a matrix product state with double tensor E. From our knowledge of
MPS, we know that the correlator decays as (A2 /A1 )'.
On the other hand, we consider for simplicity only unitaries U which preserve locality
of operators exactly. That is, if o is supported on a finite number of sites, UoUt is also
supported on a finite number of sites, though the number may be larger. We do not consider
the local operators with exponentially decaying tails. 4 Under this restriction, it follows
that when {oj", 5m} and {on,5n} are far apart
Zmn Tr(o"okUb5Ut)
= Em ro~gUiUtb I (7.110)
= Emn Tr((oy"Ubi"Ut)) (o'U62Ut))
= Emn Tr"Ubi"Ut)Tr(o Uay Ut)
the correlator (oi, o2)u must be zero if the separation is large enough. Therefore, A2 = 0.
E has only one eigenvector and T has only one block in its canonical form.
Now we want to use this property to show that the single-block condition is stable under
combination of MPUO's. That is, if we start with two MPUO represented by T' and Tb
4 This is a reasonable restriction because we want to study systems at fixed point where the correlation
length in the bulk is zero. Any exactly local operator in the bulk becomes an exactly local effective operator
on the boundary.
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with only one block in the canonical form, their combination
Ta pp (Ta,'b,(, (7.111)
also has only one block in its canonical form. Of course, written as above, Tc is not
necessarily in the canonical form. Note that the discussion in the previous paragraphs is
actually on the special case where Tb,ii' - (T,i'i)*
In order to see this, we take the double tensor of Tc
EC = E;,i, Tc'~" 0 (Tc,i")
1&" 1 2>i* 20 2 t~4" (7.112)
Ta and Tb both have one block in their canonical form. Denote the projection onto the
blocks as Pa and Pb.
Pa = |#b4)(#4 l, Pb = 1,,)(,,l (7.113)
Being the only eigenvector of Ea and Eb, |gYca) and I are positive full rank if written
as matrices Aa, Ab,,,,. The only term that contributes to the trace of EC is
This is also true for any power of Ec.
This special property of Ec tells us that EC has only a single non-zero eigenvalue.
Suppose Ec = A0 10)(01 + M, 10) is short for Ia) & job). Tr(EC) = A0 . Moreover, Tr(Ec)k _
Ak. Because Tr(EC)k -- E,(\)k, it can be shown that Ai = 0, Vi > 0. The fact that Ec has
a single eigenvalue in turn tells us that TC contains only one block in its canonical form,
because otherwise, Ec would have at least n 2 non-zero eigenvalues with n being the block
number.
Therefore, we have shown that if we start with the canonical single-blocked tensor
representation of some unitary operators, the tensor obtained from their concatenation still
has only one block in its canonical form and is hence single-blocked. For single-blocked T
we can always apply the procedure in [PGVWC07] (also discussed in detail in section 2.1)
to reduce it to a canonical form. If we have multiple ways to do the reduction, they must
be equivalent. More specifically, projected onto the unique block, the reduction operation
is unique up to phase (if the final canonical form is fixed, not up to gauge). This phase
factor is going to play an important role in our study of SPT orders.
Similar reduction procedure applies when a matrix product unitary operator acts on a
matrix product state. In particular, suppose T,' is a MPUO and A' represents a MPS
which is symmetric under it. Suppose that T,' and A' are both in the canonical form and
have only one block. Because T' represents a symmetry of A'
A = T Al' (7.115)
represent the same matrix product state as A'. Moreover, because A' is short range corre-
lated and T'' does not increase correlation length, A' is still short range correlated and it
also contains one block in its canonical form. However, note that T' is a matrix and the
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inner dimension of Ai is in general larger than that of Ai. Therefore A' may no longer be
in the canonical form. Some reduction procedure needs to be done to bring A2 back to the
canonical form.
Suppose that P is the projection onto the single block in the canonical form of A'. Due to
the uniqueness of the canonical form of a MPS, P must be of the same dimension as Ai and
PA 2P must be equivalent to A' up an invertible transformation Q.[PGVWC07, PGWS+08]
That is
A' = QPtAiPQ-1 (7.116)
Denote V,. = PQ- 1 and V = QP, we get A' = ViAV,. Moreover, VV,. = I, the identity on
the inner dimensions of Ai. As Q is unique up to phase, V and V, are unique on the single
block of A up to a conjugate phase factor. With slight abuse of notation, we will denote
V, as V and V as Vt and we have
A' = VI liV (7.117)
7.4.4 (1+1)D solutions of Eq. (7.25)
Ut(g) is a linear representation
To show that U1(g) defined in Eq. (7.28) is a linear representation of G, let us compare the
combined actions of U1(g) and UI(g'g-l) with the action of U'(g') which are given by (see
Fig. 7-22)
Uz(g'g-l)U(g)|ai, a2) = f2(al, 2,9, g*)f2(ga, ga2,g'g, g*)|g'a, g'a2) (7.118)
and
Ui(g')Ia1,c2) = f2(a1,a2,g',g*)|g'aig'a2) (7.119)
We see that
f2 (ai, a2, 9, g*) f2(ga1, gU2, 9'g~ ,9*)2 (ai, a2, 9' 9*)
_2 2(a1, g- lg* , g* ) v2 (ga1, g g'-l g* g* ) v2 (a2, 9'- 9* , g* )
v2 (a2, 9-g*,g9*)v2 (ga2, gg'-'g*,g9*)V2 (a1,g9'-g*,g9*)
_ v 2 (ai, g-lg*, g*) v2 (ai, g-lg*, g-g*) v 2 (a 2 , 9'4 g*, g*) (7.120)
V2 (a2, 9 - l*, g*) V2 (a2, g'~19*, g - 1*) v2(ai1, g'- 19*, g*)
The above expression can be represented as Fig. 7-22 which indicates that the expression
is equal to 1. Thus Ui(g) defined in Eq. (7.27) form a unitary representation of G.
U'(g) satisfies Eq. (7.25)
The action of 0U(g) on the 1D state on a ring in Fig. 7-23 is given by
(9Ui(g)|Ia,3;,y;y, a) = f2(a,#, g, 9*)f2(#, 7, g, *)f2(7, a, g, g*) x 1ga, g3; g 3 , gy;gy, ga)
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Figure 7-22: The evaluation of the 2-cocycle v2 on the above two complexes with branching
structure gives rise to two phase factors in Eq. (7.118) and Eq. (7.119), which shows that
the ratio of the two factors, Eq. (7.120), is equal to 1, since the complexes in (a) and (b)
overlap.
a p pY y a
Figure 7-23: The 1D state Eq. (7.26) on a ring. The degrees of freedom form maximally
entangled dimer states.
From Eq. (7.28), we see that
f2(a, ,3 g, g*)f2(,3 7 g, *)f2(Y, a, g*)
v2 (a, 9-19*, g*) v2 (3, g- 1g9*, 1*) V2 (7, g~19*, g*)
v2 (, 9-19*, g*) V2(-y,9-19*, g*) v 2 (a, 9-19*, g*)
=1 (7.121)
We find that
OiU2 (g) |a, 0;#8, y; 7, a) = |ga, g3; g#, gy; g-y, ga).
The state IW'pSRE) on a ring is invariant under the symmetry transformation. So, Ui defined
in Eq. (7.27) is indeed a solution of Eq. (7.25). We can obtain one solution for every cocycle
in 7j 2 (G, U(1)) and each solution correspond to a SPT phase in 1 dimensions.
States at the chain end form a projective representation
a, p y a2
Figure 7-24: A segment of 1D chain with open ends. The degrees of freedom not on the
end form maximally entangled dimer states.
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()g'-1g* (b) g,-g*
Now let us consider the action of on-site symmetry transformation &iU'(g) on a segment
with boundary (see Fig. 7-24):
Oi U2(g)Ial,#;#, y; y, a2)
= f2(ai, #,g*, g*) ga , g,; g3, g-y; gy, ga2).
v2(ai, 9-19*, g*)
2(a, ) 2(,gg*,g*)
0jU"(g)|ai, a2)o = v2(a, g~ g*, g*)|9a1, ga2)o,
|a1, a2)o = I ,0;3, -y; y, a2).
(7.122)
(7.123)
(7.124)
Eqn. (7.123), is the same as Eq. (7.27) and Eq. (7.28). Thus, OiU2 (g) form a linear
representation of G.
Note that Iai, a2)o is the ground state of our fixed-point model on a segment of chain,
where all the internal degrees of freedom form the maximally entangled dimers (just like the
ground state on a ring), while the boundary degrees of freedom are labeled by a1 and a2 on
the chain ends. al and a2 label the effective low energy degrees of freedom Jai, a2)o. Those
low energy degrees of freedom form a linear representation of the symmetry transformation
as expected. Eqn. (7.123) describe how the boundary low energy degrees of freedom
|ai, a2)o transform under the symmetry transformation.
(a) (b)
Figure 7-25: (a) The graphic representation of
(b) The graphic representation of v2(g'-Ilg*, 9g -1 *,g*)
1_2a_1___ 1 *_2______________ 
- V2 (g/-lg*, glg*, g*
z) 2 (a 1 ,9' g'*,g*)
whi' 'lw us*- to sh'o).
which allows us to show
On the other hand, the symmetry transformation ®iU2 (g) factorize (see Eq. (7.123)),
also as expected. This is because the degrees of freedom labeled by ai and a 2 are located
far apart and decouple. We have (on the end whose states are labeled by a1)
®jUi(g)|ai)o = v2(aig- g*,g*)|ga1)o. (7.125)
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or
where
(a) g'-lg* (b) gg
Figure 7-26: (a) The graphic representation of the phase factor Eq. (7.127). (b) The graphic
representation of the phase factor Eq. (7.128). The graphic representations indicate that
the two phases are the same.
Such transformation satisfies (see Fig. 7-25)
9i Ui(g'g-,) Oi UWICg)|iU
_v2 (ga1, gg'-1 g*,g*)V2(a1, 9-19g*, g*) 0 ig)a~
v2 (a1, g'- 1g9*, g*) 9Uig I'0
=V2 (ai, g'- 1g*, g-1 g*)V2(a1, 9-19*, g*) Oi Ug,)aO
v2(ai,Yg-1g*, g*)
= v2(g'-lg*, g~ 9*, g*) ®i Ui(g')Iai)o. (7.126)
We see that the degrees of freedom on one end form a projective representation labeled by
the 2-cocycle v2, the same 2-cocycle v2 that characterize the symmetry transformation of
the SRE state.
7.4.5 (2+1)D solutions of Eq. (7.25)
U1 (g) is a linear representation
a a
aa
Figure 7-27: A 2D I pSRE) state on a torus. In IJ'pSRE), the linked dots carry the same
index a y,...
To show that U' defined in Eq. (7.33) is a linear representation of G, let us compare the
action of two symmetry transformations: U'(g)U'(g- 1g') with the action of U2(g'), which
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Figure 7-28: The graphic representation of the phase F3 in Eq. (7.129). F3 is the value of a
3-cocycle v3 on the above complex with a branching structure. Note that the top pyramid
and the bottom pyramid each form a solid torus (due to the periodic boundary condition)
and the whole complex is a sphere. So F3 = 1. Note that the two pyramids on top and
blow each small square represent the phase factor f3 in Eq. (7.33).
changes Ia1, a 2 , a 3 , a 4) to |g'ai, g'a2, g'a3, g'a4l >. One has a phase factor
V3(ai, a2, 9- 9*, g*)v3(a2, a3, -1 g*, g*) v3(gai, ga2, gg'- g*, g*)v3(ga2, ga3, gg'-9*, 9*)
V3 (a 4 , a 3 , g9lg*, g*)v3(ai, a4, 9-19*, g*) v3 (ga4, ga3, 9g'-19* g*)V 3(gai, ga4, gg'-g*, g*)
V3 (ai, a2, g-g*, g*)V3(a2, a3, ~ g*' g*) v3(ai, a2, g'-Ig*, g-g*)v3(a, a3, g'- 1 g* glg*)
v 3 (a 4 , 03, glg*, 9*)V3(a1, a4, 9-19*, g*) V3 (a 4 , a3, g'~lg*, g -g*)v3(ai, a4, g'-g*, g-g*)(7.127)
and the other has a phase factor
v3 (al, a2 , 9 9*, g*)V 3 (a2, a3, g' 1g*, g*) (7.128)
3 ( 4 , a 3, g'-Ilg*, g*)v3(al, a4, g'- ,g*, )
From their graphic representations Fig. 7-26, we see that the two phases are the same.
Thus UI(g) forni an unitary representation of the symmetry group G.
U1(g) satisfies Eq. (7.25)
Following a similar approach as for the (1+1)D case, we can also show that the state IWfpSRE)
on a 2D complex (see Fig. 7 -27) that is a boundary of another graph is invariant under the
symmetry transformation 0jU' (see Fig. 7-28):
®gU i lIpSRE) = F3|%pSRE) = I'pSRE) (7-129)
So, Ui defined in Eq. (7.33) is indeed a solution of Eq. (7.25). We can obtain one solution for
every cocycle in ?-3(G, UT(1)) and each solution correspond to a SPT phase in 2 dimensions.
The action of ®U'(g) on |WpSRE) with boundary
Now let us consider the action of ®iU on a state in Fig. 7-29 with a boundary (see Fig.
7-30):
OUi(g)Iai, a2, #,7-Y, ... ) = F3 (gg*; ai, a2,0,'7, ... )Igal, ga2, g, g7, ... ) (7.130)
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a 1  a2
Figure 7-29: A 2D I psaE) state on an open square. In |IQpSRE), the linked dots carry the
same index ai, a2, ,, -y, ... The indices on the boundary are given by ai, a2, ... The indices
inside the square are given by ,7-,...
Figure 7-30: The graphic representation of the phase 3 (9, g*; ai, a2,/8, y, ...) in Eq. (7.130).
Compared to the complex in Fig. 7-28, the above complex do not have the periodic boundary
condition.
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g -ig*
From the Fig. 7-30 and the geometric meaning of the cocycles, we find that
F3(gg, *; ai, a2,,, ...) = fJv3 (ai, aggg*g*) (7.131)
(i3 )
where ] (ij) is a product over the nearest neighbor bonds {ij}, li - j| = 1, around the
boundary. The direction i -+ j is the direction of the bond and sij = 1 f i > j, sij = -1 f
i < j. Since F3 is independent of the indices 3,,... that are not on the boundary, we find
®9 Ui(g)|{ai})o = f vi (ai, aj,g-lg*, g*)|{gai})O (7.132)
(ij)
where I{ai})o is the SPT state with a boundary which depends on the indices {ai} on the
boundary:
|{ai})o = |aia2,#,7, ...). (7.133)
We see that the action of ®iU'(g) on I{ai})o is very similar to the action of a single
Ut (g) on a single site (compare Figs. 7-12 and 7-30). Using a similar approach, we can
show that ®DU'(g) indeed form a linear representation (see Fig. 7-26), when viewed as an
operator Ub(g) acting on the boundary state |{a2})o.
To summarize, we discussed the form of on-site symmetry transformations ®iU (g)
in a basis where the many-body ground state is a simple product state. We find that
different on-site symmetry transformations can be constructed from each 3-cocycle v3 in
j3([G, UTr(1) ].
We would like to stress that, in such a simple basis, the symmetry transformation
O®U'(g) on the boundary Eq. (7.132) has a very unusual locality property: Due to the
non-trivial phase f r] v3 3 (al, ag, g-g*,g*), we cannot view Ub(g) (acting on the
boundary state I{ai})o) as a direct product of local operators acting on each boundary
sites jai). (Note that we can view the boundary state I{ai})o as |{ai}o = ®iEboundarylai).)
Therefore, Ub(g) is not a on-site symmetry transformation on the boundary.
In the above, we have viewed i as effective sites on the boundary with physical states
jai) on each site. We see that the symmetry transformation is not an on-site symmetry
transformation. If we view, instead, each nearest neighbor bond (ij) as an effective site
with physical states jaiag) on each site, then the symmetry transformation will be an "on-
site" symmetry transformation, but the states on different bounds are not independent and
I{ai})o # 0(i)Eboundary laiaj).
Thus in a basis where the many-body ground state is a simple product state, although
01 Ui(g) is an on-site symmetry transformation when acting on the bulk state, it cannot
be an on-site symmetry transformation when viewed as a symmetry transformation acting
on the effective low energy degrees of freedom on the boundary when the 3-cocycle v3 is
non-trivial. This is the non-trivial physical properties that characterize a non-trivial SPT
phase in (2+1)D (see section 7.1 and [CLW11] for more details).
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7.4.6 (2+1)D SPT states constructed from 3-cocycles and matrix product
unitary operator
In this section, we are going to apply the MPUO method to the general models constructed
in section 7.2.1 and show that for the model constructed from a 3-cocycle v3 (go, gi, 92, 93),
the effective MPUO on the boundary transform with the same 3-cocycle. Therefore,
according to the result in [CLW11] or section 7.1, models constructed from nontrivial
v3(go,91,92,93) must either break the symmetry or have gapless excitations if the system
has a boundary. Moreover, we can show the contrary for models constructed from trivial
V3 (go, gi, 92, 93). That is, for models constructed from trivial v3 (go, 91, 92, 93) we are going
to explicitly construct a short range entangled symmetric state for the effective symmetry
on the boundary. For basic definition and properties of MPUO, see section 7.4.3.
In general, the effective symmetry on the 1D boundary of a 2D model can be written
as a matrix product unitary operator
U = T r(Ti' 'fT2,2 ... )(ili2- -- N (7-134)
{ik},{i'}
where i and i' are input and output physical indices and for fixed i and i', T''' is a matrix.
For the models defined in section 7.2.1, the effective symmetry U(g) on the boundary
takes the form(see section 7.4.5)
U(g)|{ai}) = fJ1 3 (ai, ajc, g-lg*,g*)|{gai}) (7.135)
where ]17ij is a product over the nearest neighbor bonds {ij}, |i - jj = 1, around the
boundary. The direction i -+ j is the direction of the bond and sij = 1 if i > j, si; = -1
if i < j. This symmetry operator on a 1D chain can be expressed as a MPUO. If the bond
goes from ai to aii+1
i k''g' (g) = Ea,+' v3~i (ai, ai+1, glg*, g*)|ai)(ai+1| , Vai (7.136)
other terms are zero
If the bond goes from ai+1 to ai,
i''9'(g) = Ei+, v3(ai+1, ai, 9- 1 g*g)|Ij)(ai+1| ,Vai (7.137)
other terms are zero
Now we compose multiple MPUOs and find their reduction rule. We will see that the
reduction rule is related to the same v3. First, the combination of T(g 2 ) and T(gi) gives
(if the bond goes from a to ai+1 )
Ti (gi, 92 )ai,9192ai 
- aEti'L413 (aei, ai+1, 92E 9*, g*) X (7.138)
V3 (92ai,a'i+1 911* gg*)|ai, g2ai)(o'i+1,a4'i11
This can be reduced to
Ti(gig2)ai,9 1923i - 3 (ai, ai+1, gslgi-*, g*) |ai)(i+1| (7.139)
ai+1
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by applying the following projection operator to the right side of the matrices
Pgri'g2 = v3~1(ai+1, 92 'g- 9*, gi lg*, g*)|ai+1, g2ai+1) (ai+1|I
ai+1
and the hermitian conjugate of
P 1,g2 = 3 (ai, 92191% g*, g *)|ai, 92ai)(ail (7.140)
ai
to the left side of the matrices. This is because,
V3(g2ai, g2Ci+1, 91 9* 9') ~ V3S(92)(a, a,+1, 92 91 9*, 929*) (7-141)
and the 3-cocycle condition of v3
V3(ai, ai+ 1, 929*, 9*)V3(ai, ai+1, 92 91 1*g 9X
v~l(Ciig lg-1g*, 92 9*, *)V3(ai+1, 92 91 19* g*, g*) (7.142)
= v3 (ai, ai+1, 92 91 g*, 9*)
It is easy to check that the same reduction procedure applies when the bond goes from ai+1
to ai. The above definition of P1 and Pr has picked a particular gauge choice of phase for
PI and Pr.
Next we consider the combination of three MPUOs and find the corresponding 3-cocycle
associated with different ways of combining the three MPUOs into one. If we combine
T(9 2),T(gi) first and then combine T(g19 2) with T(g 3 ), the combined operation of Pgi,g2
and Pg1 92,g3 is (we omit the site label i)
(P91 ,92 0 I)P9192 ,93  (7.143)
= v3(a, 93 2 91 g g 2 g*g g*) 
a
v 3 (Ci,93 1 92 11 19, 93 9' 9'N 93a
On the other hand, if we combine T(9 3 ),T(g 2) first and then combine T(g 2 93) with T(gi),
the combined operator of P 2 ,g3 and P9i,gg 3 is
(I 0 P92,g3)P91 ,g2ga =
V3(a, 93^1 9 2 19*, 93 19* 9*) x (7-144)
V3 (a, g3 19211 19*, 93 1929*, g 9 )(
These two differ by a phase factor
V3(93192 91 9* ,~92 9*g*, g *) (7.145)
Hence we see that, the reduction procedure of T's is associative up to phase. The phase
factor is the same 3-cocycle that we used to construct the model. From the result in [CLW11]
we know that if v 3 is nontrivial, the model we constructed has a nontrivial boundary which
cannot have a gapped symmetric ground state. It must either break the symmetry or be
gapless. Therefore, the model constructed with nontrivial 3-cocycles belong to nontrivial
SPT phases.
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On the other hand, if the model is constructed from a trivial 3-cocycle, the boundary
effective symmetry does allow SRE symmetric state. Actually, the SRE symmetric state on
the boundary can be constructed explicitly for the models discussed here. If v3 is trivial, it
takes the form of a 3-coboundary
v3(go, gi, g2, 93) = p2(gi, 92, 93)p2(go,gi, 93) (7.146)
P2 (go, 92, 93)p2 (go, gi, 92)
where P2 is an arbitrary 2-cochain. Note that it is not necessarily a cocycle. The effective
symmetry on the boundary can hence be written as
U(g)|{a}) = ig (32 a *,tg |{gai}) (7.147)
The p2(a;, g-1g*, g*) terms cancel out in the product of phase factors, and the remain-
ing terms can be grouped into two sets . p"'2 (ai, aj, g*) and rL3 p21i, aj, g-lg*) -
1ij#2 pS"S(g)(ga;, gaj, g*). Define 0(g) =p"2(a, ag, g*)|a)ag.(g) is a
product of local unitaries. It is easy to see that
U(g) = et(g) ( |{gai})({ai}| 0(g) (7.148)
(a complex conjugation operation needs to be added if 0(g) is anti-unitary). The term in
the middle is an on-site operation which permutes the basis. It has a simple symmetric
state which is a product state O;(Ea, Jai)). Therefore eft (g) 0i (E,, Jai)) is a symmetric
state of U(g). Because J( ai)) is a product state and et(g) is a product of local
unitaries, this is a short range entangled state. Therefore, we have explicitly constructed a
short range entangled symmetric state on the boundary if the model is constructed from a
trivial 3-cocycle v3 .
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Part IV
Application to Quantum
Computation
153
With an efficient tool to study many-body entangled quantum states in physical systems
(the tensor network representation) and a better understanding of possible many-body en-
tanglement structures, we now want to address the question of which many-body entangled
states axe useful for quantum computation. The answer to this question depends largely
on the specific method one chooses to build the quantum computer. For example, in the
topological quantum computation model, it is known that quantum states with intrinsic
topological order, hence long range entanglement, are necessary. Moreover, there are spe-
cial requirements on the fractional statistics of the quasi particles of the system in order to
achieve the full power of quantum computation. First of all nonabelian statistics is neces-
sary and it has been shown that the v = 5/2 fractional quantum Hall state is sufficient to
realize universal quantum computation in the topological model. In this part, we focus on
a different model of quantum computation - the Measurement-based Quantum Computa-
tion (MBQC) and ask what many-body entanglement resource is useful. It turns out that
a very different kind of many-body entanglement is needed for MBQC compared to the
topological model. In particular, short range entanglement is sufficient for the realization
of measurement-based quantum computation. 5 In Chapter 8, we review the measurement-
based quantum computation model and focus on its relation to the tensor network represen-
tation of many-body entangled states studied in previous works. Such a connection allows
us to find physically more realistic many-body entangled resource states for measurement-
based quantum computation in Chapter 9 and generalize the measurement-based quantum
computation model to fermionic systems in Chapter 10.
50f course the fault-tolerance property of topological quantum computation model is lost.
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Chapter 8
Measurement-based quantum
computation and tensor product
states
An important application of our understanding of many-body entanglement is to design
better quantum computation schemes. Many-body entanglement is an essential ingredient
in the successful and efficient implementation of quantum computation but its creation and
maintenance also leads to a major difficulty in experimental realization. It is highly desirable
to find experimentally feasible ways to achieve the many-body entanglement necessary for
useful quantum computation.
Different models of quantum computation require different forms of many-body en-
tanglement patterns. We focus on the model of measurement-based quantum computa-
tion. Measurement-based quantum computation implements the whole computational pro-
cess with only single particle measurements on a proper many-body entangled resource
state. The key to the successful realization of the computational model hence lies in find-
ing and generating a proper many-body entangled state. In this chapter, we review the
measurement-base quantum computation model. We start in section 8.1 from the first and
best known proposal of measurement-based quantum computation based on the so-called
'cluster' state. After its first proposal, a lot of progress was made both theoretically and
experimentally on this model of quantum computation. In particular, we review in section
8.2 how the tensor network representation of the resource state reveals the entanglement as-
sisted information flow generated by the measurement operations. After such a connection
was established, many-body resource states were found for measurement-based quantum
computation beyond the 'cluster' state model. This is the basis for our construction of ex-
perimentally more realistic resource states in the next two chapters. This chapter is based
on previous works[RB01, GE07].
8.1 Measurement-based quantum computation
In the usual circuit model of quantum computation, a quantum computer runs in a very
similar way to the classical computers we use today. The computation starts with a bunch of
'fresh' quantum mechanical bits (qubits), which are initialized in certain product states (for
example with all spins pointing in the +z direction for spin 1/2 particles). The qubits are
then sent individually or in pairs through unitary gates (the equivalents of And, OR gates
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in classical computers) and get entangled. Finally, the qubits are measured in certain basis
which yields the computation result. The necessary components for the circuit model of
quantum computation include then the supply of fresh qubits (in product states), coherent
unitary operations on single and two qubits, and measurement operations on individual
qubits. The hardest part in experiment, as it turns out, is the realization of coherent
unitary operations, especially on two qubits. A great deal of effort has been put into this
and until now the best record for the realization of two qubit unitary gates has been set
in trapped ion system, with fidelity > 99%[BKRB08]. The challenge lies in keeping or
increasing the fidelity while scaling the computation scheme up to hundreds or thousands
of qubits.
Measurement-based quantum computation [R.B01], also called the one-way quantum
computation model, provides an alternative way to realize quantum computation, one that
does not require coherent unitary operations. In the measurement-based quantum com-
putation model, we start with a many-body entangled state called the resource state and
implement the computation algorithm with only a series of adaptive single particle mea-
surements which simulate the initialization, the unitary gate operations and the readout
processes in the circuit model (see Fig. 8-1). Such a setup could potentially greatly reduce
the experimental difficulty for building a quantum computer, as coherent unitary operations
are not necessary at all!
Figure 8-1: Measurement-based quantum computation. The whole computational process,
including initialization, unitary operation and readout, is carried out with single site mea-
surements on a many-body entangled state.
The first resource state proposed in the original work of Raussendorf and Briegel [RBO]
was the cluster state (also called the graph state in some literature) on a two dimensional
square lattice. The cluster state on a lattice is composed of qubits and is a stabilizer state
(which means it is the eigenvalue 1 eigenstates of a set of commuting Pauli operators [NCOO])
with stabilizers
Xi j Zn, (8.1)
ni
where i labels different sites in the lattice and ni are the neighboring sites of i. For example,
on a 2D square lattice, ni includes the sites above, below, to the left and to the right of i.
The cluster state |ibduster) hence satisfies
Xi 1 Zni I'cluster) = |ciuster) , Vi (8.2)
ni
Such a definition yields a unique many-body entangled state |0ciuster) and applies to any
graph (hence the name graph state). In [RB01] it was shown that single qubit measurements
on a 2D square lattice cluster state can be used to simulate all the necessary computational
steps in the circuit model quantum computation. Actually the two models have the same
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computational power in that each can simulate the other efficiently.
The model appeared quite surprising at first. As measurement operations are usually
used to extract information from the computation ensemble, it seems that the cluster state
'knows' the answer to all quantum algorithms and encodes them all in its wave-function,
which sounds quite impossible. Soon it was realized that the measurement-based quantum
computation is related to teleportation[Nie06], where measurement can be used to transmit
information (and change it along the way) with the help of entanglement[GC99]. Based
on such an understanding, the measurement-based quantum computation model was gen-
eralized to many other lattice structures, for the purpose of resistance against error and
randomness[RHG05, RBB02].
The key challenge in the experimental realization of this computational model is in
building a large scale cluster state. Small scale cluster states with < 10 qubits have been
successfully generated[LZG+07], by entangling individual qubits with coherent quantum
gates into a big entangled state. However, scaling this process up to hundreds or even
thousands of qubits seems extremely difficult, as decoherence sets in before much of the
entangling process is done. An alternative approach to generate large scale many-body
entangled states is to trap a large number of particles together, engineer the necessary
interactions among them such that the desired state exists as a gapped ground state and then
cool the system down to below its excitation energy. This approach, if realized, would be
much easier to scale up and the generated many-body entangled state would be more stable
against decoherence and noise due to the existence of a gap in the system. The cluster state
does exist as the gapped ground state of local interactions, but unfortunately the interaction
involves at least four particles which is physically unrealistic[Nie06, VdNLDB08]. If we
relax the requirement and allow perturbative construction, then a two-body Hamiltonian
can be found which has the cluster state as its perturbative ground state at fourth order
perturbation [BR06].
8.2 MBQC in tensor product states
A major development in the theory of measurement-based quantum computation was
achieved by Gross and Eisert [GE07]. They proposed a much more general way to construct
resource states beyond the cluster state based on the relation between measurement-based
quantum computation and the tensor network representation of the state. In this section,
we review such a connection. It serves as the basis for our construction in the next two
chapters.
8.2.1 Teleportation
The basic building block of measurement-based quantum computation is teleportation,
which is a process of transmitting and processing quantum information with measurement
operations with the help of entangled pair states[BBC+93, GC99].
First, to see how teleportation transmits information, consider the following setup that
involves an input qubit [0) to be teleported and an entangled pair JE) = 100) + 111) (sup-
pressing normalization) shared between the input end and the output end. The information
in |b) is transmitted to the output end when one measures |b) and half of the entangled
pair jointly. Furthermore, by choosing different measurement bases, different gates can be
performed on |b) while it is teleported to the output end.
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To see this, consider an input qubit
|1) = mo |0) + mi ll), (8.3)
with Imol2 + mil 2 = 1, and an entangled pair |E23), as shown in Fig. 8-2. Qubit 1 and 2
belong to the input end. Qubit 3 belongs to the output end.
Figure 8-2: Teleportation of one-qubit unitary gates. The qubits are denoted by dots and
the entangled pair is depicted by a dashed line. The big circle represents the input end and
qubits inside it are measured together. After measuring qubit 1,2 together information in
qubit 1 flows to qubit 3.
The total wave function of the system is
1123) = (mo 10) + mi ll)) 0 (100) + 111)). (8.4)
If we measure qubits l and 2 in the Bell basis 1#2) = a I(|00)+I11)), a = 0, 1, 2,3, where
u, are Pauli matrices, the wave function of the unmeasured qubit 3 results in (#Y2 |10 23) =
o-a(mo 10)+mi 11)). Thus, one can see that the original information is teleported from qubit
1 to qubit 3 with possible extra Pauli operations.
In general, teleportation not only transmits information, but also implements gates at
the same time, as the Pauli gates seen at the output in the example given above. Measuring
in a basis of the generic form
10#12) = (Uoa) 0 1(100) + |1)), (8.5)
where U is any one-qubit unitary gate, yields at the output
(012 |1 23 ) = -aU(mo 10) + mi 11))3 = 0aU [0 1 ) . (8.6)
For example, we can choose U as the Hadamard operation H = 10) (+| + |1) (-|, where
li) = 1(10) ± 11)), and the phase gate Z(6) = e-4 10) (01 + e2 11) (11 to implement the
corresponding one-qubit gates during teleportation.
In addition to one-qubit gates, the requirement of universal quantum computation
also involves certain two-qubit gates, for example, the controlled-Z gate together with the
Hadamard gates on the two qubits[NCOO] which we denote as Uph. Specifically,
Uph = 100) (++1 + 101) (+-1 + 110) (-+1 - 11) (--1. (8.7)
The schematic for teleporting Uph is depicted in Fig. 8-3. It can be interpreted as a
generalized version of teleportation which involves a two-qubit input and three entangled
pairs[VC04]. It can be checked that measuring qubits 1,2,3 in
(ox)Y 0 (o2)' (|0 + +) I - -)), (8.8)
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5 yi 8
Figure 8-3: Teleportation of the two-qubit controlled operation Uph. As shown in the
figure, qubit 1 is the control qubit and qubit 5 is the target qubit. After proper 3-qubit
measurements are implemented on qubits 1, 2, 3 and 4, 5, 6 respectively, Uph gets teleported
from qubits 1 and 5 to qubits 7 and 8.
and measuring qubits 4,5,6 in
(a2)k 0 (-X)' 01(100+) ± I-)), (8.9)
with i, j, k, 1 = 0,1, teleports Uph to qubits 7,8 up to Pauli operations on 7,8 separately.
Hereby, one can see that teleportation is indeed a way of realizing universal quantum com-
putation, with multi-qubit measurements.
8.2.2 Measurement-based quantum computation as teleportation in pro-
jected entangled pair state
The projected entangled pair state (PEPS) [VMC08] (see Chapter 2) representation of many-
body entangled states turns out to be very useful for understanding the power of resource
states in measurement-based quantum computation. More explicitly, if we imagine the max-
imally entangled pairs in PEPS as in a virtual space where teleportation can be achieved,
and interpret the physical Hilbert space of spins as a projection from many virtual spins,
then measurements on the physical spins correspond to teleportation steps in the virtual
space and it may be possible that we can implement a universal set of unitary opera-
tions on virtual qubits by merely performing single-particle measurements in the physical
space[GE07].
For simplicity, let us first consider PEPS on a one-dimensional chain. As depicted in
Fig. 8-4, a spatially one-dimensional (1D) virtual space is a chain consisting of maximally
entangled pairs shared between nearest-neighbor sites. With D-dimensional virtual spins,
the maximally entangled pairs are in state ED-1 lii). At the left and right end of the chain,
there are boundary states IL) and IR). On every site, there are two virtual spins, each being
half of an entangled pair connecting neighboring sites. Shortly, we discuss how virtual and
physical spins are related via a projection on each site.
1 2 i i+1
Figure 8-4: Illustration of a 1D PEPS. The virtual space consists of left and right boundaries
IL), IR), and virtual spins entangled in ED-2 Iii). The big circle represents an on-site
projection where virtual spins inside are projected together to the physical space.
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The wave function for the virtual chain follows
N-1 /D-1
|bv) = IL) l ( Iii)kk+l) |R) (8.10)
k=1 i=0O
where k labels different sites in the chain.
A PEPS with d-dimensional physical spins is obtained by a local projection P on virtual
spins located on each site in the virtual space which maps the virtual space to physical space.
In Fig. 8-4, the projections are presented as circles. Note that the projection here is only a
map between two Hilbert spaces and is not the usual sense of projection that needs to obey
p 2 = P. More specifically,
N N-1 D-1
|PEPS Pk |L) 1 ' |ii |R) (8.11)
k=1 k=1 i=0 k1)
with local projection operators on each site defined as
d-1 D-1
Pk= S ) A (tr. (8.12)
z=o 4,r=0
Note that each ji) is a state in the d-dimensional physical space and Atr's are coefficients
of P that depend on li) in the physical space that one wants to project onto. Also note
that the physical dimension refers to the internal degrees of freedom of spins and is different
from the spatial dimension of the lattice.
Using Eq. 8.11 & 8.12, one can show that the wave function of a 1D PEPS with N sites
can be expressed as
d-1
|#PEPS) = 2 (LI A'A 2 ...... A |R)|i2. N) (8-13)
ZA,=0
The PEPS construction provides a perspective to see the relation between MBQC and
teleportation [GE07]. Here we give an explicit example that illustrates this idea. Consider
measuring site 1 in |#) = a 10) + b Ii) (d=2). After the measurement, the wave function of
the unmeasured physical spins becomes
1
(4|'IPEPs) = (LI (a*A6 + b*Ai )A2. AN R) 2223...... N - (8.14)
The form of the state remains unchanged while the left boundary gets teleported to site
2 and is changed into (LI (a*A6 + b*AI), which can be viewed as a gate acting on the old
boundary. From Eq. 8.12, we learned that the physical and virtual space are related by
the projection. Given a certain P, we can relate measurements in the physical space to
teleportation in the virtual space as well as changes in lattice boundary to unitary oper-
ations teleported in the virtual space. Quantum computation could therefore be achieved
in the virtual space by choosing appropriate measurement bases in the physical space that
correspond to bases for teleporting a universal set of gates in the virtual space.
In the above, we have seen that unitary operations on one spin could be realized with
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(1,2) (1,3) (1,4)
(1,1) 0 0 .. 4 0..... .
9 07
(2,1) 0 0 ** -
(3,1) 0 -.. e e ..... /0 ~. e
(4,1) 0 -
Figure 8-5: Representation of a 2D PEPS with input modes on the left boundaries.
MBQC on a 1D PEPS. With suitably chosen projection P, arbitrary single spin operations
could be implemented. Yet, for the universality of quantum computation, entangling oper-
ations between two spins must also be feasible; thus a more general 2D lattice is required
for MBQC. For this purpose, a 2D PEPS as shown in Fig. 8-5 can be constructed similarly.
The only differences are that the virtual space now contains both vertical (between sites
(i, j) and (i + 1, j)) and horizontal (between (i, j) and (i, j + 1)) entangled pairs E -1 I)
and the on site projection Pig becomes
d-1 D-1
Pg = i,j) AJ,,.rd (ulrd|, (8.15)
i=0 u,Lr,d=0
which is almost the same as the ID projection in Eq. 8.12, except that the number of
virtual indices is doubled. Note that i denotes the state of a physical spin as defined in Eq.
8.12. If P is chosen properly, a universal set of gates can be teleported in virtual space with
single spin measurements on the physical space.
The cluster state provides a nice illustration of this idea. On a 2D square lattice,
the cluster state is given in PEPS construction with inner dimension D = 2 and physical
dimension d = 2. The on-site projection from virtual spins to physical spins is Puldr =
10) (00 + +I + 1 ) (11 - -, where ±) = 10) ± |1) are the eigenstates of X. It was shown in
[VC04] that measuring a single physical qubit in |+) state corresponds to teleporting a H
gate in virtual space and measuring in 0) +e' 0 li) state corresponds to teleporting HZO gate
where Zo = 0) (01 + ei9 11) (11. Moreover, measuring two vertically connected physical spins
both in I~) state corresponds to teleporting a controlled phase gate Uph = I - 2 111) (11
up to H operations. Putting these together, we get a universal set of gates that can be
teleported in virtual space with single qubit measurement in physical space. Of course, in
order to achieve full computation, one needs the ability to input information, correct errors
in measurement results by adaptively choosing measurement basis in next steps, and finally
read out the computational result. It can be checked from the PEPS representation that 2D
cluster state satisfy all these requirements and hence serve as a resource state for MBQC.
Various other resource states can be constructed using this framework[GE07, GESPG07,
GE10], although a general rule is still missing on whether a projected entangled pair state
can be used as a resource state or not.
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Chapter 9
Measurement-based quantum
computation in gapped ground
states of two-body Hamiltonian
From the introduction to measurement-based quantum computation in the last chapter
(Chapter 8), we see that the key to the experimental realization of measurement-based
quantum computation is to find and generate a proper many-body entangled resource state.
Ideally, universal resource states of measurement-based quantum computation could be
obtained as the unique ground state of a naturally occurring Hamiltonian, one with only
nearest-neighbor two-body interactions. If this were the case, especially if an energy gap
existed between the ground and first excited states, the one-way quantum computation
could be robust against quantum noise and decoherence of the entanglement.
Many efforts have been made to construct the desired many-body entangled state such
that it could be the ground state of a naturally occurring Hamiltonian. The cluster state, un-
fortunately, cannot be the exact ground state of any naturally occurring Hamiltonian[Nie06].
Perturbative approaches providing a Hamiltonian whose ground state approximates that de-
sired have been developed [OT08, VdNLDBO8, BR06]. A nice scheme for constructing uni-
versal resource states has been proposed and has yielded many interesting examples[GE07].
Based on this, a mixed approach can be taken, using a 1D Hamiltonian to create chains,
that are then coupled by two-body unitary operations[GE07, BM08] to form a 2D resource
state. Matrix product state techniques allow any measurement of these 1D chains to be
computed efficiently, on a classical computer, however, implying that they alone are insuf-
ficient for quantum computation. Two-dimensional many-body entangled states are thus
likely to be essential for arbitrary quantum computations, but few techniques are presently
known for finding local 2D Hamiltonians with the desired ground states. Properties of such
states generally remain intrinsically hard to determine [SWVC07].
Here, we present results based on the PEPS representation of many-body entangled
states. On the one hand, this representation naturally includes many-body entanglement
in its state description[VWPGC06] and hence facilitates understanding of one-way quan-
tum computation schemes[VC04, GE07]. On the other hand, methods have been developed
to study the physical properties of PEPS states as ground state of parent Hamiltonians
[PGVCW08]. Combining these insights, we are able to construct an example of a sys-
tem which is both the exact unique ground state of a gapped two-body nearest-neighbor
Hamiltonian and a universal resource state for one-way quantum computation. Moreover,
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we aim at reducing the dimension of local Hilbert space in the state as much as possible
for experimental convenience and we arrive at the 'tri-Cluster' state which is composed of
6-dimensional particles.
In section 9.1, we present the our construction of the resource state in terms of its
tensor network representation. In section 9.2, we prove that it is the unique and gapped
ground state of a Hamiltonian with only two-body nearest neighbor interactions. Section 9.3
shows the universality of the state for measurement-based quantum computation. Finally in
section 9.4 we discuss some more recent developments after our proposal of the 'tri-Cluster'
state. This chapter is based on our work [CZG+09].
9.1 Construction of model
9.1.1 Building on PEPS
Consider the state |9F, s) defined on a square lattice (Fig. 9-1a) where each pair of nearest-
neighbor sites are connected by singlets I) = 100) + 101) + 10) - |11) (suppressing nor-
malization)1 . On sufficiently large lattices, starting with I #pr ), any quantum circuit can
be efficiently simulated by measuring all four qubits at each site (on the boundary, two
or three) in appropriate time sequences and measurement bases through teleportation (see
Chapter 8).
[bp s) is the unique ground state of a gapped two-body Hamiltonian, as it is simply
a tensor product of two-body entangled states. However, the multi-particle measurement
required to make this state universal[VC04] is generally disallowed in one-way quantum
computation models. Still, if the four qubits at each site were treated as a single 16 di-
mensional particle, the model could be interpreted as giving the desired result, a universal
resource state for one-way quantum computation and also the unique ground state of a
gapped two-body Hamiltonian. And while use of 16 dimensional particles is experimentally
unrealistic, the idea of using a description in terms of singlet pairs does provide a good
starting point for constructing simpler states.
a b
Figure 9-1: Projected Entangled Pair State (PEPS) representation of 2D (a) square |P S)
and (b) hexagonal |~Ps) lattice states. Filled circles connected by solid lines denote
virtual singlet pairs Ip). Dashed circles denote projection of virtual qubits into physical
states; Dash-dotted and dotted ones correspond to sublattices A and B in hexagonal lattice
respectively.
'Here we choose the entangled pairs to be slightly different from the ones we used in previous chapters.
However, they only differ by a local change of basis and everything can be rephrased using entangled pairs
100) + 111). But with |<p) the presentation in this chapter becomes simpler
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Specifically, as we discussed earlier, the projector pSqr = 10)(0000| + |I)(111112 ap-
plied to all sites of the square lattice state gives the cluster state on a square lattice [VC04],
|'Cluster) cX PcIisteriP s), where 10) and li) are the physical qubits in the cluster state
model. Compared with |bpVPs) with 16-dimensional particles, WCl-uster) employs only
qubits at each site, and hence is more experimentally accessible. Unfortunately it can-
not occur as the exact ground state of nearest-neighbor interactions [VdNLDB08], and the
gapped Hamiltonian having it as a unique ground state involves at least five-body inter-
actions. Moreover, it is known that PEPS states composed of lower dimensional particles
generally require larger interaction range in their parent Hamiltonian[PGVCW08]. Nev-
ertheless, this line of thought, using PEPS states, can indeed lead to a universal resource
state which is the unique ground state of a gapped nearest-neighbor Hamiltonian, while
also being composed of particles of relatively low dimension, as we now show.
9.1.2 The tri-Cluster State
The structure of the lattice of singlets, and the choice of projectors, in the construction of
PEPS states, provide powerful degrees of freedom for exploring interesting new states. Two
specific insights from the above examples illustrate this freedom:
1. Instead of on a square lattice, a cluster state defined on a hexagonal lattice I CIlster)
is also universal [VdNMDB06]. On a hexagonal lattice of singlet pairs (Fig. 9-1b), the
projector defining this cluster state is PcIlter = |0)(000|+ Ii)(111|, giving |fIte,-) C
Puter| es), where the labels denote left-right-up and left-right-down virtual qubits on
sites in sublattices A and B, respectively.
2. An alternative projector can be chosen: P' = 1)(1001 + Ii)(011 or P" = |0)(0101 +
li)(101|; these result in PEPS states different from IWft,),,but only by local Pauli Z
operations, as ZP = P'(x z®I) =P"(z &x®I) and |#bZ,"e ) is invariant with (x~z®I)
or (z Ox 01 ) applied to every site. Hence, a modified local measurement scheme still exists,
allowing these states to also be universal.
We now introduce a new state, the tri-Cluster state I'teriC), which is motivated by these
two insights, and has properties we desire. This is defined in the PEPS representation on a
two-dimensional hexagonal lattice (Fig. 9-1b), with projectors
PtriC = |0)(000|+Ii)(1111
+ |5)(100+|5)(0111
+ |4) (010| + 5) (1011, (9.1)
using the same labeling scheme as above, such that |triC) c PriCIl#Es). Hence, at each
lattice site there lives a 6-dimensional particle.
Intuitively, |/tric) is universal because it is closely related to the standard cluster
state. Specifically, I|triC) projected into the subspace spanned by {|0), Ii)} is the same as
lq'Cluster), as are also the states given by |ItriC) projected into {1),15)} and {|4),15)}, up
to local Pauli errors. Thus, I%1tric) is like a "superposition" of three cluster states. Com-
putational qubits are encoded in the virtual qubits and operated upon by measuring the
physical particles. Although the three subspaces of IWtric) cannot be decoupled physically,
they may be employed independently in processing encoded qubits with a suitable choice
of measurement basis, as detailed later.
2
which differ from Chapter 8 by local change of basis
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The most interesting nontrivial feature of |Iteric) is that it is the unique ground state
of a gapped two-body Hamiltonian, and we begin with that.
9.2 Uniqueness & Gap of parent Hamiltonian
The fact that |Fteric) occurs as the unique ground state of a gapped two-body Hamiltonian
is very surprising, as on the one hand the ground states of two-body Hamiltonians are rarely
exactly known and on the other hand simply constructed states are not always ground states
of simple Hamiltonians. Even the one-dimensional cluster state requires 3-body interactions
in its parent Hamiltonian. Below, we give a two-body nearest-neighbor Hamiltonian Htric
which has |tric) as its ground state. Furthermore, we prove that |Ktric) is the only ground
state of Htric and the Hamiltonian has a constant gap independent of system size.
The central step in constructing Htric and studying its properties is to find the support
space Sab of the reduced density matrix of any two nearest-neighbor particles a and b in the
state (a, b are in two sublattices A, B respectively). This is accomplished by first finding
the corresponding support space SasEPS of the six virtual qubits on site a and b, in the
PEPS picture, and then computing Sab oC PtriCSabEPS. For example, when a is to the left
of b (Fig. 9-2), virtual qubits 1 to 6 on those sites are only connected to virtual qubits a,
b
Figure 9-2: One representative site with particles a and b, and neighboring boundary, in
the hexagonal lattice of |bpEe S). Filled circles connected by solid lines represent virtual
singlets |W) and dashed circles indicate sites projected to obtain the physical state.
3, -y, 6 elsewhere. By tracing out a to 6 from the 5 singlet pairs, we find SapbEPS for virtual
qubits 1 to 6 to be spanned by |t)1|±)3|W)24|±)5|I)6, where 1±) = (10) ± |1))/vZ and |p)
is the singlet state. This 16-dimensional space is then projected to give Sab for the depicted
lattice site. Sab is different for the three bond directions in a hexagonal lattice, i.e. a to the
left of, to the right of, and below b.
Providing a two-body Hamiltonian with Iltric) being a ground state is straightforward.
The Hilbert space of two neighboring sites a, b is 36-dimensional, larger than the dimension
of Sab. Therefore we may choose any non-negative Hermitian operator hab on the two sites
that has Sab as its null space, such that habItric) = 0 for every hab. Thus, |IWtric) is a
ground state of the two-body Hamiltonian Heric = Eab hab, where the summation is over
all nearest-neighbor pairs. However, the key is to construct Htric such that IJtriC) is the
unique ground state, and it turns out the above procedure does work.
Specifically, let hab be the projection operator hPb which projects onto the 36 - 16 = 20
dimensional subspace orthogonal to Sab, giving the total Hamiltonian
Htric = (hib + hpb + . (9.2)
aEA 
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The summation is over sites a in sublattice A and the three terms hP, hP, hP correspond,
a
respectively, to three bond directions where a is to the left, to the right and below b. The
Hamiltonian is hence invariant under translation along sublattice A.
The specific Htric we have presented has |Wteric) as its unique ground state. This is
shown by verifying the condition [PGVCW08] that for any region R of spins in |'Fric), the
support space SR of the reduced density matrix on R satisfies
SR= Sab 0 IR\ab, (9.3)
(ab)
where the intersection is taken over all neighboring pairs ab and IR\ab is the full Hilbert
space of all spins in region R except a and b. For every possible configuration containing
three or four connected sites in |etric) the condition is confirmed by direct calculation.
To check the condition for larger regions, it is useful to notice that any region in |Ftric)
containing more than one site is injective [PGVCW08]. By Lemma 2 of [PGVCW08], 1.
if regions R1 and R 3 are not connected and R 2 and R3 are injective, then SRiuR 2uR 3 =
(SR 1 UR 2 ( IR 3 ) A (SR 2UR3 ® IR1 ) 2. if regions R 1, R 2, R 3 are all injective, then SRiuR 2uR, =
(SR1UR2 (IRs) f (SR2UR3 IR 1 ) (SR 1UR 3 ®IR2). Hence for a region R containing more than
4 sites in IYteric), SR is the intersection of all four-body support spaces in R. By induction,
it follows that condition Eq.(9.3) is satisfied on Iltric) for any R. Therefore, |fteric) is the
unique ground state of Htric.
Htric is also gapped; an energy gap y above the ground state exists, which is constant
as the system size goes to infinity. The existence of this gap guarantees protection of IWric)
against thermal noise, independent of system size. 77 can be bounded. First, we show that
77 is greater than A, the gap of another Hamiltonian K which also has |Wtric) as its unique
ground state, but has four-body terms instead of only two-body terms. We then bound A
above a positive constant value.
Figure 9-3: Regrouping of lattice sites in tri-Cluster State into disjoint blocks, each con-
taining two sites.
Consider the Hamiltonian K for a re-labeled version of IJ|tric), in which particles axe
regrouped into disjoint blocks each containing two nearest-neighbors (Fig. 9-3). Let K =
Emn kmn, where m, n denote two connected blocks, each containing two particles m[11, m[r]
and n[l,n[r respectively, and kmn is projection onto the orthogonal space of the four-
body reduced density matrix on m[I, m[r, nl], n[r] (assuming mMr] and n['l are connected).
Then H+ric = Zab hh imn h .h. + h . 1 E /kmn = pIK.The[]mi , h ad k a b n-n[i][r]
(hP [L r ~fi[]+and km,,n are both non-negative operators with the same null
167
space, so the last inequality holds for some positive number p. Assume that the gaps of
the projectors hPb and km, are both 1. Direct calculation gives y = l. As discussed in the
uniqueness proof, K also has IWtric) as its unique ground state. Using this, we find i
pl = !A. The gap A can be bounded by showing that K 2 > cK for some positive constant
c. K 2 = (Emn kmn )2 = K + Zmnmin,( kmnkm/ni + kmin'kmn) > K + EZnmn3 kmnikmn, +
kmnskmni, ni and n1 are blocks connected to m. The last inequality holds because when
region mn and region m'n' do not intersect kmnkm'ni + kmnikmn > 0. Direct calculation
shows that (Fig. 9-3) kmni kmnj + kmnjkmnj > 0 for (i, j) = (1, 2), (1, 3), (2, 4) or (3, 4) and
kmnikmn, + kmnkmn - Ikmn - ikmnj for (i, j) = (1,4) or (2,3). Summing over all
consecutive ni, m, and nj gives Enm kmnikmn, + kmni kmn -j Emn kmn. Therefore
K 2 > .K, giving A > .. Finally, we find a lower bound on the gap 7 of Htic of 7 1A > 1-
9.3 Universality for measurement-based quantum computa-
tion
|teric) is a universal resource state, because of properties it inherits from the cluster state.
Similar to a cluster state, computational qubits are encoded in the virtual qubits, and
the active computational state flows along the lattice as measurements on the physical
states are performed. In contrast, however, with jtWric) extra Pauli errors occur, thus
necessitating additional analysis. Below, we describe the different steps necessary, focusing
on initialization and readout, one-qubit gates, and a two-qubit gate sufficient for universality.
Initialization and readout- Just as with the cluster state, with |Itric), measurement
in the six-state basis, {I0) ... 5)} accomplishes several tasks. First, such measurement
detaches unnecessary sites from their neighbors (up to a known Pauli error). Next for state
initialization, it gives a post-measurement state with an encoded qubit projected into 1+)
(when the outcome is 0, 5 or a) and |-) (for outcomes i, 2 or 5). At the end of computation,
the encoded qubit can also be read out in this way, giving 0 (for 0, 2 or 5), and 1 (for i, 3
or 4).
One-qubit gates: Similar to gate implementations with the cluster state, once a line
in the lattice has been detached from the rest, appropriately measuring a site in the
line performs a single qubit rotation, up to a known Pauli error. Specifically, measur-
ing in the basis {|0) i e'0|i), 12) t e20|5), |i) i e- 0 1|)} implements operation {HZ(O),
XHZ(O),ZHZ(O),YHZ(O),ZHZ(O),YHZ(0)}, respectively, on the encoded qubit (using
standard notation for qubit gates, with Z(O) denoting a rotation about ; by angle 0), up
to pre-existing Pauli frame errors from detaching the line.
Two-qubit controlled-Z gate: Measurement of two vertically connected particles a and
b implements the final ingredient needed for universality, a controlled-Z gate CZab, just as
with the cluster state scheme, but with some additional Pauli frame errors. Specifically,
measuring in basis {6... } = {j5) ± 1i), |5) ± |5), |4) i 15)} implements the two-qubit
operation (Xa" Za" Ha) (Xb ZbHb) 'CZab on the two adjacent encoded
qubits. For X E {a, b}, u = 1 for x measurement outcomes 1, 3, or 5; vo = 1 for outcomes
2, 3, 4, or 5; wx = 1 for 4, 5; and us, vx, wx are 0 otherwise. Much like for the cluster state,
when embedded in a larger circuit, more complicated configurations arise in implementing
a controlled-Z gate , but the principles of propagating a Pauli frame remain the same.
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9.4 More recent developments
The tri-Cluster state we find here, which is both universal for one-way quantum computation
and the unique ground state of a gapped Hamiltonian, steps closer to physical realizability
than previous models. More recently, exciting developments have been achieved based
on similar methods which identify the AKLT state as universal for measurement-based
quantum computation [Miyll, WAR11]. The AKLT state is the gapped ground state of anti-
ferromagnetic Heisenberg interactions between spins, which is physically more realistic and
much easier to realize than the interaction in the tri-Cluster model. The remaining challenge
in realizing this scheme in experiments is to control errors during the computational process
when the quantum state is perturbed away from the exact ground state of the AKLT model.
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Chapter 10
Fermionic measurement-based
quantum computation
Quantum computation can be realized with different quantum degrees of freedom, for ex-
ample photons and spins. Fermions, as another major class of quantum particles, have been
relatively less explored for their application in quantum computation and can lead to new
possibilities. Although it is expected[BK02] that fermions have polynomially equivalent
quantum computation power as spins/bosons, it is possible that sub-exponential speedups
can be achieved with fermions over spins/bosons in certain computational tasks. For exam-
ple, the quantum simulation[Fey82, Llo96] of fermionic many-body systems can be much
more easily implemented with fermionic degrees of freedom due to the intrinsic sign issue
in the simulation of fermions with spins/bosons.
The possibility of using fermions for quantum computation has been studied in a few
contexts. It has been shown that the circuit model quantum computation can be imple-
mented with fermions which efficiently simulates quantum circuits with spins[BK02]. On the
other hand, topological quantum computation can be realized using certain two dimensional
fermion states with strong correlations[Kit03]. In particular, it is known that the fractional
quantum Hall state with filling fraction v = 5/2 can support universal topological quantum
computation[Bra06]. Moreover, quantum teleportation[BBC+93], an important quantum
protocol for both quantum communication and quantum computation, have also been gen-
eralized to fermion systems[MRZ08].
The measurement-based quantum computation model[RB01] as discussed in previous
chapters has been extensively studied in spin systems. With the tri-Cluster model presented
in the last chapter, we demonstrate that it is possible to do measurement-based quantum
computation in the gapped ground state of two-body Hamiltonians. However, the form
of the Hamiltonian is still complicated and our pursuit of experimentally feasible resource
states does not end here.
With the recent exciting experimental progress in manipulating ultracold fermion gases
[KMS+05, KZ08, GPS08], it is then interesting to ask whether similar computational
schemes could be implemented in fermion systems, with only single site measurements on
a fermionic resource state which ideally can be realized in a controlled way with ultracold
fermionic atoms. With the large variety of quantum states that exist in simple free fermion
systems, like Fermi liquids, quantum Hall states, and topological insulators, a fermionic
version of MBQC may provide new platforms for quantum information processing with re-
duced experimental complexity while at the same time enjoying the same advantage as in
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the spin MBQC model that no coherent quantum operations are needed to carry out the
whole computation.
However, no theory exists for fermionic MBQC which studies what fermionic resource
states are useful and what single site measurement patterns are necessary to achieve uni-
versal quantum computation. Naively, one might expect that a direct Jordan Wigner map-
ping of spin resource states to fermions would give a useful fermionic resource state for
MBQC, but this is not true as the mapping is nonlocal and local spin measurements on
the resource state can no longer be implemented with local fermion measurements after
the mapping. Moreover, one of the key properties wanted for a MBQC resource state is
lost during this mapping. It is highly desirable to have the MBQC resource states be the
ground states of local Hamiltonians and many spin resource states are designed to have this
property[BR06, CZG+09, BM08, CMDB10, Miyll, WAR11] . Unfortunately this property
is not preserved by the nonlocal mapping to fermions and the resulting fermion states can no
longer be generated by engineering the appropriate local Hamiltonian terms in the system
and then lowering the temperature. Therefore different approaches are needed to construct
a useful fermionic MBQC model.
In this chapter, we show that MBQC is possible in local fermion systems by presenting an
explicit construction of a fermionic resource state together with the single site measurement
patterns necessary to realize universal quantum computation. Our construction is based on
the fermionic Projected Entangled Pair States (fPEPS) representation[KSVC 10, GVW1O],
which is known to describe ground states in local fermion systems[PGVCW08]. The con-
struction generalizes the idea of designing spin MBQC resource states based on the spin
PEPS representation[GE07, GESPG07] to fermion systems. By encoding the quantum in-
formation to be processed into the even parity sector of local fermion modes, we demonstrate
how universal quantum computation can be achieved on a fermionic state with only sin-
gle site measurements. One complication arising from this encoding is the extra fermionic
measurement possibilities in the odd parity sector which introduces nonlocal by-products
to the computation. We demonstrate further that such by-products in the computation can
be properly taken care of by keeping a 'fermionic' frame of the by-products together with
the Pauli frame as in the spin MBQC models[RB01, RBB03]. Starting from this explicit
construction, we expect that the fPEPS formalism could yield fermionic resource states with
simpler encoding scheme and as the ground states of more easily realizable local Hamiltoni-
ans. Therefore, we also discuss in general how to design fermion resource states for fMBQC
from fPEPS representation.
The chapter is organized as follows: In section 10.1, we start from the basic building
block of MBQC-teleportation, and show how it can be realized in fermion systems. Putting
the teleportation steps together, we obtain a simple fermionic resource state in section 10.2
A-B and demonstrate in detail how each step in MBQC can be realized on such a state.
This example is the starting point of a more general construction based on fPEPS which
we present in section 10.2 C. Finally, we conclude and discuss future directions in section
10.3.
10.1 Fermionic teleportation
Our goal in the next sections is to show that on a many-body fermion state single site
measurements can be used to simulate the result of any quantum circuit. We achieve this
with a similar procedure as that used in spin MBQC: we first construct fermionic telepor-
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tation steps for implementing a universal set of gates and then use the fermionic PEPS
(fPEPS) representation to map teleportation in the virtual space to single-site measure-
ments in a physical state. However, fermions are very different from spins in two specific
ways: 1. fermion operators anti-commute with each other and fermion wave functions are
anti-symmetric; 2. the total parity of a fermionic system is always preserved. Therefore,
care must be taken in mapping from spins to fermions and the generalization is far from di-
rect. In this section, we start with a fermionic version of teleportation, discuss the necessity
of a new encoding scheme for ferrnionic systems, and finally give a way to achieve univer-
sal quantum computation with fermionic teleportation. These serve as the basic building
blocks for fermionic MBQC discussed in the next section.
10.1.1 Fermionic teleportation as a generalization of spin teleportation
In quantum computation with spins, the analogy to the bits 0/1 in classical computation is
the two-level spin up/down states |0) / 11), or qubits. In the fermionic case, the information
is encoded in the wave function of local fermionic modes. It seems straight forward to define
the two-level states by the occupation number of the modes. Namely, the analogy of 10) is
a state with no fermion in a mode, or vacuum |Q), and that of |1) is af |Q), where at is the
creation operator for a fermion mode. The maximally entangled spin state 100) + 111) can
be replaced accordingly by two entangled modes defined as (1 + aa) IQ).
However, this naive mapping fails as one attempts to do fermionic teleportation with the
configuration shown in Fig. 8-2, where each dot now represents a fermion mode. As fermion
parity of a system is always preserved, the input mode 1 cannot be in a superposition state
of (mo + mia t ) I). In order to deal with this problem, we take a route similar to that in
[BK02, MRZ08] by adding extra modes and encoding information in a fixed-parity sector.
As depicted in Fig. 10-1, we add an extra mode and a second pair of entangled modes, such
that the input defined in Eq. 8.3 becomes |#13) = (MO Il) + miala3|))13, which has a
definite even parity. To check the feasibility of this strategy, we show in the following that
1-2, 5
o o --o
3-4 6
Figure 10-1: Teleportation of two-mode fermionic unitary gates. Fermionic modes are de-
picted as white dots, and entangled mode pairs are represented by a dashed line. Input
modes (1, 3) are in state |13) = (mo |G) + mictat Q)), where mode 1 carries the informa-
tion, and mode 3 preserves the parity of the mode 1.
the input in modes 1 and 3 can be teleported to modes 5 and 6: The total wave function
of the system is
1
|) = Zma(a a )a(aa1 + 1) + 1)|) . (10.1)
a-o
A measurement of modes 1-4 in (#1 = (AI (1 + a 4a 3a 2 ai) results in state (4|@) = (mo +
miata) I) on mode 5 and 6, which is exactly what is desired.
This is the simplest case of a teleportation circuit and illustrates the general strategy we
take to deal with the special property of fermions: 1. a proper ordering of all fermion modes
needs to be given at the beginning and carried throughout the whole scheme 2. information
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is encoded in a fixed parity sector and all operations have fixed parities. In the following,
we apply these strategies to the general cases. First we need to specify the encoding scheme
of general quantum circuits into fermion modes.
10.1.2 n -+ 2n encoding scheme
Due to the parity constraint discussed above, extra modes are needed when encoding spin
states into fermion modes to preserve the total fermion parity of a system. Various encoding
schemes have been proposed[BK02] which satisfy this constraint. For discussion in this
paper, we choose to encode 1 qubit into 2 fermionic modes, or more generally, n qubits into
2n fermionic modes. As illustrated in Fig. 10-1 and Fig. 10-2, in our scheme, a 'parity' mode
is assigned to every 'info' mode containing the real information to ensure that the total parity
of an info mode and the auxiliary parity mode is always fixed. Thus, a spin system with n
qubits in state 1|0n) = EZaj. m{a} Iaia 2 .... .an), where {ai} = {ai, a 2 ..... , a} is encoded into
a fermionic state with 2n modes |011)f = Zfai} m{ai}(a af)*(at t P)a2...(,atap)t a),
where i p is the parity mode of the info mode i. Note that here we have chosen the order
of the modes such that fermionic operators a* always appear in front of at for i < j, and
the fermion parity of the state shall always be even.
As a spin state with n qubits is encoded into a fixed parity fermionic state with 2n
modes, spin gates must also be redesigned accordingly so that an n-qubit spin operator is
encoded into a 2n-mode parity preserving fermion operator and the universal set of spin
gates are mapped to a set of fermionic gates which possess the same universality.
A generic one-qubit unitary spin operator
U = Uoo 10) (01+ U10 11) (01+ U01 10) (11+ Uu 1l) (11 (10.2)
is encoded into a 2-mode fermionic gate (where mode 1 is the 'info' mode, and mode 2 is
the 'parity' mode of mode 1):
U1 = UOOaiaa2a + Uoicaa + U10aia2 + Unaaiacaca 2  (10.3)
With this encoding, we have the 2-mode fermionic phase gate
Zf (0) = ailat02a + e&oaalaaa 2 , (10.4)
and the fermionic Hadamard gate
Hf = aila 2 a 2 + ata2 + aia2 - ataia 2 (10.5)
which can be composed to simulate arbitrary unitary gates on a single qubit.
Similarly, the 2-qubit Uph is mapped to Uph;f on 4 consecutive fermionic modes, modes
1, 1p, 2, 2p, where 1,2 are control and target modes, and 1p,2p are parity modes of 1,2
respectively. For simplicity, here we denote fermionic states |Q), at I), and (1 + aa4) |Q)
as I0)f,I1)f, and (100) + 111))f where we always order the modes as 1, 1p, 2, 2p, etc.
Uph;f = .0000)f ((001 + (11I)i((00| + (11l)!
+ 10011)f ((001 + (11|)f((001 - (11i)!
+ |1100)f ((001 - (11I)i((001 + (11|)f
- |1111)f ((001 - (11|)f((00| - (11|)f. (10.6)
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Therefore, with Eqs. 10.4, 10.5 and 10.6, a universal set of fermionic gates for fermionic
quantum computation is constructed and can be used to simulate the universal set of spin
gates for the original spin quantum computation. Note that the gates discussed here only
act on the even fermion parity sector and are unitary only within this sector. However, as
information is encoded fully in this sector, these gates are sufficient for quantum computa-
tion and are implemented in the MBQC scheme described below. Unlike in the fermionic
circuit model of quantum computation[BK02] where fully unitary fermionic gates are nec-
essary, in fermionic MBQC simulating such quasi-unitary operations is sufficient and can be
readily realized. The odd fermion parity sector contributes to the fermionic MBQC scheme
as computational by-products when the measurement result falls into this sector. As we
show below, such computational by-products can be properly dealt without destroying the
universality of the computation scheme.
10.1.3 Fermionic teleportation for a universal set of gates
Now that we have defined the encoding of states and the mapping between gates, in the fol-
lowing, we show that the universal set of fermionic gates can be implemented by measuring
entangled fermionic states in certain bases, thus achieving universal quantum computation
with fermionic teleportation. Note that in the discussion of this section, we always assume
that each pair of 'info' mode and 'parity' mode always have even parity. The occurrence of
odd parity pairs is considered as computational by-products later.
The schematic for teleporting an arbitrary two-mode parity preserving fermionic gate
Uf, the equivalent of a 1-qubit spin gate, is shown in Fig. 10-1. By comparing Figs. 8-2
and 10-1, we can see that the number of inputs as well as that of entangled pairs are both
doubled in the fermionic case. The wave function of the state that corresponds to Eq. 8.4
in the spin case is given in Eq. 10.1. It can be checked that the measurement on modes 1-4
in basis
<) = (Uoo - Uoia4at + Uloaiaa + u 11atacaa)| Q) (10.7)
teleports Uf to mode 5 and 6.
As for teleporting the 4-mode controlled operation Uph;!, the setup depicted in Fig. 10-2
is utilized. The wave function of this state is
2 13
0 -0
1(o 5 o0 - -0
4V 14
9 .15
11P O O - -0
-12 16
Figure 10-2: Teleportation of the 4-mode controlled operation. Input modes 1 and 9 are
the fermionic analogues of the control and target, and modes 3 and 11 are the parity modes
corresponding to 1,9 respectively. After measurements on modes 1 - 6 and 7 ~ 12 are
implemented, the gate is teleported to modes 13 ~ 16.
|b) = Za,.o mab(cfa )a(Cat1)b(1 + ata43)(1 + a4c4
(1 + aair)(1 + af a)(1 + aloals)(1 + at12at)
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One can check that Uph;f can be teleported by measuring modes 1-6 of the top site in
k)t=(1-ata4-a a tattajt tat - afataet t+atattt atatatatatat) jQ)
(10.8)
and mode 7-12 of the bottom site in
|#)b = (1 - aio 12 + a7a8a9al1 - a7a8a9 a1C1a12)|I) (10.9)
Hereby, we have successfully found a measurement bases corresponding to a univer-
sal set of gates and have shown that universal quantum computation can be achieved by
teleportation with fermions.
However, our consideration so far is over simplified as we have assumed that the compu-
tation always occurs in the even fermion parity sector and the measurements always result
in the basis we want. In fact, measurement errors always occur as we can not choose which
particular basis among a complete set to measure in. Measurement errors in teleportation
steps lead to unwanted by-product operations being teleported. For fermion states, it is also
possible to change the parity sector of the states, which seems to pose a serious problem
for our scheme. We address these issues in the following sections and show that they can
be properly taken care of and will not impede our ability to do MBQC. We refer to the
extra operations teleported as 'by-products' instead of 'errors' to emphasize that the former
is due to the intrinsic randomness of quantum mechanics and cannot be avoided while the
latter is due to noise and perturbation and can in principle be reduced.
10.2 Fermionic Projected Entangled Pair States for MBQC
Even though we have demonstrated the viability of fermionic teleportation for individual
gates in the previous section, our ultimate goal is to show that a circuit consisting of
multiple operations can be simulated with local measurements, or in other words, to achieve
fermionic measurement-based quantum computation (fMBQC). Thus, it is necessary to have
a fermionic lattice state similar to the spin lattice state in Fig. 8-5 which allows multiple
steps of measurements as the information flows from one place to another.
In this section, we first assemble the teleportation steps and give a simple yet universal
example of resource state for fMBQC. We examine in detail the possible by-product opera-
tions that occur in the measurement process and show how they can be taken care of with
proper measurement schemes. We then discuss the more general fermionic Projected En-
tangled Pair States (fPEPS) formalism which, like PEPS for spin, allows more possibilities
for finding novel fermionic resource states.
10.2.1 A simple example of fermionic resource state
Here we demonstrate that fMBQC can be achieved using a special fermionic resource state
on the lattice shown in Fig. 10-3. Like what we have seen in fermionic teleportation, the
number of input and entangled pairs are doubled in the fermionic case compared to the
spin case; thus, the spin lattice for MBQC (shown in Fig. 8-5), which has 3 or 4 qubits on
every site corresponds to the fermion lattice in Fig. 10-3 which has 6 or 8 modes per site
and two entangled pairs connecting neighboring sites.
The lattice consists of input mode pairs oaa's on the left boundary and entangled pairs
, at,+1+1) |Q) and (#,'t ,a'+ +1) I) for horizontal bonds, and ({6 +,j+1)|G) and
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Figure 10-3: Representation of the 2D fPEPS simple example resource state. The lattice
consists of boundary modes on the left and entangled mode pairs connecting every site.
(Y',Ifo'1,+ 1) |Q) for vertical bonds. The labeling of modes on a site is shown in Fig.
10-4. When writing the bonds, we define the ordering of sites on the lattice as left (i, j) to
right (i, j + 1) and top (i, j) to down (i + 1, j). This state can be thought of as a fermionic
PEPS with a trivial projection on each site. In the following we think of all the modes on
each site as one big degree of freedom and discuss how MBQC can be implemented with
single site measurements on this state.
5S6'
aO o/1
Figure 10-4: Labeling of modes on a site. Modes on the left are labeled a, a', modes on the
right are ##/', modes at the top are 65', and modes at the bottom are y-'.
To see the feasibility of fMBQC in this example, we give in detail the procedure to
implement each necessary step in fMBQC on this state.
" Assume WLOG that the input modes on the left boundary are all initialized in IQ),
and measurements are performed on the sites in the first column from top to bottom,
and then column by column from left to right so that the information flows to the
right.
* Just like in MBQC for spins, the lattice is initially entirely entangled. As one wants to
achieve certain operations, for example, two-mode gates or the four-mode controlled
operation Uph;f, which involve only one or two entangled rows, one needs to isolate the
rows and decouple them from other rows. To isolate a row, we remove its entanglement
with neighboring upper and lower rows by measuring modes on the sites of the upper
and lower rows in the occupation number basis
of"*n't"y'at n*a'f*tn, ap',tn6'7 t"ny7 t"-,' 192)
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for all n = 0, 1. Apply this measurement wherever necessary to prepare the lattice for
the implementation of a particular circuit.
" After partially decoupling the lattice when necessary in the way introduced above and
using the results from Eqs. 10.7, 10.8, 10.9, we see that we can implement a universal
set of fermion gates by single site measurements on this state. But this is not enough
to claim universality for MBQC as we have not considered the effect of measuring
in basis other than the desired one. We discuss how to deal with the computational
by-products introduced by the randomness in fermionic measurements in the next
section.
" We finally read out the output on the right boundary by measuring the sites in the
occupation number bases. Therefore for fermions, we just measure the rightmost
column in (ata't)"a I) or atn"a'ti-n"|I), with n, = 0, 1 to yield the results.
10.2.2 Dealing with measurement randomness in the simple model
In this section, we address the effect of measurement randomness in our scheme. As dis-
cussed in the previous section, fMBQC could in principle be achieved with measurements
in certain bases; however, measurement results in orthogonal bases that span the rest of the
Hilbert space may lead to by-products to the simulated operation. This can be viewed as
the fermionic analog of the Pauli by-products that emerge when a Bell measurement is per-
formed. In general, we cannot choose which basis state results from the measurement and
whenever a measurement is done, a by-product occurs. Therefore, dealing with by-products
becomes a necessity to make sure that there is a finite probability of simulating the wanted
operation in order to achieve efficient quantum computation.
So far in our discussion, we have used two important assumptions: 1. we required
that the pair of input modes on a site always have even parity as we designed one mode
as the parity mode of another; 2. we only mentioned the measurement basis that gives
rise to the desired answer without discussing other orthogonal bases that would potentially
produce by-products. In general, the fermion parity constraint only requires that the total
parity of modes be fixed. Therefore, the input mode pairs could also have odd parity, eg.
moat + m 1a'
t IQ). Similarly, there are no other constraints on the measurement bases as
long as the total parity is fixed. As a result, it may seem that the choice of bases is arbitrary,
leading to all kinds of by-products in the simulated operation. Yet, for the consistency of our
scheme, we choose a complete set of measurement bases in which the mode pairs (aa', /3/3',
Ty'y, 6') each have a fixed parity, which could be either odd or even. Therefore, depending
on the parity of the measurement bases, we could characterize the by-products into two
categories:
* Parity-preserving by-products: by-products that come from measurements which pre-
serve the parity of the input (i.e. with an even parity measurement basis), such
that the parity of the output is the same as the input. These parity preserving local
fermionic operations can be mapped to local spin operations and could be corrected
locally as spins. To see this more explicitly, we assume on a 1D chain with input of
even parity, measurement in the state (1 +aa'3#') I) simulates the desired operation.
Other orthogonal bases that preserve the parity are (1 - aa'##/') I), (aa'+#3#3') I)
and (aa' - ##/') |). It is obvious that the by-products on the output for these bases
are the fermionic equivalent of Pauli Z, X, and Y respectively. In our simple example,
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such by-products can all be incorporated into the next operation to be teleported and
hence get corrected.
* Parity-violating by-products: by-products that emerge in measurements which change
the parity of the input (i.e. with an odd measurement basis), such that the parity of
the output is the opposite of the input. Using the example above, the orthogonal bases
in the odd sector are (aa'#t#f') IQ) and (aa'#'±i3) I). To keep the information flow,
a corresponding encoding of spin states into the odd parity sector needs to be defined,
for example by requiring that the 'parity' mode always has the opposite parity to
that of the 'info' mode. Moreover, this type of by-products are not the typical spin
by-products. Instead they implement odd fermionic operations on the input, which
maps back to non-local spin operations. Nevertheless, since in our scheme we have
required a fixed parity on each mode pair, the nonlocal part of an odd operation only
contributes an overall (±1) to the total state, and therefore we only need to worry
about the local part which is correctable by local measurements. Note that this is a
special property of this example. Generally by-products from odd measurement bases
are non-local, and we discuss the general case in the next section.
10.2.3 General fPEPS construction for fMBQC
Review of fPEPS formalism
In the previous section, we demonstrated that fMBQC is feasible in principle on a 2D
lattice. However, in this model, the on-site measurements involve many degrees of freedom
and the resource state may not be readily realizable. Our ultimate goal is to find a resource
state which contains few modes per site and is the unique gapped ground state of a simple
Hamiltonian, for example a free fermion Hamiltonian. The computational power of such
a state is connected to its physical properties through its fPEPS representation. fPEPS,
like PEPS for spin, represents many-body fermion states as projections from entangled
virtual fermion pairs and provides new possibilities for finding fermionic resource states for
quantum computation.
First, we review the fPEPS formalism[KSVC10, GVW10]. A 2D fPEPS is obtained
from a lattice of fermionic entangled pairs (for example as shown in Fig. 10-5 or Fig. 10-3)
by projecting the fermion modes on each site to a smaller physical Hilbert space. For the
simple example given above, the projection is trivial on each site. In a general fPEPS state,
the boundary modes and the entangled modes between sites (a, 3, ^y, 6) are only virtual
and we denote the physical modes as c to distinguish them from the virtual ones. The
virtual entangled mode pairs are again ordered from left (i, j) to right (i, J + 1) and top
(i, j) to bottom (i+ 1, j). The virtual boundaries and mode pairs between sites are denoted
as B;,1 and H = (a ,3J +1 +1)k IQ) for horizontal bonds and V = (, 3o+1, +1)k j1) for
vertical bonds respectively, where the integer k labels the number of bonds per direction
per site. Fig. 10-3 and Fig. 10-5 represent models with k = 2 and k = 1 respectively.
The wave function for the virtual space can be expressed as [KSVC10]
|No Bi,1HkV; |Q), (10.10)
i,j,k
An on-site projection Pj that maps the virtual space to the physical space with physical
modes ce on every site is defined as [KSVC10]:
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Figure 10-5: Representation of a 2D fPEPS with k = 1. The lattice has only one bond per
direction.
1
Pig = 1 Ai [{n}] JJ * (10.11)
{n}=O l,k
where {n} is the set of occupation numbers for every mode, and Ai [{n}] depends on the
intrinsic properties of the physical state one wants to project to.
Pi is constrained to have a fixed parity for the resulting state to be physical, or
({nt + np6k + n-yk + nok + n6k) mod 2 = c, (10.12)
l,k
where c is constant for each site.
To yield a physical state, one applies the projection operator Pi's to the virtual state
|V), together with the physical vacuum state I)P and then takes the vacuum expectation
value on the virtual space as all the virtual modes must be annihilated and only physical
modes are left,
|I), = , (01|f Pij l#),|GQ),
i~j
= (01 fJ P [J Bi,1HgV I)| IQ) (10.13)
i,j i,j,k
This form of many-body fermion state is the starting point for a more general construc-
tion of fermionic resource states for MBQC.
Information flow in fPEPS
In the following, we show how the information stored in the left boundaries Bi,1 gets trans-
mitted to the right by local measurements on an fPEPS. For simplicity, from now on, we
assume k = 1, as shown in Fig. 10-5. The measurements are performed site by site from
top to bottom and then from left to right starting from site (1, 1) in column 1.
To illustrate the flow of information, we first look at the measurement on site (1, 1).
Suppose site (1,1) is measured in 1#11) = 011, I11),. To see what the state becomes after
the measurement, we first rearrange |#), in Eq. 10.13 and commute the terms containing
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modes on site (1, 1) together. We get:
|#) (G| H Pig~i,fHijViy|)|)
a (i,j)/(1,1)
Qa7,1 = v (O11|P11Bi,1H11 |n),|in11),P (10.14)
a
where a denotes different terms in B1,1 if input modes on site (1, 1) is entangled with other
modes of Bi,1, which could possibly happen in a generic state as long as the total parity is
fixed. Note that no extra signs are produced in this procedure as we are free to move the
entangled pairs and the projections because they have fixed parities.
Using Eq. 10.13 and Eq. 10.14, it is obvious to see that after the measurement, the
state becomes
|411) (#11|), = |411) v QI PijR1B 1HijVig |Q)v I|,, (10.15)
a (i,j)/(1,1)
with
R1= (1nI v (011 PuB,1 HV 11 I 1), 101n),. (10.16)
Ra, is an operator on the a virtual mode of site (1,2) and the 3 virtual mode of site
(2,1). We can hence interpret the effect of measuring site (1,1) as information flow in the
virtual space from site (1,1) to site (1,2) and (2,1) as shown in Fig. 10-6. The encoded
state changes from B1,1 to R1,1 and correspondingly certain operation is implemented.
This is similar to the picture we had with spin MBQC where measurements on physical
sites correspond to operations implemented on the information flow in the virtual space.
(1,10V (--a (1,4)0(1~0>0 00~
(2,1 0 0 - 0 0 0 (21 -0 0 0 0
(2,1,0 0- 0' 6"- 0 0 - 40 (310 0-" 0 0- 0 0 - 0
,0 ( 0
(3,10 0,- C O-' 6 0. J (3,1. 0- -0 0- 0 -O
Figure 10-6: Illustration of boundary changes after measurement on site (1, 1). The bound-
ary originally on site (1, 1) moves to site (1, 2) and site (2, 1). The new boundaries are
Bi,1(i 7 1) and Ru .
This formalism provides a general framework to study MBQC based on many-body
fermionic state. The simple example we studied before falls into this framework with k = 2
and trivial projection Pig = I. Based on the general formulation, it is possible to find
physically more feasible fPEPS resource state for MBQC. Extra care needs to be taken
when dealing with measurement randomness on a general fPEPS and we discuss briefly
possible difficulties in the next section.
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Dealing with measurement randomness for general fPEPS
In dealing with measurement randomness for the simple model, we classified the by-products
into two categories depending on whether the output contains the same parity as the input.
Yet, we showed that the by-products are local and locally correctable as all the mode pairs
(aa', #3', etc) have a fixed parity. However, in a general fPEPS state with possibly an
odd number of bonds per direction (k = 2n + 1), n E N) and a more general encoding
scheme, non-local by-products could occur and special attention is needed when designing
MBQC schemes based on such states. As we show in the following, the non-locality of such
by-products can be properly taken care of with careful design and is not a fundamental
difficulty in using fPEPS states as MBQC resource states.
We use the k = 1 model to illustrate the basic idea. Assume that we are measuring the
sites in a column-wise order, i.e. we first measure the first column from first row to last
row and then second column from first row to last row, etc. Let us look more closely at the
measurements on column 1, starting from site (1, 1), and moving downward. Suppose that
the boundary modes are always ordered from up to down. So after measurement on site
(1, 1), they are ordered from site (1, 2) to site (2, 1) to site (3, 1) etc. The parity constraint
with a general encoding scheme is that the whole boundary chain has a fixed total parity,
but each boundary mode may not. In particular, the boundary mode on site (1,2) might
not have a fixed parity. This leads to extra sign effect when site (2, 1) is measured. In
particular, if site (2, 1) is measured in an odd basis which corresponds to an odd operation
on the boundary, it applies a non-trivial sign factor (-1)"*1,2 to the boundary mode on
site (1, 2). Similarly, measuring site (i, 1) in an odd basis causes a non-trivial sign factor on
sites (i', 2) for i' < i. Therefore, the by-product induced is indeed non-local.
In general, after finishing measurements on the j'th column, the overall sign S(iJ+1)
accumulated on site (i, j +1) in column j +1 is determined by the number of odd measure-
ment bases below site (i, j) in column j and the occupation number operator na(ij+1) of a
mode on site (i, j + 1). Define
N(i,=i) i' , (10.17)
i',i'>i
where fig is the parity of the measurement basis on site (i, j). Then, we obtain
S(ij+1) = (~1 )"ci. +i)N(ij+) (10.18)
Even though the by-products are non-local, they can be dealt with in a local way. Note
that as long as one keeps track of all the measurement results, the total by-products that
happen to the boundary modes can be determined after one finishes the measurements of one
column. Moreover, the by-products factorize into a product form, of individual operators
on each boundary mode separately, for example as given in Eq. 10.18. Such by-products
can be incorporated into the operation to be implemented when measuring the column j +1
and can be corrected locally just like correcting Z by-product in spin systems.
To sum up, in a general fMBQC scheme based on fPEPS, non-local by-products do
occur. But as they factorizes into a product form, they can be corrected locally.
10.3 Conclusion
In this chapter we generalized the measurement-based quantum computation scheme from
spin systems to fermion systems. We gave a simple example of many-body fermion states
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and demonstrated how it could be used as a universal resource state for MBQC. More
generally, we provided a framework for constructing fermionic resource states for MBQC
based on the fPEPS representation of fermion states and discussed ways to deal with the
non-local by-products that might come up in the general scheme.
This framework provides a general starting point for the construction of new MBQC
schemes. The ultimate goal is to find resource states that are easy to realize experimentally,
for example in a free fermion system where particles move around but do not interact with
each other. Unlike spin systems, which factorize into total product states and lose all
computational power without interaction, the hopping of fermions in the lattice and their
non-trivial mutual statistics can generate entanglement among different sites in space, which
can subsequently provide the basis for the power of quantum computation.
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Part V
Conclusion
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Chapter 11
Summary and outlook
11.1 What we have learned about many-body entanglement
To summarize, in this thesis we aimed at a more systematic understanding of many-body
entanglement in gapped quantum systems. Our theoretical study of this subject addressed
not only the analytical and numerical aspects of the issue but also its experimental realiza-
tion. Our results are mostly concerned with the representation, the classification and the
application of many-body entangled states in gapped quantum systems. In particular,
1. In Part II, based on the tensor network representation of many-body entangled states,
which was reviewed in Chapter 2 and 3, we first addressed the issue of how to extract
the universal properties and hence determine which phase a many-body entangled
state belongs to from its representative tensors. To achieve this, we presented a
renormalization algorithm for tensor product states in Chapter 3 which flows the ten-
sors to a fixed point form and allows the phase information to be easily extracted.
Chapter 4 focused then on the tensor product representation of topologically ordered
states and pointed out, interestingly, that small variations in the tensors do not al-
ways correspond to small perturbations in the physical systems. Therefore, for the
tensor representation to be faithful to physical reality, certain variation directions are
'illegal' and should be carefully avoided. For topologically ordered systems with gauge
symmetry, it was shown that only variations satisfying certain symmetry are allowed
in the tensor.
2. Part III was devoted to the classification of many-body entangled states in gapped
quantum systems with respect to their universal properties at large length scales,
which can be measured macroscopically. As we are not interested in short distance
structures of the states induced by local interactions of nearby particles, we need
to set up an equivalence condition between many-body entangled states which al-
lows smooth local deformations on the states. This was done carefully in Chapter
5 which provided the basis for the classification of gapped many-body states, hence
zero-temperature gapped quantum phases, in the following chapters. In Chapter 6,
we classified symmetry protected topological phases in one-dimensional systems. Ac-
tually, in one-dimension, the complete zero temperature gapped phase diagram can
be understood, which we presented in [CGW11b]. Moreover, we studied the case of
D2h symmetry in spin chains and proposed how to experimentally distinguish different
symmetry protected topological phases in [LCW11]. We moved on to two and higher
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dimensions in Chapter 7, where we presented a systematic construction of symmetry
protected topological phases in strongly interacting bosonic systems. Generalization
of this approach to fermionic systems has led to new understanding of fermionic SPT
phases as well [GW12].
3. In Part IV, we used our understanding of many-body entanglement structures in
gapped quantum states to design applications of these states in quantum computa-
tion protocols. We focused on the measurement-based quantum computation model
(reviewed in Chapter 8) which starts with a suitable many-body entangled states and
employs only single body measurements to achieve the full power of quantum com-
putation. The key to the realization of this model is to find an appropriate resource
state which is easy to realize in the lab and stable against decoherence. We took one
step towards this goal in Chapter 9 by finding a resource state as the gapped ground
state of two-body interactions between spin 5/2 particles on a hexagonal lattice based
on the tensor network representation of the state. More recently, resource states
with physically more realistic forms of two-body interactions and smaller spin sizes
(spin 3/2) have been proposed[Miyll, WAR11, CMDB10]. With our proof that spin
1/2 two-body frustration free Hamiltonians cannot have unique many-body entangled
ground states[CCD+11], such construction is approaching the optimum. Moreover,
the connection between the measurement-based quantum computation and the tensor
network representation enables us to have a more systematic understanding of the
computational power of many-body entangled states. We showed in [CDJZ10] that
almost all resource states that we know so far are equivalent to each other in com-
putation power and can be converted through local measurements. Also using the
fermionic version of tensor network representation, we generalized the measurement-
based quantum computation model to fermionic systems in Chapter 10 which could
lead to physically more feasible resource states.
11.2 Future directions
With these results, we gave our answer to the big question: is many-body entanglement
really useful? After all we have so many powerful tools to deal with quantum many-body
systems. By reducing quantum many-body systems to either classical systems or single-
body systems, they provide great insight and perfect explanation for physical properties of
quantum many-body systems in a broad class of situations. One might say, it is true that
many-body entanglement does exist in principle, but by thinking of it do we learn anything
new? Our answer to this question is Yes. With our systematic understanding of symmetry
protected topological phases, construction of new topological models in strongly interacting
systems and discovery of experimentally more feasible resource states for quantum compu-
tation, we give evidence that the many-body entanglement point of view could lead to new
understanding that has never been achieved before in quantum many-body physics.
The theory of many-body entanglement is just at its beginning. By dealing directly with
both the quantum and the many-body character of the system, it takes on the complexity
of the problem and also opens up the door to more exciting discoveries. Here are a few
directions which we think are going to be interesting:
1. In our work we focused on gapped many-body entangled states with only short range
entanglement. For long range entangled states, many interesting examples are known
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with exotic properties like fractional charge and fractional statistics and exciting appli-
cations like fault-tolerant quantum computation. However, a systematic understand-
ing of such long range entangled states is still missing, especially for topologically
ordered systems with chiral edge states. Among such chiral topological states is the
quantum Hall state, whose experimental discovery led to the whole theory of topologi-
cal order. However we have a limited understanding of its entanglement structure and
many questions are open. For example, can we have a simple fixed point picture of its
entanglement structure which captures all the universal features of the system? More
specifically, can we describe its ground state using tensor network representation? If
such a representation exist, we would have a variational approach to study quantum
Hall systems and a better idea of in what kind of systems can such exotic quan-
tum orders be realized. This would provide helpful information for the experimental
realization of such phases.
2. While many interesting things can happen in gapped systems, the more exciting case is
gapless systems, which are more responsive to external probes through their low energy
excitations. Understanding of gapless systems is pretty complete in one dimension,
thanks to conformal invariance, but in higher dimensions much less is known. Much
has been understood about the entanglement structure in the ground state of gapless
systems, as we reviewed in Chapter 1. But the key question is, how powerful is
entanglement in the understanding of gapless systems? After all in gapless systems,
the ground state is not the only state that exists at low temperature. There is a
continuum of low energy excitations in the system above ground state even at very
low temperatures and they decide many of the properties of the system under external
perturbations. How much information then is contained in the entanglement structure
of the ground state? In particular, can we determine the form of low energy excitations
from just ground state entanglement? Recently, there has been proposal relating the
entanglement structure of gapless states to the geometry of the holographic dual of
the system[SwiO9, EV11]. Such a connection suggests that many-body entanglement
structure in certain gapless states encodes much of the universal information of the
systems and could thereby lead to a more systematic understanding of gapless phases
and phase transitions in two and higher dimensions.
3. Besides a qualitative understanding of quantum phase and phase transitions, many-
body entanglement is likely to be the key to a more generic and powerful quantitative
numerical simulation algorithm for quantum many-body systems. After all, a generic
many-body quantum system is entangled. If we try to reduce the problem to a clas-
sical one, we run into the sign problem as with Quantum Monte Carlo. On the other
hard, a brute force treatment of many-body entanglement leads to exponential com-
plexity and the algorithm is restricted to extremely small system size, like in exact
diagonalization. Incorporating the right amount of many-body entanglement in the
simulation algorithm is the key to a successful numerical study of quantum many-
body systems, as with the Density Matrix Renormalization Group (DMRG) method
in one dimension. With the realization that matrix product representation in one
dimension underlies the success of DMRG, algorithm based on two and higher dimen-
sional tensor networks are extending this approach to systems beyond one dimension.
For a more comprehensive review see [VMC08, Vid07]. A great deal of progress has
been made, although the algorithms are not fully mature yet. In some cases it still
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falls behind traditional methods (when they can be applied), and in other cases it has
entered the competition[EV1O]. A better understanding of the many-body entangle-
ment structures will lead to a better identification of the important parameters in the
simulation algorithm and hence a more efficient and powerful numerical approach to
strongly correlated quantum many-body systems.
Finally, we would like to end with a comment that, like many other exciting devel-
opments in science nowadays, the theory of many-body entanglement thrives on interdis-
ciplinary interaction. Growing out of the clash of ideas from two seeming very different
subjects - quantum information and condensed matter physics - many-body entanglement
provides a new point of view on quantum many-body physics, prompts new questions and
proposes new approaches. With the fast development in both quantum information theory
and condensed matter physics separately, we expect the theory of many-body entanglement
to lead to a new era and become an essential part of our thinking, both qualitatively and
quantitatively, about quantum many-body systems.
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