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1. INTRODUCTION 
In this paper we study the local topology of images of finite complex analytic maps. 
To begin the discussion of the results we first need to define the disentanglement of
a map germ, see [20, 27, 311. 
DejInition 1.1. Let f:(@“, S) + (UZp, 0) be a map germ with II < p and S a finite set. 
Suppose F : (en x @‘, S x 0) -+ (cp x C’, 0 x 0) is an r-parameter unfolding off such that 
F(z, 0) =f(z). Denote F(x, t) by J(x). 
Let B, be a sufficiently small ball centred at zero in @P x @‘. Sufficiently small here 
means that the (2(p + r) - 1)-dimensional sphere S,, is transverse to F(C’+‘) for all 
0 < E’ Q E. Let U = F-i(&) and U, = UnF-‘(CP x {t>). 
The image off, 1 U, is called a disentanglement off: Iffy is (topologically) stable thenft(UJ 
is called a (topologically) stable disentanglement off: 
Topologically stable disentanglements always exist and are essentially unique. If (n, p) is 
in the nice dimensions then stable disentanglements always exist. 
A disentanglement offis the analogue for Milnor fibres in the case that n >, p. Milnor 
fibres are non-singular, whereas the disentanglement offcan be very singular, since typically 
the image will intersect itself along a subspace of dimension 2n - p. Furthermore, the 
number of equations defining the image of F in cp x cd can be very large. For p = n + 1 the 
image is a hypersurface but in general it is not even a complete intersection. 
I will now state the main results of the paper: 
THEOREM A. Let f: (C”, 0) + (Cr, 0) be a finitely d-determined map germ with 0 < n < p 
then the disentanglement off is homotopically equivalent to a wedge of spheres of different 
dimensions. The possible dimensions are p - (p - n - 1)k - 1 for all 2 < k < p/(p - n). 
THEOREM B. Let f: X + Cp be a finite complex analytic map with X defined in @” by 
r equations and n - r < p. Suppose Y is defined in @P by s equations. Let m be the largest 
number of preimages of any point in f (X)nY. Then any complex link 9 of a stratum A of 
f (X)n Y has 
~i(~)=O fori<(n-r-p+l)m+p-s-dim,A-2. 
A good reference for definitions of finite determinacy and singularity theory in general is 
[ 11. Theorem A is a generalisation of the main theorems of [28,10,9]. In those papers they 
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studied the case where the corank off was one (i.e. the dimension of the kernel of the 
differential offwas one). In that case the multiple point spaces offwere isolated complete 
intersection singularities (which need not be true for corank greater than one) and thus they 
could use the well-known results on these spaces. 
Theorem B has some interesting consequences for the homotopy and homology of 
images of finite maps into complex projective spaces which I hope to explore in a later 
paper, see also [17: IS]. 
The results rely heavily on stratified Morse theory (SMT). References for SMT are 
[S, 21, 221. 
The paper is divided into three parts. The first contains the preliminaries, here we 
describe multiple point spaces, alternating homology and Goryunov’s image computing 
spectral sequence. The second part is concerned with the alternating homology of orbits of 
real links of multiple point spaces. In the final part the homology and homotopy of 
disentanglements and complex links are studied. 
2. PRELIMINARIES 
In this section we shall review the material that is necessary for later study. The 
important results are on alternating homology and the image computing spectral sequence, 
the latter due to Goryunov. This material is mostly expository. 
2.1 Preliminaries OR alternating homolo~ 
Suppose X is a topological space with the homotopy type of a CW-complex such that 
Sk acts cellularly. We also say that X is an &-complex. Whitney stratified spaces can be 
triangulated so that they become $,-complexes. 
Let C,(X; Z) denote the cellular chain complex of X. 
De~~~~~o~ 2.1. The alternating chain complex CF(X; Z) is the subcomplex of C,(X; Z) 
given by 
Cil’(X; Z) := {c E C,(X; Z)l crc = sign(a)c for all 0 ES,}. 
The alternating homology of X is the homology of the complex Cp(X; Z) and is denoted 
HZi’(X; Z). 
We can define relative alternating homology usisng the quotient chain compelx 
C;‘(X)/C;rt( Y). 
Let Alt, be the operator on the chain complex C, given by 
AltzC,(X; 22) = 
i 
CEC,(X; Z)i c sign(cT)o.c . 
ass, I 
Then Alt, C,(X; Z) is a subcomplex of C,(X; Z) and Alt, C,(X; Z) t Cp(X; Z). 
THEOREM 2.2. if Y c Xk has celiuiar action in~uced~o~ the permutation of copies of X, 
then Alt,C,( Y; 22) = C$( Y; Z). 
The conclusion is not necessarily true for more general Sk actions. 
Define the diagonal of Xk for a topological space X to be the set, 
Diag(Xk) := ((xi, . . . ,Xk)6XklXi = “j for some i #j). 
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This set will also be referred to as the large or big diagonal. The small diagonal will be the 
set 
i(x 1, ... 5 Xk)EXklXi = Xj for all i #j}. 
THEOREM 2.3. Suppose Y is a subcomplex of X such that Y c Diag(X’) then 
C”:‘( Y; H) = 0. 
Our main example for alternating homology will be that of multiple point spaces which 
we now define. Letf: X -+ Y be a finite map of topological spaces. Define the kth multiple 
point space to be 
ok(f) := c15sare((x1, . .. ,&)EXklf(xi) = “’ =f(xk) for xi # xj, i #j}. 
There exist maps &i,k : o”(f) + Dk- ‘(f) g’ iven by removing the ith coordinate in 
D”(f) c Xk. 
THEOREM 2.4. (Image computing spectral sequence). Suppose f: X -+ Y is a surjectitje 
finite semi-analytic map such that X embeds into RN for large enough N and that for each 
k Dk(f) has a cellular Sk action. Then there exists a spectral sequence converging to the 
homology of Y such that 
E;,q = Hp(DP+ '(f ); Z) 
with differential induced from the map &i,k :Dk( f) + Dk+ ‘(f ), 
A rational cohomology version of this was first proved in [lo]. For a full proof of this 
version see [9]. For our purposes we need to sketch the start of the proof. Since X is 
embeddable into RN for some N it is embeddable into IWw such that no m distinct points lie 
in any (m - 2)-dimensional plane. The preimages of a point in Y, will form the vertices of 
a (k - l)-dimensional simplex in R”. Let Y’ be the space in Y x RN’ formed by the union of 
X and all such simplices. This space is homotopi~ally equivalent o Y and is filtered by 
defining Yk to be the union of X and all simplices of dimension less than k. It is this filtration 
that leads to the sequence. The remaining (and certainly non-trivial) step is to prove that 
Hi(Yk, Yk-1; H) g HF!k+l(Dk(f); Z). 
We call the above sequence the image computing spectral sequence (ICSS). 
Example 2.5. An n-to-l map. Letfbe the finite map defined byf: (1, . . . , n> + ( * 1. Then 
Dk( f) is a set of n!/(n - k)! points and H;l”(Dk(f); E) = Zn!‘(k!+ k)!‘. 
Let X = (1, . . . ,n), Xk is a set of nk points and we can index them using a k-tuple 
of numbers chosen from 1 to n. The points that are in the diagonal are those with 
repetitions and hence these do not belong to a chain in the alternating chain complex. 
We thus have n!/(n - k)! points left to consider. Since the action on these points is free 
(g.x = x if and only if g = id) the number of points in an orbit is equal to the order of Sk, 
which is k!. The choice of orientations is immaterial and so the orbit of a point is an 
alternating chain. Therefore, there are n!/k!(n - k)! alternating O-chains, from which the 
result follows. 
Since the image is a point and the non-trivial entries in the image computing spectral 
sequence are contained in one row it is obvious that the sequence collapses at E’. 
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LEMMA 2.6. Suppose S, acts on Y which is a subcomplex of Xk and that Y = Orb(Z) for 
some path connected Z. Here Orb(Z) denotes the orbit of the set Z. 
(i) If ZnDiag = 8 and gZnZ = 8 for all g E Sk, then H$“(Y; iz) = Z. 
(ii) Zf ZnDiag = 8 and gZnZ # 8 for some gE Sk, then H$‘(Y; Z) = Zz. 
(iii) If ZnDiag # 0, then H$‘( Y; Z) = 0. 
Proof: (i) This is essentially the same proof as for ordinary homology. The O-chain 
Alt,(p) for any p E Z generates H$‘( Y; Z). 
(ii) Let H be the subgroup of Sk that fixes Z as a set, i.e. 
H = {hE&IhzEZ for all 2e.Z). 
This contains an element h such that sign(h) = - 1. Choose p1 E Z and let pz = h( PI). Since 
Z is path connected there is a non-self-intersecting path ~1: [0, l] --t Z with start and end 
points p1 and p2, respectively. Denote by e the image of this path. 
Then Alt,(e) is a l-chain with boundary 2 Altz(pl): 
aAlt,(e) = Alt,(de) 
= Albh - PJ 
= AlMpJ - Alth) 
= Altzh) - Altz(h(pd 
= Albh) - sign(h 
= 2 Alt,(pi). 
If pE Z is such that p$Orb( pl) then Altr(p) is homologous to AIt, by the chain Altz(e), 
where e is a path joining p and pl. If PEZ is such that pEOrb(pJ then 
Altz(p) = f Altz(p,). 
Thus Altz(pl) generates Alt,C,(Orb(Z)) and 2 Altz(pl) is a boundary. This finishes the 
proof of (ii). 
(iii) Every point is homologous to a point in the diagonal but O-chains in the diagonal 
do not appear in the alternating chain complex: Let p E 2 and c( : [0, l] + Z be a non-self- 
intersecting path from p to a point of the diagonal q. Denote the image of c( by e. Then 
Alt,(p) is an alternating O-chain which is homologous to Altz(q) = 0 by the alternating 
l-chain Alt,(e). Hence, H,Alt,( Y) = Ht”(Y; Z) = 0. 0 
Remark 2.7. Since the conditions above exhaust he possibilities for Z we can see that 
the implications are also equivalences. In particular, H$‘( Y; Z) = 0 if and only if for every 
point y of Y there is a path in Y connecting y to a point of the diagonal. 
THEOREM 2.8 (Excision Theorem). Suppose (X, A) is a CW pair upon which Sk acts 
cellularly, i.e. Sk acts on A as well as X. Suppose W is a subcomplex of A such that the closure 
of W is contained in the interior of A and the orbit of W is W. 
Then the inclusion map (X - W, A - W) c*(X, A) leads to an isomorphism on the 
relative alternating homology groups. 
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Proof: The proof for ordinary homology comes down to finding that 
C,,(X) = C,(X - W) + C,(A) and C,(A - W) = C,(X - W)nC,(A). 
But obviously for groups M and N we have 
(iv + N)a” = MaIt + Natt and (MnNrr’ = Maltn vait 1 .
Note that these statements may not hold for Alt,. A fundamental isomorphism theorem 
gives 
C,(X) 
C,(X - w)nC,(A) E 
C,(X - W) + C,(A) 
G(A) 
and by above a similar statement is true for alternating groups. But this gives an isomor- 
phism between C,(X - W, A - W)alt and C,(X, A)a’t, which is what is required. cl 
THEOREM 2.9 grayer-Vietoris). Suppose X is an S~-co~~lex and X = AuB for Sk- 
complexes A and B. Then the~o~~ow~n~ sequence is exact: 
... + Hf’(AnB) -+ H;“(A) @j H;“(B) -+ H;“(X) -+ H;! l(AnB) J ... . 
Proof: The proof is just an alternating version of the Mayer-Vietoris sequence for 
ordinary cellular homology and is approached in the same way as Theorem 2.8. c11 
THEOREM 2.10. Suppose (A, B) is a CW pair upon which Sk acts cellularly. Let (D’, aDr) 
denote the standard r-disc and its boundary. Give the pair (D’, 30’) x (A, B) the product of the 
trivial action on (D’, aD*) and the action on (A, 8). Then 
~~‘t((Dr, aw) x (A, B); ‘z) g &&(A, B; Z). 
Proof: The effect of the pair (II’, aDr) in the product is to shift the complex C,(A, B) by r. 
Since the action on (D’, aDr) is trivial we also have 
C;“((D: 8Dr) x (A, B)) % C$,(A, B). 
From this the answer follows. cl 
Our attention now moves to the behaviour of the multiple point spaces. 
DeJinition2.11. Letf:X+ Y andg:X’ + Y’ be maps between topological spaces; then 
f and g are topologically right-left equivalent (top R-L equivalent) if there exists homeo- 
morphisms (a:X -+X’ and I/: Y -+ Y’ such that $of= go@ 
We can make similar definitions for maps between C”, analytic, etc. spaces. 
De~n~tion 2.12. Let F : X + Y be a continuous map. F is called topologically trivial over 
the topological space S if there exist spaces X0 and Ye and homeomorphisms 
$:X-+XOxS,l//:Y-*Y,xS and a mapf:Xe + Ye with F top. R-L equivalent to 
(fxid):X,xS+ Y,xS via 4 and $. 
Denote by X, and Y, the fibres of # and ii/ above SES, respectively. Denote by 
fs : X, + Y, the map induced from F. All the following maps are finite continuous maps and 
the spaces X and Z are not finite sets. 
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PROPOSITION 2.13. (i) Suppose f and g are top R-L equivalent, then ok(f) is Sk- 
~o~eo~orp~~c to Dk( g). 
(ii) ForF:X-+Y andZ c X let f:Z -+ Y be f = F/Z, then ok(f) c Dk(F)nZk. 
(iii) Let F be topologically trivial ouer S; then for fs(x) = F(x, s), ok(F) is Sk- 
homeomorphic to D”(J) x S w h ere the action on S is trivial; hence Dk(fs) = Dk(F)nX,k. 
Proof. (i) Let (p, $ be homeomorphisms such that I(lf = g4. Suppose that 
XE D”(f) - Diag(Dk(f)) with x = (xi, . . . , xk); then 
f(xl) = ... =f(Xk) * $fbl) = ..’ = @-(xk) 
* ad = ..’ = d+kf 
=c- (4hl, ... 9 4 txk)) E DkW 
The proof for points in the diagonal of ok(f) is done using the limits of sequences. Let 
x E Diag(Dk(f)) then there exist xi E Dk( f) - Diag D”(f) such that xi -+ x, i -+ co and just as 
above we get (&xi), . . . , #~x~))~ ok(g) - Diag(Dk(g)). The limit of this sequence is 
(44x1) Thus’ .6+CX$) EDiag(@‘(s)). 
: 
inverse 
+ Yk given by (&x1), . . . , q!+&)) is a homeomorphism of D”(f) and ok(g) 
with ($(x1), . . , $(&)). 
(ii) Verification of the inclusion 
Dk(f) - Diag(Dk(f)) c (Dk(F)nZk) - Diag(Dk(F)) 
is simple and taking closures gives Dk(f’) c Dk(F)nZk. 
(iii) By assumption F is top R-L equivalent o a mapfx id : X0 x S --f YO x S which is of 
course finite: 
Dk(fxid) =closure((x,,sl, . . . ,~~,~~)~(X~xS)~~(fxid)(x~,s~) 
1= ... = (fX id)(Xk, Sk) for (Xi, Si) # (Xj, Sj), i #j} 
ZZ cbsuref(Xl, . . . ,Xk) x (SIT . . . $Sk) E x6 x sk\(f(Xl), S1) 
= ... = (f(Xk), Sk) for (xi, SC) # (Xj, Sj), i #j) 
= closure ((x1, . . . , xk) x (sl, . . . , Sk) E xi x Sk 1 f(q) 
1= . . . Zf(Xk), s1 = . . . = Sk for xi # Xj, i #j> 
=: closuref(x,, . . . ,Xk)XSCXkgXSlf(X~)= ‘.. =f(&) forxi#xj,i#j) 
=: closure{(x, . . . ,&)EX$If(X1)= ... =f(&) forXi #xj,i#j}xs 
= Dk(f) x S. 
The second part of (iii) is obvious from above. tl 
The inclusion in (ii) is not strict as many examples of non-topologically trivial families 
will show. 
In studying the topology of stratified spaces perhaps the most useful lemma is Thorn’s 
first isotopy lemma. A proof of this and the second isotopy lemma for Whitney spaces can 
be found in [7] and for Bekka spaces in [2]. The first lemma allows us to give topological 
fibrations which respect the strata and is very useful in proving that various spaces are 
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homeomorphic. The second lemma allows us to fibre certain mappings: it gives sufficient 
conditions for maps in a family of maps over Rp to be topologically right-left equivalent o 
one another. 
In differential topology we can find homeomorphisms by integrating vector fields on 
manifolds. For stratified spaces the basic idea is that we find conditions so that we can 
define vector fields on the strata that when integrated give the required homeomorphisms. 
The surprising fact is that the vector fields do not have to be continuous when considered as 
a whole on the Whitney space. The method is very technical and the proof of the isotopy 
lemmata occupy about a quarter of [7]. 
For the case where the space X has a group action, it is necessary to state the theorems 
in such a way that the resulting homeomorphisms are equivariant. Fortunately, the proofs 
of equivariant versions just involve finding tubular neighbourhoods that are invariant 
under the action and then G-averaging vector fields. The main references for the following 
are [7, 51. 
For our purposes we shall assume that our ambient manifolds are analytic and that the 
finite group G acts analytically. 
Suppose M, N and P are analytic manifolds and that G acts on M and N. Let X c M 
and Y c N be Whitney stratified subsets whose strata and G invariant. We shall say X and 
Y are Whitney G-stratified. 
We now state the equivariant versions of the lemmata but do not give proofs. 
LEMMA 2.14 (Equivariant first isotopy lemma). Let f: Y + P be a proper stratified 
submersion which is G-invariant; then f is u locally trivial G-fbration. Moreover, there exist 
equivariant local trivialisations that are stratum preserving. 
LEMMA 2.15 (Equivariant second isotopy lemma). Let F :X + Y be a G-equivarianr 
proper Thorn map and let f: Y --* P be a G-invariant proper stratijed submersion. Then 
F : X + Y is locally topologically trivial over P, i.e. for every point p E P there exists a neiyh- 
bourhood I/ ofp, such thatfor every qEV, F:(fiF)-‘(q)-+f-‘(q) and F:(pF)-l(p)-+ 
f - l(p) are topologicalfy right-left equivalent by G-equivariant homeomorph~sms. Moreover, 
these homeomorphisms are stratum preserving. 
Example 2.16. Suppose X is as above. The canonical map rc : X --t X/G is a map of 
complex analytic spaces and hence both X and X/G can be stratified so that rr is a stratified 
map; see [S, p. 433. Since G is finite, then rc is finite, so rc is a local diffeomorphism on strata 
and this implies that 7t is a Thorn map. The proof of the second isotopy lemma shows that 
any controlled vector field on X/G gives a stratified vector field, v, on X. This can be 
G-averaged and the flow generated by Average(v) is G-equivariant. The resulting homeo- 
morphism is then G-equivariant. 
Most of the results in [8] arise through application of the first isotopy lemma to give 
certain homeomorphisms. By the above it is possible to lift the vector fields giving these 
homeomorphisms to G-equivariant fields. This allows us to quote results for stratified 
Morse theory in the presence of a group action. 
2.3. Conic structure theorem 
The original first isotopy lemma allows one to prove that Whitney stratified spaces are 
locally conical. This was proved in [3] for neighbourhoods defined by smooth maps. We 
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shall only be interested in analytic spaces and neighbourhoods that are defined analytically, 
and so the following proofs are more like those given in [25]. We now describe a version of 
the conic structure theorem for Whitney G-stratified spaces. 
Assume A4 is an analytic manifold, G a finite group acting analytically on M and X is 
a Whitney G-stratified analytic space. 
DeJinition 2.17. Let Y: X --) [0, cc) be restriction to X of a real analytic function r’ 
defined on a neighbourhood U of the orbit of x E X. We say r defines the orbit of x in X if 
(i) r-‘(O) = Orb{x> = G-x, 
(ii) r is G-invariant. 
LEMMA 2.18 (Looijenga [25, Lemma 2.21). Let r define the orbit of x. Then there exists 
a number E such that r 1 X - {G . x} has no critical value in (0, E]. 
Proof: The proof of this is achieved via the use of the curve selection lemma. (Note that 
if r were merely smooth then we would have to use Whitney condition (b).) 0 
Recall the definition of mapping cylinder for a continuous map: Let f: X --t Y be 
continuous. The mapping cylinder off is the space X x [0, l]uY with the points (x, 1) 
identified with f(x). 
THEOREM 2.19 (Looijenga [25, Proposition 2.41). Let r and E be as above. Then there 
exists a G-equiuariant homeomorphism H:cyl((r = E} + G. x) + Xn(r < E}. 
Here the cylinder is merely a disjoint union of cones. The action of G on the cylinder is 
the obvious one. Outside the cone points the space is Sk-homeomorphic to the set 
(0,l) x (r = E}. H ence, the action of Sk outside the cone points comes from the product of 
the action on {r = E} and the trivial action on (0,l). The action at the cone points is the 
action on the set G - x. 
Proof, This follows from the fact that r has no critical values in (0, E] and by an 
application of the equivariant first isotopy lemma. El 
Dejinition 2.20. Call the set {r = ~1 the link of the orbit G-x. 
This definition is justified by the following theorem. 
THEOREM 2.21 (Looijenga [25, Proposition 2.51). Suppose r. and r1 dejne G.x. Thenfir 
small enough &o and Q, vi l(co) is G-equivariantly homeomorphic to r; l&J. 
Proof: Assume r, ‘(CO, E,,]) c rl 1 ([0, EJ) for some &o and Ed and these can be made 
smaller if necessary during the proof. Define the family of analytic functions r&z) = trI (z) + 
(1 - t)ro(z). Using the curve selection lemma it can be shown that dr,(z) is non-zero on 
a small enough neighbourhood of G. x. This is because dr,(z) = 0 if and only if drI(z) and 
dro(z) are proportional by a negative factor. Since rl and r. are increasing away from G * x 
on a small neighbourhood this is obviously false. Application of the equivariant version of 
the first isotopy Lemma 2.14 settles the issue. 0 
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Example 2.22. (i) Take the obvious action of Sk on Cnk with sets of coordinates 
21. . . . , zk. Let X be an Sk invariant complex analytic set in Pk. Let r,(z) = xi 1 zi - Xi 1 2; 
then Y, defines the orbit of x for the isotropy group of x = (xi, . . . , xk)Ecnk. 
(ii) Suppose G acts analytically on CN and let F: C“’ + CP be a finite G-invariant map. 
For any G-invariant complex analytic set X c CN and x E X the map r,(z) = /f(z) -f(x) / ’ 
defines the orbit of x in X for the map f= F/X. In particular, f could be the natural 
surjection f : X + X/G. 
2-A Relative strati~ed &fame theory 
Suppose X c M’ and 2 c M are closed Whitney stratified subsets of smooth manifolds 
and that n : X + 2 is a proper surjective stratified map, i.e. rr is the restriction of n’ : M’ + M, 
a smooth map such that rt maps strata of X submersively to strata of 2. If X and 2 are 
complex analytic spaces and 7t is a proper complex analytic map, then there exist stratifica- 
tions of X and Z such that x becomes a stratified map. Let f: Z + R be a stratified Morse 
function with a critical point at p (see [S, p. 431). Denote by X, the set (fi rr- * ([ccl, a]). 
The idea of relative stratified Morse theory is to build up the space X using the maps 
Sand 71. The composition fo n is not a Morse function and approximatingfi rr by a Morse 
function is not viable since we lose estimates on the Morse indices. Nevertheless, the set up 
is amenable to study. For if the interval [a, bJ contains no critical value off then X, is 
homeomorphic in a stratum preserving way to Xb. This is not too difficult to prove, it relies 
upon stratification techniques and the first isotopy lemma. The important result is the 
following: 
THEOREM 2.23. Let t- = z-l (ZnB(p))nf-‘( - E). Th ere exists a deformation retract 
mupd):I- -C’(p), see [S, p. 1171. If I is the Morse index off at the critical point p then Xb 
has the homotopy type of X, with the attachment of the pair 
(R”, aD^)x(cyi(I- ~~-*~p~),~-l(z-)) 
where cyl denotes the mapping cylinder of 4 and D” is the standard disc of dimension 1. 
The proof is given in [g], but see also [21,22]. The product space pair in the statement is 
called the Morse data, which we will denote with (MD, 8MD). 
We see that the tangential Morse data does not depend on n and our main difficulty 
with the set up is to calculate the relative Morse data. 
If Z is complex analytic then 1- is less complicated because it is homotopically 
equivalent o the preimage of the complex link of the stratum containing p. 
If X is also complex analytic and rc is a finite complex analytic map then the structure of 
the mapping cylinder becomes simpler. It is the disjoint union of cones over the spaces 
involved. 
The main set up will be as follows: Suppose G is a finite group acting upon the complex 
analytic space X. The map rc : X + X/G is a finite surjective compeix analytic map which we 
can stratify. This map is then a Thorn map. (Usually, G will be S, acting on (C”)k.) 
The relative Morse data will inherit a G action since we can lift a vector field giving 
a homeomorphism on X/G to a G-equivariant vector field on X (we can lift the vector fields 
as rc is a Thorn map and these fields will be G-invariant); see [S]. Thus, Xb is G-homotopi- 
tally equivalent o the union of X, and the relative Morse data. 
Furthermore, if M is a real manifold intersecting the strata of X/G transversally, then we 
can lift vector fields on (X/G)nM to G-equivariant vector fields on Xnz-‘(M). 
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COROLLARY 2.24. Suppose X is a Whitney G-strat~ed space andf: X/G + R is a Morse 
function with Morse index 1. Then 
H;‘“(Xb, X,; Z) z H,a”(MD, dMD; Z) E H$!A(cyl(l- + z-‘(p)), K- ‘(I-); E). 
ProoJ: Since X and all the other spaces of the theorem are Whitney stratified we can 
triangulate them so that they have a cellular action. 
Xb is G-homotopically equivalent to X,uMD with i3MD embedded in X,. Let 
c be a real number such that there are no critical values off in [c, a]. Triangulate Xb 
such that X, and X, are subtriangulations. By the Excision Theorem 2.8 
~~‘*(X~ - X,, X, - X,; H) g H;“(X,, X,; Z) and by stratified Morse theory the pair 
(X, - X,, X, - X,) is G-homotopic to (MD, aMD). 
The action on (D”, aDA) is trivial as strata are taken to strata by the group action, hence 
by Theorem 2.10 the second isomorphism is true. cl 
3. ALTERNATING HOMOLOGY OF MULTIPLE POINT SPACES 
The central object of our study will be the set of multiple point spaces of a map. To use 
them in the image computing spectral sequence we need to know the alternating homology 
of such spaces. This is studied in this section. Most of the theorems are generalisations of 
well-known theorems. 
3.1. The alternating homology of Stein spaces 
In this section we investigate the alternating homology of G-invariant Stein 
spaces, where G is a group that acts on CN so that CN/G is also Stein. The alternating 
homology for such a space, X, is rather like the ordinary homology of a Stein space: 
it is zero above the complex dimension and, if the number of strata is finite, then the top 
homology group H;‘&,,(X; Z) is torsion-free. This is a corollary of the following 
stronger theorem, which is a generalisation of a theorem first proved by Hamm [15] 
(corrected in [16]). The proof of the theorem is essentially that of Proposition 4.5.1* 
of [8] (a more accessible account is given by the introduction of Part II of [8]); here their 
theorem is simplified to the case of finite fibres but generalised to take into account the 
group action. 
THEOREM 3.1. Suppose X c 62” is u Stein space and that a finite group G acts upon @” 
with @“/G Stein. If X is G-invariant then X is G-equivariantly homotopically equivalent 
to a CW-complex of dimension no greater than dim,X on which G acts celluiarly. 
Proof: Since @“/G is Stein there exists N such that V/G c CN. Let 71’: C” + V/G be the 
natural quotient map and let rc : X + X/G be the restriction of rc’ to X. We can stratify X and 
X/G so that z is a stratified submersion. It is also proper and surjective so we can apply 
relative stratified Morse theory. Let x be the distance function from a generic point p$X/G 
in the ambient space CN. From general theory x is a stratified Morse function on X/G and, 
by a classical theorem, the index of any Morse point is less than or equal to the complex 
dimension of the stratum containing the Morse point. (Note that since x is a polynomial 
function in z and Z, and X/G is analytic then we have only a finite number of Morse points 
on each strati.) 
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Define X, := z- ‘(x- ’ ([0, a]). If x is a Morse point of x is the stratum A of X/G with 
critical value b and Morse index II then by relative stratified Morse theory, the Morse data is 
(D”, As- ‘) x (cyl(6p”A -+ 7r-1(x)), U:,). 
The action on the cylinder cyl is the obvious one: the action outside the cone points 
is induced from the relative complex links and the cone points inherit the action of G on 
K- l(x). We attach the above product to Xh _E to get a space G-homotopically equivalent o 
X6+E. Now, G acts on _Y: which is a Stein space of dimension less than X, so we can apply 
induction to 9;. Thus, 92 has the G-homotopy type of CW-complex of dimension less 
than or equal to dime X - dim, A - 1 and the action on the cylinder over this (a CW- 
complex of dimension less than or equal to dimension dim, X - dim, A) is cellular. Since 
the tangential Morse data includes a cell of dimension no greater than dim, A, we get that 
the above product is a G-set of cells of dimension no greater than dim, X. The theorem is 
proved since the case of zero-dimensional spaces is trivial. Cl 
COROLLARY 3.2. For X as in the theorem, Hf’(X; Z) = Ofor i > dim, X. I~i~e number of 
strata is finite, then Hq”(X; Z) is torsion free for i = dime X. 
Prooj: The statement on the vanishing of the alternating homology groups is trivial. For 
the statement on torsion we note that as the number of strata is finite, we get finitely many 
Morse points for our function. Thus, X is G-equivariantly homotopically equivalent to 
a finite G-complex. The torsion group of Hi$,,(X; Z) is isomorphic to that of the 
dim, X + 1 alternating cohomology group. This group is obviously trivial. cl 
3.2. The alternating homology of a sphere in a complex mani~oId 
Alternating homology will be used to study the topology of complex analytic spaces via 
a variant of stratified Morse theory. The use is dependent on the vanishing of alternating 
homology of real links and to find this we study first the simplest of all links: a sufficiently 
small hypersphere is a complex manifold. 
Let .x be a point of the complex space (Cn)k and B a small ball centred at x. Choose the 
ball sufficiently small so that the isotropy group of x is the largest isotropy group of any 
point of B. Let Orb(B) denote the orbit of B and I?B be the boundary of B. Thus dB is the 
link of the point .?c in Pk. 
As the action of (Orb(B), Orb(aB)) is induced from the permutation of copies of @” it 
follows by Theorem 1.2 that alternated and alternating homology coincide for the pair. 
Calculating all the alternating homology groups of (Orb(B), Orb(B)) is unnecessary for 
our purposes. Instead, we shall provide as &-invariant cell decomposition or Orb(iiB) so 
that the following limited result can be proved. 
PROPOSITION 3.3. ~~‘*(Orb(~), Orb(%); Z) = Ofbr i < 2~. 
Proo$ The case where k = 1 is simple since this is just the consideration of ordinary 
homology for a ball and its boundary. Another simple case is when x lies in a regular orbit, 
for then Orb(JB) is just the disjoint union of k! spheres and we add k! 2nk-dimensional cells 
to this get Orb(B). This imples that 
C$‘(Orb(B)), Orb(8B) = C’$‘(Orb(B))/C$‘(Orb(~B)) = 0 for * # 2nk. 
From which H,““(Orb(B), Orb@@; Z) = 0 for i < 2nk follows. 
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Thus, assume that k > 1 and that x is a point of the large diagonal. The result is 
essentially due to the fact that there exists a regular &-cellular decomposition of Orb(B) 
such that all cells of dimension less that 2n lie in the large diagonal and hence do not appear 
in the alternating complex for Orb(i3B). 
We shall define the decomposition for a sphere about the origin in Cnk and then 
translate the sphere (and hence the decomposition) to x. Hence, let S be the sphere about the 
origin in Cnk of radius r. Note that S is of real dimension 2nk - 1. 
Take as coordinates of Cnk the sets of coordinates x1, . . . , xk, where Xj = (Xj, 1, . . . , Xj,J. 
Let xj,m = Uj,m + ij.,, where i = J-1. 
The sphere S centred at zero of radius r is given by 
h1)2 + “’ + (uk,# + (u1,1)2 + “’ + (uk,“)’ = r2. 
We shall give a regular cell decomposition to S using the coordinates u and u. 
Let F(w, h, R, a) be the set defined by 
inS,wherewE{U,u};(iESk;hE1, . . . , n; R is an ordered set of k - 1 symbols from the set 
{ <, =} and RP is the pth element of R. 
For example the set given by ur,r < u2, 1 < ... < &-l,l = tdk,l iS denoted by 
F(u, 1, { <, < , . . . , < , =}, id). 
0 
O-cell 
Cl-cell 
2-cell , 
-\I O-cell . 
/ 
I. 
\ 
4 ’ / Qi(“’ . 
Fig. 1. Decomposition of spheres. 
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As cells of S-{small diagonal} take the following sets: 
nF(u, 2, b2, ~~+~)n ... nF(v, 2n, L ~z.) 
for all possible sets of symbols Ri and gi E Sk. See Fig. 1 for such spaces considered as real 
spaces rather than complex. 
The sphere inside the small diagonal is given by regular cellular decomposition 
compatible with the above decomposition. Sk acts cellularly and the decomposition is 
regular in the usual sense: the boundary of a cell is homeomorphic to a union of lower- 
dimensional cells. 
These cells really are cells in the usual sense, i.e. homeomorphic to the open unit ball in 
a euclidean SpaCe: each iIleqUality Wi,h < Wj,h used in defining a cell gives an open hemi- 
sphere in a sphere. An open hemisphere is convex in the sense that any two points can be 
joined in the hemisphere by the minimal geodesic. Hence, any intersection of a finite number 
of such spaces is open and convex, and so is homeomorphic to an open ball with boundary 
a tOpOlOgiCd sphere. Any CqUditieS Wi,h = Wj,h give a sphere in a lower-dimensional 
euclidean space and we can apply the above if there is at least one inequality. When there 
are only equalities then the set is the (2n - 1)-sphere in the small diagonal and that has 
already been given a cellular decomposition. 
The dimension of a cell is (2nk - 1)-(number of equal signs in the Ri). Thus, if there is 
a total of 244 - 1) equals signs then the cell lies in the small diagonal and has dimension 
2nk - 1 - (2n(k - 1)) = 2n - 1. Any cell of larger dimension lies outside the small diag- 
onal. 
Now we use the sphere to provide a decomposition of 8B. Translate the sphere S to 8B 
by using the map z H z + x. Any cell that was in the small diagonal is translated to a cell in 
the large diagonal. The isotropy group of x acts on the cells of the decomposition of 8B. The 
orbit of LIB can then be given an &-cellular action. The ball B can be given the cellular 
decomposition arising from B 2: Cone (dB). Thus, Orb(B) has an &-cellular decomposition. 
If a cell in an alternating chain is of dimension less than 2n then it must arise from 
a cell in B which lies in the diagonal. So by Theorem 1.2, Alt, Ci(Orb(LYB)) = 0 for 
i < 2n and since Orb(B) contracts Sk-equivariantly onto Orb(x) we see that 
H,““(Orb(B); E) = 0 for all i (recall that x is in the diagonal). Hence, the alternating 
homology vanishes as required. n 
3.3. Indices for real links 
This section contains a theorem that allows us to prove an alternating homology 
version of Hamm’s result on the vanishing of certain homotopy groups of a real link of 
a point of a complex analytic space. Hamm proved that below a certain dimension the 
homotopy groups of the link are trivial; see [12, 61 for an accessible account. This 
dimension depends on the number of equations needed to define the space is a neighbour- 
hood of the point considered: the smaller the number of equations, the higher the connect- 
ivity of the link. 
The homology result generalises to &-invariant spaces in (IJ C”)k (the kth power of the 
disjoint union of copies of C”): the vanishing of alternating homology of the link of a point, 
in a complex analytic space X, depends on the number of equations needed to define the 
neighbourhood of the point. However, there is a fundamental difference between the 
ordinary homology and the alternating homology versions which is crucial to subsequent 
results. In the alternating homology case we may be able to choose a space which has the 
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same alternating homology as the link, but which is defined by fewer equations or has some 
equations which are superfluous. If Y is an &-invariant complex analytic space contained in 
the diagonal and Xv Y is defined by fewer equations than X, then we can use the lower 
number to calculate the vanishing of the alternating homology of the real link of a point 
in X! 
This is because the space Xu Y can be triangulated so that X is a subtriangulation. Then 
the cells outside X in XuY lie in the diagonal, and hence contribute nothing to the 
alternating homology. This is particularly useful for multiple point spaces of complex 
analytic maps since the number of equations needed to define ok(f) outside the diagonal is 
quite low (this number equals the codimension of ok(f) if f is a stable map-germ, see 
Theorem 4.3), whereas in the diagonal the number of equations needed can be very high 
indeed. 
The proof of Hamm’s original theorem on real links involves attaching cells of 
“high” dimension (using Morse theory) to the real link to get the sphere that is used to 
define the link. This tells us something about the vanishing of the homotopy of the pair 
(sphere, real link). Knowledge of the homotopy of the sphere and a simple examination of 
the long exact sequence of the pair tells us something of the vanishing of the homotopy of 
the real link. 
The proof of the theorem for alternating homology follows this same scheme; we already 
know the alternating homology of the orbit of a sphere by Proposition 3.3 and so we need to 
study a cellular decomposition of the pair (sphere, real link). The main difference is that we 
have to stratify the sphere with the diagonal to ensure a cellular action, and thus have to use 
stratified Morse theory. 
The first two lemmata below are already known; see [14, 63. The third, Lemma 3.7, is 
merely an Sk-equivalent version of a well known theorem; see [12, 141. The essentially new 
result is Proposition 3.8 which enables the generalisation of Hamm’s results on links to be 
made. 
Suppose W is defined in C M by r complex analytic functions, hi, . . , h, at w E@~. 
Assume that we are given a Whitney stratification of CM with W as a union of strata. The 
manifold CM - W can be stratified, for example, if M were divisible by a whole number k, 
then the could stratify CM = Cnk with the large diagonal and refine it with a Whitney 
stratification of W. We can assume that dim, W > 1, since if W is a finite set then the 
statements are trivial as the real link is the empty set. 
Define 4:C”+lQ by 4(z)=(l - Ilz-wli’)(cSIh,(z)1’). Define $:C”-+R by 
$(z) = 11 z - w II 2. 
For small enough a’, the space $-i(s) will transversally intersect he strata of CM for all 
E with 0 < E 6 E’. Thus, we can use the function $ to define the real link of WE W. 
LEMMA 3.4. For small enough E”, the space I+- ‘((0, &“]n(CM - W )) contains no points 
x where d(~$ IB)x = ad($[ B)x and a < 0. Here B is the stratum of @ M containing x. 
Proof. The proof is a simple application of the curve selection lemma; see [3, 303. 0 
Choose E so that E < min(e’, s”) and define the (2M - l)-dimensional sphere centered at 
w, S := $-l(s). S will transversally intersect the strata of CM because E is small. This 
provides S with the canonical stratification induced from that given to CM. 
For any critical point y of a smooth function g on a stratum, define index,g to be the 
number of negative igenvalues of the Hessian of g. Denote the Hessian of g at y by H,,,. If 
all the eigenvalues of the Hessian are non-zero, then the index is just the Morse index. In the 
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following, 8 denotes differentiation with respect to complex coordinates and d denotes 
differentiation with respect o the real coordinates. 
Let B be a stratum of CM - W and let A = SnB. Suppose x is a critical point of 4IA. 
Note that at x, d(4jEQ = ~d(lC/lB)~ f or some a, which by Lemma 3.4 above must be positive. 
Suppose N is the complex dimension of B. 
Let 
P = {UE T,B[(&#J),(u) = 0 and &~C:(dhj),(U) = chj(x) forj = 1, . . . ,r}. 
The proof of the next lemma can be found in [12, p. 1753. 
LEMMA 3.5. Index,($\ A) 2 dim, P. 
COROLLARY 3.6 (Hamm [12], [13]). Suppose W is a local complete intersection and 
CM - W is the only stratum of C” - W; then index,(41Sn(CM - W)) > codimc W. 
Proof. By Lemma 3.5 the statement is true if dim, P > codim W = M - r. 
The condition (84),(u) = 0 provides one of the defining equations for P. Suppose there 
are qhj such that h,(x) = 0 (note that q < r since there is at least onej such that hj(x) # 0). 
Then the equations (dhj),(U) = 0 give at most q further linear conditions. Suppose h,(x) # 0, 
then the r - q - 1 linear equations 
dhj(u) dhl(u) o 
---= 
hj (xl h,(x) 
9 
where h,(x) # 0, are the last we need to define P. So 
dime P 2 dim, T,(CM -W)-(l+q+(r-q-l))=M-r. 0 
The case of interest is where W is a multiple point space. 
Letf: X -+ @ p be a finite complex analytic map. Thus, locallyfis the restriction of a map 
F : C” + @ for some n. Suppose X is defined locally in @” by r equations, (thus X” is defined 
at 0 in Cnk by rk equations). Let Y be defined in Cnk by s &-invariant equations. Let 
w E Xkn Y. Assume that p > n - r. (We will have p 3 n - r since dim, X < p and we must 
have dim, X b n - r.) 
We have p complex analytic functions Fi : C” + C such that F,(wj) = 0 for i = 1, . ,p. 
andj = 1, . . . ,k where w = (~1, . . . ,Wk)ECnk. 
Define hQ,j,i: a=“k + C by 
forldi<jdk,andq=l,..., p. 
Let M = nk and define W using the rk equations defining Xk, the s defining Y and the 
equations h4,j.i. Stratify Cnk with the canonical Whitney stratification of the large diagonal, 
and refine this so that W is a union of strata. 
Define the group G to be the isotropy subgroup of & at w. The function 4 resulting from 
this definition of W is easily seen to be G-invariant on a neighbourhood of w, and so we can 
use it to provide a cellular action via stratified Morse theory. 
For t > 0 define the closed neighbourhood of WnS, N, := (g5lS)-‘([O, t]). 
LEMMA 3.7. There exists tl > 0 such that N, deformation retracts G-homotopically onto 
WnS. 
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ProoJ: By the curve selection lemma where exists a neighbourhood of WnS such that 
41s does not have any critical values other than 0. Thus, there exists a t > 0 such that 41s 
has no critical values in the interval (0, t). Choose CY to be in this interval. 
The real semi-analytic set N, can be given a G-invariant triangulation with WnS as 
a subtriangulation. Thus, there is neighbourhood U of WnS such that WnS is a strong 
neighbourhood retract of U with the retraction being G-equivariant. 
For some /I > 0 the space N, is contained in U and by a standard Morse theory 
argument N, is a strong deformation retraction of N, via a G-equivariant map. 
Since the composition of any two consecutive inclusions 
WnScNI,cUcN, 
is a G-equivariant strong deformation retract, we see that the middle inclusion is also and 
thus WnS is a strong deformation retract of N,. q 
The following result in the k = 1 case is the crucial result in [12]. 
PROPOSITION 3.8. Suppose B is a stratum in Cnk - W and x E A = SnB is a critical point 
of the function C#J[ A; then index, (4 1 A) >/ (n - r)k - p(k - 1) - s. 
Proof: Consider the subset of the functions h4,j,i given by j = i + 1, 4 = 1, . . . ,p. There 
are ~(k - 1) of these and they can be used to construct all the h4,j.i because we have 
h*,j,i = hq,j,j-l + hq,j-l.j-2 + “’ + hq,i+l.i. 
Furthermore, these functions are all that is needed to define the set 
P’ := (DE T,B13cEa=:(dh,,j.i)x(v) = Chq,j,i(X) for all 4, i, j}. 
For if there exists c E @ - (0) such that 
then 
(dh,,i+r,Jx(r) = ch,,i+i,i(x) for i = 1, . . . ,P - 1, 
(dh,, j, i)x(O) = chq, j.i(x): 
since h*,j,i = hq,j,j-1 + hq,j-l,j-2 + ... + hq,i+l,i we get 
dhq.j,i(u) = dhq,j,j-l(o) + dhq.j-l,j-2(u) + “’ + dhq,i+l,i(U) 
=c(hq,j,j-l + hq,j-l,j-2 + “. + hq,i+l,i) 
Next, consider what happens when 4 is restricted to a stratum in the large diagonal of 
Cnk. If B is a connected component of the stratum given by the intersection of b planes of the 
form xi = xj then dime B = n(k - b) and rb of the functions defining Xk are identically 
zero on B (so on A as well). Therefore, these rb functions do not affect the dimension 
of P’. The fact that Xi = Xj also implies that h,,j,ilA = 0 for all 4. Thus, 
O = hq,j,i = hp.j,j-I + hq,j-l,j-2 + “’ + hq,i+l,i and this implies that one equation is lost 
from the set of ~(k - 1) equations given above to define P’. In total we lose bp equations 
from this set. 
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Thus, there are s + r(b - k) + ~(k - 1 - b) functions that affect the dimension of P’; the 
others are superfluous as we have seen. This gives 
dim,: P’ 2 dim, B - (number of equations defining W - 1) 
= n(k - b) - (s + r(b - k) + P(k - 1 - b) - 1) 
= (n - r)k - P(k - 1) - s + b(p - (n - r)) + 1 
> (n - r)k - p(k - 1) - s + 1 since p > n - r and b 2 0. 
Now dim, P > dim, P’ - 1 hence dim, P 2 (n - r)k - p(k - 1) - s. Lemma 3.5 finishes 
the proof. •1 
3.4. Real links of multiple point spaces 
The following two theorems yield information on the alternating homology of the real 
links of multiple point spaces. Just as in Proposition 3.8, the homotopy and ordinary 
homology statements when k = 1 in the following are due to Hamm [12]. 
Suppose X is locally defined in C” by no more than r equations andf: X + Cp is a finite 
complex analytic map with n - r < p. Suppose Y is a space defined in Xk by no more than 
s Sk-invariant complex analytic equations. In practice, Y will be the preimage of a space in 
Dk(.f )/Sk. 
PROPOSITION 3.9. Suppose x is a point of Dk( f )n Y. Let L denote the orbit of the real link 
of x in Dk( f )n Y, and let Orb(B) denote the orbit of the cone over the sphere defining the real 
link for x. Then 
Hf”(Orb(B), L; Z) = 0 for i < (n - r)k - p(k - 1) - s. 
For k = 1 the more accurate result 
is true. 
7tt(B, L) = 0 for i < n - r - s 
Proof: Consider the special case, k > 1 and dim, Dk( f)nY = 0. Since Dk(f )nY is 
a finite set, L = 8 and B = x, so H$‘(Orb(B), L) = Z. However, the number of defining 
equations of Dk( f)nY outside the diagonal is equal to rk + p(k - 1) + s and because 
dim, Dk( f )n Y 2 nk-(number of equations) we get 0 2 (n - r)k - p(k - 1) - s. Hence, the 
result is true in this case. 
Thus, we assume that dim, Dk( f )n Y > 0. Suppose that locally f: X + Cp extends to the 
map F: @” -+ @P (where C” can now stand for a number of disjoint copies of C”). Denote 
the component function of F by F1, . . . , F,. We can assume that Fi(wj) = 0 for 
i = 1, . . . ,p, j = 1, . . . , k, and where w = (wl, ,wk). Thus, we have the set up required 
for Proposition 3.8. 
Let Aug = {(x,, . . . ,x,JEXklf(xl) = ... =f(xk}n Y; Aug is thus Dk( f )n Y augmented 
with parts of the diagonal. This space is the space W in Proposition 3.8. 
Since XE Dk( f)nY it is also a point of Aug. Define J to be the G-invariant link of x in 
Aug, where G is the isotropy subgroup of x. We use the preceding work to study this link 
and then extend to the whole orbit. 
Let S be the sphere defining the link of x in Aug. Let a = cc from Lemma 3.7. We are 
going to build Orb(S) from Orb(N,). The function 41s is not Morse in any sense; for a start 
it has a degenerate critical value at 0. 
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On the compact stratified space S - Interior(N,), we can approximate 41s by a G- 
invariant function r such that r is a stratified Morse function in all but the fact that critical 
values are coincident. The critical points lie in orbits and the Morse data at each point of an 
orbit is G-invariant. Thus, we can build up S from N, using z and provide it with a cellular 
action. 
The critical points of r arise from those of 4 1 S and the Morse indices of t restricted to 
the strata of S - W will not be less than those of 4 (see [29, Lemma 22.41). 
The Morse data for a critical point of r, with critical value v, is (D”, aD”‘) x (cone(l-), I-) 
by Theorem 1.23, where l- is the half-link. (Note that the half-link is G-invariant.) Thus, to 
get r- ‘([a, + E]) we attach this product to r -‘([a, u - E]). This in turn implies that we 
attach 
to 
to get 
Orb((D”‘, ao”‘) x (cone(l-), I-)) 
Orb(r-‘([a, v - E]) 
Orb(r-‘([a, u + E]). 
we have H,““(Orb(D”, do”‘) x (cone(/-), 1-))) = 0 for i < m and Proposition 3.8 gives 
m >(n - r)k - p(k - 1) -s. 
By passing through all the critical values and using Corollary 2.24, we obtain 
H,““(Orb(S), Orb(N,)) = 0 for i < (n - r)k - p(k - 1) - s. 
But, by Lemma 3.7, N, G-retracts onto J, so Orb(N,) &-retracts onto Orb(J). Hence 
H$‘(Orb(N,), Orb(J)) = 0. 
The long exact sequence of alternating homology for the triple 
(Orb(S), Orb(N,), Orb(J)) 
gives that Hf”(Orb(S), Orb(J)) = 0 for i < (n - r)k - p(k - 1) - s. 
We wish to have the result not for the links of Aug but for those of ok(f)n Y, so consider 
the 1.e.s. of alternating homology for the triple (Orb(S), Orb(J), L), 
‘.. -+ H,““(Orb(J), L) + HFrt(Orb(S), L) -+ H,?“(Orb(S), Orb(J)) -+ ... . 
Because Orb(J) - L c Diag(Xk) we get that HG”(Orb(J), L) = 0 by Theorem 1.3, and so 
the second map in the sequence is an isomorphism for all i. The triviality of 
H;“(Orb(S), Orb(J)) in the required range gives the answer for HF”(Orb(S), L). 
The homotopy statement simply follows the above, ignoring the group action and 
replacing alternating homology with homotopy. q 
The homotopy and homology statement for k > 1, i.e. 
Hi(Orb(B), L) = ni(Orb(B), L) = 0 for i < (n - r)k - p(k - 1) - s 
are unlikely to be true. It seems that spaces with a high number of defining equations have 
links with low connectivity. In general, the diagonal of a multiple point space ok(f) is 
defined by a large number of equations so the links of points are likely not to be as highly 
connected as we need. This does not mean that they are not highly connected, however, this 
is not important as we are considering alternating homology. 
Consider the same set up as used in the theorem above. Stratify the natural finite 
COmpkX analytic map n : u Cnk + u @“k/& so that o”(f)n Y iS a union of strata. Denote 
n-‘(W) by W” for W a subset of uCnk/Sk. 
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THEOREM 3.10. Let x~D“(f)nY/& and let A be the stratum containing x. Let N be 
a normal slice transverse to A at x and NnA = (x}, let L be the link of the stratum A. Then 
I$?“(cyl(L” + xx), L”) = 0 for i < (n - r)k - p(k - 1) - s - dime A. 
A similar statement is true in homotopy for k = 1. 
Proof. At x, D”(f)n Y/S, embeds into CM for large enough M. In the following we 
denote (Dk(f)n Y) by Z. Let B c CM be a closed ball centred at x such that dBnN defines 
the link of the stratum A in Z, i.e. L = dBnNnZ. 
The space 8B” is Sk-homeomorphic to the orbit of a small sphere centred at a point of X~ 
(The link of a point is independent of defining functions and so 7r can be used to define the 
orbit of the link of the point.) See Example 2.3. Also (JBnNnZ)” is Sk-homeomorphic to the 
orbit of the link of a point in Dk(f)n YnN”, denote this link by L’. Thus, 
H~“(aB’, dBnNnZ)“) E H,?“(Orb(S), L’). 
The number of equations defining N is equal to the dimension of A so we assume that Y is 
defined by s + dim, A equations. The latter group is trivial for i < (n - r)k - 
p(k - 1) - s - dim, A by Proposition 3.9 above. 
The spaces B” and (BnNnZ)” contract Sk-equivalently onto x”, and therefore their 
alternating homology groups are the same as in Example 2.1. 
Since i3B” -,&Orb(S) by above, Theorem 3.3 implies that 
HFlt(Bn, aBn) = 0 for i < 2n. 
The long exact sequence of alternating homology of the triple 
(B”, dB”, (dBnNnZ)“) 
reveals that the natural homomorphism 
Hf”(aBn, (8BnNnZ)” + H~“(B”, (dBnNnZ)“) 
is surjective for i < 2n. 
Thus, as the vanishing of the alternating homology of the domain B” is already 
estimated 
WP”(B”, (dBnNnZ)“) = 0 for i c min((n - r)k - p(k - 1) - 2 - dime A, 24. 
But as p > n - r, 
(n - r)k - p(k - 1) - s - d im, A < (n - r)k - (n - r)(k - 1) - s - dime A 
=n-r-s-dim,A 
< 2n. 
Hence H,@(B’, (dBnNnZ)“) = 0 for i < (n - r)k - p(k - 1) - s - dim, A. Because 
B” 2: (BnNnZ)” N xK we get H.$‘(B”, (BnNnZ)z) = 0. The long exact sequence for the 
triple (B”, (BnNnZ)“, (8BnNnZ)“) gives 
H~‘t((BnNnZ)“, (dBnNnZ)“) E Hr”(B”, (i3BnNnZ)“). 
But ((BnNnZ)“, (dBnNnZ)“) is Sk-homeomorphic to (cyl(L” + xX), L”) and so 
@‘(cyl(L” +xX), L”) = 0 for i < (n - r)k - p(k - 1) - s - dim, A. 
The homotopy statement is proved in exactly the same way. 0 
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3.5. Normal Morse data of multiple point spaces 
Since we shall be using relative stratified Morse theory to prove the main theorems we 
need to describe the relative normal Morse data for multiple point spaces. The theorems 
proved are merely the Sk-alternating homology analogues of theorems in [S, 11.4.61. Rather 
than use a “singularity defect” as they do we use an equivalent notion: rectified alternating 
homological depth (raHd). Rectified homotopical depth (rhd) and rectified homological 
depth (rHd) were introduced by Grothendieck to measure the failure of the Lefschetz 
hyperplane section theorem on singular spaces. See [18] for definitions and theorems on 
rhd and rHd. 
Consider the set up of the previous two sections. Suppose X is complex analytic space 
locally embedded in C” by no more than Y equations and f: X + Cp is a finite complex 
analytic map with n - Y < p. So locally ok(f) embeds in Cnk. Suppose Y is a space 
contained in ok(f) and defined in Cnk by no more than s Sk-invariant equations. In the 
following theorems Y will be used to define normal slices and relative complex links. The 
natural map rr : ok(f) + Dk(f)/S k is finite, proper and surjective and can be stratified. 
Denote the space rrc- 1 (V) by I/” for T/ c ok(f)/&. 
Supposef: Dk(f)r\ Y/Sk + [w is a stratified Morse function, then the normal Morse Data 
at the point x withf(x) = 0 is the pair of spaces 
(J, K) = (~“(f)nY/~kb(fpl([- 8, &l),f-‘(- dbB(dnN’) 
where E is a small enough number, B(x) is a small enough closed ball around x and N’ is an 
analytic manifold transverse to the stratum containing x. The sets B(x) and N’ are defined in 
some CM for large enough M. 
To begin with let us define rectified homotopical depth for a complex analytic space. 
Dejnition 3.11. Suppose W is a complex analytic space. The rectified homotopical 
depth of W, denoted rhd(W), is the largest integer n such that 
ni(Cyl(L” + .P), L”) = 0 for i < n - dime A 
for all strata AW, where L is the real link of the stratum A. 
We can also define rectified homological depth by replacing homotopy by homology. 
The following definition is obviously influenced by rhd and rHd. 
Dejinition 3.12. Suppose w c Xk is an Sk-invariant complex analytic space. The rectified 
alternating homological depth of W, denoted raHd(W), is the largest integer n such that 
H,““(cyl(L” + x”), L”; Z) = 0 for i < n - dime A, 
for all strata A c W/Sk, where n: W + W/Sk is the natural map and L is the link of 
stratum A. 
Note that by considering the “non-singular” stratum of W/Sk we deduce that 
raHd( W) < dim, W. 
The definition does not depend on the Sk-invariant stratification chosen. This is 
essentially the same as Lemma 1.3 of [18]. 
THEOREM 3.13. 1ff:X + Cp is as above than raHd(Dk(f)) 2 (n - r)k - p(k - 1). 
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Proof: For any stratum A the normal slice N to the stratum is defined by dim, A 
equations so Y = N” is defined in X“ by dime A &-invariant functions. Thus, by Theorem 
3.10. 
Hi”“(cyl(L” -+ xn), L”) = 0 for i < (n - r)k - p(k - 1) - dim,A. 0 
LEMMA 3.14. Suppose W c Xk is Sk-invariant. Locally Xk/Sk embeds in CM for some M. 
Some Z c CM is a manifold that intersects the strata of W/Sk c X/Sk c CM transversally. 
Then 
raHd(Z”n W) > raHd(W) - codim(Z, W/Sk). 
Proof A stratum of Zn( W/Sk) is the intersection of Z and a stratum S c W/Sk because 
of the transversality assumption. The real link of the stratum in Zn(W/Sk) is homeomor- 
phic to the link of the stratum in WI&. Thus, 
H,“i’(cyl(L& + xx), L?&) = 0 for i < raHd( W) - dim, S. 
Since Z is transverse to S we conclude 
dim, S = dim, (SnZ) + codim(Z, W/Sk). 
Thus the lemma is true. 0 
The next lemma is a generalisation of the lemma in [S, 11.4.61. 
LEMMA 3.15. The natural map, 
H;‘t(J= - xz, K”) + HP”(J”, K”), 
arising from the triple (J”, J” - x’, K”) is an isomorphism for 
and a surjection for 
i < raHd(Dk( f )n Y) - dim, A 
i = raHd(Dk( f )n Y) - dim, A. 
Proof The groups H,““(J” - xn, K”) and Hi“‘(J”, K”) fit into the long exact sequence of 
alternating homology for the triple (J”, J” - x’, K”). Their positions indicate that we have 
to show TIZ~‘~(J’, J” - x”) = 0 for i < raHd(Dk( f )n Y) - dim, A. But by [8, 11.2.4(c)], 
(J”, J” - x”) is homeomorphic to ((Cone(L))“, (Cone(L))” - x’) and this homeomorphism 
respects the action of Sk. The pair 
((Cone(L))“, (Cone(L))* - x”) 
is Sk-homotopically equivalent o ((Cone(L))“, L”) and by definition of raHd this pair has 
vanishing alternating homology groups in the range we desire. cl 
LEMMA 3.16. Suppose Y is the complex link of the stratum containing x then the pair 
(_Y’, 82”) x (I, aZ) is S,-homotopically equivalent to (J” - xn, K”) where the action on the 
interval I is trivial. 
Proof This is just the observation that Corollary 1 of [8, 11.3.41 works in an Sk- 
equivariant setting. 0 
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The following alternating homology result is a generalisation of [S, 11.4.6.11. The proof 
is essentially the same as theirs. The homotopy result there is precisely that given below. 
THEOREM 3.17. Suppose Dk( f) and Y are as above and let A be the stratum in Dk( f )n Y/Sk 
containing x then 
H4”(cyl(5? + xn), 2?) = 0 for i < raHd(Dk(f)n Y) - dim, A. 
For homotopy the following is true: 
n(cyl(_T -+ xn), 22’“) = 0 for i < rhd(Dk(f)nY) - dim, A. 
Proof The proof follows that of [S, 11.4.61 but has been reordered. It is by double 
induction. 
PROPOSITION A,,,: The statement is true if dim, Dk(f)n Y = m. 
PROPOSITION B,: Suppose dim, Dk(f)n Y = m, then for any stratum A of Dk( f )n Y/Sk we 
have 
H,?“(_T, ~39~) = 0 for i < raHd(Dk( f)n Y) - dim, A - 1, 
where 2 is the complex link of A. 
Proof that B, implies A,,,: For i < raHd(Dk( f )n Y) - dim, A - 1 the following is true: 
2 H,?t,(J” - xX, K”) by Lemma 3.16 
-HH$~(.J~, K”) by Lemma 3.15, 
The double headed arrow denotes the fact that the map is a surjection. 
By Proposition B,, H~“(=!Z”, i3_!?) = 0 for i < raHd(Dk(f)nY) - dim, - 1 and so 
Hry i(c~l(9~ + xn), _!Z*) = 0 for i < raHd(Dk( f )n Y) - dim, A - 1. 
Proof that A,, implies B,. The proof is similar to the proof of Theorem 3.1, the result 
on the alternating homology of a Stein G-space. Rather than using the distance function 
x defined there we use - x. Since the Hessian for - x is the negative of the Hessian for x at 
a point x E B then, index,( - x) 2 dim, B. The application of stratified Morse theory via 
- x allows us to construct _& from ayA. 
Since _C& is of codimension at least one in (Dk(f)n Y)/s,, we can apply induction, i.e. for 
a stratum B of 2” we have 
H4”(cyl(_C$ + x’), 9’;) = 0 for i < raHd(6cJ) - dime B. 
The alternating homology of the Morse data is 
H;“((D”, dD”) x (cyl(9; --) xn), 9;)) 
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where 1 is the Morse index (which is not less than dime B by above). These groups are trivial 
for i < dim, B + (raHd(yJ) - dime B) = raHd(yi). Thus, as we pass critical values of 
- 1 the link _5$ without changing the low-dimensional alternating homology groups of the 
pairs, i.e. 
HFlt(Zi, 82:) = 0 for i < raHd(Z2). 
But Lemma 3.14 shows that 
raHd(J?J) > raHd(Dk)( f)n Y) - (dim, A + 1) 
which completes the proof. 0 
Remark 3.18. (i) It is possible to use the above techniques to prove that 
Hi’“(cyl($P” + x~), yn) = 0 for i < r - dim, A 
for all A implies that raHd(Dk)(f)nY) > r. Thus, it does not matter which link, real or 
complex, that we take to define raHd. 
(ii) The theorems are not necessarily true for the case of an &-invariant map 
n : Dk( f ) n Y -+ V, for some complex analytic space I/. If the component functions defining 
7~ are not &-invariant then the equations defining the preimage of a normal slice are not 
necessarily &-invariant. Hence, we cannot apply Theorem 3.10. 
3.6. Fibrations 
The Milnor fibration is the principal object of study in the subject of local topology of 
complex analytic maps. It was first defined by Milnor in [29] for complex functions on 
complex manifolds and has been generalised in a number of ways, see [12,23,24,26,31]. 
The following is a generalisation of the case of an isolated singular point. It is the fibration 
of the local image of a finite map and follows that of [26,31]. 
Suppose F : X + Y is a stratified finite surjective map of complex analytic spaces. Let 
h: Y -+ @ be a complex analytic function that has an isolated singularity at y E Y with 
respect o the stratification of Y. See [24] for the definition of an isolated singular point. 
There exist local embeddings X c u CN and Y c Cp. Let r be a real analytic function that 
defines the real link of y in Y. 
Let B,={zECPIIr(z)I<a} and let S,=dB,= (z E Cp 11 r(z) 1 = ct}. Define the disc 
D,={zE@IIz-h(y)l<a}. 
In the following we shall be considering the closed ball B, but the statements are still 
true for the open ball, Interior(&). 
PROPOSITION 3.19. There exists E such that B, n Y is a cone over S, n Y and F- ‘(B, n Y) is 
the mapping cylinder over the obvious map F-l(&) + F-‘(y). 
Proof: The first statement is merely the conic structure theorem. For the second we note 
that since F is a finite stratified submersion it is also a Thorn map. Hence, we can “lift” 
stratified vector fields on Y to ones on F- ‘(Y). By choosing E small enough we get 
F -_ ‘(B, n Y ) being a disjoint union of neighbourhoods of the points in F - ’ ( y). By lifting the 
vector field that gives the cone for B, n Y we get a vector field on X that provides the 
cylinder. 0 
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PROPOSITION 3.20 (Le [24]). For small enough E and c(, with D = D, and 
D* = D - {h(y)}, 
(i) hlB,nYnh-‘(D*) -+ D * is a locally trivial topologicalfibration, 
(ii) hlS,nYnhK’(D*) +D* is a subfbration, 
(iii) hjS,nY nh-‘(D) + D is a trivialfibration extending that of(ii). 
Proof: This is Theorem 1.3 of [24]. 0 
PROPOSITION 3.21. (i) F 1 F-‘(B,nYnh-‘(D*)) + B,nYnh-‘(D*) is locally topo- 
logically trivial ouer D*, 
(ii) FI F-‘(S,nYnh-‘(D)) +S,nYnh-‘(D) is locally topologically trivial over D. 
ProojI For small enough E we get that S, is transverse to strata of Y and F - ‘(S, n Y ) is 
transverse to the strata of F- I( Y ). This transversality implies that the restriction of F to 
F-l(&) is still a Thorn map. Thus, the result holds by an application of Thorn’s second 
isotopy lemma. cl 
PROPOSITION 3.22. Let Fl = FIF-l(B,nYnh-‘(D)) +B,nYnh-l(D). Let 8Fi = 
FIF-‘(S,nYnh-‘(D)) +S,nYnhK’(D). Let Y, = B,nYnh-‘(t) and X, = F-‘(Y,) with 
ft:= FL:X, + Yt and af,:= aFLlX,,for t E D. Then, 
(i) Dk(Fi) is a Sk-topological$bration ouer D* with jbre Dk(ft), 
(ii) Dk(aFi) is a subjibration, with jbres Dk(8f,), 
(iii) the Jibration of Dk(~F,‘) extends over D. 
Proof: The results follow from the right-left equivalences in Proposition 3.21 and an 
application of Proposition 2.13. 0 
Example 3.23. Let F:C” -P C” denote the inclusion and h : C” + C be a complex ana- 
lytic map with isolated singularity. Then the fibration above is just the original Milnor 
fibration. 
The following is defined in the introduction in different manner. Here we are creating 
a fibration of the form above. 
Definition 3.24. Supposef : (C, 0) + (Cp, 0), n < p, is a finitely &‘-determined map germ 
and that F: (C” x C, 0 x 0) + (Cp x @,O x 0) is a topological stabilisation off: Denote F(x, t) 
byf,(x), sofO =f: Then there exists a representative of F and open domains U c C” x @ and 
V c Cp x C such that the restriction of the natural projection map h’: @P x C + C to F(U) 
has a isolated singularity. See [4,10,26,31] for more details. In this case we call the fibre of 
h’ over the punctured disc the disentanglement off: 
Let U, = Un(C” x {t]); then this fibre isf,(U,). The set ok(F) contains a fibration over 
the punctured disc with fibre Dk(ft). 
Note that if p = n + 1 then the image off, is a hypersurface. Since f;(U,) is in general 
singular it is not the Milnor fibre of the hypersurfacef,(U,,), which is non-singular. 
PROPOSITION 3.25. For small enough CI in the definition of D the spaces D”(h) are 
independent of the dejining function for the link of y in Y. 
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Proof. By [S, 11.2.A] the space B, n Y nh- ‘(t) does not depend on the function defining 
B, for small enough t. If B: was another ball defined by a different function then the proof of 
2.A in [8] shows that there is a homeomorphism between B, n Y nh- l(t) and B: n Y nh- l(t) 
constructed using stratified vector fields. These lift to fields on X and we apply Proposi- 
tion 2.13. 0 
LEMMA 3.26. Suppose w E ok(F) is a point such that &k(w) = y, then, for small enough a in 
the dejinition of D,, the Sk homotopy type of Dk(ft) is independent of the function defining the 
link of the orbit of w. 
Proof: Let r and r’ be two functions defining the orbits of w and B, and B: denote the 
orbits of balls of radius E in the respective distance functions. Let b, c, d and e be numbers 
such that 
Bt,~B:,cBd~B;. 
Now, by Proposition 3.22 there is a map g : ok(F) + C with fibres over D, c C being Dk(fr). 
For any distance function, [S, 11.2.A] states that the fibres of such a map are topologi- 
tally independent of the actual distance chosen. By G-averaging of the appropriate vector 
field, the inclusion 
B,nDk(f,) = B:nDk(f;) 
for E < E’ is a Sk-equivariant homotopy equivalence. Hence, consider the chain above 
intersected with ok(J): 
BbnDk(f,) = B:nDk(ft) = BdnDk(f,) = BLnDk(f,) 
As the composition of any two consecutive inclusions is Sk-equivariant homotopy equiva- 
lences then the middle inclusion is also. Hence the result. 0 
LEMMA 3.27. Let &k : Dk -+ Y be the natural map defined by &k(xI, . . . , xk) = f (x1). Suppose 
L = (hh’(D)nS,)u(hh’(aD)nBJ and FI : F-‘(L) + L is the restriction of F to F-‘(L); then 
the Dk(FI) is Sk-homeomorphic to the union of the links of orbits of points x E ok(F) with 
E(X) = y. 
Proof The set L is homeomorphic to S, n Y by using Thorn’s first isotopy lemma by 
[8,2.A.3(b)]. This implies that FI and the map F2 given by F,: F-l(S,nY) + S,nY are 
topologically right-left equivalent because we can lift the vector fields for the homeomor- 
phism L to S,n Y. Hence, Dk(FI) and Dk(F2) are Sk-hOmeOmOrphiC. Dk(F2) is Sk-homeomor- 
phic to the orbits of the real links of the statement by Proposition 3.25. 0 
Now we shall investigate the alternating homology of the fibres ok(J). This is done by 
relating the alternating homology of the fibre to that of its boundary and of the total space. 
Let F: X + Y and h: Y -P C be as above. Let B, be a ball about y defined by some 
distance function on @j’ and let S, = 3B,. 
As we are only interested in the behaviour of F restricted to F- ‘(BE n Y) in the following 
we assume that the domain of F is F-‘(B,nY). For any k we have an &-invariant map 
gk : Dk(F) -+ D with fibres D”(f;). Throughout the following theorems we get g = gk. Let 
S = Dk(8F), i.e. S = E;~(&). 
The following lemma is merely the &-alternating version of a well known theorem in the 
study of local topology (see, for example, [12,1 l] and Theorem 3.17 for a simple version). 
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LEMMA 3.28. For any k, HB”(g-‘(t),g-‘(t)nS) = Ofor i < raHd(Dk(f;)). 
Proof: We use the same set up as Theorems 3.1 and 3.10. Let n: ok(F) -+ Dk(F)/Sk be 
the natural finite complex analytic map. If ok(F) is not empty then there exists a set of 
points {zi, . . . ,z,} in ok(F) such that E(Zi) = y. 
If F-‘(B,nY) is not path connected then ok(F) may consist of a number of disjoint 
orbits, i.e. ok(F)/Sk is a collection of disjoint spaces. 
Since the alternating homology of each orbit is a direct summand of the alternating 
homology of the total space, we assume that Dk(F)/Sk is path connected. 
Let X = 7C(Zi)E ok(F)/sk C CN, (for some N). Composition of rc and of a function 
defining the link of x in Dk(F)/Sk will define the link of the orbit Of Zi in ok(F). Let B be the 
ball around x. By Lemma 3.27 we may assume that we have 
and 
n-‘(dB)nDk(f,) qs,Dk(ft)nS. 
Using the function - x on g- ‘(t)/S, (recall that x is the perturbation of the distance 
function from zero) we construct n- ‘(B)nDk(f,) from Z- ‘(8B)nDk(f,). 
From classical theory the Morse index of a point is greater than or equal to the complex 
dimension of the stratum of g - l(t)/& which contains the point. By assumption the relative 
normal Morse data for the stratum A. 
has vanishing alternating homology for i < raHd(ok(f,)) - dim, A. 
Putting the tangential and normal data together we get that the Morse data 
has vanishing alternating homology for i < dimcA + {raHd(ok(ft)) - dim, A) = 
raHd(ok(f;)) and the result is thus proved. Cl 
The above lemma can be used to prove that 
H,““ok(f,)) = 0 for 0 < i < raHd(Dk(ft)) - 1. 
However, the bound can be improved. We achieve this by considering the pair 
(9-‘(~~)u(g-‘(~)nS),9-‘(t)u(g-‘(~)nS)). 
The first space is homotopic to the real link of an orbit in Dk(ft) by Lemma 3.27. The second 
is Sk-homotopically equivalent to g-‘(t), since, by Proposition 3.22, the fibration 
g-‘(D)nS -+ D is trivial and g-‘(D)nS retracts onto g-l(t)nS. 
The following lemma is based upon Theorem 4.2.1 of [18]. 
LEMMA 3.29. HF”(g-‘(dD)u(g-‘(D)nS), g-‘(t)u(g-‘(D)nS)) E HF!,(g-‘(t), 
g-‘@)nS))- 
Proof We stratify aD by taking two points close to t (but on opposite sides) as strata 
and the rest of t3D as l-cells attached to the points. Denote the cell which contains t by I,. 
The 2-cell D is then stratified by this stratification of its boundary and by its interior. 
We carry out various excisions on the pair 
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which is obviously Sk-homotopically equivalent to the first pair in the statement of the 
lemma. First excise g - ‘(D) nS, we carry this out by excising the space above a small disc in 
D and Sk-homotopically retracting onto the required space: 
Secondly, we excise the space above the interior of II. We do this by excising a small open 
interval contained in Ii and lift the obvious retraction of the complement of this interval 
onto the complement of Int(Z,) up to the total space. 
The space we are left with is then So-homotopically equivalent o the following pair: 
Since the action of Sk is trivial on (I, 8Z) from Theorem 2.10 we get the isomorphism 
and this proves the lemma. cl 
The next theorem is the alternating homology version of the homotopy result in [18, 
Theorem 4.2.11. 
THEOREM 3.30. 
ZZ?‘(Dk(F),Dk(f,)) = 0 for i < min(raHd(Dk(F)) - l,raHd(Dk(jJ)). 
Proof: By Lemmas 3.28 and 3.29 we deduce 
H~‘t(g-l(a~)u(g-l(D)nS),g-‘(t)u(g-’(D)nS)) = 0 for i < raHd(Dk(f,)). 
Now consider the triple, 
The first term is ok(F) and is Sk-homeomorphic to the obvious cylinder over the second 
term. By Lemma 3.27 the second term is’&-homeomorphic to the orbits of the links of the 
points that map to y E Y. As we have already observed the third term is Sk-homotopic to the 
fibre ok(&). 
The description of the first two terms implies that 
H,?lt(g-l(D),g-l(aD)u(g-‘(D)nS)) = 0 for i < raHd(Dk(F)), 
simply by definition of raEId. 
This and the first fact deduced above, when put into the long exact sequence of 
alternating homology for the triple, give 
Eiialt(g-l(D),g-l(t)u(g-l(D)nS)) = 0 
for i d min~raHd(~k(~~ - l),raHd(~k(~)~~. The first term is Dk(F) and g-‘(t) is a Sk- 
equivariant strong deformation retraction of g- '(t)u(g- l(D)&). This is what we require 
for the result. cl 
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4. HOMOLOGY AND HOMOTOPY OF IMAGES 
This section contains proofs of homology and homotopy versions of Theorems A and 
B of the introduction. 
4.1. Dimensionally correct maps 
We shall use Theorem 3.30 to fill in the terms of the image computing spectral sequence 
(ICSS) below a line which depends on the dimensions of the multiple point spaces. In some 
of the theorems the result on the alternating homology of Stein spaces of Corollary 3.2 
allows us to fill in the sequence above this line with zeroes. 
To deal with working out dimensions we introduce the notion of “dimensionally 
correct”: 
Supposef : X --t Y is a finite map of complex analytic spaces uch that dim, X = n and 
dim, Y = p. 
Dejinition 4.1. The map f is called dimensionally correct (abbr. DC) if whenever 
ok(f) # 8 then dimcDk(f) = nk - p(k - l), for all k. 
Example 4.2. Let i : X + Y denote the inclusion of the subspace of X into Y; then i is 
dimensionally correct: ok(i) =8 for k > 1 and D’(i) = X, so dimD’(i) = 
n.l--p.(l-l)=n=dim,X. 
THEOREM 4.3. Let f : (C", 0) + (Cp, 0) be topologically stable; then a representative off is 
dimensionally correct. 
Proof Suppose x1, . . . , xk are pairwise distinct andf (x1) = ... = f (&). As f is topologi- 
tally stable the map f k: Cnk + CPk is transverse to the small diagonal and so the space 
dfxi(@“) are in general position. This implies that 
dim, { (~1, . . . , xk) E Cnk 1 f (Xi) = f (Xi) and Xi # Xj for i # j> = nk - p(k - 1). 
But D”(f) is the closure of this space and hence dimDk( f) = nk - p(k - 1) if 
D”(f) # 8. 0 
COROLLARY 4.4. Let f be finitely A-determined; then f is dimensionally correct. 
Proof The map f’:X - (non-stable points} + Y -f ({non-stable points)) is dimen- 
sionally correct and closure {Dk(f’)} = Dk( f ). Thus, dim ok( f) = dim ok(f’) which implies 
that f is DC. 0 
Note that the compositions of dimensionally correct maps need not be dimensionally 
correct. Let f : X ---) Y be a DC map such that Y is a subspace of 2 where dim, Y < dim,, Z, 
then the natural inclusion i : Y -+ Z is DC but i of: X + Z is not. This is because 
Dk(iof) = D”(f) and dim,Dk(iof) = dimcDk(f) = nk -(dim, Y).(k - 1) > nk - (dim,Z)* 
(k - 1). 
The point of DC maps is that through Corollary 3.2 they enable us to fill in the upper 
part of the image computing spectral sequence. 
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PROPOSITION 4.5. Supposef : X + @P is a dimensionally correct stratified submersion with 
ek(Dk) a union of strata for each k. Let @” be a subman$old of UZp; if @” is transverse to every 
stratum off(X), thenf’:Xnf-‘(C”) *@” is DC. 
Proof For any k take the largest dimensional stratum Ak in Dk( f ). Then 
dim,(Ak nDk(f’)) + p = dim, Ak + dim, Cm 
by transversality of @” to EL(&). Hence, for k = 1 we get dimc(Xnf - ‘(Cm)) = 
dim,X+m-p=n+m-p. 
Also, since f is DC we get that 
dim(AknDk(f’)) = nk - p(k - 1) + m - p = nk - pk + m 
= nk - pk + m + mk - mk = (n + m - p)k - m(k - 1) 
= (dim,(Xnf -l(P”))}k - m(k - 1). 
Thusf’ is DC. 0 
4.2. Homology of disentanglements 
In this section we come to the first of our main theorems. Because the disentanglement 
mapf, (see Definition 1.1 or 3.24), for t # 0, is topologically stable we can use Theorem 4.3 of 
the previous section to fill in the ICSS with zeroes above the dimension of the multiple point 
spaces. The next theorem allows us to fill in the lower part of the sequence with zeroes, so 
that the only non-trivial entries in the sequence lie on a line or at (0,O). 
THEOREM 4.6. Suppose f : (@“, 0) + (@“, 0), 0 < n < p, is a jinitely &-determined map 
germ and ft denotes the (topologically stable) disentanglement map; then for k > 1, 
H,““(Dk(ft)) = 0 for i # dim, Dk(fr) and H~“(Dk(ft)) is free abelian for i = dim, Dk(ft). 
Proof: Since f is finitely determined we can unfold with a 1 parameter unfolding, F(x, t), 
where F(x, 0) = f (x). We have a fibration of the form detailed in Propositions 3.20 and 3.21, 
i.e. a map g : ok(F) -+ D with fibres being ok(J). 
As fr is topologically stable it is DC by Theorem 4.3 and hence dirnc(Dk(ft)) = 
nk - p(k - 1). Corollary 3.2 implies that, for k > 1, Hr”(Dk(fJ) = 0 for i > dim, ok(J). 
Since F is finitely determined Dk(ff) is defined by algebraic equations for all k. This implies 
that the number of strata in each Dk(ft) is finite and so the free abelian part of the statement 
is true. 
Since F- ‘(0) = 0, and for a small enough choice of the neighbourhood on which F is 
defined we get ok(F) retracting Sk-homotopically onto 0 E Cnk. Thus, as the origin is in the 
diagonal, we get Hp(Dk(F)) = 0 for k > 1. 
Theorem 3.13 shows that 
raHd(Dk(F)) 2 (n + 1)k - (p + l)(k - 1) = nk - p(k - 1) + 1 
and 
raHd(Dk(f,)) 2 nk - p(k - 1) = dim, Dk(J). 
Theorem 3.30 implies that Hp(Dk(F), D”(A)) = 0 for 0 < i Q min{ [nk - p(k - 1) + 1) - 1, 
nk - p(k - l)} = nk - p(k - 1). The vanishing of alternating homology groups below 
dim, Dk(ft), k > 1 is proved by considering the long exact sequence for the pair 
(Dk(F), ok(J)). 0 
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COROLLARY 4.7. Suppose f :(C”, 0) + (C”,O), 0 < n -=z 
denotes the disentung~ement map. Then 
1 Z@ fir r = dim, 
p, is finitely d-determined and ft 
Dk(fi 
E,!k_l= i? for r=k-l=O 1 0 otherwise. 
Proof: The image computing spectral sequence has 
E,!k- 1 = fi:*‘(~k(f); z) 
and the corollary simply follows from the theorem. 0 
From this we can deduce the following corollary. It generalises the main theorems of 
[9,10] which dealt with the corank = 1 case. It is the homological version of Theorem A of 
the introduction. 
COROLLARY 4.8. Suppose f : (C, 0) -+ (C”, 0), 0 -=I n < p, is jinitely d-determined andf, is 
the disentanglement map oft Then 
(i) Ifp=n+l then 
I?,(im(ft);Z) = ;;z 
1 
6 H&+ 1 (Dk(f;);Z) for q = n 
for q # n. 
(ii) if p > n + 1 then for each integer k with 1 < k 6 p/(p - n) 
fip-kl[p-n-l)-l (im(fr), z) 2 Ht’k(p-n)(Dk(f,); z) 
and 
~~(irn(~); Z) = 0 otherwise. 
Proof: The image computing spectral sequence states 
Ei,, = W~“(P” (f,); Z) =+ w,(im(ft); Z). 
Theorem 4.6 shows that apart from the first column in the sequence, every column has just 
one non-trivial entry and the positions of these entries imply that the spectral sequence 
collapses at E ‘. Since there is no torsion there is no extension problem and the results can be 
read off from the ICSS. 0 
4.3, Homology of complex links of images 
We now turn our attention to the complex links of images of finite maps. 
Let f : X -+ CP be a finite complex analytic map. Stratify f(X) so that f is a stratified 
submersion. Suppose y cf(X) is a point in the stratum A, dim@ A = a and that for every 
point x E f - 1 ( y), X is locally defined in @” by no m,ore than r equations, with n - r < p. Let 
N be a complex submanifold of @P transverse to A with N nA = ( y>; we can assume 
N = Cp-“. Let g : @p -P C be a function which defines the complex link _5? of the stratum A. 
On f(X)nN, g has an isolated singularity and by taking a small ball B around y, 
Y = f (X)nN nBng-‘(t) for small enough t. We get a fibration of the form of Theorem 
3.21 wheref, is the map f 1 f-‘(Z). 
Let F:Xnf -‘(IV) -+ N = Cpea. L e q be the number of preimages of y under F and t 
m be the largest integer such that P(F) # 8. 
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LEMMA 4.9. If Dk(F) # 0, then raHd(Dk(F)) 2 (n - r)k - p(k - 1) - dim,A. I_f 
Dk(ft) f 0, then raHd(ok(ft)) > (n - r)k - p(k - 1) - dim,A - 1. 
Proof: Since N is defined by a equations, f-‘(N) is defined in X by no more than 
a equations which implies that X nf - l(N) is defined by no more than r + a equations. So, 
by Theorem 3.13, raHd(Dk(F)) > (n - r - a)k - (p - u)(k - 1) = (n - r)k - p(k - 1) - a. 
The mapf, is a map X nf - l(N) n f - ’ (9) + 9, but since _Y is assumed to be defined by 
a linear equation, we have a map ft:Xnf -'(N)nf-'(9)+CP-a-1. Thus, 
raHd(Dk(f,)) > (n - r - a - 1)k - (p - a - l)(k - 1) = (n - r)k - p(k - 1) - a - 1. 0 
PROPOSITION 4.10. 
(i) H$“(ok(F)) = z4!/(4-k)!k! for k < q. 
(ii) Zf Dk(ff) # 0 then H,““(Dk(F), D”(h)) = 0 f ori<(n-r)k-p(k-1)-dimcA. 
(iii) If ok(J) # 0 then Hi”“(Dk(ft)) = 0 for 0 < i < (n - r)k - p(k - 1) - dimcA - 1. 
Proof: The map F : X n f - ‘(N) + N is a map of q pairwise disjoint neighbourhoods of 
the points in F- l(y) into a connected neighbourhood of y. For a small enough neighbour- 
hood of y the ok(F) contract Sk-equivariantly onto Dk(F) n(F-‘(y))k. Thus, using 
Example 2.5 completes (i). 
If Dk(f,) # 8 then by Lemma 4.9 and Theorem 3.30 we get 
HF”(Dk(F),Dk(f,)) = 0 for i d (n - r)k - p(k - 1) - dim, A - 1 
which proves (ii). 
The description of ok(F) gives that Hf”(Dk(F)) = 0 for i > 0, any k, and this combined 
with (ii) implies (iii). 0 
LEMMA 4.11. Consider the image computing spectral sequence E for the map 
f; : f - ‘(3’) -+ 9. Let s be the largest number such that (n - r - p)s + p - dim, A > 0 and 
DYf,) f 0, then 
Ef,o=O forO<j<s-lunds>2. 
Zfs > 1 then E& z Z. 
Proof Denote by E(F) the spectral sequence associated to F. This is the sequence 
of Example 2.5. It collapses at E’(F), has E;,,(F) g Z and E;,,(F) = 0 for (p,q) # (0,O). 
To achieve the desired result we compare this sequence with the one for&. The claim is 
that Et0 2 E;,,,(F) for j < s - 1. 
For s as in the statement of the lemma we have that 
and so 
(n - r)s - p(s - 1) - dim, A - 1 b 0 
(n - r)(s - 1) - p(s - 2) - dim, A - 1 3 I 
and thus by Proposition 4.1O(ii) and the long exact sequence of the pair (Dk(F), Dk(fr)) the 
natural map 
is an isomorphism for k 2 s - 1. 
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So E~,o + E;,,(F) is an isomorphism for j < s - 2. But this implies that Ef,O + E;,,(F) 
is an isomorphism for j < s - 3. 
For s as in the statement 
Hp(D”(f,)) -+ H;“(D”(F)) 
is a surjection. 
Compare the bottom rows of the ICSS for F andf, in the commutative diagram: 
. . . --) KwS(f,)) + H;“(D”-‘(f,)) + H;“(D”-yfl)) -+ ... 
I 1 1 
. . . + H;“(D”(F)) -+ H;“(D”-l(F)) -+ H;1’(D”-2(F)) + . . . 
The first vertical arrow is a surjection and the other two are already known to be 
isomorphisms. A simple diagram chase then shows that Ei_z,o g Et_2,0(F). 
Thus E& z Ej2,0(F) for j < s - 1. We already know from the above that EfO(F) = 0 for 
j > 0 and that E;,,(F) = Z and so if s > 2 then E,“,,, = 0 for 0 < j < s - 1. If s > 1 then 
E& = h. 0 
The next theorem tells us something about the local structure of the images of finite 
complex analytic maps. 
THEOREM 4.12. Let 9 be the complex link of the stratum A off(X) with f and X as in the 
preceeding discussion. Let s be the largest number such that (n - r - p)s + p - dim, d > 0 
and D”(fJ # 0 then E?,(9) = 0 for i < s - 1. 
Proof Let a = dim, A as before. Some of the alternating homology for Dk( f) is 
calculated in Proposition 4.lO(iii) and gives E:_l,i = Hf”(Dk(ft)) = 0 for 0 < i < 
(n - r)k - p(k - 1) - a - 2 and k < s. Th us, by this and Lemma 4.11, we get 
Et- 1,i = 0 for i < (n - r)k - p(k - 1) - a - 2 for k < s 
except Ei,,. 
For k < s, (n - r)k - p(k - 1) - a - 2 + k 2 (n - r)s - p(s - 1) - a - 2 + s. But 
(n - r)s - p(s - 1) - a - 1 b 0 and so 
(n - r)k - p(k - 1) - a - 2 > s - k - 1 for k < s. 
This, Ef_ 1,i = 0 for i 6 s - k - 1, k < s, except E&. So Ei,, = 0 for u < s - (u + 1) - 1, 
u < s - 1, except Ei.,. The spectral sequence is such that 
EzL, = E,2,” for i.4 + v < s - 2. 
This implies that Hi(Y) = 0 for 0 < i < s - 1. Ifs > 1 then H,(Y) = Z by Lemma 4.11. 
Putting together these two facts gives the theorem. Cl 
THEOREM 4.13. Supposef, F and X are as in the preceding discussion. Let m be the largest 
number such that D”(F) # 8 for F : X n f - l(N) + N, then 
E?i(~)=O fori<(n-r-p+l)m+p-dim,A-2 
for any stratum A in f (X). 
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Proof: If m > s then we prove that (n - r - p + 1)m + p - a - 2 6 s - 1 since then the 
theorem will follow from Theorem 4.12. 
If m 2 s + 1, then as (n - r - p + 1) < 0, we get 
We need to show that the RHS is less than s. As s is the largest whole number such that 
(n - r)s - p(s - 1) - a - 1 > 0, then 
(n - r)s - p(s - 1) - a - 1 + (n - r - p + 1) < 0. 
So (n - r - p + 1)s + p - a - 1 + (n - Y - p + 1) 6 s and this gives 
(n-r-p+l)(s+l)-a-l-ids-1, 
which is the required outcome. 
If m < s, then we proceed as in Theorem 4.12: 
iYi”“(ZP(ft)) = 0 for 0 -=z i < (n - r)k - p(k - 1) - a - 2 
implies that 
~~lt(~j(~)) = 0 for 0 < i < (n - r)k - pfk - 1) - a - 2 + (m -j) forj < m. 
As before the bottom row is determined from that of E(F). So 
E:. = 0 for u Q (n - r)m - p(m - 1) - a - 2 + m - u - 1 and u < m - 1 
except for Eg,,. 
But since m is the maximal number of preimages of a point 
EZ~“(D”+ ‘(jj)) = 0 for u 2 m 
and thus we can drop the condition u < m - 1 from above. 
so, 
E,Z,. = 0 for u + f4 < (n - r)m - p(m - 1) - a - 3 + m 
except E&. 
Thus, 
tii(9) = 0 for i < (n - r)m - p(m - 1) - a - 2 + m 
=(n-r-p+l)m+p-a-2. q 
The following corollary gives new examples of spaces for which we can estimate rHd. 
This is equivalent o the homological version of Theorem B of the introduction. The result is 
known in the case where dim,X = p - 1 and n - r = dim, X for in this case f(X) is 
a hypersurface and (n - r - p + l)m + p - 1 = (p - 1 - p + 1)m + p - 1 = p - 1. This is 
essentially Milnor’s result on the connectivity of links of hypersurfaces; ee [30]. Note that if 
dime X < p - 1 then in generalf(X) is not a complete intersection, so the result does not 
follow from Hamm’s theorem on the connectivity of links. 
COROLLARY 4.14. Suppose f : X -+ @” is a map with X vocally de~ned in @” by no more 
than r equations and n - r - p. Let m be the maximum numbs of points in the preimage of 
a point in CP. Then rHd(f(X)) 2 n - r - p - 1)m + p - 1. 
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Proof. The value of rhd of a space does not depend on the chosen strati~cation, see [ 18 J. 
Stratify~(X) so that fis a stratified submersion and the images of ek are union of strata for 
all k. 
For each stratum A, let mA be the smallest number such that the map 
F: X nf- ‘(N) -+ N has no (mA + 1)-tuple points. Note that mA < m. Theorem 4.13 then 
shows that 
E?i(YA)=O fori<(n-r-p+l)m+p-dim,A-2 
for any stratum A. 
The long exact sequence associated with the pair (Cone(L&),L$) shows that for any 
complex link of a stratum A 
Hi(Cone(Yf), L&) = 0 for i < (n - r - p + 1)m + p - dim, A - 1. 
This is precisely the condition we need for rHd(f(X)) 2 (n - r - p + 1)m + p - 1. 0 
Of less importance but still of some interest is what happens whenfis a dimensionally 
correct map and X is a local complete intersection. In this case we will calculate the possible 
dimensions for which the homology of complex links are non-trivial. 
LEMMA 4.15. S~~~~se in the ubove situutio~ that X is a local complete intersection, i.e. 
n - r = dime X, and that F : Xnf- ‘(N) -+ N is DC. (This implies thatf, is also DC.) Assume 
m > 1 and q is number of preimages of y. 
Ifq c m or dim,D”(F) > 0 then 
(b) ET,0 = 0 for j > 0 and dimcDk(f;) > 0 f or all k, Ef,,=O for j>O, j#k-1 if 
dim,Dk(h) = 0. 
If q = m and dim, ok(F) = 0 then 
(d 
E2 * 
i 
Z for m>2 
OS0 = Z2 for m = 2. 
(d) E& = Oforj > 0,j # m - 2 ifdim,D”-’ (5) = 0, Ezo = Ofor j > 0, j # m - 2 and 
Ei_2,0 g Z $dimcD”-‘(f,) > 0. 
Proof: Suppose first that dim,D”(F) > 0; this implies that Dm(fr) # 8. If 
dim,D”(f,) > 0, then (n - r)k - p(k - 1) - a - 1 > 0 for all k d m and so by Proposi- 
tion 4.1O(ii) H$(Dk($)) r H$‘(Dk(F)) for all k (for k > m the groups are trivial). By 
examining the bottom row of the spectral sequences for F andf, we get 
and 
E;,*(f,) 2 E;,*(F) for all j > 0 
E;,, z Z. 
If dim, Dm(x) = 0, then (n - r)k - p(k - 1) - a > 0 for all k < m. Just as in the case above 
we get that ET,,(&) = 0 for 0 <j < k - 1 and Ez,O z Z. The fact that E;,* = 0 for j 2 k is 
obvious as D”(A) = 0. 
Now suppose that dime D”(F) = 0; in this situation we get D”(h) = 0 and 
Drn_i(fr) f: 0. 
Assume m > 2 since if m = 2, then DmW1(fr) = D’(i) and Ez,O z Z2. 
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If dimcD”-‘(f;) = 0, then (n - r)(m - 1) - p(m - 1) - 1) - a - 1 = 0, i.e. 
(n - r - p)(m - 1) + p - a = 1 > 0. Hence, by Proposition 4.10, Et0 = 0 for 
j<(m-l)-l=m-2. 
If dim, D”- ‘(ft) > 0, then (n - r)(m - 1) - p(m - 1) - 1) - a - 1 > 0; thus 
I#‘(Dk(ft)) g Ht”(Dk(F)) for all k d m - 1. 
The problem occurs if 4 = m, since if 4 < m then H$“(Dk(f,)) z H~“(Dk(F)) for all k and we 
are in the situation first encountered in the proof. For q < m we compare the bottom rows 
of the two spectral sequences. These look like the following: 
. . . + 0 + H;“(D”-l(J)) + H~1’(D”-2(ft)) + ... 
1 1 I 
. . . + E + H;lt(Dm-‘(F)) + H;1’(Dm-2(F)) + . . . 
From the exactness of the bottom row at Ei_z,o term (note that we have 
E:_,,,(F) = H$‘(D”-l(F))) we get Ei_z,o z Z. 0 
THEOREM 4.16. Suppose f : X + Cp is a dimensionally correct complex analytic map and 
that X is a local complete intersection, with dim, X < p. Stratify f (X) so that f is a strati$ed 
submersion and ck(Dk) is a union of strata for all k. Let 9 be the complex link of a stratum and 
consider the spectral sequence for fr := f ( f -‘(_Y) + 2. Then the following are true. 
(i) If q < m or dim, ok(F) > 0 then 
Eiq;,=EE,=O fori#(k+l)dimcX-kp-dimcA-1 
except for Ei,O g Z. 
(ii) Zf q < m and dim, D”(F) = 0 then E2 is as before except E& 2, 0 g H if 
dim, D”-‘(ft) > 0. 
In all cases the non-trivial groups are free abelian. 
Proof Since X is a local complete intersection we can assume that X is defined locally in 
C” by no more than r equations, with n - r < p. The complex link does not depend on the 
choice of N and L and we can choose them so thatf 1 Xnf -‘(NnL-l(t)) -+ Cp-‘-l is DC 
by Proposition 4.5. (Recall that a = dim, A.) 
The dimension of Xnf-‘(NnL-‘(t)) is n -r - a - 1 = dimcX -a - 1 and 
f) f -‘(NnL-‘(t)) maps into Cp-‘-‘. Hence as the map is DC, 
dim, Dk(fr) = (n - r - a - 1)k - (p - a - l)(k - 1) = (n - r)k - p(k - 1) - a - 1. 
Since f is dimensionally correct F : X n f - 1 (N) + N is also. Thus, by Lemma 4.15 above we 
get the bottom row as described. 
Now dim, ok(F) 2 raHd(Dk(F)) but by Lemma 4.9, 
raHd(Dk(F)) > (n - r)k - p(k - 1) - dim, A 
= dim, Dk(F) 
and so we get 
dim, ok(F) = raHd(Dk(F)) = (n - r)k - p(k - 1) - dim, A. 
A similar result is true for Dk(fJ. 
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If D”(J) # 0 then Propositions 4.10 and Theorem 3.1 give H,““(Dk(f,)) = 0 for 
0 < i # dimcDk(f,). The result is thus proved. 0 
COROLLARY 4.17. Suppose 9 is a complex link as in the theorem. Then H,(Y;Z) is 
torsion free and can have non-trivial homology only in dimensions dim,X + k(dimcX - 
p - 1) - dim, A - 1, for k 2 0. 
ProoJ: The result follows from the fact that the differentials at E2 are trivial and hence 
the sequence collapses and the homology can be read off. El 
4.4. The fundamental group of an image 
The image computing spectral sequence will give us results on the homology of the 
image of a map between two CW-complexes but it is preferable to have homotopy results. 
A famous theorem of J.H.C. Whitehead states that a continuous map between two simply 
connected CW-complexes inducing an isomorphism on all reduced integral homology 
groups is actually a homotopy equivalence. Hence, to get homotopy results we begin by 
considering fundamental groups. 
D2 
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Fig. 2. Lifting paths in image 
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The proof of the following theorem is based on the proof of Proposition 1.5 of [31]. The 
basic idea is that we attempt to lift loops in the image to loops in the domain. The 
discontinuities that arise in this process are then “repaired” by adding in paths that arise in 
the double point space. 
THEOREM 4.18. Suppose f: X + Y is a proper andjnire surjecriveJ with X path connec- 
red and there exists a point y E f (X) with only one preimage. Iffor every point of x of D2( f ) 
there exists a path CI: [0, l] + D2(f) such that a(O) = x and cc(l) E Diag(D’(f )) then the map 
is surjective. 
f*:nAXJl(Y)) -+?(Y,Y) 
Proof See Fig. 2. There are maps si : D2 -+ X, i = 1,2 given by cl (x1, x2) = x1 and 
s2(x1,x2) and a map E: D2 + Y,E(x~,-Y~) = f(xl). 
For any homotopy class in nl (Y) take a representative y : S’ + Y. Since the map f is 
a 13 its finiteness implies that each stratum of Y is covered by a finite number of strata in X. 
So, for any path in a stratum of Y we can lift to a path in a stratum of X. Thus, by taking the 
preimage in X of y(S’) we can define a (discontinuous) map p: S’ + X which is a union of 
paths in X, i.e. /? is a path in X which has discontinuities. 
Let z = l;(a) be a point such that the lift /I has a discontinuity at z. We can assume a = $, 
/?(a) = x1 and lim,,O+ /?(a + r) = x2 where of course {x1 ,x2} c f - ‘(2). 
By assumption there exists a path o!: I + D2 such that a(O) = (x1,x2) and 
a(l) = (x,x) E Diag D2. Note that if c denotes the non trivial element of S2 then o’(a(r)) is 
a path such that a.cc(O) =(x2,x1) and a.a(l) =(x,x). 
We will find a map homotopic to y with a continuous lift above z. 
Let 
?i(W OdS& 
T(s, r) = ( 
f (k(N(4r(s - $)))) + < s 6 + 
f (E2(a(4r(i - s)))) $ < s < s 
?(2(S - +, + 3) Z<s<l. 
f’(s,O) = y and T(s, 1) is a path such that the following lift is continuous above a: 
P(2s) Ods& 
P’(s) = ( 
&,(a(4r(s -a))) $ < s G + 
E2(a(4r($ - s))) 3 < s 6 $ 
/3(2(s-S)+$ $<s<l. 
By repeating this process for all discontinuities we get for any loop ?; a loop y’ in the 
same homotopy class and a continuous loop b such that f (b(s)) = y’(s). 17 
COROLLARY 4.19. Suppose f : X + Y is a proper and finite surjecrive JI with X path 
connected and there exists a point y E f (X) with only one preimage. Zf Hi”(D2( f ); Z) = 0 then 
ZI(X)++711(Y). 
Proof Since H:“(D’( f ); Z) = 0 then by Lemma 2.6 for any point x E D2 there exists 
a path cr:I + D2 such that a(O) = x, ~(1) E DiagD2. 0 
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Further results we need concern the case where the domain X is no longer 
path connected, for example, where the domain is a disjoint union of spaces, as in 
the case when we consider complex links of the strata in the image. Here the 
stronger condition that each disjoint piece of X is simply connected is imposed in the 
statements. 
LEMMA 4.20. Supposef: A LI B + Y is a proper andfinite surjectivej, A and B are simply 
connected and D*(f)n(Ax B) (or equivalently D*(f)n(B x A)) is path connected. If 
E:,O r Z then Y is simply connected. 
Proof Let y be a loop in Y and attempt o lift to p as before. Any discontinuity of B will 
be one of two distinct types. The first is where the path jumps from A to A or from B to B. 
As D*(f)n(A x B) is path connected and E:,O r Z, Lemma 2.6 implies that 
Hz”(D*(f)n(A x A)) = H~“(D*(f)n(B x B)) = 0. Thus, we can repair these discontinuities 
as in Theorem 4.18. The second type of discontinuity occurs when the path leaves A and 
goes to B or vice versa. Since we have “lifted” a loop we can assume that the path is 
contained in A until it reaches al and then continues on B starting at bl, (sof(a,) =f(b,)). 
It then leaves B at b2, returning to A at a*. Since D* (f ) n(A x B) is path connected we can 
take a path c1 in D’(f) from (aI,bI) to (a2,b2). Projecting this path to A gives a path from 
a, to a2. Projecting the inverse of the path (i.e. “go the other way” along the path) to B gives 
a path from b2 to bl. Thus, we can use these projected paths to insert in to fi a path that 
travels like so 
The precise details are the same as in Theorem 4.18. Thus, we have a loop in B which by 
assumption can be contracted to the trivial loop at b, and then removed from p. As before 
we remove all such discontinuities and thus get a loop y’ homotopic to y which has a lift 
to A. Since A is simply connected we can contract the lift and hence y’ is homotopic to 
a trivial map. 0 
PROPOSITION 4.21. Suppose F: T? + P is a proper and finite J’ such that 2 = uxj 
for j = 1, . . . ,m, m > 2, and such that y E P has F-‘(y) = {x1, . . . ,x,} with XjE Zjfor all 
j=l,..., m. Suppose D“(F) contracts equivariantly onto the set of mk points {x1, . . . ,x,}~. 
Suppose f : X -+ Y is aJinite and proper surjectiveJ that is the restriction of F to u Xj, with 
Xj c Zj and each Xj is simply connected. Suppose that for the natural maps we have the 
following: 
H;“(Ds(f ). h) _++ #‘@3(F). Z) g ZmW-3)!3! > 9 
H;“(D*(f ). Z) g @‘(D*(F). z) g Zm!/(m-*)!*! 3 3 
H$(D’(f);Z) cz H;“(D’(F);Z) r Z”. 
Then Y is simply connected. 
Proof: Since Y is path connected we can select a point y that has the maximal number of 
possible preimages. Take a loop, y, based at y and attempt o lift it to X as before. Let p be 
this discontinuous “lift”. 
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Fig. 3. Lifting paths for multi-germs. 
The discontinuities are of two types. The first is as before: the path jumps from a point of 
Xj to another point of Xi. The condition on the ICSS implies that H:“(D2(f)n(Xj)2) = 0 
and by the previous corollary we can remove such discontinuities. The second type of 
discontinuity occurs when the path jumps from Xi to Xj for i #j; see Fig. 3. These are 
removed as follows: 
Let A, B and C be path connected components of X where the path leaves A at u, 
continues on B, starting at bl, along an unbroken path to b2 and then jumps to c in C. Note 
that A = C is possible (and that at some point in the procedure this will happen). 
Since the map Ht”(D3(f); Z) + H~“(D3(F); E) is surjective there exists a triple 
(a’, b’, c’) E A x B x C such that f(a’) =f(b’) =f(c’). 
As #‘(02(f)) g jJ;“(~2(F)) g ~m!l(m-2)!2! there is a path in D”(f)n(Ax B) 
from (a, b,) to (a’, b’). This will lead to the insertion of a path into b that goes from a to (E’ 
and then from b’ to bl . Similarly, we get a path from (b,, c) to (b’, c’) and a corresponding 
insertion. 
We can now assume that the discontinuity we are dealing with is above 
f(a’) =f(b’) =f(c’). The path now includes a loop in B based at b’. Since B is simply 
connected we can contract this to the point b’. The path then leaves A to a’, goes to B only at 
b’ and then goes to c’ in C. Thus, remove the point b’ in the image and assume the path 
leaves A at a’ and goes directly to c’ to C. Hence, two discontinuities are removed. The 
homotopy gives a path in Y homotopic to y and removing b’ gives a discontinuous lift of 
this path to A and C. 
Once all such jumps are removed we have a loop based at y, homotopic to y, with 
a continuous lift to a loop in some Xj. The Xj is simply connected and hence the loop 
contracts: this contracts the loop in Y. Hence Y is simply connected. 0 
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For later work we need to know more than just the simple connectivity of the image. It is 
necessary to have homotopy information concerning pairs in the filtration that leads to the 
image computing spectral sequence. 
PROPOSITION 4.22. If #‘(D’(f)) = 0 then, for the spaces Yz and Y, in the proof of 
Theorem 2.4, we have x1( Y2, Y,) = 0. 
Proof Note that rt1(Y2, Y,) is not a group but a set with base point. 
Suppose h:(&al, {O})+(Y,, Yi,{*}) is a map representing a homotopy class in 
rc1(Y2, Y,), where (0) and { *} are the base points. Because the map from 
(D’, Diag(D2)) x (A,, aA,) to (Y,, Y,) is a local homeomorphism on the complement of the 
second terms, we can lift h to a map 
h’:(l,aZ) +(D2,Diag(D2)) x(Ai,aA,). 
So h’(0) = (x,0) E (Diag(D2) x A1)u(D2 x dAr) c D2 x Ai. 
Since H$‘(D2(f)) = 0, there exists a path from any point of D2(f) to the diagonal by 
Lemma 2.6. Thus, there is a path from x to a point of the diagonal. Thus, h’ is homotopi- 
tally equivalent o a map 
g:(Z,aZ) -+(D2,Diag(D2))x(A,,8A1) 
with g(0) E (Diag(D2) x A1)u(D2 x aA,) and g(1) E Diag(D2) x Ai. 
Supposeg(t)=(g,(t),g2(t))~02x~Al.ThenletG:IxZ~D2~Al begivenby 
G(t, s) = (si(t), gz(t). (s - 1)). 
So we have G(t,O) = g(t), 
G(l,s) E (Diag(D2) x Al)u(D2 x 8Ai) and G(t, 1) = (gI(t),O) E D2 x (0). 
Thus, we have a homotopy between g and t H (gl(t), 0). The latter map is homotopic 
modulo (Diag(D2) x Ai)u(D’ x aA,) to the trivial map based at g(0). This gives 
rci((D’,Diag(D’)) x (Ai,aA,)) g rco(D2,Diag(D2)). 
But rrO is trivial as there is a path from any point of D2 to the diagonal. Hence, any map h is 
homotopic to a trivial map, i.e. rr,(Y2, Yi) = 0. cl 
4.5. Homotopy of disentanglements and complex links 
In this section we prove the most specific results on the spaces considered so far. Both 
theorems can be seen as generalisations of results on hypersurface singularities. 
The first is Theorem A from the introduction: forf : (C”, 0) + (Cp, 0), with 0 < n < p, the 
disentanglement is a wedge of spheres of varying dimensions. See Example 4.26 for an 
example where the dimensions are shown to be truly different. 
The second is equivalent o Theorem B which gives a lower bound on the rhd of images 
of finite complex analytic maps. 
We begin with a lemma which will be used repeatedly to give the wedge decomposition. 
LEMMA 4.23. Suppose A and B are a pair of topological spaces with the homotopy type of 
CW-complexes. Assume that 
(i) H,(A, B; H) = Z’ for some t.t and for some r > 1, Hi(A, B; E) = 0 for i # r, 
(ii) B is at least (r - 1)-connected, i.e. Xi(B) = 0 for i < r, and 
(iii) nl(A, B) = 0. 
Then A II B V (V,S’). 
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Proof. Since x1(&B) = x1(B) = 0 the Hurewicz map 
&.(A, B) + &(A, B) Lz Z’ 
is an isomorphism (see 1133, p. 1811). This allows us to choose p maps, 
hi:(D’,S’-‘) +(A,B) 
which yield a basis for the homotopy group n,(A,B). 
Because B is at least (r - l)-connected the maps hi] sr-i + I? are homotopic to the 
trivial map. Hence, we can assume that there is a map 
inducing an isomorphism on homology, where b is the wedge point. 
Define the obvious map, w:(V,S’, b) + ((V, Sr) V B, B), using the inclusion of 
v,, S’ -+ (VP S) V B, where VP S’ and B are wedged at b and h(b). 
Define a continuous map p :(/I, S’) V B -+ A by 
PM = 
i 
h(x) for x E V,S 
&(x) for x E B 
where iB is the inclusion. 
Thus, we have a relative map p,,,((V, Sr) V B, B) + (A, B) with h = pIelo w. 
Consider the following homology diagram: 
Hi( V S’, b) 
1 
“’ ~ Hi(( VS’) V B) --f Hi((V Sr) V B,B) ~ H,:;B) -+ ... 
If)* IL. _1z 
. . . -.+ Hi(A) --+ HitA, B) + Hi_,(B) --$ .” 
The map prel, is an isomorphism since h, = prel, 0 w+ and w* are isomorphisms. Hence, for 
each i, pi is an isomorphism by the five lemma. 
Since r > 1 and B is simply connected, (V, S’) V B is simply connected. A is simply 
connected because 
nl(B) -niV) -+ a,(A,B) 
is an exact sequence and both ends are trivial. 
By a theorem of Whitehead [33, p. 1821, the simple connectivity of the spaces 
(1/, Sr) V B and A implies that the homology equivalence p* is a weak homotopy equiva- 
lence. 
Another of Whitehead’s theorems [33, p. 2201 states that a weak homotopy equi- 
valence between spaces with the homotopy type of CW-complexes, is a homotopy equiva- 
lence. 0 
The next theorem is a generalisation of the case n = p + 1, which is proved in [31]. It is 
Theorem A of the Introduction. 
THEOREM 4.24. Suppose f : (C’,O) -+ (C”,O) is a jinitely s&‘-determined map germ, 
0 < n < p. Then the disentanglement off is ~omotopically equivaient to a bouquet ofsp~eres 
ofvurying dimensions. The possible dimensions of tkose spheres are p - (p - n - i)k - 1 for 
all 2 < k < p/(p - n). 
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Proof: Letfr be the disentanglement map, i.e.ft : X -+ Cp where X is a closed neighbour- 
hood of 0 in C” and imff;) is the disentanglement. 
In the proof of the existence of the ICSS (Theorem 2.4) there is a space homotopically 
equivalent o the image of the map which is filtered, 
Ye--&X= Y, c: Y, c I” c YmY,-im(f,) 
Step 2 of the proof of Theorem 2.4 is that Hi_ ““k+l(Dk(ft)) E Hi(Yk, Yk_1). Thus, by The- 
orem 4.6 we deduce that for k > 1 Hi(Yk, Yk-r) is trivial except for (possibly) 
i - k + 1 = dim, Dk(ft), i.e. i = nk - p(k - 1) + k - 1. The non-trivial group is isomorphic 
to Z”*. For k = 1 we have 
Hi(Yl 3 yO) = Hi(X, 0) = Hi(X) = 
i 
Z for i=O 
o otherwise 
If p = 2n then only ~~‘t(~2(~)) 1s non-trivial for k > 1. In this case to achieve Y, = Y2 we 
are adding a finite number of l-cells to C”. This is obviously homotopically equivalent o 
a wedge of circles. 
We can now assume that p < 2n. For n > 1, H$‘(D’(ft)) = 0 by Theorem 4.6 and so by 
Proposition 4.22, zl( Y,, Yi) = 0. For k > 2, Yk is produced by adding cells of dimension 
greater than 1 to Yk_ir hence zl(Yk, Yk_,) = 0. 
The simple connectivity of Y, then implies that Yk is simply connected for k > 1. 
Let rk = nk - p(k - 1) + k - 1 (i.e. the unique r such that the dimension of H,(Y,, Yk_ 1) 
can be non-trivial). By induction on k we now prove that 
for k B 1. 
Yk2.cJ” (~srz) “(~sr3) v ..’ v (~sr~) 
lndu~tive step: Clearly, rk_ 1 > rk when p 2 n + 1. Hence, by the inductive hypothesis, 
Yk_ I is at least rk_ i - 1 connected. Furthermore, because 2, = dim, Dm(j) + ?n - 1, unless 
m = 2 and dimcD”(f) = 0, r, > 1. But m = 2 is excluded by the hypothesis p < 2n. So by 
Lemma 4.23, 
. 
Initial step: Obviously Yr 2: C”. 
Thus, im(ft) N Y,,, is homotopically equivalent to a wedge of spheres of varying 
dimensions. cl 
The next result is the improvement of Corollary 4.14 to a homotopy result. The case of 
a hypersurface is due to Milnor [30] and the case where.f‘is imply the inclusion of a local 
complete intersection is due to Hamm [12’J. The theorem is equivalent o Theorem B of the 
introduction. 
THEOREM 4.25. Let f : X + @” be a finite complex analytic map with X dejined in 67, by, 
at most, r equations with p > n - r. Let Y c Cp be a complex analytic space dejined by, at 
most, s equations and m be the maximum number of preimages’of any point. Then 
rhd(~(X)nY) 2 (n - r - p + 1)m + p - s - 1. 
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Proof Stratify the image of fsuch that fis a stratified submersion and the sets ek(Dk) are 
union of strata. By Theorem 4.13 we get for any stratum A cf(X) that 
#i(5?)=0 fori<(n-r-p+l)m+p-dim,A-2. 
Thus, if (n - I - p + 1)m + p - dim, A - 2 > 0, then Y is path connected. 
WehavemapsF:Xnf-‘(N)~NandJ;:Xnf-’(Nn~)~~.ThesetXnf-‘(N)is 
a disjoint union of 4 neighbourhoods off- r(y). The Xj are the sets X nf - ‘(N cd?). By the 
homotopy version of Theorem 4.10, each Xj is n - r - dim, A - 2 connected. So if 
n - r - dim, A - 2 > 0, then there are q path connected components of Xnf-‘(NnY), 
i.e. each Xj is path connected. 
If (n - r - p + 1)~ + p - dim,A - 2 > 1, then we require rci(s) = 0. By The- 
orem 4.11 the spectral sequence in this case has terms 
Eh,O Z 24, E& Z ypi!‘Z!(q-2)’ 
and 
E& g Z, I?& iz 0. 
The Xj are simply connected since, by the homotopy version of Proposition 4.lO(iii), their 
homological connectedness equals their homotopy connectedness. 
If D3(ft) # 0, then application of Proposition 4.21 achieves rci(U) = 0. If D3(fr) = 0, 
then there are two possible cases: 
(a) D3(F) = 0. Th’ IS implies that q is equal to 1 or 2. If q = 1 then there is only one Xi 
(which by assumption is simply connected), and ~~lt(~‘(~)) = 0, thus 56’ is simply 
connected by Theorem 4.19. If q = 2 then apply Lemma 4.20 to achieve the result. 
(b) D3(F) # 0. In this case D3(F) is a finite set of points; a space of larger dimension 
would imply that D3(ft) # 0. S’ mce ok(F) contracts onto F-‘(Y)~ we must have 
q 3 3. In this case the bottom row of the spectral sequence begins 
#VA,0 = 24, J7:,0 = ~4!12!(VZ)!, E;,. = 0. 
As this part of the sequence arises from the sequence associated to F we calculate 
that Ef o z Z(q!‘(4-21!2!1-4+ ‘. For q > 3 this implies that ET o , is non-trivial. Hence, 
case (b) does not actually occur. 
Hence, if (n - r - p + 1)m + p - dim,A - 2 2 2, then rc1(_5Z’) = ni(im(ft)) = 0. The 
Hurewicz theorem [33, p. 1801 implies that the homology statement for _5? can be made into 
a homotopy statement: 
rci(sP)=O fori<(n-r-p+l)m+p-dim,A-2. 
Thus, by applying the long exact homotopy sequence for the pair (Cone(5Q 2) we get 
rr,(Cone(Y),Z)=O fori<(n-r-p-t-l)m+p-dimeA---1. 
This is exactly the condition for rhd(f(X)) 2 (n - I - p + 1)m + p - 1. By [18, The- 
orem 3.2.11, rhd(f(X)n Y) 2 rhd(f(X)) - s, from which the theorem follows. 0 
Note that this bound is not sharp. Just take an example f : X -+ cp where 
dim, X = p - 1, sof(X) is a hypersurface but where X is not a local complete intersection. 
Thenrhd(f(X))=dim,X=p-1but(n-r-p+l)m+p-1~p-1=dimcX. 
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The homotopy statement of Theorem 4.24 states that a disentanglement is homotopi- 
tally a wedge of spheres of different dimensions. It has yet to be established that there exist 
examples where the dimensions really are different. 
In [lo] there are formulae for calculating the Betti numbers of the rationa homology of 
a disentanglement of a quasihomogeneous corank 1 map-germ. Obviously, this case will 
suffice if we can find two non-trivial Betti numbers. The case off : (C”, 0) -+ (Q?, 0) is the first 
for which one would except his to happen. The Betti numbers are given in terms of weights 
and degrees in Example 4.16.4 in [lo]. 
Example 4.26. The map germ 
(x,,x,,x3,.Y) ++(x1,xZr%.Y3 + X?Y,Y4 + X2Y,Y5 + X3Y) 
is a corank 1 and is finitely d-determined. The latter fact can be checked by proving that 
the multiple point spaces are isolated complete intersection singularities. For corank 
1 map-germs this condition is equivalent to finite d-determinacy off; see [28]. For 
non-corank 1 this equivalence does not hold. 
Neil Kirk has checked the calculation of finite determinacy by computer and provided 
the further information that f has ~~-codimension equal to 5. 
With weight@,) = weight(y) = 1, weight(xz) = 3, and weight(+) = 4, the second and 
third Betti numbers of the disentanglement are calculated to be both equal to 2. Thus, the 
disentanglement is homotopically equivalent to a wedge of two 2-spheres and two 
3-spheres. 
Forf : (V,O) -+ (ep, 0) quasihomogeneous with p = n + 1. Mond has conjectured that 
the number of spheres in the wedge is equal to the d,-codimension of the germ. See [31] for 
a discussion of this and a proof for the n = 2, p = 3 case. The above example shows that 
a similar conjecture for p > n + 1 is not true. The number of spheres is equal to 4 but the 
~~-~odimension is 5. 
Remark 4.27. (1) A method of calculating the Betti numbers of disentanglements of
germs of corank greater than 1 needs to be found. 
(2) It seems reasonable through past experience that there is a relation between the 
number of spheres and the ~~-~odimension of the germ. What is the precise relation? 
In [32], Tib&r shows that for f : X -+ C a complex analytic function with an isolated 
singularity the general fibre is homotopically a bouquet of the suspensions of complex links 
of strata of X. Disentanglements are the fibres of a map h : F(U) + 42 where tJ is a neigh- 
bourhood of 0 to @Y+ ’ and F is a representative of a topologically stable map. Since, as we 
have shown, disentanglements are wedges of spheres, the bouquet theorem implies that 
certain complex links of strata of F(U) should be wedges of spheres of varying dimensions. 
This observation led to Corollary 4.17. 
Thus we make the following conjecture. 
CONJECTURE 4.28. The complex links of the image of a dimensionally correct map are 
homotopically equivalent to wedges of spheres of varying dimensions. 
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