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Prelude: Classical and quantum dynamics
Whether a dynamical process obeys classical or quantum me-
chanical rules can have a profound impact on the way the pro-
cess evolves. In this prelude chapter, the difference in behavior
between classical and quantum dynamics is demonstrated, em-
ploying the example of a continuous-time random walk. Based
on the walk trajectories, the quantum variant turns out to evolve
statistically faster than its classical analogue. This example
serves to illustrate the question if quantum effects might be in
play to optimize electronic energy transport in coupled molecu-
lar systems, which is addressed in the remainder of this thesis.
1.1 Random walk
At the end of the 19th century, Sir Francis Galton proposed a mechanical apparatus
currently known as the Galton box, bean machine, or quincunx. The device,
depicted in Fig. 1.1, consists of an upright board with a grid of pins whose function
it is to direct beans downwards. More specifically, each bean enters through a
funnel centered at the top of the box, and subsequently encounters a series of
pins where it can scatter either to the left or to the right with equal probability
(that is, 1/2). At the bottom, the beans are collected in bins. From probability
theory, it follows that the distribution of beans over the bins is given by a binomial
distribution. The primary objective of Galton’s apparatus was to illustrate that
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Figure 1.1: Bean machine, as originally illustrated by Sir Francis Galton.1
this frequency curve approaches a normal distribution with increasing number of
pin rows. However, it also serves as an insightful analogue of the random walk.
The random walk has been successfully applied as a model to describe a
wide variety of dynamical processes such as the movement of large molecules
through a solvent, the search pattern of animals, and the financial status of a
roulette player. In its simplest form, the random walk subdivides the dynamics
into randomly directed discrete steps in one dimension. This can be thought of as
a person periodically tossing a coin, and then stepping to the right upon heads,
or left upon tails. The evolution of such a person is completely equivalent to the
movement of beans through the Galton box, identifying the time with the number
of pin rows, and associating the person’s position with the bins.
In most cases, a more realistic scenario is one in which time is taken to be
continuous rather than discrete. According to this so-called continuous-time ran-
dom walk, there is a certain rate for stepping to the left or to the right, both
denoted as J. For an incremental time interval ∆t, the probability for occupancy
of position n then evolves according to
Pn(t + ∆t) = (1− 2J∆t) Pn(t) + J∆t Pn−1(t) + J∆t Pn+1(t). (1.1)
Note that, following this equation, the continuous-time random walk reduces to
its discrete time equivalent (e.g. the Galton box) by taking ∆t = 1 and J = 0.5.
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Eq. 1.1 can be cast in vector form as
~˙P = H~P, (1.2)
where the time index is dropped for convenience. Here, the matrix H is given by
Hn,m = −2J δn,m + J (δn,m+1 + δn,m−1), (1.3)
where it is assumed that the direction of movement is unbound. Eq. 1.2 has the
solution
~P(t) = eHt~P(0), (1.4)
which yields the probability distribution after a time t, given the initial distribution
~P(0).
Shown in Fig. 1.2a is the continuous-time probability distribution as a function
of position and time, for J = 0.5 (rates and time taken to be unitless). Here,
as initial condition it is assumed that Pn(0) = δn,0 (associating n = 0 with the
center position). This delta function gradually broadens with time, to eventually
take up a Gaussian-like profile. Importantly, the final distribution has remained
symmetrically peaked at n = 0, indicating that the maximum occupancy is still
found at the starting position. This situation is quite different from the case of
the quantum equivalent of the random walk, as is shown in the next section.
Figure 1.2: Continuous-time probability distribution of a random walk. a, The classical
probability remains bound to the initial position. b, The quantum probability branches
out, and quickly moves away from the origin.
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1.2 Quantum walk
Whereas classical objects can be considered as particles that occupy a well-defined
position, quantum objects instead propagate as waves, spreading out so as to de-
localize over different positions at the same time. Hence, the quantum analogue2
of the continuous-time random walk∗ is described by a wavefunction |Ψ(t)〉, which





where the basis state |φn〉 represents occupancy of position n. The evolution of
this wavefunction is governed by the time-dependent Schro¨dinger equation whose
solution is given by
|Ψ(t + ∆t)〉 = e−iH∆t |Ψ(t)〉. (1.6)
It should be noted that this equation is very similar to Eq. 1.2, as is the propagator
formed by the exponential with the quantum Hamiltonian given by
Hn,m = J (δn,m+1 + δn,m−1). (1.7)
Here, J represents the transfer integral of a local quantum state to one of its neigh-
bors. The quantum probability function follows from the wavefunction according
to Pn(t) ≡ |〈φn|Ψ(t)〉|2 = |cn(t)|2.
Although the equations of motion are very similar, the classical and quan-
tum walks behave rather differently. This is clearly seen in Fig. 1.2b, where the
continuous-time quantum walk is demonstrated for the same conditions as in
Fig. 1.2a, that is, J = 0.5, and cn(0) = δn,0. Whereas the classical walk tends to
remain close to the center position, the quantum analogue quickly divides into two
branches that move swiftly along the position coordinate with time. This is the
result of constructive and destructive addition of phase carried by the complex-
valued coefficients cn(t), leading to an accumulation of probability at the branch
edges, and leaving particularly little probability amplitude at the center position.
From Fig. 1.2, it is obvious that the quantum walk is a significantly faster
distribution mechanism than its classical colleague. For the latter, it is known that
the mean square displacement increases linearly in time, characteristic of diffusive
motion. The quantum case, on the other hand, has an associated quadratic
increase, which is referred to as ballistic motion. Whether a process is ballistic or
∗There is also a quantum analogue of the discrete-time random walk.3 Although its behavior
is very similar, the mathematical framework underlying this process is not trivially related to that
of the continuous-time quantum walk.
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diffusive in nature is therefore an important question that translates directly to the
process velocity, and when loss rates are in play, indirectly to process efficiency.
Quantum walks have received particular attention in the field of quantum
computing as a basis for quantum algorithms that significantly outperform their
classical equivalents.2, 4, 5 Although high-level quantum computing so far has not
been realized, quantum walk phenomena have already been observed in various
small-scale physical systems, such as trapped photons,6 atoms,7, 8 and ions.9 How-
ever, in practically all physical situations, it is reasonable to assume that processes
are not purely ballistic or diffusive. While the ballistic nature follows directly from
the quantum mechanical rules that apply to small scales, there is always an in-
teraction with degrees of freedom of the “environment” that act as to affect the
phases of cn(t), and as such disturb the interference pattern. As a result of this
dephasing, a process takes up a diffusive character.
1.3 Coherence and dephasing
The effect of dephasing is borne out most intuitively for the case of a quantum
ensemble. Instead of a wavefunction, ensembles are more conveniently described
using the density matrix formalism. Accordingly, a quantum state is defined by




As mentioned before, a quantum state is different from a classical one in that
it allows for a simultaneous occupancy of multiple positions. The wavefunction
|Ψ(t)〉 is then said to consist of a coherent superposition of local basis states,
which in terms of Eq. 1.5 means that various coefficients cn(t) take up nonzero
values. As a result, the density matrix will have nonzero offdiagonal elements
ρn,m(t), (n 6= m), which are referred to as coherences.
According to the paradigm of quantum mechanics, a coherent superposition
can exist until the quantum system is subjected to a measurement. For a quantum
walker, the measurement of the position n results in a “collapse” of the wavefunc-
tion, such that all coefficients vanish except for cn(t). In the case of a quantum
ensemble, this is equivalent to a disappearance of the coherences ρn,m(t), (n 6= m).
When such a measurement is performed continuously, the quantum walk will rig-
orously reduce to its classical version.
In most physical cases, the disappearance of coherences does not occur as
abrupt as outlined above. Rather, coherences become partly destroyed during
some finite time interval. Oftentimes, superposition states are considered for

















Figure 1.3: Random walk probability distribution at time t = 20, for different values of
the dephasing time τ . Without dephasing (τ = ∞), the probability follows the terminal
distribution from Fig. 1.2b. With decreasing τ , the intensity in the wings diminishes to
accumulate around the center position. The incoherent (τ = 0) distribution approaches
a Gaussian.
molecular assemblies, for which the degree of such dephasing depends strongly on
the environment (e.g. gas, solvent, or protein), and external parameters such as
the temperature. Effectively, this dependence can be translated to a time constant
τ at which the off-diagonal elements of ρ(t) decay.
Shown in Fig. 1.3 are the quantum walk probability distributions after a time
t = 20, for different dephasing times τ . These distributions are calculated by
propagating the density matrix following the solution of the Liouville equation,
ρn,m(t + ∆t) = e
−iH∆tρn,m(t)e iH∆t , (1.9)
which is time-integrated using a resolution ∆t = 0.1. Furthermore, after each in-
tegration step, a decay of coherences is realized through a multiplication of ρn,m(t)
with e−∆t/τ for all n 6= m. Fig. 1.3 shows a clear trend: with decreasing dephasing
time, the quantum probability distribution gradually transforms from the coher-
ent interference pattern into the Gaussian-like classical profile. Furthermore, the
degree of dephasing relates inversely to the velocity of probability transport.
The quantum walk outlined in this chapter is formally equivalent to a host
of physical phenomena that form topics of intense current research, and in most
cases, the competition between coherence and dephasing is at the focal point of
attention. In the field of quantum computing, dephasing is an undesirable factor
that should be minimized. For nano-scale molecular electronics, on the other hand,
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the overall performance is dictated by an intrinsic interplay between coherence and
dephasing. Here, coherence could enhance the transport velocity of electronic
excitations (as per Fig. 1.2), while the process directionality is determined by
thermodynamics which acts as a dephasing mechanism. This thesis addresses how
this interplay is manifested in spectroscopy of natural and artificial light-harvesting
systems.
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