We solve numerically Volterra integral equations, of first and second kind with regular and singular kernels, by the well known Galerkin weighted residual method. For this, we derive a simple and efficient matrix formulation using Laguerre polynomials as trial functions. Several numerical examples are tested. The approximate solutions of some examples coincide with the exact solutions on using a very few Laguerre polynomials. The approximate results, obtained by the present method, confirm the convergence of numerical solutions and are compared with the existing methods available in the literature.
Introduction
In recent years, there has been a growing interest in the Volterra integral equations arising in various fields of physics and engineering [1] , e.g., potential theory and Dirichlet problems, electrostatics, the particle transport problems of astrophysics and reactor theory, contact problems, diffusion problems, and heat transfer problems. Also many initial and boundary value problems associated with the ordinary and partial differential equations can be cast into the Volterra integral equations.
Some valid numerical methods, for solving Volterra equations using various polynomials [2] , have been developed by many researchers. Very recently, Maleknejad et al. [3] and Mandal and Bhattacharya [4] used Bernstein polynomials in approximation techniques, Shahsavaran [5] solved by Block-Pulse functions and Taylor expansion method. Taylor polynomials were also used by Bellour and Rawashdeh [6] and Wang [7] with computer algebra. Maleknejad et al. [8] studied first kind by using a Recursive scheme. Bernstein polynomials were used for the solution of second order linear and first order non-linear differential equations by Bhatti and Bracken [9] . These polynomials have also been used for solving Fredholm integral equations of second kind by Shirin and Islam [10] .
However, in this paper a very simple and efficient Galerkin weighted residual [11] numerical method is proposed with Laguerre polynomials as trial functions. The formulation is derived to solve the linear Volterra integral equations of both first and second kind and/or having regular as well as weakly singular kernels, in details, in section 3. In section 2, we give a short introduction of Laguerre polynomials. Finally, five examples of different kinds of Volterra integral equations are given to verify the proposed formulation. The results of each example indicate the convergence numerical solutions. Moreover, this method can provide even the exact solutions, with a few lower order Laguerre polynomials, if the equation is simple.
Laguerre Polynomials
The general form of the Laguerre polynomials [2] of nth degree is defined by
Using MATLAB code, the first few Laguerre polynomials from Eq. (1) are given below: 
Now the first six Laguerre polynomials over the interval [-5, 20 ] are shown in Fig. 1 . Fig. 1 . Graph of first 6 Laguerre polynomials over the interval (-5, 20 ).
Formulation of Integral Equation in Matrix Form
The most standard form of Volterra linear integral equations (VIE) of the first kind [1] is of the form
Now we use the Galerkin weighted residual method [11] to find an approximate solution ) ( x ϕ of (2). For this, we assume that
are Laguerre polynomials of degree i defined in Eq. (1), n is the number of Laguerre polynomials, and i a are unknown parameters, to be determined. Substituting (3) into (2), we get
Then the Galerkin equations are obtained by multiplying both sides of (4) 
Since in each equation, there are two integrals. The inner integrand of the left side is a function of x, and t and is integrated with respect to t from a to x. As a result the outer integrand becomes a function of x only and integration with respect to x from a to b yields a constant. 
The unknown parameters i a are to be determined by solving the system of Eq. (6), and substituting these values of parameters in (3), we get the approximate solution ) ( x ϕ of the integral Eq. (2). Now, we consider the Volterra integral equation (VIE) of the second kind [1] given by
where, ) (x ϕ is the unknown function to be determined, ) , ( t x k the kernel, is a continuous or discontinuous. ) (x f , ) (x c are known functions and λ is the constant. Then applying the same procedure described as above, we obtain
Here the unknown parameters i a are determined by solving the system of Eqs. (8) 
Numerical Examples
Here we illustrate the above mentioned methods with the help of five numerical examples, which include three first kind and two second kind with regular kernels and weakly singular kernels, available in the existing literature [1, [3] [4] [5] Table 1 for 10 = n . Also Fig. 2 shows the exact and approximate solutions on using 2, 3 and 11
Laguerre polynomials, respectively. The absolute errors obtain in the order of 16 
10
− on using Laguerre polynomials with 10 = n . On the other hand, the accuracy is found nearly the order of 7 
− by Maleknejad et al. [3] on using Bernstein approximation for 10 = n . Table 1 for 10 = n .
Also Fig. 3 shows the exact and approximate solutions on using 2, 3, 4 and 11 Laguerre polynomials, respectively. The absolute errors obtain in the order of 8 
− on using 11
Laguerre polynomials, while the accuracy were found in [4] by Bhattacharya and Mandal nearly the order of 7 
− on using 11 Bernstein polynomials. Table 1 for 10 = n . Also Fig.4 shows the exact and approximate solutions on using 2, 3, 4 and 11 Laguerre polynomials, respectively. The absolute errors obtain in the order of 11 
Laguerre polynomials while the accuracy was found in Ref. [4] nearly the order of 7 
− using 11 Bernstein polynomials. On the contrary, the accuracy is found nearly the order of 3 
− for 32 = n (number of Block-Pulse functions) by Shahsavaran [5] using Block-Pulse functions and Taylor expansion by collocation method.
Conclusions
A very simple and efficient Galerkin weighted residual method based on the Laguerre polynomial basis has been developed to solve first kind, second kind and also singular Volterra integral equations. Numerical results have been obtained in Table-1 with great accuracy in comparison with the numerical results obtained by using Bernstein polynomials [3, 4] and also by other techniques. It is observed that the approximate results converge monotonically to the exact solutions. We notice that the approximate solutions coincide with the exact solutions even a few of the polynomials are used in the approximation which are shown in examples 1 and 5. We may realize that this method may be applied to solve other integral equations for the desired accuracy.
