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Introduction.
For the numerical solution of ordinary differential equations, symmetric integration methods (trapezoidal rule, midpoint rule, leapfrog method) appear very naturally as simple low order discretisations, and they are known since the beginning of numerical integration. High order symmetric multistep methods were found more or less by accident, when Dahlquist searched for the most accurate representative in the class of general linear multistep methods.
These symmetric methods did not receive much attention over many years. For nonstiff differential equations, Adams, Störmer, and Runge-Kutta methods have been in use with much success, and there was no reason for switching to symmetric integrators. For stiff differential equations, symmetric methods are penalised because of their bad damping at infinity.
About 20 years ago, the interest in qualitatively correct integrations grew rapidly. One became aware that symplectic integrators for Hamiltonian systems and symmetric methods for time-reversible problems often have a much better behaviour for long-time integration.
It was a publication by Quinlan and Tremaine [11] in 1990 that revived the study of symmetric multistep methods. There, an excellent performance of such methods is reported for simulations of the outer solar system. Recently, much new insight into their longtime behaviour has been gained. The long-term stability of parasitic solution components, the near conservation of quadratic invariants, and the near symplecticity are now well understood for special important situations.
The aim of this article is to show how the ideas of Dahlquist's early work on symmetric linear multistep methods appear again in the present research and how they are further developed to provide new insight.
Role of growth parameters (Dahlquist's talk in Freiburg 1951).
At a conference in Freiburg im Breisgau, Dahlquist presented one of his first discoveries concerning the numerical integration of ordinary differential equations. It is published in the one-page paper [1], and gives a clear indication of how linear multistep methods have to be analysed. We quote from [4] , where the essentials of his talk are reproduced:
This particular analysis is concerned with the application of the leapfrog method,
for the system, dy/dt = f (y, t), y(0) = c. The local truncation error per unit of time is, p(t) ≈ h 2 y (3) /6. I show, by a somewhat heuristic (though not very sloppy) argument, loc. cit., that the error may be decomposed according to the formula,
where u, v, w are solutions of the differential equations
where J(t) = ∂f /∂y is the Jacobian evaluated at (t, y(t)), . . . For other (twostep) methods studied nothing is changed in (2.3) except for the expression for the local truncation error, but the last equation of (2.3) reads,
where c is a constant characteristic for the method (later called a growth parameter).
If the growth parameter c is negative (and this is typically the case for symmetric linear multistep methods, cf.
[9]), the differential equations for v(t) and w(t) in (2.3) have often an opposite stability behaviour. E.g., for dy/dt = λy with λ < 0, the solution is contractive but the oscillating term in the error formula grows exponentially with time which makes the method useless on longer time intervals.
But what happens with Hamiltonian systems which can be stable for positive and negative time? For the problem dy/dt = λy, λ = 0 (harmonic oscillator)
