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自己回避的なパスに等確率を与えて定義される自己回避ウォークである ([7], [8]). これ
を「通常の」自己回避ウォークとよび, パスが自己回避である他のモデルと区別する.
シンプル・ランダム・ウォーク（等確率で隣の点に移るもの）からループを消して得ら
れるループ・イレーズド・ウォークは G. Lawler により導入された非マルコフ的なラ
ンダム・ウォークであり, シェルピンスキー・ガスケット上においても研究されている








ランダム・ウォークは連続極限をもつか, である. 連続極限とは, グラフの辺の長さを
0へ近づけたときの極限のことである. 例えば, Zd上もしくはシェルピンスキー・ガス
ケット上のブラウン運動はそれぞれのグラフの上でのシンプル・ランダム・ウォークの




のようなべき乗則（スケーリング則）は何らかの意味で成り立つか, また指数  はどの



















定義 2.1 (プレ・シェルピンスキ ・ーガスケットグラフ). O = (0; 0); a = (1=2;p3=2); b =
(1; 0); G0 = fO; a; bg; E0 = ffOag; fObg; fabggとおき,
F0 = G(G0; E0)
とおく. ただし G(G0; E0) で G0 を頂点, E0 を辺の集合とするグラフを表す. また相











のように定める. これらを用いてグラフの再帰列 fFNg1N=0 を
FN+1 = f1(FN ) [ f2(FN ) [ f3(FN )
で定める. FN をプレ・シェルピンスキー・ガスケットグラフとよぶ. GN を FN の頂













定義 2.2 (自己回避的なパスの空間). N 2 Z+ = f0; 1; 2; : : : gに対して, FN 上の辺で
結ばれた頂点間を移っていく有限長のパスで, Oからスタートし aにヒットしたとき止
まり, 一度通った場所に二度と戻らないものの全体  N を次のように定める. すなわち,
 N = fw = (w(0); w(1); : : : ; w(n)) : w(0) = O; w(n) = a; w(i) 2 GN ;
fw(i); w(i+1)g 2 EN ; w(i) 6= a; 0  i  n 1; w(j) 6= w(k); 0  j < k  n; n 2 Ng:
このとき wの「長さ」を `(w) = nとする.
定義 2.3 (到達時刻). w 2  N ; M  N とするとき, 到達時刻の列 fTMi (w)gmi=0 を次
のように定める.
TM0 (w) = 0;
TMi (w) = inffj > TMi 1(w) : w(j) 2 GMnfw(TMi 1(w))gg; i  1:
ただし inf ; = 1; m = inffm0 2 N : TMm0+1(w) = 1gとする. TMi (w)は wが GM の
点に（i+ 1）回目に到達した時刻を表している. このとき同じ点を続けて複数回訪れる
ときは 1回と数える.
定義 2.4 (粗視化写像). 粗視化写像 QM : [1N=M N !  M を次のように定める.
(QMw)(i) = w(T
M
i (w)); i = 1; 2; : : : ;m:
ここで, mは定義 2.3で述べたものである. このように粗視化写像を定めたとき,
QK QM = QK ; K M;
w 2  N ; M  N ) QMw 2  N ;
が成り立つ.
定義 2.5 (脱出時刻, スケルトン). TM を各頂点が GM の要素, 各辺が EM の要素であ
る閉三角形で, 上向きであるもの全体の集合とする. TM の要素を 2 M -三角形とよぶ.
w 2  N ; N M に対し 2 M -三角形の列 (41;42; : : : ;4k)と, それらからの脱出時刻
の列 fT ex;Mi (w)gki=0 を次のように定める. fTMi (w)gmi=0 を定義 2:3の到達時刻とする.
まず,
T ex;M0 (w) = 0;
41 : 4 2 TMで O;w(TM1 )を含むもの.
と定める. 次に,
J(i) = inffj  0 : j < m; TMj (w) > T ex;Mi 1 (w); w(TMj+1(w)) =2 4ig;
ただし inf ; =1; k = minfi  1 : J(i) =1gとおく. i = 1; : : : ; k   1に対して,
T ex;Mi (w) = T
M
J(i)(w);
4i+1 : 4 2 TMで; w(T ex;Mi ); w(TMJ(i)+1)を含むもの.
と定める. 最後に
T ex;Mk (w) = T
M
m (w)
と定める. このように定めた (41;42; : : : ;4k)をパスwの 2 M -スケルトンとよぶ. 今
後 M (w)で wの 2 M -スケルトンを表す表記も用いる.
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定義 2.6 (スケルトンの要素のタイプ). w 2  N ; N M;M (w) = (41; : : : ;4k)とす
るとき, i = 1; : : : ; kに対して, ある n(i) 2 Nが存在して T ex;Mi 1 (w) = TMn(i)(w)が成り
立つ. このとき4i 2 M (w)は T ex;Mi (w) = TMn(i)+1(w)ならばタイプ 1, T ex;Mi (w) =
TMn(i)+2(w)ならばタイプ 2であるとする. w 2  N が自己回避的であることより全ての




定義 2.7 ( 0 上の確率測度). (O; a); (O; b; a) 2  0 に対して
P0[ (O; a) ] = 1; P
0
0[ (O; b; a) ] = 1
のように確率測度 P0; P 00 を定める.





i=1 qi = 1; p1; : : : ; p7; q1; : : : ; q10  0; p8 = p9 = p10 = 0を
満たす実数 p１; : : : ; p10; q1; : : : ; q10 を用いて
P1[ w





i ] = qi; i = 1; : : : ; 10;
のように確率測度 P1; P 01 を定める.
命題 2.9 (4iによるパスの分割). w 2  N ; N M;M (w) = (41; : : : ;4k)とする. こ
のとき各4i 2 M (w) (1  i  k)に対して, その分割を
wj4i = [w(n); T ex;Mi 1  n  T ex;Mi ]
のように定める. 必要ならば平行移動,回転, 2N M倍のスケール変換によって, QMw(T ex;Mi 1 )
を O, QMw(T ex;Mi )を aと対応させて wj4i を  N M の要素と同一視する. 簡単のた
め同一視された  N M のパスに対しても同じ記号を用いる.
逆に, N  M として, スケルトンになりうる 2 M -三角形の列 (41; : : : ;4k) と,





















図 2:  1 のパス
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定義 2.10 ( N+1 上の確率測度). w 2  N+1 (N 2 N)に対して,
PN+1[w] =
X




P 1 [wj4j ]
P 0N+1[w] =
X




P 1 [wj4j ];
のように確率を定める. ただし P 1 は4j 2 1(v) = (41; : : : ;4k)に対して 4j がタイ
プ１ならば P1, タイプ２ならば P 01 とする.
注 2.11. 定義 2:10のように与えた PN+1; P 0N+1が  N+1上の確率測度であることを確
かめるには
PN+1[ N+1] = 1; P
0
N+1[ N+1] = 1 (1)
となっていることを確かめればよい. 帰納法を用いて証明する. まずP2[ 2] = P 02[ 2] = 1
を示す. Oを含む 2 1-三角形を41, aを含む 2 1-三角形を42, bを含む 2 1-三角形を

















































が成り立つ. 同様に P 02[ 2] = 1も分かる.
PN ; P
0

























PN [v] = 1 （帰納法の仮定）;
が成り立つ. P 0N+1 に関しても同様に示せる.





定義 2.13 (生成関数). w 2  N に対して, タイプ１, タイプ２の N (w)の要素の個数を
それぞれ s1(w); s2(w)とする. ２つの生成関数の列 fN (x; y)g1N=1; fN (x; y)g1N=1
を次のように定める.










命題 2.14. 定義 2:13の生成関数は以下の再帰式を満たす.
(x; y) = p1x
2 + (p2 + p3)xy + p4y
2 + (p5 + p6)x
2y + p7x
3;
(x; y) = q1x
2 + (q2 + q3)xy + q4y
2 + (q5 + q6)x
2y + q7x
3 + q8x
2y + (q9 + q10)xy
2;
とおくとき,
1(x; y) = (x; y); 1(x; y) = (x; y); (4)
N+1(x; y) = N ((x; y);(x; y)); N+1(x; y) = N ((x; y);(x; y)): (5)


























P 1 [wj4j ] （命題 2:9）







P 1 [wj41 ]xs1(wj41 )ys2(wj41 )
    
X
wj4k2 1
















= N ((x; y);(x; y)):














注 2.16. (1; 1)は写像 (x; y)! ((x; y);(x; y))の R2+ での固定点である.
注 2.17. (i; j)成分はタイプ iの 20-三角形からタイプ j の 2 1-三角形が生まれる個数
の平均を表している. i = 1; 2に対して (i; 1)成分と (i; 2)成分の和は一つ細かい段階で
できる三角形の個数の平均なので, 2以上 3以下となることが分かる. すなわち, ;
は各項が 2次以上 3次以下の多項式なので, 2  mi1 +mi2  3; i = 1; 2が成り立つ.
定理 2.18. 平均値行列Mは最大固有値 をもつ. は p1; : : : ; p10; q1; : : : ; q10 の連続
関数で 2    3を満たす.
証明 . Mの各成分は非負なので, フロベニウスの定理より最大固有値が存在する. M




(m11  m22)2 + 4m12m21
2
と表せる. 従って最大固有値 は p1; : : : ; p7; q1; : : : ; q10に関して連続. さらにフロベニ
ウスの定理より, に対する各成分が正の固有ベクトルをとれる. これを v = t(v1; v2)
と書き, Mv; vの各成分を比較すると, 次の連立方程式を得る.8<:m11v1 +m12v2 = v1;m21v1 +m22v2 = v2: (6)
よって v1; v2 が正なので は
 = m11 +
v2
v1




と表せる. 注 2:17より 2  mi1 +mi2  3; i = 1; 2であることに注意すると, v1 > v2
ならば
 = m11 +
v2
v1
m12  m11 +m12  3;
 = m21 +
v1
v2
m22  m21 +m22  2;
が成り立ち, v2 > v1 ならば
 = m21 +
v1
v2
m22  m21 +m22  3;
 = m11 +
v2
v1
m12  m11 +m12  2;





3.1 シェルピンスキー・ガスケット F とその上のパス空間
定義 3.1 (シェルピンスキー・ガスケット). プレ・シェルピンスキー・ガスケット・グ
ラフの列 fFNgに対して,
F = c`([1N=0FN )
とおく. ただし, c`(A)は集合 Aの閉包を表す. F をシェルピンスキー・ガスケットと
よぶ.
定義 3.2 (連続なパス).
C = fw 2 Co([0;1)! F ) : w(0) = O; lim
t!1w(t) = ag
とおく. ただし Co([0;1)! F )は [0;1)上連続な F -値関数の全体を表す. Cは距離
d(u; v) = sup
t2[0;1)
ju(t)  v(t)j; u; v 2 C
に関して完備可分距離空間を成す. ただし, jx   yj; x; y 2 R2 はユークリッド距離で
ある.
定義 3.3 (到達時刻). w 2 C に対して GM への到達時刻の列 fTMi (w)gmi=0 を
TMi (w) =
8<:0; i = 0infft > TMi 1(w) : w(t) 2 GMnfw(TMi 1(w))gg; i  1
のように定義する. ただし inf ; =1;m = inffm0 2 Z+ : TMm0+1(w) =1gとする. 簡
単のため  N のパスの到達時刻と同じ記号を用いている.
定義 3.4 (粗視化写像). N 2 Z+ に対して QN : C ! C を次のように定める.
(QNw)(i) = w(T
N
i (w)); i = 0; 1; 2; : : : ;m;
(QNw)(t) =
8<:(i+ 1  t)(QNw)(i) + (t  i)(QNw)(i+ 1); i  t < i+ 1; i = 0; 1; : : : ;ma; t  m
w 2 C に対して到達時刻を定めたので, 2 M -スケルトン, 脱出時刻の列 fT ex;Mi gki=0
も定義 2.5に倣って定義できる.
定義 3.5 (パスの線形内挿). w 2  N ; N = 0; 1; 2; : : : に対して, 線形内挿を以下のよ
うに定義する.
w(t) =
8<:(i+ 1  t)w(i) + (t  i)w(i+ 1); i  t < i+ 1; i = 0; 1; 2; : : : ; `(w)  1a; t  `(w)
この内挿により wを C の要素とみなせる. このとき, 到達時刻, 粗視化写像, 脱出時




定義 3.6 (パスの族の空間). パスの族の空間 
^を次のように定める.

^ = f! = (w0; w1; : : : ) : wN 2  N ; wN B wN+1; N = 0; 1; 2; : : : g
ただし, wN B wN+1 は N (wN ) = N (wN+1)であることを表す.
定義 3.7 (像空間上の確率測度). ! 2 
^に対して, 最初の (N + 1)個の要素を対応させ
る射影を ^N とする. つまり,
^N! = (w0; w1; : : : ; wN ) 2  0   1       N :
以下のように, 像空間 ^N 
^に対して確率測度 P^N ; P^ 0Nを帰納的に定める. まず (w0; w1) 2
^1
^に対して, w0 = (O; a)のとき P0[w0] = 1; w0 = (O; b; a)のとき P 00[w0] = 1となる
ことに注意して,
P^1[(w0; w1)] = P0[w0]P1[w1]; P^
0





と定める. 次に (w0; w1; : : : ; wN ) 2 ^N 
^に対して N 1(wN 1) = (41; : : : ;4kN 1)と
するとき,
P^N [(w0; w1; : : : ; wN )] = P^N 1[(w0; w1; : : : ; wN 1)]
kN 1Y
j=1
P 1 [wN j4j ];
P^ 0N [(w0; w1; : : : ; wN )] = P^
0
N 1[(w0; w1; : : : ; wN 1)]
kN 1Y
j=1
P 1 [wN j4j ]
と定める. ただし, P 1 は4j がタイプ１のとき P1, タイプ２のとき P 01 であるとする.
このように定義された確率測度の列 fP^Ng1N=0; fP^ 0Ng1N=0は次の整合条件を満たすこ
とが分かる.
P^N [(w0; w1; w2; : : : ; wN )] =
X
v2 N+1;wNBv
P^N+1[(w0; w1; w2; : : : ; wN ; v)];
P^ 0N [(w0; w1; w2; : : : ; wN )] =
X
v2 N+1;wNBv





P  ^ 1N = P^N ; N 2 Z+;
を満たす. ここで P  ^ 1N は ^N で誘導される像測度を表す.
注 3.9. いま, P^N から構成される 
^上の確率測度の存在のみ述べたが, P^ 0N も整合条件




度が定義されていれば十分である. そこで, 以後 P^N に対応する確率測度 P のみ扱う.
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定義 3.10 (第 (N + 1)成分への射影). YN : 
^ !  N を !の第 (N + 1)成分への射影
とする. このとき, YN は (
^;B; P )上の F -値過程 YN (!; t)とみなせる. ただし, Bは筒
集合から生成される 
^上のボレル -加法族とする.
定理 3.11. P を 
^上の確率測度, YN を上で定義した 
^の第 (N + 1)成分への射影と
すると,
P  Y  1N = PN
が成り立つ. ここで PN は定義 2:10のものである.
証明 . Y 0N : ^N 
^!  N を ^N 
^の第 (N + 1)成分への射影とすると,
P  Y  1N = P  ^ 1N  (Y 0N ) 1
= P^N  (Y 0N ) 1 (7)
が成り立つ. v 2  N に対して
P  Y  1N [v] = PN [v] (8)
となることを帰納法で示す. w0 = (O; a)とすると, 任意の v 2  1 に対して
P  Y  11 [v] = P^1[(w0; w1) : w1 = v]
= P0[w0]P1[v] （P^1 の定義）
= P1[v]
が成り立つ. 次に任意の v 2  N に対して
P  Y  1N [v] = PN [v] (9)
を仮定する. u 2  N+1 に対して N (u) = (41; : : : ;4kN )とすると,
P  Y  1N+1[u] = P  ^ 1N  (Y 0N+1) 1[u] ((7)式)
= ^PN+1  (Y 0N+1) 1[u] （定理 3:8）
= P^N+1[(w0; : : : ; wN ; wN+1) 2 ^N+1





N (wN )=N (u)
P^N [(w0; : : : ; wN )]
kNY
i=1








P 1 [uj4i ] （帰納法の仮定）
= PN+1[u] （定義 2:10）
定義 3.12 (タイプ毎の 2 M -三角形の個数). w 2 [NM N ; j = 1; 2; M (w) =
(41; : : : ;4k) に対して SMj (w) で M (w) 内のタイプ j の 2 M -三角形の個数を表す.
すなわち,
SMj (w) = ]fi : 4iがタイプ jg:
また SM (w) = (SM1 (w); SM2 (w))とする. このとき w 2  N ならば `(w) = SN1 (w) +
2SN2 (w)が成り立つ.
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定義 3.13. S = (S1; S2); S0 = (S01; S02)を (
^;B; P )上のZ+-値過程で, それぞれ P1; P 01
の下での S1 と同分布な確率変数とする. すなわち S;S0 は任意の x; y 2 Z+ に対して
P [S = (x; y)] = P1[S
1 = (x; y)]; P [S0 = (x; y)] = P 01[S
1 = (x; y)]:
をみたすとする.
命題 3.14 (分枝過程). v 2  M を任意に固定し, M (v) = (41;42; : : : ;4k)とする.
条件付き確率 P [ j YM = v]の下で各 1  i  k に対して, fSM+N (YM+N j4i); N =
0; 1; 2; : : : gは 2-タイプの分枝過程である. このとき各個体のタイプは, 三角形のタイプ
と対応する. すなわち, タイプ１の三角形から生まれる三角形の子孫分布は Sの分布に,
タイプ２の三角形から生まれる三角形の子孫分布は S0 の分布にそれぞれ等しい. 特に
N = 0のとき,
SM (YM j4i) =
8<:(1; 0); 4iがタイプ１のとき;(0; 1); 4iがタイプ２のとき:
このとき次の (1){(4)がなりたつ.
（1） 子孫分布の生成関数 g1; g2 を
g1(x; y) = E[x





g1(x; y) = (x; y); g2(x; y) = (x; y)
が成り立つ. ここで E は P の下での期待値を表す.
（2） Mを定義 2.15の平均値行列とするとき,
E[SM+N (YM+N j4i)jYM = v] = SM (vj4i)MN :
（3）
P [S1 + S2  2] = P [S01 + S02  2] = 1:
（4）
E[Si logSi] <1; E[S0i logS0i] <1; i = 1; 2:
定義 3.15 (時間のスケール変換). w 2 C に対して時間のスケール変換 UN () : C !
C;  2 (0;1); n 2 Nを次のように定める.
(UN ()w)(t) = w(
N t):
定理 2:18の最大固有値 でスケールされた F -値過程 YN をXN とする. すなわち,
XN = UN ()YN ; N 2 N:
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命題 3.16. 時間をスケール変換しても, パスが通過するスケルトンは変わらない. すな
わち,




i (XN )) = XM (T
ex;M
i (XM )) = YM (T
ex;M
i (YM )); M  N; a:s:
注 3.17. M (XN ) = (41; : : : ;4k)とおくと




(SN1 (XN j4i) + 2SN2 (XN j4i)); 1  j  k:
が成り立つ.
命題 3.14と優臨界分枝過程の収束定理より次の命題が従う. ここで, u =t (u1; u2)を
Mの についての成分正の右固有ベクトル, v = (v1; v2)をMの についての成分正
の左固有ベクトルとする. ただし, juj = jvj = 1を満たすものとする.
命題 3.18 (優臨界分枝過程の極限定理). 任意にv 2  Mを固定し, M (v) = (41;42; : : : ;4k)
とする. 条件付き確率 P [jYM = v]のもとで, 各 i(1  i  k)に対して次が成り立つ.
（１）　各 i 2 f1; : : : ; kgに対して, f (M+N)SM+N (XM+N j4i); N = 0; 1; : : : gは
N !1のとき, ある R2-値確率変数 SM;i = (SM;i1 ; SM;i2 )に概収束する.
（２） fSM;i; i = 1; : : : ; kgは独立な確率変数列である.
（３） ある確率変数 B1; B2 が存在して, SM;i は4iがタイプ１のとき  MB1vと,
タイプ２のとき  MB2vと同分布である.
（４）
P [Bi > 0] = 1; E[Bi] = ui; i = 1; 2:
B1; B2 は正の確率密度関数を持つ.
（５） B1; B2 のラプラス変換を
i(t) = E[exp( tBi)]; i = 1; 2
と表すとする. i は C上の正則関数で, 次の方程式の解である.
1(t) = (1(t); 2(t)); 2(t) = (1(t); 2(t)); 1(0) = 2(0) = 1:
証明 . (1)  (3)と (4)の E[Bi] = uiはマルチタイプ優臨界過程の一般論の極限定理か
ら従う. P [Bi > 0] = 1は ;の各項が 2次以上であることより従う. ラプラス変換が
C上正則であることの証明は [6]を参照.
命題 3.19. M (XM ) = (41; : : : ;4k)とする. 4i がタイプ j ならば,
lim
N!1
T ex;Mi (XN )
d
=  M (v1 + 2v2)Bj
が成り立つ.
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証明 . 命題 3:18と SM 定義から証明できる.
定理 3.20 (連続極限). XN はN !1のとき, ある F 上の連続な過程X に tについて
一様に確率１で収束する.
証明 . 命題 3.18, 命題 3.19より, P   a:s:! 2 
^に対して, 全てのM 0 2 Z+ に対し
て limN!1 T ex;M
0
i (XN ) = T
M 0
i が存在して, かつ, 任意の i (1  i  kM 0)に対して
T M
0
i   T M
0
i 1 > 0が成り立つ. ただし, kM 0 は M 0(YM 0)に含まれる三角形の個数を表
す. 以下このような wを任意に固定する. " > 0を任意にとり, R = T 01 + "とおく. 十
分大きいN に対して t > RならばXN (t) = aなので, XN (!; t)が一様収束することを
示すには t 2 [0; R]においてのみ考えれば十分である.
M  0を任意に一つ固定する. k = kM とする. aへの到達時刻を 2 M -三角形の通過
時間の和で表すことによって, T ex;Mk (XN ) = T ex;01 (XN ) a:s:が成り立つので, N !1
とすると T Mk = T 01 a:s:を得る. !の選び方から, ある N1 = N1(!) 2 Nが存在して,
N  N1 ならば
max
1ik
jT ex;Mi (XN )  T Mi j  min
1ik
(T Mi   T Mi 1 ); (10)
jT ex;Mi (XN )  T Mk j < "; (11)
が成り立つ.
0  t < T Mk のとき, T Mj 1  t < T Mj を満たすように j 2 f1; 2; : : : ; kgを選ぶ. する
と (10)式よりN  N1に対して T ex;Mj 2 (XN )  t  T ex;Mj+1 (XN )が成り立つ. 命題 3.16
より, 任意のN M に対して
XN (T
ex;M
j (XN )) = XM (T
ex;M
j (XN )); (12)
が成り立つから,
jXN (T ex;Mj (XN )) XN (t)j  3  2 M ; (13)
を得る. 一方, T Mk  t  T Mk + " = Rのとき j = kとすればよい. T ex;Mk 1 (XN )  t
なので,
jXN (T ex;Mj (XN )) XN (t)j  2  2 M (14)
が成り立つ. したがって, (13); (14)よりN;N 0  N1ならば, 任意の t 2 [0; R]に対して
jXN (t) XN 0(t)j  jXN (T ex;Mj (XN )) XN (t)j+ jXN 0(T ex;Mj (XN 0)) XN 0(t)j
+ jXN (T ex;Mj (XN )) XN 0(T ex;Mj (XN 0))j
 5  2 M ;
が成り立つ. ただし, 第３項は (12)により 0であることがわかる. いま, M は任意だっ
たので, 以上より一様収束が従う.
定理 3.21. X は確率１で自己回避的である. また, パス X([0;1))のハウスドルフ次
元は確率１で log = log 2に等しい. さらに
T ni = T
ex;n
i (X) a:s: (15)
が成り立つ.





仮定 4.1. この節全体で p1; q4 > 0を仮定する.
B1; B2 を命題 3.18の確率変数とし, そのラプラス変換を R+ 上で考える. すなわち,
i(t) = E[exp( tBi)]; t  0; i = 1; 2:
定義 4.2.  = log 2= log とする. ただし, は定義 2:15で定めた平均値行列Mの最
大固有値である. このとき t > 0に対して,
hi(t) =  t  log i(t); i = 1; 2;
と定める.
注 4.3. hi(t)を評価することは, 実はラプラス変換を指数的に評価していることと同値
である. 実際, tによらないある正定数 c1; c2 > 0が存在して hi が上と下からおさえら
れたとすると.
c1   t  log i(t)  c2
,   tc2  log i(t)   tc1
, exp( tc2)  i(t)  exp( tc1)
が成り立つ.
命題 4.4. i = 1; 2に対してある定数 C1; C2 > 0が存在して次が成り立つ.
C1  lim inf
t!1 hi(t)  lim supt!1 hi(t)  C2: (16)
証明 . 熊谷 [11] 定理 4.1 での議論に倣って証明する. (16) をいうためには, 正定数
C1; C2 > 0と t0 > 0が存在して, t > t0 のとき,
sup
t>t0
hi(t)  C2; inf
t>t0
hi(t)  C1; (17)
を示せばよい.
（上からの評価）i = 1の場合を考える. h1(t)は (0;1)上連続な関数なので, 閉区間





命題 3:18(5)と命題 2:14で生成関数 (x; y)の各項の係数が非負で, 特に p1 > 0であ
ることから









t (log p1 + 2 log 1(t)) = k1t  + h1(t)







  + h1(t); n 2 N
が成り立つことが帰納法により確かめられる. したがって
h1(
nt)  2k1t  + h1(t); n 2 N (19)
を得る. 任意の t  に対して, ある N 2 Nおよび 1  t0  が存在して N t0 = tと
できることに注意すると
h1(t) = h1(
N t0)  2k1t0  + h1(t0)
 2k1 + b1 = b01
が成り立つ. 以上より h1 は t  1で tによらない定数 b01 で上からおさえられることが
分かったので, t00 = 1とすると
sup
tt00
h1(t)  b01 (20)
が成り立つ. 一方 i = 2の場合もの y2の係数 q4は正と仮定しているから同様な方法






とできる. したがって C2 = maxfb01; b02gとおけば, 次のように上からの評価を得る.
sup
t>t00
hi(t)  C2; i = 1; 2: (22)
（下からの評価）(t) = 1(t)+2(t); h(t) =  t  log (t)とおく. hi(t)  h(t); i = 1; 2
なので, ある t000 ; C1 > 0が存在して inft>t000 h(t)  C1 が成り立つことを示せばよい. 
についての不等式を得るため次の事実を用いる. 0 < x; y < 1のとき z = maxfx; ygと
おくと次が成り立つ.
(x; y) = p1x
2 + (p2 + p3)xy + p4y
2 + (p5 + p6)x
2y + p7x
3 + p8x
2y + (p9 + p10)xy
2
 p1x2 + (p2 + p3)xy + p4y2 + (p5 + p6)x2 + p7x2 + p8xy + (p9 + p10)xy
 z2
 (x+ y)2;
(x; y) = q1x
2 + (q2 + q3)xy + q4y
2 + (q5 + q6)x
2y + q7x
3 + q8x
2y + (q9 + q10)xy
2




したがって, 0  1(t); 2(t)  1; t  0であるから次の不等式が成り立つ.
(t) = 1(t) + 2(t)
= (1(t); 2(t)) + (1(t); 2(t))
 2((1(t) + 2(t)))2
= 2(t)2: (23)
よって
h(t) =  (t)  log (t)   1
2
t (log 2 + 2 log (t))
=  1
2
t  log 2 + h(t) =  k2t  + h(t):





  + h(t); n 2 N
が成り立つことが帰納法より確かめられる. したがって
h(nt)   2k2t  + h(t)
=  t (2k2 + log (t)); n 2 N:
が成り立つ. 積の第２項に注目すると, t ! 1のとき (t) ! 0となるから log (t) !
 1となるのでN 0 2 Nを十分大きくとればある定数 k3 > 0が存在して
sup
t2[N0 ;N0+1]
(2k2 + log (t)) =  k3 < 0 (24)
が成り立つ. また t  N 0+1 である tに対して M  t  M+1 を満たすM  N 0 + 1
が存在する. このとき t0 = N 0 M tとおくと, N 0  t0  N 0+1 であるから (24)より
h(t) = h(M N t0)
  t0 (2k2 + log (t0))
 k32 N 0+1
を得る. よって t000 = N
0 とおけば, ある正数 C2 > 0が存在して
inf
tt000
h(t)  C2 > 0 (25)
が成り立つ. 以上のことより, t0 = maxft00; t000gとおけば, 結論を得る.
定理 4.5 (指数型のタウバー型定理 [1](系A.17)). Zを非負の確率変数, (t)をZのR+
上でのラプラス変換, P を Z の分布とする. h(t) =  t  log (t); t > 0と定めると,
ある定数 1; 2 > 0が存在して
1  lim inf
t!1 h(t)  lim supt!1 h(t)  2
ならば, ある定数 3; 4 > 0が存在して
 3  lim inf
t!0
t=(1 ) logP [Z  t]  lim sup
t!0
t=(1 ) logP [Z  t]   4
が成り立つ.
17
命題 4.6. v = (v1; v2)を命題 3.18で定めた平均値行列Mの最大固有値 に対する左
固有ベクトルとする. このとき i = 1; 2に対してある定数 C3; C4 > 0と t0 > 0が存在
して t < t0 のとき
exp( C3t =(1 ))  P [(v1 + 2v2)Bi < t]  exp( C4t =(1 ))
が成り立つ.
証明 . i = 1; 2に対して, 指数型のタウバー型定理より, ある t0 > 0が存在して t < t0
のとき
 C3  t=(1 ) logP [(v1 + 2v2)Bi  t]   C4
が成り立つから,
exp( C3t =(1 ))  P [(v1 + 2v2)Bi  t]  exp( C4t =(1 ))
を得る.
命題 4.7. ある定数 C5; C6 > 0と t0が存在して t  0と  (0 <  < 1)が  1=t < t0
を満たしているならば
exp( C5(t )1=(1 ))  P [jX(t)j  ]  P [ sup
0st
jX(s)j  ]  exp( C6(t )1=(1 ))
が成り立つ.
証明 . （下からの評価）0 <  < 1に対して 2 (n+1) <   2 n をみたす n 2 N [ f0g
をとる. このとき定理 3:21より limN!1 T ex;ni (XN ) = T ex;ni (X)であることに注意す
ると, T ex;n1 (X) < tならば, X が自己回避的であることより X は41 の外に出ている
から,
T ex;n1 (X) < t) jX(t)j   a:s:
が成り立つ. n(Xn) = (41;42; : : : ;4k)とおき, 41はタイプ i であるとする. このと
き T ex;n1 (X)と (v1 + 2v2)Bi=n が同分布であることから,
v1 + 2v2
n
Bi < t) jX(t)j   a:s:
が成り立つ. またnのとり方と = 2であることから, n =  1n+1 =  1(2 (n+1)) 1= >
 1 1= がわかり命題 4:6が適用できて,
P [jX(t)j  ]  P [(v1 + 2v2)Bi n < t]
= P [(v1 + 2v2)Bi < 
nt]
 P [(v1 + 2v2)Bi <  1 1=t]
 exp( C3( 1 1=t) =(1 ))
= exp( C5(t )1=(1 ))
が成り立つ. ただし, C5 = C3=(1 ) とおいた.
（上からの評価）2 n <   2 (n 1) をみたす n 2 N をとる. 4 2 Tn を原点と
X(T n1 ) を含む一辺 2 n の正三角形でタイプ i であるとする. 0  s  T ni のとき
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X(s) 2 4であるから jX(s)j  2 n   が成り立つ. これは sup0<st jX(s)j   な
らば T ni < tであることと同値である. このことと n = n 1 = (2 1=) (n 1) =
(2 (n 1)) 1=   1= であることから命題 4:7が適用できて結論を得る.
P [jX(t)j  ]  P [ sup
0<st
jX(s)j  ]
 P [T n1 < t]
= P [ n(v1 + 2v2)Bi < t]
= P [(v1 + 2v2)Bi < 
nt]
 P [(v1 + 2v2)Bi <  1=t]
 exp( C4( 1=t) =(1 ))
= exp( C6(t )1=(1 ))
がなりたつ. ただし, C6 = C4 =(1 ) とおいた.




p 1P [Z  ]d; p  1
が成り立つ.



























ZpdP = E[Zp] = (左辺)
定理 4.9. p > 0に依存する正定数 C7(p); C8(p) > 0と T0 > 0が存在して t < T0 をみ
たすとき, 次の不等式が成り立つ,
C7(p)t
p  E[jX(t)jp]  C8(p)tp
証明 . （下からの評価）命題 4:7の条件を満たす t0 に対して K 0 = (t0=)  とおく.
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p 1P [jX(t)j  ] d + p
Z 1
K0t


























を満たすよう十分小さくとると, t < T 00 ならば











（上からの評価）命題 4:7の条件を満たす t0に対してK 0 = (t0=)  とおく. t < t0








p 1P [jX(t)j  ]d + p
Z 1
K0t







p 1 exp( C6(t )1=(1 ))d （命題 4.7）
= K 0ptp + p
Z t 
K0
xp 1t(p 1) exp( C6x1=(1 ))tdx (x = t )









ただしC8(p) = K 0p+p
R1
K0 x
p 1 exp( C6x1=(1 ))dxとおいた. 以上のことより, T0 =




定理 4.10. ある定数 C > 0が存在して次が成り立つ.




 1; P   a:s:
ただし,  (t) = C (1 )6 t(log log t 1)1  , C6 は命題 4:7の定数である.
証明 . 証明は [4]定理 4.4の方法を参考にした.
（上からの評価）a > 1とする. 任意の k > 1に対して, n0 2 Nを十分大にとれば命










= P [ sup
a nsa (n 1)
jX(s)j  k (a n)]
 P [ sup
0sa (n 1)
jX(s)j  k (a n)]
 exp( C6(k (a n)(a (n 1)) )1=(1 )) （命題 4.7）
= exp( k 11  a1  log log(an))
= exp( k0(log n+ log log a))
 C 0 1
nk0
が成り立つ. ただし k0 = k 11  a1  ; C 0 = log aとおいた. このとき k0 > 1であること
に注意する. 命題 4.7が適用できることは, (1  )= > 0より
(k (a n)) 1=a (n 1) = k 1=C(1 )=6 a
n(log log an) (1 )=a (n 1)
= C 06(log log a
n) (1 )=
! 0 (n!1)
が成り立つことより確かめられる. ただし C 06 = k 1=C(1 )=6  > 0とおいた. した


































（下からの評価）停止時刻の列 fT n1 ; n = 0; 1; 2; : : : gを考える. k < mのとき, 次が
成り立つ.






2 ) a:s: (27)
さらに, Sm1 + 2Sm2 と  m(S01 + 2S02 )は同分布である. ここで次の補題を用いる.
補題 4.11.  = (1  )= とおく. このときある正数 b > 0が存在して次が成り立つ.
P [mT k1  (b log k)  i:o:] = 1: (28)
補題 4:11より確率 1で kT k1  (b log k) が無限に多くの kに対して成り立つ. よっ
て, 単調増加列 fmk; k = 1; 2; : : : gで,
mkT mk1  (b logmk)  ; k = 1; 2; : : : ;
を満たすものがとれる. tk = T mk1 とおいて, 両辺対数をとると,
log tk   mk log    log(b logmk)
が成り立つ. よって,  = log 2= log に注意すると,
 mk  log tk
log 
+













補題 4.12. (29)式を仮定し k を十分大にとると, ある C 0 > 0が存在して, 次が成り
立つ.
 mk  log tk
log 
+



















t(log log( 1t ))
1   C (31)
が成り立つことが示せた.
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証明 (補題 4.11). ボレル・カンテリの第２補題の拡張 ([1]定理 F.11)を用いる.
命題 4.13 (ボレル・カンテリの第２補題の拡張 ([1]定理 F.11)). N > nとする. 事象
列 fAkgが,




P [Ak+1 \Ack] =1; (33)
を満たしているとする. このとき, P [\1n=1 [1k=n Ak] = 1が成り立つ.
Am = fmT m1  (b log k) gとおく. まず一つ目の命題の条件を確かめる. m < M




i   T mi 1)と表せて T mi は各 iについて同分布
だから, 一段細かい段階での事象の下での条件付き確率は, それより細かい段階での事
象を仮定した条件付き確率と等しい. すなわち次が成り立つ.
P [Am j Acm+1 \Acm+2 \    \AcM ] = P [Am j Acm+1]: (34)
このときm < M に対して,
P [Am j Acm+1 \Acm+2 \    \AcM ]
=P [Am j Acm+1]
=P [Am j Acm+1 \Acm+2 \    \AcM 1] (35)
が成り立つことに注意する. また, (34)を仮定すると, 次のように粗い方向の等式も成
り立つ. n < N とすると,
P [AN j AcN 1 \AcN 2 \    \Acn]
=1  P [AcN j AcN 1; AcN 2; : : : ; Acn]
=1  P [A
c
N \ (AcN 1 \AcN 2 \    \Acn)]




n \Acn+1 \    \AcN ]
P [Acn+1 \    \AcN ]
P [Acn+1 \    \AcN ]
P [AcN 1 \AcN 2 \    \Acn]
=1  P [Acn j Acn+1 \    \AcN ]
P [Acn+1 \    \AcN ]
P [AcN 1 \AcN 2 \    \Acn]
=1  P [Acn j Acn+1 \    \AcN 1]
P [Acn+1 \    \AcN ]




n \Acn+1 \    \AcN 1]
P [Acn+1 \    \AcN 1]
P [Acn+1 \    \AcN ]
P [AcN 1 \AcN 2 \    \Acn]
=1  P [A
c
N \ (AcN 1 \    \Acn+1)]
P [AcN 1 \    \Acn+1]
=1  P [AcN j AcN 1 \    \Acn+1]
=P [AN j AcN 1 \    \Acn+1]:
この操作をN   n  1回繰り返す. すると n < N に対して
P [AN j AcN 1 \AcN 2 \    \Acn] = P [AN j AcN 1 \    \Acn+1]; (36)
23
が成り立ち, 一つ目の条件を満たすことが分かる. 二つ目の条件を確かめる. (33)は
1X
m=1












P [Am \Acm 1] =1 (37)
を示せば十分であることが分かる. 任意に b > 0をとり xk =  k(b log k)  とおく.







れ正の密度関数を持つので, それらを 1; 2 とおく. このときフビニの定理を用いて,
c1xk 1 < xk を満たす 0 < c1 < 1を任意にとると, 次が成り立つ.
P [Ak \Ack 1]
=P [T 1  xk; T k 11 > xk 1]





































2 ) > (1  c1)xk 1]










(b log(k   1))  ]
=P [T k1  xk](1 
P [T k1 < c1xk 1]






2 ) > b
0(log(k   1))  ]:
ただし b0 = (1   c1)b  とおいた. (log(k   1))  は kについて単調減少だから, 積の
第 3項はある定数 c00 > 0で下からおさえられる. 積の第 2項の分数は命題 4.6より分
母, 分子をそれぞれ次のように評価できる.
exp( C3(c1kxk 1) =(1 ))  P [T k1 < c1xk 1]  exp( C4(c1kxk 1) =(1 ));
exp( C3(kxk) =(1 ))  P [T k1  xk]  exp( C4(kxk) =(1 )):
したがって,
0  P [T
k
1 < c1xk 1]






（右辺）= exp( C3b log k   C4
C3
(c1)
 =(1 ) log(k   1))
= exp(log k   C4
C3
(c1)
 =(1 ) log(k   1)) （b = 1C3 とおいた）




P [T k1 < c1xk 1]








P [T k1  xk]
) = 1
が成り立つ. よって, 積の第 2項もある定数 c000 > 0で下からおさえられる. 積の第 1項
も kが十分大のとき命題 4.6が適用できて, b = 1=C3 とおくと,
P [T k1  xk]  exp( C3(kxk) 

1  ) = exp( C3b log k) = 1
k
が成り立つ. 以上より,






P [Am \Acm 1] =1 (38)
が示せたので, 補題の主張は成り立つ.
証明 (補題 4:12). まず,
 mk  log tk
log 
+
 log log log( 1tk )
log 
(39)
が成り立つ場合を考える. (39)式を仮定すれば, C 0 を 0 < C 0 < 1を満たすよう任意に
とれば (30)式は成り立つ. 次に,
 mk < log tk
log 
+
 log log log( 1tk )
log 
(40)
を仮定した場合を考える. (40)式より, y = log(1=tk)とおくと,




y(1  y log log y)
log 
)
= log(log y + log(




が成り立つ. y = log(1=tk)はmk ! 1のとき y ! 1となる. したがって y ! 1の
とき  log log y=y ! 0となるから, y  y0 のとき  log log y=y  1=2を満たすような
y0 > 2 log がとれる. すると
log logmk  log(log y + log( 1
2 log 
))
= log(log y(1  log(2 log )
log y
))
 log log y + log(1  log(2 log )
log y0
)
が成り立つ. ここで C 00 = log(1  log(2 log )= log y0)とおくと, (29)式と合わせて,




















 log log y
log 
+
(C 00 + log b)
log 2
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