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1.Vorwort
1. Vorwort
Proteine spielen auf der zellulären Ebene eines Organismus eine fundamentale Rolle. Sie sind 
quasi die „Maschinen“ der Zelle. Ihre Bedeutung wird nicht zuletzt in ihrem Namen deutlich, wel-
cher 1838 erstmals von J. Berzelius verwendet wurde und „das Erste“, „das Wichtigste“ bedeutet. 
Proteine sind aus Aminosäuren aufgebaute Moleküle. Unter physiologischen Bedingungen besitzen 
sie eine definierte dreidimensionale Gestalt, welche für ihre biologische Funktion bestimmend ist.
Es wird heutzutage davon ausgegangen, dass diese dreidimensionale, stabile Struktur von Protei-
nen eindeutig durch die Abfolge der einzelnen Aminosäuren, der Sequenz, bestimmt ist. Diese Ab-
folge ist für jedes Protein in der Desoxyribonukleinsäure (DNS) gespeichert. Es ist allerdings eines 
der größten ungelösten Probleme der letzten Jahrzehnte, wie die Beziehung zwischen Sequenz und 
3D-Struktur tatsächlich aussieht. Die Beantwortung dieser Fragestellung erfordert interdisziplinäre 
Ansätze aus Biologie, Informatik und Physik. In dieser Arbeit werden  mit Hilfe von Methoden der 
theoretischen (Bio-) Physik einige der damit verbundenen Aspekte untersucht. Das Hauptaugen-
merk liegt dabei auf Wechselwirkungen der einzelnen Aminosäuren eines Proteins untereinander, 
wofür in dieser Arbeit ein entsprechendes Energiemodell entwickelt wurde. Es werden Grundzu-
stände sowie Energielandschaften1 untersucht und mit experimentellen Daten verglichen. Die Stärke 
der Wechselwirkung einzelner Aminosäuren erlaubt zusätzlich Aussagen über die Stabilität von Pro-
teinen bezüglich mechanischer Kräfte.
Die vorliegende Arbeit unterteilt sich wie folgt: Kapitel 2 dient der Einleitung und stellt Proteine 
und ihre Funktionen dar. Kapitel 3 stellt die Modellierung der Proteinstrukturen in zwei verschiede-
nen Modellen vor, welche in dieser Arbeit entwickelt wurden, um 3D-Strukturen von Proteinen zu 
beschreiben. Anschließend wird in Kapitel 4 ein Algorithmus zum Auffinden des exakten Energie-
minimums dargestellt. Kapitel 5 beschäftigt sich mit der Frage, wie eine geeignete diskrete Energie-
funktion aus experimentellen Daten gewonnen werden kann. In Kapitel 6 werden erste Ergebnisse 
dieses Modells dargestellt. Der Frage, ob der experimentell bestimmte Zustand dem energetischen 
Grundzustand eines Proteins entspricht, wird in Kapitel 7 nachgegangen. Die beiden Kapitel 8 und 
9 zeigen die Anwendung des Modells an zwei Proteinen, dem Tryptophan cage protein als dem 
kleinsten, stabilen Protein und Kinesin, einem Motorprotein, für welches 2007 aufschlussreiche Ex-
perimente zur mechanischen Stabilität durchgeführt wurden. 
Kapitel  10 bis  12 widmen sich Membranproteinen. Dabei beschäftigt sich Kapitel  10 mit der 
Vorhersage von stabilen Bereichen (sog. Entfaltungsbarrieren) unter externer Krafteinwirkung. Zu 
Beginn wird eine kurze Einleitung zu Membranproteinen gegeben. Im folgenden Kapitel  11 wird 
die Entfaltung mit Hilfe des Modells und Monte-Carlo-Techniken simuliert. Mit dem an Membran-
proteine angepassten Wechselwirkungsmodell ist  es möglich,  den Einfluss von Mutationen auch 
ohne explizite strukturelle Informationen vorherzusagen. Dieses Thema wird in Kapitel  12 disku-
tiert.
Die Beziehung zwischen Primär- und Tertiärstruktur eines Proteins wird in Kapitel 13 behandelt. 
Es wird ein Ansatz skizziert, welcher in der Lage ist, Strukturbeziehungen zwischen Proteinen zu 
detektieren, die mit herkömmlichen Methoden der Bioinformatik nicht gefunden werden können. 
Die letzten beiden Kapitel schließlich geben eine Zusammenfassung bzw. einen Ausblick auf 
künftige Entwicklungen und Anwendungen des Modells.
1 Unter einer Energielandschaft versteht man einen Zustandsraum, bestehend aus dem Konformationsraum und einer 
weiteren Dimension, der Energie.
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2. Einleitung
Proteine sind Moleküle, welche wiederum aus kleinen molekularen Bausteinen, den Aminosäu-
ren zusammengesetzt sind. Im Organismus erfüllen sie viele Funktionen, wie z. B. Energieprodukti-
on oder  Aufrechterhaltung physiologischer  Bedingungen innerhalb der  Zelle.  Dabei  bestimmten 
Proteine von Anfang an die Evolution des Lebens, und waren, wie Experimente von Miller zeigten 
[1], vermutlich schon in der „Ursuppe“ enthalten und damit unter den ersten, organischen Molekü-
len auf diesem Planeten vertreten.
2.1. Funktion von Proteinen
Proteine werden für viele Aufgaben in Zellen benötigt. Sie sind z. B. für die mechanische Stabili-
tät der Zellen verantwortlich, indem sie ein Netz aus Fibrillen aufbauen, welches die strukturelle In-
tegrität der Zelle aufrecht erhält (siehe dazu auch [2] für eine interessante Studie, welche chemotak-
tische Modifikationen dieses Netzes an Schleimpilzen untersucht). Eine weitere wichtige Funktion 
ist die Signalweiterleitung innerhalb der Zelle. Dabei können Proteine zusätzlich zu ihrer aktiven 
Funktion auch über ihre räumliche Verteilung innerhalb von Zellen Prozesse wie die Zellteilung 
steuern. So sind in Escherichia coli Oszillationen von sog. Min-Proteinen notwendig, um die Positi-
on der Zellteilung festzulegen  [3]. Aktiver Transport von Stoffen innerhalb der Zelle wird durch 
Proteine wie z. B. Kinesin gesteuert. Synchronisation solcher Motorproteine führt zu kollektiven 
Bewegungen wie dem Schlagen einer Geißel oder Muskelbewegung. Für eine ausführliche Über-
sicht siehe [4].
Proteine können spezifisch andere Proteine oder Moleküle binden und diese entweder markieren 
oder durch ihre katalytische Wirkung verändern. Dies ist unter anderem zur Abwehr von Viren in 
Organismen notwendig, bei der Antikörper an Virusproteine binden und diese damit für das Immun-
system markieren. Ein weiteres Beispiel für spezifische Rezeptor-Ligand-Wechselwirkungen ist die 
Hydrolyse von Zucker. Dabei dienen Bereiche eines enzymatischen Proteins als Protonenspender, 
um die Hydrolyse zu beschleunigen [4]. 
Eine wichtige Unterklasse von Proteinen stellen Membranproteine dar. Sie sind überwiegend für 
die Weiterleitung von zell-externen Signalen sowie für Pump- und Transportvorgänge verantwort-
lich. Während heutzutage die Strukturen von ca. 50000 wasserlöslichen Proteinen bekannt sind (sie-
he [5]), gibt es nur ca. 100 experimentell bestimmte Strukturen von Membranproteinen. Für den Or-
ganismus sind Membranproteine jedoch außerordentlich wichtig, da sie elementare Zellfunktionen 
kontrollieren und bei Mutationen schwere Krankheiten wie Mukoviszidose auslösen können  [6]. 
Das bestuntersuchte Membranprotein ist Bacteriorhodopsin, welches in  Halobacterium salinarum 
für die Energieproduktion verantwortlich ist, indem es mit Hilfe von Sonnenlicht einen Protonen-
gradienten zwischen dem Inneren und Äußeren einer Zelle aufbaut, welcher anschließend zur Pro-
duktion von ATP (Adenosintriphosphat) verwendet wird. Seine Struktur ist repräsentativ für eine 
große Klasse wichtiger Proteine (G-Protein bindende Proteine), welche z. B. im menschlichen Or-
ganismus in Prozesse wie der visuellen Wahrnehmung involviert sind.
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2.2. Atomarer Aufbau
Proteine sind kompakte Makromoleküle, welche aus einigen hundert bis zehntausend Atomen 
bestehen. Von einigen Ausnahmen abgesehen ist ihre Struktur sehr kompakt (siehe Abbildung 1).
Proteine setzen sich aus einzelnen Aminosäuren zusammen. Diese sind organische Moleküle (be-
stehend aus Kohlenstoff,  Stickstoff,  Sauerstoff, Wasserstoff und Schwefel),  welche eine reguläre 
Struktur aufweisen: Jede Aminosäure besteht aus einem so genannten Rückgrat und einer Seitenket-
te (siehe Abbildung 2). Das Rückgrat ist bei jeder proteinogenen Aminosäure gleich und besteht aus 
der  Aminogruppe  (-NH2),  einem  zentralen  Kohlenstoffatom  (Cα)  und  einer  Carboxylgruppe  (-
COOH). Die Seitenkette besteht aus Wasserstoff, Stickstoff, Kohlenstoff, Sauerstoff und bei einigen 
Aminosäuren Schwefel (Cystein und Methionin). Die Struktur der Seitenkette unterscheidet sich im 
Gegensatz zu dem Rückgrat von Aminosäure zu Amino-
säure stark. Die Seitenkette ist an das Cα-Atom gebunden. 
Da das  Rückgrat  aller  Aminosäuren chemisch gleich ist, 
bestimmt allein die Seitenkette die unterschiedlichen che-
mischen und physikalischen Eigenschaften  einer  Amino-
säure. Proteine können aus mehreren Untereinheiten (Ket-
ten) bestehen.  Abgesehen von den zwei Aminosäuren an 
den Enden der Kette (welche jeweils nur einen kovalenten 
Bindungspartner  besitzen)  sind  alle  Aminosäuren  einer 
Kette  kovalent  über  eine  sog.  Peptidbindung  (zwischen 
dem Kohlenstoffatom der Carboxylgruppe des Rückgrates 
der Aminosäure i und dem Stickstoffatom der Aminogrup-
pe des Rückgrates der Aminosäure i+1) an jeweils  zwei 
andere Aminosäuren gebunden. Dabei sind diese Bindun-
gen dergestalt, dass sich eine lineare molekulare Struktur 
3
Abbildung  2:  Rückgrat  (links)  und 
volle Struktur der Aminosäure Trypto-
phan (rechts). Die einzelnen Elemente  
sind  farbcodiert.  Hellgrau:  Wasser-
stoff,  Blau:  Stickstoff,  Grün:  Kohlen-
stoff,  Rot:  Sauerstoff.  Die Seitenkette  
des Tryptophan ist planar.
Abbildung 1: Atomare Darstellung zweier Proteine. Die Kugeln entsprechen dem Van-
der-Waals-Volumen des jeweiligen Atoms.  Links: Tryptophan cage protein (PDB-id:  
1L2Y). Dabei handelt es sich um das kleinste bekannte Protein mit einer stabilen Terti-
ärstruktur. Rechts: Circadian clock protein KaiC. Dieses Protein ist für die Regulierung  
des Tag-Nacht-Zyklus verantwortlich. Die Farbkodierung entspricht der Sequenz der 
Aminosäuren (von blau nach rot).
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ohne Quervernetzungen bildet2. Innerhalb dieser linearen Kette, der  Sequenz oder  Primärstruktur, 
ist die Position jeder Aminosäure eindeutig bestimmt.
Das kleinste stabile Protein ist das Tryptophan cage protein (siehe Abbildung 1, links und [7]), 
welches 305 Atome verteilt auf 20 Aminosäuren besitzt. Im Prinzip sind kleinere Systeme möglich, 
doch ist eine gewisse Anzahl Aminosäuren notwendig, um stabile dreidimensionale Strukturen zu 
erzeugen. Die Minimalanzahl benötigter Aminosäuren scheint (entsprechend dem Tryptophan cage 
protein als kleinstem bisher gefundenen Protein) in der Größenordnung von 20 zu liegen.
2.3. 3D-Struktur
Die dreidimensionale Gestalt eines Proteins wird als  Tertiärstruktur bezeichnet. Proteine bilden 
innerhalb der Zelle unter physiologischen Bedingungen meist eine stabile Tertiärstruktur, den soge-
nannten nativen Zustand. Bei vielen Proteinen ist diese Struktur im Wesentlichen invariant im Hin-
blick auf kleine Fluktuationen der Umgebungsparameter. Allerdings gibt es sogenannte allosterische 
Proteine, welche mehrere mögliche stabile Tertiärstrukturen besitzen und zwischen diesen hin und 
her wechseln können. Dieser Strukturwechsel ist mit einer Energiebarriere verbunden, welche durch 
Bindung eines Liganden übersprungen werden kann. Ein Beispiel für derartige allosterische Protei-
ne ist IbiD (PDB-id: 1JJS, [8]). Solche Proteine sind häufig im Zusammenhang mit enzymatischen 
Funktionen oder dem Prozessieren von Desoxyribonukleinsäure (DNS) zu finden.
Doch wie wird die Tertiärstruktur eines Proteins stabilisiert? Da die Funktion eines Proteins mit 
seiner räumlichen Struktur verknüpft ist, ist eine stabile Struktur notwendig, um eine bestimmte 
Aufgabe erfüllen zu können. Diese Stabilisierung der  Tertiärstruktur wird im Wesentlichen durch 
zwei Faktoren erreicht:
● Nichtkovalente Wechselwirkungen mit anderen Aminosäuren,
● Räumliche Packung der einzelnen Aminosäuren untereinander [9], [10].
Bei  den  nichtkovalenten  Bindungen  handelt  es  sich  um Wasserstoffbrücken,  elektrostatische 
Wechselwirkungen und Van-der-Waals-Wechselwirkungen. Den wichtigsten Beitrag liefern dabei 
Wasserstoffbrückenbindungen, bei welchen die Elektronenorbits von (an stark elektronegative Ato-
me gebundenen) Wasserstoffatomen so stark verformt werden, dass sich Dipole mit der positiven 
Ladung am Ort des Wasserstoffatoms und der negativen Ladung am Ort des elektronegativen Atoms 
bilden. In Proteinen treten Wechselwirkungen auf Grund solcher Dipole zwischen NH- und CH-
Gruppen des Rückgrates auf und sind dort verantwortlich für die Stabilisierung lokaler räumlicher 
Strukturen, der sog.  Sekundärstruktur (siehe Abbildung 3). Wasserstoffbrücken zwischen den Sei-
tenketten bzw. zwischen den Seitenketten und dem Rückgrat eines Proteins sowie zwischen den 
Aminosäuren und dem umgebenden Medium tragen zur weiteren Stabilisierung bei.
Die räumliche Packung der Aminosäuren beeinflusst die Stabilität in zwei Aspekten. Zum einen 
werden Aminosäuren vom Lösungsmittel abgeschirmt und können keine Wasserstoffbrücken zum 
Lösungsmittel ausbilden. Zum anderen wird durch eine dichte Packung der Aminosäuren die Be-
weglichkeit der Seitenketten und damit ihre  Entropie eingeschränkt, die freie Energie des Gesamt-
system steigt.
2 Bei einigen Proteinen tritt eine weitere kovalente Bindung, die sog. Disulfidbrückenbindung, auf, welche durchaus 
zu einer kovalenten Vernetzung nicht direkt benachbarter Aminosäuren führen kann. Im Gegensatz zur 
Peptidbindung sind hierbei jedoch  zwei Schwefelatome der Seitenketten miteinander verbunden. Diese Bindung 
tritt nur zwischen Cysteinaminosäuren auf.
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2.4. Transkription und Translation
Die Information über die Primärstruktur eines Proteins ist in der DNS als Abfolge von Triplets 
(Codons) von Nukleinbasen gespeichert. Dabei werden 20 sog. kanonische (proteinogene) Amino-
säuren durch Codons abgebildet. Die DNS besteht aus vier verschiedenen Nukleinbasen, so dass im 
Prinzip deutlich mehr Aminosäuren codiert werden könnten: 43=64, der genetische Code ist je-
doch redundant. Die kanonischen Aminosäuren sowie ihre Codierung sind in Abbildung 4 gezeigt. 
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Abbildung  3: Wasserstoffbrücken (rot) in Helices (links) und  β-Falt-
blättern (rechts). Das Rückgrat ist durch Stäbchen dargestellt, die Sei-
tenketten als Linien. In Helices finden sich Wasserstoffbrückenbindun-
gen zwischen der iten und (i+3)ten Aminosäure. Bei  β-Faltblättern tritt  
hingegen ein Leitermuster der Wasserstoffbrückenbindungen auf.
Code Aminosäure Code Aminosäure
A Alanin M Methionin
C Cystein N Asparagin
D Asparagin-säure P Prolin
E Glutaminsäure Q Glutamin
F Phenylalanin R Arginin
G Glycin S Serin
H Histidin T Threonin
I Isoleucin V Valin
K Lysin W Tryptophan
L Leucin Y Tyrosin
Abbildung 4: Links: Kodierung der 20 kanonischen Aminosäuren (äußerer Ring) durch Nu-
kleinbasen eines Codons (innere Ringe)  [11]. Der innerste Ring bezeichnet dabei die erste  
Nukleinbase des Codons, die beiden folgenden Ringe die zweite bzw. dritte Nukleinbase. 61  
der 64 Codons repräsentieren Aminosäuren. Rechts: Kurzbezeichnung der Aminosäuren.
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Die Aminosäuresequenz Alanin-Methionin-Tyrosin würde z. B. durch GCC-ATG-TAT codiert. Zu-
sätzlich zu den 20 Aminosäuren werden sog. Start-/Stopcodons durch die DNS codiert. Diese geben 
an, an welchen Stellen die für das jeweilige Protein verantwortliche DNS-Sequenz im Genom be-
ginnt/endet.
Um die Information der DNS in ein Protein zu überführen, wird während der sog. Transkription 
eine einsträngige mRNS-Kopie (messenger Ribonukleinsäure) der doppelsträngigen DNS angefer-
tigt, welche als „Blaupause“ für das Protein dient. Danach verbinden kurze Stücke Transport-RNS 
(tRNS) während der sog. Translation die mRNS in den Ribosomen mit jeweils einer spezifischen 
Aminosäure, welche anschließend miteinander verknüpft werden (siehe Abbildung 5).
Interessant ist in diesem Zusammenhang die Frage, ob die Tertiärstruktur von Proteinen schon 
während der Translation entsteht. Das würde bedeuten, dass der native Zustand nur durch lokale 
Wechselwirkungen bestimmt ist, da zum Zeitpunkt seiner Bildung nur ein Teil des Proteins syntheti-
siert ist. Zur Zeit ist diese Frage noch ungeklärt. Es gibt sowohl Hinweise darauf, dass der Prozess 
der Translation keinen Einfluss auf die Tertiärstruktur hat [13], als auch gegenteilige Befunde [14].
2.5. Proteinfaltung
Mit Proteinfaltung wird der Prozess bezeichnet, bei welchem sich ein Protein von einer nicht-na-
tiven Struktur in seinen (meist) kompakten nativen Zustand begibt. Wie genau das geschieht, ist 
eine der wichtigsten Fragestellungen der modernen Biophysik. Das grundlegende Problem wurde 
erstmals 1969 von Cyrus Levinthal in einem Gedankenexperiment dargelegt  [15]: Angenommen, 
jede Aminosäure besäße 3 mögliche Zustände. Bei einem Protein der Länge 100 würde dies ca.
3100=1048 mögliche Strukturen bedeuten. Würde ein Protein nur 1ns benötigen, um von einem 
Zustand in  einen anderen zu wechseln3,  wäre die Zeitspanne,  um alle möglichen Strukturen zu 
durchsuchen, größer als das Alter des Universums. Da die experimentell beobachteten Faltungszei-
ten von Proteinen normalerweise in der Größenordnung von µs bis ms liegen, muss ein anderer Pro-
zess als solch eine einfache stochastische Suche im Konformationsraum der Faltung zugrunde lie-
gen.
Um stabil gegenüber thermodynamischen Fluktuationen zu sein, sollte der native Zustand der 
tiefste mögliche Zustand dieses Proteins bezüglich der freien Energie sein oder sich zumindest in ei-
3 Diese Zeitspanne ist sehr viel kürzer als beobachtet.
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Abbildung  5: Translation der  mRNS in  
eine  Aminosäurekette  [12].  Dabei  bin-
den  spezifische  tRNS-Stücke  an  eine  
Aminosäure und an Codons der mRNS.
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nem tief liegenden Tal der Energielandschaft befinden. Bryngelson et al. zeigten 1995, dass mit Hil-
fe dieser Annahme, unter Zugrundelegung einer trichterförmigen Energielandschaft, die Theorie mit 
den beobachteten Zeitskalen der Proteinfaltung in Einklang gebracht werden kann [16]. Aufgrund 
des Energiegradienten einer solchen Landschaft in Richtung Grundzustand ist es dem Protein mög-
lich, sich aus vielen entfalteten Strukturen über eine Brownsche Bewegung innerhalb der Energie-
landschaft in den nativen Zustand zu begeben. In diesem Modell ist keine definierte Abfolge von 
Faltungsereignissen nötig. Dieses Bild wird von vielen Experimenten gestützt, welche ein erneutes 
Falten des Proteins in den nativen Zustand nach erzwungenem mechanischen Entfalten zeigten (sie-
he z. B. [17]). Damit wird die Vorstellung gestützt, dass Proteinfaltung spontan und auf den nativen 
Zustand hin gerichtet erfolgt.
Schwierig ist jedoch die Modellierung der korrekten Energiefunktion sowie die Beantwortung 
der Frage, ob der Grundzustand tatsächlich dem nativen Zustand entspricht. Im Prinzip wäre eine 
Landschaft möglich, in welcher das Protein in lokalen Minima gefangen wird. Dazu müsste das 
Einzugsgebiet des lokalen Minimums deutlich größer als das des Grundzustandes sein (siehe Abbil-
dung 6).
2.6. Aufklärung von Proteinstrukturen
Zur experimentellen Bestimmung von Proteinstrukturen gibt es im Wesentlichen zwei verschie-
dene Verfahren: Kernspinresonanz und Röntgenstrukturanalyse (Röntgenbeugung). In den letzten 
Jahrzehnten wurden mit Hilfe dieser Methoden bislang fast 50000 Strukturen von Proteinen und 
DNS-Molekülen aufgeklärt (siehe [5]).
2.6.1. Röntgenstrukturanalyse
Nachdem Watson und Crick 1953 die Struktur der  DNS mit Hilfe von Röntgenstrukturanalyse 
bestimmt hatten [18], wurde lange Zeit vergeblich versucht, dieses Verfahren auch zur Strukturbe-
stimmung von Proteinen einzusetzen. 1957 gelang es Perutz [19] und Kendrew [20] erstmalig, die 
Struktur eines Proteins, des Myoglobins, zu bestimmen. Röntgenstrukturanalyse von Proteinen äh-
nelt der Röntgenanalyse normaler Festkörper. Auf Grundlage der Beugungsbilder, gewonnen durch 
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Abbildung 6: Schnitt durch eine Energielandschaft, bei welcher  
das  lokale  Minimum dominiert,  da dessen Einzugsgebiet  und 
damit die Wahrscheinlichkeit,  dass eine Trajektorie in diesem 
endet, deutlich größer ist als im Fall des globalen Minimums.
2.Einleitung
die Ablenkung von Röntgenstrahlen an regelmäßigen Strukturen, werden die Positionen der Atome 
eines Proteins (genauer deren Elektronenverteilung) berechnet.
Bei der Röntgenstrukturanalyse gibt es zwei prinzipielle Schwierigkeiten: Zum einen müssen die 
Proteine in einem regelmäßigen Kristall angeordnet sein, um ein hinreichend starkes Beugungsbild 
zu erzeugen, und zum anderen muss die 3D-Struktur aus den Beugungsreflexen berechnet werden. 
In ihrer natürlichen Umgebung befinden sich Proteine in wässriger Lösung. Wird diese Lösung 
langsam verdampft, so bilden sich reguläre Proteinkristalle aus, welche anschließend zur Röntgen-
strukturanalyse  verwendet  werden  können.  Der  Prozess  der  Kristallisierung  ist  aufwendig  und 
schwer zu kontrollieren [21]. Die Resultate dieser Kristallisation sind schwammartige Kristalle, die 
noch einen Großteil des Lösungsmittels enthalten.
Das Hauptproblem bei der Röntgenstrukturanalyse ist die veränderte Umgebung der Proteine im 
Kristall. Es ist schwer auszuschließen, dass die gemessene Struktur Artefakte der künstlichen Be-
dingungen der Kristallisation enthält. Zudem kann die hohe strukturelle Flexibilität einiger Proteine 
mit Röntgenstrukturanalyse nicht erfasst werden. Der große Vorteil der Röntgenstrukturanalyse ist 
hingegen ihre große Genauigkeit bei unflexiblen Strukturen bis in den Subangströmbereich hinein.
2.6.2. Kernspinresonanz (NMR)
Die Kernspinresonanz wurde erstmals 1985 von Wüthrich et al.  zur Strukturbestimmung von 
Proteinen eingesetzt [22]. Dabei wird ein starkes externes Magnetfeld verwendet, um die Kernspins 
einzelner Atome eines Proteins entsprechend dem äußeren Feld auszurichten. Mit Hilfe eines kurz-
en Radiofrequenzpulses werden die Spins aus ihrer Orientierung parallel zum äußeren Feld ausge-
lenkt und beginnen mit einer charakteristischen Frequenz, der Lamorfrequenz, zu präzedieren. Die-
se Präzession macht sich als schwaches magnetisches Wechselfeld bemerkbar und kann gemessen 
werden. Da für diese Methode nur Atome mit einem von 0 verschiedenen Kernspin  l verwendet 
werden können, kommen allein Kerne mit einer ungeraden Protonen- und/oder Neutronenzahl in 
Frage. Unter den möglichen Atomen mit l≥ 12 bieten solche mit Kernspin 1/2 das stärkste Signal. 
In Proteinen sind dies 1H, 13C und 15N. Der stärkste Effekt wird durch die Resonanz des Wasserstoffs 
erreicht. Es besitzt eine rund 100fach größere Sensitivität als 13C. Zudem ist es das einzige der drei 
o. g. Isotope, welches natürlich in Proteinen vorkommt. Die beiden anderen müssten künstlich ein-
gebracht werden.  In einem Bereich bis 
5.5  Å beeinflussen sich die Kernspins 
der Atome gegenseitig (nuklearer Over-
hauseneffekt).  Aus  diesen  Korrelatio-
nen  lassen  sich  Bedingungen  für  die 
Abstände einzelner Kerne in dem Pro-
tein  ableiten  und  somit  letztlich  die 
Struktur ermitteln.
Der große Vorteil von NMR besteht 
darin, dass Proteine in ihrer natürlichen 
Umgebung gemessen, sowie alternative 
Strukturen  bestimmt  werden  können. 
Abbildung  7 zeigt  zwei  mögliche 
Strukturen  eines  Proteins,  welche  mit 
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Abbildung  7: Zwei alternative Tertiärstrukturen der zen-
tralen Domäne  des Myosin bindenden Proteins C. PDB-
id: 1GXE.
2.Einleitung
NMR gemessen wurden. Der Nachteil der NMR-Technik ist die Beschränkung auf relativ kleine 
Proteine (bis 120 Aminosäuren).
2.7. Unterschiedliche Sequenz, gleiche Struktur
Die Tertiärstrukturen von Proteinen können anfällig  für  Änderungen der  Primärstruktur  sein. 
Mutationen können daher zu schweren Funktionseinschränkungen und zu Krankheiten wie z. B. 
Krebs führen [23]. Diese Funktionseinschränkungen sind sowohl darauf zurückzuführen, dass enzy-
matisch notwendige Aminosäuren des Proteins ausgetauscht werden, als auch darauf, dass die struk-
turelle Stabilität des Proteins verringert und somit die korrekte Tertiärstruktur zerstört wird. Beides 
ist durch die unterschiedlichen physikochemischen Eigenschaften der Aminosäuren begründet (sie-
he Abbildung 8). 
In den meisten Fällen ist die Strukturähnlichkeit auf 
denselben evolutionären Ursprung zurückzuführen (Ho-
mologie). Organismen mit einem gemeinsamen Vorfah-
ren  werden  sich  in  den  Sequenzen  funktionsähnlicher 
Proteine  kaum unterscheiden.  Andererseits  ist  es  mög-
lich, dass unterschiedliche Organismen Proteine mit ähn-
lichen Tertiärstrukturen entwickeln, da sie ähnliche Auf-
gaben  übernehmen  müssen.  Dabei  ist  die  Sequenzähn-
lichkeit  trotz  der  übereinstimmenden  Tertiärstruktur 
meist gering.
Unterschiede in der Primärstruktur führen daher nicht 
notwendigerweise zu großen Abweichungen der Tertiär-
struktur. Ein eindrucksvolles Beispiel ist in Abbildung 9 
gezeigt.  Obwohl  die  beiden  Primärstrukturen  deutlich 
verschieden sind (10 identische Aminosäuren von 46), ist 
die Tertiärstruktur nahezu identisch. Über ein Sequenzali-
gnment mit Hilfe von Mafft  [25] können diese Ähnlich-
keiten jedoch nicht gefunden werden. Bei diesem Verfah-
ren werden die Aminosäuren einer Sequenz entsprechend 
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Abbildung  8: Eigenschaften der 20 kanonischen Amino-
säuren.  CS-S  bezeichnet eine Cysteinaminosäure,  die Teil  
einer  Disulfidbrücke  ist,  CSH entspricht  hingegen  einer 
„freien“ Cysteinaminosäure ([24]).
Abbildung  9:  Tertiärstrukturen  von 
1QHK  (Stäbchen)  und  1NKW 
(Schlauch). Beide Proteine stammen von 
unterschiedlichen Organismen: Hefe (S.  
cerevisiae, PDB-id 1QHK) und Bakteri-
um (D. Radiourans, PDB-id 1NKW).
2.Einleitung
ihrer Ähnlichkeit zu Aminosäuren einer weiteren Sequenz beurteilt und es wird versucht, eine mög-
lichst optimale Überlappung der Sequenzen zu erzielen. Für die beiden Proteine in Abbildung 9 er-
gibt sich folgendes Alignment (rot: gleiche Aminosäure):
>1QHK
GNFYAVRKGR--ETGIYNTWNECKNQVDGY--------GGAIYKKFNSYEQAKSFLG
>1NKW
MQVILLEPSRLGKTG------EVVSVKDGYARNWLIPQGLAVSATRTNMKTLEAQLR.
„-“ bedeutet dabei, dass für den korrespondierenden Bereich der einen Sequenz keine Übereinstim-
mung mit der anderen Sequenz gefunden werden konnte.
2.8. Zusammenfassung wichtiger Begriffe und Definitionen
Aminosäure: Ein Molekül, welches aus Wasserstoff, Sauerstoff, Kohlenstoff, Stickstoff und in 
einigen Fällen Schwefel besteht. Es besitzt eine Amino- und eine Carboxylgruppe. Das Rückgrat 
der Aminosäure besitzt zwei relevante Freiheitsgrade: ϕ und ψ. Diese sind korreliert und auf be-
stimmte Bereiche des ϕ−ψ−Raumes begrenzt (siehe Abbildung 10).
Homologie:  Homologie bezeichnet  die  Sequenzähnlichkeit  von Proteinen aufgrund eines  ge-
meinsamen evolutionären Ursprungs.
Konformation: Die Konformation bezeichnet die Tertiärstruktur des Proteins.
Konturlänge: Die Konturlänge ist die Länge der linearen Aminosäurekette eines Proteins.
Peptidbindung: Die Peptidbindung ist eine starke kovalente Bindung zweier Atome. Sie ist ver-
antwortlich für die lineare Struktur der Aminosäuresequenz eines Proteins, indem sie die Amino- 
und Carboxylgruppen von aufeinander folgenden Aminosäuren miteinander verbindet.
Primärstruktur: Bezeichnet die Aminosäuresequenz eines Proteins.
Residuum: Residuum wird in dieser Arbeit synonym zu  Aminosäure verwendet.
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Abbildung  10: Aminosäure und ihre Freiheitsgrade.  Links: Atomare Reprä-
sentation einer Aminosäure und ihrer Freiheitsgrade ϕ und ψ . Eine Rotation  
um die Achse C-N ist in Proteinen sehr selten, da es sich bei dieser Bindung 
um eine rotationsstabile Doppelbindung handelt. SC bezeichnet die Seitenket-
te.  Rechts: Ramachandranplot des Proteins PCNA  [26]. Dargestellt ist die  
Verteilung der Winkel ϕ (Abszisse) und ψ (Ordinate).
2.Einleitung
RMSD: Root  mean square deviation.  Maß für  die  Abweichung zweier  räumlicher,  diskreter 
Strukturen i und j mit N Aminosäuren, deren Positionen durch xi und xj gegeben sind:
RMSDi , j = 1N x i− x j2.  (1)
Ein RMSD kleiner als 6.5Å wird bei Tertiärstrukturvorhersagen als gut angesehen. Der schlech-
teste RMSD zweier Strukturen ergibt sich für eine senkrechte, gestreckte Anordnung entspre-
chend Abbildung 11.
Sekundärstruktur: Sekundärstruktur bezeichnet die lokale räumliche Struktur von Proteinen. 
Die beiden häufigsten Sekundärstrukturelemente sind:  α-Helix  (rechtshändig)  und  β-Faltblatt 
(siehe Abbildung 12).
Sequenzalignment: Ein Sequenzalignment ist der Vergleich von Primärstrukturen mit dem Ziel, 
Bereiche in der Sequenz zu finden, in denen sich diese ähneln.
Tertiärstruktur: Als Tertiärstruktur wird die globale räumliche Struktur eines Proteins bezeich-
net.
Wasserstoffbrückenbindung: Wasserstoffbrückenbindungen sind nichtkovalente atomare Bin-
dungen. Sie bilden sich in Proteinen überwiegend zwischen Wasserstoff und Stickstoff-/Sauer-
stoffatomen und stabilisieren die Tertiär- sowie Sekundärstruktur eines Proteins.
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Abbildung  11: Zwei orthogo-
nal  ausgerichtete  Strukturen 
ergeben  den  schlechtesten 
RMSD zwischen  zwei  Struk-
turen.
Abbildung  12:  Links: α-Helix.  
Rechts: β-Faltblatt.
3.Modellierung
3. Modellierung
Zur Modellierung von Tertiärstrukturen gibt es in der Literatur verschiedene Ansätze. Sie beru-
hen im Wesentlichen alle darauf, dass die Komplexität eines Proteins mit Hilfe von vereinfachten 
Modellannahmen oder bekannten Strukturen eingeschränkt wird. Dies kann einmal auf der Ebene 
einzelner Aminosäuren geschehen oder indem, wie in dieser Arbeit, mehrere Aminosäuren zu Frag-
menten zusammengefasst werden.
3.1. Existierende Ansätze zur Modellierung von Proteinen
Existierende Ansätze zur realistischen Modellierung von Proteinen beschränken sich ausschließ-
lich auf numerische Methoden. Zwar ist es im Fall von Homopolymeren möglich, analytische Me-
thoden zu verwenden (siehe z. B. [27] oder [28]), der Erfolg dieser Methoden beruht jedoch darauf, 
dass Homopolymere im Gegensatz zu Proteinen nicht spezifisch wechselwirken. Es existiert eine 
abstoßende Wechselwirkung auf kleinen Skalen, welche ein Überlappen von Bereichen des Poly-
mers verhindert, sie ist jedoch unspezifisch hinsichtlich der Bestandteile des Polymers. Immerhin 
kann unter Annahme einer unspezifischen Wechselwirkung die Entstehung von Sekundärstrukturen 
im Röhrenmodell erklärt werden (siehe [9], [10]). 
Bei Proteinen ändert sich im Gegensatz zu Homopolymeren das Wechselwirkungspotential in 
Abhängigkeit der Konturlänge, da sich die chemischen und physikalischen Eigenschaften aufeinan-
der folgender Aminosäuren in einer realistischen Primärstruktur ändern. Das Potential entlang einer 
solchen Aminosäurekette kann sowohl anziehende als  auch abstoßende Bereiche besitzen (siehe 
Abbildung 13) und ist somit komplexer als im Fall von Polymeren. Damit lässt sich das Problem 
aber nicht mehr analytisch lösen.
Ansätze zur Strukturvorhersage können grob in drei Klassen unterteilt werden: Ab-initio-Verfah-
ren, homologiebasierte Verfahren und gemischte Verfahren. Diese werden in den folgenden Kapi-
teln erklärt.
3.1.1. Ab initio-Verfahren
Im Gegensatz zu homologiebasierten Verfahren setzen  ab initio-Ansätze (lat.: Von Anfang an) 
keinerlei Wissen über bekannte Tertiärstrukturen voraus.  Es wird von (einfachen) physikalischen 
Wechselwirkungen und einem im weitesten Sinne atomistischen Modell des Proteins ausgegangen4.
4 Häufig wird dabei z. B. die Seitenkette zu einem „Atom“ zusammengefasst.
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Abbildung  13: Vereinfachte Modellierung der Wechselwirkung eines  
Proteins. Entlang der gesamten Proteinkette ändert sich das Potential  
z. B. zwischen anziehend (rot) und abstoßend (blau/grau). Vereinfacht 
wird hier ein kugelförmiges Wechselwirkungspotential angenommen.
3.Modellierung
Ab initio-Modelle unterteilen sich prinzipiell in zwei Klassen: Gittermodelle (lattice model) und 
off lattice-Modelle. Das älteste Modell zur Simulation von Proteinen auf einfachen Gittern (z. B. 
quadratisch/kubisch) ist das sogenannte HP-Modell, in welchem die Aminosäuren in zwei Klassen, 
hydrophob (H) und hydrophil (P) eingeteilt werden (siehe Abbildung 8). Dabei werden die einzel-
nen Aminosäuren zu jeweils einem „Atom“ zusammengefasst  [29].  Es wurde erstmals 1989 von 
Lau und Dill verwendet  [30]. Eine Wechselwirkung tritt in diesem Modell dann auf, wenn zwei 
Aminosäuren auf benachbarten Gitterplätzen sitzen und bezüglich der  Primärstruktur nicht direkt 
benachbart sind (siehe Abbildung 14). Es existieren nur attraktive Wechselwirkungen, welche zwi-
schen hydrophoben Aminosäuren wirken. Alle anderen möglichen Wechselwirkungen werden nicht 
betrachtet. Obwohl dieses Modell sehr einfach ist und aufgrund des verwendeten einfachen Gitters 
Tertiärstrukturen von Proteinen nicht korrekt darstellen kann, ist es möglich, bestimmte Eigenschaf-
ten von Proteinen wie kalte und warme Denaturierung (Entfaltung) zu erfassen  [29]. Wesentliche 
Aspekte von Proteinen können damit beschrieben werden: Das Wechselwirkungspotential ändert 
sich abhängig von den Wechselwirkungspartnern und Bereiche des Proteins können sich nicht über-
lappen. Erweiterungen dieses Modells auf andere Gittertypen oder komplexere Interaktionsschema-
ta liefern realistischere Ergebnisse, erfordern aber größeren Rechenaufwand (siehe z. B. [31]).
Off lattice-Modelle erfassen ähnliche Eigenschaften wie Gittermodelle, verzichten  aber auf die 
Einschränkung eines regelmäßigen und regulären (Konformations-) Raumes. Sie können im Prinzip 
die Geometrie von Proteinen gut beschreiben. Aufgrund der extremen Komplexität sind sie aller-
dings auf kleine Proteine beschränkt. Für off lattice-Modelle werden teils sehr komplizierte Ener-
giefunktionen verwendet, die meist auf einer atomistischen Betrachtung der einzelnen Aminosäuren 
beruhen (siehe z. B.  [32]). Dies führt letztlich bei der exakten atomaren Beschreibung der Proteine 
und der Kräfte zwischen den Atomen zu sog. Molekulardynamikmodellen (siehe [33]).
Das größte Problem von ab initio-Verfahren ist die NP-Vollständigkeit bei der Bestimmung und 
Überprüfung des Grundzustandes von Proteinmodellen (siehe [34] und [35]). Die Rechenzeit dafür 
steigt exponentiell mit der Systemgröße an. Für ab initio-Verfahren bedeutet dies, dass entweder die 
Komplexität der Modellbeschreibung auf Kosten der Genauigkeit der Vorhersage deutlich reduziert 
werden oder auf das exakte Auffinden des Grundzustandes verzichtet werden muss. Wird die Exakt-
heit des Ansatzes nicht benötigt, können sehr erfolgreich Monte Carlo-Algorithmen verwendet wer-
den.
3.1.2. Homologiebasierte Verfahren
Da ab initio-Verfahren mit einem hohen Rechenaufwand verbunden sind und auf Grund der not-
wendigen Vereinfachungen meist nicht die für Anwendungen notwendige Genauigkeit erreichen, 
haben sich in den letzten Jahren sogenannte homologiebasierte Ansätze etabliert. Das Prinzip beruht 
im Wesentlichen darauf, dass für ein zu berechnendes Protein die Primärstruktur mit Primärstruktu-
ren bekannter Proteine verglichen wird. Beruhend auf diesem Sequenzalignment werden dann die 
Tertiärstrukturen zugeordnet (siehe Abbildung 15). Je nach Ansatz werden dabei mehr oder weniger 
große Bereiche verglichen und etwaige Lücken durch ab initio-Modellierung geschlossen.
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Abbildung  14:  HP-Modell  auf  einem  quadrati-
schen  Gitter.  Durchgezogene  Linien:  kovalente  
Bindung  zwischen  den  Residuen,  gestrichelt:  
Wechselwirkung  der  räumlichen  nächsten  Nach-
barn, welche sequentiell nicht benachbart sind.
3.Modellierung
Das derzeit beste Verfahren, um Proteinstrukturen allein mit Hilfe von Homologie zu anderen 
Proteinen vorherzusagen, ist HHPred. Es wurde 2005 von Söding et al. entwickelt [37]. Dabei wird 
ein Standardalgorithmus zum Sequenzalignment gegen eine Datenbank bekannter Primärstrukturen 
eingesetzt (Psi-Blast  [38]). Die erzielten Ergebnisse werden anschließend zusammen mit der vor-
hergesagten Sekundärstruktur in sog. verborgenen Markow-Modellen (VMM, siehe z. B. [39]) ge-
speichert. Anschließend werden sie gegen präkompilierte VMMs von bekannten Proteinstrukturen 
(z. B. aus der PDB, [5]) verglichen. Die so gefundenen Proteine dienen in einem weiteren Schritt als 
Input für eine weitere Modellierungssoftware: Modeller [40]. In dem alle zwei Jahre stattfindenden 
Wettbewerb Casp5 belegte HHPred 2006 einen Platz unter den 10 besten Strukturvorhersageverfah-
ren [41].
Auf Grund der Vielzahl der realisierten Ansätze und Tools zur Proteinstrukturvorhersage bietet 
sich die Möglichkeit, sog. Metaverfahren zu konstruieren, welche die Vorhersagen von möglichst 
vielen verschiedenen, automatisierten Verfahren kombinieren. Die Fehleranfälligkeit einzelner Mo-
delle soll so minimiert werden. Pmodeller [42] war 2006 eines der besten Metaverfahren bei Casp. 
Bei diesem Ansatz werden verschiedene Methoden verwendet, um in einem ersten Schritt homologe 
Proteine zu einer gegebenen Sequenz zu finden. In einem zweiten Schritt wird Modeller [40] ver-
wendet, um die 3D-Modelle der Tertiärstruktur des gesuchten Proteins zu erstellen.
Der große Nachteil homologiebasierter Verfahren ist, dass keine fundamentale Antwort auf die 
Frage geliefert werden kann, warum ein Protein genau diese Tertiärstruktur besitzt und keine ande-
re.
3.1.3. Gemischte Verfahren
Am erfolgreichsten sind heutzutage gemischte Verfahren, welche sowohl homologiebasierte als 
auch ab initio-Ansätze verwenden. 2006 befand sich Tasser [43] (Threading, assembly and refine-
ment) auf Platz eins des Casp-Wettbewerbs. In einem ersten Schritt werden bei diesem Verfahren 
geeignete lokale Tertiärstrukturen bekannter Proteinstrukturen mit Hilfe eines Sequenzalignments 
gesucht, diese mit einem ab initio-Verfahren verbunden und anschließend die Gesamtstruktur rela-
xiert. Da nur die Teile des Proteins simuliert werden, für welche kein geeignetes Template gefunden 
wurde, ist dieses Verfahren schnell und auf Grund der verwendeten Templates relativ genau. Inter-
essant ist die verwendete Energiefunktion für die Modellierung. Sie ist so konstruiert, dass die Ener-
gielandschaft des Modells Trichterform aufweist [44], was aber nicht notwendigerweise die Realität 
widerspiegeln muss (vgl. dazu Kapitel 7). Tasser steht seit 2008 als Server zur Verfügung [45].
5 Critical assessment of structure prediction [36]. Dabei werden automatische Vorhersagen bisher unbekannter  
Proteine mit den experimentell bestimmten und zu diesem Zeitpunkt noch unveröffentlichten Tertiärstrukturen 
verglichen.
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Abbildung  15:  Ein  Sequenzalignment  zwischen den  Pri-
märstrukturen des Proteins mit unbekannter Struktur und 
eines  Proteins  mit  bekannter  Tertiärstruktur  dient  dazu,  
ähnliche Bereiche in der Sequenz (gleichfarbig) zu finden,  
deren Tertiärstrukturen dann während der Modellierung 
geeignet zusammengesetzt werden, um die Tertiärstruktur  
des unbekannten Proteins zu erhalten.
3.Modellierung
Robetta [46] befand sich ebenfalls unter den besten 10 Kandidaten des letzten Casp-Wettbewerbs 
[41]. Robetta ist eine Erweiterung von Rosetta, einem der ältesten fragment- und homologiebasier-
ten Algorithmen zur Strukturvorhersage [47]. Dabei werden einzelne Fragmente bekannter Tertiär-
strukturen der Länge neun und drei Aminosäuren entsprechend ihrer Sequenzähnlichkeit als Tem-
plates ausgewählt, um die Struktur lokal zu modellieren. Für jeden zu modellierenden Bereich des 
Proteins werden 25 Fragmente der Länge neun und 200 der Länge drei verwendet. Robetta erweitert 
diesen Ansatz um ein homologiebasiertes Verfahren für Proteine mit bekannten homologen Struktu-
ren. Es werden so viele Templates wie möglich von homologen Strukturen verwendet. Die verwen-
deten Templates sind dabei deutlich größer als 9 Aminosäuren. Sind keine homologen Strukturen 
bekannt, wird der originäre Rosetta-Ansatz verwendet.
Gemischte Verfahren bieten heutzutage die besten Ansätze, um Tertiärstrukturen schnell und re-
lativ genau vorherzusagen. Allerdings ist auch hier, wie im Fall der rein homologiebasierten Verfah-
ren, keine fundamentale Antwort auf die Frage möglich, warum das Protein eine bestimmte Tertiär-
struktur ausbildet.
3.2. Strukturbildung
Bryngelson et al. fanden 1996, dass die größte Korrelation zwischen Primär- und Tertiärstruktur 
im Bereich zwischen 7 und 12 Aminosäuren liegt [48]. In einer späteren Arbeit stellten Sander et al. 
2006 fest, dass sich lokale Strukturen (7 Aminosäuren Länge) grob in 27 Klassen einteilen lassen 
[49]. Jede dieser Klassen korrespondiert mit einer definierten lokalen räumlichen Struktur des Pro-
teins. Entsprechend diesen Aussagen ist es möglich, die Komplexität von Proteinmodellen deutlich 
einzuschränken. Müssen für eine realistische Modellierung einzelner Aminosäuren mindestens drei 
verschiedene  Zustände  pro  Aminosäure  betrachtet  werden (siehe  z.  B.  [50] und  Abbildung 10, 
links), so hat ein Protein der Länge N 3N mögliche Zustände im Konformationsraum. Bei 27 mög-
lichen  räumlichen  Strukturen  für  7  Aminosäuren  müssen  hingegen  nur 27N /7 3N mögliche 
Strukturen berücksichtigt werden.
Basierend auf dieser Idee werden in der vorliegenden Arbeit Proteinstrukturen durch das Zusam-
menfügen von Fragmenten modelliert. Dabei werden sog. Templates von Proteinen mit bekannter 
Konformation gewonnen, die Templates auf Grund ihrer räumlichen Struktur und Orientierung (sie-
he Kapitel  3.2.1) zu Fragmenten zusammengefasst und diese anschließend zusammengesetzt.  Es 
werden zwei verschiedene Verfahren eingesetzt, um diese Fragmente zu erstellen: Statische und dy-
namische Fragmentgenerierung. Kern beider Verfahren ist es, die zu berechnende Sequenz in Berei-
che der Länge sieben Aminosäuren zu zerlegen. Zu diesen Bereichen werden mögliche dreidimen-
sionale Strukturen der PDB, die Templates, gesucht, welche anschließend zu Fragmenten zusam-
mengefasst werden. Beide Verfahren unterscheiden sich darin, wie diese Fragmente generiert wer-
den. Das statische Verfahren verwendet Templates, welche außer in ihrer Orientierung nicht von der 
Primärstruktur abhängen, wohingegen der dynamische Ansatz ein Sequenzalignment nutzt, um ge-
eignete Proteine der PDB zu identifizieren. Abgesehen von der Auswahl der Templates sind beide 
Modelle identisch. Um die Orientierung aufeinander folgender Fragmente zu berücksichtigen, wird 
ein Koordinatensystem, aufbauend auf dem jeweiligen Vorgänger eines Fragments, verwendet.
3.2.1. Ein kanonisches Koordinatensystem
Für die korrekte Platzierung eines Fragments in einem Modellprotein ist nicht nur die dreidimen-
sionale Struktur des Fragments, sondern auch seine Orientierung wichtig. So können zwei Fragmen-
te derselben Struktur in einem Protein auf Grund unterschiedlicher Orientierungen zu deutlich un-
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terschiedlichen Tertiärstrukturen sowie  Abständen einzelner Aminosäuren führen (siehe Abbildung
16).
 Um die Orientierung einer dreidimensionalen Struktur im Raum beschreiben zu können, benö-
tigt man ein geeignetes Koordinatensystem. Sollen zwei Fragmente verbunden werden, so ist wich-
tig, dass durch ihre Verknüpfung eine biologisch sinnvolle Struktur gebildet wird und keine Artefak-
te der Kombination beider Fragmente entstehen. So darf z. B. in einer Helix, welche durch zwei 
Fragmente gebildet wird, kein Knick an der Verbindungsstelle auftreten.
Die Orientierung eines Fragments i relativ zu seinem Vorgänger i-1 kann dadurch erfasst werden, 
dass Fragment i-1 ein Koordinatensystem zur Verfügung stellt, in welchem Fragment i definiert ist. 
Dieses Koordinatensystem muss so viel Information wie möglich über die Verbindung zu seinem 
Nachfolger enthalten wie nötig ist, um Fragment i richtig zu orientieren. Die letzten drei Residuen 
des Fragments i-1 erfüllen diese Bedingung, so dass es sich anbietet, auf Grund ihrer Positionen und 
Orientierungen ein geeignetes Koordinatensystem zu erstellen [51]. Sie definieren ein orthogonales 
Koordinatensystem in folgender Weise (siehe Abbildung 17):
x=
r l −1− rl −2
∣ r l −1− rl −2∣
= a
∣a∣
,  (2)
y=
r l− r l−1−x r l− r l −1
∣ r l− r l−1−x r l− r l −1∣
=
d
∣d∣
,  (3)
z=x×y ,  (4)
wobei r l die Position der  letzten Aminosäure eines Fragments und r l−1 /l −2 die Positionen ihrer 
Vorgänger bezeichnet. Dieses Koordinatensystem repräsentiert die lokale Orientierung des Frag-
ments i bezüglich  Fragment i-1.
 Die einzelnen Fragmente besitzen per definitionem dieselbe Orientierung wie die jeweiligen 
Templates (siehe 3.2.2 und 3.2.3), so dass sich das Problem der Fragmentorientierung auf die  Tem-
plates zurückführen lässt. Werden die Koordinaten der Templates in einem entsprechenden Koordi-
natensystem repräsentiert, dann ist garantiert, dass Fragmente immer so zusammengefügt werden, 
dass sich sinnvolle Tertiärstrukturen ergeben. 
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Abbildung 16: Unterschiedliche Orientierungen zweier Fragmente derselben Struktur (blau)  
können zu unterschiedlichen Abständen einzelner Aminosäuren innerhalb des modellierten 
Proteins führen.
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3.2.2. Statische Fragmentgenerierung
Mit der statischen Fragmentgenerierung werden Fragmente erzeugt, welche als Vorlagen in der 
Modellierung der  Tertiärstruktur eines Proteins dienen. Um dafür repräsentative Strukturen zu ge-
winnen, ist es nötig, hinreichend viele bekannte Proteinstrukturen zu verwenden und diese entspre-
chend ihrer Tertiärstruktur zu verallgemeinern. Dabei muss beachtet werden, dass nicht nur die Ter-
tiärstruktur des Templates, sondern auch seine Orientierung von Bedeutung ist (siehe 3.2.1). Letzte-
re kann unter Umständen stark von den Aminosäuren am Anfang eines Templates (sowie davor lie-
genden Aminosäuren) abhängen, weshalb die Templates in der statischen wie auch in der dynami-
schen Fragmentgenerierung in Gruppen entsprechend ihren ersten beiden Aminosäuren und der di-
rekt davor liegenden Aminosäure eingeteilt wurden (siehe Abbildung 18). Die Bezeichnungen die-
ser drei Aminosäuren repräsentieren den Namen des Templates. Um die Templates zu generieren, 
wurde ein nicht redundantes Set von Proteinen der PDB erzeugt und alle auftretenden Strukturen 
der Länge 7 Aminosäuren als Templates verwendet. Dabei wurden die Koordinaten dieser Templa-
tes in ein Koordinatensystem entsprechend Gleichung (2)-(4) transformiert.
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Abbildung 17: Kanonisches Koordinatensystem. Dieses wird aus den Positio-
nen  von drei  Aminosäuren  berechnet,  indem die  Vektoren  a,  b  sowie  ihre  
Kreuzprodukt bestimmt werden (siehe Gleichung  2-4). In diesem kann dann 
die Struktur der folgenden Aminosäuren repräsentiert werden.
Abbildung 18: Zusammenhang der Templates (blauer Kasten) und der Namen (rot und grün).  
Obwohl die Templatestruktur rechts und links die gleiche ist, wird sie in auf Grund der unter-
schiedlichen Namen (Alanin-Cystein-Methionin und Alanin-Cystein-Threonin) in zwei ver-
schiedene Gruppen eingeteilt.
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Alle Templates eines Namens wurden entsprechend 
ihres RMSDs und ihrer Orientierung  untereinander in 
14  Cluster  gruppiert.  Von  jedem  Cluster  wurde  der 
Schwerpunkt  ausgewählt.  Dieser  repräsentiert  das  zu 
diesem  Cluster  gehörende  Fragment.  Dabei  ist  der 
Schwerpunkt als die Struktur definiert, die zu allen an-
deren Strukturen dieses Clusters den geringsten mittle-
ren  Abstand aufweist.  Der  gesamte Ablauf  der  Frag-
mentgenerierung ist in Abbildung 19 dargestellt.
Eine Auswahl möglicher Fragmente eines Namens 
ist in Abbildung 20 dargestellt. Alle Fragmente sind in 
demselben Koordinatensystem dargestellt.
3.2.3. Dynamische Fragmentgenerierung
Im  Gegensatz  zur  statischen  Fragmentgenerierung 
wird  bei  der  dynamischen  Variante  jedes  benötigte 
Fragment spezifisch für die gesuchte Sequenz erstellt. 
Die  Primärstruktur des zu berechnenden Proteins wird 
in Stücke der Länge 7 Aminosäuren zerteilt und jedes 
dieser Sequenzstücke wird verwendet, um ein (lokales) 
Sequenzalignment gegen die PDB mit Hilfe von Blast 
(Basic local alignment and search tool) [52] durchzuführen. Die dreidimensionalen Strukturen der 
dabei gefundenen Treffer werden, falls sie mindestens sieben Aminosäuren lang sind, verwendet, 
um Templates für das zu modellierende Protein zu gewinnen. Die Templates werden entsprechend 
ihres Namens gruppiert und ihrer dreidimensionalen Struktur und Orientierung gemäß in Cluster zu-
sammengefasst.  Die Schwerpunkte der Cluster  ergeben wie im Fall  der statischen Methode die 
Fragmente. Da unter Umständen nur wenige homologe 
Strukturen in der PDB vorhanden sind, kann die Anzahl 
der Fragmente eines Namens im Gegensatz zum stati-
schen Ansatz kleiner als 14 sein. Der gesamte Ablauf 
der  dynamischen  Fragmentgenerierung  ist  in  Abbil-
dung 21 dargestellt.
Auf  Grund  des  verwendeten  Sequenzalignments 
sind die dynamisch generierten Fragmente genauer als 
die statisch generierten. Allerdings ist der dynamische 
Ansatz nicht mehr 100% ab-initio. Die allgemeine Be-
ziehung zwischen Proteinen der PDB (Referenzstruk-
tur),  Templates  und  Fragmenten  für  beide  Generie-
rungsansätze ist in Abbildung 22 zusammengefasst.
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Abbildung 19: Flowchart für die statische 
Fragmentgenerierung. Diese beginnt mit  
der  Bestimmung  lokaler  Strukturen  der  
Länge  7  Aminosäuren  in  Proteinen  der  
PDB. Diese Strukturen werden anschlie-
ßend prozessiert  und zu Fragmenten zu-
sammengefasst.
Abbildung  20:  Schwerpunktsstrukturen 
von 20 Clustern eines Namens.
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3.2.4. Generierung der Tertiärstruktur
Die Tertiärstruktur eines Proteinmodells kann nach folgendem Schema aus den beschriebenen 
Fragmenten erstellt werden: Die erste Aminosäure wird vernachlässigt (bzw. in den Koordinatenur-
sprung gesetzt). Für die folgenden sieben Aminosäuren wird eines der möglichen Fragmente des 
entsprechenden Namens verwendet. Da bei diesem die Orientierung noch keine Rolle spielt (es sind 
keine vorhergehenden Fragmente vorhanden), können die Koordinaten ohne weitere Transformatio-
nen verwendet werden. Es muss nur darauf geachtet werden, dass die erste Aminosäure des ersten 
Fragments im korrekten Abstand zur ersten Aminosäure des Proteins  (im Koordinatenursprung) 
platziert wird.
Bei dem zweiten Fragment muss die Orientierung bezüglich des ersten Fragments berücksichtigt 
werden. Die letzten drei Aminosäuren des ersten Fragments bilden entsprechend Kapitel  3.2.1 ein 
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Abbildung 22: Beziehung zwischen Re-
ferenzstrukturen aus der PDB, Templa-
tes  und  Clustern.  Aus  den  Referenz-
strukturen  (grün)  werden  zuerst  alle  
Templates  gewonnen  (hellrot).  Dabei  
besitzt  jedes  einzelne  Template  (dun-
kelrot) einen  Namen (in diesem Fall A 
oder  B).  Entsprechend  ihres  Namens  
werden die Templates gruppiert  (hell-
blau)  und  gemäß  ihrer  Struktur  und 
Orientierung  in  Cluster  eingeordnet  
(dunkelblau).  Die  Mittelpunkte  dieser 
Cluster liefern die Fragmente, welche  
für die Modellierung der Tertiärstruk-
tur verwendet werden.
Abbildung  21:  Flowchart  für  die  
dynamische  Fragmentgenerie-
rung.  Zur  Bestimmung  der  Tem-
plates  wird ein Sequenzalignment  
gegen Proteine der PDB durchge-
führt. Wird eine Übereinstimmung 
zu  der  zu  berechnenden  Sequenz  
festgestellt,  wird die lokale Struk-
tur  des  entsprechenden  Proteins  
den  Templates  hinzugefügt.  An-
schließend  werden  die  Templates 
zu Clustern zusammengefasst. Ihre 
Schwerpunkte  liefern  die  Frag-
mente.
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Koordinatensystem S, in welchem das zweite Fragment platziert werden kann. Dazu ist eine einfa-
che  Koordinatentransformation  nötig,  welche  die  Koordinaten  jedes  einzelnen  Residuums  i des 
zweiten Fragments x i ' , yi ' , z i '  in das Koordinatensystem S transformiert. Die Transformation ist 
durch
r i=e x⋅xi 'e y⋅y i ' e z⋅z i '  (5)
gegeben. Entsprechend wird mit den restlichen Fragmenten verfahren. Um den gesamten Konfor-
mationsraum zu erfassen, muss diese Prozedur für alle möglichen Kombinationen der Fragmente 
des ersten, zweiten, ..., n-ten Namens durchgeführt werden.
Die Vorteile dieses Ansatzes sind:
● Geschwindigkeit: Es werden keine rechenintensiven Rotationen oder Strukturüberlage-
rungen von Teilen zweier benachbarter Fragmente ausgeführt.
● Konsistenz: Die Fragmente können konsistent kombiniert werden, ohne dass Strukturbrü-
che an der Verbindungsstelle auftreten.
Ein Beispiel für dieses Verfahren ist in Abbildung 23 dargestellt. Zu beachten ist, dass die letzte 
Aminosäure des Fragments  i-1 (hellblau) nicht identisch ist mit der ersten Aminosäure des  i-ten 
Fragments (rosa). Diese beiden Aminosäuren sind in der Primärstruktur direkte Nachbarn, die Frag-
mente selber überlappen sich nicht.
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Abbildung  23:  Verknüpfung  zweier  
Fragmente  (hellblau  und rosa).  Darge-
stellt ist der Verlauf des Proteinrückgra-
tes. Die dunkelblaue Linie stellt die Ato-
me zwischen dem letzten  Cα des  Frag-
ments i-1 und dem ersten Cα des Frag-
ments i dar. Die roten Pfeile bezeichnen 
die  Vektoren,  welche  zur  Generierung 
des  kanonischen  Koordinatensystems 
(schwarz) verwendet werden.
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4. Exakte Optimierung
Betrachtet werde ein System interagierender Teilchen. Das Auffinden des Grundzustandes in die-
sem System ist ein Optimierungsproblem der folgenden Art: Gesucht ist die Modellstruktur eines 
Proteins S, welche die Energiefunktion E
E=∑
<i,j>
e ij f S  ,  (6)
mit den paarweisen Wechselwirkungsenergien eij  minimiert. Die Funktion f bewertet abhängig von 
S, ob zwei Aminosäuren miteinander interagieren und nimmt Werte zwischen 0 und 1 an.
Diese Fragestellung ist äquivalent der Grundzustandsbestimmung von HP-Sequenzen auf einem 
kubischen Gitter (siehe [34]) und damit wie diese NP-vollständig (siehe 3.1.1). Es fällt in dieselbe 
Klasse wie das Travelling salesman-Problem (TSP), welches interessante Parallelen zum Auffinden 
von Grundzuständen unter obiger Fragestellung aufweist. Bei TSP existiert eine Anzahl Städte n mit 
k Verbindungen. Gesucht ist der Weg W, der alle Städte enthält und die kürzeste Reisedauer T 
T = ∑
i=j+1; i, j in W
n
lij W .  (7)
benötigt. Bei beiden Problemen geht es darum, optimale Wege in einem Netz von Knoten (Amino-
säuren bzw. Städte) zu finden. Beide Probleme unterscheiden sich allerdings in einigen wichtigen 
Punkten:
● Da bei dem TSP jede Stadt nur einmal besucht werden darf, handelt es sich bei der gefun-
denen Lösung um eine lineare Abfolge von Städten. Im Fall der Proteine kann eine Amino-
säure jedoch mit vielen Residuen wechselwirken und der optimale „Weg“ stellt keine lineare 
Struktur mehr da.
● Der zweite Unterschied ist, dass im Fall des TSP die Länge zwischen den einzelnen Städ-
ten ebenso wie ihre Vernetzung untereinander fixiert ist. Im Fall der Proteine kann sich die 
Anzahl der Verbindungen zwischen zwei Aminosäuren ebenso wie die Stärke ihrer Wechsel-
wirkungen mit der Struktur ändern.
4.1. Exakte Optimierung bei Proteinmodellen
In den letzten Jahren wurden vereinzelt exakte Optimierungsverfahren zur Strukturvorhersage 
eingesetzt. Meist werden sie bei stark diskretisierten Modellen (z. B. beim HP-Modell) verwendet, 
da bei diesen die Komplexität relativ gering ist. Aufgrund ihrer starken Diskretisierung lassen sich 
HP Systeme aber meist nur für Polymere einsetzen (siehe z. B. [53] oder [54]). Ohne die korrekte 
Modellierung der Tertiärstruktur sind sie für die Proteinstrukturvorhersage nicht einsetzbar.
Exakte Optimierungsverfahren beschränken sich abseits der HP-Modelle im Wesentlichen auf 
branch-and-bound-Verfahren (siehe z. B.  [55]). Sie umfassen meist  Verfeinerungen vorhandener 
Strukturmodelle (wie z. B. NMR-basierter Strukturen [56]) oder Modelle, bei welchen Einschrän-
kungen durch bekannte Sekundärstrukturelemente vorhanden sind [57].
Einer der großen Vorteile exakter Optimierungsverfahren ist, dass neben dem Grundzustand auch 
alle Zustände unterhalb einer beliebigen Energieschranke berechnet werden können. Ein entspre-
chender Gedanke wurde z. B. von Eyrich et al. aufgegriffen [58]. Damit kann mit Hilfe exakter Op-
timierungsverfahren die gängige Theorie zur Proteinfaltung (nativer Zustand entspricht Grundzu-
stand) im Kontext spezifischer Modelle überprüft werden.
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4.2. Branch-and-bound-Algorithmus
Branch-and-bound-Verfahren werden in vielen Bereichen der Biowissenschaften, von der Opti-
mierung zellulärer Transportvorgänge  [59], dem Auffinden des Grundzustandes in Spinsystemen 
[60] bis zu dem Erstellen phylogenetischer Bäume [61], eingesetzt. Ihr Vorteil ist die geringe Re-
chenzeit im Vergleich mit  anderen Ansätzen exakter Optimierung. Dabei muss im Gegensatz zu 
nicht exakten Verfahren nicht auf die sichere Bestimmung des Grundzustandes verzichtet werden.
Das Auffinden und Überprüfen des Grundzustandes eines Proteins der Länge  N Aminosäuren 
lässt sich nur in exponentieller Zeit t
t ∝ N b  (8)
lösen,  wobei b1. Um große Systeme berechnen zu können,  muss der  Exponent  b möglichst 
klein sein. Ein Algorithmus, der dieses Ziel verfolgt, ist der  branch-and-bound-Algorithmus. Das 
branch-and-bound-Verfahren wurde erstmals im Jahre 1960 von Land und Doig beschrieben [62]. 
Bei diesem Ansatz wird das Problem in Teilprobleme zerlegt (branching) und versucht, frühzeitig 
Teile des Suchraumes zu identifizieren, welche nicht die optimale Lösung enthalten und daher von 
der Suche ausgeschlossen werden können (bounding). Die Voraussetzung ist, dass eine Zerlegung 
des Suchraums überhaupt möglich ist. Mit diesem Verfahren lässt sich eine deutliche Reduktion des 
Suchraumes und damit der Rechenzeit erreichen. Im schlimmsten Fall allerdings (kaum bounding 
möglich) nähert sich der Rechenaufwand dem der kompletten Enumeration an.
Der Grundzustand in einem System wechselwirkender Teilchen ist diejenige Konfiguration S aus 
dem Konfigurationsraum C mit den Elementen s, welche die geringste Energie E besitzt
S| ES =min
s
E s , S∈C , s∈C .  (9)
Ist ein diskreter Konfigurationsraum vorhanden, lässt sich das Problem so zerlegen, dass jedes Teil-
problem einem Punkt in C entspricht. Als Beispiel werden zwei Teilchen betrachtet, welche mitein-
ander wechselwirken und entlang der x-Achse drei mögliche Positionen einnehmen können (siehe 
Abbildung 24). Es gibt in diesem einfachen System bei Berücksichtigung der Symmetrie entlang 
der x-Achse und der Einschränkung, dass beide Teilchen nicht am selben Ort sein können, drei ver-
schiedene Realisierungen der Positionen beider Teilchen. Diese lassen sich jeweils einem Teilpro-
blem zuordnen (A, B oder C). Mit einer Nummerierung der Teilchen und ihrer Positionen lässt sich 
ein Konfigurationsbaum konstruieren, welcher mit einem leeren Knoten (kein Teilchen vorhanden) 
startet und diesen in einem ersten Schritt durch die Platzierung des ersten Teilchens auf einer der 
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Abbildung 24: Einfaches System aus zwei Teilchen (blau und schwarz)  
und drei möglichen Positionen 1, 2, 3. A, B und C stellen drei verschie-
dene Realisierungen (Teilprobleme) dieses Systems dar.
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möglichen Positionen aufspaltet. Ähnlich wird mit Teilchen Zwei verfahren (siehe Abbildung 25). 
Die unterste Ebene dieses Baumes stellt vollständige Realisierungen dieses einfachen Zweiteilchen-
systems dar.
Die Suche eines Zustandes in einem solchen Konfigurationsbaum entspricht dem Abschreiten 
einzelner Äste. Durch das Abschneiden (bounding) von Ästen wird dieses Verfahren deutlich be-
schleunigt. Um dies im Hinblick auf die Suche des Grundzustandes zu erreichen, wird eine Ab-
schätzung F der bestmöglichen Energie eines Teils t des Konfigurationsbaumes benötigt, wobei fol-
gende Bedingung erfüllt sein muss:
F s ≤E  s  , ∀ s∈t.  (10)
Falls  eine Konfiguration s* mit  einer  hinreichend tiefen Energie E  s*=E* bekannt ist  oder 
diese als  obere Schranke einer unbekannten Konfiguration abgeschätzt  werden kann, so können 
Teilprobleme t ' mit F s ' E* ,∀ s ' ∈t ' bei  der  Suche des  Grundzustandes verworfen werden.
E* wird als Ebound bezeichnet. 
Als konkretes Beispiel werde das Zwei-Teilchensystem aus Abbildung 25 verwendet. Die Wech-
selwirkung sei dergestalt, dass sich beide Teilchen abstoßen, wenn sie sich auf benachbarten Posi-
tionen befinden
E=−r12
1≤2 . (11)
Ebound kann leicht mit 0 abgeschätzt werden. Wird die Position des ersten Teilchens betrachtet, so ist 
klar, dass der mittlere Ast in Abbildung 25 vernachlässigt werden kann, da für ihn
F r1=2∧{r2=1∨r 2=3}=1Ebound  (12)
gilt. Aus demselben Grund kann Position 2 für das zweite Teilchen ausgeschlossen werden. Der ge-
samte Teil des Konfigurationsbaumes, welcher abgeschnitten werden kann, ist in Abbildung 25 rot 
markiert.
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Abbildung 25: Konfigurationsbaum für das einfache  
2-Teilchensystem.  1-3  ist  aufgrund  der  Symmetrie  
äquivalent zu 3-1, dasselbe gilt für 2-3 und 2-1. Die  
roten  Bereiche  können  auf  Grund  von  E>0  abge-
schnitten werden.
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4.2.1. Implementierung
Diskretisierung des Proteinzustandsraumes und Implementierung einer geeigneten Funktion  F 
sind notwendige Voraussetzungen für die Verwendung eines  branch-and-bound-Verfahrens. Erste-
res wird in der vorliegenden Arbeit dadurch erreicht, dass kontinuierliche Proteinstrukturen in ein-
zelne Fragmente der Länge 7 Aminosäuren zerlegt werden, wobei die Zustände der einzelnen Frag-
mente diskretisiert  sind (siehe  3.2). Im Wesentlichen erhält  man also einen Konfigurationsbaum 
ähnlich Abbildung 25.
Die Funktion F wird folgendermaßen implementiert: Gegeben sei ein System n wechselwirken-
der Aminosäuren. Ohne weitere Informationen über die Struktur des Proteins bzw. der Fragmente 
könnte jede Aminosäure mit jeder anderen interagieren, wobei Wechselwirkungen zwischen sequen-
tiell benachbarten Aminosäuren in dem vorliegenden Modell ausgeschlossen werden6. Die einzel-
nen Wechselwirkungen können positives oder negatives Vorzeichen besitzen. Die Abstandsabhän-
gigkeit der Wechselwirkung zweier Aminosäuren i und j sei durch folgende Funktion gegeben:
f r ij={0 : r ij81 : r ij8},  (13)
wobei r ij den Abstand in Angström zwischen den Cβ-Atomen beider Aminosäuren i und j bezeich-
net. Damit ist die theoretisch tiefste Energie Eideal durch
E ideal=
1
2 ∑i=1
n
∑
j=1
n
e ij−e ij=: F 0 ,∣i− j∣1  (14)
gegeben. Diese Energie ist unrealistisch tief, da zum einen in einem realen Protein nicht jede Ami-
nosäure mit jeder anderen wechselwirkt und zum anderen abstoßende Interaktionen komplett ne-
giert werden.  F(0) erfüllt jedoch Bedingung (10). Mit Hilfe von Informationen über weitere plat-
zierte Fragmente (entspricht dem Hinabgehen eines Astes des Konfigurationsbaumes) lässt sich die-
se Abschätzung präzisieren: Mit Kenntnis des Zustandes des ersten Fragments können alle nicht er-
füllten attraktiven Wechselwirkungen dieses Fragments sowie erfüllte repulsive berücksichtigt wer-
den:
F 1 := 1
2 ∑i=8
n
∑
j=8
n
eij −e ij
1
2 ∑i=1
7
∑
j=1
7
e ij f rij ≥F 0 ,∣i− j∣1.  (15)
F(1)  erfüllt Bedingung (10), ist größer als  F(0), somit eine bessere Abschätzung und ermöglicht 
stärkeres bounding. Entsprechend wird für die folgenden Fragmente verfahren. Es gilt immer:
F 0≤F 1≤≤F k  ,  (16)
mit k= n7
. Da F(k) im Gegensatz zu seinen Vorgängern nur noch tatsächlich vorhandene Wechsel-
wirkungen beinhaltet,  entspricht  F(k)  der Gesamtenergie des Proteins mit der jeweiligen  Tertiär-
struktur.
6 Die maximale Wechselwirkungsreichweite in diesem Modell beträgt 8 Å, wobei die Interaktionen über die Cβ-Atome 
der Aminosäuren vermittelt werden (siehe Kapitel 5). Der maximale Abstand sequentiell benachbarter Cβ-Atome 
beträgt 6.8 Å. Eine entsprechende Wechselwirkung wäre damit unabhängig von der Position der einzelnen 
Aminosäuren bzw. dem gewählten Fragment.
24
4.Exakte Optimierung
Aus (14) und den nicht verschwindenden Volumina der Aminosäuren ergibt sich eine Möglich-
keit,  F zu optimieren. Besitzt die Wechselwirkung eine endliche Reichweite, so ist die maximale 
Anzahl der möglichen Wechselwirkungspartner wmax begrenzt. (14) kann somit als: 
F 0= 1
2 ∑i =1
n
∑
j=1
wmax
T eij −e ij  ,∣i− j∣1  (17)
geschrieben werden. T ist 0, falls eij nicht zu den tiefsten wmax paarweisen Wechselwirkungen gehört 
und 1 sonst. Im Fall der in dieser Arbeit verwendeten Energiefunktion mit einem cutoff bei 8 Å (sie-
he Kapitel 5) ergibt sich wmax zu 14 Aminosäuren. Verglichen mit Proteinlängen in der Größenord-
nung von 50 und mehr Aminosäuren, kann die Rechenzeit damit deutlich (ca. eine Größenordnung) 
verkürzt werden.
Eine weitere Möglichkeit zur besseren Abschätzung der möglichen Energie besteht darin, für je-
des Fragment i die bestmögliche Energie Ei' zu ermitteln, indem i zusammen mit seinen möglichen 
nächsten Nachbarn simuliert und die jeweilige Energie bestimmt wird. Die Summe über die Ei' lie-
fert  dann zusammen mit allen möglichen,  verbleibenden Wechselwirkungen zwischen den Frag-
menten analog (14) eine Abschätzung für Eideal. Mit diesem Ansatz würde F eine optimale Abschät-
zung der Wechselwirkungsenergie dreier aufeinander folgender Fragmente liefern. Diese Methode 
ist allerdings aufwendig und brachte im Test keine Verbesserung der Rechenzeit.
Um möglichst schnell eine tiefe Abschneideenergie zu erreichen, wird in dieser Arbeit eine Tie-
fensuche in dem Konfigurationsbaum verwendet. Das heißt, anstatt alle Äste einer Ordnung  kom-
plett zu berechnen, wird ein einzelner Ast bis zu seinem Ende verfolgt, anschließend der nächste 
usw. Mit jeder bestimmten Konformation des Proteins wurde Ebound falls nötig aktualisiert.
Am vereinfachten Beispiel  des Tryptophan cage proteins (20 Aminosäuren) soll  die konkrete 
Wirkungsweise des Algorithmus beschrieben werden (siehe  Abbildung 26). Dabei wird zuerst ein 
möglicher Weg (fett) durch den Konfigurationsbaum betrachtet. Es gilt:
E ideal=
1
2 ∑i=1
20
∑
j=1
20
e ij −e ij=−10=: F 0 , ∣i− j∣1  (18)
Als Abschneideenergie werde Ebound=−2 angenommen.
Das erste Fragment besitzt drei mögliche Strukturen. Nach Platzierung der ersten Struktur des ers-
ten Fragmentes wird F(1) gemäß (15) berechnet
F 1 := 1
2 ∑i=8
n
∑
j=8
n
eij −e ij
1
2 ∑i=1
7
∑
j=1
7
e ij f rij =−9.2, ∣i− j∣1.  (19)
Da F(1) kleiner als Ebound ist, wird dieser Ast weiter verfolgt. Für das nächste Fragment ergibt sich
F 2:= 1
2 ∑i=15
20
∑
j =15
20
e ij −e ij 
1
2 ∑i=1
14
∑
j=1
14
eij f r ij =−6.3,∣i− j∣1  (20)
Mit dem dritten Fragment ergibt sich schließlich:
F 3=−4.8.  (21)
Folgt man dem unteren Ast, so ergibt sich für das erste Fragment F 1=−8.9, für das zweite 
F 2=−5.1 und für das letzte schließlich F 3=−2.7. Für alle weiteren möglichen Äste gilt:
F i Ebound , i≤3. Damit werden sie in der Suche nach dem Grundzustand nicht weiter betrachtet.
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Abbildung  26:  Konfigurationsbaum 
des  Tryptophan  cage  proteins  sowie 
die  Energien  der  einzelnen  Knoten 
analog (15).  Die rot  markierten Äste 
werden  abgeschnitten,  da  für  sie 
F Ebound gilt.
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In Proteinen ist der Grundzustand meist nur durch eine relativ kleine Energiebarriere von dem 
Ensemble entfalteter Strukturen getrennt (~ 20kBT, entspricht ~ 10 Wasserstoffbrückenbindungen, 
[63]). Strukturell unterscheiden sich die entfalteten Zustände allerdings drastisch vom nativen Zu-
stand.
Die maximale Reichweite und Form der Wechselwirkung muss in einem diskretisierten Modell 
sorgfältig gewählt werden. Interaktionen zwischen Residuen müssen einerseits so unabhängig von 
kleinen Strukturabweichungen des Modells gegenüber dem nativen Zustand sein, dass diese nicht 
zu unterschiedlichen Energien führen. Andererseits muss der Unterschied zwischen Grundzustand 
und entfalteten Zuständen korrekt erfasst werden. Am einfachsten lässt sich dies durch ein topfför-
miges Potential erreichen. Dazu sollte die Wechselwirkungsreichweite im Modell so gewählt wer-
den, dass sie etwas größer als die maximale Wechselwirkungsreichweite in Proteinen ist (siehe Ab-
bildung 27). In dieser Arbeit wurde für sie, angelehnt an [64], 8 Å gewählt.
Unterschiede in den Wechselwirkungen zwischen Residuen sind auf die Seitenketten zurückzu-
führen, da die einzelnen Aminosäuren nur in diesen differieren. Sie bestehen bei den meisten Ami-
nosäuren aus ca. 20 Atomen. Da diese Atome überwiegend durch kovalente Einfachbindungen ver-
bunden sind, ist die Konformation einer Seitenkette stark variabel7. Die Position des ersten Kohlen-
stoffatoms (Cβ) der Seitenketten ist jedoch bezüglich des Rückgrates bei allen Aminosäuren invari-
ant und kann verwendet werden, um die Orientierung der Seitenkette zu beschreiben.
Werden die in einem Protein auftretenden Energien betrachtet, so lassen sich diese grob in zwei 
Klassen entsprechend den beiden Termen folgender Gleichung einteilen
E ges=∑
<i,j>
eij
* f  rij ∑
i
e ' i0 g i  ,  (22)
wobei e ' i0 die Wechselwirkung auf Grund des umgebenden Lösungsmittels und e ij
* die Wechsel-
wirkung zwischen den Aminosäuren erfasst. f r ij erfasst die Abhängigkeit der Wechselwirkung 
vom Abstand, g i repräsentiert den Zustand der Aminosäure i (s.u.). Für f r ij wurde in dieser 
Arbeit Bedingung (13) verwendet.
Die Werte für eij* und e'i0 lassen sich anhand bekannter Proteinstrukturen berechnen. Dazu wurde 
mit Hilfe der PDB ein Set von Proteinen mit weniger als 30% Sequenzidentität zueinander erstellt8.
7 Eine Ausnahme bildet Prolin. Es besitzt eine zyklische Seitenkette, welche die Freiheitsgrade des Rückgrates und 
der Seitenkette extrem einschränkt.
8 Dieses Set umfasste mehrere tausend Proteine.
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Abbildung  27: Die Wechselwirkung zwischen 
Aminosäuren  ist  innerhalb  der  Modellwech-
selwirkungsreichweite  unabhängig  vom  Ab-
stand. Beträgt in der nativen Struktur der Ab-
stand zweier wechselwirkender Residuen d, so 
soll sowohl beim leicht größeren Abstand d* 
als auch beim leicht kleineren Abstand d' eine  
Interaktion der Residuen in dem Modell statt-
finden.
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5.1. Wechselwirkungen mit der Umgebung
Die Wechselwirkung von Aminosäuren mit dem umgebenden Lösungsmittel lässt sich im We-
sentlichen über ihre Hydrophobizität beschreiben. Die Seitenketten hydrophiler Aminosäuren sind 
in der Lage, Wasserstoffbrückenbindungen zum umgebenden Lösungsmittel aufzubauen. Über die 
einzelnen Wasserstoffbrückenbindungen kann gemittelt und die Interaktion eines Residuums mit der 
Umgebung bzw. dem Protein verallgemeinert werden.
Um diesen Ansatz umzusetzen, wurde ein Innen/Außen-Kriterium g(i) entwickelt9:
● Eine Aminosäure i ist innen g i =1 , wenn folgende Beziehung zwischen der Position 
C ihres Cβ-Atoms, C ihres Cα-Atoms und dem Schwerpunkt c der Cα-Atome aller Resi-
duen innerhalb einer Kugel mit 10 Å Radius um die zu betrachtende Aminosäure gilt:
∣C−c∣5∨C −C C−c0  (23)
● Ist obige Bedingung nicht erfüllt, so gilt Aminosäure i als außen g i =0 .
 Die einzelnen Häufigkeiten der Aminosäuren in dem verwendeten Set unter diesem Kriterium 
sind in  Tabelle 1 aufgeführt. Unter der Annahme, dass der Zustand einer Aminosäure durch diese 
Variable charakterisiert ist, lässt sich mit Hilfe der Boltzmannverteilung die Energiedifferenz zwi-
schen den beiden Zuständen berechnen
e ' i0 =−k B T ln n innout .  (24)
nin/nout bezeichnet die Anzahl der Fälle, in denen Aminosäure i im verwendeten Set innen bzw. au-
ßen ist. Diese Energien können direkt mit experimentellen Daten verglichen werden  [66]. Dabei 
zeigte sich, dass sie mit experimentellen Werten für die Lösungsenergien korrelieren. In Abbildung
28 sind die Werte dargestellt. Diese wurden entsprechend ihrer Mittelwerte verschoben und skaliert. 
Der Pearson-Korrelationskoeffizient beträgt 0.86.
9 Ein ähnlicher Ansatz wurde in [65] verwendet, um die Hydrophobizität von Aminosäuren zu bestimmen.
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Aminosäure innen außen Aminosäure innen außen
Cys 4582 1016 His 6419 3366
Ile 20370 4141 Gly 16698 14326
Ser 12576 10411 Asp 10001 14327
Gln 7373 7752 Leu 30615 7107
Lys 9285 15193 Arg 11327 10441
Asn 8225 8928 Trp 4001 1193
Pro 9135 9423 Val 23562 6551
Thr 12537 9622 Glu 11165 18091
Phe 13353 2813 Tyr 11228 3529
Ala 22725 11052 Met 7003 1723
Tabelle 1: Häufigkeiten der Zustände der einzelnen Aminosäuren für globuläre Protei-
ne.
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5.2. Wechselwirkungen innerhalb des Proteins
Gemäß (22) lassen sich die Wechselwirkungen eines Proteins in Interaktionen der Aminosäuren 
mit der Umgebung und mit anderen Residuen aufteilen. Um letztere zu quantifizieren, können in 
Analogie zu (24) die Wechselwirkungen innerhalb eines Proteins folgendermaßen beschrieben wer-
den:
e ij
*=−k BT ln nijN contact pi p j .  (25)
Dabei bezeichnet  nij die Anzahl der beobachteten Kontakte zwischen den Aminosäuren i (z. B. 
Alanin, Cystein, ...) und j, Ncontact die Gesamtzahl der Kontakte zwischen den Aminosäuren aller ver-
wendeten Proteine und pi die Wahrscheinlichkeit, dass ein zufällig gewähltes Residuum eines Prote-
ins der Aminosäure i entspricht (siehe Tabelle 2). Der Nenner gibt die erwartete Anzahl spezifischer 
Aminosäure-Aminosäure-Kontakte an, falls die Wechselwirkungsenergie zwischen den jeweiligen 
Aminosäuren Null wäre.
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Aminosäure pi Aminosäure pi Aminosäure pi
Cys 1.8% Pro 4.5% Leu 8.9%
Gln 4.0% Arg 5.1% Phe 4.1%
Asp 5.8% His 2.4% Trp 1.4%
Ser 6.3% Thr 5.5% Glu 6.8%
Asn 4.4% Ala 7.5% Tyr 3.5%
Val 6.9% Gly 7.0% Met 2.0%
Lys 6.3% Ile 5.7%
Tabelle 2: Wahrscheinlichkeit pi, dass ein zufällig gewähltes Residuum der Aminosäure 
i entspricht.
Abbildung 28: Korrelati-
on der experimentell be-
stimmten  Lösungsener-
gie (grün) und der theo-
retisch ermittelten (rot).
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5.3. Ein Paarpotential zur Beschreibung wechselwirkender Aminosäuren
Ein wichtiger Aspekt der Proteinmodellierung ist die endliche Ausdehnung der Aminosäuren, 
welche einen maßgeblichen Einfluss auf die Strukturentstehung haben kann (siehe z. B. [10]). Um 
diese zu berücksichtigen, wurde in der vorliegenden Arbeit ein unendlich stark abstoßendes Potenti-
al zwischen zwei Residuen i  und j  für den Bereich zwischen 0 und 3 Å verwendet, wobei nur die 
Abstände rα und rα/β ihrer Cα und Cβ-Atome betrachtet werden
E sterisch i , j ={∞ : r  ,ij≤3∨r  / ,ij≤3∨r  ,ij≤30 : else }.  (26)
Um ein reines Paarpotential zu erhalten, muss (22) entsprechend umgeformt werden.  In (24) 
werden keine absoluten Energien, sondern nur die Energiedifferenzen zwischen zwei Zuständen ei-
ner Aminosäure i behandelt. Diese Differenz wird durch den Unterschied zwischen Innen und Au-
ßen hervorgerufen, der sich in einer Differenz i in der Anzahl der zu Aminosäure i räumlich be-
nachbarten Aminosäuren j mit (rij  ≤ 8 Å) ausdrückt. Damit kann die Energie pro Kontakt mit Ami-
nosäure i berechnet werden:
e i0=
1
i
e ' i0 .  (27)
(24)-(27) kann anschließend zu einem einfachen Paarpotential zusammengefasst werden:
e ij=e i0e j0e ij
* .  (28)
(28) wird für alle Berechnungen globulärer Proteine in dieser Arbeit verwendet. Die Gesamtener-
gie eines Proteins ergibt sich damit zu:
Eges=∑
<i,j>
n
eij f rijEsterisch  i , j .  (29)
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6.1. Beschreibung der Sekundärstruktur
Mit dem in Kapitel 3 bis 5 vorgestellten Modell können Tertiärstrukturen von Proteinen model-
liert werden. Alle wichtigen (Sekundär-) Strukturelemente wie α-Helices, β-Faltblätter und Schlei-
fen lassen sich dabei in seinem Kontext beschreiben.
Sekundärstrukturelemente  in  Proteinen  erstrecken sich über  eine  Länge von 3-30 oder  mehr 
Aminosäuren. Daher stellt sich die Frage, ob α-Helices und β-Faltblätter, bestehend aus mehreren 
Fragmenten, in dem vorgestellten Modell korrekt dargestellt werden können. Zwar wurde das zu-
grunde liegende Koordinatensystem zur Verbindung zweier benachbarter  Fragmente so gewählt, 
dass keine Artefakte der Verbindung entstehen sollten. In den meisten berechneten Proteinen wur-
den Sekundärstrukturelemente dabei korrekt dargestellt (dies betrifft besonders den Ansatz der dy-
namischen Fragmentgenerierung).  Abbildung 29 zeigt z. B. die Struktur einer Helix, welche drei 
Fragmente umfasst. Es gibt keine Strukturbrüche wie Knicke o. ä. an den Verbindungsstellen der 
Fragmente. Dasselbe Bild bietet sich für Faltblätter (siehe Abbildung 29). Auch hier entstehen keine 
Strukturbrüche,  die  Fragmente können so zusammengesetzt  werden,  dass realistische Sekundär-
strukturen entstehen.
6.2. Beschreibung der Tertiärstruktur
Um Tertiärstrukturen von Proteinen (gleicher Sequenz) zu vergleichen, wird der RMSD verwen-
det. Sie werden als gleichwertig betrachtet, wenn ihr RMSD zueinander weniger als 6.5 Å beträgt 
(siehe z. B. [43], [67], [68]). Die Bedeutung dieser Grenze wird in Abbildung 30 verdeutlicht. Un-
terhalb von 3 Å sind die Strukturen nahezu identisch (1AG7). Im Bereich von 5 Å zeigen sich klei-
ne Unterschiede, welche sich im Wesentlichen auf einzelne Aminosäuren (hauptsächlich an den En-
den) beschränken (1T2Y). Bei 6.5 Å gibt es bereits größere Abweichungen, welche aber durch eine 
große Ähnlichkeit über weite Teile des Proteins kompensiert werden können (1Y29). Ab 7 Å zeigen 
sich deutliche Abweichungen in der Struktur und Orientierung von weiten Teilen des Proteins und 
Sekundärstrukturelemente weichen in den beiden Strukturen voneinander ab (1ND9).
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Abbildung  29:  Struktur  eines  
β-Faltblatts  (oben)  und  einer  
α-Helix  (unten).  Die  Struktur  
bleibt intakt, obwohl sie mehre-
re  Fragmente  umfasst  (rot,  
grün und gelb).
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Um die Fähigkeit des Modells zur Reproduktion von Tertiärstrukturen realer Proteine zu testen, 
wurden 173 verschiedene Proteine aus der PDB verwendet. Diese wurden so ausgewählt, dass sie in 
eine der folgenden SCOP-Klassen (Structural Classification Of Proteins, [69]) fallen (siehe Kapitel 
7.1): „All alpha“ (α-helikale Proteine), „all beta“ (β-Faltblattproteine) oder „small proteins“ (kleine 
Proteine, welche häufig durch Liganden dominiert sind). Für diese Proteine wurde der Grundzu-
stand mit  der  Grundzustandsenergie  EGZ berechnet,  die  Landschaft  unterhalb 0.8 EGZ modelliert 
und in dieser nach Strukturen mit einem RMSD < 6.5 Å zum nativen Zustand (PDB) gesucht. Falls 
so eine Struktur existiert, wird das Protein als (im Modell) berechenbar bezeichnet. Die gesamte 
Prozedur für das statische und das dynamische Verfahren ist in Abbildung 31 dargestellt.
Die Einschränkung auf Zustände mit ≤0.8 EGZ ist auf Grund des immensen Speicherbedarfs der 
Energielandschaften notwendig. Betrachtet man z. B. ein Protein der Länge 60 und 14 mögliche 
Strukturen pro Fragment, so erhält man ca. 14
60
7 ≈2⋅1010 mögliche Strukturen. Mit 4 Byte pro 
Koordinate ergeben sich damit für ein Protein:
2⋅1010⋅[3⋅60⋅4B]≈14TB.  (30)
Diese Zahl wird in der Realität allerdings nie erreicht, da aufgrund sterischer Einschränkungen 
meist nicht alle 14 Zustände pro Fragment realisiert werden. Eine realistischere Abschätzung ergibt 
sich mit  ca.  7 möglichen Strukturen pro Fragment,  womit  der  Speicherbedarf pro vollständiger 
Landschaft bei ca. 27GB liegt. 
Ein weiterer Grund für die Einschränkung auf die unteren 20% der Energielandschaft ist der fol-
gende: Die für die Strukturdynamik von Proteinen interessanten Zustände befinden sich in der Nähe 
des Grundzustandes, so dass es ausreicht, nur diesen Teil der Landschaft zu betrachten.
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Abbildung  30:  Simulierte  Strukturen  (Schlauch)  im  Ver-
gleich zu experimentell bestimmten Strukturen (Stäbchen).  
Der RMSD zwischen ihnen ist in Klammern angegeben.
1AG7 (2.3 Å)
1ND9 (7.2 Å)
1T2Y (5.3 Å) 1Y29 (6.5 Å)
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Tabelle 3 fasst die Ergebnisse dieser 
Validierung  zusammen.  Der  dynami-
sche Ansatz ist in der Lage, mehr Pro-
teine als der statische korrekt beschrei-
ben zu können. Aufgrund der inhären-
ten Sequenzinformation können besse-
re Strukturen ausgewählt werden. Dies 
spielt  auf  der  Ebene  der  Sekundär-
strukturelemente  kaum  eine  Rolle, 
wird aber bestimmend im Bereich der 
Tertiärstruktur bzw.  der  Orientierung 
lokaler Strukturen zueinander.  Da der 
dynamische Ansatz die lokalen Tertiär-
strukturen besser erfassen kann als der 
statische, ist er insgesamt näher an der 
realen Struktur des Proteins und kann 
z. B. Schleifen und die folgende Orien-
tierung  der  Aminosäuren  besser  mo-
dellieren. Dies erklärt, warum die Be-
rechenbarkeit im statischen Modell schlechter als im dynamischen ist.
33
Statischer Ansatz Dynamischer Ansatz
Berechenbarkeit 62% 89%
Tabelle 3: Berechenbarkeit von Proteinen im statischen und dynamischen Mo-
dell. Die Berechenbarkeit gibt an, wie viel Prozent der Proteine in der tief lie-
genden Energielandschaft mindestens eine Struktur mit einem RMSD <6.5 Å 
zum nativen Zustand besitzen.
Abbildung  31:  Flowchart  
für die Validierung des Mo-
dells.  Links:  Statisches  
Fragmentmodell.
Rechts: Dynamisches Frag-
mentmodell.
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Eine der wichtigen ungeklärten Fragen im Zusammenhang mit der Strukturvorhersage von Prote-
inen ist, ob der native Zustand eines Proteins tatsächlich dem Grundzustand entspricht. Dieses Pro-
blem ist mit der Form der Energielandschaft und der Dynamik beim Übergang von entfalteten Zu-
ständen zum nativen Zustand verknüpft. Seit den 1960er Jahren wird dies diskutiert, wobei sich die 
Vorstellungen von der Energielandschaft seither ständig weiterentwickelt haben. So nahm C. Levin-
thal 1968 für die Lösung des gleichnamigen Paradoxons noch eine weitgehend flache Energieland-
schaft mit einem golflochartigen nativen Zustand an (siehe Abbildung 32, a), in welcher es Pfade 
geben sollte, entlang derer sich das Protein gemäß einer definierten Reihenfolge von Faltungsereig-
nissen bewegt [70]. Dieses Bild war durch chemische Reaktionen motiviert, in welchen Reaktions-
pfade durch große Energiebarrieren vom Rest der Energielandschaft abgeschnitten sind. In Protei-
nen sind allerdings die Energiebarrieren zwischen einzelnen Zuständen relativ gering, so dass ein 
solcher Pfad nicht stabil gegenüber thermodynamischen Fluktuationen wäre [71].
Dieser Widerspruch zwischen tunnelartiger Energielandschaft und thermodynamischen Überle-
gungen führte  schließlich dazu,  die  Landschaft  statt  tunnelartig  als  trichterförmig zu betrachten 
[16],  [51],  [71] (siehe  Abbildung 32, b). Die Grundidee einer trichterförmigen Energielandschaft 
beruht auf der Tatsache, dass ein immanenter Gradient in Richtung nativer Zustand Strukturüber-
gänge von einem entfalteten in einen gefalteten Zustand wahrscheinlicher macht, als einen Über-
gang weg vom nativen Zustand10. Dabei ist keine feste Reihenfolge von Faltungsereignissen nötig, 
die Proteine beschreiben im Zustandsraum stochastische Trajektorien.
10 Da laut der Boltzmannverteilung für die Übergangswahrscheinlichkeit von Zustand i in Zustand j p ij∝e
−  Eij
gilt, werden Übergänge zu höheren Energien exponentiell gedämpft.
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Abbildung  32: Drei verschiedene Modelle für 
die  Energielandschaft  von  Proteinen.  X1/2 re-
präsentieren  die  Koordinaten  im  Zustands-
raum des Proteins.  (a) Pfadmodell.  (b) Trich-
terförmige, glatte Landschaft. (c) Realistisches  
Modell  der  trichterförmigen  Energieland-
schaft mit lokalen Minima, welche durch rela-
tiv kleine Barrieren getrennt sind.
(c)
(a) (b)
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Dieses Bild wurde seitdem in vielen Experimenten bestätigt. So fanden Deniz et al. ein kontinu-
ierliches Falten und Entfalten des Chymotrypsin Inhibitors 2  [72]. Gleiches wurde für Ubiquitin 
festgestellt [73].
Die lokale Gestalt der Energielandschaft kann einen entscheidenden Einfluss auf die Faltung ei-
nes Proteins ausüben. Ist die Landschaft sehr rau, so verlängert sich zum einen die Faltungszeit und 
zum anderen entstehen stabile lokale Minima, welche zu einer Mißfaltung des Proteins führen kön-
nen. Da reale Proteine aber sowohl kurze Faltungszeiten als auch unikale native Zustände aufwei-
sen, muss die Energielandschaft hinreichend glatt sein (siehe Abbildung 32, c). Die Barrierenhöhen 
bewegen sich für kleine Proteine im Bereich bis zu 5 kBT [74].
Auf den ersten Blick wirkt eine glatte Energielandschaft befremdlich. Betrachtet man Proteine 
ohne ihre Bedeutung im Rahmen von biologischen Prozessen, so ist man mit einem Heteropolymer 
konfrontiert, welches aus 20 verschiedenen Bausteinen besteht und einer Reihe von Einschränkun-
gen ausgesetzt  ist.  Beispiele  dafür  sind der Abstand der sequentiell  benachbarten Aminosäuren, 
durch andere Aminosäuren eingeschränkte Freiheitsgrade sowie attraktive und repulsive Wechsel-
wirkungen. Zusammen mit der riesigen Anzahl an Freiheitsgraden ist  normalerweise eine große 
Frustration und sehr raue Energielandschaft  zu erwarten,  welche viele lokale Minima und hohe 
Energiebarrieren zwischen diesen besitzt. In solch einer Energielandschaft wäre ein schnelles Falten 
in unikale native Zustände nicht möglich [51]. Die korrekte Funktion eines Proteins verlangt aller-
dings nach schneller und zuverlässiger Faltung sowie hinreichender Stabilität. Dies führt während 
der Evolution zu Sequenzen, welche ein Falten in minimal frustrierte Strukturen erlauben [75].
Mit der Rauigkeit hängt die Frage zusammen, ob der native Zustand eines Proteins dem Grund-
zustand entspricht. Im Prinzip sind zwei Möglichkeiten denkbar:
● Der native Zustand ist der Grundzustand (bezeichnet als thermodynamisch kontrolliertes 
Falten),
● Der native Zustand ist der tiefstliegende während des Faltungsprozesses erreichbare Zu-
stand (kinetisch kontrolliertes Falten).
Diese Frage wurde 1969 von Levinthal im Zusammenhang mit der tunnelartigen Energieland-
schaft aufgeworfen. In dieser ist die Faltung auf Grund fester Faltungswege kinetisch kontrolliert 
[70]. 1973 zeigte Anfinsen, dass im Prinzip auch thermodynamisch kontrolliertes Falten möglich ist 
[76]. Experimentelle Arbeiten zu diesem Problem sind widersprüchlich. Es gibt Anzeichen für das 
thermodynamisch kontrollierte Falten bei kleinen Proteinen (siehe z. B. [77]). Allerdings entspricht 
z. B. die native Form des Plasminogen  activator  inhibitors (siehe Abbildung 33) nicht dem Grund-
zustand des Proteins hinsichtlich der Energie [78]. Bei einigen Krankheiten wie Morbus Alzheimer 
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Abbildung  33:  Tertiärstruk-
tur des Plasminogen activa-
tor inhibitor. Dieses Protein  
besteht  aus  379  Aminosäu-
ren.  Seine  Tertiärstruktur  
entspricht nicht dem Grund-
zustand dieses Proteins hin-
sichtlich der freien Energie.
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oder  Creutzfeldt-Jakob-Erkrankung  wird  angenommen,  dass  diese  durch  kinetische  Fallen  oder 
durch einen Zustand mit einer tieferen Energie als der native Zustand hervorgerufen werden [79].
Heutzutage wird davon ausgegangen, dass die thermodynamische Hypothese in den meisten Fäl-
len (besonders für kleine Proteine) erfüllt ist. Unter Umständen muss es jedoch keinen Widerspruch 
zwischen beiden Ansätzen geben. So zeigten Govindarajan und Goldstein, dass evolutionärer Selek-
tionsdruck hinsichtlich der Stabilität von Proteinen einen Übergang von kinetischem Falten hin zu 
themodynamischem Falten bedingen kann. Eine Selektion hinsichtlich der Funktion kann dagegen 
wie im Fall des  Plasminogen  activator  inhibitors kinetisches Falten bevorzugen [80].
7.1. Einflüsse der Topologie des Proteins
Auf der Tertiärstrukturebene zeigen Proteine eine große Vielfalt an möglichen Strukturen (siehe 
Kapitel  2). Zu Beginn des Jahres 2008 waren 44585 Tertiärstrukturen von Proteinen in der PDB 
verfügbar  [5]. Basierend auf ihrer Tertiärstruktur können sie in verschiedene Klassen eingeordnet 
werden [69]. Die wichtigsten sind: „All alpha“ (4753 Proteinstrukturen), „all beta“ (7507 Protein-
strukturen) und „small proteins“ (1579 Proteinstrukturen), welche zusammen ca. 31% der Proteine 
in der PDB repräsentieren. Diese drei Klassen enthalten Proteine mit überwiegend α-helikalen Ele-
menten, Proteine mit überwiegend antiparallelen Faltblättern sowie kleine Proteine, deren Länge in 
der Größenordnung von 50 Aminosäuren liegt (siehe Abbildung 34 bis Abbildung 36). Die Vertei-
lungen der Proteinlängen entsprechen einer log-Normalverteilung, wobei die „all alpha“ und die 
„all beta“ Klassen einzelne Peaks aufweisen, welche nicht dieser Verteilung gehorchen. Die Peaks 
entsprechen Proteinen, die aufgrund ihrer Funktion eine große Rolle spielen (oder deren Struktur 
einfach zu bestimmen ist) und die damit großes wissenschaftliches Interesse auf sich ziehen.  So ist 
z. B. der Peak in dem Intervall 140-159 Aminosäuren in der „all alpha“ Klasse auf verschiedene 
Strukturen von Myoglobin zurückzuführen. Ohne dieses Protein beinhaltet die PDB in dieser Klasse 
und diesem Größenbereich nur 135 einkettige Strukturen. Schließt man weiterhin Hämoglobinvari-
anten aus, so erhält man 103 einkettige Strukturen, die im erwarteten Bereich der Verteilung liegen. 
Myoglobin und Hämoglobin spielen eine wichtige Rolle bei einem der fundamentalen Prozesse in 
Organismen, dem Sauerstofftransport. Insofern ist ihre überproportionale Häufigkeit verständlich.
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Abbildung 34: Anzahl der Proteine der SCOP-Klasse "all alpha" in Abhängigkeit ihrer  
Länge (in Aminosäuren). Ein Maximum existiert für Proteine mit 80-99 bzw. 140-159  
Aminosäuren.
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Die restlichen Klassen in SCOP weisen Kombinationen der Merkmale der drei o. g. Klassen auf. 
Um den Einfluss unterschiedlicher Topologien im Hinblick darauf zu untersuchen, ob der Grundzu-
stand dem nativen Zustand eines Proteins entspricht, werden in dieser Arbeit nur die Klassen „all al-
pha“, „all beta“ und „small proteins“ betrachtet. Einige Beispiele der Proteine aus den drei verwen-
deten Klassen sind in Abbildung 37 gezeigt. 
Bezüglich der Faltkinetik gibt es deutliche Unterschiede zwischen den einzelnen Sekundärstruk-
turelementen. Während das Falten von Helices stark lokal geprägt ist und im Wesentlichen durch 
die Etablierung von Wasserstoffbrückenbindungen zwischen dem iten und (i+4)ten Residuum stabili-
siert wird, ist die Faltung von β-Faltblättern durch sequentiell nichtlokale Elemente bestimmt. So 
muss sich erst eine Schleife bilden, von welcher aus das Faltblatt ähnlich einem Reißverschluss auf-
gebaut wird. Bei der Formierung von Faltblättern gibt es eine relativ große Energiebarriere, welche 
das Falten zusätzlich erschwert. Damit ist die Formierung eines Faltblatts um den Faktor 10 langsa-
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Abbildung 35: Anzahl der Proteine der SCOP-Klasse "all beta" in Abhängigkeit ihrer  
Länge (in Aminosäuren). Ein Maximum existiert für Proteine der Länge 120-139 und  
220-239 Aminosäuren.
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Abbildung 36: Anzahl der Proteine der SCOP-Klasse "small proteins" in Abhängigkeit  
ihrer Länge (in Aminosäuren). Ein Maximum existiert für Proteine der Länge 40-59  
Aminosäuren.
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mer als die Formierung von Helices [81]. Das führt dazu, dass Proteine mit hohem β-Faltblattanteil 
eine längere Zeit für die Faltung in den Grundzustand benötigen als vergleichbare Proteine mit ei-
nem hohen  α-Helix-Anteil. Auf Grund dieser unterschiedlichen Prozesse der Faltung wäre es im 
Prinzip möglich, dass sich die Anzahl der Proteine, bei welchen der Grundzustand dem nativen Zu-
stand entspricht, zwischen den Klassen deutlich unterscheidet.
Um ein repräsentatives Set von Proteinen zu erhalten, wurde die PDB nach Proteinen der Länge
l≤60 Aminosäuren in jeder der drei verwendeten Klassen durchsucht. Dabei wurde darauf geach-
tet, dass die Proteine untereinander weniger als 30% Sequenzähnlichkeit besitzen11. Die Größenbe-
schränkung ist durch das exponentielle Verhalten der Rechenzeit im Hinblick auf die Systemgröße 
motiviert. Andererseits liegt damit l (abgesehen von der Klasse „all beta“) jenseits oder nahe dem 
Maximum der Verteilung. In diesem Set befinden sich:
● 183 Proteine für „small proteins“
● 18 Proteine für „all alpha“
● 5 Proteine für „all beta“.
Auf Grund der größeren Berechenbarkeit12 wurde für die Suche des Grundzustandes das dynami-
sche Verfahren verwendet. 33 Proteine der „small proteins“-Klasse waren nicht modellierbar, da für 
sie keine hinreichende Sequenzübereinstimmung mit mehr als einem Protein in der PDB gefunden 
wurde. Diese Proteine wurden nicht berücksichtigt,  so dass insgesamt 173 Strukturen betrachtet 
wurden.
11 Die Einschränkung durch die Sequenzähnlichkeit reduziert die Anzahl der Proteine in dem verwendeten Set, ohne 
repräsentative Strukturen zu verwerfen.
12 Die Berechenbarkeit gibt an, bei wie vielen Proteinen in den unteren 20% der Energielandschaft mindestens ein 
Zustand existiert, der einen RMSD<6.5 Å zum nativen Zustand besitzt (vgl. 6.2).
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Abbildung  37:  Repräsentative  Strukturen 
der  verwendeten  SCOP-Klassen.  Links 
oben: "all alpha", rechts oben: "all beta",  
links unten: "small proteins".
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Für diese 173 Proteinsequenzen wurde das dynamische Verfahren entsprechend  Abbildung 31 
verwendet. Insgesamt ergab sich eine Berechenbarkeit von 89%, welche allerdings innerhalb der 
Klassen schwankte (siehe Tabelle 4). Die größte Berechenbarkeit ergab sich mit 100% für die „all 
beta“- und die „all alpha“-Klasse. Die Klasse „small proteins“ erreichte eine Berechenbarkeit von 
87%. Um die Unterschiede quantitativ zu erfassen, wurde der p-Wert bestimmt (siehe Kapitel 16). 
Der p-Wert gibt die Wahrscheinlichkeit  dafür an, dass in (Zufalls-) Experimenten unter gültiger 
Nullhypothese ein mindestens so extremes Ergebnis wie beobachtet erzielt wird. Ist der p-Wert grö-
ßer als das verwendete Signifikanzniveau (hier 5%), so sind die Unterschiede der Experimente nicht 
statistisch signifikant. Für die Berechnung wurde als Nullhypothese angenommen, dass die Bere-
chenbarkeit der Proteine entsprechend der Klasse „small proteins“ verteilt ist, d.h. jedes Protein mit 
einer Wahrscheinlichkeit von 131/150 berechenbar ist. Unter dieser Annahme gibt es keine statis-
tisch signifikanten Unterschiede zwischen „small proteins“ und den beiden anderen Klassen (siehe 
Tabelle 4).
Bei 123 der 173 simulierten Proteine entsprach der Grundzustand dem nativen Zustand. Ebenso 
gab es hier Unterschiede zwischen den einzelnen Klassen in der Häufigkeit, mit der der Grundzu-
stand des Modells dem nativen Zustand entspricht (siehe Tabelle 5). Allerdings ist kein signifikanter 
Unterschied zu der Klasse „small proteins“ feststellbar, wobei als Nullhypothese angenommen wur-
de, dass der Anteil nativer Zustände entsprechend der Klasse „small proteins“ verteilt ist (siehe Ta-
belle 5).
Für die Proteine der „small proteins“-Klasse wurden alle Strukturen mit einer Energie kleiner 
80% der jeweiligen Grundzustandsenergie ermittelt. Für die 150 Proteine dieser Klasse ergaben sich 
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Klasse Anteil nativer Grundzustände p-Wert
„all alpha“ 78% (14/18) 35%
„all beta“ 60% (3/5) 85%
„small proteins“ 71% (106/150) -
Tabelle 5: Anteil der Proteine, in denen der native Zustand dem 
Grundzustand entspricht und p-Wert. Der p-Wert gibt an, wie groß 
die Wahrscheinlichkeit ist, die beobachtete Anzahl oder mehr Pro-
teine zu finden, bei welchen der native Zustand dem Grundzustand 
entspricht. Die Nullhypothese geht davon aus, dass die Wahr-
scheinlichkeit eines einzelnen Proteins dafür, dass der Grundzu-
stand dem nativen Zustand entspricht, 106/150 beträgt.
Klasse Berechenbarkeit p-Wert
„all alpha“ 100% (18/18) 9%
„all beta“ 100% (5/5) 51%
„small proteins“ 87% (131/150) -
Tabelle 4: Berechenbarkeit und p-Werte der verwendeten Proteine in den ver-
schiedenen Klassen. Der p-Wert gibt an, wie groß die Wahrscheinlichkeit ist,  
die beobachtete Anzahl oder mehr berechenbare Proteine in den verschiedenen 
Klassen unter der Annahme zu finden, dass die Berechenbarkeit eines Proteins 
entsprechend der Klasse „small proteins“ 131/150 beträgt.
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insgesamt  36754  Zustände.  Für  die 
Klasse  „all  alpha“  wurde analog  ver-
fahren,  wobei  für  18  Proteine  15923 
Tertiärstrukturen  berechnet  wurden. 
Die Berechnung der 5 „all beta“ Prote-
ine führte zu 11102 Strukturen. 
Ein  Großteil  der  nativen  Zustände 
der untersuchten Proteine befindet sich 
im Grundzustand, allerdings gibt es ei-
nige  Proteine,  für  die  diese  Aussage 
nicht  gilt,  welche aber  dennoch bere-
chenbar sind. Deutlich wird dies an der 
Verteilung  der  RMSD-Werte  der 
Grundzustände im Vergleich zur  nati-
ven Struktur der PDB (vgl. Abbildung
38).  Dies  deutet  darauf  hin,  dass  die 
thermodynamische  Hypothese  in  die-
sem Modell nicht für alle Proteine gilt.
Einige Vertreter der Grundzustände der drei verwendeten Klassen sind in Abbildung 39, 40 und 
41 zusammen mit den nativen Strukturen aus der PDB gezeigt. Die Beispiele wurden so ausge-
wählt, dass Proteine mit sehr guter, guter und schlechter Übereinstimmung der Tertiärstruktur ge-
zeigt werden.
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Abbildung  39: Ausgewählte Strukturen der "all alpha"-Klasse. Schlauch: Berechneter  
Grundzustand, Stäbchen: PDB-Struktur (RMSD zwischen diesen in Klammern).
1AIE (4.7 Å) 1ERP  (0.6 Å) 1ERY (0.9 Å)
1JJS (7.6 Å) 1PGY (9.4 Å) 1RES (5.9 Å)
Abbildung  38: Verteilung der RMSD-Werte der Grundzu-
standsstrukturen  zum  nativen  Zustand  für  die  einzelnen 
Klassen. Das Maximum befindet sich bei allen drei Klas-
sen im Bereich von 2-4 Å.
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Abbildung 41: Ausgewählte Strukturen der "small proteins"-Klasse. Schlauch: Berech-
neter Grundzustand, Stäbchen: PDB-Struktur (RMSD zwischen diesen in Klammern).
1AG7 (2.6 Å) 1BXJ (2.3 Å) 1IXT (8.1 Å)
1MYN (1.6 Å) 1Q3Y (9.7 Å) 1T2Y (5.3 Å)
Abbildung  40: Die berech-
neten  Strukturen  der  "all  
beta"-Klasse.  Schlauch: 
Berechneter  Grundzu-
stand,  Stäbchen:  PDB-
Struktur  (RMSD  zwischen 
diesen in Klammern).
1E0L (2.7 Å) 1E0N (5.17 Å) 1ED7 (8.2 Å)
1I6C (9.3 Å) 1K91 (3.4 Å)
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7.2. Ursachen für nicht thermisches Falten
Nicht in allen Fällen wird bei Proteinen thermisches Falten, d.h. Falten in den energetisch güns-
tigsten Zustand, beobachtet. So kann Selektionsdruck hinsichtlich einer bestimmten Funktion des 
Proteins zu kinetischem Falten, d.h. Falten in ein metastabiles lokales Minimum führen [80]. Die 
Unterschiede im Faltprozess sollten sich durch die Berechnung der Energielandschaften detektieren 
lassen. Um dieser Fragestellung nachzugehen, werden im folgenden repräsentative Proteine aller 
drei verwendeten SCOP-Klassen betrachtet.
Die Energielandschaften der Klasse „all beta“ sind in  Abbildung 42 gezeigt. Für 1K91 gibt es 
keine  Struktur  außer  dem  Grundzustand,  welche  in  dem  betrachteten  Energieintervall
EGZ≤ E≤0.8 EGZ liegt. Diese Energielandschaft ist daher nicht dargestellt. Bei drei (1K91, 1E0L, 
1E0N) der fünf untersuchten Proteine dieser Klasse entspricht der Grundzustand dem nativen Zu-
stand. Im Vergleich zu den beiden Proteinen (1I6C und 1ED7), bei denen diese Beziehung nicht 
gilt, sind die Grundzustandsbassins kleiner, d.h. umfassen weniger Zustände. Auch in der Anzahl al-
ler Zustände unterhalb 0.8 EGZ zeigt sich ein deutlicher Unterschied. 1I6C und 1ED7 besitzen deut-
lich mehr Zustände mit E≤0.8 EGZ als 1K91, 1E0L bzw. 1E0N. Das deutet darauf hin, dass es sich 
bei diesen beiden Proteinen nicht um thermodynamische Falter handelt, da im Grundzustandsbassin 
keine definierte Struktur vorherrscht. 1ED7 und 1I6C weisen große Schwankungen z. B. des End-
End-Abstandes auf.
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Abbildung 42: Energielandschaften aller Proteine der "all beta" Klasse mit Ausnahme 
von 1K91 (der Grundzustand besitzt als einziger Zustand eine Energie E≤0.8 EGZ ).
Im Vergleich zu 1E0L, 1E0N (und 1K91) ist bei 1ED7 und 1I6C ein deutlich größeres 
Bassin zu beobachten, sie sind stärker entartet. In ihrer Energielandschaft finden sich 
Zustände, welche nicht dem Grundzustand entsprechen aber den nativen Zustand gut  
repräsentieren können.
1E0L 1E0N 1ED7
Zustand mit geringstem 
RMSD für 1ED7.
1I6C
Zustand mit geringstem 
RMSD für 1I6C.
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Abbildung 43: Energieland-
schaften  der  "all  alpha" 
Klasse  und  Strukturen  von 
1JJS und 1PGY, welche den 
nativen Zustand am besten 
repräsentieren.  Der  helika-
le Anteil bezeichnet die An-
zahl der Aminosäuren eines  
Zustandes,  welche  sich  in 
einer Helix befinden.
1AIE 1ERP 1ERY
1JJS 1PGY 1RES
Zustand mit geringstem 
RMSD für 1JJS.
Zustand mit geringstem 
RMSD für 1PGY.
Abbildung  44: Energielandschaften der  "small  proteins"  
Klasse und Struktur aus der Energielandschaft von 1IXT,  
welche den nativen Zustand am besten repräsentiert.
1BXJ 1IXT 1MYN
1Q3Y 1T2Y
1IXT
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Im Fall der Klasse „all alpha“ ist ähnliches zu beobachten. Auch hier sind die RMSD-Werte zwi-
schen  Grundzustand  und  nativem  Zustand  derjenigen  Proteine,  welche  ein  flaches  und  weites 
Grundzustandsbassin besitzen, relativ schlecht (siehe  Abbildung 43).
In der „small proteins“ Klasse gibt es für 1Q3Y in der Energielandschaft keine Struktur, welche 
dem nativen Zustand mehr ähnelt als der Grundzustand (der auf Grund seines RMSDs > 6.5 Å den 
nativen Zustand nicht repräsentiert). Für 1IXT gibt es einen Zustand, der dem nativen stärker ähnelt 
als der Grundzustand, allerdings einen RMSD von 6.7 Å besitzt und damit leicht über dem Schwell-
wert von 6.5 Å liegt. Einige Energielandschaften und die beste Struktur von 1IXT sind in  Abbil-
dung 44 gezeigt. Bei dieser Klasse ist bis auf einige Ausnahmen (z. B. 1Q3Y) zu beobachten, dass 
Proteine mit einer stark trichterförmigen Landschaft und wenig Zuständen im Grundzustandsbassin 
deutlich bessere RMSD-Werte zwischen Grundzustand und nativem Zustand aufweisen als solche 
mit einem breiten Grundzustandsbassin.
Die aufgefächerten Grundzustandsbassins können in einigen Fällen einen funktionellen Hinter-
grund besitzen. Eines der in  Abbildung 43 dargestellten Proteine (1JJS) weist z. B. starke Strukturf-
luktuationen während der Bindung eines Liganden auf [8].
Das in dieser Arbeit verwendete Set von 173 Proteinen ist repräsentativ für allgemeine Protein-
strukturen in der PDB, da es Proteine mit allen wichtigen Sekundärstrukturelementen sowie Protei-
ne ohne geordnete Sekundärstruktur enthält. Damit sollten die hier getroffenen Aussagen auch für 
Proteine gültig sein, welche nicht in diesem Set enthalten sind. Abweichungen könnten allerdings 
auf Grund der Größenunterschiede auftreten, da bis auf den Fall der Klasse „small proteins“ im All-
gemeinen kleine Proteine der jeweiligen Klassen verwendet wurden. Allerdings ist dieser Punkt 
nicht gravierend, da sich die meisten Proteine in Domänen gliedern, welche sich unabhängig von-
einander falten (siehe z. B. [82], [83] oder [84]). Diese liegen eher im betrachteten Längenbereich. 
19 Proteine des verwendeten Sets sind mit diesem Ansatz nicht berechenbar, d.h. es finden sich in 
ihrer tief liegenden Energielandschaft keine Strukturen, welche einen RMSD kleiner 6.5Å zum nati-
ven Zustand besitzen. Die restlichen 154 Proteine (18 in der Klasse „all alpha“, 5 in „all beta“ und 
131 in „small poteins“) sind berechenbar und für sie lässt sich mit Hilfe der Energielandschaften ein 
klares Bild bezüglich thermodynamischem Falten vs. kinetischem Falten treffen: In den meisten 
Fällen falten sich Proteine thermodynamisch. Abweichungen vom thermodynamischen Falten ma-
chen sich in der Energielandschaft als Verbreiterung tief liegender Bassins bemerkbar und können 
wie im Fall von 1JJS funktionell begründet sein.
7.3. Berechnung größerer Proteine
Das Problem der Berechnung von Grundzuständen in Proteinmodellen ist, wie in Kapitel 4 dis-
kutiert, NP-vollständig. Der Rechenaufwand steigt exponentiell mit der Anzahl der Aminosäuren. In 
dieser Arbeit werden Proteintertiärstrukturen durch das Verknüpfen von Fragmenten der Länge 7 
Aminosäuren erstellt. Jedes Fragment besitzt bis zu 14 mögliche Strukturen, d.h. die Anzahl der 
möglichen Proteinstrukturen steigt je 7 Aminosäuren um einen Faktor  ≤14. Die Abhängigkeit der 
Rechenzeit von der Länge des Proteins ist für das verwendete Modell (dynamische Fragmentgene-
rierung)  in  Abbildung  45 gezeigt.  Der  exponentielle  Verlauf  ist  deutlich  zu  erkennen.  Für  „all 
alpha“ ist der Rechenzeitbedarf pro Aminosäure im Durchschnitt am größten, für „small proteins“ 
am kleinsten.
Aufgrund der exponentiellen Abhängigkeit der Rechenzeit von der Systemgröße ist das vorge-
stellte Modell in Kombination mit dem exakten  branch-and-bound-Algorithmus auf Proteine mit 
weniger als 70 Aminosäuren beschränkt. Allerdings kann die Größe der zu berechnenden Proteine 
gesteigert werden, wenn auf die exakte Optimierung verzichtet wird. Im Kontext des in dieser Ar-
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beit vorgestellten Modells bietet sich ein Monte-Carlo-Verfahren wie „replica exchange“ an. Dabei 
werden mehrere Monte-Carlo-Simulationen parallel bei unterschiedlichen Temperaturen gestartet. 
In diesen wird im Konformationsraum eines Proteins in jedem Zeitschritt eine Zustandsänderung si-
muliert, welche von Konformation i nach Konformation j führt. Dabei werden für die Zustandsän-
derung folgende Wahrscheinlichkeiten verwendet:
p i  j=min 1: E iE je−E j− Ei : E i≤E j.  (31)
Nach jeweils  texchange Schritten werden die einzelnen Zustände innerhalb zweier Simulationen  n 
und m entsprechend einem Kriterium analog zu (31) ausgetauscht:
pex=min 1: E iE je−E j−E i 1T m− 1T n: E i≤E j.  (32)
Ein entsprechendes Verfahren für das vorgestellte Modell wurde von Otto implementiert  [85]. 
Damit ist es möglich, Proteine der Größenordnung 120 Aminosäuren und größer mit guter Genauig-
keit zu berechnen (siehe Abbildung 46). Daher liegt die Vermutung nahe, dass auch in dieser Grö-
ßenordnung die Mehrzahl der Proteine thermisch falten, da die tiefsten gefundenen Zustände gut 
mit der nativen Struktur übereinstimmen. Der Rechenzeitbedarf für ein solches MC-Verfahren ist 
deutlich geringer als bei der exakten Optimierung.
Die Gültigkeit des vorgestellten Modells erstreckt sich nicht nur auf Anwendungsgebiete der ex-
akten Optimierung, sondern kann unter Verwendung nichtexakter Algorithmen auch erfolgreich auf 
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Abbildung  45: Abhängigkeit der Rechenzeit von der Länge des Proteins (Anzahl  
der Aminosäuren) im Modell. Der exponentielle Trend ist bei allen drei Klassen 
ausgeprägt. Für Proteine der "all alpha" Klasse ist die stärkste exponentielle Ab-
hängigkeit zu beobachten.
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größere Proteine angewandt werden. Der Nachteil ist, dass ein solcher Algorithmus den Grundzu-
stand eines Systems nicht mit Sicherheit erfassen kann. Eine Unterscheidung nach kinetischem bzw. 
thermodynamischem Falten lässt sich mit MC-Methoden daher schlecht treffen, auch wenn Hinwei-
se auf die Art des Faltprozesses gefunden werden können.
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Abbildung  46:  Energetisch  tiefstliegender 
Zustand  (Schlauch)  der  replica  exchange 
MC-Simulation  für  eine  DNS-Helikase 
(1Q2Z, links oben), ein DNS-bindendes Pro-
tein (1IRZ, rechts oben) und ein retinoblas-
tombindendes  Protein  (2C7H,  links  unten).  
Der  RMSD  zu  der  nativen  Struktur  (Stäb-
chen) beträgt 4.8Å, 6.4Å sowie 6.2Å [85].
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Tryptophan cage protein ist das kleinste Protein, welches eine stabile Tertiärstruktur aufweist [7]. 
Es besteht aus 20 Aminosäuren. Dieses Protein wird durch künstliche Mutagenese aus einem 39 
Aminosäuren langen Protein erzeugt [7]. Aufgrund seiner geringen Größe eignet es sich gut als Stu-
dienobjekt für Simulationen des Faltungsvorganges. Zu diesem Protein gibt es viele Ansätze, die 
Tertiärstruktur mit Hilfe von ab initio-Verfahren vorherzusagen (siehe z. B. [86] oder [87]). Die na-
tive Struktur des Proteins ist in Abbildung 47 (links) dargestellt. Sie besteht aus zwei Helices und 
einem ungeordneten Schwanz (rot in der Abbildung), die Tertiärstruktur ist U-förmig.
Mit dem in Kapitel 3 bis 5 vorgestell-
ten Modell können nicht nur die Grund-
zustände, sondern auch die Energieland-
schaften bestimmt werden.  Da diese im 
Kontext des Modells komplett sind, d.h. 
alle möglichen Zustände berechnet wer-
den, ist die gesamte Information des Pro-
teins und seiner Dynamik verfügbar. Ne-
ben den in Kapitel  7 angestellten Unter-
suchungen  kann  die  Energielandschaft 
dazu verwendet werden, dynamische Ei-
genschaften  der  Proteine  wie  z.  B.  ihr 
Verhalten während der Faltung zu erfas-
sen.
Der Grundzustand des Tryptophan cage proteins entspricht im dynamischen Modell dem nativen 
Zustand mit einem RMSD von 2.4 Å (siehe Abbildung 47). Betrachtet man die Energielandschaft 
(siehe Abbildung 48), so ist eine golflochartige Fokussierung auf den Grundzustand bei (3Å, 9 heli-
kale Aminosäuren) zu erkennen. Interessant sind die Zustände mit geringem RMSD und geringer 
Anzahl helikaler Aminosäuren. Diese Strukturen approximieren zwar den nativen Zustand, weisen 
aber  weniger  mit  dem nativen Zustand übereinstimmende Sekundärstrukturelemente auf als  der 
Grundzustand.  Die Zustände mit  sehr 
großer  Helikalität  (10  Residuen  und 
mehr)  sind  aufgrund  der  Helix  steif 
und  können  sich  weniger  gut  an  die 
Struktur  anpassen  (größere  RMSD). 
Dieses Bild der Landschaft stimmt gut 
mit Ergebnissen anderer Autoren über-
ein,  vgl.  [87].  Auch  hier  wurde  eine 
golflochartige  Energielandschaft  ohne 
große Barrieren hin zum nativen Zu-
stand festgestellt.
Mit der Kenntnis  der Energieland-
schaft  kann  der  Prozess  der  Faltung 
dieses  Proteins  simuliert   werden.  In 
dieser Arbeit wurde dazu eine einfache 
Monte-Carlo-Technik  verwendet,  um 
die Bewegung des Proteins im Konfor-
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Abbildung  47:  Links: Nativer Zustand des Tryptophan 
cage proteins (PDB-id: 1L2Y). Rechts: Grundzustand im 
Modell (Schlauch) und nativer Zustand (Stäbchen). Der 
RMSD zwischen beiden beträgt 2.4 Å.
Abbildung 48: Tief liegende Energielandschaft des Trypto-
phan cage proteins. Der Grundzustand befindet sich bei  
RMSD 3Å, 9 helikalen Aminosäuren (helikaler Anteil).
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mationsraum zu beschreiben. Die Übergangswahrscheinlichkeiten pro MC-Schritt vom Zustand i in 
Zustand j entsprechen dabei
p i  j ∝e
− E ij .  (33)
Um die Faltung auf lokale Prozesse zu beschränken, wurden Übergänge allein zwischen Struktu-
ren zugelassen, welche sich nur in einem Fragment unterscheiden13. Einige Bilder der Simulation 
sind in  Abbildung 49 dargestellt. Die ausgedehnte Anfangsstruktur nimmt schnell eine kompakte 
Form an, welche schließlich die Helix im N-terminalen Bereich (blau) ausbildet und letztendlich 
den C-terminalen Teil des Proteins (rot) korrekt orientiert. Dabei ist die Helix im vorderen Teil deut-
lich stabiler als der Rest des Proteins. In der Simulation war der Grundzustand thermodynamisch 
am stabilsten. Dies korrespondiert mit experimentellen und theoretischen Vorhersagen zu diesem 
Thema (siehe [7], [86], [87], [88], [89]).
Mit dem vorgestellten Modell können, wie am Beispiel von Tryptophan cage protein gezeigt, 
nicht nur Aussagen über den Grundzustand getroffen werden. Auf Grund der Berechnung der kom-
pletten tief liegenden Energielandschaft des Proteins im Modell können dynamische Prozesse wie 
die Faltung des Proteins in den nativen Zustand untersucht werden. Dies ermöglicht die Detektion 
von metastabilen Zuständen, wie auch die Bestimmung ihrer Stabilität  und Lebensdauer. Dieser 
Punkt ist vor allem dann entscheidend, wenn pathogene Veränderungen von Proteinen wie z. B. bei 
Morbus Alzheimer, Mukoviszidose oder einigen Formen der  Retinitis pigmentosa untersucht und 
verstanden werden sollen. Diese zeichnen sich, gegenüber dem nativen Zustand, durch veränderte 
Tertiärstrukturen bzw. eine lange Lebensdauer nicht nativer Zustände aus.
13 Besteht eine Struktur aus den drei Fragmenten A (erstes), B (zweites) und C (drittes Fragment), so sind Übergänge 
nur in Strukturen mit ABX, AXC oder XBC möglich, wobei X für ein beliebiges Fragment steht.
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Abbildung  49:  „Schnappschüsse“  einer  MC-Simulation  zum Falten  des  Tryptophan 
cage proteins. Die Zeit in MC-Schritten steigt von links oben nach rechts unten.
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Transportvorgänge in Zellen können in zwei Arten unterteilt werden: Passiver und aktiver Trans-
port.  Der passive Transport ist diffusionsgetrieben (Brownsche Bewegung) und kann sowohl als 
freie Diffusion als auch entlang von Filamenten erfolgen (siehe [90]). Der letzte Fall ist insofern in-
teressant, da die Dimension der Brownschen Bewegung reduziert wird und ein deutlicher Rückgang 
in der „first passage time“ für den Transport zwischen zwei vernetzten Punkten zu erwarten ist. Für 
kleinere Moleküle ist passiver Transport hinreichend schnell. Allerdings wird aufgrund der stochas-
tischen Art dieses Transportprozesses eine hohe Konzentration der zu transportierenden Moleküle 
benötigt, soll in endlicher Zeit ein Signal oder eine bestimmte Menge des Transportgutes seinen Be-
stimmungsort erreichen.
Bei größeren Molekülen oder geringen Konzentrationen ist diese Art des passiven Transports 
nicht praktikabel, da die Transportzeiten zu lang wären. Für diesen Fall wird eine Art des aktiven 
Transports benötigt, welcher gerichtet verläuft. In der Zelle kommen dabei zwei Klassen von Protei-
nen zum Einsatz: Kinesin und Dynein. Beide vollführen eine gerichtete Bewegung entlang von Mi-
krotubuli. Letztere sind Proteinfilamente, welche das Zytoskelett der Zelle aufbauen und damit für 
ihre mechanische Stabilität verantwortlich sind. Mikrotubuli sind polar, das sogenannte + Ende be-
findet sich in der Nähe der Zellperipherie. Kinesine bewegen sich entlang der Mikrotubuli vom – 
zum + Ende und damit vom Zellinneren zur Peripherie, Dynein bewegt sich in entgegengesetzte 
Richtung [91].
Kinesin ist ein Proteindimer, d.h. es besteht aus zwei einzelnen Proteinen. Diese werden in eine 
leichte und eine schwere Kette unterteilt. Die schwere Kette bildet die Motordomäne, welche über 
eine kurze flexible Verbindung einen langen Schwanz ausbildet. Dieser bindet an seinem Ende die 
leichte Kette, welche die Wechselwirkung mit der zu transportierenden Fracht übernimmt. Die bei-
den Schwänze des Dimers bilden zusammen eine coiled coil-Struktur, d.h. zwei umeinander gewun-
dene α-Helices, und stabilisieren den Kinesinkomplex. Eine Skizze dieses Aufbaus ist in Abbildung
50 gezeigt.
Die Bewegung von Kinesin entlang des Mikrotu-
bulus erfolgt durch Hydrolyse von ATP. Es wird an-
genommen, dass die  Hydrolyse von ATP direkt  die 
Bewegung  des  Kinesinmotors  bedingt  [93],  doch 
wurde im Zuge des besseren Verständnisses von ther-
mischen Ratschen in den letzten Jahren auch ein Mo-
dell  vorgeschlagen,  welches auf Brownscher Bewe-
gung entlang der Mikrotubuli beruht [94]. In diesem 
Bild wird ATP benötigt, um die Randbedingungen der 
Brownschen  Bewegung  so  zu  verändern,  dass  ein 
Ratschensystem und damit eine gerichtete Bewegung 
entsteht. Bei der Bewegung entlang des Filaments be-
wegen  sich  die  beiden  Motordomänen  asynchron: 
Eine  Motordomäne  ist  an  das  Filament  gebunden, 
während sich die andere ungebunden nach vorne be-
wegt und dort erneut an das Filament bindet. Nun be-
wegt sich die zweite Domäne usw. Die Länge eines 
solchen Schrittes beträgt 8 nm.
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Abbildung  50:  Skizze des  
Kinesinkomplexes.  Oben: 
Die  beiden  Motordomä-
nen. Mitte: Die coiled coil  
Region.  Unten: frachtbin-
dende  Domänen.  Aus 
[92].
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Ist das Frachtprotein hinreichend groß, so sind mehrere Kinesinmotoren nötig, um einen Trans-
port zu gewährleisten. Allerdings sind die einzelnen Kinesinmoleküle nicht synchronisiert. Wäre die 
Tertiärstruktur des Kinesins starr, so würden sie sich gegenseitig blockieren; einige Kinesinmolekü-
le würden eine Vorwärtsbewegung ausführen, während der Rest verweilt und wie ein Anker am Fi-
lament die Bewegung verhindern würde. Es wird hingegen beobachtet, dass auch ein Verbund von 
Kinesinproteinen Fracht nahezu mit der gleichen Geschwindigkeit transportiert wie einzelne Kine-
sinproteine [95]. Anscheinend ist die Annahme, dass der Kinesinkomplex starr ist, nicht gerechtfer-
tigt. Studien zu diesem Thema zeigen, dass die Flexibilität eines Teils der coiled-coil-Struktur des 
Kinesins ausschlaggebend für die Funktion dieses Proteins ist (siehe [96], [97], [98]).
Ein Bereich dicht hinter dem sog. „neck“ des Kinesinproteins (der Bereich, in welchem die Mo-
tordomäne in den Schwanz übergeht), bezeichnet als break1, könnte die notwendige Flexibilität ge-
währleisten. Fahmy et al. [99] fanden 2008, dass Peptide (Teile des Gesamtproteins) aus diesem Be-
reich ein abgestuftes Helikalitätsprofil aufweisen: Ein Bereich sehr starker Helikalität war von mehr 
oder weniger flexiblen Bereichen mit geringer Helikalität umgeben. In dieser Studie vermuten die 
Autoren, dass der stark helikale Bereich die Helixbildung in den angrenzenden Bereichen induzie-
ren kann. Da die Faltung einer Helix lokal erfolgt und sehr schnell ist (d.h. in der Größenordnung 
von 10−7 s  erfolgt  [81]), könnte dies ein möglicher Mechanismus für die notwendige Flexibilität 
sein: Der break1-Bereich bildet eine coiled-coil-Struktur, unter einer Kraft erfolgt die Entfaltung 
und unter relaxierten Bedingungen kann die schnelle Refaltung zur Helix und damit zur coiled-coil-
Struktur ablaufen.
Um die experimentellen Daten zu interpretieren, wurden die fünf in [99] verwendeten Peptidse-
quenzen, bestehend aus je 30 teilweise überlappenden Aminosäuren, modellmäßig untersucht. Da-
bei wurde zum einen ein Verfahren eingesetzt, welches Aminosäuren mit atomarer Auflösung be-
züglich ihres Rückgrates simuliert (siehe [50], weiterhin als aminosäurespezifisch bezeichnet), und 
die in Kapitel  5 beschriebenen Wechselwirkungsenergien e ij verwendet. Die fünf Peptide wurden 
symmetrisch gekürzt, falls die Rechenzeit der ganzen Kette zu groß gewesen wäre. Zum anderen 
wurden die fünf Sequenzen mit dem in dieser Arbeit beschriebenen Modell unter dynamischer Frag-
mentgenerierung berechnet. Aufgrund der atomaren Beschreibung liefert das aminosäurespezifische 
Modell auf kleinen Skalen eine bessere Auflösung als das fragmentbasierte Modell. Für beide Mo-
delle wurden die Landschaften der verwendeten Peptide bestimmt.
Für den break1-Bereich des Kinesinproteins existieren keine bekannten Strukturen und auch kei-
ne Strukturen mit ähnlicher Sequenz in der PDB. So ergibt eine Suche in der PDB mit Hilfe von 
Blast  [38] gegen die Sequenz des break1 keine statistisch signifikanten Treffer (der E-Wert14 des 
besten Treffers, einer Polymerase, PDB-id: 1BGX, Kette T, beträgt 4.1). Über ein einfaches Struk-
turvorhersageverfahren mit Swissmodel [100], welches auf homologe Strukturen in der PDB ange-
wiesen ist, lässt sich die Sequenz ebenfalls nicht modellieren. Zwar befinden sich in der PDB 27 
Strukturen von Kinesinen, doch beschränken sich diese auf die Motor- und/oder Fracht-bindenden 
Domänen und können damit nicht als strukturelle Templates für die Vorhersage der break1-Struktur 
dienen. Der dynamische Fragmentansatz vermeidet dieses Problem, da er im Gegensatz zu Swiss-
model deutlich kleinere Fragmente der Länge 7 verwendet. Mit diesem können hinreichend viele 
Sequenzähnlichkeiten gefunden werden.
14 Dieser Wert gibt die Anzahl der Sequenzen an, die man mit einem ähnlichen guten Alignment allein durch Zufall  
erhalten würde.
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9.1. Modellierung der break1-Peptide
Die Sequenzen der fünf Peptide, deren Sequenzen am Anfang und Ende überlappen, sind (grün: 
Überlappung mit dem vorhergehenden Peptid, blau: Überlappung mit dem nachfolgenden Peptid):
● VEKLEIELARWRAGETVKAEEQINMEDLME
● RAGETVKAEEWINMEDLMEASTPNLEVEAA
● STPNLEVEAAWTAAAEAALAAQRTALANMS
● TAAAEAALAAWRTALANMSASVAVNEQARL
● NMSASVAVNEWARLATECERLYQQLDDKDE
Die Sequenzen der fünf Peptide sind jeweils 30 Aminosäuren lang und ihre Enden überlappen 
sequentiell jeweils um 10-19 Aminosäuren. In den Peptiden 2-5 wurde das ursprünglich an der Stel-
le 11 vorhandene Glutamin durch Tryptophan (W) ersetzt. Zusammen ergibt sich eine Länge des be-
trachteten Ausschnitts des Kinesins von 89 Aminosäuren.
Aus Messungen des Circulardichroismus [99] geht hervor, dass die Peptide 3 und 4 die stärkste 
Helikalität aufweisen, während die Peptide 1, 2 und 5 kaum helikale Anteile aufweisen. In dem dy-
namischen Modell ergeben sich für die Helikalitäten die Werte in  Tabelle 6. Dabei ist die durch-
schnittliche Helikalität h der thermodynamische Mittelwert über N Zustände gemäß
h=∑
i=1
N
pi⋅hi  (34)
gegeben, wobei pi die Besetzungswahrscheinlichkeit des Zustandes i bezeichnet.
Zwar ist die Helikalität in den ersten beiden Proteinen geringer als in Peptid 3 und 4, wie im Ex-
periment beobachtet, doch die Helikalität des fünften Peptids ist im Vergleich mit den experimentel-
len Daten zu hoch. Auch sollte der Unterschied zwischen den ersten beiden Peptiden und dem drit-
ten/vierten größer ausfallen.
Die Tertiärstrukturen bilden im Modell U-förmige helikale Strukturen aus (siehe Abbildung 51). 
Im Experiment tritt eine Dimerisierung der Peptide auf (entspricht der coiled coil-Struktur im kom-
pletten Protein), welche in den Simulationen nicht explizit berücksichtigt wird. Wenn eine Dimeri-
sierung energetisch günstig wäre, würde das im Modell dazu führen, dass ein Peptid in Ermange-
lung eines Partners versucht, eine Struktur einzunehmen, welche diesen Partner ersetzt. Es würde 
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Peptid Anzahl der Zustände
Helikalität des 
Grundzustandes
Maximale 
Helikalität
Durchschnittliche 
Helikalität
1 48 10 14 11
2 147 15 21 14
3 1818 16 22 17
4 834 16 24 16
5 496 15 24 16
Tabelle 6: Anzahl der betrachteten Zustände im Modell, Helikalität des Grundzustan-
des, maximale und durchschnittliche Helikalität in Anzahl der Aminosäuren der tief lie-
genden Zustände (<0.8EGZ) für den Ansatz der dynamischen Fragmentgenerierung.
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sich entsprechend verformen, um mit sich selbst zu interagieren. Das Resultat ist die beobachtete U-
förmige Gestalt.
Da keine homologen Strukturen für diesen Teil des Kinesins bekannt sind, können die generier-
ten Fragmente u. U. weit von der tatsächlichen Primärstruktur entfernt sein und damit den Konfigu-
rationsraum des zu betrachtenden Peptids im Modell mit dynamischer Fragmentgenerierung nicht 
korrekt abbilden. Die starke Helikalität entsteht, da Helices die häufigsten Sekundärstrukturelemen-
te in Proteinen sind. Falls zur Fragmentgenerierung Primärsequenzen verwendet werden, deren Se-
quenzähnlichkeit sehr gering und damit im Wesentlichen zufallsbedingt ist, repräsentieren die Frag-
mente überwiegend Helices, auch wenn diese nicht bevorzugte lokale Strukturen der Originalse-
quenz sind. Damit kommt es zu unbiologischen Strukturen der Fragmente, welche zu der hohen He-
likalität aller fünf betrachteten Peptide führen.
Um diesen Effekt zu vermeiden, wurde ein Modell verwendet, welche die Aminosäuren auf ei-
nem atomaren Level beschreibt.  In dieser Beschreibung wird Sequenzähnlichkeit nicht benötigt. 
Unter Verwendung der in Kapitel 5 eingeführten paarweisen Wechselwirkungsenergien e ij wurden 
die Strukturen in diesem Modell bestimmt. Die Helikalitäten des aminosäurespezifischen Modells 
für die fünf Peptide sind in Tabelle 7 aufgeführt. Diese Werte sind für die Peptide 1, 2 und 5 gerin-
ger  als  im Fall  des fragmentbasierten Modells.  Der allgemeine Trend, dass Peptid  3 und 4 die 
höchsten Helikalitäten aufweisen, wird bestätigt, allerdings ist in dem aminosäurespezifischen An-
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Abbildung 51: Vergleich der Grundzustände im Modell mit dynamischer Fragmentgene-
rierung (Schlauch)  und im aminosäurespezifischen Modell  (Stäbchen).  Die Werte  in  
Klammern bezeichnen den RMSD zwischen den Strukturen beider Modelle. Peptid 3  
und 5 weisen die größte Ähnlichkeit auf, während Peptid 1 und 4 im fragmentbasierten 
Modell auf Grund einer Pseudodimerisierung einen schlechten RMSD zwischen beiden  
Grundzuständen aufweist.
Peptid 1 (7.36 Å) Peptid 2 (8.62 Å) Peptid 3 (5.57 Å)
Peptid 4 (9.60 Å) Peptid 5 (5.26 Å)
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satz der helikale Anteil dieser beiden Peptide deutlich größer und entspricht damit besser den expe-
rimentellen Ergebnissen.
Die Energielandschaften der fünf Peptide im aminosäurespezifischen Modell sind in Abbildung
52 dargestellt. Im Vergleich zu dem fragmentbasierten Ansatz sind die minimalen End-zu-End-Ab-
stände des aminosäurespezifischen Ansatzes der ungeordneten Peptide 1, 2 und 5 auf Grund der hö-
heren lokalen Flexibilität geringer (siehe  Tabelle 8). Für Peptid 3 und 4 weist die Landschaft nur 
sehr wenige tief liegende Zustände bei einem insgesamt hohem helikalen Anteil auf. Bei Peptid 5 ist 
eine beginnende Entartung zu erkennen und bei Peptid 1 und 2 existieren viele miteinander konkur-
rierende Minima in der Energielandschaft. Diese erstrecken sich über einen deutlich größeren Be-
reich des Konfigurationsraumes als im Fall von Peptid 3, 4 und 5.
Obwohl die Tertiärstrukturen der beiden Modelle für die fünf Peptide aus den o.g. Gründen diffe-
rieren, weisen sie im Hinblick auf das Ausmaß der Helikalität in den verschiedenen Peptiden in bei-
den Modellen Übereinstimmungen auf. Der RMSD der korrespondierenden Peptide untereinander 
reicht von 5-9Å, wobei Peptid 4 und 2 mit 9Å bzw. 8Å am schlechtesten abschneiden. Die Struktu-
ren beider Modelle sowie ihre RMSD-Werte sind in Abbildung 51 verglichen.
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Abbildung 52: Energieland-
schaften für die fünf Pepti-
de  des  Kinesinabschnitts  
break1  im  aminosäurespe-
zifischen Modell.
Peptid 1 Peptid 2 Peptid 3
Peptid 4 Peptid 5
Peptid Anzahl der Zustände
Helikalität des 
Grundzustandes
Maximale 
Helikalität
Durchschnittliche 
Helikalität
1 219 9 17 10
2 855 8 13 9
3 48 22 24 21
4 53 24 26 24
5 152 13 17 15
Tabelle 7: Anzahl der betrachteten Zustände im Modell, Helikalität des Grundzustan-
des, maximale und durchschnittliche Helikalität in Anzahl der Aminosäuren für das 
aminosäurespezifische Modell.
9.(Ent-) Falten von Kinesin
Die Energie des Grundzustandes liegt für die Peptide 3 und 4 tiefer als für Peptid 1 und 2 (siehe 
Tabelle 9). Falls ein teilweises Entfalten der Break1-Region notwendig ist, um die Funktion von Ki-
nesin im Verbund zu ermöglichen, sollte sich dieses Entfalten daher in den Peptiden 1 und 2 abspie-
len. Die Peptide 3, 4 und u. U. 5 würden stabil bleiben und nach dem Entfalten der randnahen Pepti-
de als Kondensationskeime für die Reetablierung helikaler Strukturen dienen [99]. Um diese Frage 
zu klären, müssten die Überlappungsbereiche der Peptide ausgedehnt und die Energielandschaften 
in einem größeren Energiebereich aufgenommen werden. Simulationen analog zu denen in Kapitel 
8 können dann Aussagen über die Entwicklung der Helices während des mechanoinduzierten Ent-
faltens und der Relaxation geben. Diese könnten anschließend im Experiment überprüft werden und 
im Vergleich mit diesem wertvolle Hinweise auf die genaue Wirkungsweise von Kinesin geben.
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Peptid (Anzahl der Aminosäuren) Grundzustandsenergie
1 (26) -18.6917
2 (25) -13.9502
3 (30) -21.0119
4 (30) -27.2120
5 (26) -21.6136
Tabelle 9: Grundzustandsenergie im aminosäurespezifischen Programm. Die Peptide 3, 
4 und 5 sind deutlich stabiler als 1 und 2. Die Peptide 3 und 4 (grau) weisen sowohl im 
aminosäurespezifischen wie auch im fragmentbasierten Modell die stärkste Helikalität  
auf. Die Werte in Klammern geben die Länge des berechneten Peptids an.
Peptid
Minimaler End-
zu-End-
Abstand, as
Maximaler End-
zu-End-
Abstand, as
Minimaler End-
zu-End-
Abstand, frag
Maximaler End-
zu-End-
Abstand, frag
1 4 20 7 25
2 4 30 8 48
3 31 48 9 41
4 8 45 5 41
5 7 24 8 44
Tabelle 8: Minimaler und maximaler End-zu-End-Abstand der fünf Peptide im amino-
säurespezifischen (as) und im fragmentbasierten (frag) Modell. Die stark α-helikalen 
Peptide 3 und 4 sind grau hinterlegt. Die Peptide 1, 2 und 5 weisen einen größeren mi-
nimalen und maximalen End-zu-End-Abstand auf.
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10. Mechanisches Entfalten von Membranproteinen – Vorhersage 
von Entfaltungsbarrieren
10.1. Membranen und Membranproteine
Ohne Membranen wäre Leben in der uns bekannten Form unmöglich. Durch sie ist es einer Zelle 
möglich, in ihrem Inneren Bedingungen zu schaffen, welche von der Umgebung abweichen. Mem-
branen sind impermeabel für Makromoleküle und selektiv permeabel für Ionen. Durch gesteuerten 
aktiven und passiven Transport von Ionen durch die Membran können die Ionenkonzentrationen in-
nerhalb und außerhalb der Zelle exakt geregelt werden15 und z. B. Nervenzellen elektrische Poten-
tiale im 100mV-Bereich aufbauen  [91]. Abgesehen von der Abschottung des Zellinneren von der 
Umgebung, dienen Membranen dazu, Kompartimente innerhalb der Zelle zu schaffen, in welchen 
spezielle Bedingungen herrschen. Beispiele dafür sind Mitochondrien, in denen der Hauptteil des 
von der Zelle verwendeten ATPs produziert wird oder das Lysosom, in welchem Proteine abgebaut 
werden können.
Das heutige Bild einer Membran als Lipiddoppelschicht geht auf eine Arbeit aus dem Jahre 1925 
von Gorter und Grendel zurück [102]. Sie untersuchten Blutzellen und stellten fest, dass diese durch 
eine Schicht von Phospholipiden bedeckt sind, welche zwei Moleküldurchmesser dick ist. Phospho-
lipide sind amphiphile Substanzen, d.h. sowohl hydro- als auch lipophil. Im Kontakt mit Wasser bil-
den sie eine Doppelschicht aus, bei welcher sich die lipophilen Teile des Moleküls zusammen la-
gern und sich gegenseitig vom Wasser abschirmen, während die hydrophilen Teile zum Wasser aus-
gerichtet werden. Doch dieses einfache Modell konnte viele Eigenschaften der Membran wie z. B. 
ihre Stabilität  nicht erklären. Im Jahre 1935 wurde das einfache Doppelschichtmodell, gestützt auf 
elektronenmikroskopische Aufnahmen, welche einen dreiphasigen Aufbau der Membran nahe leg-
ten, von Davson und Danielli erweitert [103]. Sie schlugen zusätzlich zu den beiden Lipidschichten 
eine Proteinschicht vor, welche die Membran auf beiden Seiten bedecken und damit stabilisieren 
sollte.
Es dauerte 37 Jahre, bis diese Modellvorstellung einer Biomembran abermals erweitert wurde. 
Singer und Nicholson entwickelten 1972 das fluid mosaic-Modell, in welchem integrale Membran-
proteine als globuläre Proteine beschrieben werden, deren polare und ionische Gruppen in die wäs-
serige Lösung hineinragen, während die unpolaren Gruppen im hydrophoben Inneren der Membran 
eingebettet sind  [104]. Die Phospholipide sollten analog zu dem Modell von Gorter und Grendel 
[102] angeordnet sein, sich allerdings in einer fluiden Phase befinden, was die Diffusion der Mem-
branproteine entlang der zweidimensionalen Oberfläche der Membran ermöglicht. Dieses Bild wur-
de durch Experimente zwei Jahre zuvor von Frye und Edidin untermauert, in welchen die Diffusion 
von Membranproteinen entlang der Zelloberfläche experimentell nachgewiesen wurde [105]. Dabei 
wurden zelloberflächenspezifische Antigene zweier Zellen von Maus und Mensch mit Fluoreszenz-
markern versehen und die Zellen anschließend fusioniert. Nach 40 Minuten waren in 90% der beob-
achteten Fälle die an die Zelloberfläche gebundenen Antigene komplett durchmischt.
Seitdem hat sich die Modellvorstellung von Biomembranen nicht fundamental geändert und das 
fluid mosaic-Modell wird heutzutage als das Modell angesehen, welches Biomembranen am besten 
beschreibt (siehe dazu auch [106]). Die genaue Struktur einiger Membranproteine wurde aufgeklärt 
und es stellte sich heraus, dass die membranüberbrückenden Teile dieser Proteine hydrophober Na-
15 Interessanterweise wird die Ionenkonzentration so geregelt, dass die Umgebung einer Zelle Ähnlichkeiten zu einer  
marinen Umgebung aufweist [101].
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tur sind und meist α-helikale Strukturen annehmen [107]. In den letzten Jahren wurde klar, dass die 
Organisation der einzelnen Membranproteine zu räumlichen Domänen einen starken Einfluss auf 
die Struktur und Funktion der Membran besitzt (siehe z. B. [108] oder [4]).
Die in die Membran eingebundenen Proteine lassen sich grob in zwei Klassen einteilen: Integrale 
Membranproteine, welche die gesamte Membran überspannen und membrangebundene Proteine, 
welche nur teilweise in der Membran verankert sind [91]. Membranproteine spielen in Organismen 
eine immens wichtige Rolle. Da die Membran impermeabel ist (abgesehen von einigen Ionen), ist 
ein Mechanismus erforderlich, um Substanzen durch die Membran zu transportieren. Für diese Auf-
gabe werden integrale Membranproteine benötigt. Ein Beispiel ist der Transport von Natrium- und 
Kaliumionen durch die Membran. So liegt die intrazelluläre Konzentration von Natriumionen bei 
10mmol/l, die extrazelluläre bei 140mmol/l. Die entsprechenden physiologischen Bedingungen für 
Kalium sind 150mmol/l intra- und 4mmol/l extrazellulär. Diese großen Konzentrationsunterschiede 
sind für die Zelle essentiell und müssen durch aktiven Transport mit Hilfe sog. Natrium-Kalium-
Pumpen aufrecht erhalten werden. Signalweiterleitung durch die Membran sowie katalytische Re-
aktionen unter Ausnutzung eines chemischen Gradienten zwischen beiden Seiten der Membran sind 
weitere  Aufgabengebiete  von integralen  Membranproteinen.  Membrangebundene Proteine  treten 
meist im Verbund mit integralen Membranproteinen auf. Über spezifische Wechselwirkungen mit 
diesen verknüpfen sie transmembrane Proteine mit dem Zytoskelett, oder beeinflussen die Bildung 
von Vesikeln. Membrangebundene Proteine ermöglichen weiterhin eine sehr viel spezifischere In-
teraktion zu anderen Proteinen als die Wechselwirkung mit Membranproteinen allein und erlauben 
damit eine spezifische Aktivierung von Kanälen und Pumpen [91].
Um Substanzen durch Biomembranen zu befördern, werden aktive oder passive (diffusionsge-
triebene)  Systeme benötigt.  Die dafür  verantwortlichen  (integralen)  Proteinkomplexe  werden in 
Transporter und Kanäle eingeteilt [4]. Kanäle sind für den diffusionsgetriebenen passiven Transport 
verantwortlich, wohingegen Transporter Substanzen aktiv unter Energieverbrauch (ATP-Hydrolyse 
oder Photoneneinfang) gegen einen Konzentrationsgradienten durch die Membran befördern. Be-
kannte Beispiele für letztere sind Bacteriorhodopsin (transportiert H+-Ionen durch die Membran) 
oder Na+-K+-Transporter (verantwortlich für das Aktionspotential einer Zellmembran).
Ca. 30% der menschlichen Gene enthalten Informationen über Membranproteine [109]. Mutatio-
nen in Membranproteinen können zu schwerwiegenden Erkrankungen wie z.  B.  Mukoviszidose 
[110] oder Retinitis pigmentosa [111] führen. Obwohl Membranproteine durch ihre Häufigkeit wie 
auch ihre Bedeutung für eine funktionsfähige Zelle im Fokus des wissenschaftlichen Interesses ste-
hen, ist relativ wenig über ihre Struktur bekannt. So sind weniger als 1% der in der PDB enthalte-
nen Strukturen Membranproteine. Dies liegt vor allem an der Schwierigkeit, die Struktur von Mem-
branproteinen mit herkömmlichen Methoden wie Röntgenbeugung (siehe z. B.  [112]) oder NMR 
(siehe z. B.  [113]) aufzuklären. Die auf Grund der starken Hydrophobizität der Membranproteine 
hinzugefügten Detergenzien erschweren die für Röntgenbeugung notwendige Kristallisation aus der 
Lösung, wohingegen bei NMR die Größe der Membranproteine die Strukturbestimmung erschwert. 
Diese Situation verschärft sich noch einmal, wenn Komplexe von Membranproteinen sowie ihre 
Funktion aufgeklärt werden sollen. So dauerte es z. B. neun Jahre und bedurfte unzähliger Experi-
mente, um die Struktur des nuclear pore-Komplexes aufzuklären [114]. Methoden, welche in silico-
Aussagen über Membranproteine erlauben, sind somit von großer Bedeutung, um Experimente aus-
zuwerten, zu verstehen und anzuregen.
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10.2. Atomkraftmikroskop und Einzelmolekülkraftspektroskopie
Da die Strukturaufklärung mit  Hilfe konventioneller  Methoden sehr aufwendig ist,  wird ver-
sucht, mit Hilfe neuer Methoden Informationen über das Protein zu gewinnen. So entwickelte sich 
in den letzten Jahren das von Binnig und Rohrer [115] in den 1980er Jahren entworfene Atomkraft-
mikroskop  (AFM) zum Einzelmolekülkraftspektrometer weiter. Mit diesem kann die Kraft gemes-
sen werden, die auf ein Protein einwirken muss, um es mechanisch zu entfalten [116]. Damit kön-
nen Fragen beantwortet werden wie beispielsweise: Wie stark wechselwirken Proteine untereinan-
der [117], wie stark binden Antikörper mit Antigenen [118] oder wie hängt die mechanische Stabili-
tät von der Richtung der aufgewandten Kraft ab [119]. Während mit den klassischen Methoden der 
Atomkraftmikroskopie  vor  allem Oberflächeneigenschaften  wie  Rauigkeit  oder  Härte  bestimmt 
werden können, wird mit Hilfe der Einzelmolekülkraftspektroskopie der Kraftverlauf über der Aus-
lenkung des Kantilevers gemessen. Bei Proteinen beobachtet man in diesen Kurven ein Muster von 
Kraftspitzen,  welche als  Widerstand des  Proteins  gegen mechanisches Entfalten sowie dem an-
schließenden Entfalten von Sekundärstrukturelementen gedeutet  wird (siehe  Abbildung 53).  Mit 
Hilfe des sog. worm like chain-Modells [120] kann aus der gemessenen Kraft F zusammen mit der 
gemessenen Auslenkung x des Kantilevers die Konturlänge des entfalteten Teils sowie seine Länge 
in Aminosäuren berechnet werden:
F l p
k B T
= 1
4 1− xLc − 14  xLc ,  (35)
wobei  lP die Persistenzlänge und Lc die Konturlänge des entfalteten Teils des Proteins bezeichnet. 
Mit Hilfe dieser Technik ist es möglich, Entfaltungsbarrieren gezielt in Proteinen zu lokalisieren 
und z. B. die Richtungsabhängigkeit von Entfaltungskräften zu beobachten [121].
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Abbildung  53: Aufbau eines Einzelmolekül-
kraftspektrometrischen Versuchs (oben) und 
resultierende  Kraft-Abstandskurve  mit  Fit  
des WLC (unten), aus [122].
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Einzelmolekülkraftspektroskopie erlaubt es, Informationen über Membranproteine zu gewinnen, 
ohne auf den Aufwand klassischer Techniken zur Strukturbestimmung zurückgreifen zu müssen. Al-
lerdings ist diese Technik insofern limitiert, da sie keine expliziten strukturellen Daten, sondern nur 
Kraft-Abstandskurven generiert. Die Interpretation solcher Daten kann oft nur unter dem Gesichts-
punkt vorhandener Strukturinformationen geschehen.
Bei der Einzelmolekülspektroskopie sind die Messungen stark durch thermische Fluktuationen 
des Proteins beeinflusst.  So können sich Teile eines Proteins in verschiedenen Messungen unter 
Umständen  über  unterschiedliche  Wege  im  Konformationsraum  entfalten.  Zwar  bleiben  die 
Hauptentfaltungswege meist bestehen, doch zumindest kleinere Entfaltungswege werden erst in ei-
ner großen Anzahl ähnlicher Experimente sichtbar. Somit werden im Experiment sowohl sog. „main 
peaks“ beobachtet, welche in jeder Messung auftreten als auch „side peaks“, welche nicht in jeder 
Messung detektiert werden. Die thermischen Fluktuationen des Kantilevers bedingen ein weiteres 
Absinken  der  Messgenauigkeit.  Im  Endeffekt  können  mit  der  Einzelmolekülkraftspektroskopie 
Kräfte  im Bereich von einigen 100pN mit  Genauigkeiten von ≈20 pN bestimmt werden (siehe 
[123]).
10.3. Anpassung des Wechselwirkungspotentials an Membranproteine
Die  Spitzen  in  Kraft-Abstandskurven  der  Einzelmolekülkraftspektroskopie  können  einzelnen 
Entfaltungsprozessen (z. B. Entfaltung von α-Helices [124]) zugeordnet werden. Interessant ist die 
Frage, welchen Hintergrund die Entfaltungsbarrieren haben. So beobachtet man z. B. eine Häufung 
der main peaks in der Nähe der Membran [125]. Andere mögliche Einflussgrößen sind die Geome-
trie der Proteine und hier vor allem die Richtung der angelegten Kraft im Verhältnis zum Verlauf 
der Sekundärstrukturelemente. Sind beide antiparallel zueinander, sind deutlich größere Kräfte nö-
tig, um eine Entfaltung hervorzurufen als im parallelen Fall. Neben diesen geometrischen Effekten 
spielt  die  Wechselwirkung der  einzelnen  Aminosäuren  des  Membranproteins  untereinander  eine 
wichtige Rolle, sind diese doch z. B. für die Orientierung der Helices untereinander verantwortlich 
[126].
Um den Einfluss der Interaktionen zwischen Aminosäuren zu ermitteln, wurde ein Ansatz analog 
dem in Kapitel 5 beschriebenen gewählt. In Membranen herrscht eine stark hydrophobe Umgebung 
vor. Dies steht im Widerspruch zu der hydrophilen Umgebung, in welcher globuläre Proteine in Lö-
sung residieren. Die paarweisen Wechselwirkungen e ij
* aus Kapitel 5 können daher nicht verwen-
det werden. Zudem gibt es auf Grund der schwierigen Bedingungen zur Strukturbestimmung nur 
sehr wenige verfügbare dreidimensionale Strukturen von Membranproteinen in der PDB (siehe Ka-
pitel 10.1). Auf Grund der geringen Anzahl der Strukturen würde ein Ansatz über die Paarkontakte 
wie in (25) eine schlechte Statistik liefern. Bei 20 Proteinen der Länge 200 Aminosäuren und ca. 10 
räumlich  benachbarten  Residuen  pro  Aminosäure  fänden  sich  z.  B.  im  Mittel  nur
nMet= pMet
2 ⋅20⋅200⋅10 ≈8 Methionin-Methionin-Paare. Das wäre zu wenig, um (25) sinnvoll an-
wenden zu können. Unter der Annahme, dass sich die Wechselwirkungen in erster Näherung durch 
die Lösungsenergien allein beschreiben lassen [127], wurde daher im Kontext der Membranproteine 
auf die paarweisen Wechselwirkungsterme e ij
* verzichtet.
Die Lösungsenergien für die Aminosäuren wurden analog zu (24) bestimmt. Ihre Summe ergibt 
anschließend
e ij , mem=e i , meme j , mem.  (36)
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 Dabei wurde darauf geachtet, dass für die Berechnung der Häufigkeiten der einzelnen Amino-
säuren nur Residuen verwendet wurden, welche sich innerhalb der Membran befinden. Der verwen-
dete Ansatz zur Bestimmung der Membranposition ist in Kapitel 17 beschrieben. Die Werte für die 
Energien wurden mit Hilfe des folgenden Sets von Membranproteinen aus der PDB gewonnen: 
1BY5,  1E54,  1EHK, 1FEP,  1FX8,  1HXX, 1K24,  1KMO, 1L9H, 1M0K, 1NQE,  1OKC, 1P4T, 
1QJ8, 1QJP, 1THQ, 1U7G, 1UYN, 1V9M, 2POR. Die Anzahl der als innen und außen klassifizier-
ten Aminosäuren ist in Tabelle 10 gezeigt.
10.4. Vorhersage von Energiebarrieren
Zur Zeit  der vorliegenden Arbeit  (März 2008) sind Einzelmolekülkraftspektroskopiedaten für 
fünf verschiedene Proteine verfügbar. Diese sind:
● Bacteriorhodopsin.  Dieses  Protein  dient  zum lichtgetriebenen Protonentransport  durch 
die Zellmembran des salzliebenden Bakteriums Halobacterium salinarum [128]. Der so ge-
nerierte Protonengradient dient der Energiegewinnung des Bakteriums. Bacteriorhodopsin 
gehört zur Klasse der G-Protein-bindenden Rezeptoren und besteht aus sieben Transmem-
branhelices [129]. In vivo bildet Bacteriorhodopsin Trimerstrukturen [125].
●  Halorhodopsin. Zusammen mit Chlorionen transportiert dieses Protein ebenfalls Brom-, 
Iod- und Stickstoffionen (siehe [128], [131], [132]). Obwohl es nur 31% Sequenzähnlichkeit 
zu Bacteriorhodopsin aufweist16, hat es dieselbe Topologie aus sieben transmembranen Heli-
ces und gehört ebenfalls zur Klasse der G-Protein-bindenden Rezeptoren.
● Rhodopsin. Ein weiteres Mitglied der G-Protein-bindenden Rezeptoren. Wie alle Proteine 
dieser Klasse weist Rhodopsin sieben transmembrane Helices auf [133].
● Na+/H+-Antiporter.  Dieser Antiporter reguliert die Natriumionen und Protonenkonzentra-
tion in der Zelle sowie das Zellvolumen  [134]. Er besteht aus 12 überwiegend helikalen 
Transmembransegmenten. 
16 Vergleiche hierzu auch [130].
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Aminosäure Innen Außen Aminosäure Innen Außen
Cys 16 12 His 32 24
Ile 118 122 Gly 299 164
Ser 158 71 Asp 97 64
Gln 75 52 Leu 236 258
Lys 57 63 Arg 116 77
Asn 100 51 Trp 43 55
Pro 61 66 Val 166 191
Thr 168 87 Glu 91 46
Phe 103 141 Tyr 107 127
Ala 238 187 Met 61 31
Tabelle 10: Häufigkeiten der Zustände der einzelnen Aminosäuren in dem verwendeten 
Set von Membranproteinen. Für die Definition „innen“ und „außen“ siehe Kapitel 5.1.
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● Aquaporin. Das letzte der verwendeten Proteine ist ein integrales Membranprotein, wel-
ches  für  den  Transport  von Wasser  durch  die  Membran  verantwortlich  ist  (siehe  [135], 
[136]). Aquaporin besteht aus sechs Transmembranhelices [137].
Die experimentellen Kraft-Abstandskurven der fünf Proteine weisen spezifische Peaks auf, wel-
che Entfaltungsbarrieren zugeordnet werden können. Die generelle Form dieser Spektren ist in Ab-
bildung 53 zu sehen.
Falls für eine Entfaltungsbarriere Wechselwirkungen zwischen den Residuen eines Membranpro-
teins verantwortlich sind, sollten sich die entsprechenden Aminosäuren detektieren lassen. Dafür 
wurde anhand der bekannten Tertiärstruktur der fünf o.g. Membranproteine, der jeweiligen Länge n, 
die Energie Ei  pro Aminosäure i berechnet (rij gemessen in Å):
E i=∑
j
n
eij ,mem  8−rij  .  (37)
Energiebarrieren sollten sich in den so entstehenden Energieprofilen, der Abfolge der Energie Ei 
über der Sequenz, als tiefe und relativ breite Täler zeigen. Ein Beispiel eines solchen Energieprofils 
ist in Abbildung 54 dargestellt.
Um eine Verbindung zwischen der Position der Entfaltungsbarrieren und dem Energieprofil her-
stellen zu können, muss ein Kriterium definiert werden, welches entscheidet, ob ein Tal des Ener-
gieprofils eine Entfaltungsbarriere repräsentiert. Ein solches Tal wird als Energiebarriere bezeich-
net. Dieses Kriterium muss sowohl eine minimale Breite des Tals als auch die Tiefe des Tals (und 
damit die Wechselwirkungsenergie) berücksichtigen. Bei allen untersuchten Proteinen handelt es 
sich um α-helikale Membranproteine. Ein vollständiger Turn einer α-Helix umfasst 3.6 Aminosäu-
ren [91], d.h. der Winkel zwischen zwei Aminosäuren, projiziert auf eine Ebene senkrecht zur Heli-
xachse, beträgt:
helix=
2
3.6−1
≈0.8 .  (38)
Unter der vereinfachenden Annahme, dass eine Wechselwirkung mit anderen Teilen des Proteins 
mindestens einen halben Helixumfang umfasst (siehe Abbildung 55), kann die minimale Breite des 
Tals folgendermaßen definiert werden:
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Abbildung 54: Energieprofil von Bacteriorhodopsin.
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bmin =⌈ helix ⌉1=3.  (39)
Der zweite Parameter, die minimale Energie einer Energiebarriere E tal , wurde so gewählt, dass, 
im Hinblick auf die experimentellen Daten, die Spezifität maximiert wird. Es ergab sich mit den in 
Kapitel 5 gewählten Energieeinheiten:
E tal=−4.  (40)
Die experimentelle Bestimmung der Position der Entfaltungsbarrieren ist fehlerbehaftet. So liegt 
die sequentielle Auflösung auf Grund von thermischen Fluktuationen des Proteins und des Kantile-
vers bei bis zu ±7 Aminosäuren [138]. In Relation zu der Anzahl Aminosäuren einer Transmem-
branhelix von ca. 30 bedeutet dies, dass mit Hilfe der Einzelmolekülkraftspektroskopie die Position 
der Entfaltungsbarrieren mit einer Genauigkeit im Bereich einer halben Transmembranhelixlänge 
bestimmt werden kann. Um diese Ungenauigkeit des Experiments zu erfassen, wurde die Entfal-
tungsbarriere beim Vergleich mit der vorhergesagten Position der Energiebarriere um exp :=±4
Aminosäuren um die publizierte Position (eine singuläre Aminosäure innerhalb des Proteins) erwei-
tert.
Als Kriterium einer Äquivalenz zwischen Entfaltungs- und Energiebarriere wurde gefordert, dass 
sich die Grenzen beider Barrieren überlappen oder zumindest weniger als  profile Aminosäuren aus-
einander liegen. Zusammen mit den beiden Parametern aus (39) und (40) wurden die Energieprofile 
der fünf verwendeten Membranproteine nach möglichen Barrieren abgesucht. Die Ergebnisse im 
Vergleich zu den experimentellen Werten sind in Tabelle 11 zusammengefasst.
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Abbildung  55:  Orientierung  der 
Aminosäuren einer Helix. Die se-
quentielle  Reihenfolge  der  Ami-
nosäuren entspricht dem Farbver-
lauf  von  hellblau  nach  schwarz.  
Die blauen Residuen entsprechen 
der  „minimalen  Wechselwir-
kungsfläche“ eines Tals, welches 
eine  Entfaltungsbarriere  reprä-
sentiert.
Protein
Korrekte 
Energie-
barrieren
Exp. 
Entfaltungs-
barrieren
Sensitivität Relevanz Spezifität
Bacteriorhodopsin 6 8 75% 67% 71%
Halorhodopsin 6 12 50% 56% 53%
Rhodopsin 7 15 44% 58% 50%
Antiporter 9 12 75% 75% 75%
Aquaporin 6 9 66% 57% 61%
Tabelle 11: Anzahl der korrekt vorhergesagten Energiebarrieren, Anzahl der experimen-
tell bestimmten Entfaltungsbarrieren, Sensitivität, Relevanz und Spezifität. Die besten 
Ergebnisse werden für Antiporter und Bacteriorhodopsin erzielt.
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Insgesamt werden 61% der in den fünf Proteinen gemessenen Entfaltungsbarrieren korrekt iden-
tifiziert (siehe auch  [122]), wobei in den meisten Fällen  profile≤1 gilt.  In allen fünf Proteinen 
werden alle „main peaks“ gefunden. Dies legt einen energetischen Ursprung der Hauptentfaltungs-
barrieren nahe. Die hohe Fluktuation der Rhodopsinentfaltungsbarrieren im Experiment schlägt sich 
in den geringeren Werten dieses Proteins für Sensitivität, Relevanz und Spezifität wider.
Zusammen mit der Konservierung der Aminosäuren  [139], der Sekundärstruktur entsprechend 
der PDB, den Transmembranbereichen entsprechend Prodiv-TMHMM [140] und den experimentell 
bestimmten Entfaltungsbarrieren ±exp sind in Abbildung 57 die Energiebarrieren gezeigt. Jeder 
der main peaks wird korrekt vorhergesagt. Bisher gibt es dazu keine vergleichbaren Arbeiten in der 
Literatur.  Mit  dem vorgestellten  Modell  können Entfaltungsbarrieren damit  erstmals  theoretisch 
vorhergesagt werden. Gleichzeitig deutet die gute Übereinstimmung der Vorhersage mit dem Expe-
riment auf einen energetischen Ursprung zumindest der Hauptentfaltungsbarrieren hin.
10.5. Sensitivität der Energieprofile gegenüber strukturellen Änderungen
Bei der Berechnung der Energieprofile fließt gemäß (37) die Struktur des Membranproteins ein. 
Damit stellt sich die Frage, inwieweit die Energieprofile von der Struktur selbst bzw. von kleinen 
Schwankungen dieser Struktur abhängen. In Proteinen treten kleine Fluktuationen der Aminosäuren 
um ihre  Ruhelage auf  Grund thermischer  Anregungen auf.  Zwar  sind diese meist  klein (1-5Å, 
[141]), aber sie könnten einen Einfluss auf die Profile haben, indem sie z. B. den Abstand zweier 
Aminosäuren gegenüber der verwendeten PDB-Struktur im Mittel so erhöhen, dass er größer als die 
maximale Wechselwirkungsreichweite von 8Å ist.
Um die Fluktuationen zu simulieren, wurden Molekulardynamiksimulationen für Bacteriorho-
dopsin über 1 ns durchgeführt (siehe [122]). Während der Simulation wurden zu 600 Zeitpunkten 
die Energiebarrieren der aktuellen Struktur bestimmt. Die Fluktuationen der Energiebarrieren blie-
ben erwartungsgemäß gering (siehe Abbildung 56). Einzig die Energiebarriere bei der 32ten Amino-
säure ist empfindlich gegenüber kleinen Strukturabweichungen. Die Energiebarriere an der Stelle 
117 weist während der Simulation eine leichte Verbreiterung auf, doch wurde sie insgesamt in der 
Mehrzahl der Profile beobachtet. In einigen der Strukturen wurden Energiebarrieren an der Stelle 
55, 104 und 225 gefunden. Diese drei Barrieren tauchten in der Simulation nur bei weniger als 1/3 
aller Strukturen auf. Insgesamt können die Energieprofile als stabil betrachtet werden, was sie unab-
hängig von thermischen Fluktuationen (und damit von verschiedenen Modellen der PDB17) macht.
17 In der PDB sind teilweise mehrere Strukturen ein und desselben Proteins verschiedener Messungen verfügbar. Diese 
Strukturen differieren meist leicht, ähnlich den Strukturen verschiedener MD-Simulationen.
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Abbildung 56: Frequenz der einzel-
nen Energiebarrieren während der  
1ns Molekulardynamiksimulation.
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Abbildung 57: Im Energieprofil beobachtete Energiebarrieren (grün), experimentell beobachtete  
Entfaltungsbarrieren (blau), bekannte Sekundärstruktur (rot), Vorhersage der transmembranen  
Bereiche (braun) und Konservierung der einzelnen Aminosäuren (rotbraun) für die fünf verwen-
deten Proteine Bacteriorhodopsin: 1BRR, Halorhodopsin: 1E12, Rhodopsin: 1F88, Antiporter:  
1ZCD , Aquaporin: 1H6i. Mit M gekennzeichnete Bereiche markieren die Hauptentfaltungsbar-
rieren. Bezüglich der Konservierung wurden nur stark konservierte Residuen gekennzeichnet.
11.Mechanisches Entfalten von Membranproteinen – Entfaltung der Helices A-C von
Bacteriorhodopsin
11. Mechanisches Entfalten von Membranproteinen – Entfaltung der 
Helices A-C von Bacteriorhodopsin
Mit Hilfe der Einzelmolekülkraftspektroskopie können zwar Entfaltungskräfte und Position der 
Entfaltungsbarrieren im Protein bestimmt werden, doch erlaubt sie keine Aussagen über die Vorgän-
ge während der Faltung selbst. Insofern ist sie ähnlich einer Black Box: je nach Eingabe erhält man 
ein wahrscheinliches und im Mittel reproduzierbares Ergebnis, ohne über die genauen Vorgänge Be-
scheid zu wissen. Zwar gab es in den letzten Jahren Ansätze, die mechanische Entfaltung von Mem-
branproteinen zu simulieren (siehe z. B. [142]), doch auf Grund der enormen Komplexität der ver-
wendeten Molekulardynamik-Verfahren und den daraus resultierenden kurzen Zeitskalen der Simu-
lation ergeben sich nicht die korrekten Kräfte, welche im Experiment beobachtet werden [143], so 
dass mit diesen Methoden kein grundlegendes Verständnis der Vorgänge während der mechanischen 
Entfaltung möglich ist.
In dem vorliegenden Modell können die Energielandschaften mit geringem Aufwand berechnet 
werden. Es ist möglich, zu jedem Punkt des diskretisierten Konformationsraumes eine Energie an-
zugeben. Um die Dynamik von Prozessen innerhalb dieser Energielandschaften zu erfassen, wurden 
Monte-Carlo-Simulationen  unter  Variation  der  Umgebungsparameter  (in  diesem Fall  der  Kraft) 
durchgeführt.
Wird  eine  end-zu-end-abstandsabhängige  Kraft  appliziert,  so  verändert  sich  die  Energieland-
schaft dergestalt, dass Zustände, welche einen ungünstigen End-zu-End-Abstand besitzen18, energe-
tisch benachteiligt werden. Ändert sich diese Kraft mit der Zeit, führt dies zu zeitlichen Variationen 
der Energielandschaft.
Betrachtet man den Aufbau eines typischen Einzelmolekülkraftspektrometers (siehe  Abbildung
53), so kann die Bewegung des Kantilevers als eindimensionale Bewegung entlang der x-Achse be-
schrieben werden, wobei die Kantileverspitze mit dem zu entfaltenden Protein verknüpft ist. Die 
Auslenkung des Kantilevers aus seiner Ruhelage x0=0 beträgt x. Bewegt sich der Kantilever 
mit konstanter Geschwindigkeit v, so gilt für seine Position Zp :
Z p=vt.  (41)
Wird der Kantilever verbogen, so entstehen Federkräfte
F=−kx ,  (42)
mit der Federkonstanten k. Die Energie des Kantilevers beträgt:
E=1
2
kx2 .  (43)
Für das Gesamtsystem Kantilever und Zustand i ergibt sich damit folgende zeitabhängige Energie:
E it =E i
1
2
k Z pt −d i
2 ,
 
(44)
mit di dem End-zu-End-Abstand des Zustandes i und Ei seiner Energie.
Unter diesen Annahmen wurden mit der Übergangswahrscheinlichkeit (31) und den Energien 
(44) je 1000 Monte-Carlo-Simulationen für Helix A, B und C von Bacteriorhodopsin durchgeführt 
([144]). Dabei wurde die Lage des Kantilevers zum Zeitpunkt t0 so gewählt, dass gilt:
18 Ungünstig bedeutet: Weit vom idealen End-zu-End-Abstand, bei welchem die Kraft verschwindet, entfernt.
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Z pt 0=d ground state .  (45)
Die drei Helices und ihre Energielandschaften wurden mit der statischen Fragmentgenerierung 
berechnet. Im Experiment wurde Bacteriorhodopsin vom C-terminalen Ende gezogen, d.h. die Heli-
ces A-G werden in der Reihenfolge G, F, E, ..., A aus der Membran entfernt. Damit befindet sich bei 
der mechanischen Entfaltung von Helix C noch Helix A und B in der Membran. Beim Entfalten von 
Helix B ist Helix A als verbleibender Wechselwirkungspartner zu berücksichtigen. Um diesem Um-
stand Rechnung zu tragen, wurden die verbleibenden Helices in der Simulation als fixierte Templa-
tes bereitgestellt (siehe Abbildung 58).
Mit Single Molecular Force Sspectroscopy ist es zum einen möglich, die Kräfte zu berechnen, 
welche beim mechanischen Entfalten mit konstanter Geschwindigkeit auftreten, als auch die Breite 
der Entfaltungsbarriere zu erfassen. Experimentell kann diese mit dynamischer Kraftspektroskopie 
ermittelt  werden (siehe  [124]) und entspricht der Distanz zwischen Zpt0 und der Position der 
Kraftspitze Z peak . Die simulierten Kräfte sowie ihr Verlauf beim Entfalten der drei Helices sind in 
Abbildung 59 gezeigt. Die ermittelten Kräfte sind größenordnungsmäßig mit dem Experiment ver-
gleichbar (siehe  [124]). Alle Kraft-Abstandskurven zeigen das starke Ansteigen der Kraft und ein 
anschließendes schnelles Abfallen, welches mit dem rapiden Entfalten im Experiment korrespon-
diert. Im Experiment wird allerdings ein steilerer Abfall beobachtet. Dies ist darauf zurückzuführen, 
dass im Modell eine Entfaltung über mehrere diskrete Zwischenschritte simuliert wird und damit re-
lativ viel Zeit benötigt, während im Experiment die Relaxation der Strukturen sehr schnell erfolgt. 
Die vorhergesagten Breiten der Entfaltungsbarrieren und Kräfte sind in  Tabelle 12 zusammenge-
fasst. Größenordnungsmäßig stimmen sie gut mit den experimentellen Werten überein.
Mit dieser  Simulationsmethode sind nicht nur spezielle  Entfaltungswege zugänglich,  sondern 
alle möglichen Entfaltungswege. Für Bacteriorhodopsin ist bekannt,  dass sich Helix C auf zwei 
mögliche Arten entfaltet: 1-Schritt-Entfaltung, bei welcher sich die gesamte Helix mit einem Mal 
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Abbildung 58: Links: Templatestruktur (Säbchen)  
der  PDB  für  die  Simulation  der  Helix  B 
(Schlauch).  Rechts: Templatestruktur  (Stäbchen) 
der  PDB  für  die  Simulation  der  Helix  C 
(Schlauch). Die gezeigten berechneten Strukturen 
für Helix B und C entsprechen dem Grundzustand  
im Modell.
Abbildung 59: Simulierte Kraft-Abstandskurven für die Helices A (links), B (mitte) und 
C (rechts)  von Bacteriorhodopsin. Die eingezeichneten Tertiärstrukturen entsprechen 
dem Grundzustand (Inset rechts) bzw. einem entfalteten Zustand (Inset links).
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auflöst  und  2-Schritt-Entfaltung,  bei  welcher  ein  stabiler  Zwischenzustand  eingenommen  wird 
[124]. Für diese Helix ließen sich in der Simulation Zustände finden, welche dem erwarteten stabi-
len Zwischenzustand entsprechen. Abbildung 60 zeigt die möglichen Entfaltungswege der drei Bac-
teriorhodopsinhelices.  Interessanterweise findet sich an der Position in Helix C, an welcher der 
Zwischenzustand stabilisiert  wird (89stes Residuum),  ein  Tal  im Energieprofil  (siehe auch  12.3). 
Auch  wenn  dieses  nicht  die  erforderliche  Bedingung  (39)  für  eine  Entfaltungsbarriere  erfüllt, 
scheint es die Helix an dieser Stelle so stark zu stabilisieren, dass sich ein stabiler Zwischenzustand 
zumindest in der hier durchgeführten Simulation bilden kann. Diese Ergebnisse stimmen gut mit 
den experimentellen Befunden zum 2-Schritt-Entfalten der C-Helix überein.
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Helix Simulierte Kraft in pN
Gemessene 
Kraft in pN
Simulierte 
Barrierenbreite 
in Å
Gemessene 
Barrierenbreite 
in Å
A 25 30-120 8 6.8
B 40 20-90 8 5.4-5.7
C 21 30-100 5 3.9-4.9
Tabelle 12: Simulierte und gemessene Kräfte und Barrierebreiten. Die experimentellen 
Werte sind [144] entnommen. Größenordnungsmäßig stimmen die simulierten Werte mit  
dem Experiment überein.
Abbildung  60:  Mögliche  Zwischen-
zustände  der  Entfaltung  der  drei  
Bacteriorhodopsinhelices (von oben 
nach unten:  A,  B und C).  Helix  C 
besitzt  zwei  verschiedene  Entfal-
tungswege (1 und 2), wobei (2) über 
einen stabilen Zwischenzustand mit  
einer tw. intakten Helix führt. Beide  
Wege werden im Experiment  beob-
achtet.
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Auf Grund ihrer enormen Bedeutung für die physiologischen Vorgänge der Zelle, können Muta-
tionen in Membranproteinen verheerende Schädigungen des gesamten Organismus auslösen. Dabei 
reichen oft schon Mutationen einzelner Aminosäuren (sog. Punktmutationen), um die Stabilität und/
oder Funktion des Proteins so stark einzuschränken, dass es zu schädigenden Bedingungen im Or-
ganismus  kommt.  So verursachen z.  B.  einzelne  Punktmutationen im menschlichen Rhodopsin, 
welches ähnlich Bacteriorhodopsin (s.o.) sensitiv auf Licht regiert, Retinitis pigmentosa (Degenera-
tion der Netzhaut) [111], [145]. Die Deletion eines Phenylalanins im Cystic Fibrosis Transmembra-
ne  Conductance  Regulator  (CFTR)  bedingt  eine  drastische  Funktionseinschränkung  und  einen 
schnelleren Abbau des Proteins im menschlichen Körper  [110],  was letztlich zu Mukoviszidose 
führt. Weitere mutationsbedingte Krankheiten sind Morbus Alzheimer [146] und Krebs [147].
Die durch Mutationen hervorgerufenen Schäden am Protein können sich in mannigfaltiger Weise 
äußern. So wirkt sich z. B. die Mutation im CFTR nicht primär auf die Tertiärstruktur des Proteins, 
wohl aber auf seine Faltungsgeschwindigkeit aus. Aufgrund der längeren Verweildauer in einem 
metastabilen Zwischenzustand steigt die Abbauwahrscheinlichkeit dieses mutierten Proteins drama-
tisch [148]. Bei funktionseinschränkenden Mutationen des Rhodopsins hingegen ist die Bindungsfä-
higkeit  zum Farbstoff Retinal verringert  bzw. die Protonentransportfähigkeit  negativ beeinflusst. 
Dies kann auf eine verringerte Stabilität des Proteins und einen größeren Abstand zwischen wichti-
gen Aminosäuren zurückgeführt werden [149].
12.1. Vorhersage von stabilisierenden und destabilisierenden Mutationen
Im Experiment kann die Beeinflussung der Funktion eines Membranproteins durch eine Mutati-
on mit  Hilfe des patch clamp-Verfahrens untersucht werden (siehe z. B.  [150]). Dabei wird die 
Transportfähigkeit der Mutante gemessen. Diese Experimente sind allerdings sehr aufwendig und 
teuer, so dass zuvor aussichtsreiche Aminosäuren für eine Mutation bestimmt werden müssen, um 
die Anzahl der benötigten Experimente einzuschränken. Somit wäre es hilfreich, abschätzen zu kön-
nen, ob eine bestimmte Mutation zu einer Stabilisierung oder Destabilisierung der Struktur führt. Je 
nach experimenteller Fragestellung können diese Mutationen dann experimentell überprüft werden. 
Wie in Kapitel 10 gezeigt, kann unter Zuhilfenahme der Tertiärstruktur in einem Protein nach ener-
getisch stabilen Bereichen gesucht werden. Da allerdings für die meisten Membranproteine keine 
dreidimensionalen Strukturen bekannt sind, ist die Notwendigkeit einer sequenzgebundenen Vorher-
sage des Einflusses einer Mutation notwendig. Diese Vorhersage wird zwar weniger genau sein als 
die strukturbasierte, doch ist sie für eine größere Klasse von Proteinen anwendbar.
Um den Einfluss einer gegebenen Mutation zu bestimmen, wurden die Lösungsenergien der bei-
den beteiligten Aminosäuren verglichen. Für eine Mutation einer Aminosäure X in eine Aminosäure 
Z wurden folgende Fälle unterschieden und entsprechend klassifiziert:
e X , mem0 ∧ eZ , mem0, e X , memeZ ,mem : leicht destabilisierend
e X , mem0 ∧ eZ , mem0, e X , memeZ ,mem : leicht stabilisierend
e X , mem0 ∧ eZ , mem0, e X , memeZ ,mem : leicht destabilisierend
e X , mem0 ∧ eZ , mem0, e X , memeZ ,mem : leicht stabilisierend
e X , mem0 ∧ eZ , mem0: destabilisierend
e X , mem0 ∧ eZ , mem0: stabilisierend
 (46)
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Für die in Kapitel 10 verwendeten fünf Transmembranproteine Bacteriorhodopsin, Halorhodop-
sin, Rhodopsin, Antiporter und Aquaporin wurde die Literatur nach möglichen Mutationen durch-
sucht. Dabei wurde ein Textmining-Verfahren eingesetzt und alle über Pubmed [151] verfügbaren 
Arbeiten nach Mutationen in einem der fünf Proteine durchsucht [122]. Aus der resultierenden Liste 
von möglichen Mutationen wurden all diejenigen Einträge entfernt, welche zu Mehrfachmutationen 
gehörten, da bei diesen nicht klar ist,  welchen Einfluss die Einzelmutation auf die Struktur und 
Funktion eines Proteins ausübt. Die verbleibenden Mutationen wurden entsprechend Änderungen 
der Stabilität oder Änderungen der Funktion klassifiziert. War keine eindeutige Zuordnung der Mu-
tation zu einer dieser beiden Klassen möglich, so wurde die entsprechende Mutation ignoriert. Üb-
rig blieb eine Liste mit 35 Mutationen in den fünf betrachteten Membranproteinen. Jede dieser 35 
Mutationen wurde entsprechend Gleichung 46 eingeordnet und die Ergebnisse der Vorhersage mit 
den experimentellen Befunden verglichen. Die Resultate sind in Tabelle 14 zusammengefasst. 71% 
der Mutationen konnten mit diesem rein sequenzbasierten Ansatz korrekt vorhergesagt werden. Ihre 
Auswirkungen  lassen  sich  auf  Änderungen  der  Stabilität,  hervorgerufen  durch  eine  veränderte 
Wechselwirkung der Aminosäuren untereinander, zurückführen. Die restlichen 29% sind hingegen 
auf  spezifische Eigenschaften der  Aminosäuren zurückzuführen,  welche durch das  beschriebene 
Wechselwirkungsmodell nicht erfasst werden. Dies kann z. B. die Affinität einer Aminosäure zu ei-
nem Liganden oder ein bestimmtes sequentielles Muster sein, welches der Bindung zu anderen Pro-
teinen oder DNS/RNS dient.
Unter Zuhilfenahme der dreidimensionalen Strukturdaten könnte die Genauigkeit dieser Metho-
de verbessert werden. Desweiteren kann (46) erweitert werden und statt der sechs Kategorien der 
Betrag der Energieänderung als Maßstab für eine mögliche Beeinflussung der Struktur verwendet 
werden. Damit sollte es möglich sein, die Ergebnisse spezifischer zu gestalten und z. B. eine Stabi-
litätsänderung erst bei einer hinreichend großen Änderung der Energie zuzuordnen.
12.2. Einfluss auf Entfaltungsbarrieren am Beispiel Bacteriorhodopsin
Sind Tertiärstrukturen der zu untersuchenden Membranproteine bekannt, so können diese ver-
wendet werden, um in Erweiterung des obigen Ansatzes Aussagen über die Beeinflussung der Ent-
faltungsbarrieren und damit der Stabilität durch die Mutation zu treffen. Zusätzlich zu den Wildtyp-
Kraft-Abstands-Kurven für Bacteriorhodopsin gibt es Daten für folgende Mutanten: P50A19, M56A, 
P91A und P186A [152]. Es werden darin keine Unterschiede hinsichtlich der Kraft-Abstandskurven 
des Wildtyps festgestellt. Um diese experimentellen Befunde zu erklären, wurden in dieser Arbeit 
Energieprofile der Mutanten generiert  und die Einflüsse der Mutation durch Vergleich mit  dem 
Energieprofil des Wildtyps bestimmt. Als Referenzstruktur wurde für diesen die Struktur mit der 
PDB-id 1P6Y verwendet. Die PDB-Dateien für die Erstellung der mutierten Energieprofile sind in 
Tabelle 13 aufgeführt.
19 AXB bedeutet, dass Aminosäure A in der Originalsequenz an der Stelle X durch Aminosäure B ersetzt wird.
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Mutation PDB-id
P50A 1PXR
M56A 1PXS
P91A 1Q5J
P186A 1Q51
Tabelle 13: Verwendete PDB-Einträge für die vier mutierten Varianten des Bacteriorho-
dopsins.
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Protein Mutation in der Literatur
Auswirkung in der 
Literatur
Vorhergesagter 
Effekt
Überein-
stimmung
Bacterio-
rhodopsin
G113Q destabilisierend l. destabilisierend ja
G113L destabilisierend destabilisierend ja
G116Q destabilisierend l. destabilisierend ja
G116L destabilisierend destabilisierend ja
I117F destabilisierend l. destabilisierend ja
I117A destabilisierend stabilisierend nein
M145F aktiv destabilisierend nein
Halo-
rhodopsin
H95A destabilisierend l. destabilisierend ja
H95R destabilisierend l. stabilisierend nein
R108Q inaktiv l. destabilisierend ja
T203V eingeschr. aktiv destabilisierend ja
Rhodopsin
T93P falsch gefaltet destabilisierend ja
T94I Nachtblindheit destabilisierend ja
C110F R. pigmentosa destabilisierend ja
C110Y R. pigmentosa destabilisierend ja
C110A R. pigmentosa l. destabilisierend ja
E122Q aktiv l. destabilisierend nein
E122D aktiv l. destabilisierend nein
E122R keine Retinalbindg. l. destabilisierend ja
C185A falsche Disulfidbrücke l. destabilisierend ja
S186A gest. Aktivierungsenergie l. destabilisierend ja
C187Y R. pigmentosa destabilisierend ja
C187A R. pigmentosa l. destabilisierend ja
G188R falsch gefaltet l. destabilisierend ja
N310C eingeschr. aktiv l. destabilisierend ja
M317C eingeschr. aktiv l. destabilisierend ja
Antiporter
D133A inaktiv l. destabilisierend ja
H225P eingeschr. aktiv destabilisierend ja
H225C eingeschr. aktiv l. stabilisierend nein
G303C inaktiv l. destabilisierend ja
Aquaporin
N42A aktiv l. destabilisierend nein
A73M inaktiv l. stabilisierend nein
C189M eingeschr. aktiv l. stabilisierend nein
C189S aktiv l. stabilisierend ja
H209A aktiv l. destabilisierend nein
Tabelle 14: Vorhergesagte Effekte der Mutationen im Vergleich zu den aus der Literatur  
bekannten Effekten. l.: leicht, R.: Retinitis, gest.: gesteigerte, eingeschr.: eingeschränkt.
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Die Abweichungen im Energieprofil der Mutanten gegenüber dem Wildtyp-Protein sind in Ab-
bildung 61 gezeigt. Die einzelnen Mutationen ändern das globale Energieprofil nur minimal, wobei 
lokal an der Position der mutierten Aminosäuren eine stark ausgeprägte Änderung (bis zu einem 
Faktor Fünf stärker als die globalen Änderungen) zu beobachten ist. Auf Grund der Energieprofil-
vergleiche kann ein globaler Einfluss der Mutationen auf die Kraft-Abstandskurven ausgeschlossen 
werden. Dies passt gut zu den experimentellen Daten, allerdings stellt sich dabei die Frage, warum 
die starke lokale Änderung der Energieprofile keinen Einfluss auf die Entfaltungsbarrieren in den 
Kraft-Abstands-Kurven zeigen.
Werden die Änderungen des Energieprofils bezüglich der Position der Entfaltungsbarrieren be-
trachtet, so stellt man fest, dass bis auf P91A alle Mutationen außerhalb der experimentellen Barrie-
ren liegen. Dabei können folgende Fälle unterschieden werden:
● Wirkt eine Mutation innerhalb einer existierenden Energiebarriere stabilisierend, so bleibt 
diese eine Energiebarriere. Im Experiment würde an dieser Stelle eine Entfaltungsbarriere 
erwartet. 
● Wirkt  eine Mutation  innerhalb einer  existierenden Energiebarriere  destabilisierend,  so 
kann diese, abhängig von der verbleibenden Breite der Barriere, aufgelöst werden. Im Expe-
riment würde eine vorhandene Entfaltungsbarriere an dieser Stelle unter Umständen ver-
schwinden.
● Wirkt eine Mutation an einer Stelle ohne Energiebarriere stabilisierend, so kann sie je 
nach Stärke der Stabilisierung und den benachbarten Aminosäuren eine Energiebarriere eta-
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Abbildung  61:  Veränderungen des  Energieprofils  der  vier  Mutanten  gegenüber  dem 
Wildtyp-Bacteriorhodopsin. In den grau markierten Bereichen werden im Wildtyp Ent-
faltungsbarrieren beobachtet.
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blieren.  Im Experiment würde an dieser Stelle unter Umständen eine Entfaltungsbarriere 
entstehen.
● Wirkt eine Mutation an einer Stelle ohne Energiebarriere destabilisierend, so ändert sich 
bezüglich der Entfaltungsbarrieren nichts.
Unter  diesem  Gesichtspunkt  ist  offensichtlich,  dass  M56A (destabilisierend  außerhalb  einer 
Energiebarriere) und P91A (stabilisierend innerhalb einer Entfaltungsbarriere) keine Änderung des 
experimentellen Ergebnisses erwarten lassen. Im Fall von P50A und P186A hingegen handelt es 
sich um stabilisierende Mutationen außerhalb existierender Entfaltungsbarrieren. Die benachbarten 
Residuen an beiden Positionen sind jedoch nicht in der Lage, gemäß (39) und (40) eine Energie- 
und damit Entfaltungsbarriere zu unterstützen (siehe  Abbildung 62). Damit liefern Energieprofile 
einen konsistenten Ansatz, in dem die o.g. experimentellen Daten für Bacteriorhodopsinmutationen 
verstanden und erklärt werden können.
12.3. Mutationen in Bacteriorhodopsin, Helix C 
In Kapitel 10 wurde ein Kriterium eingeführt, welches es erlaubt, die im Experiment beobachte-
ten Entfaltungsbarrieren mit Hilfe der Energieprofile zu erklären. Dabei wurde für eine Energiebar-
riere gefordert, dass diese mindestens eine Breite von drei Aminosäuren und mindestens eine Tiefe 
von <Etal besitzt. Dieses Kriterium ermöglichte es, Bereiche innerhalb des Proteins zu detektieren, 
welche extrem stabil gegen mechanisches Entfalten sind. Beim mechanischen Entfalten treten für 
das Protein unnatürlich große Kräfte im Bereich von einigen hundert pN auf. Unter physiologischen 
Bedingungen sind die auf das Protein wirkenden Kräfte deutlich geringer. So kann eine Wasserstoff-
brückenbindung z. B. eine Kraft von einigen pN ausüben. Die molekularen Motoren einer Zelle ap-
plizieren gewöhnlich Kräfte von ca. 5-10 pN (siehe [153] oder [154]).
Um die Reaktion auf kleine, in Proteinen natürlicherweise auftretende Kräfte bzw. die lokale Be-
weglichkeit von Teilen eines Proteins untersuchen zu können, ist (39) nicht geeignet. Betrachtet 
man stattdessen Täler, welche zwar hinreichend tief, aber nicht so breit wie die in Kapitel 10 einge-
führten Energiebarrieren sind, so werden Stabilisierungen gegen kleinere Kräfte innerhalb des Pro-
teins erfasst. Der Methodologie in Kapitel 10 folgend, kann die Breite der zu detektierenden Täler 
eingeschränkt werden
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Abbildung 62: Lokales Energieprofil von Bacteriorhodopsin an der Position 50 (links)  
und 186 (rechts). Keine der beiden gezeigten Mutationen (grau) ist in der Lage, eine  
Energiebarriere  zu  etablieren.  Zwar  erreichen  beide  lokal  eine  Energie  kleiner
E tal=−4, doch die Energie der benachbarten Residuen ist deutlich höher, so dass kei-
ne Entfaltungsbarriere entsteht.
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b ' tal=2.  (47)
Zusammen mit (40) kann dieses Kriterium verwendet werden, um die Struktur eines Proteins 
nach Bereichen abzusuchen, welche deutlich stabiler sind als der Rest, aber keine Energiebarriere 
etablieren.
Für die Protonentransportaktivität spielt Helix C des Bacteriorhodopsins eine entscheidende Rol-
le [155]. In ihr befinden sich zwei dafür wichtige Residuen: Asparaginsäure (Asp) an der Stelle 85 
und Asparaginsäure an der Stelle 96. Dabei dient Asp85 als Protonenakzeptor und Asp96 als Proto-
nendonor. Beide Aminosäuren sind evolutionär stark konserviert. Zwischen ihnen befindet sich eine 
Aminosäure (Threonin an der Stelle 90, Thr90), welche nicht direkt am Protonentransport beteiligt 
ist. Wird sie allerdings durch eine andere Aminosäure ersetzt, sinkt die Protonentransportaktivität 
des Bacteriorhodopsins deutlich [149]. Eine Mutation zu Alanin bzw. Valin führt zu einem Abfall 
auf 10% bzw. 20% Aktivität des Wildtyps. Da Thr90 nicht direkt im Protonentransport involviert 
ist, wird vermutet, dass es essentiell für die Stabilität dieses Bereiches ist und die für den Protonen-
transport benötigten Aminosäuren an der korrekten Position hält.
Zur Bestimmung der Energieprofile der mutierten Proteine ist die Tertiärstruktur des Proteins er-
forderlich. Da die einzelnen Aminosäuren u. a. unterschiedliche Größen und Präferenzen für ihre lo-
kale Struktur besitzen, kann der Austausch einer Aminosäure Auswirkungen auf die mögliche Se-
kundär- und Tertiärstruktur haben. Um die mutierte Tertiärstruktur abhängig von der Art der betrof-
fenen Residuen zu ermitteln, wurde Swiss-Model, ein homologiebasiertes Strukturvorhersagever-
fahren, eingesetzt, da keine originären PDB-Einträge für diese Mutationen existieren. Mit Hilfe der 
modellierten Strukturen wurden die Energieprofile bestimmt. 
Im Energieprofile für die Helix C des Bacteriorhodopsins existiert an der Position des 89ten und 
90ten Residuums ein deutlich ausgeprägtes Tal, welches die Bedingungen (40) und (47) erfüllt. Es 
sollte einen positiven Effekt auf die Stabilität dieses Bereichs und die Funktion von Bacteriorho-
dopsin besitzen, für welche die korrekte Orientierung der Helix C gegenüber dem Rest des Proteins 
notwendig ist. Eine destabilisierende Mutation sollte mit einer Funktionseinschränkung einherge-
hen. Im Experiment führt eine Mutation an Position 90 zu Alanin oder Valin zu einer beobachtbaren 
Destabilisierung dieses Bereichs (siehe [122]) und bestätigt damit die theoretischen Vorhersagen des 
Energieprofils, bei welchem die entsprechend Mutation ebenfalls destabilisierend wirkt (siehe Ab-
bildung 63).
Interessanterweise findet sich ein ähnlich stabiler Bereich an der Position 81/82. Für diese beiden 
Aminosäuren gibt es in der Literatur keine Arbeiten, in welchen Mutationen dieser Residuen disku-
tiert werden. Nichtsdestotrotz lässt sich der Effekt einer Mutation mit Hilfe der Energieprofile vor-
aussagen [122] und kann somit zukünftigen Experimenten als Hinweis auf lohnenswerte zu untersu-
chende Mutationen dienen. Die Vorhersagen des in dieser Arbeit vorgestellten Modells bezüglich 
der Auswirkung von Mutationen an Position 81 von Bacteriorhodopsin auf die Energieprofile und 
damit die Stabilität des Proteins sind in  Abbildung 64 gezeigt. Mutationen von A81 nach F, I, K, L, 
P, V, Y oder W zeigen einen destabilisierenden Effekt.
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Abbildung 63: Energieprofil der Helix C von Bacteriorho-
dopsin.  Eine  Mutation  an  Position  90  von Threonin  zu  
Alanin oder Valin erhöht die Energie deutlich und destabi-
lisiert damit diesen Bereich.
Abbildung 64: Energieprofile aller möglichen Mutationen von A81. Mutationen nach F,  
I, K, L, P, V, Y oder W haben einen destabilisierenden Effekt.
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Bis heute ist es eine der größten Herausforderungen für die moderne Biophysik und Bioinforma-
tik, herauszufinden wie die Primärstruktur eines Proteins seine Tertiärstruktur und den Faltungsvor-
gang beeinflusst.  Es gibt verschiedene Ansätze, dieses Problem zu lösen (siehe z. B.  [43],  [47], 
[156], [157]), doch ist die Primär-Tertiärstrukturbeziehung noch nicht vollständig verstanden.
Über evolutionäre Zeiträume betrachtet sind Proteine keine stabilen Gebilde, sondern ständigem 
Wandel  unterworfen.  Dabei  können bezüglich  ihrer  Primärstruktur  sowohl  Aminosäuren  ausge-
tauscht werden, ganz aus der Sequenz verschwinden oder neue Residuen hinzukommen. Der Pro-
zess einer Mutation selbst ist zufällig, durch natürliche Selektion werden jedoch Mutationen mit 
eingeschränkter Funktionalität meist verworfen und solche mit positiven Eigenschaften für den Or-
ganismus beibehalten. Dies führt zu der Konservierung funktionell oder strukturell wichtiger Ami-
nosäuren innerhalb der Proteinsequenz während der Evolution  [158].  Die Anzahl  abweichender 
Aminosäuren und damit die Anzahl der sie trennenden Mutationsereignisse zweier Proteine ermög-
licht es, ihre Verwandtschaftsverhältnisse zu ermitteln [159]. 
Bei ähnlicher Sequenz kann meist auf ähnliche Struktur geschlossen werden. Gan et al. [130] be-
stimmten 2002 die Abhängigkeit des RMSD zweier Proteine von ihrer Sequenzidentität I, der Anteil 
übereinstimmender Aminosäuren in den beiden Sequenzen,  und stellten fest, dass ab ca. 20% Se-
quenzidentität der RMSD zweier Proteine meist gering ist und eine exponentielle Abhängigkeit der 
Form RMSD∝e1−I zeigt. Der Umkehrschluss ist allerdings nicht zulässig: Eine ähnliche Struktur 
bedingt nicht notwendigerweise eine ähnliche Sequenz (siehe 13.2). Ähnliche Tertiärstrukturen kön-
nen während evolutionärer Vorgänge mehrfach in unterschiedlichen Organismen entstehen (siehe z. 
B. [160]).
In dem hier vorgestellten Modell ist die Energie der Aminosäure-Aminosäure-Wechselwirkung 
die wesentliche Einflussgröße auf die Tertiärstruktur. Sie bestimmt die Struktur eines Proteins und 
dient als Entscheidungskriterium bei der Auswahl der Fragmente. Die strukturellen Beschränkungen 
der Konnektivität einzelner Aminosäuren, ihre Orientierung sowie sterische Einschränkungen fun-
gieren dabei als Randbedingung. Im Prinzip sollte es möglich sein, diesen Ansatz so zu verallgemei-
nern, dass die Lösungsenergien der Aminosäuren verwendet werden, um eine Datenbank bekannter 
Proteine nach Sequenzen mit  ähnlichen Lösungsenergieprofilen zu durchsuchen und dem unbe-
kannten Protein komplett oder teilweise die Struktur des bekannten zuzuordnen. Eine solche Metho-
de würde sich von bekannten Ansätzen, wie beispielsweise Threading [161], unterscheiden, da sie 
zur Bestimmung der Ähnlichkeit zweier Proteine keine Informationen über deren Tertiärstruktur be-
nötigt. Andererseits würde sie rein sequenzbasierte Methoden (siehe z. B. [52], [162]) verallgemei-
nern, da sie Informationen über die Lösungsenergien und damit über die physikalische Wechselwir-
kung von Aminosäuren enthalten.
13.1. Modellmäßige Beschreibung von WW-Domänen ungleicher Sequenz
WW-Domänen bilden eine Struktur aus drei antiparallelen  β-Faltblättern. Der Name leitet sich 
von zwei,  für die  Struktur  wichtige,  Tryptophanaminosäuren ab (Einbuchstabencode W). Deren 
Hauptaufgabe besteht in der Erkennung von und der Bindung an Prolin-reiche Regionen in Protei-
nen [163]. Vier der in Kapitel 7 in der Klasse „all beta“ verwendeten Proteine gehören zu WW-Do-
mänen. Ihre PDB-ids sind: 1E0L, 1E0N, 1ED7, 1I6C. Alle vier Proteine gehören zu unterschiedli-
chen Spezies:
● 1E0L: Maus (Mus musculus)
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● 1E0N: Bäckerhefe (Saccharomyces cerevisiae)
● 1ED7: Bacillus circulans
● 1I6C: Mensch (Homo sapiens).
Die Sequenzidentität zwischen diesen Proteinen ist gering (maximal 26% zwischen 1E0L und 
1I6C). Das entsprechende Sequenzalignment mit Hilfe von Mafft [25] ist in Abbildung 65 gezeigt.
Alle vier Strukturen sind im Modell (dynamische Fragmentgenerierung) im Sinne von Kapitel 7 
berechenbar, wobei der Grundzustand zweier Proteine (1E0N, 1E0L) einen RMSD 6.5 Å zum na-
tiven Zustand besitzt. Trotz ihrer abweichenden Sequenz weisen sie im Modell alle dieselbe Topolo-
gie  der  WW-Domänen auf,  wobei  der  bestimmende Parameter  der  Simulation  die  Wechselwir-
kungsenergie zwischen den Aminosäuren ist.
13.2. Beziehung zwischen RMSD und Sequenz bei geringer Primärstruktur-
ähnlichkeit
Da die Tertiärstruktur eines Proteins komplett von seiner Primärstruktur bestimmt ist, stellt sich 
die Frage, ob Proteine mit ähnlichen Tertiärstrukturen auch über rein sequenzbasierte Verfahren ge-
funden werden können, ohne den Umweg über eine Strukturvorhersage zu gehen. Die so gefunde-
nen Strukturen könnten bei der homologiebasierten Vorhersage der Tertiärstruktur helfen. Bei Prote-
inen mit einer hohen Sequenzidentität lässt sich diese Frage leicht beantworten. So lassen sich Stan-
dardverfahren zum Sequenzvergleich wie z. B. Blast  [52] verwenden, um Proteine mit ähnlicher 
Primärstruktur zu finden. Bei Proteinen mit sehr geringer Sequenzidentität lassen sich diese Verfah-
ren nicht mehr anwenden, allerdings zeigt 13.1, dass auf Grund der Wechselwirkungsenergien der 
Aminosäuren (und eines Strukturmodells) den Sequenzen die korrekten Tertiärstrukturen zugeord-
net werden können.
Als Arbeitsbeispiel für diese Fragestel-
lung dient im folgenden die N-terminale 
Domäne der  Bäckerhefe  RNAse HI  (47 
Aminosäuren,  PDB-id: 1QHK). Ein Pri-
märstrukturvergleich gegen die PDB mit-
tels Blast [52] ergibt einen einzigen Tref-
fer20: Hämoglobin-I (PDB-id: 1FHJ). Die 
Tertiärstruktur  dieses  Proteins  ist  nicht 
mit der Struktur der RNAse vergleichbar 
(siehe Abbildung 66).
Allerdings  gibt  es  in  der  PDB  17 
Strukturen, welche die Tertiärstruktur von 
1QHK  in  den  ersten   50  Aminosäuren 
sehr gut approximieren. Die entsprechen-
20 Allerdings besitzt dieser Treffer eine sehr schlechte statistische Signifikanz (E-Wert: 9.8).
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>1E0L GATAVSEWTE-YKTADGKTYYYNNRTLEST--------WEKPQ-----ELK
>1I6C KLP--PGWEKRMSRSSGRVYYFNHITNASQ--------WERPSGNS--SSG
>1E0N -----PGWE--IIHENGRPLYYNAEQKTKL--------HYPP---------
>1ED7 ------AWQVNTAYTAGQLVTYNGKTYKCLQPHTSLAGWEPSNVPALWQLQ
Abbildung  65:  Multiples  Sequenzalignment  der  vier  WW-Domänen.  
Rot: Übereinstimmung in allen vier Proteinen, blau: Übereinstimmung 
in mindestens zwei der vier Proteine.
Abbildung  66:  Tertiärstruktur  von  1FHJ  (links)  und 
1QHK (rechts).  26% der Aminosäuren sind in beiden 
Proteinen identisch, die Tertiärstrukturen unterscheiden 
sich jedoch beträchtlich. 
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den PDB-ids sind: 1CQU*, 1DIV, 1NKW*, 1P85*, 1PNU*, 1S5J*, 1ULU*, 1VSA*, 2ARH*, 2HBA*, 
2HBB*, 2HGJ*, 2HVF*, 2J01*, 2O2S*, 2V47*, 2YW9*, 487D*. Die mit * markierten Sequenzen wur-
den  mit  einer  Blast-Suche  eines  Teils  der  Sequenz  von  1NKW  (MQVILLEPSRLGKT-
GEVVSVKDGYARNWLIPQGLAVSATRTNMKTLEAQLRS)  gegen  die  PDB  gefunden.  Die 
RMSD-Werte dieser Proteine zu 1QHK sind in Tabelle 15 aufgeführt. Sie sind alle kleiner als 6.5Å. 
Die entsprechenden Proteine stimmen strukturell gut mit 1QHK überein. Zu beachten ist, dass
● 1VSA und 2HGJ,  2J01 und 2V47
● 2HBA und 487D, 2HBB, 2HVF, 1DIV und 1CQU
● 1PNU und 1NKW 
bezüglich Sequenz und Struktur identisch in dem Bereich sind, der mit 1QHK korrespondiert.
Ein Sequenzalignment (mit Mafft) derjenigen Teilsequenzen, welche bezüglich der Tertiärstruk-
turen mit 1QHK übereinstimmen, liefert das korrekte Alignment einzelner Proteine untereinander 
wie z. B. 1NKW, 1PNU, 1VSA sowie 487D (siehe Abbildung 67, links). Allerdings spiegelt das ge-
samte Alignment dieser Sequenzen zu 1QHK nicht die vorhandene Ähnlichkeit auf Tertiärstrukture-
bene wider. Unter Verwendung homologer Proteinsequenzen kann es verbessert werden  [25], so 
dass  es  zumindest  teilweise  die  strukturellen  Ähnlichkeiten  widerspiegelt  (siehe  Abbildung 67, 
rechts). Dabei werden die ersten Aminosäuren der Proteine korrekt mit den ersten Residuen von 
1QHK (GNFYAVRKGRETGIYNTWNECKNQVDGYG) ausgerichtet,  der verbleibende Teil  des 
Alignments weicht jedoch von dem auf Grund der Struktur erwarteten ab.
Die meisten der 17 Proteine gehören taxonomisch zu den Bakterien, Ausnahmen bilden: 1S5J 
(Archaea) und 2O2S (Eukaryonten). Beide Proteine haben allerdings bezüglich der Sequenzähnlich-
keit zu 1QHK eine geringe statistische Signifikanz (E-Wert 8.7 für 202S, 9.6 für 1S5J).
Die in diesem Beispiel auftretenden Schwierigkeiten, dass die untersuchten Proteine zu unter-
schiedlichen Ästen des taxonomischen Baums gehören, finden sich auch im Vergleich der aufge-
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Protein
Anzahl der verglichenen 
Residuen / Länge des 
Proteins in Aminosäuren
RMSD in Å
1CQU 40/56 4.2
1NKW 40/52 3.8
1P85 40/76 3.9
1S5J 40/802 5.5
1ULU 40/256 5.3
1VSA 40/148 4.7
2ARH 40/198 6.2
2O2S 40/303 5.2
2YW9 40/256 4.7
Tabelle 15:  RMSD-Werte der einzelnen Proteine im Vergleich zu 1QHK. Zur Berech-
nung des RMSD wurde cealign [164] verwendet. Hellgrau: Strukturen mit einem RMSD 
< 4Å, grau: Strukturen mit 4Å<RMSD<6Å, dunkelgrau: Strukturen mit 6Å<RMSD (je-
weils zu 1QHK). Die Anzahl vergleichbarer Residuen gibt an, wie viel Aminosäuren in 
der Berechnung des RMSD berücksichtigt wurden.
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führten Proteine zu 1QHK, welches zur Bäckerhefe gehört und damit den Eukaryonten zugeordnet 
ist.
Auf Grund der geringen Sequenzähnlichkeit sind mit Standardverfahren zum Sequenzvergleich, 
die Strukturähnlichkeiten nicht aufzufinden. Zwar könnte man bei bekannter Tertiärtruktur des be-
trachteten Proteins ähnliche Proteine mit Hilfe eines Strukturalignments z. B. gegen die PDB fin-
den, doch bei Proteinen mit unbekannter Tertiärstruktur fällt  diese Möglichkeit weg, zudem ist sie 
sehr rechenzeitintensiv.
Weisen zwei Proteinen dieselbe Tertiärstruktur auf, so kann man davon ausgehen, dass sich die 
Wechselwirkungen zwischen den einzelnen Aminosäuren der beiden Proteine in Stärke und Vorzei-
chen ähneln. In dem vorgestellten Modell setzen sich die Wechselwirkungsenergien zwischen Resi-
duen in erster Näherung aus den einzelnen Lösungsenergien e i zusammen, welche spezifisch für 
die einzelnen Aminosäuren sind. Sie repräsentieren die Energie, welche gewonnen wird, wenn eine 
Aminosäure,  statt  im Kontakt mit  dem Lösungsmittel  zu stehen,  durch das Protein abgeschirmt 
wird. Da die e i unabhängig von der Tertiärstruktur eines Proteins sind, kann mit Hilfe der Sequenz 
ein Lösungsenergieprofil erstellt werden, welches die Primärstruktur eines Proteins genauso eindeu-
tig repräsentiert wie die Abfolge der Aminosäuren. Dabei werden die e i der Aminosäuren über der 
Sequenz aufgetragen. Der fundamentale Unterschied zur Primärstruktur besteht darin, dass in dem 
Lösungsenergieprofil Informationen darüber enthalten sind, wie stark eine bestimmte Aminosäure 
mit der Proteinumgebung bzw. dem Lösungsmittel interagieren könnte21. Werden anstelle von Ami-
nosäuresequenzen Lösungsenergieprofile verwendet, um zwei (oder mehr) Proteine zu vergleichen, 
so wird nicht Gleichheit auf Grund evolutionärer Abstände verglichen (wie z. B. Mafft  [25] oder 
Blast [52]), sondern Ähnlichkeit auf Grund von energetischen Eigenschaften der möglichen Amino-
säureinteraktionen. Der große Vorteil von Lösungsenergieprofilen ist, dass mit ihnen Proteine unab-
21 Das Lösungsenergieprofil darf nicht mit dem Energieprofil verwechselt werden. Ersteres korrespondiert zu der  
möglichen Wechselwirkung einer Aminosäure mit anderen Residuen, letzteres zu der tatsächlichen Wechselwirkung 
einer Aminosäure mit anderen Residuen.
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Abbildung  67: Sequenzalignment mittels Mafft ohne Zuhilfenahme homologer Sequenzen (links)  
und mit homologen Sequenzen (rechts). Im zweiten Fall wird die strukturellen Ähnlichkeiten besser  
widergespiegelt.
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hängig von der Sequenz und basierend auf  den Wechselwirkungen der  Aminosäuren verglichen 
werden. Da diese die Tertiärstruktur bestimmen, können somit auch Proteine mit ähnlicher Tertiär- 
aber abweichender Primärstruktur verglichen werden. Zwei Lösungsenergieprofile, von 1QHK und 
1NKW, sowie die zugehörigen Tertiärstrukturen, sind in  Abbildung 68 gezeigt. Die Übereinstim-
mung der Tertiärstrukturen ist nahezu perfekt, die Lösungsenergieprofile weisen ebenfalls beeindru-
ckende Ähnlichkeiten auf.
Um die, beispielsweise in Abbildung 68 auftretenden, Ähnlichkeiten der Lösungsenergieprofile 
mit den Ähnlichkeiten der Tertiärstruktur zu verknüpfen, muss ein geeignetes Verfahren gefunden 
werden. Im Hinblick auf die mögliche Anwendung zur Identifizierung guter Templatestrukturen in 
dem in dieser Arbeit vorgestellten An-
satz  zur  Strukturvorhersage,  müssen 
lokale  Übereinstimmungen  auf  dem 
Level einzelner Aminosäuren detektiert 
werden, wobei sichergestellt sein soll-
te, dass dabei Proteine betrachtet wer-
den, welche global gut mit dem zu be-
stimmenden  Protein  übereinstimmen. 
Auf lokaler und globaler Ebene weisen 
die  Lösungsenergieprofile  spezifische 
Strukturen auf, welche sich als Berei-
che höherer oder niedrigerer (mittlerer) 
Lösungsenergie in dem Profil bemerk-
bar machen (siehe Abbildung 69). Auf 
der globalen Ebene entsprechen diese 
Strukturen  Helices,  Faltblätter  und 
78
Abbildung 68: Lösungsenergieprofile von 1QHK (links  
oben) und 1NKW (rechts oben) sowie ihre überlagerten 
Tertiärstrukturen  aus  der  PDB  (stäbchenförmig: 
1QHK, schlauchförmig: 1NKW). Bei beiden Lösungs-
energieprofilen sind auf den ersten Blick ähnliche Mus-
ter (grau) zu erkennen, so z. B. im Bereich von 6-12  
(1QHK) und 1-7  (1NKW),  13-16 (1QHK) und 13-16 
(1NKW) oder 45-48 (1QHK) und 44-47 (1NKW).
Abbildung  69:  Lösungsenergieprofil  und  geglättetes  Lö-
sungsenergieprofil von 1QHK.
13.Ähnlichkeit von Proteinen mit unterschiedlicher Primärstruktur
Schleifen,  während auf  der  lokalen  Ebene  einzelne  Abschnitte  von Helices  und Knicke  in  den 
Schleifen zu Tage treten.
Ein einfaches Mittel, um die mittlere Lösungsenergie dieser Bereiche sowie ihre Länge zu erfas-
sen, bietet die angenäherte harmonische Analyse, bei welcher die Energie E lösung der  kten von n  
Aminosäuren durch Sinus- und Kosinusschwingungen angenähert wird
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wobei r der Ordnung der Approximation entspricht. Dabei gilt für die Koeffizienten a und b
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mit m=1,... ,⌈ n2
⌉ . Im Fall r=⌈ n2
⌉ ist diese Approximation bezüglich E lösung k  exakt.
Bei diesem Ansatz müssen zwei Fälle lokaler, Vergleich und globaler Vergleich, unterschieden 
werden. So ist es beim globalen Vergleich nicht sinnvoll, alle Koeffizienten zu berücksichtigen, da 
hier  die  „Schwingungen“  des  Lösungsenergieprofils  nicht  beliebig  fein  abgebildet,  sondern  die 
Trends erfasst werden sollen. Unter Berücksichtigung der ersten k Koeffizienten können hohe Fre-
quenzen, welche lokalen Mustern des Lösungsenergieprofils entsprechen, herausgefiltert werden. 
Beim lokalen Vergleich hingegen sind u. U. mehr Koeffizienten der Schwingung entscheidend.
Die Koeffizienten ak und bk repräsentieren das Lösungsenergieprofil und können als Vektoren 
in einem 2 m -dimensionalen Raum betrachtet werden. Mit Hilfe des Skalarproduktes22 oder wahl-
weise der Differenz zwischen ihnen kann der Abstand zweier Profile berechnet werden. Um einen 
ersten Eindruck zu erhalten, wie ein solcher Vergleich auf lokaler Ebene aussieht, wird der Abstand 
von 1QHK zu sich selbst betrachtet. Dabei werden jeweils zwei Sequenzteile bestehend aus sieben 
aufeinander  folgenden  Aminosäuren  (entsprechend  einem Bereich  des  Proteins,  welcher  später 
durch ein Fragment repräsentiert würde) verglichen. Als Abstandsmaß dient dabei die Differenz der 
beiden Vektoren.  Das Ergebnis  ist  in  Abbildung 70 dargestellt.  Dabei  fallen einige interessante 
Punkte auf:
● Im Bereich der Faltblätter (6-17) und (27-34) zeigt sich die Differenz relativ unabhängig 
davon, ob die Sequenzen leicht verschoben sind oder nicht.
● Im Bereich der Helices (20-26) und (35-40) zeigt sich die Differenz stark abhängig von 
geringen Verschiebungen.
Ähnlich sehen Daten vom Vergleich 1QHKs mit 1NKW aus (siehe Abbildung 71). Um aus den 
Abständen ein Sequenzalignment zu erstellen und damit räumlich korrespondierende Residuen zu 
erfassen, muss eine Alignmentprozedur ähnlich dem globalen Sequenzalignment durchgeführt wer-
den. Dazu müssen allerdings Werte wie Kosten für das Einfügen einer Lücke in dem Alignment 
(entspricht dem Entfernen einer Aminosäure in der einen oder Einfügen einer Aminosäure in der an-
22 Das Skalarprodukt (ohne Berücksichtigung der Komponente a0) entspricht dabei dem Pearson-Korrelationskoeffizi-
enten der beiden Kurven.
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Abbildung 70: Differenz der harmonischen Komponenten einzelner Ab-
schnitte der Länge 7 Aminosäuren, beginnend bei (i, j)  innerhalb von 
1QHK. Die Hauptdiagonale entspricht der Überlagerung der 1QHK-
Sequenz mit sich selbst, also dem perfekten Alignment.
Abbildung 71: Differenz der harmonischen Komponenten einzelner Ab-
schnitte der Länge 7 Aminosäuren, beginnend bei Position i in 1QHK 
(Abszisse) und j in 1NKW (Ordinate).
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deren Sequenz), Kosten für Residuen, welche einen bestimmten Abstand überschreiten, usw. be-
stimmt werden. Dieses Problem ist hochgradig nichttrivial und muss der Gegenstand weiterer Un-
tersuchungen bleiben.
Eine erste einfache Implementierung liefert aus einem Set von 44 zufällig ausgewählten Protei-
nen aus der PDB, welches als Test die Sequenz für 1VSA, 1NKW und 1CQU enthält, diese drei zu-
sammen mit 11AS als beste Treffer. Dabei wurde zuerst ein globaler Vergleich durchgeführt, um das 
beste Gebiet in der Gesamtsequenz zu erfassen. Anschließend ergab ein lokaler Vergleich das ei-
gentliche Alignment. Interessanterweise zeigt 11AS eine Tertiärstruktur, welche bereichsweise Ähn-
lichkeiten mit 1QHK aufweist. Damit scheint diese Methode in der Lage zu sein, auf Grund der 
Ähnlichkeiten der Komponenten der angenäherten harmonischen Analyse, ähnliche Strukturen auch 
bei geringer Sequenzähnlichkeit zu detektieren. Das mit diesem Verfahren erzielte Alignment zwi-
schen 1QHK und 1NKW ist zusammen mit dem mit Mafft erhaltenen in Abbildung 72 gezeigt. Da-
bei wurde mit der hier vorgestellten Prozedur zuerst der Bereich in der Sequenz von 1NKW ermit-
telt, welcher vom Lösungsenergieprofil her am besten zu 1QHK passt. Dieser entsprach in etwa 
dem Bereich, in welchem sich die Tertiärstrukturen beider Proteine gleichen. Anschließend wurde 
im zweiten Schritt der gefundene Sequenzbereich mit der Primärstruktur von 1QHK verglichen. 
Dieses Alignment spiegelt die strukturellen Ähnlichkeiten der beiden Proteine sehr viel besser wi-
der, als das mit Mafft erzielte.
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1QHK: GNFYAVRKGR-ETGIYNTWNECKNQVDGYGGAIYKKFN---SYEQAKSF-
1NKW: MQVILLEPSRL-GKTGEVVS-VKDGYARN-WLIPQGLAVSATRTNMKTLE
Abbildung  72: Vergleich des mit Mafft erhaltenen Alignments (oben) mit demjenigen  
des in dieser Arbeit skizzierten 2-Schritt-Verfahrens (unten). „*“ in obigem Alignment  
bezeichnet Bereiche mit übereinstimmender Sequenz.
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Die Beziehung zwischen Tertiärstrukturen von Proteinen und ihrer Sequenz ist heutzutage noch 
nicht vollständig verstanden. Dies liegt zum einen daran, dass die entsprechenden Experimente teu-
er und aufwendig sind, zum anderen daran, dass Modelle fehlen, welche die Tertiärstruktur von Pro-
teinen über einen großen Längenbereich hinweg aus ersten Prinzipien beschreiben können. Für klei-
ne Proteine gibt es Ansätze, ihre Faltung mit Hilfe von physikalisch sinnvollen Kraftfeldern zu si-
mulieren (siehe z. B. [165] oder [50]), wobei die einzelnen Aminosäuren auf einem atomaren Level 
beschrieben werden. Doch diese Modelle versagen auf Grund der immensen Komplexität des Pro-
blems, sobald Proteine in der Größenordnung von 50 und mehr Aminosäuren behandelt werden sol-
len. Homologiebasierte Verfahren sind zwar prinzipiell in der Lage, die Tertiärstruktur größerer Pro-
teine vorherzusagen (siehe z. B. [45]), doch erlauben sie keinen Einblick in die grundlegenden Prin-
zipien, welche die Proteinfaltung bestimmen.
In dieser Arbeit wurde ein Modell entwickelt, welches die atomare Repräsentation der Amino-
säuren vernachlässigt und stattdessen eine mesoskopische Darstellung von Fragmenten der Länge 
sieben Aminosäuren verwendet. Zusammen mit einem branch-and-bound-Algorithmus erlaubt dies 
auf Grund der deutlich verringerten Komplexität eine Modellierung der exakten Grundzustände von 
größeren Proteine als mit ab initio-Verfahren bisher möglich war. Um die Genauigkeit dieser Reprä-
sentation zu steigern, werden Sequenzähnlichkeiten zu bekannten Proteinen verwendet. Dabei ga-
rantiert der Ansatz im Gegensatz zu stochastischen Verfahren wie z. B. Monte-Carlo-Techniken, 
dass der Modellgrundzustand mit absoluter Sicherheit gefunden wird. Auf Grund der Modellkon-
struktion ist sichergestellt, dass die dreidimensionale Gestalt eines Proteins biologisch korrekt re-
präsentiert wird. 89% der Proteine eines repräsentativen Sets, welches verschiedene Strukturklassen 
abdeckt, sind im Modell berechenbar. Dieser Punkt unterscheidet die vorliegende Studie deutlich 
von Arbeiten, die einfache Gittertypen (z. B. kubischen Gittern) verwenden und welche die Tertiär-
struktur von Proteinen nicht korrekt erfassen können.
Um die  Wechselwirkungen zwischen den  einzelnen  Aminosäuren  zu beschreiben,  wurde die 
Energie über ein Paarpotential parametrisiert. Dieses beruht auf dem Energieunterschied zwischen 
Exposition einer Aminosäure zum umgebenden Lösungsmittel bzw. Einbettung einer Aminosäure 
im Protein. Es stellte sich heraus, dass dieses Potential mit experimentell bestimmten Lösungsener-
gien korreliert.
Entspricht der native Zustand eines Proteins seinem Grundzustand, definiert als dem Minimum 
der Energie des gesamten Proteins? Mit Hilfe dieses Modells konnte diese Frage erstmals für ein 
großes Set von 173 Proteine beantwortet werden. Diese Proteine wurden so ausgewählt, dass sie 
sich topologisch, sequentiell und funktionell unterscheiden. Für sie wurden jeweils die vollständi-
gen Energielandschaften unterhalb 80% der Grundzustandsenergie bestimmt. Für 71% aller betrach-
teten Proteine konnte nachgewiesen werden, dass der Grundzustand in dem vorgestellten Modell 
dem nativen Zustand entspricht. Ihre Faltung ist damit thermodynamisch dominiert. Für 29% hinge-
gen konnte diese Eigenschaft nicht nachgewiesen werden. Dies legt für diese einen kinetischen Fal-
tungsvorgang nahe. Für sie wurde im Rahmen dieses Modells zudem eine deutliche Verbreiterung 
des Grundzustandsbassins beobachtet. 
Mit der Kenntnis der Energielandschaft ist es möglich, die Entfaltung einzelner Proteine als Zu-
fallsbewegung innerhalb der Energielandschaft zu beschreiben und zu untersuchen. Damit können 
Aussagen über dynamische Eigenschaften einzelner Proteine oder Peptide (wie z. B. ihre Helikali-
tät) getroffen werden. Angewandt auf aktuelle Experimente an Kinesin wurde eine gute Überein-
stimmung zwischen Vorhersagen und experimentellen Befunden beobachtet.
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Membranproteine  unterscheiden  sich  grundlegend von globulären,  wasserlöslichen Proteinen. 
Während letztere in einer hydrophilen Umgebung eingebettet sind, nehmen erstere ihre definierte 
Tertiärstruktur erst unter hydrophoben Bedingungen ein. Die Wechselwirkungen der Aminosäuren 
untereinander unterscheiden sich in Membran- und globulären Proteinen. Der in dieser Arbeit vor-
gestellte Ansatz zur Ermittlung eines statistischen Paarpotentials lässt sich so verallgemeinern, dass, 
ähnlich dem Ansatz für globuläre Proteine, Werte für die Wechselwirkung zwischen Aminosäuren 
bestimmt werden können.
In der Einzelmolekülspektroskopie von α-helikalen Membranproteinen lassen sich charakteristi-
sche Entfaltungsbarrieren erkennen. Doch sind diese vorhersagbar und wodurch werden sie verur-
sacht? Es konnte in dieser Arbeit gezeigt gezeigt werden, dass Energiebarrieren die Ursache für 
einen Großteil der im Single Molecule Force Spectroscopy-Experiment beobachteten Entfaltungs-
barrieren sind. Hinreichend starke Wechselwirkungen von mindestens drei aufeinander folgenden 
Aminosäuren mit anderen Teilen des Proteins sind notwendig, um eine solche Energiebarriere zu 
etablieren. Sie ist hinreichend stark, um Teile des Proteins gegen eine externe Kraft zu stabilisieren. 
Mit dem vorgestellten Ansatz konnten erstmalig alle Entfaltungsbarrieren, welche im Experiment 
mit 100% Wahrscheinlichkeit auftreten (main peaks), auf Grundlage von Energiebarrieren korrekt 
vorhergesagt werden. Weiterhin können die Einflüsse von Mutationen auf die Entfaltungsbarrieren 
mit Hilfe des in dieser Arbeit entwickelten Wechselwirkungsmodells erklärt werden. Einige im Ex-
periment  untersuchten Mutanten von Bacteriorhodopsin zeigen keine Abweichungen der Entfal-
tungsbarrieren gegenüber dem Wildtyp. In ihren Energieprofilen weisen diese Mutationen vergli-
chen mit dem Wildtyp dieselben Energiebarrieren auf. Um die Vorhersagekraft des verwendeten 
Modells zu demonstrieren, wurde der Einfluss hypothetischer Mutationen an Position 81 in Helix C 
von Bacteriorhodopsin auf die Stabilität des Proteins vorhergesagt. Für diese Mutationen liegen bis-
lang keine experimentellen Befunde vor.
Im Hinblick auf Mutationen in bisher unbekannten Proteinen können Informationen der Tertiär-
struktur nicht zur Vorhersage der Stabilitätsänderungen verwendet werden. Es stellt sich die Frage, 
ob der Einfluss einer Mutation auch ohne Kenntnis der dreidimensionalen Gestalt eines Membran-
proteins bestimmbar ist. Verwendet man zu Abschätzung die Lösungsenergien der Aminosäuren in 
Membranproteinen, so stimmen in 71% der in der Literatur bekannten Fälle die vorhergesagten Sta-
bilitätsänderungen bzw. daraus folgende Funktionseinschränkungen einer Mutation mit den experi-
mentell beobachteten Folgen überein. Dabei arbeitet dieses Verfahren rein sequenzbasiert. Mit dem 
vorgestellten Ansatz können wichtige Impulse und Anregungen für das Experiment gegeben wer-
den, indem der Einfluss einer Mutation ohne großen Aufwand in silico bestimmt werden kann.
Zur Beantwortung der Frage, wie genau die Relation zwischen Primär- und Tertiärstruktur aus-
sieht, können Proteine betrachtet werden, welche dieselbe räumliche Struktur annehmen, obwohl 
ihre Primärstruktur keinerlei  Gemeinsamkeiten aufweist.  Im Prinzip sollten rein sequenzbasierte 
Verfahren in der Lage sein, Relationen der Tertiärstrukturen untereinander zu detektieren, da ähnli-
che Tertiärstrukturen ähnliche physikochemische Eigenschaften ihrer Aminosäuren aufweisen müs-
sen, um stabil gegenüber thermischen Fluktuationen zu sein. Herkömmliche Verfahren setzen aller-
dings überwiegend auf Vergleiche auf Grund evolutionärer Informationen über die betrachteten Pro-
teine. Ein erster Ansatz, mit Hilfe des in dieser Arbeit entwickelten Paarpotentials Relationen zwi-
schen Primär- und Tertiärstruktur auf Grundlage ihrer physikochemischen Eigenschaften zu finden, 
liefert, bei Anwendung auf ein Set von 44 Primärstrukturen, gute Ergebnisse. Die Beispiele zeigen, 
dass mit Hilfe geeigneter Verfahren die Gemeinsamkeiten zweier Proteine bezüglich ihrer Lösungs-
energien ermittelt und damit Bereiche ähnlicher Tertiärstrukturen detektiert werden können.
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Das in dieser Arbeit vorgestellte Modell zur Strukturvorhersage von Proteinen beruht auf einem 
exakten Optimierungsverfahren, branch-and-bound, welches den Grundzustandes eines Proteins im 
Modell mit Sicherheit findet. Damit ist die Beantwortung der Frage möglich, ob der Grundzustand 
dem nativen Zustand entspricht. Allerdings stellt die exponentielle Abhängigkeit der Rechenzeit von 
der Länge des betrachteten Proteins bei diesem Ansatz das größte Problem für die Berechnung von 
Proteinen der Länge l60 Aminosäuren dar. Dies kann durch den Einsatz von nicht-exakten Opti-
mierungsverfahren umgangen werden, welche ein deutlich besseres Laufzeitverhalten zeigen. Zwar 
wird dann der Beweis des exakten Grundzustandes nicht erbracht, doch da die meisten Proteine eine 
nur schwach frustrierte Energielandschaft aufweisen, sollten Algorithmen wie Monte-Carlo oder Si-
mulated Annealing erfolgreich eingesetzt werden können. Dadurch würde sich die Möglichkeit zur 
Verfeinerung des Strukturmodells, z. B. durch Verwendung eines größeren Fragmentsets oder von 
flexiblen Fragmenten, ergeben.  Die Genauigkeit des Modells könnte damit verbessert werden. Eine 
weitere Möglichkeit  zur Reduktion des RMSDs zwischen vorhergesagten und realen Strukturen 
wäre, die mit dem vorgestellten Modell berechneten Strukturen mit Hilfe klassischer Molekulardy-
namik-Simulationen zu verfeinern (siehe z. B. [166]). Damit ist ein Ansatz zur Vorhersage der Terti-
ärstruktur eines Proteins denkbar, welcher über mehrere Größenskalen des Proteins reicht und un-
terschiedliche  Modelle  verwendet.  So  könnte  ein  Monte-Carlo-Algorithmus  erste  Informationen 
über die Struktur des Proteins liefern und das vorgestellte Verfahren in dem nun eingeschränkten 
Konformationsraum nach dem Grundzustandsbassin und dem Einzugsgebiet  lokaler Minima su-
chen. In diesen könnte dann ein All-Atom-Ansatz die gefundenen Strukturen verfeinern. Ein solches 
Verfahren würde die Vorteile vieler Modellierungsansätze verbinden und sollte es ermöglichen, Pro-
teinfaltung besser zu verstehen.
Lösungsenergieprofile können Einsichten in die Ähnlichkeit von Tertiärstrukturen und die Bezie-
hung ihrer Primärstrukturen untereinander liefern. Wird die entsprechende Methodik weiter ausge-
baut, so könnte sie als wertvolles Hilfsmittel für Sequenzvergleiche und das Auffinden von Ähn-
lichkeiten der Tertiärstruktur auf einer genomweiten Skala dienen und somit das Verständnis der 
evolutionären Vorgänge in Proteinen verbessern. 
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Gegeben sei ein stochastischer Prozess P, dessen Resultat die Größen X1, ..., Xn sind. Aus ihr lässt 
sich eine geeignete Testgröße T mit
T= f X 1 , ... , X n  (50)
berechnen. Ihre Verteilung unter Wiederholungen von P sei durch H0 gegeben.
Ein Zufallsexperiment  E ergebe die Größen  X1', ...,  Xn'  mit einer entsprechenden Testgröße  T'. 
Der p-Wert gibt dann die Wahrscheinlichkeit dafür an, dass T' durch P erzeugt werden kann.
Im Fall der Berechenbarkeit von Proteinen entsprechen die Xi und Xi' dichotomen Variablen: Ein 
Protein lässt sich berechnen oder nicht. Sei p die Wahrscheinlichkeit, dass ein Protein berechenbar 
ist. Für die Wahrscheinlichkeit q, dass dies nicht der Fall ist gilt 
q=1− p.  (51)
H0 kann auf Grund der Dichotomie durch eine Binomialverteilung beschrieben werden. Als Test-
größe diene die Anzahl berechenbaren Proteine b aus einer Menge von n Proteinen. Für den p-Wert 
gilt dann:
p−Wert=∑
i =0
b
nb pi qn−i  (52)
Die p-Werte für die Eigenschaft „Grundzustand entspricht nativem Zustand“ lassen sich analog 
berechnen.
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Transmembranproteine bestehen aus  langen,  membranüberspannenden  α-Helices  oder  β-Falt-
blätter (siehe Abbildung 73). Diese Sekundärstrukturelemente (SSE) enden für gewöhnlich knapp 
außerhalb der Membran. Werden die Endpunkte der SSE betrachtet, so sollten ihre Positionen im 
Raum grob in zwei Gruppen zerfallen, welche voneinander einen mittleren Abstand in der Größe 
des Membrandurchmessers aufweisen. Um diese beiden Gruppen zu detektieren, wurden für die be-
trachteten Membranproteine die SSE mit Hilfe von Pymol  [167] und DSSP [168] bestimmt. Die 
Endpunkte der SSE, welche eine Mindestlänge von 80% des längsten SSEs aufweisen, werden be-
stimmt.  Anschließend wird ein  k-means-Clustering  mit k=2 verwendet,  um die  Endpunkte  in 
zwei Gruppen entsprechend den beiden Membranseiten einzuordnen.
Um aus den beiden Gruppen von Punkten die zwei parallelen Membranoberflächen zu bestim-
men, wurde zuerst der Schwerpunkt beider Gruppen S1 und S2 berechnet. Der Vektor n :=S1−S 2
wird mit der Normalen der Membranoberflächen gleichgesetzt. Anschließend wurde ein Vektor  e1 
orthogonal zu n bestimmt. Ein weiterer geeignet gewählter Vektor e2, orthogonal zu n und e1 ermög-
licht die Konstruktion der Membranoberflächen gemäß 
E1=S 1 e1e2
E2=S 2 e1e2
 (53)
86
Abbildung 73: Links: a-helikales Transmembranprotein. Rechts:  
b-Faltblattmembranprotein.  Die  meisten  der  Sekundärstruktur-
elemente besitzen in etwa die gleiche Anzahl von Aminosäuren.
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