A system of quasi-linear parabolic and elliptic-parabolic equations describing chemotaxis is studied. Due to the assumed presence of a volume-filling effect it is assumed that there is an impassable threshold for the density of cells. This assumption leads to singular or degenerate operators in both the diffusive and the chemotactic components of the flux of cells. We improve results from earlier works and find critical conditions which reflect the interplay between diffusion and chemotaxis and warrant that classical solutions are global in time and separated uniformly from the threshold. In the case of degenerate diffusion for the elliptic-parabolic version of the model we prove the existence of radially symmetric solutions which exhibit a phenomenon of infinite-time singularity formation in that they are global and smooth but attain the threshold in the large time limit.
Introduction. The movement of biological cells or organisms in response to
a chemical gradient is called chemotaxis. Focusing on the understanding of corresponding processes of self-organization detectable in certain cell populations, many theoretical studies of this phenomenon concentrate on the situation when the latter chemical is secreted by the cells themselves. Since the pioneering works of Patlak [26] in 1953 and Keller and Segel [20] in 1970, a number of particularized models have been proposed to describe the aggregation phase of such processes. In most of these works the formation of a cell aggregate is interpreted as a finite-time blow-up of the cell density [14, 13] . In contrast to this, some models derived in the last decade do not treat cells as point masses and take into account their positive sizes. In such a description, arbitrarily high cell densities can be precluded and a threshold value for cell density, for convenience normalized to u = 1 corresponding to the tight packing state, can a priori be assumed. Concepts of this type, in the context of chemotaxis named the volume-filling effect, were first introduced by Painter and Hillen [25] and further developed in [31] .
Different modeling approaches based on this assumption lead to a class of quasilinear parabolic systems with singularities as u approaches the threshold 1 in either the diffusion coefficient or the chemotactic sensitivity. For instance, this is the case in both the model in [24] , recently derived as a macroscopic limit of a cellular Potts model, and the system in [31] , obtained on taking limits in a reinforced random walk approach on a discrete grid. Surveys of mathematical results on chemotaxis equations are available in [14, 13, 37] , the last one particularly focusing on various models of chemotaxis with the density threshold. Accordingly, in this paper we shall consider the system For example, the modeling approach in [25, 31] suggests that in the presence of a volume-filling effect, accounting for the finite size of cells, the diffusion coefficient D and the chemotactic sensitivity h are of the form (
1.4) D(u) = d(q(u) − uq (u)), h(u) = χq(u),
where d and χ are positive constants and q(u) denotes the probability for cells, located at a point with cell density u, to move to some neighboring site. The precise form of this probability function q(u) is basically unknown and not directly accessible to experiments. An important class of functions q(u) is obtained by assuming that there exists a known maximal number of cells that can be accommodated at any site of unit volume. Then a prototypical choice of q(u) (see [25, 30] ) is
where r > 0 and we have assumed for convenience that this maximal cell density is u = 1. In this situation, (1.4) yields the precise formulae
whence already in this simplified setting we may encounter different types of coefficient behavior: Namely, for instance, we see that then Guided by (1.6)-(1.7), we shall suppose that the diffusivity D and the cross-diffusivity h generalize the prototypes
with some c D > 0 and c h > 0, where we admit α and β to attain any real value, not necessarily linked through (1.6). Within this framework, in which existence and uniqueness of global weak solutions for (1.1) have been asserted in [23] , a natural question concerning the qualitative solution behavior is the one posed in [36] :
Will all solutions, initially satisfying u < 1, remain separated from the threshold value u = 1 uniformly for all times, or may there exist solutions which approach this singular value either in finite or in infinite time?
Clearly, this problem is similar to that of blow-up vs. the existence of global solutions for the classical reaction-diffusion equations, and partial answers have already been given in [32] . Namely, it has been shown there that if
and Ω is a ball with radius R, under the assumption that c h cD is sufficiently large, depending on R, one can find smooth initial data u 0 such that 0 ≤ u 0 < 1 in Ω but such that the corresponding solution of (1.2) attains the value u = 1 in either finite or infinite time.
As for results on the opposite type of behavior, it was shown in [4] that the global classical solution exists if α ≥ 2, β = 0, where the solutions are bounded away from u = 1 for any finite time. A similar result was subsequently extended in [36] to a general parameter regime (1.10) β ≥ 1 − α 2 and α > 0 but only under the stronger requirement that β > 2 solutions are known to remain bounded away from u = 1 uniformly for all times [36] . It is the goal of the present paper to close the apparently remaining gap between the above parameter regimes, at the same time allowing also for negative α. In this respect, the results presented here generalize and significantly improve those from [36] by employing a different approach to derive uniform-in-time L p bounds on 1 1−u . Indeed, our technique will enable us to prove that the sole condition α + β > 1 ensures the existence of global-in-time classical solutions separated from 1 uniformly with respect to time.
In order to make this more precise, let us now be more specific about the technical framework: We shall study (1.1) and (1.2) under the assumptions that the coefficient functions D and h are smooth in [0, 1) and such that
as well as 
In the parabolic-parabolic system (1.1) we shall additionally assume that
Then the first of our main results reads as follows. Theorem 1.1. Suppose that Ω is convex and that (1.11) and (1.12) are satisfied with some α ∈ R and β ∈ R fulfilling
, the problem (1.1) has a global classical solution (u, v) which remains uniformly regular in the sense that there exists δ > 0,
(ii) For any u 0 fulfilling (1.13), the problem (1.2) admits a global classical solution (u, v) satisfying (1.16).
In light of the mentioned possibility of singularity formation asserted under the assumption (1.9), this evidently is optimal and thereby completes the answer to (Q), up to equality in (1.9), at least for the parabolic-elliptic system (1.2), a case for which singularity formation does occur when (1.9) holds (cf. [32] )
Let us note here that the above convexity assumption is required as a hypothesis in a variant of the Poincaré inequality, which will be a technical cornerstone of our analysis (see Lemma 3.3 below and [18, Corollary 8.1.4]).
Next, it turns out that the mere existence of a global smooth solution can be asserted under a condition on α and β which is different from (1.15). Theorem 1.2. Let (1.11) and (1.12) hold with some α ∈ R and β ∈ R such that
(i) For any (u 0 , v 0 ) satisfying (1.13)-(1.14), the problem (1.1) has a global classical solution (u, v) . Moreover, for all T > 0 there exists δ(T ) > 0 such that for this solution we have
(ii) For each u 0 such that (1.13) holds, there exists a global classical solution
As a by-product, utilizing a blow-up result obtained in [32] , we finally detect some global classical solutions of (1.2) exhibiting a singularity formation in infinite time, provided that α is negative and β lies in the intermediate range [ 
In formulating this result in a precise way, besides (1.11) and (1.12) we shall refer to the complementary conditions 
Let Ω be a ball, and assume that (1.11), (1.12), (1.19) , and (1.20) are satisfied with some α < 0 and
We remark here that instead of assuming (1.19) and (1.20) , one might alternatively require that
hold with α and β as above and some appropriately large c hD > 0.
In conjunction with the outcome from [32] , the above results form an essentially complete picture with regard to singularity formation in (1.2) at least in the situation when both D(u) and h(u) exhibit an algebraic behavior near u = 1. A brief summary thereof can be found in Figure 1 and Table 1 . 
. An illustration of parameter regimes for α and β, which includes the four regions
, and B3 := {(α, β) | α = 0, α + β = 1} appear as boundaries, whereas two more boundaries have been included in regions II and IV. An overview over the occurrence of singular solution behavior in the respective ranges can be found in Table 1 .
From a mathematical point of view, we find it worth underlining that the solution behavior detected in Theorem 1.3 might be surprising in itself: As far as we know, in nonlinear parabolic equations and systems not many situations have been previously identified in which solutions are global and smooth but develop a singularity in the Downloaded 10/23/12 to 193.0.96.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Table 1 Solution behavior in the parameter ranges from Figure 1 in the case when large time limit. Indeed, some semilinear and quasi-linear parabolic equations are known to allow for phenomena of this type (cf., e.g., [27, 9, 33, 34] ), but in most examples this kind of behavior seems to be unstable with respect to either the initial data or parameters in the equation. This also applies to some related results addressing the standard parabolic-elliptic Keller-Segel system, where global unbounded solutions are known to exist if the total mass of cells precisely attains some critical value (cf., e.g., [19] for a detailed analysis of the time asymptotics of such solutions). Before going into details, let us finally mention that different variants of the Keller-Segel system are discussed as possible candidates to model volume-filling effects in chemotaxis processes. Unlike the approach pursued here, the class of models studied in [3] does not impose a fixed threshold value that cannot be exceeded by the cell density, but rather assumes that the diffusivity D(u) and the cross-diffusion parameter h(u), though positive for all u, decay as u → ∞. In the probabilistic picture of random walks, this corresponds to positive but decaying probabilities q(u) of cells to move towards some neighboring site (see [25] ). A considerable literature is concerned with models resulting from approaches of this type, the essential outcome being that again the asymptotic behavior, now as u → ∞, of the ratio of cross-diffusion and diffusion decides whether or not a singularity formation may occur; namely, if
with positive constants ε and C, then all solutions of both (1.1) and (1.2) are global and uniformly bounded (cf. [29, 8] and also [15, 21, 6 ] for some precedents), whereas if
with some ε > 0 and c > 0, then unbounded solutions exist (see [12, 35, 5, 7, 8] ).
Results of a similar flavor have also been derived for associate Cauchy problems in Ω = R n (see [28, 16] ). As contrasted to this, in conjunction with [32] the present work shows that the critical relationship between h and D does not depend on the space dimension when an a priori threshold of the above type is built in the model. 
Local existence and uniqueness.
Proof. First we may note that the Neumann boundary condition in (1.1) is equivalent to the no-flux boundary condition for u, i.e.,
as long as u < 1; therefore we may use Amann's theory of quasi-linear parabolic equations [2] and proceed as in the proof of [ 
We define a set
and a mapping Φ :
with v defined to be the solution of
along with the condition
We shall show that for T small enough Φ has a fixed point. Notice that by [11, Theorem 8.34] there is a unique solution v(· , t) ∈ C 1+s (Ω) to (2.4) for some s ∈ (0, 1). 
3). Since both D(ũ) and h(u)∇v belong to L
∞ (Ω × (0, T )), and since u 0 was assumed to be Hölder continuous inΩ, we may apply [22, Theorem V1.1] to conclude that for some γ ∈ (0, 1) and
and hence
From this we deduce that if we fix
Notice also that (2.3) implies
. Thus, u ∈ X T0 and we proceed to show using the Schauder fixed point theorem that Φ : X T0 → X T0 has a fixed point. To this end observe that X T0 is a convex subset of C 0 (Ω × [0, T 0 ]). From (2.6) we infer that Φ is a compact mapping. It remains to prove that Φ is a continuous mapping.
. First notice that (2.5), the Poincaré inequality, and Young's inequality with ε entail (2.7)
where C 1 is a positive constant. Next, using Young's inequality and (2.7) we obtain 
where E is a constant independent of k. Hence, using Young's inequality and the local Lipschitz continuity of D and h and (2.7), we obtain 
where C 5 depends on C 3 , C 4 , E, and max
and using (2.6) we deduce that
By the Schauder theorem there exists a pair (u , v) which solves (1.2) in a weak sense.
In fact the solution is more regular: By the classical regularity theory of elliptic equations, for any t ∈ (0 , T 0 ] it follows that
for some γ ∈ (0 , 1). Then it is easy to check using (2.6) that
The regularity theory for parabolic equations [22, Theorem V.6.1] thus entails
The solution may be prolonged in the interval [0 , T max ) and either T max = ∞ or T max < ∞, where in the latter case
To prove the uniqueness of solutions to problem (1.2) let us assume that there are two distinct solutions (u 1 , v 1 ) and (u 2 , v 2 ). Then we may perform similar estimates to those which led to (2.10) with the substitution u 1 in the place of u andũ, and with u 2 in the place of u k andũ k . The only difference is to use in (2.8) the fact that ∇u 2 ∞ < ∞. Consequently, we deduce that for any τ
which leads to a contradiction. Finally the nonnegativity of u follows from the classical maximum principle if we rewrite the first equation in (1.2) in the nondivergence form. The above uniqueness statement entails that the assumed radial symmetry of u 0 is inherited by both solution components u and v. Accordingly, without any danger of confusion we may write u 0 = u 0 (r) and u = u(r, t) whenever this appears to be convenient in what follows. Downloaded 10/23/12 to 193.0.96.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 3. Preliminary estimates. Before deriving a priori estimates, let us provide some preliminary material. We begin by stating a lower bound for the size of the set where a given nonnegative function from L 1 (Ω) remains conveniently small.
Then for all a > 1 the inequality
and hence obtain
this yields (3.1). We next check the independence of the constants in a Gagliardo-Nirenberg inequality within a certain parameter range. 
where a := 2n(q−1) (n+2)q . Proof. By the Gagliardo-Nirenberg inequality (see [10] ),
is valid with b := 2n(q−1) (n+2)q and some c 1 > 0. Now the Hölder inequality says that
holds for all such z with d :=
which results in (3.2) due to the fact that bd = a. A last preliminary result provides a Poincaré-Sobolev-type inequality for functions remaining suitably small in sets of appropriately large measure. It is an immediate consequence of a corresponding Poincaré inequality for functions with large zero set. 
Applying this to ϕ :
which easily yields (3.4).
Basic a priori estimates for an auxiliary problem.
In what follows we shall derive various a priori estimates for solutions of the scalar parabolic problem (4.1)
where v = v(x, t) is considered to be a given sufficiently regular function. Our first observation concerning such solutions is essentially the same as in [36, Lemma 4] . 
for all t ∈ (0, T 
Since p ≤ p + 1 ≤ 2p due to the fact that p ≥ 1, collecting (4.4)-(4.6) we end up with (4.3).
We shall secondly provide a statement ensuring that bounds for
with suitably large p > 1 already imply pointwise boundedness of 
Proof. Let us fix p 0 > 1 large enough such that Then defining (p k ) k∈N recursively by setting (4.13)
we can easily check using (4.9) that (p k ) k∈N is strictly increasing, and that there exist c 1 > 0 and c 2 > 0 such that (4.14)
Hence, according to (4.10) and the monotonicity of (p k ) k∈N ,
Then (4.12) guarantees that
and (4.15) in conjunction with (4.11) entails that
Moreover, from (4.14) we see that
we have
where q < 2n (n−2)+ due to (4.9). Downloaded 10/23/12 to 193.0.96.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Our goal is to derive upper bounds for
where again w := 1 − u. To this end, we recall Lemma 4.1, which implies that for all
is valid with some constants c 4 ∈ (0, 1] and c 5 > 0 which, like c 6 , c 7 , . . . below, may depend on K but not on t, T , or k. In view of (4.17), Lemma 3.2 allows us to interpolate
with some c 6 > 0. Here we note that thanks to (4.13),
and that from (4.15) and (4.16) we know that
Therefore, upon an application of Young's inequality in the form
, and ε := 
Finally, from (4.15), (4.16), and (4.18) we obtain that 
with a certain c 9 > 0. Accordingly, (4.21) yields
We next apply Lemma 3.2 to q :=q k to find c 10 > 1 fulfilling
with a :=
. Applying (4.26) to s := 1 a and ε := 1 and invoking (4.23), we thus obtain
≤ c 10 ∇w
where we also have used that s > 1 and Since by (4.14) and (4.28)
−j < ∞, and since A 0 is finite according to (4.7) , from this we conclude that (4.8) also holds in this case. The proof is complete. 
Remark. We once more underline that the constant in (5.1) does not depend on T .
Proof. It is evidently sufficient to consider p > 1 large enough fulfilling
For such p, from Lemma 4.1 and the fact that u ≤ 1, we see that w := 1 − u satisfies
Now an integration of (4.1) shows that Ω u(x, t)dx ≡ Ω u 0 =: M for all t ∈ (0, T ), where our assumption u 0 < 1 inΩ entails that M < |Ω|. It is therefore possible to pick some a ∈ (1, |Ω| M ) and apply Lemma 3.1 to infer that 
Remark. Again, the constant appearing on the right-hand side of (5.6) does not depend on T .
We can now directly pass to the proof of our main results concerning the case α + β > 1.
Proof of Theorem 1. (ii) The proof is similar to the one above, relying on Lemma 2.2 instead of Lemma 2.1. The only difference consists of a usage of elliptic [11] rather than parabolic regularity arguments here in order to make sure that again ∇v is bounded in Ω × (0, T max ).
Global solutions for
and singularity formation in infinite time.
6.1. Global solvability. We first go back to Lemma 4.1, but proceed from (4.3) by pursuing a strategy different from that used in Lemma 5.1. Namely, we shall no longer rely on the dissipative term in (4.3) here. A similar reasoning has been applied in [36, Corollary 5] for α > 0.
Lemma 6.1. Suppose that (1.11) and (1.12) hold with some c D > 0, c h > 0, α ∈ R, and β ∈ R such that
and let u 0 satisfy (1.13). Then for each K > 0, p > 1, and T > 0 there exists
Proof. According to (4.3) and the fact that 0 ≤ u < 1, the function w := 1 − u satisfies
for all t ∈ (0, T ). Downloaded 10/23/12 to 193.0.96.15. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 7. Numerical simulations. In this section, we shall explore some numerical solutions of the model (1.1) in different parameter regimes to illustrate how the parameter values affect the solution profiles, and make predictions for undiscussed cases. The finite-element-based software COMSOL has been implemented for computation, and for simplicity we restrict our attention to a one-dimensional interval Ω = (0, 20).
The most interesting component pertaining to our analytical results is to see in which parameter regimes the solution blows up (i.e., u reaches the singular value 1) or is strictly less than 1. Theorem 1.1 makes significant progress toward the complete answer, and we show the relevant numerical solutions in Figure 2 (a) , where the solution profile u is plotted at time t = 800 for different values of α and β such that α + β > 1 fulfills the conditions of Theorem 1.1. We observe that the maximum of the solution decreases with respect to the value of sum α + β. In particular the profile of the solution becomes flatter when α + β gets smaller. To recall, it was shown in our previous paper [32] that the solution may blow up in finite time if α > 0, β ≥ 0, and α + β < 1. Theorem 1.1 shows that the solution is classical if α + β > 1. This indicates that the line α + β = 1 might become important, and that so does the region where α + β < 1 and α ≤ 0. Theorem 1.2 has shown that the solution of (1.1) is classical and bounded away from 1 for any finite time if α+β = 1 and α ≤ 0, as shown in Figure 2 (b) , where we see the solution is strictly less than the singular value 1 and observe that the maximum of the solution u is getting closer to 1 when α approaches 0 from below. However, in light of Remark 6.1 we know that for the critical case α = 0, u will be strictly less than 1 in the interior of the domain for any time t > 0. This fact was also numerically illustrated in Figure 2 (b) . Now a natural question, left open by our analysis, is whether the solution may blow up in the critical case α + β = 1 if α > 0. Corresponding numerical solutions can be found in Figure 3 , which indicates that the distance between the maximum of the large-time profile of u and 1 seems to decrease to zero with respect to the sum α + β when this sum decreases to 1. According to this observation we believe that in the limit case α + β = 1 when α > 0, the solution u indeed may attain the threshold value 1 either in finite or infinite time. Figure 1 , then the solution may reach 1 in infinite time, provided thatc h cD is large. This is numerically supported in Figure 4 (a), which plots the solution profile u at the numerically terminal time step t = 112, just before the computation stops due to the degeneracy of both diffusion (α < 0) and chemotaxis (β > 0). The simulation shown in Figure 4 
