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1 Introduction
In the work [2] Ekeland proved Nash-Moser type theorem (e.g. [4, 1]) for
Gaˆteaux differentiable function.
Theorem 4 below strengthens [2, Theorem 1] in the sense that all norms
are estimated simultaneously. The conditions we impose on the spaces here
are more restrictive, but the cases most important for applications are cov-
ered.
Here we present a simple and direct proof of this result which in [5]
is a corollary to a more general theorem proved for multivalued maps and
requiring more sophisticated techniques.
The paper is organised as follows. In Section 2 we recall some definitions
and also what we need from the framework of [5]. In Section 3 we prove the
result mentioned above.
2 Notations and preliminaries
Recall that a Fre´chet space is a Hausdorff complete locally convex topologi-
cal vector space whose topology can be generated by a translation-invariant
metric. An equivalent definition involves seminorms. We focus on a special
class of Fre´chet spaces.
We call compactly graded space any X =
⋂∞
0 Xn, where (Xn, ‖ · ‖n)’s
are nested Banach spaces: Xn+1 ⊂ Xn, such that the identity operator from
Xn+1 into Xn is compact. The most important example of compactly graded
space is Xn = C
n(Ω), where Ω is a compact domain in Rk.
It is immediate to check that such space equipped with the translation-
invariant metric
ρX(x, y) := max
n≥0
2−n‖x− y‖n
1 + ‖x− y‖n (1)
is a complete metric space. Therefore, any compactly graded space is a
Fre´chet space. Note that
lim
k→∞
ρX(xk, x) = 0 ⇐⇒ lim
k→∞
‖xk − x‖n = 0, ∀n ≥ 0.
Denote by BXn := {x ∈ Xn : ‖x‖n ≤ 1} the closed unit ball of (Xn, ‖ · ‖n).
We will now consider the properties of compactly graded spaces we will
be using. First of all, if Jn : Xn+1 → Xn is the identity operator, then
2
‖ · ‖n ≤ ‖Jn‖‖ · ‖n+1 and, therefore,
‖ · ‖0 ≤ a1‖ · ‖1 ≤ . . . ≤ an‖ · ‖n ≤ . . . , (2)
where an = ‖J0‖‖J1‖ . . . ‖Jn−1‖.
Proposition 1. Let X =
⋂∞
0 (Xn, ‖ · ‖n) be a compactly graded space. Then
C ⊂ X is compact if and only if it is closed and bounded in each norm ‖ · ‖n.
Proof. First, let C be compact. Then it is closed.
If C is unbounded in, say ‖ · ‖j, then the we can chose by induction a
sequence (xk)
∞
1 ⊂ C, such that ‖xk+1‖j > max{‖xi‖j : i = 1, . . . , k}. It is
clear that (xk)
∞
1 has no finite 2
−j-net with respect to ρX .
Conversely, let C be closed and
sn := sup{‖x‖n : x ∈ C} <∞, ∀n ∈ N ∪ {0}.
Let (xk)
∞
1 ⊂ C. Since (xk)∞1 ⊂ s1BX1 and the latter is compact in (X0, ‖ ·
‖0), there exists an infinite set N0 ⊂ N such that ‖ · ‖0− limk∈N0 xk exists.
By induction we can find infinite sets N0 ⊃ N1 ⊃ . . . such that the limit
‖ · ‖i − limk∈Ni xk exists for all i ≥ 0. Chose k0 ∈ N0 and
ki ∈ Ni : ki > ki−1, i ≥ 1.
Clearly the subsequence (xki)
∞
i=0 is convergent in each norm and, therefore,
in X.
For a compactly graded space X =
⋂∞
0 (Xn, ‖ · ‖n) and A ⊂ X denote
dn(x,A) := inf{‖x− y‖n : y ∈ A}. (3)
Lemma 2. Let X =
⋂∞
0 (Xn, ‖ · ‖n) be a compactly graded space and let
C ⊂ X be compact. Then
x ∈ C ⇐⇒ dn(x,C) = 0, ∀n ≥ 0.
Proof. Fix ε > 0 and then take m so large that 2−m < ε.
Set a := max{am, am/a1, . . . , am/am−1}. From (2) it follows that
‖ · ‖n ≤ a‖ · ‖m, ∀n = 0, 1, . . . ,m.
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Let yi ∈ C be such that limi→∞ ‖yi − x‖m → 0. Since the function
t→ 1/(1 + t) is increasing,
max
0≤n≤m
‖yi − x‖n
2n(1 + ‖yi − x‖n) ≤
a‖yi − x‖m
1 + a‖yi − x‖m → 0, as i→∞.
From (1) and the choice of m it follows that ρX(yi, x) < 2ε for all i large
enough.
This means that the ρX-distance between x and C is zero. Since C is
compact, x ∈ C.
3 Main result
Let us recall that if (X, ρX) and (Y, ρY ) are linear metric spaces, and
f : X → Y
is a function, then the directional derivative of f at x in direction h is
f ′(x;h) := ρY− lim
t↘0
f(x+ th)− f(x)
t
if the latter limit exists.
If the map h→ f ′(x;h) is linear and continuous then f is called Gaˆteaux
differentiable at x ∈ X.
Denote
R∞+ := {(si)∞i=0 : si ≥ 0}.
For u = (ui)
∞
i=0, s = (si)
∞
i=0 ∈ R∞+ define
u.s := (uisi)
∞
i=0.
Definition 3. ([5]) For s = (si)
∞
i=0 ∈ R∞+ and a compactly graded space
X =
⋂∞
0 (Xn, ‖ · ‖n) define
Πs(X) := {x ∈ X : ‖x‖n ≤ sn, ∀n ≥ 0}. (4)
It is clear that Πs(X) is closed, so by Proposition 1,
Πs(X) is compact, ∀s ∈ R∞+ . (5)
We present a simple proof of the following extension of a result form [5].
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Theorem 4. Let X =
⋂∞
0 (Xn, ‖ · ‖n) and Y =
⋂∞
0 (Yn, | · |n) be compactly
graded spaces. Let f : X → Y be a continuous and directionally differentiable
function such that f(0) = 0.
Assume that there are cn > 0 and d ∈ {0} ∪ N, such that for each x ∈ X
and v ∈ Y
∃u ∈ X : f ′(x;u) = v and ‖u‖n ≤ cn|v|n+d, ∀n ≥ 0. (6)
Then for each y ∈ Y there is x ∈ X such that
f(x) = y and ‖x‖n ≤ cn|y|n+d, ∀n ≥ 0.
Proof. Since Y =
⋂∞
n=d(Yn, | · |n), we can assume without loss of generality
that d = 0. Indeed, set m := n− d, n = d, d+ 1, . . . and work with the new
m-indexation in Y .
For A ⊂ X define
f ′(x,A) := {f ′(x;h) : h ∈ A}.
With such notation condition (6) can be rewritten as
Πb.s(Y ) ⊂ f ′(x; Πs(X)), ∀x ∈ X, ∀s ∈ R∞+ , (7)
where
b = (c−1n )
∞
n=0.
Indeed, if v ∈ Πb.s(Y ) then |v|n ≤ c−1n sn and from (6) it follows that there is
u ∈ X such that f ′(x;u) = v and ‖u‖n ≤ cn|v|n ≤ sn. That is, u ∈ Πs and
v ∈ f ′(x; Πs(X)).
We will show that
Πb.s(Y ) ⊂ f(Πs(X)), ∀s ∈ R∞+ . (8)
So, fix s ∈ R∞+ and y¯ ∈ Πb.s(Y ).
In view of Lemma 2 it is enough to show that dn(y¯, f(Πs(X))) ≤ ε for
each n ≥ 0 and ε > 0, where dn is defined by (3), of course, in Y .
Fix arbitrary n ≥ 0 and ε > 0. Define
I := {t ≥ 0 : dn(ry¯, f(rΠs(X)) ≤ rε, ∀r ∈ [0, t]},
Obviously 0 ∈ I. Denote t¯ := supt∈I t.
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Suppose that t¯ <∞. Then there are ti ↗ t¯ and xi ∈ tiΠs(X), such that
‖tiy¯ − f(xi)‖n ≤ tiε.
The set t¯Πs(X) is compact (see (5)) and xi ∈ t¯Πs(X), so we may assume
without loss of generality that xi → x¯ ∈ t¯Πs(X). Since f is continuous,
f(xi)→ f(x¯) and, therefore, ‖t¯y¯ − f(x¯)‖n ≤ t¯ε.
Since y¯ ∈ Πb.s(Y ) ⊂ f ′(x¯)(Πs(X)), see (7), there is h ∈ Πs(X) such that
f ′(x¯;h) = y¯.
From the definition of the directional derivative f ′(x¯;h) and (1) it follows
that
0 = lim
r↘0
∥∥∥∥f(x¯+ rh)− f(x¯)− rf ′(x¯;h)r
∥∥∥∥
n
= lim
r↘0
‖f(x¯+ rh)− f(x¯)− ry¯‖n
r
.
Thus for some δ > 0 and all r ∈ [0, δ] we have that ‖f(x¯+rh)−f(x¯)−ry¯‖n ≤
rε. So, x¯+ rh ∈ (t¯+ r)Πs(X) and
dn((t¯+ r)y¯, f((t¯+ r)Πs(X))) ≤ ‖t¯y¯ + ry¯ − f(x¯+ rh)‖n
≤ ‖t¯y¯ − f(x¯)‖n + ‖f(x¯+ rh)− f(x¯)− ry¯‖n
≤ (t¯+ r)ε.
That is, t¯+ δ ∈ I, contradiction. Therefore, t¯ =∞. In particular 1 ∈ I, thus
dn(y¯, f(Πs(X)) ≤ ε,
yielding (8), which is easily seen to be equivalent to the conclusion of the
theorem.
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Remark. We have presented Theorem 4 in a simple practical context. It
can be easily somewhat generalised. For example, we may assume only that
X and Y are Fre´chet spaces with Heine-Borel property, that is, each closed
and bounded subset is compact. (The roundedness is understood in the sense
of locally convex spaces – i.e. the set is absorbed by any neighbourhood of
zero – and not with respect to a metric, see e.g. [3, pp.110-114] for details.)
In such setting Πs(X) is compact for each s ∈ R∞+ and this is all we
need. The space Y can even be arbitrary Fre´chet space, see [5], but the
latter extension would require minor modifications to the proof.
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