Conventional information retrieval systems have proven ineffective in dealing with information overload. One possible solution is to incorporate some features that allow users of these systems to custom handle this information. In order to enable systems of this kind, some of the characteristics of present-day systems should be reviewed. Among other features, all documents are described with the same level of detail. We believe that the redrafting of document models is the starting point for reform of these systems. The paradigm of granular computing has proven to be very suitable for the treatment of complex problems and can produce significant results in large-scale environments such as the Web. This paper explores the granulation process of words with a view to its application in the subsequent improvement in document representation. We use fuzzy relations and spectral clustering in this process and present some result.
INTRODUCTION
Possible solutions for the information overload problem involve processes such as information retrieval, filtering, and extraction, as well as classification, clustering, and summarizing of documents, with the aim of assisting people to locate, in a more efficient way, the documents that meet their information needs. These needs can be defined as discovering or deriving new information, finding patterns in such information or separating the information that is useful from that which is not. (Yao, 2002) says that the incorporation of these features in current information retrieval systems give rise to the emergence of a new generation of such a system: the information retrieval support systems.
In order to enable systems of this kind, some of the characteristics of present-day systems should be reviewed and re-engineered. These systems use document representation schema that are very simple, as well as a retrieval method that is also quite simple. All the documents are described with the same level of detail. The representation and retrieval method are the same, regardless of the user's characteristics. The structure and semantics of information, as contained in the document and in the collection, are not taken into consideration.
A paradigm that arises from the treatment of information, known as granular computing, has attracted the attention of many researchers. According to (Yao, 2007) , granular computing gathers a set of theories, methodologies, techniques, and tools, that employ granules to solve complex problems. According to (Predycz, 2005) , the granules permeate any human task. Humans are constantly abstracting and formulating concepts from these granules, processing these concepts and returning the results of such treatment. To give an example, we can make an analogy with the human capability of dealing with images. At no given moment do we consider the pixels individually. All the time we build groupings of these pixels using some semantics capable of conveying notions of texture, colour, etc. Similarly, when analyzing text, the words are not considered individually. Groupings of these words, representing some semantics, convey their contents. Moreover, humans can perceive the real world through many levels of granularity (abstraction) and can easily alternate between these various levels. Consequently, people abstract and consider only that which serves a specific purpose and ignore that which is irrelevant (Yao and Zhong, 2002) ; (Hobbs, 1985) ; (Yao, 2007a) . By being able to focus on different levels of granularity, different levels of knowledge can be obtained as well as a deeper understanding of the structure that is inherent to each type of knowledge.
Granular reasoning is, therefore, essential for human intelligence and, according to (Zhong, 2008) , it can have a significant impact on problem-solving methodologies, especially in large-scale environments such as the Web.
The granulation process is based on the decomposition of objects according to some kind of relationship whereby these objects stay together. The process is inherently fuzzy, vague and imprecise. This paper explores this process, through the use of fuzzy relations. Based on this kind of relationship we use a spectral clustering algorithm in the creation of the granules and present some results.
RELATED WORKS
Alternative techniques for creating document models have aroused the interest of many researchers. Some approaches are based on the same vector model (Liu, 1994) and others suggest alternative ways. (Doan et al., 2005) proposes the modeling of texts based on the theory of fuzzy sets. (Khalled, 2006 ) presents a new paradigm for mining documents that can exploit the semantic features of documents. (Ingersen et al., 2008 ) is based on the cognitive aspects of information retrieval in its proposal. (Fishbein, 2008) , proposes a scheme based on Holographic Reduced Representations (HRR) to encode both the semantic structure and syntactic structure of documents. Finally, similar to the proposal presented in this paper, (Lin, 2007) employs granular computing concepts in the treatment of the problem. The granules are formed by sets of keywords with frequent co-occurrence. In this context, other techniques have been proposed. Latent Semantic Analysis (LSA) (Dumais, 1997) uses principal component analysis to find groups of words that cooccur. Topic models (Steyvers, 2007 ) is a statistical model for discovering abstract topics in document collections. Analysis of formal concepts (Ganter, 2005) also uses the evaluation of objects and their relationships in order to identify concepts or topics of interest.We present a new method for the analysis of co-occurrence of words. We also use an algorithm that proves very effective for capturing this type of relationship between words to form granules. We believe this is the greatest contribution of this work.
WORD GRANULATION
Granulation means forming aggregates of indiscernible objects. The indiscernibility between these objects can be treated by a similarity function. There are two terms used to denote the main types of similarity between words (Kozima, 1993) (Rapp, 2002) : paradigmatic similarity and syntagmatic similarity. Despite this distinction, it is relatively rare in published works, and some studies (Kozima, 1993) refer to the first type as semantic similarity, and to the second (Rapp, 2002) as relatedness similarity. The focus of our work is essentially on the second kind. Both types are computed using different methods and are used in a wide variety of applications. Relatedness similarity is generally measured by employing some statistical or algebraic tool. In this paper we present a fuzzy approach for the analysis of this similarity.
FUZZY RELATION
In this section we present a brief review of the theory of fuzzy relations (Chakrabarti, 2003) ; (Haruechaiyasak, 2002) ; (Zadeh, 1993) used in the assessment of the similarity between words and the subsequent creation of granules. Definition 1. A fuzzy relation between two finite sets X = {x 1 , ...., x u } and Y = {y 1 , ...., y v } is formally defined as a fuzzy binary relation f: X × Y [0,1], where u and v represent the number of elements in X and Y, respectively. Definition 2. Given a set of index terms, T = {t 1 , ..., t i } and a set of documents, D = {d 1 , ..., d j }, each t i is represented by a fuzzy set h(t i ) of documents; h(t i ) = {F(t i ,d j ) | ∀ d j ∈ D}, where F(t i ,d j ) is the membership degree of t i in d j . Definition 3. The fuzzy relationship between words is based on the evaluation of co-occurrence of t i and t j in the set D and can be defined as follows:
A simplification of the fuzzy RT relation based on co-occurrence of words is given as follows:
where • r i,j represents the fuzzy RT relation between words i and j • n i,j is the number of documents containing both the i th and j th words • n i is the number of documents containing the i th word • n j is the number of documents containing the j th word
SPECTRAL CLUSTERING
The spectral clustering technique is characterized by exploring the similarity between all pairs of objects. This technique has proven to be much more effective than more traditional techniques such as the k-means method, for example, which considers only the similarity of the objects to the central elements of their groups (Ng, 2001) .
Given n data points x 1 ... x n , the spectral clustering algorithm constructs a similarity matrix S ∈ R n x n , where S i,j ≥ 0 reflects the relationship between x i and x j . It then uses similarity information to group x 1 ... x n into k clusters. There are several variants of spectral clustering. Here we consider the commonly used normalized spectral clustering (von Luxburg, 2006) .
EVALUATION
We have created two distinct corpora. The first corpus contains 200 articles on computational intelligence selected from Google Scholar. These articles are related to 10 distinct subjects: cognition, fuzzy systems, genetic algorithms, neural networks, data mining, knowledge management, machine learning, pattern recognition, optimization and logic. For the second corpus, 160 articles on text mining/information retrieval were selected from the same site. In this case, eight subjects were used: clustering, latent semantic analysis, information retrieval, ontology, semantics, fuzzy relations, concept extraction and topic models. Each corpus was subjected to a preprocessing step where stopwords and words not classified as nouns were removed through application of a tagger available in http://dragon.ischool.drexel.edu/.
Next, we analyzed the fuzzy correlation between these words, by applying equation 2, presented in section 4. Words and their correlations were subjected to the spectral clustering algorithm with implementation available over http://www.mathworks.com/matlabcentral/fileexch ange /26354-spectral-clustering-algorithms. The implementation requires information about the value of k. Initially, we adopted k values of 10 and 8 for the first and second corpus, respectively. The justification for this lies in the fact that we have chosen 10 subjects and, therefore, based on this choice, we can control the groups generated. In a second evaluation, we reduced these values by half: 5 and 4, in each corpus, respectively. The aim was to examine the clustering algorithm's ability to make generalizations of the words contained in their groups. The algorithm parameters were kept at their default values. Tables 1, 2, 3 and 4 present the most significant words found in each of the clusters generated in each of the scenarios described above. Aiming to establish a comparison with a wellknown approach, we submit on the same basis, an algorithm for latent semantic analysis (LSA). Tables  5 and 6 represent the degree of similarity between the granules generated with the technique proposed in this work and the concepts (granules) obtained with LSA. The contents of each cell in the table represent the percentage of similarity between the granules and concepts. To facilitate the analysis, we highlighted the cells with the greatest similarity measures. 
RESULTS
Looking through Tables 1 and 3 , the proposed technique combines words significant enough to present the topics in each corpus. In corpus 1, for computational intelligence, 7 topics are easily identified from the words associated with their clusters/granules. In corpus 2, on text mining / information retrieval, we achieved better results, because the eight subjects that make up the corpus are easily identified. The results presented in Tables  2 and 4 show that the technique performs well against the ability of granule generalization contained in the corpus. With respect to corpus 1 which was tested, we give special emphasis to the grouping of words that describe the topics of genetic algorithms/optimization and data mining/ knowledge management. Such topics are strongly related. The proposed technique shows consistency since it captures these relationships by grouping the words contained in their respective documents. LSA identified 13 clusters of words for corpus 1 text and 10 clusters for corpus 2. Despite the greater number of groups, we can see that in all groups of words created with the technique presented in this work, both corpus are defined by an LSA equivalence. Thus, we understand that the techniques are equivalent in terms of effectiveness. Although not measured in terms of processing time for each technique, we observed that the technique proposed here performs better than LSA.
CONCLUSIONS
The paper explored the granulation process based on fuzzy relations of co-occurrence and spectral clustering. The methodology was presented and some preliminary results were shown. These results demonstrate the real applicability of the proposal. Our next step will be to explore the ability of this technique in the generalization and specialization of granules. This feature will allow the construction of building ontologies with these granules. We also intend to study a way to allow overlap between the granules produced. The clustering algorithm used does not allow this overlap and we understand that this feature will produce granules much more significant than those produced with the current method. We believe the introduction of such features will enable the representation of documents whose handling is closer to the human way of dealing with granules, as described in the introduction.
