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Introduction
* Health economics has recently focused on the differences between for-profit and nonprofit hospitals. This attention is partly due to the growth of for-profit hospitals in recent years. According to the American Hospital Association, the number of for-profit hospital beds grew 41% between 1976 and 1986. During that same period the total number of hospital beds declined by 10% (American Hospital Association, 1987).
The increasing proportion of for-profit hospitals relative to other types of hospitals has led to a debate over their relative merits (Gray, 1986) . One side of the debate takes the position that the increasing focus on profits has led hospitals to eliminate important community services, such as emergency rooms and free care to the poor, thereby shifting those burdens to other hospitals. The opposing side of the debate maintains that the profit motive has promoted efficiency in an industry plagued by upwardly spiralling costs. In the last ten years this concern with hospital efficiency has inspired dramatic changes in health policy, the most notable being Medicare's shift from cost-based reimbursement to prospective payment for hospitals. More recently, the suggestion has even been made that nonprofit hospitals should lose their tax-exempt status unless it can be shown that they 2. Model of uncompensated care * The model of uncompensated care relates the amount of charity care a hospital provides to that hospital's characteristics and the population it serves. Let A be the probability that a patient is uninsured, conditional on being admitted to a hospital. According to Bayes' law, A is defined as 
Pr(ADMIT I UNINSURED) * Pr(UNINSURED)
The following expression is derived by substituting (2) into (1), dividing by (1 -A), taking logs, and simplifying.
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Equation (3) indicates that the log-odds of A (the probability a patient is uninsured conditional on being admitted to a hospital) is determined by two separate terms. The first term is a function only of the unconditional probability of being uninsured. Thus, the first term measures the proportion of the population without insurance, and this is denoted "demand" because the population without insurance largely determines the demand for free care in the hospital's market. The demand for free care depends on the characteristics of the local population that influence insurance coverage, such as income and the extent of coverage by Medicare or Medicaid. Studies have found a strong relationship between demographic characteristics and the probability of being uninsured (Moyer, The second term on the right-hand side of (3) is the relative probability of admission for an uninsured patient compared to an insured patient. Thus, the second term measures the hospital's willingness to provide charity care relative to paid care; we refer to the second term as "supply." Three factors may influence a hospital's supply of charity care: the hospital's organizational mission, the hospital's service, and the economic environment (denoted XENVIRON). A hospital that sees its mission as maximizing profits may directly limit charity care, as through preadmission screening, more often than does a hospital that defines its role as community service. This study considers three types of hospitals that claim very different missions: nonprofit, for-profit, and teaching hospitals. A hospital's choice of service also affects supply of charity care because some services are much more heavily used by the uninsured. In particular, obstetric services have been shown to account for a disproportionate share of uninsured admissions (Townsend, 1986; Sloan, Morrisey, and Valvona, 1988) . Finally, the economic environment helps to determine the supply of charity care. The existing empirical literature on hospital provision of free care suggests that income effects are small relative to substitution effects in determining a hospital's provision of free care (Frank and Salkever, 1991) . Thus, we expect that the marginal cost of care will be the primary economic factor determining a hospital's willingness to provide free care. In particular, input costs, excess capacity, and the amount of competition for patients or physicians may affect the marginal costs of providing free care.
Assumptions Therefore, the probability that a patient is uninsured conditional on admission (A) follows a logit distribution.
In principle, the parameters of (4) can be estimated easily with a regression in which the unit of observation is the hospital and the percentage of patients admitted with no insurance is used as an estimate of A. This technique is often referred to as "pooled logit" or "minimum chi-square" (Maddala, 1983) . Regression estimates of (4) will be biased, however, if they omit demographic or economic variables that are correlated with a hospital's mission and service. There is much evidence to suggest that the demographics of the local population and the economic environment of the hospital determine a hospital's choice of mission and service (Mullner and Hadley, 1984; Alexander, Lewis, and Morrisey, 1985; Ermann and Gabel, 1986; Townsend, 1986) . When any of these factors are incorrectly omitted from the regression used to estimate (4), the results are biased; that is, a hospital's mission and service may proxy for omitted demographic or economic characteristics of the hospital's market.
FE
Identification. The parameters of (4) are estimated using an instrumental variables approach. The instruments must be correlated with a hospital's mission and service, but not with the error term E. The model developed here suggests three strategies for identification: use a nonlinear model of mission and service, use excluded interactions between demand and supply, and use leads and lags of area characteristics. In addition, we considered using instruments such as certificate-of-need regulation and local property tax rates. However, we decided against these variables because certificate-of-need regulation is difficult to quantify meaningfully, and local tax rates are likely to reflect local demographics and would hence be correlated with the dependent variable.
The first strategy uses predicted probabilities of mission and service from a nonlinear model to form instruments and was used first by Dubin and McFadden (1984) . Suppose the probability that a hospital has a certain mission and service is a function of demographic and economic factors: A convenient functional form for (5) is the multinomial logit, since the goal is to predict the probability of being one of six types of hospital. This technique requires fairly weak stochastic assumptions. Furthermore, the results are consistent even if (5) is misspecified.
If the multinomial logit model does not include other instruments W, then the identification comes through functional form. The identifying assumption of this strategy is that the independent variables affect the choice of hospital type in a nonlinear way, whereas they affect the log-odds of the percentage of admissions uninsured in a linear way. Because we do not want to rely on functional form for identification, we use two other types of instrument, both in the multinomial logit model and separately.
The second strategy uses excluded interactions to form instruments. An important feature of equation (3) is that the two terms on the right-hand side are additive. This implies that the determinants of the basic demand for free care do not interact with determinants of a hospital's supply of free care relative to paid care. Therefore, interactions between XDEMAND and XENVIRON in the specification of (4) can be excluded.
The two conditions for instruments can be shown to hold under a simple set of economic assumptions. Suppose that a hospital maximizes an objective function that is the weighted average of utility from insured and uninsured patients. In practice, a combination of these three strategies was used to achieve identification. The interaction terms and the leads and lags were included in the multinomial logit (as W), in addition to XDEMAND and XENVIRON. These instruments were also used separately. The combined approach yields substantially the same results as any one strategy alone, but with smaller standard errors in the second stage. E Hospital characteristics. This article addresses differences between for-profit and nonprofit hospitals, so the data used are a subset of the 1981 American Hospital Association annual survey of hospitals. Long-term and special-care facilities, such as psychiatric or tuberculosis hospitals, which inherently attract a select group of patients, are excluded. Also excluded are all government and county controlled hospitals, because they are usually mandated to provide service to the poor or medically indigent. As a result, on average, more than 10% of the patients of these hospitals have no insurance, and they therefore operate under a set of constraints different from those on for-profit and nonprofit hospitals. The final dataset, after dropping observations with missing data, consists of 3,322 short-term general-care hospitals in the continental United States.
The amount of uncompensated care varies greatly across hospitals (see Table 1 ). The overall mean of the percentage of patients who are uninsured is 6%, but it ranges from zero to 70%. This information comes from a survey of hospitals conducted by the Office of Civil Rights in 1981. That survey, which collected information on insurance coverage for all admissions to hospitals in the United States during a two-week period, is unique in that it provides the only national data that identify the source of payment for each patient. For this reason, this study is also restricted to the year 1981. For purposes of the study, patients are said to be uninsured if they pay no charges or reduced charges, are self-payers, or are covered by the Hill-Burton Act. Under the Hill-Burton plan the government provided money for hospital expansion; in return, the hospital was obligated to provide a certain amount of free medical care (although this obligation was never enforced). Hospitals can be classified into one of six categories, according to their ownership, teaching status, and provision of obstetric care as indicated in the 1981 American Hospital Association annual survey of hospitals. A hospital is either for-profit, nonprofit, or teaching, and it either has or does not have an obstetrics department. A teaching hospital is defined as a member of the Council of Teaching Hospitals. There are no for-profit teaching hospitals in the study.
Countywide averages are the best available proxies for the characteristics of the area that a hospital serves. The location characteristics at the county level were compiled by Abt Associates from the Area Resource File and the United States Census. A few variables range over 100% because the numerator and denominator come from different data sources.
Five area characteristics are included to measure the underlying demand for free care in the hospital's market area. The demand for free care is presumably lower when the percapita income is higher, when the percentage white is higher, and when insurance coverage is higher. The demand for free care is presumably higher when births per capita are higher.
Five other area characteristics are included to measure for the cost of providing care. Increased competition among hospitals to attract physicians or patients is likely to increase the cost of providing care and therefore reduce the supply of free care, since hospitals presumably compete using quality rather than price. The number of physicians per capita, the percentage of physicians that are specialists, and a county-level Herfindahl index (based on patient-days) should be inversely related to competition and therefore positively related to the supply of free care. The supply of free care is also presumably higher when the occupancy rate is lower, since the occupancy rate measures excess capacity. Finally, the supply of free care is presumably higher when hospital wages are lower, since lower wages are associated with lower costs of providing care. The hospital wage index comes from the Bureau of Labor Statistics.
Six other area characteristics are included to measure general differences in both the supply of and demand for free care. These measures are intended to capture broad differences in demographics, laws, regulations, and business climates. The measures included are regional dummy variables for three of the four census divisions, a county's 30-year average temperature, and the dummy variables SUBURBAN and URBAN, which refer to the county's population density. A county with 500 to 2,500 people per square mile is labelled suburban, and a county with higher density is labelled urban. Table 2 ). The overall difference between nonprofit and for-profit is 6.1% compared to 5.2%. Teaching hospitals provide even more care to uninsured patients, at 6.6%. Providing obstetric services is also strongly related to the proportion of uninsured admissions at a hospital. Hospitals with an obstetrics department have nearly twice the percentage of uninsured patients as hospitals without an obstetrics department. In addition, only 52% of the for-profit hospitals have an obstetrics department, as compared to 81% of the nonprofit hospitals and 88% of teaching hospitals.
The fact that for-profit hospitals are much less likely to have an obstetrics department may mean that they avoid uninsured patients by failing to provide certain services. Alternatively, for-profit hospitals may simply be more likely to locate in areas where there is both a limited demand for obstetric services and a small uninsured population. The location characteristics of hospitals in our sample do, in fact, differ dramatically by hospital ownership and services (see Table 3 ). For example, for-profit hospitals are found in areas with fewer people on AFDC, more births, and higher wages. There are also large differences between hospitals in the percentage of Medicare, per-capita income, occupancy, and probability of being in one of the four census regions. This evidence supports the hypothesis that different types of hospitals locate in different areas. Tables 2 and 3 Tables 2 and 3 provide further evidence that for-profit and nonprofit hospitals do not, on average, provide the same services or locate in similar areas. These differences suggest that hospital ownership and services depend on the characteristics of the hospital's location. Some of the characteristics of a hospital's location are likely to be unobserved, and they also may affect the demand for free care. Hospital ownership and services are therefore endogenous, and comparisons of the percentage of uninsured by hospital type that do not control for endogeneity (such as those in Table 2 ) will be biased.
Many of the basic relationships illustrated in

Estimation and specification tests
* Equation (4) was estimated first by ordinary least squares and then by instrumental variables. Both methods used five dummy variables for the different hospital types, omitting the category of a nonprofit hospital with obstetric services. There are sixteen additional right-hand-side variables, of which five are related to demand, five are related to supply, and six are geographic variables that may affect both supply and demand. The dependent variable (log-odds of the percent uninsured, conditional on admission) was not defined for the 7% of the hospitals that had no uninsured patients during the reporting period. A Cox correction was therefore used adding 1/2n to both the numerator and denominator, where n equals the number of admissions for that hospital (Maddala, 1983 For the instrumental variables approach, only the demand, supply, and geographic variables were assumed to be exogenous. This assumption required instruments for the five endogenous dummy variables for hospital type. Two sets of variables excluded from (4) were used separately as instruments: 25 interaction terms between demand and supply, and from 22 leads and lags of demand and supply. Eight explanatory variables provided leads and lags for years 1970, 1975, and 1985. Six of the leads and lags were unavailable, but four could be replaced by values from nearby years, leaving a total of 22 leads and lags as instruments. Leads and lags were not relevant for the regional dummy variables and average temperature, and not available for the Herfindahl index and the hospital wage index.
In addition, five predicted values from a first-stage multinomial logit model were used as instruments. The multinomial logit model used the same exogenous variables as in (4), as well as either the 25 interaction terms or the 22 leads and lags. The results from the multinomial logit are neither central to the article nor easy to interpret, and are therefore not reported.
The robustness of these results was checked by running the model with all possible combinations of instruments, including all together. The results were always similar, except that the standard errors were smaller when more instruments were used. Thus, it appears that the results are robust to the functional form of the first stage and that the specification of the probability model is not driving the results.
To examine the specification of the model and the robustness of the results, a series of specification tests was applied to the model. First, equation (4) was checked for heteroskedasticity. A White (1980) test indicated that the errors were heteroskedastic, so standard errors for both ordinary least squares and instrumental variables were computed using White's robust estimator for the covariance matrix. Furthermore, all test statistics of equation (4) Three specification tests showed that the instruments were in fact good instruments. First, the predicted probabilities from the multinomial logit model were tested to see whether they were correlated with the endogenous dummy variables. If the predicted probabilities are good instruments, then they will be the only significant predictor in a regression of the endogenous dummy variable on the predicted probabilities and all other exogenous variables (including the interaction terms or the leads and lags). Least squares regressions were run of the five dummy variables (nonprofit obstetrics was excluded) on the predicted probabilities, the explanatory variables, and either the interaction terms or the leads and lags. In all these regressions the predicted probability had a coefficient not significantly different from one, and highly significantly different from zero. All the other coefficients were insignificant. Therefore, the multinomial logit model appears to fit the data well.
Second, a check was made to determine whether the remaining instruments are correlated with the endogenous variable by including them in the multinomial logit model as explanatory variables. The multinomial logit model was run both with and without the remaining instruments, and the values of the log-likelihood functions were compared. Under the null hypothesis that the remaining instruments are not jointly significant, the difference in twice the log-likelihood is distributed as chi-squared with degrees of freedom equal to the number of categories minus one multiplied by the number of excluded variables. For the specification with interaction terms, twice the difference in the log-likelihood functions was 156.6, with 125 degrees of freedom, which rejected joint insignificance at the 5% level. For the specification with leads and lags, twice the difference in the log-likelihood functions was 174.0, with 110 degrees of freedom, which rejected joint insignificance at the 1% level. Thus, the remaining instruments are correlated with the endogenous variable.
Third, a test was made of the overidentifying restrictions, using a robust regressionbased test (Wooldridge, 1991) , which has a chi-squared distribution with the number of degrees of freedom equal to the number of overidentifying restrictions. This test checks for the correlation between the instruments and the error term, e.g., it tests whether the instruments enter (4). The null hypothesis is that the instruments do not enter (4). For the specification with interaction terms, the test statistic was 30.4 with 25 degrees of freedom. This test did not reject, even at the 20% significance level, which supports their use as instruments. For the specification with leads and lags, the test statistic was 46.8 with 22 degrees of freedom. This test did reject. However, leads and lags of only three variables (percentage on Medicare, percentage on AFDC, births per capita) were problematic. When these leads and lags were removed, the test no longer rejected (results are available from the authors), and the change in the instruments had no effect on the substantive results. Thus, a subset of the leads and lags are good instruments.
Combined, these three methods of testing the specification give us confidence that the interaction terms and leads and lags are reasonable instruments, and that the results are quite robust. Table 4 ). Among hospitals with obstetrics, for-profit hospitals serve fewer uninsured patients than nonprofit hospitals (the omitted category) while teaching hospitals serve more. The same pattern is evident among hospitals with no obstetrics department, although the presence of an obstetrics department is associated with more uninsured patients. Differences between the six hospital types are generally significant at high confidence levels. The only differences that are not highly significant are: those between teaching hospitals without obstetrics, of which there are only 23, and all other hospital types; and those between for-profit hospitals with obstetrics and nonprofit hospitals without obstetrics.
Results
* Results of least squares. The least squares estimates provide both a basis for comparison to earlier studies and a benchmark for the instrumental variables estimates (see
As an aid to interpretation, the predicted proportions of uninsured patients for the six hospital types are calculated using sample means for the exogenous variables (see Table  5 ). Having no obstetrics department appears to reduce a hospital's proportion of uninsured patients by roughly one-third, while being a for-profit hospital rather than a nonprofit hospital appears to reduce a hospital's proportion of uninsured patients by roughly onefifth. Thus, least squares estimates imply that the elimination of an obstetrics department or a change to for-profit ownership will lead to a sizable reduction in care to the uninsured.
The estimated coefficients for the exogenous variables are generally consistent with expectations. Most of the demand variables have the expected sign and are statistically significant. In areas with higher income and where more people are covered by Medicare and Medicaid, hospitals serve fewer uninsured patients. In areas with higher birth rates, hospitals serve more uninsured patients. Contrary to expectations, the coefficient on the percentage of the population that is white is positive and significant.
The variables that proxy for the economic environment of a hospital enter the regression with the expected signs, although only the hospital wage index and the Herfindahl index are significant. Hospitals serve fewer uninsured patients in areas with higher hospital wages. Hospitals also serve fewer uninsured patients in areas with more competition, as measured by the Herfindahl index.
The estimated coefficients for the remaining variables are not surprising. Hospitals in the West and South face significantly more uninsured patients, and suburban hospitals face significantly fewer uninsured patients.
D
Results of instrumental variables. The instrumental variable results for the exogenous area variables are quite similar in magnitude and significance to the least squares results, but they are strikingly different for the coefficients on the endogenous hospital type variables (see Tables 4 and 5 ). The effect of having an obstetrics department on uninsured patient volume largely disappears except among teaching hospitals (recall that there are only 23 teaching hospitals without obstetrics). Teaching hospitals with obstetrics now clearly dominate other hospitals in providing care to the uninsured. More interesting, however, is the fact that for-profit hospitals no longer fall below nonprofit hospitals in providing care to the uninsured. In contrast to the least squares results, these estimates do not indicate any systematic difference between for-profit and nonprofit ownership with respect to uninsured patient volume.
Unfortunately, the instrumental variable estimates of the hospital-type coefficients are imprecise relative to the least squares results. Standard errors on these coefficients increase by a factor of three to ten. Thus, the estimates do not imply that nonprofit and for-profit hospitals behave identically given their location. Rather, the instrumental variable estimates simply provide no evidence of any difference.
The instrumental variable results indicate that least squares coefficients are biased downward for for-profit hospitals with respect to nonprofit hospitals. The downward bias implies that there is a negative correlation between for-profit ownership and the error term in equation (4). Thus, for-profit ownership is less likely in areas with many uninsured people. The bias accords with common sense. If for-profit hospitals avoid areas with many uninsured people, then for-profit ownership will proxy for the number of the uninsured and will appear to have a negative effect on charity care.
These results imply two not altogether surprising conclusions. First, for a hospital in a given location, the effect of for-profit versus nonprofit management on charity care is probably smaller than earlier studies indicated. In particular, there is no evidence that forprofit hospitals per se disproportionately limit care to the uninsured or shift the burden of care for the uninsured to nonprofit hospitals. If these findings are correct, then the fear that the growth of for-profit hospitals will lead to a reduction in charity care appears to be unfounded.
The second implied conclusion is that for-profit hospitals self-select into better-insured markets. In other words, for-profit hospitals appear to be skimming off the cream by being positioned to face a relatively low demand for charity care. If this is true, then the growth of for-profit ownership may be limited by the availability of attractive locations. Furthermore, if nonprofit hospitals are left to serve the relatively underinsured areas that for-profit hospitals avoid, then subsidies to nonprofit hospitals, such as tax exemptions, may be justified.
Conclusion
* For-profit ownership is related to the volume of uninsured patients at a hospital; but this type of ownership is not important in the way one might expect. Because for-profit ownership is more likely in better-insured areas, a hospital's ownership is endogenous to the volume of uninsured patients. This endogeneity biases least squares estimates toward the conclusion that for-profit ownership leads to lower levels of charity care. When the endogeneity of ownership is accounted for, there is no evidence that for-profit ownership per se lowers uninsured patient volume at a given hospital.
The implications of these results are twofold. First, they have ramifications for economic research. For-profit hospitals provide adequate community service to the communities they choose to serve, but they also avoid areas with large numbers of uninsured. Nonprofit hospitals provide the community service expected of them by locating in more needy areas. Based on these conclusions, it appears that economists have been focusing on too narrow a question in asking how ownership affects an existing hospital. In the future, in addition to asking this question they should also address how hospital ownership is determined.
Second, from a policy perspective, these results have implications for the current and future role of for-profit ownership in the hospital industry. To the extent that for-profit hospitals avoid underinsured areas while nonprofit hospitals do not, the current tax-exempt status of nonprofit hospitals may be justified. Furthermore, the selective location strategy of for-profit hospitals may limit their future growth and importance in the hospital industry. If this is correct, then policies designed to increase the role of market forces in the hospital industry may be constrained by the continued dominance of nonprofit ownership.
