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LOCALLY NILPOTENT DERIVATIONS AND AUTOMORPHISM GROUPS
OF CERTAIN DANIELEWSKI SURFACES
ANGELO CALIL BIANCHI AND MARCELO OLIVEIRA VELOSO
Abstract. We describe the set of all locally nilpotent derivations of the quotient ring
K[X,Y,Z]/(f(X)Y − ϕ(X,Z)) constructed from the defining equation f(X)Y = ϕ(X,Z) of
a generalized Danielewski surface in K3 for a specific choice of polynomials f and ϕ, with K an
algebraically closed field of characteristic zero. As a consequence of this description we calculate
the ML-invariant and the Derksen invariant of this ring. We also determine a set of generators
for the group of K-automorphisms of K[X,Y,Z]/(f(X)Y − ϕ(Z)) also for a specific choice of
polynomials f and ϕ.
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Introduction
The term Danielewski surface usually refers to surfaces given by an equation of the formXnZ =
P (Y ), with n ∈ N and certain polynomials P (Y ) ∈ C[Y ], because such surfaces were studied by
Danielewski in connection with the famous Cancellation Problem (see [11]). Its generalizations
continue to be a source of interest for current research.
For certain authors, a Danielewski surface is an affine surface which is algebraically isomorphic
to a surface defined by an equation of the form XnZ − P (Y ) = 0, for (specific choice of) P (Y ) ∈
C[Y ], or even a surface defined by the equationXnZ−Q(X,Y ) = 0, where Q(X,Y )is a polynomial
satisfying certain properties. Over the past 30 years, many works on surfaces given by this type of
equation were published under algebraic and algebraic-geometric approach (see [5, 3]). Following
we trace some papers in the same direction which we are interested:
• L. Makar-Limanov in [9, 11] computed automorphism groups of surfaces in C3 defined by
equation with the form XnZ − P (Y ) = 0, where n ≥ 1 and P (Y ) is a nonzero polyno-
mial. The ML-invariant is used in [11] to find the group of K-automorphisms of the ring
K[X,Y, Z]/(XnZ − P (Y )), where n > 1 and degP ≥ 2.
• D. Daigle in [2] studied the locally nilpotent derivations of the ring R = K[X,Y, Z]/(XY −
ϕ(Z)) and showed that certain subgroups of K-automorphisms of R act transitively on
the kernels of the nontrivial locally nilpotent derivations on R.
• A. Crachiola in [1] obtained similar results for slightly different surfaces defined by the
equations XnZ−Y 2−σ(X)Y = 0, where n ≥ 2 and σ(0) 6= 0, defined over arbitrary base
field.
• A. Dubouloz and P-M Poloni [7] considered more general surfaces defined by equations
XnZ − Q(X,Y ) = 0, where n ≥ 2 and Q(X,Y ) is a polynomial with coefficients in an
arbitrary base field such that Q(0, Y ) splits with r ≥ 2 simple roots. This class contains
most of the surfaces considered by L. Makar-Limanov, D. Daigle, and A. Crachiola.
In this paper we obtain some similar results for a class of Danielewski surfaces given by the
equation f(X)Y − ϕ(X,Z) = 0, that means we study the ring
B = K[X,Y, Z]/(f(X)Y − ϕ(X,Z)),
where X,Y and Z are indeterminates over K, ϕ(X,Z) = Zm + bm−1(X)Zm−1 + · · ·+ b1(X)Z +
b0(X), K is an algebraically closed field of characteristic zero, deg(f) > 1, and m > 1. We also
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may write B = K[x, y, z] where x, y and z are the images of X,Y and Z under the canonical
epimorphism K[X,Y, Z]→ B. Note that we have f(x)y − ϕ(x, z) = 0.
We show that the ML-invariant of B is K[x] (cf. Theorem 7) and, by using this result, we
describe all locally nilpotent derivations of B (cf. Corollary 8) and its Derksen invariant (cf.
Theorem 12). Further we determine a set of generators for the group of K-automorphisms of B
(cf. Theorem 15), when ϕ(X,Z) ∈ K[Z] and f(X) has at least one nonzero root which is the
case not covered by any of the previously mentioned papers. For all these results we are specially
motivated by [3, 11].
The material is organized as follows: Section 1 gathers the basic definitions, notations, and
results used in this paper. In Section 2 we discuss several properties of the ring B. The set
of locally nilpotent K[x]-derivations of B is described in Section 3. The ML-invariant and the
Derksen invariant of B are calculated in Section 4. Finally, Section 5 describes a set of generators
for the group of K-automorphisms of B with the assumption that f(X) has at least one nonzero
root and ϕ(X,Z) ∈ K[Z].
In a forthcoming paper we will deal with a generalization including more than three variables.
1. Preliminaries
1.1. Some generalities. From now on, word “ring” means a commutative ring with unity and
characteristic zero. We denote the group of units of a ring A by A∗. In the case that a ring A is a
domain, we denote by Frac(A) its fraction field; when B is a subring of a ring A and A is an integral
domain, we denote by trdegB(A) the transcendence degree of Frac(A) over Frac(B). We reserve
capital letters X,Y, Z to denote indeterminates over a field A and we denote the polynomial ring
in X,Y, Z over A by A[X,Y, Z]. The polynomial ring in n-indeterminates over A is also denoted
by A[n]. We reserve the symbol K to indicate a field.
1.2. Locally nilpotent derivations. Let A be a ring. A derivation D : A→ A is called locally
nilpotent if for each a ∈ A there exist n ∈ N (depending on a) such that Dn(a) = 0.
In the case of polynomial rings, the basic example of locally nilpotent derivations are the
partial derivatives. Given a polynomial G ∈ K[X1, . . . , Xn], we may write GXi to denote the
partial derivative ∂(G)
∂Xi
.
Let us also use the following notations:
ker(D) = {a ∈ A | D(a) = 0}
Der(A) = {D | D : A→ A is a derivation of A}
LND(A) = {D ∈ Der(A) | D 6= 0 and D is locally nilpotent}
LNDR(A) = {D ∈ LND(A) | D(R) = 0}
KLND(A) = {kerD | D ∈ LND(A)}.
Following we collect some well known results which will be used throughout the text. For the
next three lemmas, details can be found in [4, 8].
Lemma 1. Let A be a domain and D ∈ Der(A).
(1) If D ∈ LND(A) then trdegkerD(A) = 1 and ker(Frac(A)) = Frac(kerA).
(2) If A is a subring of K(X1, . . . , Xn) such that trdegK(kerD) = n − 1 and f1, . . . , fn−1 ∈
kerD is a transcendence basis over K, then there exists h ∈ K(X1, . . . , Xn) such that
D(a) = hJ(f1, . . . , fn−1, a) for all a ∈ A, where J(f1, . . . , fn−1, a) is the Jacobian relative
to (x1, . . . , xn).
(3) If D1, D2 ∈ LND(A), kerD1 = kerD2 := C and there exists s ∈ A such that D1(s) ∈
C \ {0}, then D2(s) ∈ C \ {0} and D2(s)D1 = D1(s)D2.
Lemma 2. Let A be a domain and D ∈ LND(A).
(1) kerD is factorially closed in A (that is: if a, b ∈ A\{0} and ab ∈ kerD, then a, b ∈ kerD).
(2) kerD is algebraically closed in A.
(3) If A is an unique factorization domain (UFD), then so is kerD.
Recall that a derivation D ∈ Der(A) is irreducible if the unique principal ideal of A which
contains D(A) is A.
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Lemma 3. Let R be a domain of characteristic zero satisfying the ascending chain condition for
principal ideals, and A ∈ KLND(R). Consider the set S = {D ∈ LNDA(R) | D is irreducible }.
Then S 6= ∅ and LNDA(R) = {aD | a ∈ A and D ∈ S}.
1.3. Gradation and filtration. Let A be a K-algebra.
We say that A is Z-graded if there exists a family {Bi}i∈Z of linear subspaces of A such that
BiBj ⊆ Bi+j for all i, j ∈ Z and A = ⊕i∈ZBi. Similarly, we say that A has a Z-filtration if there
exists a family {Ai}i∈Z of linear subspaces of A such that
(i) AiAj ⊆ Ai+j for all i, j ∈ Z,
(ii) Ai ⊆ Aj for all i, j ∈ Z with i ≤ j, and
(iii) A = ∪i∈ZAi.
If we also have
(iv) ∩i∈ZAi = {0},
(v) a ∈ An \An−1 and b ∈ Am \Am−1 =⇒ ab ∈ Am+n \Am+n−1,
we say that A has a proper Z-filtration.
Let {Ai}i∈Z be a Z-filtration of A satisfying (iv) and D ∈ Der(A) such that D(Ai) ⊆ Ai+k for
a fixed k ∈ N and all i ∈ Z. Let Gr(A) = ⊕i∈Z
Ai
Ai−1
be the corresponding graded algebra. For
h ∈ Ai
Ai−1
, write h = h + Ai−1 for some h ∈ Ai and define a derivation D on Gr(A) by linearly
extending the homomorphism defined by D(h) := D(h)+Ai+k−1 ∈
Ai+k
Ai+k−1
. If k is chosen minimal
(but not −∞), then D 6= 0. Defining the map gr : A→ Gr(A) by gr(a) = a+Ai−1 if a ∈ Ai\Ai−1,
and gr(0) = 0, then either D(gr(a)) = gr(D(a)) or D(gr(a)) = 0. Further, if D ∈ LND(A), then
D is locally nilpotent derivation on Gr(A) (see [10, Lemma 4]).
2. The main object B
Let B = K[X,Y, Z]/(f(X)Y −ϕ(X,Z)), where K is an algebraically closed field of characteristic
zero, f(X) = Xr + ar−1X
r−1 + · · · + a0 ∈ K[X ] with degX f = r > 1, and ϕ(X,Z) = Z
d +
bd−1(X)Z
d−1 + · · · + b1(X)Z + b0(X) ∈ K[X ][Z] with degZ ϕ = d > 1. Notice that we also
can write B = K[x, y, z], where x, y and z are the images of X,Y and Z under the canonical
epimorphism K[X,Y, Z]→ B. We now state some basic properties of the ring B.
Lemma 4.
(1) The ring B is a domain and trdeg
K
(B) = 2.
(2) For each b ∈ B \ {0}, there exists a unique g ∈ K[X,Y, Z] such that degZ(g) < d and
b = g(x, y, z).
(3) K(x) ∩ B = K[x].
(4) Let S = K[x] \ {0}. Then, the localization o B by S satisfies S−1B = K(x)[1].
(5) K[x] is factorially closed in B and B∗ = K∗.
Proof. To prove (1), note that F (X,Y, Z) = f(X)Y − ϕ(X,Z) is irreducible in K[X,Y, Z]. Item
(2) follows directly from the division algorithm by considering F (X,Y, Z) as a monic polynomial
in K[X,Y ][Z]. For item (3), let b ∈ K(x) ∩ B \ {0} then b =
∑
i<d aiz
i, where ai ∈ K[x, y], and
there exists a ∈ K[x] \ {0} such that ab ∈ K[x]. Thus ab =
∑
i<d(aai)z
i, which implies that
ai = 0 for all i > 0; so b = a0 ∈ K[x, y] ∩ K(x) = K[x] and the statement is true. To show (4),
since y = f(x)−1ϕ(x, z) ∈ K(x)[z], we have K[x, z] ⊆ B ⊆ K(x)[z], and then S−1B = K(x)[z] =
K(x)[1]. Finally, for item (5), let a, b ∈ B such that ab ∈ S = K[x] \ {0}. Then ab is an unity of
S−1B = K(x)[1] and, thus, a, b are unities of K(x). Hence, a, b ∈ K(x) ∩B = K[x]. Therefore K[x]
is factorially closed in B and B∗ = K∗. 
3. The set LNDK[x](B).
Let d a derivation on the polynomial ring K[X,Y, Z] such that
d(X) = 0, d(Y ) = ϕZ(X,Z), and d(Z) = f(X).
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It follows that d is locally nilpotent, since it is easy to see that d is triangular. Moreover, note
that d(F (X,Y, Z)) = 0 and, thus, d induces a locally nilpotent derivation D on B given by
D(x) = 0, D(y) = ϕz(x, z), and D(z) = f(x).
Theorem 5. Let D ∈ LND(B) as constructed above. Then,
(i) kerD = K[x]
(ii) LNDK[x](B) = {hD | h ∈ K[x]};
(iii) D is irreducible.
Proof. By definition of D, it is clear that We have K[x] ⊆ kerD ⊆ B. As we have trdegK[x](B) = 1
and, by Lemma 1(1), trdegkerD(B) = 1, it follows that trdegK[x](kerD) = 0. So kerD is algebraic
over K[x]. Therefore, from Lemmas 4(5) and 2(2), we get K[x] = kerD.
Let D ∈ LNDK[x](B), i.e, D is nonzero and kerD = K[x]. Since D(z) = f(x) ∈ K[x] we have,
by Lemma 1(3), that D(z)D = D(z)D, where D(z) ∈ K[x]\{0}. So
(1) f(x)D = D(z)D.
Now, from Lemma 4(2), we know that D(y) =
∑
i<d aiz
i, where ai ∈ K[x, y], therefore
(2)
∑
i<d
(f(x)ai)z
i = f(x)D(y) = D(z)D(y) = D(z)ϕz(x, z).
As we have D(z) ∈ K[x] \ {0} and ϕZ(X,Z) = dZd−1 +
∑
i<d−1 ibi(X)Z
i−1, it follows that
f(x)ad−1 = dD(z) and f(x)ai = biD(z), for all i < d− 1. Therefore, D(z) = f(x)h with h ∈ k[x].
Thus, by Equation (1) we get D = hD.
It remains to show that D is irreducible. By Lemma 3 we have D = hD0 for some h ∈ k[x]
and some irreducible D0 ∈ LNDK[x](B). We showed above that D0 = h0D for some h0 ∈ k[x], so
D = hh0D and, hence, h ∈ K∗. Hence, D is irreducible. 
4. The ML-invariant and the Derksen invariant of B
We start this section recalling the definition of theML-invariant introduced by Makar-Limanov
(some authors refer to this invariant as AK-invariant; we follow G. Freudenburg conform [8]).
Definition 6. Let A be a ring. The ML-invariant of A, or the ring of absolute constants, is
defined as the intersection of the kernels of all locally nilpotent derivation of A and it will be
denoted by ML(A).
Next is the main result of this Section:
Theorem 7. The ML-invariant of B is K[x].
This Theorem implies that K[x] ⊆ kerD for all D ∈ LND(B) and, by Theorem 5, there exists
D ∈ LND(B) such that kerD = K[x]. In particular, we have:
Corollary 8. If D is the derivation of B given by D(x) = 0, D(y) = ϕz(x, z) and D(z) = f(x),
then LND(B) = {hD | h ∈ K[x]}. 
Remember that B = K[x, y, z], where f(x)y = ϕ(x, z), with r = degX f(X) > 1 and d =
degZ ϕ(X,Z) > 1. Note that B is a subring of T = K[x, f(x)
−1, z], since we have
y = f(x)−1ϕ(x, z) ∈ T .
Following the strategies of [9], we will construct a so called weight Z-filtration in T and then we
use it to induce a Z-filtration in B. It will be done because it is possible to obtain some information
on a locally nilpotent derivation by passing to its corresponding homogeneous locally nilpotent
derivations induced by different filtrations on the ring.
In order to that, first we define a filtration on R = K[x, f(x)−1] as follows: for each n ∈ Z
define the linear subspace Cn of R by setting
Cn =
{
{axn | a ∈ K}, if n ≥ 0,
{a x
i
f(x)j | a ∈ K}, if n = −jr + i, where 0 ≤ i ≤ r − 1 and j ≥ 1.
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Notice that, in general, CnCm * Cn+m for n,m ∈ Z. Define Rk =
⊕
i≤k Ci, for each k ∈ Z. We
have the following:
Lemma 9. (i) R =
⊕
n∈Z
Cn.
(ii) If α ∈ Cn \ {0} and β ∈ Cm \ {0}, then αβ ∈ Rn+m \ Rn+m−1, for all n,m ∈ Z. In
particular, RnRm ⊆ Rn+m and Rn ⊂ Rn+1 for all n,m ∈ Z, R =
⋃
Rn, and
⋂
nRn = {0},
that means {Rn | n ∈ Z} is a proper Z-filtration of R.
Proof. (i) Note that every element α ∈ R is of the form α = h(x)
f(x)m , where h(x) ∈ K[x] em ≥ 0. The
statement immediate from the following fact: given h(x) ∈ K[x]\{0}, by the Euclidean algorithm,
there exist 0 ≤ n1 < · · · < ns ∈ Z and h1(x), . . . , hs(x) ∈ K[x] \ {0}, with gr(hi(x)) ≤ r − 1, such
that h(x) =
∑
i hi(x)f(x)
ni .
(ii) If m,n ≥ 0, the claim is immediate. We will treat the case m ≥ 0 and n < 0, and the
case m,n < 0 is analogous. We have n = −jr + i, where j ≥ 1 and 0 ≤ i ≤ r − 1. We
want to see if xm x
i
f(x)j ∈ Rn+m. If m + i ≤ r − 1 note that
xm+i
f(x)j ∈ Cn+m ⊆ Rn+m \ Rn+m−1
and the result follows. Now, let us suppose that m + i ≥ r. We know that xm+i is uniquely
written in the form xm+i = g1(x)f(x)
m1 + · · · + gs(x)f(x)ms , where 0 ≤ m1 < · · · < ms and
deg(gk(x)) ≤ r − 1 for all 1 ≤ k ≤ s. From this we get
xm+i
f(x)j =
g1(x)f(x)
m1
f(x)j + · · · +
gs(x)f(x)
ms
f(x)j .
By looking at each term gk(x)f(x)
mk
f(x)j , 1 ≤ k < s, in the right hand side of this equality, we have
deg(gk) + rmk ≤ r − 1 + rmk = (1 + mk)r − 1 ≤ msr − 1 < msr ≤ msr + deg(gk), since
deg(gk) < r− 1 and mk < ms. Thus, deg(gk) + rmk − jr < deg(gs) + rms − jr = m+ n, because
deg(f(x)−jxm+i) = deg(gs(x)f(x)
ms ). Hence, x
m+i
f(x)j ∈ Rm+n \Rm+n−1. 
We now introduce a weight Z-filtration in the ring T = K[x, f(x)−1, z]: since each element of
T is a finite sum of elements of the form ciz
j, where j ∈ N and ci ∈ Ci for i ∈ Z, to define a
such filtration, it suffices to give integer weights µ ≥ 1 to x and ν to z. In this case, the weight
of a monomial ciz
j is iµ + jν and the weight of an element w ∈ T is the maximal weight of the
monomials which appear in w. By setting Tn = spanK{ciz
j | iµ+ jν ≤ n} we obtain a Z-filtration
in T , which induces one in B given by Bn = Tn ∩ B. Additionally, we can extend it to a weight
Z-filtration in K(x, z) by defining the weight of p
q
∈ K(x, z) as the difference between the weights
of p and q. It is well known that the associated graded algebra Gr(K(x, z)) is isomorphic to the
subalgebra of K(x, z) consisting of fractions with homogeneous denominators.
The proof of Theorem 7. Let D ∈ LND(B). By Lemma 1 parts (1) and (2), there exist
l ∈ ker(D) \ K and h ∈ K(x, z) such that D(g) = hJ(l, g) for all g ∈ B, where J is the Jacobian
relative to x and z. To conclude this proof, it suffices to show that l ∈ K[x] (it will be done in the
next lemma). In fact, in this case D(l) = 0 and, since we have kerD factorially closed in B, we
conclude that x ∈ kerD. Therefore, K[x] ⊆ kerD and the proof is completed by Theorem 5.
Lemma 10. l ∈ K[x].
Proof. First we will show that l ∈ K[x, z]. Recall that already have l ∈ ker(D) \K. By Lemma 4
we can uniquely write l = lm(x, z)y
m + · · · + l1(x, z)y + l0(x, z), where m ≥ 0, lm(x, z) 6= 0, and
ls(x, z) = 0 or degz(ls(x, z)) ≤ d− 1 for all s such that 0 ≤ s ≤ m.
Suppose that m ≥ 1. Once we have degz(ls(x, z)) ≤ d−1 and y = f(x)
−1ϕ(x, z), we can assign
weight 1 to x and a sufficiently large weight ν to z such that gr(l) = xkztgr(y)m ∈ Gr(B) and
gr(h) = xczd ∈ Gr(K(x, z)) for some c, d ∈ Z, after identifying x and z with gr(x) and gr(z),
respectively.
Remember that D(g) = hJ(l, g) for h ∈ K(x, z) and that B =
⋃
Bn, where {Bn} is a Z-
filtration of B induced by the Z-filtration {Tn} of T . We will see that D(Bn) ⊆ Bn+k for all n ∈ Z
when k = deg(l) + deg(h) − deg(x) − deg(z): suppose xizj ∈ Bn, with i, j ≥ 0, then D(x
izj) =
hJ(l, xizj) = h(jxizj−1lx − ixi−1zj lz). Since jhxizj−1lx and ihxi−1zjlz are elements in Bn+k, we
get D(Bn) ⊆ Bn+k. Now, let suppose xif(x)−jzk ∈ Bn, with i, j, k ≥ 0. Then, D(xif(x)−jzm) =
5
hJ(l, xif(x)−jzm) = hJ(l, xif(x)−jzm) = h(m x
i
f(x)j z
m−1lx − (i
xi−1
f(x)j + j
xif ′(x)
f(x)j+1 )z
mlz), since each
summand of this last equality lies in Bn+k, we conclude that D(Bn) ⊂ Bn+k for all n ∈ Z.
Let D ∈ LND(Gr(B)) the derivation induced by D for k = deg(l) + deg(h) − deg(x) − deg(z)
(cf. Section 1), i.e., given g ∈ B,
D(gr(g)) =
{
gr(D(g)), if deg(D(g)) = deg(g) + k
0, if deg(D(g)) < deg(g) + k
.
Since D(g) = hJ(l, g), we have D(gr(g)) = gr(h)J(gr(l), gr(g)). If gr(l) = xvzwgr(y)m we get v =
0 = w, since D(gr(l)) = 0 and x, z, gr(y) generate theGr(B). Thus, gr(l) = gr(y)m andD(gr(g)) =
mgr(y)m−1gr(h)J(gr(y), gr(g)). But, gr(y) = z
d
f(x) then we can write gr(y)
m−1gr(h) = x
azb
f(x)(m−1)
.
From Lemma 5 we know that B is generated as K-vector space by {xizkyj | i, j, k ∈ N, 0 ≤ k ≤
d− 1} and thus {xizkgr(y)j | i, j, k ∈ N, 0 ≤ k ≤ d− 1} = {x
izk+jd
f(x)j | i, j, k ∈ N, 0 ≤ k ≤ d− 1} is
a basis of the K-vector space Gr(B).
Defining the derivation D˙ ∈ LND(Gr(B)) by D˙(g) = x
azb
f(x)(m−1)
J(gr(y), g), where a, b ∈ Z and
g ∈ Gr(B), we get D˙(x) = −dx
azb+d−1
f(x)m and D˙(z) =
−xazb+d−1f ′(x)
f(x)m+1 =
−xazb+dxr−1
f(x)m+1 . So D˙(x) and
D˙(y) will belong to Gr(B) if (a − rm, b + d − 1) = (βx − αxr, γx + αxd) and (a + r − 1 − r(m +
1), b + d) = (a − 1 − rm, b + d − 1) = (βz − rαz , γz + αzd), where αx, αz, βx, βz, γx, γz ∈ N.
From these equalities we obtain: a + (αx − 1)r ≥ a + (αx − m)r ≥ 0, b − 1 − (αx − 1)d ≥ 0,
a − 1 + (αz − 1)r ≥ a − 1 + (αz − m)r ≥ 0, b − (αz − 1)d ≥ 0. So
b−1
d
≥ αx − 1 ≥
−a
r
and
b
d
≥ αz − 1 ≥
1−a
r
.
Now using the fact that D˙ is locally nilpotent and denoting deg
D˙
(x) = p and deg
D˙
(z) = q we
have rp − dq = 0, because deg(gr(l)) = 0. But D˙(x) = −dxazbf(x)−1zd−1 and then p − 1 =
(a − r)p + (b + d − 1)q. So, p = d∆−1 and p = r∆−1, where ∆ = r(1 − b) + d(1 − a). Hence
∆ > 0 and divides r and d. Note that αx − 1, αz − 1 ∈ [
−a
r
, b
d
] and the range of this interval is
b
d
+ a
r
= r+d−∆
rd
< r+d
rd
≤ 1, due to r > 1 and d > 1. Hence, αx − 1 = αz − 1 and
b−1
d
≥ 1−a
r
,
which implies 0 ≥ ∆, that is a contradiction. Therefore, we have l ∈ K[x, z].
Now, suppose that l ∈ K[x, z] \K[x] and µ = 1, ν = N with N sufficiently large such that gr(l)
and gr(h) have the same degree in z that l and h have, respectively. We saw that D(gr(g)) =
gr(h)J(gr(l), gr(g)). Since l 6∈ K[x], we have gr(l) = αxizj with j > 0. So, z divides gr(l) and,
hence, z ∈ ker(D˙). Finally, as f(x)gr(y) = zd, we get gr(y) ∈ ker(D˙) and we conclude that D˙ is
identically zero. However, D˙(x) = jxizj−1 6= 0, which is a contradiction. Hence, l ∈ K[x], as we
desired to proof. 
To conclude this section, we recall the definition of the invariant introduced by Derksen (see
[6]).
Definition 11. Let A be a K-algebra. The Derksen invariant of A is the K-algebra generated by
the union of the kernels of all nontrivial locally nilpotent derivation of A and it will be denoted by
HD(A).
Theorem 12. The HD-invariant of B is K[x].
Proof. It is a consequence of Corollary 8 where we get kerD = K[x] for all D ∈ LND(B). 
5. On automorphisms of K[X,Y, Z]/(f(X)Y − ϕ(Z))
We shall describe a set of generators for the group of K-automorphisms of the ring B =
K[X,Y, Z]/(f(X)Y − ϕ(Z)), where ϕ(Z) ∈ K[Z] has degree d > 1, denoted by Aut(B). There is
a complete description of Aut(B) when f(X) = Xr, with r ≥ 1, in [2, 11]. For this reason, we
assume that f(X) has at least one nonzero root.
As we are interested in K-automorphisms of B, notice that we can assume, without loss of
generality, that the coefficient of the term with degree d−1 of ϕ(Z) and the coefficient of the term
with degree r− 1 of f(X) are equals to zero (to see that, just change Z by Z − a and X by X − b
for a convenient choice of a, b ∈ K).
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In order to obtain this characterization, it will be clear that is essential to know that the
ML-invariant of B is K[x].
Lemma 13. Let g(X) be a monic polynomial of degree r ≥ 2 in K[X ] with at least one nonzero
root and such that the coefficient of the term of degree r − 1 is zero. If λ, β ∈ K and λ 6= 0, then
λrg(X) = g(λX + β) if, and only if, β = 0, λ is a s-th root of unity and g(X) = X ih(Xs) with
h(X) ∈ K[X ] monic.
Proof. Suppose that λrg(X) = g(λX + β). By taking the Taylor expansion at X = 0 for g(X) we
have
(3) g(X) =
g(r)(0)
r!
Xr +
g(r−1)(0)
(r − 1)!
Xr−1 + · · ·+ g′(0)X + g(0).
Now, deriving successively the expression λrg(X) = g(λX + β), we get
(4) λrg(n)(X) = λng(n)(λX + β).
and, by calculating the (r − 1)-th derivative of Equation (3), we have
(5) g(r−1)(X) = g(r)(0)X + g(r−1)(0).
From 4 and 5, λg(r−1)(0) = g(r−1)(β) = g(r)(0)β + g(r−1)(0). But, by hypothesis, g(r−1)(0) = 0
and g(r)(0) = 1, thus β = 0 and then λrg(X) = g(λX).
Let us now show that g(X) = X ih(Xs) as stated. By hypothesis, g(X) has a nonzero root,
so there exist t ∈ N and positive integers 0 ≤ n0 < . . . < nt ≤ r − 2 such that g(X) = Xr +∑t
l=0 alX
nl , where a0, a1, . . . , at ∈ K∗. Since λrg(X) = g(λX) we have λrai = λniai and thus
λr−ni = 1 for i = 0, 1, . . . , t. Therefore λ is a (r − ni)-th root of unity. Let s be the order of λ,
so s divides mdc{r − n0, . . . , r − nt}. Writting r = ns + i, for some n ∈ Z+ and 0 ≤ i < s, we
have λig(X) = λrg(X) = g(λX) and then λial = alλ
nl for l = 0, 1, . . . , t, which implies λnl−i = 1
for l = 0, 1, . . . , t. Therefore, there exist ml ∈ Z such that nl = sml + i for all l ∈ {1, . . . , t}.
So g(X) = Xr +
∑t
l=0 alX
nl = Xsn+i +
∑t
l=0 aiX
sml+i = X i(Xsn +
∑r−2
l=0 alX
sml). Hence,
g(X) = X ih(Xs) with h(X) = Xsn +
∑t
l=0 aiX
ml . 
We now start the study of K-automorphisms of B. Let T be an K-automorphism of B. First,
note that T (K[x]) = K[x], since K[x] is the ML-invariant of B (see [8]). Thus, T (x) = λx + β
for some λ, β ∈ K and λ 6= 0. Let D = f(x) ∂
∂z
be the locally nilpotent derivation of B conform
Corollary 8. Then D2(z) = 0, and, again by Corollary 8, for any locally nilpotent derivation ∂ of
B we have ∂2(z) = 0. Therefore, T−1∂2(T (z)) = 0 for any ∂ ∈ LND(B) and then ∂2(T (z)) = 0
for any ∂ ∈ LND(B). Now, as we have D(T (z)) = g(x, y, z), by taking ∂ = f(x)mD with m large
enough such that ∂(T (z)) = h(x, z). It follows that T (z) = α(x)z + b(x), with α(x) 6= 0, since
∂(z) ∈ K[x], K[x] ⊆ ker(∂), and x, z are algebraically independent. Since T has an inverse, we
conclude that α(x) ∈ K∗. Hence, T (z) = cz + b(x) with c ∈ K∗.
Lemma 14. Let T be an K-automorphism of B. Then T (z) = αz + b(x) and T (x) = λx, with
λ, α ∈ K∗, b(x) ∈ K[x], b(x) ≡ 0 mod f(x), and ϕ(αz) = αdϕ(z). Moreover, f(x) = xih(xs),
with h ∈ K[1], and λs = 1.
Proof. Let T be an K-automorphism of B and D = f(x)∂/∂z the locally nilpotent derivation given
by Corollary 8. We know, by the previous remark, that T (x) = λx + β with λ, β ∈ K e λ 6= 0,
T (z) = cz + b(x) where c ∈ K and b(x) ∈ K[x]. Note that
(6) TDT−1(z) = TD(c−1z − T−1(b(x)) = c−1T (f(x)) = c−1f(λx + β).
By Corollary 8, f(x) divides D(z) for any D ∈ LND(B). Then, by Equation (6), f(x) divides
f(λx + β), because TDT−1 ∈ LND(B), i.e., δf(x) = f(λx + β) with δ ∈ K∗. Therefore, we find
that δ = λr . Thus, λrf(x) = f(λx + β) and, by Lemma 13, we get the result for T (x) and the
polynomial f(x).
Applying T to the equality f(x)y = ϕ(z), we have λrf(x)T (y) = f(λx)T (y) = T (f(x))T (y) =
T (ϕ(z)) = ϕ(cz + b(x)). Note that ϕ(cz + b(x)) = cdϕ(z) + ν(x, z), where ν(x, z) ∈ k[x, z] and
degz(ν) ≤ d − 1. Therefore we have λ
rT (y) = f(x)−1(cdϕ(z) + ν(x, z)) = cdy + ν(x, z)f(x)−1,
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that means ν(x, z)f(x)−1 ∈ K[x, y, z] and then ν(x, z) ≡ 0 mod f(x). Now, note that 0 ≡f(x)
ν(x, z) = ϕ(cz + b(x)) − cdϕ(z) = cd−1zd−1b(x) + σ, where σ ∈ k[x, z] and degz(σ) < d − 1. We
conclude, by Lemma 4, that b(x) ≡ 0 mod f(x). As ν(x, z) = ϕ(cz + b(x)) − cdϕ(z) we have
ϕ(cz + b(x)) ≡ ϕ(cz) mod f(x) and since b(x) ≡ 0 mod f(x) we obtain that ϕ(cz) ≡ cdϕ(z)
mod f(x), but this is only possible when ϕ(cz)− cdϕ(z) = 0. 
Theorem 15. The group Aut(B) is generated by the following K-automorphisms:
(1) H defined by H(x) = x, H(y) = y + [ϕ(z + h(x)f(x)) − ϕ(z)]f(x)−1, and H(z) = z +
h(x)f(x), where h ∈ K[1],
(2) T defined by T (x) = λx, where λs = 1, T (y) = λjy and T (z) = z, if f(X) = Xjh(Xs),
with h ∈ K[1] having a nonzero root,
(3) R defined by R(x) = x, R(y) = λdy and R(z) = λz, if ϕ(z) = zd,
and
(4) S defined by S(x) = x, S(y) = µiy and S(z) = µz where µm = 1, if ϕ(z) = ziϕ(zm), with
φ ∈ K[1].
Proof. It is clear that all of these maps are K-automorphisms of B. It follows from Lemma 14
that any K-automorphism is a composition of an K-automorphism W , given by W (x) = λx and
W (z) = z, an K-automorphism Y , given by Y (x) = x and Y (z) = αz, and the K-automorphism
H as above. The K-automorphisms of (3) and (4) treat the case ϕ(z) when ϕ(αz) = αdϕ(z),
with α 6= 1. The K-automorphisms in all other cases deal with all possible cases involving the
K-automorphism W with λ 6= 1. 
Remark 16. For the particular case where f(x) = xih(x), with h(x) = xr−i+
∑t
l=0 alx
ml , where
al ∈ K∗, for 0 ≤ l ≤ t, 0 = m0 < m1 < · · · < mt < r − i and mdc{r − i,m1, . . . ,mt} = 1, we
have that every K-automorphism of B is a K[x]-automorphism. Additionally, if we have ϕ(z) =
zd + bd−2(x)z
d−2 + · · ·+ b0(x) ∈ K[x, z], then the group of K-automorphisms of B is generated by
the group of K-automorphisms of items (1), (3), and (4) of the previous theorem.
Example 17. Let B = C[x, y, z] such that f(x)y = ϕ(z), where ϕ(Z) = Z3 + Z + 1 ∈ C[Z],
f(X) = X2h(X4), and h(X) = X5 + 2X4 + X2 − 2 ∈ C[X ]. By Theorem 15, we have an
K[x]-automorphism H of B defined by
H(x) = x, H(z) = z + (x2 + 1)f(x) = x24 + x22 + 2x20 + 2x18 + x12 + x10 − 2x4 − 2x2,
H(y) = y + [ϕ(z + (x2 + 1)f(x)) − ϕ(z)]f(x)−1
= y + (1 + x2)(1 + 4x4 + 8x6 + 4x8 − 4x12 − 8x14 − 4x16
−7x20 − 14x22 − 11x24 − 8x26 + 8x30 + 6x32 + 4x34
+6x36 + 8x38 + 8x40 + 8x42 + 5x44 + 2x46 + x48 − 6x2z − 6x4z
+3x10z + 3x12z + 6x18z + 6x20z + 3x22z + 3x24z + 3z2).
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