forthcoming). Given their importance, it seems pertinent that our brain should be able to more 48 easily identify these types of sounds relative to other sounds in the natural world. Relatedly, 49 many studies have demonstrated neural specializations to ecologically relevant sounds in other 50 species, particularly to vocalizations and song (King and Nelken, 2009 ; Theunissen and Elie, 51 2014). Since speech and music are arguably the most characteristically human of sounds, it is 52 likely that there exist neural specializations in the human brain for them. 53
Indeed, there is common agreement that specialized regions of the brain responsive to speech 54 and music sounds do exist (Giordano et These regions appear to be in secondary auditory cortex, which also respond to features beyond 57 those easily captured by spectrotemporal statistics (Kell et al., 2018; Norman-Haignere et al., 58 2015) . However, most of the comparative studies identifying specializations for speech and 59 music have used fMRI, and through these studies it is unclear if the differences observed for 60 speech and music are apparent in the time course of the responses. More recently, an ECoG 61 study showed activation across auditory cortex for speech sounds, with very strong spatially 62 localized neural activation for vocal music in particular (Norman-Haignere et al., 2019). Spatial 63 regions appeared distinct for these activations, but both showed temporally sustained responses 64 throughout the two second stimulus. A few studies have used EEG to compare neural responses 65 to speech and musical instrument sounds (Cossy et Additionally, there is reason to believe that neural responses to speech and music consistently 73 time-lock to particular acoustic features in these sounds. Several studies have shown greater 74 responses or more consistent patterns of activation to speech sounds than various control sounds 75 where the speech is degraded (Ahissar et al., 2001; Luo and Poeppel, 2007; Nourski et al., 2019; 76 Okada et al., 2010; Peelle et al., 2013; Zoefel et al., 2018 ) and a similar study found consistent 77 patterns of activation for piano music (Doelling and Poeppel, 2015) . Yet auditory cortical 78 neurons can also time-lock to amplitude and frequency modulations in synthetic sounds 79 (deCharms et al., 1998; Liang et al., 2002; Lalor et al., 2009 ; for review see Joris et al., 2004) , 80 and it isn't clear from previous work if this time-locking is stronger for speech and music than 81 other types of natural sounds. 82
Here we use classification-based analyses with EEG to identify specialized neural responses to 83 speech and music sounds. Furthermore, unlike other natural sounds that evoke unique temporal 84 responses (such as impact sounds), EEG responds less to sounds that have the same acoustic 85 characteristics as speech and music based on a model of subcortical auditory processing 86 (McDermott and Simoncelli, 2011) . Our results demonstrate that the specialization of the brain 87 to speech and music sounds can be observed with EEG, where EEG responses are larger and 88 more time-locked than to other natural or spectrotemporally-matched sounds. 89
Material and methods: 90
Experimental paradigm and EEG preprocessing: This study involved two experiments. In both 91 Experiment 1 and 2, 128 channels of scalp EEG data were recorded, along with two additional 92 channels over the mastoid processes using a Biosemi Active Two system at a sampling rate of 93 512 Hz. In Experiment 1, six subjects (3 female, ages 24-30) participated. Stimuli consisted of 94 30 different two-second-long sounds that produced the strongest fMRI responses in the 95 independent components of auditory cortical activity found in a previous study Haignere et al., 2015). Of the six speech stimuli used in this experiment, four were unintelligible 97 or in a foreign language, and all music stimuli were instrumental (see Figure 2 for the list of 98 stimuli). In each trial, the 30 sounds were presented consecutively in a random order such that 99 each sound occurred at least twice during a trial. Five of those sounds were presented a third 100 time immediately following a presentation of the same sound. During the trial, subjects were 101 were 65 sounds per trial, lasting 2 minutes and 10 seconds. Presentation (Neurobehavioral 103 Systems) was used to present the stimuli. Subjects listened to 43-50 trials. 104
In Experiment 2, 15 subjects participated (7 female, ages 19-31). Stimuli consisted of a subset of 105 five speech and five music sounds from Experiment 1; we excluded "baby talk" from the speech 106 sounds because it was the most understandable and music-like of the sounds, and we excluded 107 "drum solo" because it could also be interpreted as an impact sound. Additionally, five "impact 108 sounds" were included based on high within-frequency-channel real modulation correlations as 109 determined by a spectrotemporal model of auditory processing (McDermott and Simoncelli, 110 2011), all of which were sampled from a larger database of natural sounds (Norman-Haignere et 111 al., 2015) (more details on the goodness-of-fit of the statistics for the model-matched sounds can 112 be found in Table A1 ). The impact sounds were included because they exhibited high 113 classification accuracies in Experiment 1, which were most likely due to the strong, sparse onsets 114 present in these sounds. We also included synthesized ("model-matched") versions of these 15 115 sounds that contained identical time-averaged sound frequency and modulation statistics to the 116 originals (McDermott and Simoncelli, 2011). These were included in order to test if the results 117 observed in Experiment 1 were due to some neural selectivity for the spectrotemporal statistics 118 of the sounds. As in Experiment 1, each sound was repeated twice in a trial, but subjects were 119 asked to detect a sound that was identical to the sound before the previous one (a "two-back" 120 task) (Figure 1a) . This was more difficult than the one-back task used in Experiment 1, and we 121 changed the task in order to make the experiment more engaging. In this experiment, 122
PsychToolbox in Matlab was used to present the stimuli. There were 40 trials in total. 123 EEG data preprocessing: The 128 scalp channels were referenced to the average of the two 124 mastoids and then filtered between 1-45 Hz using a zero-phase Chebyshev type II filter with a 125 0.75 to 60 Hz stopband at -60 dB. Eyeblinks and sparse electrical artifacts were identified using 126 the fastICA algorithm (Hyvärinen and Oja, 2000) and removed. Noisy channels were 127 empirically identified based on having a variance that was 3-6 times the interquartile range plus 128 the median across all 128 electrodes and were replaced with a signal equal to the average of the 129 three closest electrodes weighted by the inverse of their distance from the electrode; at most 7 6 subject with particularly noisy data in Experiment 1, eyeblinks and noisy channels could not be 132 removed reliably using the criteria used for all other subjects, so these preprocessing steps were 133 not performed on this subject and the classification analysis was performed slightly differently 134 for this subject (see below). 135
Classification analysis: Each trial of EEG data was spliced into the two-second segments 136 recorded during the sound presentations (Figure 1b) . Clips that occurred during a target (i.e., 137 repeated) sound were removed from further analysis, resulting in 86-100 EEG clips per stimulus 138
for Experiment 1 and 73-80 EEG clips per stimulus for Experiment 2. In order to reduce the 139 dimensionality of the data, since there were far more dimensions (128 EEG channels x 256 time 140 samples) than data samples for classification, principal components analysis (PCA) was first 141 applied to the spatiotemporal EEG responses for each sound clip and components capturing 95% 142 of the variance of the data (490-1519 components out of 32768 total dimensions) were retained 143 (for the subject with noisy data in Experiment 1, 1049 components capturing 99.999% of the 144 variance were retained). The stimulus presented during the two-second interval was then 145 identified based on the principal components of the EEG data using multi-class linear 146 discriminant analysis with regularization (fitcdiscr in Matlab). 75% of the data were randomly 147 selected for training the classifier and the classifier was tested on the remaining 25% of the data. 148
This selection was repeated 100 times to get 100 classification accuracies for the 30 different 149 stimuli and final classification accuracies were averaged across iterations. The classification 150 analysis was done separately for each subject. In order to compare classification accuracies 151 across subjects for population analysis, classification accuracies (along the diagonal on the right 152 in 
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Speech/music discrimination analysis: Similar to the classification of individual sounds, we also 177 tested how well sounds could be classified as speech or music based on the EEG responses. For 178 each subject, using only the responses to either speech or music sounds, we retained the principal 179 components that captured 95% of the variance in the responses (290-829 dimensions, and 798 180 components for the subject with noisy data in Experiment 1 accounting for 99.999% of the 181 variance). We then trained a linear discriminant classifier to identify if a response came from a 182 music sound or a speech sound. Crucially, the classifier was trained on the EEG data from the 8 responses to 5 of the 6 speech and music sounds in Experiment 1 and 4 of the 5 speech and 184 music sounds in Experiment 2. Then the classifier was tested on the responses to the remaining 185 pair of sounds, resulting in 36 iterations for Experiment 1 and 25 iterations for Experiment 2. 186
This test ensured that the classifier was identifying speech or music sounds based on a general 187 pattern of the EEG response instead of individualized responses to specific sounds. 188
Evoked response, global field power (GFP), and phase dissimilarity analyses: In addition to the 189 classification analyses, we examined the median evoked response to each stimulus type across 190 the presentations of non-target stimuli for each subject. As a summary measure of the time 191 course of the magnitude of the evoked response across the scalp, we also examined the global 192 field power (GFP), which is the standard deviation of the evoked response across channels at 193 each time point (Lehmann and Skrandies, 1980) . In order to evaluate the contribution of 194 response magnitude to the pattern of classification results, for each subject, the GFP was 195 averaged over each two-second interval, and the average GFPs were ranked. 196
Additionally, we expected that speech and music may evoke temporally consistent responses 197 and, relatedly, consistent response phases over multiple repetitions of the same stimulus, as has 198 been shown by prior work (Doelling and Poeppel, 2015; Luo and Poeppel, 2007) . We computed 199 the phase dissimilarity by computing the difference between the phase coherence across trials for 200 a single stimulus and the average phase coherence after sampling trials from all 30 different 201 stimuli. Larger values of phase dissimilarity imply temporally consistent responses for a 202 stimulus from trial to trial. First, phase dissimilarity was computed using 4 Hz frequency bands 203 spaced from 0 to 40 Hz in order to identify the frequency range of the EEG producing the most 204 phase consistency across all stimuli and all subjects. Then the phase dissimilarities were ranked 205 for each subject, like the analysis for classification accuracy and average GFP, and differences in 206 phase dissimilarity rankings across were examined across stimulus types. 207
All code used for running the experiment as well as stimulus and EEG analysis can be found at: 208 https://github.com/natezuk/Speech_Music_Classify
Results: 210
Experiment 1: Most of the stimuli were classified significantly better than chance for all six 211 subjects; at most 7/30 stimuli failed to reach threshold performance (0.055, which is the 99.9% 212 criterion for a binomial test with p = 0.033) for each subject (Figure 2a ). However, there 213 appeared to be a considerable amount of variation in the accuracies for correct classification, 214
indicating that some stimuli were easier to classify than others (Figure 2a) . To quantify the 215 relative magnitude of the classification accuracies for the different types of stimuli, the 216 accuracies for correct classification (along the diagonal of the classification matrix in Figure 2a , 217 for example) were ranked. Across the six subjects in Experiment 1, speech, music, and "non-218 vocal human" sounds were classified significantly better than all other natural sounds (Figure 2b 
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The "non-vocal human" sounds were two impact sounds characterized by sharp acoustic 232 transients ("chopping food", "walking on a hard surface"). Using a model that quantified the 233 statistics of the signals within audio frequency and modulation bands based on the physiological 234 stages in subcortical processing (McDermott and Simoncelli, 2011), we identified that these 235 sounds had high within-frequency-channel modulation correlations where the real values of the 236 complex quantities were notably higher for these two sounds than the other sounds in the dataset. 237
Positive real within-frequency-channel modulation correlations are characteristic of sounds with 238 sharp attacks (McDermott and Simoncelli, 2011). As a result, we hypothesized that these sounds 239
probably evoked transient responses that might have contributed to their increased classification 240 accuracy. In contrast, prior work has shown that speech and music selectivity is sensitive to 241 acoustic features beyond the spectrotemporal statistics captured by this model (Kell et al., 2018; 242 Norman-Haignere et al., 2019, 2015) . 243
Experiment 2: To validate if the improved classification accuracy for speech, music, and the 244 impact sounds was a result of the statistics captured by the subcortical model, we ran Experiment 245 2 with speech, music, and impact sounds, as well as model-matched sounds that were generated 246 to have the same frequency and modulation statistics (McDermott and Simoncelli, 2011) ( Figure  247 3a, the goodness-of-fit of the statistics for the model-matched sounds can be found in Table A1 , 248 and the cochleograms of all of the sounds can be found in Figure A1 ). For sounds where the 249 statistics are invariant with time, previous work has shown that model-matched sounds are not 250 discriminable from the originals (McDermott et al., 2013) , indicating that the model captures 251 statistics that are sufficient for human perception for some sounds. We then repeated the 252 classification analysis (Figure 3b) . As in Experiment 1, most of the stimuli were classified 253 above chance; at most 9/30 stimuli did not pass threshold for each subject (threshold of 0.059 for 254 99.9% confidence interval). Across all 15 subjects that were recorded during Experiment 2, we 255 found that the model-matched speech and music sounds were classified significantly worse than 256 the originals (Wilcoxon rank-sum test with Bonferroni correction for three comparisons: p < 257 0.001 for both comparisons), while the model-matched impact sounds were classified no 258 differently than the originals (Figure 3c) . We then used bootstrap resampling of the rankings 259 with replacement over 1000 iterations to quantify the distribution of differences between the 260 median rankings for the original and model-matched sounds. We found that the differences for 261 the music and speech sounds were both significantly larger than the difference between the 262 medians of the original and model-matched impact sounds (p < 0.001 for both comparisons). 263
This shows that the neural responses to speech and music producing high classification 264
accuracies were responsive to acoustic features beyond the statistics captured by the model, and 265 therefore cannot be explained by neural specificity to frequency and modulation alone. 266
Given that previous fMRI work has shown different spatial patterns of selectivity in auditory 267 cortex for speech and music, we also examined the topographies of our EEG classification 268 results for speech and music channel by channel. For all types of the original sounds, 269 classification accuracies were highest in frontal channels. The topography of these classification 270 accuracies may indicate auditory cortical activity (Lalor et al., 2009 ), but it may also include 271 frontal cortical activity (Figure 3e) . To test significance of the channel-wise classification 272 accuracies, we focused on 20/128 channels that had the most above-chance classification 273 accuracies for all stimuli and subjects (Figure 3d) stimuli. Because of this, we expected to see trends in off-diagonal classification accuracy 300 (Figure 4a) , which represents the confusion between the neural representations of pairs of 301 stimuli. However, for the stimuli used in Experiment 2 we found no confusion between classes 302 of stimuli (Figure 4a, black line) . This could be due to unique temporal responses for the 303 different stimuli. 304 
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Yekutieli procedure, q < 0.001). The black line and grey region show the median and interquartile range respectively for the 314 confusion between stimuli. We did not observe confusion between the different stimuli, and the median confusion between 315 stimuli was always slightly but significantly below chance (Wilcoxon signed-rank test relative to chance, with chance probability 316 = 0.033). (B) and (C) show the classification accuracies using the data from Experiment 1 and 2 respectively, when the full two-317 second response is included ("2 s") and when only the first second of the response is used ("1 s"). Comparisons between 2 s and 318 1 s use Wilcoxon signed-rank test, and comparisons of those differences between stimuli use the rank-sum test. Classification 319 accuracy tended to decrease for all stimuli when only the first second of the response was used (this does not reach significance 320 for speech in Experiment 1), but the change in accuracy was a slightly larger for music than for speech. The difference in 321 accuracy reaches significance for Experiment 1, but it did not reach significance for Experiment 2.
significantly better than its model-matched counterpart mainly between 100-700 ms after 325 stimulus onset, and the classification at 1150 ms was also significant (Figure 4a , significance 326 based on a Wilcoxon rank-sum test, FDR corrected with Benjamini-Yekutieli procedure, q < 327 0.001). Music similarly showed significantly better classification within the early time range 328 (specifically 200-400 ms), but it also continued to show significantly better classification 1000-329 1100 ms, 1700 ms, and 1900 ms after stimulus onset. 330
The time points exhibiting significance beyond one second were short, and it was not entirely 331 clear how important these later response times are for representing the stimulus. To validate this, 332
we repeated the classification analysis in Experiments 1 and 2 using only the first second of the 333 response to the stimuli. We expected that the classification accuracy would decrease for both 334 music and speech stimuli when the last second of the response was not included simply because 335 of the reduction of information available for classification, but we hypothesized that this 336 decrease would be larger for music than for speech if the time points after 1000 ms were 337 important. We found a weak but significantly larger decrease for music than for speech in 338 Experiment 1 (Figure 4b) , and we found a similar pattern in the data for Experiment 2 that did 339 not reach significance (Figure 4c) . Thus, the response after 1000 ms may be carrying more 340 information for music than for speech, but the contribution appears to be very weak. 341
EEG-based discrimination between speech and music: Using both sets of data from Experiments 342
1 and 2, we created classifiers that identified whether a sound clip was speech or music based on 343 the EEG response. Importantly, the classifier was tested on EEG responses for stimuli that were 344 not included in training. This was to ensure that the classifier was not relying on stimulus-345 specific temporal responses that might not be a reliable representation of more general responses 346 to speech or music. For both sets of data, speech/music discrimination was not as successful as 347 classification of individual sounds: for Experiment 1 speech and music were not classified above 348 chance for any of the subjects, and for Experiment 2 either speech or music exhibited above 349 chance performance for only 2/15 subjects (above chance criterion was 0.56 for the 95% 350 confidence interval based on a binomial test with p=0.5). This supports our expectation that the 351 responses are temporally individualized for each sound. Additionally, it suggests that EEG does 352 not pick up the subtle spatial differences in cortical responsiveness to speech and music sounds, more speech and music samples in a future experiment. 356
Evoked response, GFP, and phase dissimilarity analyses: One possible explanation for our 357 classification results is that music and speech elicit larger responses than other natural or model-358 matched sounds, because if the responses are larger, they would be easier to classify based on the 359 EEG. To evaluate this hypothesis, we did a more standard analysis of the evoked responses to 360 each of the different sounds: We looked at the evoked EEG response and the time-varying GFP 361 for each of the different stimulus types (Figure 5a & b) . Typically, these average responses 362 would be used to identify differences in the neural responses to the different types of sounds, 363 presuming that the responses have a consistent time course within each class of stimuli. There is 364 a clear frontal positivity in the response for all of the different classes of sounds (Figure 5a &  365   b ), but there were no obvious differences in the time course for these different stimuli. This is 366 expected if the stimulus-specific response was temporally individualized, as suggested from our 367 time-based analysis (Figure 4a ) and our speech/music discrimination analysis. 368
After computing the evoked responses, we also averaged the GFP over the two-second interval 369 of each response. The average GFP values were then ranked within each subject in order to 370 compare them across subjects, like we did for the classification accuracies. Surprisingly, the 371 pattern of average GFP rankings mimicked the pattern of classification accuracy rankings for 372 both experiments, albeit with slightly weaker differences between stimulus types (Figure 5c &  373 d, compare to Figure 2c and Figure 3c for Experiments 1 and 2 respectively). This indicates 374 that the differences in classification accuracy result partly from differences in the magnitude of 375 the brain's response to the different sounds. This must be present in the time course of the GFP 376 responses (Figure 5c & d) , but these differences are subtle and not easily visible. For example, 377 in Experiment 2, the GFP for speech appeared to have higher values than the others around 400 378 ms. Additionally, the 200 ms peak in the evoked response and the GFP for the impact sounds 379 seem lower than the other stimuli, which is likely because events for the impact sound stimuli 380
were not time-locked to the start of the stimulus. However, these effects were not obvious in 381 Experiment 1, so we are reluctant to overinterpret the GFP curves with the naked eye and, given individual stimulus and that the GFP rankings likely derive from an average across the whole 384 two-second window. 385
Prior work has shown that for both speech and music neural responses have consistent low-386 frequency phases (below 8 Hz) indicating consistent temporal responses across repetitions of the 387 same stimulus (Doelling and Poeppel, 2015; Luo and Poeppel, 2007) . We quantified this phase 388 consistency using phase dissimilarity, which is the difference between the within-stimulus phase 389 coherence and the between-stimulus phase coherence (Luo and Poeppel, 2007) . We first 390 computed the phase dissimilarity for 4 Hz frequency bands and found that for both experiments 391 the median phase dissimilarity across all stimuli and subjects was largest between 4-8 Hz. The 392 phase dissimilarities within this frequency band were then ranked. Like the result using average 393 GFP, the phase dissimilarity generally produced a similar pattern of rankings as the classification 394 accuracies for both experiments, but interestingly we found no significant difference between the 395 phase dissimilarity rankings for the speech and model-matched speech stimuli (Figure 5f & g) . 396
We also computed the phase dissimilarities as a function of frequency for just the speech and 397 music stimuli. For both stimulus types, the largest phase dissimilarity values were between 4-8 398
Hz, suggesting more robust temporal tracking of the stimuli at those frequencies and, hence, that 399 our choice of frequency band was appropriate for examining phase dissimilarity for both speech 400 and music. Thus, neural responses between 4-8 Hz appear to be more time-locked to stimulus 401 repetitions than other natural or model-matched stimuli, particularly for music. 402 In this study, we showed that EEG-based classification of speech and music sounds is better than 428 the classification of other natural sounds. Additionally, unlike the responses to impact sounds, 429 this responsiveness did not persist for model-matched stimuli generated to have identical 430 frequency and modulation statistics (McDermott and Simoncelli, 2011). The pattern persisted, 431 albeit more weakly, when we examined the average GFP for each of the sounds and their phase 432 dissimilarity between 4-8 Hz. Together, these results indicate that the human brain is especially 433 responsive to naturalistic speech and music sounds. 434
To evaluate the effect on our results of basic acoustic features of the sounds that are known to be 435 processed subcortically and in primary auditory cortical areas, we used a model that simulates 436 these processing stages in order to resynthesize "model-matched" sounds with identical statistics 437 for these features, namely the frequency spectrum, modulation spectrum, and correlations 438 between different frequency and modulation bands (see also Kell et al., 2018 which mechanisms are involved in producing neural selectivity to these other acoustic 446 complexities will require further work. 447
We also showed that there are temporal differences in the timing of neural responses for speech 448 and music, such that classification accuracy peaked 200 ms after onset for speech but persisted 449 sporadically throughout the stimulus for music. Furthermore, we found that the classification 450 accuracy decreased more for music than for speech when the response from 1000-2000 ms was 451 left out, although this effect was very weak. Both of these results are in line with recent ECoG 452 work (Norman-Haignere et al., 2019). In particular, the component responsive to music 453 gradually increased over the two-second duration of the stimulus, peaking just after one second between the sounds over time, and we were also largely unable to discriminate between speech 456 and music sounds based on the EEG responses in either experiment. Relatedly, the short, above-457 model-matched classification accuracies beyond 1000 ms that we observed for music could in 458 part be due to features in the specific stimuli we chose; this could be validated in future studies 459 using other music stimuli. Thus, while differences in temporal processing of speech and music 460 generally may be weakly present in EEG, our results more prominently demonstrate that the 461 specialized responses are more temporally aligned to features that are unique for each individual 462 speech and music sound. However, the temporal features that generate these responses may 463 differ; indeed, midbrain neuron models with different synaptic parameters optimally capture 464 vowel formant and beat-related information in speech and music respectively (Carney et al., 465 2015; Zuk et al., 2018) . The specializations for speech and music in the auditory cortex may 466 have underpinnings at earlier processing stages in the auditory system. 467
Much of our focus was on the speech and music results, but the importance of decoding impact 468 sounds also reflects several earlier studies. In particular, the impact sounds used in our study 469 could all be categorized as "non-human" or "non-living" using terms from prior work (Cossy et , 2006) . There may also be a 471 particular processing stream for these types of stimuli as well; not only are these sounds 472 decodable with fMRI (Hjortkjaer et al., 2018), but these types of sounds have been shown to 473 evoke motor cortical areas (Lewis et al., 2005) . In the absence of any clear evidence of this in 474 the present work, a parsimonious interpretation would be to just assume that, in Experiments 1 475 and 2, the impact sounds were well classified because of differences in the timing of transient 476 events that produced time-locked evoked potentials. 477
The spatial organization of EEG scalp electrodes that were involved in decoding these sounds 478 tended to be frontal electrodes. The topography generated by this pattern of classification 479 accuracy is indicative of auditory cortical activity (Lalor et al., 2009 ). However, we cannot 480 completely rule out the possibility that frontal regions of cortex are involved, which are known to 481 be involved in task performance (Fritz et al., 2010; Gold and Shadlen, 2007; Miller and Cohen, 482 could both be involved in generating speech and music selectivity in auditory cortical regions, it 486
is still an open question as to whether the selectivity we observe here is a result of "bottom-up" 487 processing, due to auditory processing that does not require subject engagement, or "top-down" 488 factors that depend upon the subject's cognitive state. Disambiguating these two is tricky 489 because specific stimuli with particular acoustic characteristics such as sparsity and roughness 490 could engage a subject's attention (Huang and Elhilali, 2017; Zhao et al., 2019) . However, we 491 think it is unlikely that subjects were actively attending to speech and music more than other 492 sounds in the stimulus set because the behavioral task places no special emphasis on these 493 stimuli and all stimuli likely became less interesting over many repeats (>80 presentations). 494
Understanding the exact effects of attention on the speech and music selectivity we have 495 observed here will require further work. 496
Our work and that of others have identified neural responses specialized for processing music. 497
Yet the definition of music is still debatable. In the field of ethnomusicology the definition of the 498 ability to create music is more often used because of the ambiguity of defining music (Miller and 499 Shahriari, 2012; Rice, 2014). In spite of this others have shown that there is general consensus in 500 identifying "musical" sounds amidst a collection of commonly heard sound recordings, including 501 the ones used in our study (see Norman-Haignere et al., 2015). Our paradigm provides an 502 opportunity to study what defines music from the brain's perspective: what features make the 503 music-selective regions of the brain respond, and how this specialization is affected by culture, 504 experience, and subject expectations (Di Liberto et al., 2019) . Additionally, this study only used 505 5-6 instances of two-second clips of music. More work will need to be done in order to validate 506 how generalizable these results are to different varieties of music, which could be done to 507 identify the musical features that drive the selectivity we observed. 508
Conclusions: 509
In this study, we showed that EEG responses to speech and music are stronger and more time-510 locked than to other natural and model-matched sounds. The temporal resolution of EEG is 511 especially well-suited to identify specific acoustic features in these sounds that generate the 512 increased responsiveness of speech and music selective regions of the brain. Additionally, EEG 513 is cheaper and more portable than fMRI, and even though it lacks spatial resolution, we showed 514 that we could still detect specializations for speech and music. With clever experimental design, 515 this opens up possibilities to study the neural processing of music where fMRI is less feasible, 516 such as with infants or populations in remote geographic locations. 517 
Appendix: 518

