Quantifying Intrinsic Uncertainty in Classification via Deep Dirichlet
  Mixture Networks by Wu, Qingyang et al.
Quantifying Intrinsic Uncertainty in Classification via Deep Dirichlet Mixture
Networks
Qingyang Wu 1 He Li 2 Lexin Li 3 Zhou Yu 1
Abstract
With the widespread success of deep neural net-
works in science and technology, it is becoming
increasingly important to quantify the uncertainty
of the predictions produced by deep learning. In
this paper, we introduce a new method that at-
taches an explicit uncertainty statement to the
probabilities of classification using deep neural
networks. Precisely, we view that the classifica-
tion probabilities are sampled from an unknown
distribution, and we propose to learn this distribu-
tion through the Dirichlet mixture that is flexible
enough for approximating any continuous distri-
bution on the simplex. We then construct credible
intervals from the learned distribution to assess
the uncertainty of the classification probabilities.
Our approach is easy to implement, computation-
ally efficient, and can be coupled with any deep
neural network architecture. Our method lever-
ages the crucial observation that, in many classi-
fication applications such as medical diagnosis,
more than one class labels are available for each
observational unit. We demonstrate the usefulness
of our approach through simulations and a real
data example.
1. Introduction
Deep neural networks have been achieving remarkable suc-
cess in a wide range of classification tasks in recent years.
Accompanying increasingly accurate prediction of the clas-
sification probability, it is of equal importance to quantify
the uncertainty of the classification probability produced by
deep neural networks. Without a careful characterization of
such an uncertainty, the prediction of deep neural networks
can be questionable, unusable, and in the extreme case in-
cur considerable loss (Wang et al., 2016). For example,
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deep reinforcement learning suffers from a strikingly low
reproducibility due to high uncertainty of the predictions
(Henderson et al., 2017). Uncertainty quantification can be
challenging though; for instance, (Guo et al., 2017) argued
that modern neural networks architectures are poor in pro-
ducing well-calibrated probability in binary classification.
Recognizing such challenges, there have been recent pro-
posals to estimate and quantify the uncertainty of output
from deep neural networks, and we review those methods
in Section 1.1. Despite the progress, however, uncertainty
quantification of deep neural networks remains relatively
underdeveloped (Kendall & Gal, 2017).
In this paper, we propose deep Dirichlet mixture networks to
produce, in addition to a point estimator of the classification
probabilities, an associated credible interval (region) that
covers the true probabilities at a desired level. We begin
with the binary classification problem and employ the Beta
mixture model to approximate the probability distribution
of the true but random probability. We then extend to the
general multi-class classification using the Dirichlet mixture
model. Our key idea is to view the classification probability
as a random quantity, rather than a deterministic value in
[0, 1]. We seek to estimate the distribution of this random
quantity using the Beta or the Dirichlet mixture, which we
show is flexible enough to model any continuous distribu-
tion on [0, 1]. We achieve the estimation by adding an extra
layer in a typical deep neural network architecture, without
having to substantially modify the overall structure of the
network. Then based on the estimated distribution, we pro-
duce both a point estimate and a credible interval for the
classification probability. This credible interval provides an
explicit quantification of the classification variability, and
can greatly facilitate our decision making. For instance, a
point estimate of high probability to have a disease may be
regarded as lack of confidence if the corresponding credi-
ble interval is wide. By contrast, a point estimate with a
narrow credible interval may be seen as a more convincing
diagnosis.
The feasibility of our proposal is built upon a crucial ob-
servation that, in many classification applications such as
medical diagnosis, there exist more than one class labels.
For instance, a patient’s computed tomography image may
be evaluated by two doctors, each giving a binary diagno-
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sis of existence of cancer. In Section 4, we illustrate with
an example of diagnosis of Alzheimer’s disease (AD) us-
ing patients’ anatomical magnetic resonance imaging. For
each patient, there is a binary diagnosis status as AD or
healthy control, along with additional cognitive scores that
are strongly correlated with and carry crucial information
about one’s AD status. We thus consider the dichotomized
version of the cognitive scores, combine them with the diag-
nosis status, and feed them together into our deep Dirichlet
mixture networks to obtain a credible interval of the classi-
fication probability. We remark that, existence of multiple
labels is common rather than an exception in a variety of
real world applications.
Our proposal provides a useful addition to the essential yet
currently still growing inferential machinery to deep neural
networks learning. Our method is simple, fast, effective, and
can couple with any existing deep neural network structure.
In particular, it adopts a frequentist inference perspective,
but produces a Bayesian-style outcome of credible intervals.
1.1. Related Work
There has been development of uncertainty quantification of
artificial neural networks since two decades ago. Early ex-
amples include the delta method (Hwang & Ding, 1997), and
the Bootstrap methods (Efron & Tibshirani, 1994; Heskes,
1997; Carney et al., 1999). However, the former requires
computing the Hessian matrix and is computationally ex-
pensive, whereas the latter hinges on an unbiased prediction.
When the prediction is biased, the total variance is to be
underestimated, which would in turn result in a narrower
credible interval.
Another important line of research is Bayesian neural net-
works (MacKay, 1992a;b), which treat model parameters as
distributions, and thus can produce an explicit uncertainty
quantification in addition to a point estimate. The main
drawback is the prohibitive computational cost of running
MCMC algorithms. There have been some recent proposals
aiming to address this issue, most notably, (Gal & Ghahra-
mani, 2016; Li & Gal, 2017) that used the dropout tricks.
Our proposal, however, is a frequentist solution, and thus
we have chosen not to numerically compare with those
Bayesian approaches.
Another widely used uncertainty quantification method is
the mean variance estimation (MVE) approach (Nix &
Weigend, 1994). It models the data noise using a normal
distribution, and employs a neural network to output the
mean and variance. The optimization is done by minimizing
the negative log-likelihood function. It has mainly been
designed for regression tasks, and is less suitable for classi-
fication.
There are some more recent proposals of uncertainty quan-
tification. One is the lower and upper bound estimation
(LUBE) (Khosravi et al., 2011; Quan et al., 2014). LUBE
has been proven successful in numerous applications. How-
ever, its loss function is non-differentiable and gradient
descent cannot be applied for optimization. The quality-
driven prediction interval method (QD) has recently been
proposed to improve LUBE (Pearce et al., 2018). It is a
distribution-free method by outputting prediction’s upper
bound and lower bound. The uncertainty can be estimated
by measuring the distance between the two bounds. Unlike
LUBE, the objective function of QD can be optimized by
gradient descent. But similar to MVE, it is designed for
regression tasks. Confidence network is another method
to estimate confidence by adding an output node next to
the softmax probabilities (DeVries & Taylor, 2018). This
method is suitable for classification. Although its original
goal was for out-of-distribution detection, its confidence can
be used to represent the intrinsic uncertainty. Later in Sec-
tion 3.2, we numerically compare our method with MVE,
QD, and confidence network.
We also clarify that our proposed framework is different
from the mixture density network (Bishop, 1994). The latter
trains a neural network to model the distribution of the
outcome using a mixture distribution. By contrast, we aim
to learn the distribution of the classification probabilities
and to quantify their variations.
2. Dirichlet Mixture Networks
In this section, we describe our proposed Dirichlet mixture
networks. We begin with the case of binary classification,
where the Dirichlet mixture models reduce to the simpler
Beta mixture models. Although a simpler case, the binary
classification is sufficient to capture all the key ingredients
of our general approach and thus loses no generality. At the
end of this section, we discuss the extension to the multi-
class case.
2.1. Loss Function
We begin with a description of the key idea of our proposal.
Let {1, 2} denote the two classes. Given an observational
unit x, e.g., an image, we view the probability px that x
belongs to class 1 as a random variable, instead of a de-
terministic value in [0, 1]. We then seek to estimate the
probability density function f(p;x) of px. This function en-
codes the intrinsic uncertainty of the classification problem.
A point estimate of the classification probability only fo-
cuses on the mean,
∫ 1
0
f(p;x)dp, which is not sufficient for
an informed decision making without an explicit quantifica-
tion of its variability. For example, it can happen that, for
two observational units x and x′, their mean probabilities,
and thus their point estimates of the classification probabil-
ity, are the same. However, the densities are far apart from
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Figure 1. Illustration of the setting. Two or more labels are gener-
ated with the same probability px, which is randomly drawn from
a distribution that we wish to estimate.
each other, leading to completely different variabilities, and
different interpretations of the classification results. Figure
1 shows an illustration. Our proposal then seeks to estimate
the density function f(p;x) for each x.
A difficulty arising from this estimation problem is that f
in general can be any density function on [0, 1]. To address
this, we propose to simplify the problem by restricting to
the case where f is a Beta mixture; i.e.,
f(p;x) =
K∑
k=1
wk
pα
k
1−1(1− p)αk2−1
Beta(αk1 , α
k
2)
, (1)
where Beta(·, ·) is the Beta function, and the parame-
ters wk,αk = (αk1 , α
k
2) are smooth functions of x, k =
1, . . . ,K. The weights wk satisfy that w1 + · · ·+ wK = 1.
Later we show that this Beta mixture distribution is flexible
enough to adequately model almost any distribution f on
[0, 1].
With the form of density function (1) in place, our goal then
turns to estimate the positive parameters αk1 , α
k
2 , and w
k.
To do so, we derive the loss function that is to be minimized
by deep neural networks.
We employ the negative log-likelihood function from (1)
as the loss function. For the jth observational unit of the
training data, j = 1, . . . , n, let xj denote the input, e.g., the
subject’s image scan, and yj =
(
y
(1)
j , . . . , y
(mj)
j
)
denote
the vector of labels taking values from {1, 2}. Here we
assumemj ≥ 2, reflecting that there are more than one class
label for each observational unit. Write w = (w1, . . . , wK)
andα = (α1, . . . ,αK). By integrating out p, the likelihood
function for the observed pair (xj ,yj) is
Lj(w,α;xj ,yj)
=
∫ 1
0
p
∑mj
l=1 1(y
(l)
j =1)(1− p)
∑mj
l=1 1(y
(l)
j =2)f(p;xj)dp.
Write Sij =
∑mj
l=1 1
(
y
(l)
j = i
)
, where 1(·) is the indicator
function, i = 1, 2, j = 1, . . . , n, and this term quantifies
the number of times xj is labeled i. Plugging (1) into Lj ,
we get
Lj(w,α;xj ,yj)
=
∫ 1
0
pS1j (1− p)S2j
K∑
k=1
wkpα
k
1−1(1− p)αk2−1
Beta(αk1 , α
k
2)
dp
=
K∑
k=1
∫ 1
0
wk
Beta(αk1 , α
k
2)
pα
k
1−1+S1j (1− p)αk2−1+S2jdp.
By a basic property of Beta functions, we further get
Lj(w,α;xj ,yj) =
K∑
k=1
wkBeta(αk1 + S1j , α
k
2 + S2j)
Beta(αk1 , α
k
2)
.
Aggregating all n observational units, we obtain the full
negative log-likelihood function,
− `(w,α;x1,y1, . . . ,xn,yn)
= −
n∑
j=1
log
[
K∑
k=1
wkBeta(αk1 + S1j , α
k
2 + S2j)
Beta(αk1 , α
k
2)
]
.
(2)
We then propose to employ a deep neural network learner
to estimate w and α.
2.2. Credible Intervals
To train our model, we simply replace the existing loss func-
tion of a deep neural network, e.g., the cross-entropy, with
the negative log-likelihood function given in (2). Therefore,
we can take advantage of current deep learning framework
such as PyTorch for automatic gradient calculation. Then
we use the mini-batch gradient descent to optimize the en-
tire neural network’s weights. Once the training is finished,
we obtain the estimate of the parameters of the mixture
distribution, {w,α}.
One implementation detail to notice is that the Beta function
has no closed form derivative. To address this issue, we used
fast log gamma algorithm to obtain an approximation of the
Beta function, which is available in PyTorch. Also, we
applied the softmax function to the weights of the mixtures
to ensure thatw1+...+wK = 1, and took the exponential of
α1, . . .αK to ensure that these parameters remain positive
as required.
Given the estimated parameters ŵ, α̂ from the deep mixture
networks, we next construct the credible interval for explicit
uncertainty quantification. For a new observation x0, the
estimated distribution of the classification probability px0
takes the form
fˆ(p;x0) =
K∑
k=1
wˆk(x0)
pαˆ
k
1 (x0)−1(1− p)αˆk2 (x0)−1
Beta(αˆk1(x0), αˆ
k
2(x0))
,
where we write wˆk, αˆk1 , αˆ
k
2 in the form of explicit func-
tions of x0. The expectation of this estimated density
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0
fˆ(p;x0)dp is an approximately unbiased estimator of
px0 . Meanwhile, we can construct the two-sided credible
interval of px0 with the nominal level α ∈ (0, 1) as[
Q̂α
2
, Q̂1−α2
]
,
where Q̂α
2
and Q̂1−α2 are the α/2 and 1− α/2 quantiles of
the estimated density fˆ(p;x0). Similarly, we can construct
the upper and lower credible intervals as[
0, Q̂1−α
]
, and
[
Q̂α, 1
]
,
respectively, where Q̂α and Q̂1−α are the α and 1 − α
quantiles of the estimated density fˆ(p;x0).
Next we justify our choice of Beta mixture for the distri-
bution of classification probability, by showing that any
density function under certain regularity conditions can be
approximated well by a Beta mixture. Specifically, denote
by P the set of all probability density functions f on [0, 1]
with at most countable discontinuities that satisfy∫ 1
0
f(p) |log f(p)|dp <∞.
It is shown in (Robert & Rousseau, 2003) that any f ∈ P
can be approximated arbitrarily well by a sequence of Beta
mixtures. That is, for any f ∈ P and any  > 0, there exists
a Beta mixture distribution fBeta such that
DKL (f‖fBeta) ≤ ,
where DKL(·‖·) denotes the Kullback-Leibler divergence.
This result establishes the validity of approximating a gen-
eral distribution function using a Beta mixture. The proof
of this result starts by recognizing that f can be accurately
approximated by piecewise constant functions on [0, 1] due
to a countable number of discontinuities. Next, each con-
stant piece is a limit of a sequence of Bernstein polynomials,
which are infinite Beta mixtures with integer parameters
(Verdinelli et al., 1998; Petrone & Wasserman, 2002).
2.3. Multiple-class Classification
We next extend our method to the general case of multi-class
classification. It follows seamlessly from the prior devel-
opment except that now the labels yj =
(
y
(1)
j , . . . , y
(mj)
j
)
take values from {1, 2, . . . , d}, where d is the total number
of classes. Given an observation x, the multinomial distribu-
tion over {1, 2, . . . , d} is represented by p = (p1, . . . , pd),
which, as a point in the simplex ∆ = {(c1, . . . , cd) : ci ≥
0, c1 + · · · + cd = 1}, is assumed to follow a Dirichlet
mixture
f(p;x) =
K∑
k=1
wk
1
Beta(αk)
d∏
i=1
p
αki−1
i ,
where the generalized Beta function takes the form
Beta(α) =
∏d
i=1 Γ(αi)
Γ(α1 + · · ·+ αd) .
The likelihood of the jth observation is
Lj =
∫
∆
(
d∏
i=1
p
Sij
i
)
K∑
k=1
wk
1
Beta(αk)
d∏
i=1
p
αki−1
i dp,
where Sij =
∑mj
l=1 1
(
y
(l)
j = i
)
. Accordingly, the negative
log-likelihood function is
− `(w,α;x1,y1, . . . ,xn,yn)
= −
n∑
j=1
log
[
K∑
k=1
wkBeta
(
αk1 + S1j , . . . , α
k
d + Sdj
)
Beta(αk)
]
.
This is the loss function to be minimized in the Dirichlet
mixture networks.
3. Simulations
3.1. Simulations on Coverage Proportion
We first investigate the empirical coverage of the proposed
credible interval. We used the MNIST handwritten dig-
its data, and converted the ten outcomes (0-9) first to two
classes (0-4 as Class 1, and 5-9 as Class 2), then to three
classes (0-2 as Class 1, 3-6 as Class 2, and 7-9 as Class 3).
In order to create multiple labels for each image, we trained
a LeNet-5 (LeCun et al., 1998) to output the classification
probability pi, then sampled multiple labels for the same
input image based on a binomial or multinomial distribution
with pi as the parameter. We further divided the simulated
data into training and testing sets. We calculated the em-
pirical coverage as the proportion in the testing set that the
corresponding pi falls in the constructed credible interval.
We assessed the coverage performance by examining how
close the empirical coverage is to the nominal coverage be-
tween the interval of 75% and 95%. Ideally, the empirical
coverage should be the same as the nominal level.
Figure 2 reports the simulation results for the two-class clas-
sification task, where panel (a) is when there are two labels
available for each input, and panel (b) is when there are
three labels available. The orange 45-degree line represents
the ideal coverage. The blue line represents the empirical
coverage of the credible interval produced by our method. It
is seen that our constructed credible interval covers 98.19%
of the truth with the 95% nominal level for the two-label
scenario, and 98.17% for the three-label scenario. In gen-
eral, the empirical coverage is close or slightly larger than
the nominal value, suggesting that the credible interval is
reasonably accurate. Moreover, the interval becomes more
accurate with more labels on each input.
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(a) Two labels (b) Three labels
Figure 2. Empirical coverage of the estimated credible interval for
a two-class classification task, with the two-label setting shown in
(a), and the three-label setting in (b). The blue line represents the
empirical coverage of the estimated credible interval. The orange
45-degree line represents the ideal estimation. The closer the two
lines, the better the estimation.
Figure 3 reports the simulation results for the three-class
classification task, where panels (a) and (b) are when there
are two labels available, and panels (c) and (d) are when
there are three labels available. A similar qualitative pattern
is observed in Figure 3 as in Figure 2, indicating that our
method works well for the three-class classification prob-
lem.
3.2. Comparison with Alternative Methods
We next compare our method with three alternatives that
serve as the baselines, the confidence network (DeVries &
Taylor, 2018), the mean variance estimation (MVE) (Nix &
Weigend, 1994), and the quality-driven prediction interval
method (QD) (Pearce et al., 2018). We have chosen those
methods as baselines, as they also targeted to quantify the
intrinsic variability and represented the most recent state-of-
the-art solutions to this problem.
To facilitate graphical presentation of the results, we simu-
lated the input data x from two-dimensional Gaussian mix-
tures. Specifically, we first sampled x from a mixture of two
Gaussians with means at (−2, 2) and (2,−2), and denote
its probability density function as ψ1. We then sampled x
from another mixture of two Gaussians with means at (2, 2)
and (−2,−2), and denote its probability density function as
ψ2. For each Gaussian component, the variance is set at 0.7.
We then sampled the probability p of belonging to Class
1 from a Beta distribution with the parameters ψ1/ψ2 + 1
and ψ2/ψ1 + 1. Finally, we sampled the class labels from
a Bernoulli distribution with the probability of success p.
At each input sample x, we sampled two class labels. For
a fair comparison, we duplicate the data for the baseline
methods that only use one class label. Figure 4 (c) shows
a scatter plot of 1,000 samples, each with two labels. The
green dots correspond to the samples whose class labels are
0 in both replications, the red dots are 1 in both replications,
and the yellow dots are those samples whose class labels
(a) Class 1 with two labels (b) Class 2 with two labels
(c) Class 1 with three labels (d) Class 2 with three labels
Figure 3. Empirical coverage of the estimated credible interval for
a three-class classification task, with the two-label setting shown
in (a) and (b), and the three-label setting in (c) and (d). The blue
line represents the empirical coverage of the estimated credible
interval. The orange 45-degree line represents the ideal estimation.
The closer the two lines, the better the estimation. For each graph,
the probability is calculated in the one-vs-all fashion; e.g., (a)
represents the credible interval of Class 1 versus Classes 2 and 3
combined.
are different in two replications. Most of the yellow dots are
located along the two axis that separate the four quadrants.
Figure 5 reports the contour of the estimated variance. Panel
(a) is the true variance contour for the simulated data, ob-
tained numerically from the data generation. It shows that
the largest variance occurs along the two axises that separate
the four quadrants. Panel (b) is the result of our approach.
We used ten mixtures here. The predicted mean and vari-
ance were calculated using the law of total expectation and
total variance. Our method achieved a 98.4% classification
accuracy. More importantly, it successfully captured the
variability of the classification probability and produced a
variance contour that looks similar to (a). Panel (c) is the
result of the mean variance estimation (DeVries & Taylor,
2018). It also achieved a 98.4% classification accuracy, but
it failed to correctly characterize the variability. This is
partly due to that it models the variability as Gaussian. (d)
is the result of the quality-driven prediction interval method
(Pearce et al., 2018). It only obtained a 89.1% classifica-
tion accuracy. As a distribution-free method, it predicted
a higher variability in the center, but ignored other highly
variable regions. (e) is the result of the confidence network
(DeVries & Taylor, 2018). It achieved a 98.1% classifi-
cation accuracy, a reasonably well variability estimation.
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(a) Plot for f1 = ψ1ψ2 + 1 (b) Plot for f2 =
ψ2
ψ1
+ 1
(c) Scatter Plot for 1000 samples
Figure 4. Data is generated from a Bernoulli distribution whose
parameter is sampled from a Beta distribution with parameter(f1,
f2). (a) and (b) show the 3D landscapes. (c) shows 1,000 samples
from this distribution with two labels for each data point. Green
means all labels are 1. Red means all labels are 2. Yellow means
that labels are a mix of 1 and 2.
Overall, our method achieved the best performance while
maintaining a high classification accuracy.
Figure 6 shows the density function of the outputted distri-
butions. At point (0,0), it indeed has a higher variance.
4. Real Data Analysis
4.1. Data Description
We illustrate our proposed method on a medical imaging
diagnosis application. We remark that, although the example
dataset is small in size, with only thousands of image scans,
our method is equally applicable to both small and large
datasets.
Alzheimer’s Disease (AD) is the leading form of demen-
tia in elderly subjects, and is characterized by progressive
and irreversible impairment of cognitive and memory func-
tions. With the aging of the worldwide population, it has
become an international imperative to understand, diagnose,
and treat this disorder. The goal of the analysis is to diag-
nose patients with AD based on their anatomical magnetic
resonance imaging (MRI) scans. Being able to provide
an explicit uncertainty quantification for this classification
(a) Ideal
(b) Our Approach (c) MVE
(d) QD (e) Confidence network
Figure 5. Variance contour plots of our approach and baselines. (a)
shows the ideal variance plot. (b) is the result of our approach. (c),
(d), (e) are the results of baselines. Blue means low data-noise, and
yellow means high data-noise. From the results, (b) our approach
looks most similar to the ideal.
task, which is potentially challenging and of a high-risk,
is especially meaningful. The dataset we analyzed was
obtained from the Alzheimer’s Disease Neuroimaging Ini-
tiative (ADNI). For each patient, in addition to his or her di-
agnosis status as AD or normal control, two cognitive scores
were also recorded. One is the Mini-Mental State Exami-
nation (MMSE) score, which examines orientation to time
and place, immediate and delayed recall of three words, at-
tention and calculation, language and vision-constructional
functions. The other is the Global Clinical Dementia Rating
(CDR-global) score, which is a combination of assessments
of six domains, including memory, orientation, judgment
and problem solving, community affairs, home and hobbies,
and personal care. Although MMSE and CDR-global are
not used directly for diagnosis, their values are strongly
correlated with and carry crucial information about one’s
AD status. Therefore, we took the dichotomized cognitive
scores, and used them as labels in addition to the diagnosis
status.
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(a) Point (0,0) (b) Point (1,1)
Figure 6. Beta mixture density functions outputted by the neural
network. (a) is the result at point (0,0). (b) is the result at point
(1,1). Point (0,0) clearly has a higher variance.
Diagnosis CDR-global MMSE
NC 500 664 785
MCI 822 830 570
AD 338 166 305
Total 1660 1660 1660
Table 1. Detailed patient statistics
We used the ADNI 1-Year 1.5T dataset, with totally 1,660
images. We resized all the images to the dimension 96×96×
80. The diagnosis contains three classes: normal control
(NC), mild cognitive impairment (MCI), and Alzheimer
disease (AD). Among them, MCI is a prodromal stage of
AD. Since the main motivation is to identify patients with
AD, we combined NC and MCI as one class, referred as
NC+MCI, and AD as the other class, and formulated the
problem as a binary classification task. We used three types
of assessments to obtain the three classification labels: the
doctor’s diagnostic assessment, the CDR-global score, and
the MMSE score. For the CDR-global score, we used 0 for
NC, 0.5 for MCI, and 1 for AD. For the MMSE score, we
used 28-30 as NC, 24-27 as MCI, and 0-23 as AD. Table
1 summarizes the number of patients in each class with
respect to the three different assessments.
4.2. Classifier and Results
Figure 7 describes the architecture of our neural network
based classifier. We used two consecutive 3D convolutional
filters followed by max pooling layers. The input is 96 ×
96 × 80 image. The first convolutional kernel size is 5 ×
5× 5, and the max pooling kernel is 5× 5× 5. The second
convolutional kernel is 3 × 3 × 3, and the following max
pooling kernel is 2× 2× 2. We chose sixteen as the batch
size, and 1e − 6 as the learning rate. We chose a K = 3-
component Beta mixture.
We randomly selected 90% of the data for training and the
remaining 10% for testing. We plotted the credible interval
of all the 166 testing subjects with respect to their predicted
probability of having AD or not in Figure 8(a). We then sep-
Figure 7. Architecture of the neural network used in the real data
experiment.
(a) Credible interval for 166 sub-
jects
(b) Patients with all NC+MCI
label
(c) Patients with all AD label (d) Patients with mixed AD and
NC+MCI label
Figure 8. Credible intervals constructed in the real data experiment.
arated the testing data into three groups: the subjects with
their assessments unanimously labeled as NC+MCI (green
dots), the subjects with their assessments unanimously la-
beled as AD (red dots), and the subjects with their assess-
ments with a mix of NC+MCI and AD (blue dots, and
referred as MIX).
We observe that, for the patients in the NC+MCI category,
95% of them were estimated to have a smaller than 0.1 prob-
ability of being AD, and a tight credible interval with the
width smaller than 0.15. We further randomly selected five
patients in the NC+MCI category and plotted their credible
intervals in Figure 8(b). Each has a close to 0 probability
of having AD, and each with a tight credible interval. For
patients in the AD category, most exhibit the same pattern of
having a tight credible interval, with a few potential outliers.
For the patients in the MIX category, we randomly selected
five patients and plotted their predicted classification prob-
ability with the associated credible interval in Figure 8(c).
We see that Subject 4 was classified as AD with only 0.45
probability but has a large credible interval of width 0.3. We
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took a closer look at this subject, and found that the wide
interval may be due to inaccurate labeling. The threshold
value we applied to dichotomize the MMSE score was 23,
in that a subject with the MMSE below or equal to 23 is
classified as AD. Subject 4 happens to be on the boundary
line of 23. This explains why the classifier produced a wide
credible interval. In Figure 8(a), we also observe that the
classifier is less confident in classifying the patients in the
MIX category, in that almost all the blue dots are above
the 0.15 credible interval. We again randomly selected five
patients in the MIX category and plotted their predicted
classification probabilities with the corresponding credible
intervals in Figure 8(d). Comparing to Figure 8(b), the cred-
ible intervals for patients in the MIX category are much
wider than those in the unanimous NC+MCI category.
5. Conclusion
We present a new approach, deep Dirichlet mixture net-
works, to explicitly quantify the uncertainty of the classifi-
cation probability produced by deep neural networks. Our
approach, simple but effective, takes advantage of the avail-
ability of multiple class labels for the same input sample,
which is common in numerous scientific applications. It
provides a useful addition to the inferential machinery for
deep neural networks based learning.
There remains several open questions for future investiga-
tion. Methodologically, we currently assume that multiple
class labels for each observational sample are of the same
quality. In practice, different sources of information may
have different levels of accuracy. It is warranted to investi-
gate how to take this into account in our approach. Theo-
retically, Petrone and Wasserman (Petrone & Wasserman,
2002) obtained the convergence rate of the Bernstein poly-
nomials. Our Dirichlet mixture distribution should at least
have a comparable convergence rate. This rate can guide
us theoretically on how many distributions in the mixture
should we need. We leave these problems as our future
research.
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