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Let Q be a quiver of type Dn , d a dimension vector for Q , and
T a representative of the open orbit of the variety rep(Q ,d) of
d-dimensional representations of Q , under the product Gl(d) of
the general linear groups at all vertices of Q . Let T = T λ11 ⊕
· · · ⊕ T λrr be a decomposition of T into pairwise non-isomorphic
indecomposable representations Ti with multiplicities λi . We show
that it depends on the multiplicity of at most one such direct
summand whether or not the set of common zeros of all non-
constant semi-invariants for rep(Q ,d), with respect to the action
of Gl(d), is a set theoretical complete intersection.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Let K be an algebraically closed ﬁeld, and let Q = (Q 0, Q 1, t,h) be a ﬁnite quiver, i.e. a ﬁnite set
Q 0 = {1, . . . ,n} of vertices and a ﬁnite set Q 1 of arrows α : tα → hα, where tα and hα denote the
tail and the head of α, respectively.
A representation of Q over K is a collection
(
X(i); i ∈ Q 0
)
of ﬁnite-dimensional K-vector spaces together with a collection
(
X(α) : X(tα) → X(hα); α ∈ Q 1
)
of K-linear maps. A morphism f : X → Y between two representations is a collection ( f (i) : X(i) →
Y (i)) of K-linear maps such that
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By σ(X) we denote the number of pairwise non-isomorphic indecomposable direct summands
occurring in a decomposition of X into indecomposables. According to the theorem of Krull–Schmidt,
σ(X) is well-deﬁned. The dimension vector of a representation X of Q is the vector
dim X = (dim X(1), . . . ,dim X(n)) ∈ NQ 0 .
We denote the category of representations of Q by rep(Q ), and for any vector d = (d1, . . . ,dn) ∈
N
Q 0
rep(Q ,d) =
∏
α∈Q 1
Mat(dhα × dtα,K)
is the vector space of representations X of Q with X(i) = Kdi , i ∈ Q 0. The group
Gl(d) =
n∏
i=1
Gl(di,K)
acts on rep(Q ,d) by
(
(g1, . . . , gn) · X
)
(α) = ghα ◦ X(α) ◦ g−1tα .
Note that the Gl(d)-orbit of X consists exactly of the representations Y in rep(Q ,d) which are iso-
morphic to X .
We call d a prehomogeneous dimension vector if rep(Q ,d) contains an open orbit Gl(d) · T . Such
a representation T is characterized by Ext1Q (T , T ) = 0 (see [9]). If Q admits only ﬁnitely many inde-
composable representations, or equivalently if the underlying graph of Q is a disjoint union of Dynkin
diagrams A, D or E (see [3]), every vector d is prehomogeneous. Indeed, any representation is a direct
sum of indecomposables and therefore rep(Q ,d) contains ﬁnitely many orbits, one of which must be
open.
Let d be prehomogeneous, and let f1, . . . , f s ∈ K[rep(Q ,d)] be the irreducible monic polynomials
whose zeros Z( f1), . . . , Z( f s) are the irreducible components of codimension 1 of rep(Q ,d)\Gl(d) · T ,
where Gl(d) · T is the open orbit. It is easy to see that
g · f i = χi(g) f i
for g ∈ Gl(d), where χi : Gl(d) → K∗ is a character. A regular function with this property is called a
semi-invariant. By [10], any semi-invariant is a scalar multiple of a monomial in f1, . . . , f s , and the
f1, . . . , f s are algebraically independent. We denote by
ZQ ,d =
{
X ∈ rep(Q ,d); f i(X) = 0, i = 1, . . . , s
}
the closed subvariety of rep(Q ,d) of the common zeros of all non-constant semi-invariants. Obviously
we have codimZQ ,d  s, and ZQ ,d is a set theoretic complete intersection (simply called a complete
intersection in the sequel) if and only if codimZQ ,d = s (see [1, Lemma 8.3]).
Now suppose Q is a connected quiver of type Dn and let T1, . . . , Tr be pairwise non-isomorphic
indecomposable representations of Q such that Ext1Q (Ti, T j) = 0, for i, j = 1, . . . , r. In [8], Ch. Riedt-
mann and G. Zwara proved that ZQ ,d is a complete intersection, for any dimension vector d =∑r
i=1 λi dim Ti , provided that all λi  2. They also showed that ZQ ,d is irreducible if all λi  3. For
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a coordinate system for the vertices of the Auslander–Reiten quiver ΓQ of Q . Based on these coordi-
nates, for vertices (i, j) and (k, l) ∈ ΓQ , we call (i, j) high if j  n − 1, and we call (i, j) higher than
(k, l) if j > l. For an arbitrary indecomposable U ∈ rep(Q ), we have dimU (z) 2, for all z ∈ Q 0, and
we call U a 2-root if equality holds for some vertex z (see Section 2.2 for details). It will become clear
later on that if there are any 2-roots among T1, . . . , Tr then they are totally ordered with respect to
the “higher than”-relation (see Lemma 10), and hence there is a unique highest 2-root.
Theorem 1. Let Q be a connected quiver of type Dn. Moreover, let T1, . . . , Tr be pairwise non-isomorphic
indecomposable representations of Q such that Ext1Q (Ti, T j) = 0, for i, j = 1, . . . , r. Choose positive integers
λ1, . . . , λr and set d =∑ri=1 λi dim Ti .
(i) If there is a high indecomposable representation or if there are no 2-roots among T1, . . . , Tr then ZQ ,d is
a complete intersection. Moreover, ZQ ,d is irreducible if all λi  2.
(ii) If there is no high indecomposable representation and if Tl is the highest 2-root among T1, . . . , Tr and has
multiplicity λl  2 then ZQ ,d is a complete intersection. Moreover, ZQ ,d is irreducible if λl  3 and all
other λi  2.
Note that in [6], Ch. Riedtmann already showed that ZQ ,d is a complete intersection if some
of the Ti are high. It might be possible to give an exact description of when ZQ ,d is a complete
intersection, in terms of the direct summands of T . However, as it seems the arguments will be much
more technical than the proofs given here.
Also note that in case K is the ﬁeld C of complex numbers, the fact that ZQ ,d is a complete
intersection implies that rep(Q ,d) is cofree as a representation of the subgroup Sl(d) of Gl(d), i.e. the
algebra C[rep(Q ,d)] is a free module over the ring C[rep(Q ,d)]Sl(d) of Sl(d)-invariant polynomials
(see [12, §17]).
Example 2. Consider the quiver and dimension vector
2α2
Q : 1 α1 4
3α3
1
e= 1 2
1
and set d = λ · e, for λ ∈ N. There is an indecomposable representation T1 in rep(Q ,e), and the com-
plement of the open orbit of T = T λ1 in rep(Q ,d) has three irreducible components of codimension 1,
deﬁned by
det
(
X(α1), X(α2)
)= det(X(α1), X(α3))= det(X(α2), X(α3))= 0.
Now X belongs to ZQ ,d if and only if X either contains the simple projective P4 or else all of the
two-dimensional projective representations P1, P2 and P3. It is easy to see that
ZQ ,e is irreducible and of codimension 2,
ZQ ,2·e has two irreducible components of codimension 3 each,
ZQ ,λ·e is irreducible and of codimension 3, for λ 3.
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2.1. Auslander–Reiten quivers
We will assume throughout that the quiver Q is connected and of type Dn , i.e. the underlying
graph |Q | is a Dynkin diagram Dn . Following [6], we recall some notations used to describe the
Auslander–Reiten quiver ΓQ of Q . We label the vertices of |Q | as follows:
(n − 1)
1 2 3 . . . (n − 2)
n
By
−→
Q we denote the quiver with |−→Q | = |Q |, for which all arrows “point to the right”, i.e. if there is
an edge i − j in |Q | and if i < j, then there is an arrow α : i → j in −→Q . The translation quiver ZDn
is deﬁned as follows (see [5] or [4]): Start from Z × −→Q and add an arrow (i, j) → (i + 1, j − 1) for
i ∈ Z and 2  j  n − 1, and an arrow (i,n) → (i + 1,n − 2) for i ∈ Z. The translation is given by
τ (i, j) = (i − 1, j).
Note that the vertices of ZDn are partially ordered by deﬁning X  Y , for X, Y ∈ ZDn , if and only
if there is a path from X to Y in ZDn . For any subset U and any vertex A of ZDn we say that A lies
to the left (to the right) of U if A  X (X  A) for some vertex X ∈ U .
We call a vertex x ∈ Q 0 low if x n − 2 and high otherwise. Similarly, for vertices of ZDn we call
(i, j) low if j  n − 2 and high otherwise. Two high vertices (i, j) and (k, l) are said to be congruent
if i + j ≡ k + l mod 2. The high vertices (i,n − 1) and (i,n) will be called adjacent.
We will also use the following (non-reﬂexive) partial order relation on the set of vertices of ZDn:
Given arbitrary vertices (i, j) and (k, l), we call (i, j) higher than (k, l) if and only if j > l.
The Auslander–Reiten quiver ΓQ of Q can be viewed as a subquiver of ZDn in the following
manner: Embed the opposite quiver Q op in ZDn as a section, i.e. in such a way that each τ -orbit
of vertices of ZDn is met exactly once. Deﬁne the Nakayama translate ν(i, j) of a vertex to be
(i + n − 2, j) if (i, j) is low, and to be the high vertex with ﬁrst coordinate i +n− 2 which is congru-
ent to (i, j) if (i, j) is high. Then the Auslander–Reiten quiver ΓQ of Q can be identiﬁed with the full
subquiver of ZDn whose vertices lie between Q op and ν(Q op) (see [4]).
2.2. 2-Roots
Recall from [4] the dimensions of the spaces of morphisms in the mesh category K(ZDn), or
equivalently in rep(Q ) if the vertices (i, j) and (k, l) belong to ΓQ :
Proposition 3.
(i) dimHom((i, j), (k, l)) 2.
(ii) dimHom((i, j), (k, l)) = 2 if and only if j, l  n − 2 and i + 1 k  i + j − 1 and i + n − 1 k + l 
i + j + n − 3.
(iii) dimHom((i, j), (k, l)) 1 if and only if one of the following conditions is satisﬁed:
(a) j  n − 2, i  k i + j − 1 and i + j  k + l,
(b) j  n − 2, l n − 2, i + n − 1 k + l i + j + n − 2, and k i + n − 2,
(c) j ∈ {n − 1,n}, l n − 2, i + n − 1 k + l and k i + n − 2,
(d) j, l ∈ {n − 1,n}, k i + n − 2 and (k, l) congruent to (i, j).
With Px and Ix we always denote the projective and injective indecomposable representations
associated with the vertex x ∈ Q 0, respectively. The coordinates of Px in ΓQ are those of the vertex
x of Q op embedded in ZDn when constructing ΓQ (compare Section 2.1). So Px = (i, x), for some
i ∈ Z.
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deﬁne sources. Using the same labelling for the vertices of |Q | as in Section 2.1, we state:
Lemma 4.
(i) If U is an indecomposable representation of Q then either dimU (x) 1 for all x or
1
dimU = 0 · · ·0 1 · · ·1 2 · · ·2
1
and dimU contains at least one 2 and at least three 1.
(ii) (a) In case {n − 1,n} consists of a sink and a source, an indecomposable representation U of Q is high in
ΓQ if and only if either U is the one-dimensional representation supported at n − 1 or n or else
1
dimU = 0 · · ·0 1 · · ·1
1
or
0
dimU = 0 · · ·0 1 · · ·1
0
.
(b) In case {n − 1,n} consists of either two sinks or two sources, an indecomposable representation U of
Q is high in ΓQ if and only if
1
dimU = 0 · · ·0 1 · · ·1
0
or
0
dimU = 0 · · ·0 1 · · ·1
1
.
(c) The pairs of dimension vectors exhibited in (a) and (b) correspond to pairs of adjacent high vertices.
Proof. From the Yoneda lemma, we get [Px, V ] = dim V (x), for arbitrary V ∈ rep(Q ) and x ∈ Q 0.
Now the lemma follows from Proposition 3, combined with the description of the coordinates of Px
in ΓQ . 
Based on the above, we call an indecomposable representation U a 2-root if there exists a vertex
x ∈ Q 0 with dimU (x) = 2, and we denote by T 2 the set of all 2-roots in ΓQ . Moreover, we call U a
2x-root if dimU (x) = 2 for a vertex x ∈ Q 0 and denote by T 2x the set of all 2x-roots in ΓQ .
2.3. The open orbit of rep(Q ,d)
All varieties considered in this paper are locally closed subvarieties of some vector space, usually
some rep(Q ,d), with respect to the Zariski topology. Which space is always clear from the context.
The term “codimension” is with reference to this ambient space.
We will assume that T1, . . . , Tr are pairwise non-isomorphic indecomposable representations of Q
with Ext1Q (Ti, T j) = 0, for i, j = 1, . . . , r, and that the representation
T =
r⊕
i=1
T λii with λi  1
is sincere, i.e. T (k) = 0 for all k ∈ Q 0. Note that the orbit of T is open in rep(Q ,d), where d = dim T .
The sincerity of T is no restriction as the full subquiver which supports T is a disjoint union of
connected quivers K1, . . . , Km of types A and D, implying that
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m∏
j=1
ZK j,d|K j .
For quivers of type A there are no 2-roots and no high indecomposable representations. So only the
ﬁrst part of our theorem is applicable for such quivers. But the corresponding results were already
shown in [8]:
Proposition 5. Let K be a connected quiver of type A. Let D1, . . . , Dr be pairwise non-isomorphic indecom-
posables in rep(K ) such that Ext1K (Di, D j) = 0, for i, j = 1, . . . , r. Choose positive integers μ1, . . . ,μr and
set e =∑ri=1 μi dim Di . Then ZK ,e is a complete intersection, independently of the multiplicities μi , and is
irreducible if all μi  2.
2.4. Perpendicular categories
The material presented below can be found in [11]. Also compare [7]. For a representation
X ∈ rep(Q ), the right perpendicular category X⊥ is the full subcategory of rep(Q ) whose objects
are
{
A ∈ rep(Q ); [X, A] = 1[X, A] = 0},
where
[X, A] = dimKHomQ (X, A) and 1[X, A] = dimK Ext1Q (X, A).
Similarly, the left perpendicular category ⊥X has as objects
{
A ∈ rep(Q ); [A, X] = 1[A, X] = 0}.
Note that X⊥ = ⊥(τ X), where τ is the Auslander–Reiten translation for all non-projective inde-
composable direct summands of X and τ (Px) = Ix for all x ∈ Q 0. Using the same symbol for the
Auslander–Reiten translation and for the translation of vertices of ZDn will cause no confusion. Which
one is meant will always be clear from the context.
If X is sincere and 1[X, X] = 0 then the category X⊥ is equivalent to the category of representa-
tions of a quiver with n − σ(X) vertices. Thus T⊥ contains n − r simple objects for our representa-
tion T . If S is one of them, the set
{
A ∈ rep(Q ,d); [A, S] = 0}
is an irreducible component of codimension 1 of the complement
rep(Q ,d) \ Gl(d) · T .
Non-isomorphic simple objects of T⊥ lead to distinct irreducible components, and all irreducible com-
ponents of codimension 1 are obtained in this way. Thus ZQ ,d is the zero set of n − r (algebraically
independent) polynomials. From now on, we will denote the underlying reduced variety of ZQ ,d by
the same symbol. This will cause no confusion since we are only interested in the dimension and the
number of irreducible components of ZQ ,d . We have the following descriptions:
ZQ ,d =
{
A ∈ rep(Q ,d); [A, S] = 0 for all simple objects S ∈ T⊥}
= {A ∈ rep(Q ,d); [S ′, A] = 0 for all simple objects S ′ ∈ ⊥T }.
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We ﬁx a sink z ∈ Q 0 which is the head of some arrows α j : y j → z, for j = 1, . . . , t . Let Ez be the
simple projective supported at z. By Q we denote the full subquiver of Q with Q 0 = Q 0 \ {z} and by
d the restriction of d to Q 0. Note that if z ∈ {n − 1,n} then Q is of type An−1. Otherwise z < n − 1
and then Q is the disjoint union
Q = L ∪˙ H,
where L and H are the full subquivers of Q with vertex sets
L0 = {1, . . . , z − 1} and H0 = {z + 1, . . . ,n}.
Clearly, L is always of type Az−1. If z < n − 3 then H is of type Dn−z . Otherwise H is of type A3 or
is a disjoint union of two copies of A1 if z = n − 3 or if z = n − 2, respectively. We will also use the
fact that
ZQ ,d = ZH,d|H × ZL,d|L .
By deﬁnition of Ez , we have
E⊥z =
{
A ∈ rep(Q ); A(z) = 0},
which we identify with rep(Q ). Note that the orbit of the restriction
T =
r⊕
i=1
T i
λi
to Q is open in rep(Q ,d). Indeed, we get 1[T , T ] = 0 by computing the Hom-Ext-sequences (T ,Σ)
and (Σ, T ) of the short exact sequence
Σ : 0 → Ezdz → T → T → 0.
We decompose T into indecomposable direct summands
T =
ρ⊕
i=1
Ui
μi ,
with pairwise non-isomorphic Ui . Then ρ = σ(T ), and it is easy to see that min{μi; i = 1, . . . , ρ}
min{λi; i = 1, . . . , r}.
In order to have a uniﬁed terminology for ZQ ,d as well as for ZQ ,d , we ﬁx the following: For a
quiver K with some connected components of type A and at most one of type D and for a sincere
dimension vector e, suppose that
D =
k⊕
Dνii
i=1
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indecomposables Di with multiplicities νi . We will use the following abbreviations to denote the
hypotheses of our theorem: We will say that D satisﬁes (M1) or (M2), respectively, if
(M1): All νi  1. If K contains a connected component K1 of type D, if none of the Di in ΓK1 are
high, if there is a 2-root in ΓK1 , and if Dl is the highest 2-root in ΓK1 , then νl  2.
(M2): All νi  2. If K contains a connected component K1 of type D, if none of the Di in ΓK1 are
high, if there is a 2-root in ΓK1 , and if Dl is the highest 2-root in ΓK1 , then νl  3.
In order to show that ZK ,e is a complete intersection if D satisﬁes (M1), we will prove that under
the same condition
codimZK ,e = #K0 − σ(D). (1)
We will also frequently state that “our theorem holds for ZK ,e”. By this we mean that if D satisﬁes
the hypothesis (M1) or (M2) then ZK ,e is a complete intersection or is irreducible, respectively.
2.6. Reﬂection functors
With the sink z as in Section 2.5, we deﬁne a new quiver Q ′ by deleting z and α1, . . . ,αt and by
adding a new vertex z′ and arrows β j : z′ → y j , for j = 1, . . . , t . Note that the simple representation
E ′z′ of Q
′ supported at z′ is injective. Let
Fz : rep(Q ) → rep(Q ′)
be the reﬂection functor associated with z (see [3] and also [8]). If Ez is not a direct summand of T ,
we have dz 
∑t
j=1 dy j , and the dimension vector d′ = dimFzT of FzT is given by
d′i =
{
di, i = z′,
(
∑t
j=1 dy j ) − dz  0, i = z′.
In order to compare ZQ ,d with ZQ ′,d′ , we decompose:
ZQ ,d = Z ′Q ,d ∪˙ Z ′′Q ,d and ZQ ′,d′ = W ′Q ′,d′ ∪˙ W ′′Q ′,d′ ,
where
Z ′Q ,d =
{
A ∈ ZQ ,d; [A, Ez] = 0
}
, Z ′′Q ,d =
{
A ∈ ZQ ,d; [A, Ez] > 0
}
,
W ′Q ′,d′ =
{
A′ ∈ ZQ ′,d′ ;
[
E ′z′ , A
′]= 0}, W ′′Q ′,d′ = {A′ ∈ ZQ ′,d′ ; [E ′z′ , A′]> 0}.
Using these notations, we recall the following results from [8]:
Summary 6.
(i) Z ′′Q ,d = ZQ ,d × Nd , where Nd = {A ∈ Mat(dz ×
∑t
j=1 dy j ); rank A < dz}.
(ii) Z ′′Q ,d = ZQ ,d , σ(T ) = σ(T ) − 1 and codimNd = 0 if dz >
∑t
j=1 dy j or equivalently if E is a direct
summand of T .
(iii) Z ′′Q ,d = ZQ ,d , σ(T ) = σ(T ) and codimNd = 1 if dz =
∑t
j=1 dy j or equivalently if E ∈ T⊥.
(iv) codimZ ′Q ,d = codimW ′Q ′,d′ if dz <
∑t
j=1 dy j .
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∑t
j=1 dy j .
(vi) codimNd = d′z′ + 1 if dz <
∑t
j=1 dy j .
Note that the determinantal variety Nd above is always irreducible (see [2, §1]).
3. Properties of 2-roots
For this section we ﬁx a sink z ∈ Q 0, once for all. First we gather results which are in association
with the reﬂection functor Fz . We use the notations of Section 2.1 and Section 2.6. For the construc-
tion of the Auslander–Reiten quiver ΓQ ′ , we embed (Q ′)op in ZDn in such a way that all vertices
except for z′ coincide with the vertices of the embedding of Q op . From this we immediately get the
following two results:
Lemma 7. Let U = (i, j) = Ez be an indecomposable representation of Q . Denote by U ′ = (i′, j′) = FzU the
corresponding representation of Q ′ . Then as elements of ZDn we get (i′, j′) = (i, j).
Lemma 8. If z = n − 2 then the 2-roots of ΓQ are mapped bijectively to the 2-roots of ΓQ ′ by Fz .
Next we give a description of the sets T 2x of 2x-roots. We denote by αx ∈ Q 1 the unique arrow
between the vertices x and x + 1 in Q 0, for x ∈ {1, . . . ,n − 3}. With the same arguments as in the
proof of Lemma 4 we get:
Lemma 9. Set Ln−2 = τ−1Pn−2 and Rn−2 = τ In−2 . Then we have
T 2 = T 2n−2 = {U ∈ ΓQ ; U not high and Ln−2  U  Rn−2}.
Moreover, for x ∈ {n − 3, . . . ,2}, we get the recursive description
T 2x = {U ∈ T 2x+1; Lx  U  Rx},
where
{
Lx = τ−1Lx+1 and Rx = Rx+1 if t(αx) = x,
Lx = Lx+1 and Rx = τ Rx+1 if h(αx) = x.
Recall the Auslander–Reiten formula 1[U ,?] = [?, τU ], for non-projective indecomposable repre-
sentations U (see [4, §2]). This formula and the requirement 1[T , T ] = 0 for the representation T
imply that [Ti, τ T j] = 0, for i, j = 1, . . . , r. Together with the description of T 2 in the lemma above,
we get:
Lemma 10. The 2-roots among T1, . . . , Tr are totally ordered, with respect to the “higher than”-relation intro-
duced in Section 2.1. Moreover, if Tl = (p,q) is the highest 2-root then all the other 2-roots among T1, . . . , Tr
are contained in the set
U = {U ∈ T 2; U to the right of C and to the left of D},
where
C = {(p, i) ∈ ΓQ ; i = 1, . . . ,q},
D = {(p + q − j, j) ∈ ΓQ ; j = 1, . . . ,q}.
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(i) If Tl is neither a 2z-root nor a 2z+1-root then the restriction Tl|H is indecomposable and is the highest
2-root among the indecomposable direct summands of T |H.
(ii) If Tl is a 2z-root or a 2z+1-root then the restriction Tl|H contains high indecomposable direct summands.
Proof. The second part is a direct consequence of Lemma 4: The restriction to H of a 2z-root or a
2z+1-root always consists of the same pair of adjacent high indecomposables.
In order to prove the ﬁrst part, for an indecomposable representation U we set
b(U ) = number of 2 in dimU .
From Lemmas 9 and 10 we see that b(Tl) b(Tk), for all Tk . Since Tl is neither a 2z-root nor a 2z+1-
root, with Lemma 4 we conclude that no Tk belongs to T 2z or T 2z+1, that the restriction Tk|H of
any Tk is indecomposable, and that b(Tk) = b(Tk|H), for all Tk . From Lemmas 9 and 10 we also see
that if b(T j) > b(Tk), for a ﬁxed j and for all k = j, then T j is the highest 2-root of T , i.e. j = l. So
if b(Tl) > b(Tk), for all k = l, then b(Tl|H) > b(Tk|H) as well, for all k = l, and hence the proposition
follows in this case.
So we are left with the situation that b(Tk) = b(Tl) = b for some k = l. Note that in order to obtain
the relation “Tl|H is higher than Tk|H”, we may consider rep(H) as a full subcategory of rep(Q )
and the vertices of ΓH as embedded in ΓQ , since the “higher than”-relation depends only on the
difference of the second coordinates of Tk|H and Tl|H . As a direct consequence of Proposition 3 and
Lemma 9, we know that Tk and Tl as well as their restrictions to H are all contained in the “line
segment”
Lx = T 2x+1 \ T 2x =
{
U ∈ ΓQ ; b(U ) = n − 2− x
}
,
where x = n − 2− b. For arbitrary U and V in Lx we have{ [U , V ] = 0 if and only if U is higher than V if t(αx) = x,
[V ,U ] = 0 if and only if U is higher than V if h(αx) = x.
So either [Tk, Tl] = 0 or [Tl, Tk] = 0, depending on the orientation of Q . And clearly [Tk, Tl] = 0
implies [Tk|H, Tl|H] = 0, and [Tl, Tk] = 0 implies [Tl|H, Tk|H] = 0. Hence Tk|H cannot be higher than
Tl|H . 
Finally we want to prepare an estimate for codimZ ′′Q ,d. In addition to the notations of Section 2.6,
we set
x = dim X(z) and x′ =
(
t∑
j=1
dim X(y j)
)
− dim X(z),
for any representation X of Q . We will also need the following auxiliary result:
Lemma 12. Let U , V and W1, . . . ,Wk, for k  2, be pairwise non-isomorphic indecomposable representa-
tions. Assume that U /∈ T 2z , that V is high, and that all Wi ∈ T 2z . Also suppose that 1[V ,W1] = 1[W1, V ] =
0 and set X =⊕ki=1 Wi and Y = V ⊕ W1 . Then we get:
(i) σ(U ) − σ(U ) − u′  0.
(ii) σ(Wi) − σ(Wi) − w ′i = 1 (i = 1, . . . ,k).
(iii) σ(X) − σ(X) − x′  0.
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Proof. Note that σ(U ) = σ(V ) = σ(Wi) = 1, for all i. The ﬁrst two parts are a direct consequence of
the fact that
σ(A)
t∑
j=1
dim A(y j) = a + a′,
for any indecomposable representation A. From the description of 2-roots and high indecomposable
representations given in Lemma 4, it is easy to see that the restriction to H of any 2z-root always
consists of the same pair of adjacent high indecomposables. Hence we get
σ(X) 2+
k∑
i=1
w ′i = 2+ x′,
and this proves part (iii). For the last part, with the Auslander–Reiten formula we translate the re-
quirement 1[V ,W1] = 1[W1, V ] = 0 to [W1, τ V ] = [V , τW1] = 0. From this we see that if W1 =
(p,q) then V belongs to the set
U = {Z ∈ ΓQ ; Z to the left of C and to the right of D},
where
C = {(p, i) ∈ ΓQ ; i = q, . . . ,n},
D = {(p + q − j, j) ∈ ΓQ ; j = q, . . . ,n − 1}∪ {(p + q − n + 1,n)}.
Hence with the arguments of the proof of Lemma 4, we get dim V (z) = 1. And from Lemma 4, we
conclude that V |H is a direct summand of W1|H . Thus
σ(Y ) σ(V ) + σ(W 1) − 1
 (1+ v ′) + (2+ w ′1)− 1
= σ(Y ) + y′.
This ﬁnishes the proof. 
Proposition 13. Suppose Ez is neither a direct summand of T nor an object of T⊥ . Moreover, assume that
codimZQ ,d = n − 1− σ(T ). Then we have:
(i) codimZ ′′Q ,d  n − σ(T ) if T satisﬁes (M1),
(ii) codimZ ′′Q ,d > n − σ(T ) if T satisﬁes (M2).
Proof. Consider the following conditions:
(a) T contains a 2z-root and no high indecomposable direct summand.
(b) T either contains no 2z-root or else contains a high indecomposable direct summand as well.
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σ(T ) − σ(T ) −
r∑
i=1
t′i 
{
1 under condition (a),
0 under condition (b).
Since by assumption Ez is neither a direct summand of T nor an object of T⊥ , we know that
codimZ ′′Q ,d = codimZQ ,d + codimNd = codimZQ ,d + d′z′ + 1,
from part (vi) of Summary 6. Note that by deﬁnition, d′z′ = t′ =
∑r
i=1 λit′i . Now by replacing the term
codimZQ ,d with n − 1− σ(T ) and applying the inequality above, we get
codimZ ′′Q ,d 
{
n − σ(T ) − 1+∑ri=1(λi − 1)t′i under condition (a),
n − σ(T ) +∑ri=1(λi − 1)t′i under condition (b).
By Lemmas 9 and 10, if T contains a 2z-root then the highest 2-root Tl of T must be a 2z-root as
well. Since t′i  0 for all i, and from the fact that
d′z′ =
r∑
i=1
λit
′
i > 0
(see [8, §4]), we conclude that t′i  1, for some i. And if Tl is a 2z-root then t′l  1. Using this, from
the estimate for codimZ ′′Q ,d above, we conclude that under either of conditions (a) or (b) we get
codimZ ′′Q ,d  n − σ(T ) if T satisﬁes the hypothesis (M1). And by replacing (M1) with (M2) in the
last argument, we get the strict inequality codimZ ′′Q ,d > n−σ(T ). Remember that under condition (a)
we have λl  2 or even λl  3, if T satisﬁes (M1) or (M2), respectively. 
4. Proof of Theorem 1
We proceed by induction on the number n of vertices of Q . For n 3 the quiver Q is of type A,
and hence our theorem holds, by Proposition 5. Now for n > 3 we may assume that the theorem
holds for ZQ ,d , by the inductive hypothesis. We ﬁx a sink z ∈ Q 0 and we ﬁrst treat the following
cases:
(a) Ez is a direct summand of T .
(b) Ez is an object of T⊥ .
In both cases Ez is a direct summand of any X ∈ ZQ ,d, thus implying that
ZQ ,d = Z ′′Q ,d = ZQ ,d × Nd.
Indeed, Ez is a direct summand of any X ∈ rep(Q ,d) in case (a), and Ez is a simple object in T⊥ in
case (b).
For any connected component K of Q of type A, clearly T |K satisﬁes (M1) or (M2) if T does,
respectively. So suppose H is of type Dn−z . If T contains a high indecomposable direct summand or
does not contain any 2-root then the same is true for T |H , by Lemma 4. And if Tl is the highest
2-root of T then either Tl|H is the highest 2-root of T |H or else contains high indecomposable direct
summands, by Proposition 11. So we conclude that T |H satisﬁes (M1) or (M2) if T does, respectively.
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T satisﬁes (M1) or (M2), respectively.
Now with parts (i) and (ii) of Summary 6 in case (a), and with parts (i) and (iii) of Summary 6 in
case (b), respectively, the theorem follows for ZQ ,d. So we are left with the case that
(c) Ez is neither a direct summand of T nor an object of T⊥ .
The main tool for proving case (c) are reﬂection functors. Using the notations of Section 2.6, we verify
the following steps:
(c1) If T satisﬁes (M1) or (M2) then
codimZ ′′Q ,d  n − σ(T ) or
codimZ ′′Q ,d  n − σ(T ) + 1, respectively.
(c2) If z = n − 2 and if T satisﬁes (M1) or (M2) then FzT does as well, respectively.
(c3) If W ′Q ′,d′ is a complete intersection or is irreducible then Z ′Q ,d has these properties as well,
respectively.
In order to prove (c1), note that if T satisﬁes (M2) then it automatically satisﬁes (M1) too. So suppose
(M1) holds for T . Then it holds for T as well, by the same arguments as in the proof of case (a)
and (b). Hence by the inductive hypothesis, ZQ ,d is a complete intersection, i.e.
codimZQ ,d = n − 1− σ(T ).
Now (c1) follows from Proposition 13. The claim (c2) is a direct consequence of Lemmas 7 and 8. And
(c3) follows immediately from parts (iv) and (v) of Summary 6.
By using the above claims, we reduce case (c) to either (a) or (b): Since Z ′′Q ,d is a closed subset of
ZQ ,d, from (c1) we conclude that the theorem holds for ZQ ,d if and only if it holds for Z ′Q ,d , i.e. if
and only if T satisfying (M1) or (M2) implies that Z ′Q ,d is a complete intersection or is irreducible,
respectively. Dually the theorem holds for ZQ ′,d′ if and only if it holds for W ′Q ′,d′ . Now consider the
set
A = {X ∈ ΓQ ; Pn−2  X  In−2}.
If there is a Tk outside of A then by duality, we may assume that Tk is to the left of A. So using a
ﬁnite sequence of reﬂection functors, none of which are associated with the vertex n − 2, we reach
the situation of (a) or (b), for ZQ ′,d′ . But then we are done, by (c2) and (c3).
So assume that all Tk are contained in A. From the description of T 2 in Lemma 9 and from the
requirement 1[T , T ] = 0, we conclude that in A \ T 2 it is impossible to have Ti to the left and T j to
the right of T 2 simultaneously and such that Ti and T j are not high. So by duality, we may assume
that all Tk are inside or to the left of T 2. With these constraints for T , we get the following assertion:
(c′2) If T satisﬁes (M1) or (M2) then FzT does as well, respectively, for any sink z ∈ Q 0 and so
particularly for z = n − 2.
Because of (c2), we only have to prove (c′2) for z = n − 2: If T contains a high indecomposable direct
summand then so does FzT . And assuming that Tl is the highest 2-root of T , if FzTl is a 2-root then
it is the highest 2-root of FzT , by Lemma 7. On the other hand, if FzTl is not a 2-root then FzT
contains no 2-root, by Lemmas 9 and 10.
Now after a ﬁnite sequence of reﬂection functors at successive but otherwise arbitrary sinks, again
we reach the situation of (a) or (b), for ZQ ′,d′ , and so the theorem holds for ZQ ,d , by (c′2), and (c3).
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