ABSTRACT Dynamics of complex mechanical systems can be modeled and solved efficiently, often even in faster-than-real-time by employing semi-recursive formulations and their various versions. To simulate complex mechanical systems accurately and efficiently, an optimal combination of a multibody formulation and a numerical time integration scheme is critical. To this end, this paper introduces a procedure based on the double-step semi-recursive formulation and adaptive time-step algorithm. The introduced adaptive time-step is based on proportional-integral controller that is particularly suitable for efficient computation of vehicle dynamics. The introduced proportional integral control strategy accounts the local truncation error and recent alteration concerning the local truncation error which improves the numerical stability and efficiency. As numerical examples, a 15-degree-of-freedom sedan vehicle model and a 17-degrees-offreedom light truck model are analyzed by using the double-step semi-recursive formulation with an adaptive time-step algorithm. The results highlight the efficiency gain of the presented adaptive time-step algorithm. It can be concluded that the introduced approach is suitable for efficient simulation of highly nonlinear dynamics model.
I. INTRODUCTION
Partial or scaled multibody models are introduced to evaluate the vehicle dynamics efficiently [1] - [3] . The usage of partial or scaled models makes it possible to simulate vehicles even faster-than-real-time, making it possible to use them as part of efficient optimization. The simplified multibody models, however, may fail to predict dynamic responses with an acceptable accuracy. This is particularly the case when the simulation time spans over a long period.
In recent years, a number of semirecursive based formulations have been introduced to model the full vehicle systems. These formulations are based on the full recursive multibody theory [4] , [5] . Often these approaches are motivated by the efficient simulation and dynamic response optimization of multibody systems. Cuadrado proposed a penalty
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semirecursive formulation by implementing a penalization scheme [6] . Bae developed a generalized semirecursive formulation to account constraint equations in position, velocity and acceleration levels [7] . García de Jalón introduced a double-step semirecursive formulation with double velocity transformation [8] . It is worth to note that, in the semirecursive approach, the equations of motion are described in terms of the smallest set of independent relative coordinates [9] . In this approach, the equations of motion are expressed in the form of ordinary differential equations of motion, which makes it possible to use accurate high-order numerical algorithms when solving dynamic response of systems [9] - [13] .
Previous work related to the constant time-step integration schemes are, in general, easy to implement and suitable for efficient dynamic simulation. [9] - [17] . Although the further improvement related to advanced multibody formulations would be helpful for efficient simulation, their implementation may be challenging [17] . In practice, improvement for computational efficiency can be obtained by employing efficient implementations and time integration algorithms, as for example, sparse matrix technique [11] , iterative algorithm [12] , [18] and adaptive time-step integration scheme. In literature, there is a large body of studies available on control theory associated to the design of adaptive time-step algorithm [19] - [21] . In traditional proportional controller, the user specifies the desired accuracy by giving an upper bound tolerance for the local truncation error at each integration point. This strategy performs well for most adaptive time-step algorithms but fails in some specific cases in which time-step oscillates violently. In these cases the numerical result deviates far away from its accurate solution [22] . To improve the numerical stability of the proportional controller, particularly for those ones used in complex multibody systems, proportional integral controller can be utilized to produce smoother time-step. The new time-step depends on the current local truncation error and on its most recent alteration [23] . This strategy can be seen as trade-off between the numerical stability and computational efficiency. This paper will apply an adaptive time-step algorithm based on proportional integral controller to the double-step semirecursive formulation for efficient vehicle simulation. The adaptive time-step algorithm is applied to the dynamic analysis of a 15-degree-of-freedom (DOF) medium-scale closed-loop sedan vehicle and a 17-DOF medium-scale closed-loop light truck. The numerical results are compared against the constant time-step algorithms to highlight its computational efficiency gain. The novelty in this work can be summarized as follows:
1) An improved high-order adaptive time-step integration scheme is introduced to solve the semirecursive multibody formulation 2) The efficient dynamic simulation of the nonlinear vehicle dynamics is carried out based on the double-step semirecursive formulation and presented adaptive time-step algorithm The rest of the paper is organized as follows. Section 2 briefly introduces the double-step semirecursive formulation and section 3 describes the adaptive time-step integration algorithm. Section 4 introduces a sedan vehicle and a light truck modeled by using the double-step semirecursive formulation. Section 5 presents a comparison concerning the constant and adaptive time-step algorithms ability to solve the vehicle dynamics. This section investigates the accuracy and computational efficiency in detail. Section 6 draws conclusions.
II. DOUBLE-STEP SEMIRECURSIVE FORMULATION
This section briefly explains the concept of the double-step semirecursive formulation by highlighting its distinctive features. To this end, a closed-loop vehicle system whose topology can be illustrated by a spanning tree after temporarily cutting several joints and slender rods is considered. Its configuration can be represented by a set of n dependent relative coordinates z [8] . The equations of motion for a system under investigation can be written in terms of a small set of f independent relative accelerationsz i as follows [17] :
where T ∈ R 6n×6n is the path matrix representing the open-loop multibody system tree topology [24] ; matrices R d ∈ R 6n×n and R z ∈ R n×f contain the first and second velocity transformation matrices, respectively;M ∈ R 6n×6n is the inertia matrix; M ∈ R 6n×6n and Q ∈ R 6n contain the accumulated inertia matrix and applied force vector, respectively; M rods ∈ R 6n×6n and Q rods ∈ R 6n contain rod contributions (slender rods are eliminated to open the closed-chain system; thus their inertia should be taken into account later) and P rods contains the velocity dependent inertia forces resulting from the eliminated rods. Further detailed explanations are available in [17] . This formulation, which is called the double-step semirecursive formulation, was proposed by García de Jalón et al. The technical originality of the double-step semirecursive approach is associated to the efficient implementation of recursive kinematics and dynamics, the robust enforcement of constraint equations, the ordinary differential nature and the smallest set of the resulting equations. Accordingly, the recursive computer code can be used to calculate the velocities and accelerations efficiently. The second velocity transformation matrix and its Jacobian matrix are derived based on the algebraic loop-closure constraint equations to avoid position and velocity constraint violations. Additionally, the form of ordinary differential equations makes it possible to use accurate high-order numerical algorithms in the applications of efficient simulation. Equation (1) can be rewritten as follows:
A state vector that contains dependent relative positions and independent relative velocities and its time derivative is defined as follows:
Dependent relative accelerationsz are not used inẏ since the equations of motion (Eq. (1)) of the system are described in terms of the independent ones. This means that only the dependent relative velocitiesż and independent relative accelerationsz i are calculated during the numerical integration. Accordingly, the equations can be rewritten in a first-order form after taking into account the starting values of the state variables:
It is important to reiterate that only independent relative accelerationsz i are integrated by the time integration scheme. Other variables, for example dependent relative velocities and accelerations, are calculated based on the velocity transformation matrices and Jacobian matrix of the loop-closure constraint equations.
III. ADAPTIVE TIME-STEP RUNGE-KUTTA ALGORITHM
In this section, the ordinary differential equations (Eq. (7)) will be integrated forward of time by employing adaptive time-step Runge-Kutta algorithm.
The presented adaptive time-step Runge-Kutta method consists of five evaluations in each integration step. The algorithm of the adaptive time-step Runge-Kutta method can be written as:
where
where h represents the integration time-step and 4 and f 5 are based on non-definitive integration points.
The error, which is induced at every time-step due to the truncation of the Taylor series, is referred to as the local truncation error (e k ) of the method. The local truncation error is different than the global error which is defined as the absolute value of the difference between the exact solution and numerical result. It is reasonable to assume that the global error at the nth time-step is n times the local truncation error if one neglects roundoff errors. Thus, a method with O h k+1 local truncation error is said to be of kth order [25] - [27] . It means that the local truncation error associated to the presented adaptive time-step Runge-Kutta method (Eq. (8)) is proportional to h 4 making it theoretically more accurate than low-order numerical methods. The local truncation error introduced by adaptive time-step Runge-Kutta method can be described based on the state vector derivative evaluations as:
The adaptive time-step algorithm can be used to increase computational efficiency without a significant compromise to accuracy. The proportional controller based adaptive time-step algorithm is described as [27] , [28] :
wherep represents the order of the applied numerical integration method, and tol represents the user specified absolute tolerance. Note that the value of tol is case-dependent and it is set to be 10 −6 in numerical examples introduced in this paper.
The time-step of next integration point can be determined by the current local truncation error and user specified absolute tolerance.
A good control strategy must have the common and universal assessment criterion and should work in acceptable manner for large variety of systems. However, the proportional controller does not perform satisfactorily [29] - [32] . Oscillations can easily be found when applying it to complex multibody systems. This is partly due to the poor stabilizing capability of the proportional controller. In large numerical integration process, this situation is much more deteriorated.
To improve the numerical stability of the proportional controller, the proportional integral controller can be employed. The corresponding proportional and integral parts are associated with the control error and its integral, respectively. The plant of proportional integral controller is discrete-time. It takes a sequence of time-step {h k } n k=1 as input and produces a sequence of errors {e k } n k=1 as output. The algorithm can be derived based on the proportional controller algorithm and it can be expressed as [23] , [29] :
where K P and K I represent the proportional and integral gain; h temp is the predicted time-step of the next integration point. To further improve the solution accuracy and numerical stability, the largest time-step must be controlled. Another simple time-step control strategy, as a consequence, is as follows:
where θ max is a threshold factor to limit the largest timestep. In this way, the time-step of the next integration point is decided by using the proportional integral control strategy. As can be noticed, the first part in the right hand side of Eq. (16) by employing the changing proportional property of local truncation errors and time-steps. Thus, apart from setting a new value to factor K P , the improved adaptive time-step algorithm includes another important factor K I . It will make the new time-step depend not only on the current truncation error but also on its most recent development ensuring a smooth time-step. Empirical theory on repeated simulation recommends following set of parameters [29] :
IV. SEMIRECURSIVE VEHICLE MODEL
To study the solution accuracy and computational efficiency of the presented adaptive time-step integration scheme, this section introduces a 15-DOF sedan vehicle and a 17-DOF light truck models. In practice, the multibody system modeling is accomplished by implementing the double-step semirecursive method with a rod-removal technique [17] . To make full use of the recursive kinematics and dynamics, a number of auxiliary massless bodies and 1-DOF revolute and prismatic joints are introduced to describe universal, spherical and free joints. For example, the free joint between ground and chassis is replaced by five auxiliary massless bodies and three prismatic joints and three revolute joints. The sedan vehicle includes MacPherson strut front suspensions and five-bar multilink rear suspensions. The light truck, which is taken as the second simulation example, includes MacPherson strut front suspensions and leaf spring rear suspensions. The tire-ground contact forces are modeled by using classic Pacejka's magic formula [33] . Figs. 1 and 2 describe the multibody models of the sedan vehicle and light truck, respectively. General information of the two vehicle systems is gathered into Tab. 1. joints are generated in the vehicle dynamics model. Similarly, 28 constraint equations are used in the truck dynamics model. Note that five out of six loop-closure constraint equations associated to revolute joint are independent. Further, the spring stiffness and damping of the eliminated unit must be taken into account [17] . Figures. 3 and 4 illustrates the system tree topology of the sedan vehicle and light truck, respectively. In the sedan vehicle model, the 33 basic 1-DOF joints contribute to the 33 dependent relative coordinates (angle or distance), 14 of which are independent of each other. The 14 independent relative coordinates and one guided coordinate correspond to the 15-DOF sedan vehicle model. In the sedan vehicle model, 6 DOF are related with the chassis frame (roll, pitch and yaw angles and X , Y and Z translations), 4 DOF with the suspension systems that describe the vertical suspension displacements, 4 DOF with the wheels representing the rotation of the wheels, and 1 DOF with the guide of steering bar. In the light truck model, the 42 basic 1-DOF joints contribute to the 42 dependent relative coordinates. It has a total of 16 independent relative coordinates and one guided coordinate. In conclusion, the model has 17 DOF, out of which 6 DOF are related with the chassis frame (roll, pitch and yaw angles and X , Y and Z translations), 6 DOF in the front and rear suspensions to describe the vertical displacements, 4 DOF with the wheels representing the rotation of the wheels, and 1 DOF controls the steering bar.
Finally, the vehicle multibody models are set up using recursive kinematics and dynamics based on their system tree topology. The OpenSceneGraph, which is now well established as the world leading scene graph technology, is used to provide high performance 3D graphics for vehicle components and road profiles.
V. RESULTS
This section introduces numerical results associated to adaptive time-step algorithm introduced in Section III in the dynamic analysis of vehicle models introduced in Section IV. To this end, the semirecursive vehicle models are implemented into MATLAB whereas adaptive time-step integration code has been applied in a C/C++ program that can be compiled into a Mex file to make it accessible in MATLAB. The simulation code is running on an Intel Core i7 laptop with a 2.4 GHz CPU, 8 GB of RAM and Microsoft Windows. Both vehicle models are applied in a slalom test maneuver. The slalom test is carried out on a flat road for the sedan vehicle. The initial velocity is 30 m/s while a 300 Nm driving torque is imposed on the front wheels. For the light truck model, the slalom test is performed over a speed bump with 2.78 m/s (10 Km/h) initial velocity. The light truck decelerates from the initial velocity on the flat road with deceleration strips. In the semirecursive modeling, the gravity load of each rigid body is applied directly at its center of gravity, and the external forces due to springs and dampers are imposed at corresponding joints, road profiles can be considered as external forces imposed on the vehicle model. The forces between ground and tire, including frictions and moments, are modeled based on the magic formula and recursive rule.
It is necessary to note that the model accuracy of the double-step semirecursive formulation has been verified by a thorough comparison with other two different dynamic formulations that are based on different multibody theory [9] . This paper focuses on the benefits of an adaptive time-step numerical integration scheme for the double-step semirecursive formulation.
A. ACCURACY
The two vehicle models have been simulated for 2 s to analyze the accuracy. The presented improved adaptive time-step Runge-Kutta algorithm is started with 1 ms time-step. The simulation results by using the 4th order Runge-Kutta algorithm in the cases of 1 ms and 0.5 ms time-steps are used for comparison. In the further study, the numerical results of Adams-Bashforth-Moulton algorithm are compared with the results of adaptive time-step Runge-Kutta algorithm [13] .
Note that the solution of the 4th order Runge-Kutta algorithm with 0.1 ms time-step is used as a reference solution (as shown in Figs. 5 to 10 ). The errors, as expected, increase with longer time-steps and build up over time. To visualize the differences, the roll, pitch and yaw angles of the sedan vehicle and light truck in the cases of constant and adaptive time-steps are plotted in Figs. 5 to 10. It can be seen that the results of the two vehicle models show similar solution differences. The 4th order Runge-Kutta algorithm and four step AdamsBashforth-Moulton algorithm in the 0.5 ms time-step case is the most and least accurate, respectively. The investigated adaptive time-step Runge-Kutta algorithm agrees well with reference solution. It can be concluded that the investigated adaptive time-step algorithm is accurate. Consequently, it can be used for accurate simulation even in cases where the simulation time spans over a long period.
B. EFFICIENCY
To analyze the computational efficiency, the maneuvers have been simulated for 20 s in the cases of adaptive time-step and 1 ms and 0.5 ms time-steps. The computational burden is mainly caused by the state vector derivative functions. In this paper, the formulation has been implemented in C/C++ and uses Intel's Math Kernel Library. Table 4 shows the elapsed time of the state vector derivative functions within the above-mentioned integration schemes. As can be seen from the table, the presented adaptive time-step Runge-Kutta algorithm introduces a significant save of the CPU time. Compared with the 1 ms time-step Runge-Kutta algorithm, the efficiency gain is about 36% and 33% for sedan vehicle and light truck, respectively. The corresponding efficiency gain is around 40% and 37% compared with the 0.5 ms time-step Adams-Bashforth-Moulton algorithm. The following interesting conclusions are noticeable from the table: 1) The lowest number of iterations is required when using the adaptive time-step Runge-Kutta algorithm in both simulated cases 2) The adaptive time-step Runge-Kutta algorithm could be used in faster-than-real-time simulation since the CPU time is much smaller than the real time 3) The adaptive time-step Runge-Kutta algorithm is the most efficient with satisfactory accuracy 4) The 4th order Runge-Kutta algorithm is around twice as efficient as the Adams-Bashforth-Moulton (ABM) algorithm since the number of iterations of the ABM algorithm is almost half the number needed in the Runge-Kutta algorithm [13] Additionally, the efficiency gain fluctuates slightly by the complexity and nonlinearity of the multibody system, the driving coordinates, road forces and initial velocities and accelerations. The same vehicle multibody model with different driving coordinates or road forces show different efficiency benefits according to our numerical experiences.
VI. CONCLUSION
In this study, a proportional integral controller based high-order adaptive time-step algorithm has been applied to the double-step semirecursive method. It takes advantages of numerical stability and high computational efficiency. To this end, a 15-degree-of-freedom sedan vehicle and a 17-degreeof-freedom light truck have been modeled by employing the presented high-order adaptive time-step algorithm. Results show that the algorithm produces accurate solution with numerical stability. Further, the computational efficiency is improved about 36% and 33% compared with the constant time-step 4th order Runge-Kutta algorithm in sedan vehicle and light truck models, respectively. The results and observation of this work can be used for faster-than-real-time simulation and dynamic response optimization of complex multibody systems, particularly for cases where the simulation time spans over a long period.
