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Abstract 
The present paper proposes pattern recognition techniques for the evaluation of exercises performed on weight 
training machines equipped with a load cell and rotary encoder for the measurement of essential force and weight 
displacement characteristics during training. The latter parameters can be used for the implementation of intelligent 
modeling methods like artificial neural networks in order to assess the exercise technique automatically and provide 
the athlete with appropriate feedback. First results of the developed classifiers indicate good performance values and 
high classification rates, demonstrating a significant potential of machine learning routines for the autonomous 
evaluation of performances on weight machines. 
© 2012 Published by Elsevier Ltd. 
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1. Introduction 
 Throughout the last years, fitness studios are getting increasingly popular among professional but 
especially also amateur athletes for several reasons. In general, today’s gyms offer facilities and services 
that attract the public with a rather simple, autonomous and still beneficial way of sport activity as well as 
effective opportunities for health promotion and rehabilitation. As a particular example, weight or 
resistance training is gaining popularity as it plays an important role in the overall conditioning of athletes 
in order to increase strength and consequently to improve their sports performances. At the same time, 
also the improvement of muscular functional capacity, systematic prevention and lowering the hazard of 
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cardiovascular diseases by reduction of the body fat percentage are often mentioned as positive effects of 
resistance training [10].  
Weight training is considered to be of low risk and provide effective prophylaxis of injury in 
comparison to many other forms of exercise [5]. Nowadays, a great variety of weight training machines 
have been designed with the goal to allow a targeted and even less risky training. Especially beginners 
often tend towards exercise machines since they are supportive and easier to use than free weights. 
Nevertheless, particularly inexperienced athletes and elderly people should be assisted and advised by 
professional coaches in order to optimize the intensity, training volume, exercising posture but also their 
technique. Consequently, an optimization is needed to decrease health and injury risks and, for high level 
athletes, to improve training efficiency. Usually, weight training machines include short instructions 
containing information on the correct execution of the motion (e.g. slow and constant movement 
throughout the extension and flexion phase on a leg press machine). According to Evans [7], the 
concentric and eccentric actions of each repetition should be performed smoothly, in the full (pain free) 
range of motion and within 2-3 seconds. In traditional weight training, the duration of the extension and 
flexion phases are specified with 1-2 seconds with the focus on a constant and consistent movement [9]. 
These recommendations clearly show that parameters like applied force, weight displacement, movement 
velocity, repetition period and the amount of resistance play an essential role in the execution of exercises. 
1.1. Research goals and related work 
The goal of the present study is to implement intelligent methods based on machine learning 
algorithms that can automatically evaluate the quality of exercise movement regarding predefined criteria 
such as duration, constancy, velocity and completeness. The final intention thereby is to integrate the 
developed models into a server-based framework [2, 8] that can assess the technique autonomously and 
return appropriate notifications to the performing athlete. A big advantage would involve the possibility 
of immediate feedback (e.g. by giving advises such as correcting suggestions) after the training or even 
concurrently during the workout. The notifications could be, for example, returned to the athlete’s mobile 
device, contributing to the intended ubiquitous computing idea [3]. 
Various approaches integrating artificial intelligence (AI) methodologies have been applied to track 
and assess sports movements. Ghasemzadeh et al. [6], for instance, present a wearable framework on the 
basis of integrated body sensor networks that analyses golf swings and provides feedback on the motion 
sequences. The quality analysis and quantitative modeling are realized by linear projection methods 
including Linear Discriminant Analysis and Principal Component Analysis. Regarding weight training, 
already in 1984 first ideas on intelligent weight training machines were presented by Ariel [1], who 
suggested the use of AI mechanisms based on underlying factors like force, displacement and duration of 
the movement for a feedback-controlled framework, selecting the most suitable exercise method. In 
another, more recent, study by Chang et al. [4] a Naïve Bayes Classifiers and a Hidden Markov Model are 
applied in combination with acceleration data for recognizing different free-weight exercises. However, 
the developed models differentiate between the types of exercises but do not evaluate the execution itself.  
2. Study method and design 
In machine learning, the purpose of the so-called pattern recognition process is to assign an output 
value (label) to a given input value (instance). The input usually consists of typical sensor data 
measurements such as kinematic and kinetic data in biomechanics. Fig. 1 illustrates the classical pattern 
recognition approach that is also applied on the present weight training data. It consists of several signal 
processing steps, starting with the acquisition of sensor data and followed by the preprocessing phase 
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including the filtering of the measured parameters as well as the segmentation stage. Thereafter, the 
subdivided data is parsed to extract a significant set of features characterizing the processed information. 
The final step consists of the major intention of the pattern recognition method, namely the classification 
of the data and the development of models that are subsequently applied for the assignment of new data 
inputs to the specified class labels. Commonly used classifiers are, for instance, Artificial Neural 
Networks (ANNs) or Support Vector Machines (SVMs). 
Fig. 1. Procedure of the applied pattern recognition method 
2.1. Data collection 
For data collection purposes, different weight training machines in our university’s gym are equipped 
with a load cell (PW10A or PW12C3, Hottinger Baldwin) and a rotary encoder (DP18, Altmann), thereby 
providing measurement of important force and weight displacement characteristics during training (see 
Fig. 2). Based on such data, further determinants like movement velocity, acceleration, power and 
repetition or time periods can be derived. Another hardware component, a sensor platform (NEON, 
Spantec) attached to each equipment enables the acquisition of the measured signals. The sampling rate of 
the measurement is 100 Hz for each channel and the data is saved locally on a microSD card. In addition, 
the planned integration of the so-called ANT+ protocol (Dynastream) would allow a wireless data transfer 
of the information from the sensor platform to a mobile device like a smartphone or laptop. For the 
current study, the data collection is based on performances of 15 rather inexperienced athletes, executing 
3-5 sets of 10-12 repetitions on a leg press machine. The acquired time series of a well-performed set with 
time and force constant as well as complete movement phases are illustrated in Fig. 3a. 
2.2. Preprocessing – data cleaning, filtering and segmentation 
The preprocessing step consists of cleaning, filtering and segmenting the acquired data. The main 
intention thereby is to prepare the data for further processing purposes without losing relevant 
information. The time series collected at each sensor node are locally filtered with the goal to reduce the 
effect of noise. Consequently, the selection of an appropriate filter plays a crucial role for the following 
steps. After several tests, at the end, a strong low-pass filter is applied for smoothing the displacement 
values, subsequently allowing an easier segmentation of the data. For the force signal an average low pass 
filter is used in order not to lose significant characteristics on occurred fluctuations. For the automatic 
segmentation of the data sets into single repetitions an algorithm integrating peak detection techniques is 
565 Hristo Novatchkov and Arnold Baca /  Procedia Engineering  34 ( 2012 )  562 – 567 
implemented. All 755 repetitions of the performed 62 sets are recognized by the developed procedure. 
Due to abnormalities in the starting and ending phase of several sets (e.g. many athletes corrected the 
position of their feet after the initial extension, resulting in longer time periods and holding phases, while 
others interrupted the final flexion phase too early) most of the first and last repetitions of each set are not 
considered for modeling purposes. 
Fig. 2. (a) Sensor-equipped leg press machine; (b, c) attached force (load cell) and way (rotary encoder) sensors 
2.3. Feature Analysis and Extraction 
The goal of the feature extraction process is to find and derive significant characteristics identifying 
the preprocessed data. Thereby, an exhaustive set of attributes is extracted for each segment and 
represented by a vector mapping the signals in feature space. The selection of features is chosen in 
accordance with the specified criteria like the chosen time, velocity, constancy and completeness 
properties in weight training. For such purposes, in addition to the segmentation process from above, each 
repetition is further divided into the following 4 phases: extension and flexion as well as holding phases 
after each extension and flexion. 
Fig. 3. (a) Measured displacement and force values of an entire set; (b) segmentation of the force data into two repetitions and
exemplary feature visualization (regression line) 
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Regarding duration and constancy, for instance, a set of time-domain features is calculated, assigning 
computed amplitudes and quantities to each repetition. Fig. 3b illustrates the segmentation and feature 
extraction processes on the example of plotted regression lines indicating the inclination and declination 
of the eccentric and concentric actions. Other computed features include time durations and relations or 
velocity amplitudes and force fluctuations of the recognized flexion, extension and holding periods. 
2.4. Classification and modeling 
The assessment of the exercises regarding various criteria is accomplished by professional coaches 
involving video recordings. Based on these appraisements, the implementation of supervised learning 
methods appear to be a promising approach. In fact, the assessments are crucial for the supervised 
learning of the weight training data since they are applied for labeling the feature vectors which are 
thereafter presented to a chosen classifier for training. More precisely, the mentioned labels assign an 
exhaustive set of features to one of the specified classes or attributes, representing the training set used for 
classifier training and modeling. 
3. Modeling results 
At first, a traditional ANN approach is applied on the labeled training data, which is furthermore 
divided into a training, validation and testing set in a ratio 70:15:15. Fig. 4 shows the modeling results of 
a network with the following layer sizes: 7 (input), 10 (hidden) and 3 (output). For the demonstrated 
classification, the features are based on time and velocity dependent characteristics, while the classes 
have been limited to 3: well-performed execution (class 1), improper/inconstant flexion phase (class 2), 
and improper/inconstant extension phase (class 3). The included confusion matrix illustrates a high 
correlation (over 85 %) for each of the labels. Moreover, the rather constant decrease and similarity of the 
training, validation and test curves with the best validation result at epoch 81 (out of 87) indicate a good 
performance. Likewise, when using a machine learning algorithm on the basis of a SVM, an almost 
identical outcome is achieved. 
Fig. 4. (a) Confusion matrix of entire data set; (b) performance of training, validation and test set 
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3.1. Current and further work 
Our research is a work-in-progress: While the so far developed pattern recognition methods show 
promising results, we are currently working on the implementation of further models integrating all pre-
defined criteria. This obviously requires the computation of appropriate feature sets enabling an effective 
classification of the data. Based on the implemented classifiers, the final step involves their integration 
into a server-based mobile coaching framework, allowing an automatic analysis of important parameter 
values in weight training and consequently prompt return of feedback information to the athlete. 
4. Discussion and conclusion 
As weight training is gaining popularity these days, the evaluation of the quality of the execution is 
significant in order to ensure a correct, less health-risky and efficient way of the workout. In addition, 
today’s development in ubiquitous sensor technologies creates effective opportunities for the 
measurement of important parameters such as force and displacement characteristics on exercise 
machines. In this way, crucial information concerning the quality of the execution can be gathered and 
applied for the assistance of beginners and reduction of the risk of injury. But also professional coaches 
might profit from such approaches, giving them the chance to analyze more precisely the performance 
and optimize the overall training. The present paper suggests novel approaches for the automatic 
evaluation of exercises by employing machine learning methods to the obtained sensor data. The use of 
supervised techniques involving ANNs or SVMs appears to allow effective ways of autonomously 
assessing the performances on weight training machines. The implementation of further models and the 
subsequent integration of the approach into a server-based mobile coaching system promise efficient 
possibilities for the computer-assisted analysis with prompt return of feedback. 
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