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1 はじめに
多変量解析手法の一つである因子分析は, 観測される変数 (観測変数)の相関構造を, 少数の観測されない変数 (潜在
変数)によって探索するための手法である. 相関係数は重要な役割を担っており, 因子分析を用いて測定される変数の
数よりも十分に少ない数の因子 (factor)といわれる潜在変数をモデル上設定することによって, 多数の変数間の関係を
集約しようという考え方である. ところが, 柔軟性と多様性という観点でモデルを見ると, 通常の因子分析では潜在変数
と観測変数の間に線形性を仮定しており, 問題視される場合も存在している.
本論文において, 非線形なモデルとして動径基底関数展開に基づく非線形因子分析モデルを提案する. これによって
潜在変数の非線形な関係についても因子分析モデルとして関係性を捉え, 様々な分野における非線形構造を内包する
データを分析できるという有用性があると考える.
2 因子分析モデル
観測変数X = (X1; :::; Xp)0 は, 平均  = (1; :::; p)0, 分散共分散行列をもち, X は共通因子 F = (F1; :::; Fm)0,
誤差または独自因子 " = ("1; :::; "p)0 に対して線形性を有していると仮定する. このとき, 個々の因子分析モデルは次の
式で与えられる.
X    = LF + " (2.1)
式 (2.1) の p  m 行列 L を因子負荷行列という. また, i 番目の独自因子 "i は Xi のみに関係する. p 個の偏差は
(p +m)個の変数で表現できることから, これが因子分析モデルと重回帰モデルを区別することになる. 決定的な違い
は, 因子は直接測定できないという点にある. 観測不可能な変数の量が多いことから, X1; :::; Xp の観測から直接的に因
子分析モデルを検証することは困難である. そこで, 共通因子 F と独自因子 "に対して次の仮定を置く.
E[F ] = 0; Cov(F ) = E[FF 0] = Im (2.2)
E["] = 0; Cov(") = E[""0] = 	 (2.3)
ただし,
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とする. さらに, F と "は独立であると仮定する. すなわち,
Cov(";F ) = E["F 0] = 0 (2.5)
とする. 式 (2:1)に対して式 (2:2)  (2:5)の仮定を設定したモデルを因子分析モデルといい, 直交因子分析モデルとも
よばれている.
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3 推定法
3.1 最尤法を用いたパラメータ推定
因子分析を行う際には, パラメータである因子負荷, 共通因子, 独自因子を推定する必要がある. 因子分析においては
共通因子数mをより少なく, つまりm < pになるように定める. 因子負荷行列 L, 独自因子	の推定について, p次元
確率変数X = (X1; X2; :::; Xp)0 は平均  = (1; :::; p)0, 分散共分散行列  = (ij)の p次元正規分布 Np(;)と
し, 正規母集団から観測された n 個の p 次元データを x1;x2; :::;xp とする. このとき, 尤度関数は以下の式で与えら
れる.
L(;) =
nY
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f(xij;)
= (2) 
np
2 jj n2 exp

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2
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
(3.1)
したがって, ^ = xとすると, 対数尤度関数は,
l(^;) = logL(^;)
=  np
2
log(2)  n
2
logjj   n
2
tr( 1Sn) (3.2)
で与えられる. ただし, xと Sn はそれぞれ標本平均と標本分散共分散行列とする. この解を解析的に導出することは
困難であることから, 計算アルゴリズムを用いて数値的に求める.
3.2 AICを用いた因子数の推定
実際上, 最もよく用いられているモデル評価基準として情報量規準 AIC (Akaike information criterion) がある.
AICはモデルを最尤法を用いて推定したときの評価基準であり, モデルの良さを予測の観点から評価する.
AICは,
AIC =  2(モデルの最大対数尤度) + 2(モデルの自由パラメータ数) (3.3)
で定義されるが, 実際に適用する場合は考えられるすべてのモデルについて AICの値を計算し, その値を最小にするモ
デルを最適なモデルとして選択する.
パラメータ数は, p×m行列 Lと p次対角行列	の (p×m) + p = p(m+ 1)個から Lの直交回転による不定性を
除くための条件のm(m  1)=2個の制約を差し引いた結果,
(p;m) = p(m+ 1)  m(m  1)
2
(3.4)
で与えられる. よって, 式 (3.2)から, AICは,
AIC(^m) =  2
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 np
2
log(2)  n
2

logj^mj+ tr(^ 1m S)

+ 2((p;m))
= nplog(2) + n

logj^mj+ tr(^ 1m S)
	
) + 2((p;m)) (3.5)
となる. 因子分析モデルの各因子数についてこの値を求め, 最小にする因子数を選択する.
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4 非線形因子分析モデル
4.1 因子分析モデルの非線形化
因子分析モデルを適用する上で, データによっては因子間に非線形な関係を想定した方がより適切な場合がある.
ここでは, 各観測変数に対応する独自因子は互いに独立であると仮定する. さらに, 観測変数 x を p 次元ベクト
ル, 潜在変数 f を q 次元ベクトル, 線形和を表すための p  q 係数行列を A, 独自因子 " を p 次元ベクトルとす
る. すなわち, x = fXj j j = 1;    ; pg; f = ffk j k = 1;    ; qg; " = f"j j j = 1;    ; pg とする. 分布を
fk  N(0; 1) (k = 1;    ; q); "j  N(0;  j) (j = 1;    ; p)と仮定し, これらが互いに独立であるとき, 因子数 q の線
形因子分析モデルは,
x = Af + "; ただし;A =
0B@ a11    a1q... . . . ...
ap1    apq
1CA (4.1)
である.ただし, f は線形因子分析モデルの因子 F に, Aは因子負荷 Lにそれぞれ相当する. このモデルの一般化を考
えたとき, 潜在変数 f を固定した条件の下での各観測変数の独自因子に関する期待値 (Af の部分)を非線形関数 (f)
に置き換えたモデルを考える.
はじめに, Xj (j = 1;    ; p)の確率分布を次のような形式に一般化する.
p(Xj jj(f j);  j); (j = 1;    ; p); (ただし; は非線形関数  を定めるパラメータ) (4.2)
f 自体が確率変数であるとき, 尤度の期待値は f についての積分によって求めなければならないが, 一般に, 確率変数
f は未知であることが多い. そこで, 潜在変数 f の未知の分布関数を g(f)とすると, xと f の同時確率密度関数は,
Np(xj(f j);	)g(f) (4.3)
で与えられる. パラメータを  = (;	)とすると, xの周辺分布 f(xj)は,
f(xj) =
Z
Np(xj(f j);	)g(f)df (4.4)
となる.
4.2 周辺分布の離散近似
j が 2次以上の多項式や区分多項式であれば積分後の分布は多変量正規分布とはならない. そこで, 潜在変数の分布
を離散化してから周辺分布を求めるといった離散化近似の方法を用いることでこの問題に対処する (大津, 2004; 山本 
宮本, 2006). すなわち, (f)が非線形関数のとき, 積分後の尤度は簡単な形で書き表すことが困難となる.
未知の分布関数 g(f)に関して, この分布に近似する重み
w(f l); l = 1; :::; L
	
(4.5)
を求め, この近似された分布を用いて周辺分布を表すと次のように表される.
f(xj) =
Z
p(xj(f j);	)g(f)df (4.6)
=
LX
l=1
p(xj(f lj);	)w(f l) (4.7)
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5 基底関数展開を用いた因子分析モデル
より柔軟な因子分析モデルを想定するために, 非線形関数に基底関数を用いたモデルを提案する. ここでは, 1 因
子モデルを仮定し, 基底関数として Kawano and Konishi (2007) の動径基底関数を用いる. いま, M 個の基底関数
b0(f) = 1; b1(f); :::; bM 1(f)を用いて,
j(f) =
M 1X
m=0
amjbm(f) (5.1)
とし, 基底関数を次の式で定義する.
bm(f) = exp

  (f   m+2)
2
2h2

(5.2)
ただし, m は以下を満たす.
1 <    < 4 = min(f) <    < m+1 = max(f) <    < m+4 (5.3)
また, 基底の広がり hは
h =
m+2   m
3
(5.4)
とする. 一般に, q 次元潜在変数ベクトル f に対して, 動径基底関数展開に基づく非線形関数 (f j)を (4.6)式へ代入
した非線形因子分析モデルへと一般化できる. しかし, モデルの推定が難しく, 今後の研究課題とする.
本研究では, (4.3) 式の (f j) を動径基底関数展開に基づく非線形関数で置き換えた非線形因子分析モデルを提案
した.
6 終わりに
本研究では, 因子分析モデルにおける理論と特徴を述べ, 線形因子分析モデルのパラメータ推定と AICを用いた因子
数の推定について述べた. そして, 潜在変数間の関係において柔軟性や多様性の観点から, 非線形因子分析モデルの適用
と一般化について述べ, 基底関数展開を用いた非線形因子分析モデルとして Kawano and Konishi (2007)の動径基底
関数を提唱した.
今後の課題として, 非線形因子分析モデルにおけるパラメータ推定や数値計算上の計算量の問題, 離散化近似の近似
精度等が挙げられる. 合わせて今回の因子数 1 の非線形因子分析モデルを因子数 q のモデルへ拡張することも考えら
れる.
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