We discuss a new version of an existing algorithm for reordering the eigenvalues on the diagonal of a matrix in real Schur form by performing an orthogonal similarity transformation. A detailed error analysis and software description are presented. Numerical examples show the superiority of our algorithm over previous algorithms.
INTRODUCTION
The problem of reordering the eigenvalues into a desired order along the (block) diagonal of a quasitriangular real matrix arises in several applications: computing an invariant subspace corresponding to a given group of eigenvalues, estimating condition numbers for a cluster of eigenvalues or their associated invariant subspace [18, 21, computing , and so on. These problems can be solved in two phases: the first is to compute the Schur decomposition of the given matrix, and the second is to reorder a group of specified eigenvalues to appear at the upper left comer of the matrix. In this paper we describe an algorithm and its implementation for this reordering problem. The software is available in LAPACK [l] , a public domain numerical linear algebra library.
Specifically, for a real matrix A, there is a real orthogonal matrix Q such that
where T is a real upper quasitriangular matrix, called the real Schurform. This means that T is block upper triangular with 1 X 1 and 2 X 2 blocks on the diagonal. The 1 X 1 blocks contain the real eigenvalues of A. The eigenvalues of the 2 X 2 diagonal blocks are the complex conjugate eigenvalues of A. The real Schur form may be computed using subroutine HQK from EISPACK [13] from LAPACK [l] . Here Q provides for invariant subspaces of certain subsets of eigenvalues the matrix and conformally 
Q =
and hence Q, gives an orthonormal basis for the invariant subspace of A corresponding to the eigenvalues contained in T,,.
Unfortunately, the T,, given by the QR algorithm will not generally contain the eigenvalues in which we are interested. We must therefore perform some further orthogonal similarities that preserve block triangular form but reorder the desired eigenvalues of A to the upper left comer of the Schur form T. The crux of such a reordering is to swap two adjacent 1 x 1 or 2 X 2 diagonal blocks by an orthogonal transformation. Formally, let A,, be a p x p matrix, A,, be a q X q matrix, p, q = I or 2; we want to compute an orthogonal ( p + q> X ( p + q) matrix Q such that where iii is similar to Aii, i = 1, 2, so that the eigenvalues are unchanged but their positions are exchanged along the (block) diagonal.
To this end, Stewart [15] has described an iterative algorithm for swapping consecutive 1 x 1 and 2 X 2 blocks of a quasitriangular matrix, which we refer to as algorithm EXCHNG. In his method, the first block is used to determine an implicit QR shift. An arbitrary QR step is performed on both blocks to create a dense ( p + q) X ( p + q> matrix. Then a sequence of QR steps using the previously determined shift is performed. Theoretically, after one step of QR iteration, the eigenvalues of the first block will emerge in the lower part, But in practice, two or even more QR iterations may still fail to reorder the eigenvalues for some hard problems. This use of QR iteration has been extended by Van Dooren 1191 to reordering the eigenvalues of a generalized eigenvalue problem using QZ iteration.
Another algorithm to be further developed in this paper is the so-called direct swapping method, which was originally motivated by the work of Ruhe [I2] , and by that of Dongarra, Hammarling, and Wilkinson (in 1983, although the paper was not finished until 1991 [7] ). Ng and Parlett [ll] also developed a program to implement the direct swapping algorithm. A similar idea has also been published by Cao and Zhang [6] .
This previous work still does not solve the problem satisfactorily. The iterative swapping algorithm has the advantage of guaranteed backward stability, since it just multiplies the data by orthogonal matrices. But it may be inaccurate and even fail to reorder the eigenvalues in ill-conditioned cases. On the other hand, the direct swapping algorithm is simple and can better deal with ill-conditioned cases. But there are examples where these implementations fail to be stable.
In this paper, we further improve the direct swapping algorithm. Various strategies have been designed at each stage of the algorithm to improve its accuracy and robustness.
A detailed analysis of the algorithm shows that backward instability is possible only in very ill-conditioned cases, so ill-conditioned in fact that we have been unable to construct a case where it fails. Our goal was to have an absolute stability guarantee, however; we achieved this by directly and cheaply testing for instability and rejecting a swap if it would have been unstable. This can occur only when the eigenvalues are so ill-conditioned as to be indistinguishable in a certain reasonable sense. Numerical experiments show the superiorities of our direct swapping algorithm over previous implementations.
The rest of the paper is organized as follows: Section 2 describes the direct swapping algorithm. The error anaIysis of the algorithm is carried out in Section 3. The software implementation and numerical experiments are reported in Section 4. Section 5 draws conclusions. All software including test software for the algorithms in this paper can be found in the LAPACK library
Dl.
We assume that any 2 x 2 diagonal block in the quasitriangular matrix is in standardized form. This means that its diagonal entries are equal and its off-diagonals nonzero and of opposite sign:
For any 2 x 2 block with complex conjugate eigenvalues, we can easily compute an orthogonal similarity transformation to standardize the block.
DIRECT SWAPPING ALGORITHM
(4)
As we described in the introduction, the crux of reordering the diagonal blocks is to interchange the consecutive diagonal blocks A,, and A,, in the following block matrix:
where A,, is p X p, A,, is q X q, and p, q = 1 or 2. Throughout this paper, we assume that A,, and A,, have no eigenvalue in common; otherwise, they need not be exchanged. It is seen that the block matrix 
for some invertible q X q matrix R where X is defined in (6) .
In the presence of rounding errors, the biggest concern is solving the Sylvester equation (6) [ ;:I =@I7 (12) where Q = Q + SQ, 1/13Qll = Ed, Q'Q = I. In other words, the computed matrix Q is orthogonal to machine precision [20] .
In the next section, we will show that in some pathological cases, the norm of the (2,I) (block) entry of PA0 may be larger than O( Ed 11 All), i.e., it may be backward unstable if we are forced to treat PAQ as block upper triangular by setting the (2,l) entry to zero. Therefore we propose to perform adjacent blocks swapping tentatively: if the norm of the (2,I) (block) entry of PAQ is less than or equal to O(E~ 11 All), we swap the blocks; otherwise we return without performing the swap. This gives an absolute guarantee of backward stability. We can fail to swap only if the eigenvalues A,, and A,, are so close that a small perturbation of the matrix could make them identical. If p = 4 = 1, then swapping will always succeed.
If the two blocks are exchanged, then an orthogonal similarity transformation is performed on the 2 X 2 blocks (if any exist) to return them to standard form.
Finally, since the nonsymmetric eigenvalue problem is an ill-conditioned problem, a small perturbation to a 2 X 2 block (complex conjugate eigenpair) could cause a large perturbation of its eigenvalues. In the extreme case, a 2 X 2 block could split into two 1 X 1 blocks if its complex conjugate eigenvalues become real. Carefully designed standardization steps will detect and report such phenomena. All above considerations are summed up in the following algorithm.
DIRECT SWAPPING ALGORITHM SLAEXC.
Copy A to T:
2. Use Gaussian elimination with complete pivoting to solve T,, X -XT,, = YT,, > where y is a scaling factor to prevent overflow. If there is a small diagonal element during Gaussian elimination, set it to roughly machine precision (times the norm of the matrix). Perform swapping tentatively: if the norm of the (2,I) (block) entry of Q'TQ is of order less than ~,~,llTlI~~, go to the next step, and otherwise exit.
5.
If the swap is accepted, replaced A by Q'AQ and set the (2,l) (block) entry of Q'AQ to zero. reorder all the eigenvalues into a user selected order. In particular, the user may select any subset of the spectrum which will be reordered to appear at the top left of the matrix using the fewest possible calls to SLAEXC.
ERROR ANALYSIS
In this section, we give an error analysis of the direct swapping algorithm SLAEXC described in the last section. We assume that p = q = 2, i.e., we only consider swapping two 2 X 2 blocks, the hardest case of the problem. In addition, for the sake of exposition, we also assume that the computation of QR factorization and the similarity transformation Q'AQ are exact, and the scaling factor y = I. Including these rounding errors does not change the conclusion of the analysis, but makes the exposition appear more complicated. Let X be the computed solution of the Sylvester equation, where _% = X + E, X is the exact solution, and E is an error matrix. By the argument of (12) and a result of Stewart [17] on the perturbation of the QR factorization, we know that under mild conditions (such as llGt llZll EllF < l), the QR factorization of ( -XT, ZIT can be written as 
En and E,, perturb the eigenvalues directly and do not affect stability. E,, is of interest because it measures the numerical stability of swapping. E,, is the error in the block A,,. It is not of interest, since it neither affects the numerical stability of the algorithm nor perturbs the eigenvalues. The task is to give bounds on the norms of E,,, E,,, and E,,. To do so, let us first express Zij in terms of the blocks Qij of Q, E, F, and R. From (13) 
E,, = -Q;,A,,Q,jTQ;,ER-l + Q;2ER-1RA22R-1 = -Q&(-A,,E +EA,,)R-' = Q;,YR-'.
We see that E,,, E,, and E,, are essentially related to the residual vector Y of the Sylvester equation solver, R, and the subblocks Qrr and Qr2 of Q.
Furthermore, rewriting ( 
where a,(X) > a,(X) > 0. Now to estimate the norm of the blocks Qij of Q, we use the following CS decomposition of a partitioned orthogonal matrix, which was introduced by Stewart [16] . A proof of the existence of the decomposition can be found in [18] . By the CS decomposition of Q and (18) Hence we have the following theorem.
CS DECOMPOSITION. Let the orthogonal matrix Q E [w2 k ' 2k be partitioned in the form

THEOREM 2.
Let Y = A,, -A,,2 + %A,,, where 2 = X + E is the computed solution of the Sylvester equation (6) , assullze that the error matrix E is nonsingular, and let the QR factorization of (-XT, Z>T satisfy 
[-"I =Q[$
SOFTWARE DEVELOPMENT AND NUMERICAL EXPERIMENTS
In this section, we first discuss the development of software for the swapping algorithm SLAEXC. Then we discuss numerical experiments to show the capability of our software to deal with ill-conditioned cases, compare with Stewart's swapping algorithm EXCHNC, and finally demonstrate the sharpness of our perturbation bounds.
Software Development
A set of FORTRAN subroutines has been developed to implement the direct swapping algorithm described in Section 3. It is part of the LAPACK project [l] . As with other LAPACK routines, this algorithm was designed for accuracy, robustness and portability.
The main subroutine is called STREXC. STREXC moves a given 1 X 1 or 2 X 2 diagonal block of a real quasitriangular matrix to a user specified position. On return, parameter INFO reports whether the given block has moved to the desired position, or whether there are blocks too close to swap, and what is the current position of the given block. The subroutine STREXC is supported by subroutine SLAEXC, which exchanges adjacent blocks. The subroutine SLAEXC is an implementation of the algorithm SLAEXC described in Section 3, where the subproblem of solving the Sylvester equation (8) by Gaussian elimination with complete pivoting is implemented in subroutine SLASY2, and the subproblem of standardizing a 2 X 2 block is implemented in subroutine SLANV~.
In the interest of simplicity, we also used some other subroutines from LAPACK and the BLAS to perform some basic linear algebra operations, such as generating Householder transformations, computing the e-norm of a vector, and so on.
Finally, a test subroutine has been written to automatically test the subroutine SLAEXC. There are nested loops over different block sizes, different numerical scales, and different conditionings of the problem.
4.2.
Numerical Experiments
Backward Stability Test. To measure the backward_stability of a swapping algorithm, we need to test (I) how close the matrix Q is to an orthogonal matrix, and (II) how close GAP is to the original matrix A, where A, is the _ computed A. In other words, we need to test whether the two quantities
are around 1, where Em is the machine precision. To check the changes among eigenvalues is not required to judge the correctness of an algorithm, since we know that there must be at least an O(E~ 1) All) perturbation to the original matrix after swapping, and the nonsymmetric eigenvalue problem is potentially ill conditioned. However, for reasonably conditioned matrices, the changes in the eigenvalues do measure the accuracy of a swapping algorithm.
For this reason, in the following numerical examples, we also compare the eigenvalues before and after swapping, besides checking the quantities EQ and E,.
All numerical experiments were carried out on a Sun Sparcstation 1 + .
The arithmetic is IEEE standard single precision, with machine precision 
Test Matrix 4:
The extreme case, where the eigenvalues of A,, and A,, are the same, and theoretically, the Sylvester equation solution is infinite.
This matrix is used to test the robustness of our software against overflow. They only have two decimal digits correct. However in practice, the observed residual norm (IY \JF = 3.7253 X lo-'.
After swapping, it turns out that l&,\lF = 7.3985 x 1O-24 Q eMl(AIIF = 5.8747 x 10-l".
So the swapping is perfectly stable.
CONCLUSIONS
In this paper, we have developed a direct swapping algorithm which reorders the eigenvalues on the diagonal of a matrix in real Schur form by performing an orthogonal similarity transformation. A complete set of FOR-TRAN subroutines has been developed and included in the LAPACK library [l] . The algorithm is guaranteed to be numerically stable because we explicitly test for instability and do not reorder the eigenvalues if it happens; it can only happen if the eigenvalues are so close as to be numerically indistinguishable.
Unfortunately, there is no proof of the backward stability of the algorithm without this explicit test, even though we have not seen an example where instability occurred. The detailed error analysis and numerical examples show how well it deals with ill-conditioned cases, whereas the alternative stable algorithm EXCHNG may occasionally fail to converge.
