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ABSTRACT 
Since its inception about three decades ago, silicon on insulator (SOI) 
technology has come a long way to be included in the microelectronics roadmap. 
Earlier, scientists and engineers focused on ways to increase the microprocessor 
clock frequency and speed. Today, with smart phones and tablets gaining 
popularity, power consumption has become a major factor.  
 In this thesis, self-heating effects in a 25nm fully depleted (FD) SOI 
device are studied by implementing a 2-D particle based device simulator coupled 
self-consistently with the energy balance equations for both acoustic and optical 
phonons. Semi-analytical expressions for acoustic and optical phonon scattering 
rates (all modes) are derived and evaluated using quadratic dispersion 
relationships. Moreover, probability distribution functions for the final polar angle 
after scattering is also computed and the rejection technique is implemented for its 
selection. Since the temperature profile varies throughout the device, temperature 
dependent scattering tables are used for the electron transport kernel. The phonon 
energy balance equations are also modified to account for inelasticity in acoustic 
phonon scattering for all branches.  
Results obtained from this simulation help in understanding self-heating 
and the effects it has on the device characteristics. The temperature profiles in the 
device show a decreasing trend which can be attributed to the inelastic interaction 
between the electrons and the acoustic phonons. This is further proven by 
comparing the temperature plots with the simulation results that assume the 
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elastic and equipartition approximation for acoustic and the Einstein model for 
optical phonons. Thus, acoustic phonon inelasticity and the quadratic phonon 
dispersion relationships play a crucial role in studying self-heating effects. 
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CHAPTER 1. INTRODUCTION 
Semiconducting materials have always been of a great interest to scientists 
and engineers ever since they were discovered about a century ago. As the name 
suggests, the electrical conductivity of these materials lies between that of a 
conductor and an insulator and can be easily manipulated by adding dopants to 
the system. Other important properties of these materials include negative 
resistance and carrier generation and recombination. It is because of these 
properties, semiconductors are used in fabricating transistors, photo-diodes, 
rectifiers, solar cells, LEDs and many other devices, without which designing 
analog and digital circuits would not have been possible. Thus one cannot deny 
that devices fabricated from these materials lay the foundation for modern-day 
electronics. 
AT&T, the leading telecom giant in the first half of the 20th century, was 
in search for solid state devices that could switch efficiently without much power 
dissipation unlike the vacuum tubes. Significant research was carried out at Bell 
Labs to come up with a solution to this conundrum, resulting in the invention of a 
Bipolar Junction Transistor by John Bardeen, Walter Brattain and William 
Shockley in December 1947. These devices were used not only as switches in 
digital circuits and microprocessors but also as amplifiers. Therefore, a 
breakthrough of this magnitude won the trio the Physics Nobel Prize in 1956. 
Since the invention of the transistor, devices of various designs have been 
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fabricated, using different materials exploiting their optical and electrical 
properties constructively, giving birth to the Semiconductor Industry.  
Since then, the Semiconductor Industry has always been in the pursuit of 
different ways to reduce the channel length of the transistor. Scaling a transistor 
maximizes the device performance and increases the on-chip density, thereby, 
reducing the manufacturing cost. 
 
1.1.  SOI Device Technology. 
Nowadays, different nonconventional transistor structures such as 
FinFETs, multi gate MOSFETs and Ultrathin Body Silicon on Insulator (UTB-
SOI) are preferred over traditional MOSFETs because of their ability to deliver 
high performance with lower leakage currents. In technologies like UTB-SOI, the 
leakage current is drastically reduced, because of which, the power consumption 
goes down significantly. Also, the short channel effects and the threshold voltage 
fluctuations in this device structure can be easily controlled with little or no 
channel doping [1]. 
 After three decades of dedicated and steady research, SOI technology 
finally entered the microelectronics roadmap and now has the capacity to compete 
with the bulk silicon technology. It has been proven that the performance of SOI-
CMOS circuits of the n
th
 generation is at par with those of the next generation 
bulk silicon circuits. SOI device technology has many different devices such as 
high voltage DMOS, bipolar transistors (with lateral configuration) and smart 
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power devices in its family. Also, SOI is a perfect material for different types of 
microsensors because of the silicon-BOX interface which enables the fabrication 
of very thin membranes. 
 A simple SOI device structure consists of an active silicon layer where 
electron transport takes place, a buried oxide (BOX) and a silicon substrate. SOI 
device circuits are fabricated such that active device regions are separated from 
the substrate by the BOX. The BOX being a bad conductor of charge separates 
the device active region from the parasitical effects occurring in the substrate. It is 
because of this isolation, latch-up, which is a common occurrence in the bulk 
silicon technology, never occurs in SOI devices. Circuits designed with the SOI 
technology are extremely reliable and robust because when exposed to radiation, 
the electron-hole pairs are generated in the substrate which is electrically isolated 
from the active region by the insulating oxide. Thus, generated pair never 
interferes with the device operation. The source and the drain are extended to the 
buried oxide, reducing both the leakage current and the junction capacitances. 
Therefore, SOI circuits are faster, dissipate lesser power and suffer from lower 
short channel effects. Other advantages of the SOI device technology include low 
sub-threshold swing, S value as the threshold voltage can be lowered without 
increasing the off-state leakage current. This makes SOI device technology 
extremely attractive to design low power and low voltage circuits. 
Depending on the geometry of the structure, an SOI device can further be 
classified into Partially Depleted SOI (PD SOI) and Fully Depleted SOI (FD 
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SOI). Partially depleted SOI devices have co-existing depleted and neutral regions 
in the active region while the depletion region exists throughout the active region 
in a Fully Depleted SOI device. PD SOI uses a doped channel while FD SOI uses 
an undoped or a very lightly doped channel. The thickness of the active silicon 
layer and the BOX is much thicker in PD SOI as compared to FD SOI. Both can 
be deployed to design high performance microprocessors. However, FD SOI 
devices have a slight edge over PD SOI devices. Threshold voltage fluctuations 
due to random dopants are minimized as they have undoped channels. Also, short 
channel effects are easier to control in FD SOI devices as compared to PD SOI 
devices. It is predicted that FD SOI devices will cater to the 22 nm node & 
beyond for high performance and low power microprocessors. 
However, like every technology, SOI devices have some drawbacks too. 
The threshold voltage, VT of an SOI MOSFET is lowered because of drain 
induced barrier lowering (DIBL) and charge sharing effect (CSE). The lateral 
bipolar transistor can be activated leading to a premature breakdown of the device 
due to extra current. This breakdown voltage reduces as the devices become 
smaller, films thinner and temperatures higher. Also, fabrication of ultra thin films 
for FD SOI devices is a challenge from the manufacturing point of view [2, 3]. 
 Moreover, one of the major non-desirable effects an SOI device is prone 
to is lattice heating. This is because the active device layer is thermally insulated 
from the substrate by a buried oxide layer that has a very low thermal 
conductivity. Scaling laws predict that when a device is scaled by a factor of F, 
5 
 
the power consumption density increases by a factor of F
2
 or F
3
. Also, on scaling 
the conventional MOSFETs to the nanometer scale, the hot spot region near the 
drain does not scale down proportionally [4]. Thus, the scientific research 
community has to come up with efficient ways of diverting heat from the device 
active region, probably by using state-of-the-art Peltier coolers. 
1.2.  Self Heating in SOI Devices 
While simulating devices at the nanometer scale, one has to include 
different effects such as quantum-mechanical space quantization effects and 
effects due to unintentional random dopants. The device simulator must also 
incorporate modeling of self-heating effects that lead to degradation of device 
performance, especially in the case of SOI device technology. It is extremely 
important to consider this because of the generation of hotspots near the drain end 
of the device. These hotspots are generated because every process to transfer 
energy, involves different time scales, as given in the figure below [5], 
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Figure 1. Path of flow of energy via different processes in different timescales. 
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As the system evolves in time, electrons gain energy from the high electric 
fields, becoming hot electrons. These energetic electrons then transfer their 
energy to the optical and acoustic phonons; both processes having similar time-
scales. Energy transfer from the electrons to the high energy optical phonons is a 
very efficient process. On analyzing the phonon dispersions, we can conclude that 
optical phonons possess high energies but very low group velocities; while 
acoustic phonons possess low energies but have very high group velocities. 
Hence, heat conduction in a semiconductor device is mainly due to high velocity 
acoustic phonons. Thus, to facilitate heat conduction, the high energy optical 
phonons must disintegrate into low energy acoustic phonons. But this process 
takes time that is two orders of magnitude greater than the time it takes the 
electrons to transfer energy to the phonons. Thus, thermal nonequilibrium exists 
between optical and acoustic phonons and hotspots are generated near regions 
having extremely high electric fields. Therefore, the primary path of energy 
transfer is defined first by the scattering process between electrons and optical 
phonons and then optical phonons to the acoustic phonons. Dissipation of the heat 
away from these hotspots is a slow process as the active silicon layer is separated 
from the substrate by a buried oxide that has a very low thermal conductivity. 
However, for nanoscale transistors, self-heating does not have an extremely 
degrading effect as compared to the larger structures because velocity overshoot 
dominates the electron transport. Thus, there is very less exchange of energy 
between electrons and the phonon bath. 
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 Based on Figure 1, energy is transferred from the electrons to the optical 
phonons and then from the optical phonons to the acoustic phonons. Thus, one 
has to derive the energy balance equations, for the two subsystems (optical and 
acoustic phonon bath), given as follows [6], 
 
2*3
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2 2
3
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(1.01a) 
 
 
 
(1.01b) 
In Eq. (1.01a) and (1.01b), n is the electron density, vd is the drift velocity, CLO 
and CA are the heat capacities of optical and acoustic phonons and kA is the 
thermal conductivity. The first two terms on the right hand side of Eq. (1.01a) 
determine the gain of energy from the electrons while the last term accounts for 
the loss in energy due to acoustic phonons. This appears as a gain term on the 
right hand side of Eq. (1.01b). The first term on the right hand side of Eq. (1.01b) 
accounts for heat diffusion while the last term has to be present if electron-phonon 
scattering is considered to be an inelastic scattering process. 
 To study the self-heating effects in SOI devices, one has to consider 
electrothermal models, coupled with a self-consistent Monte Carlo kernel and 
Poisson solver. Electron transport and electron-phonon interactions have been 
studied using Ensemble Monte Carlo simulations since many years now [7]. 
Thermal effects have been analyzed and studied in different devices and materials 
by coupling electrothermal models with the device simulator [8-9]. Extensive 
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simulations have been made to study the self-heating effects in nanoscale FD SOI 
devices for different device geometries and buried oxide materials by coupling the 
phonon energy balance equations with the device simulator [10-11]. However, 
that work utilizes the Non-Parabolic Band Model for the electrons and the Debye 
and Einstein model for acoustic and optical phonons respectively. Moreover, 
since acoustic phonons possess lower energy, electron-phonon scattering for all 
acoustic modes is assumed to be elastic. 
To study self-heating effects closely and get more accurate results, one 
must make lesser approximations and assumptions. This work utilizes the 
Analytical Phonon Dispersion Relationships [11] to calculate the scattering rates 
for both acoustic and optical phonons (all branches). Acoustic phonon scattering 
is treated to be inelastic. Thus, there is direct transfer of energy between the 
electrons and both acoustic and optical phonons. Moreover, instead of randomly 
calculating the final polar angle after scattering, Probability Distribution 
Functions are computed for every phonon branch and the rejection technique is 
employed, conserving both energy and momentum. 
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CHAPTER 2. THE MONTE CARLO METHOD 
2.1. Introduction 
While designing a circuit, electrical properties of semiconductor devices 
play a vital role. These properties are hard to predict without having the 
knowledge of charge transport in these devices and in the materials used to 
fabricate them. The transport of electrons in semiconducting materials can be 
analyzed using a distribution function, f(r,k,t), that gives the probability of finding 
an electron at a point k in the reciprocal space and a point r in real space at a 
given time t. The Boltzmann Transport Equation (BTE) is one of the fundamental 
equations that is used to analyze the transport properties of electrons in a system, 
and is given by [1-2]: 
 
 
(2.1) 
The above equation holds true for electron transport in the semi-classical 
regime. This equation solely predicts the variation of the distribution function the 
carriers follow. The left-hand side of the equation deals with the variation of the 
distribution function with respect to time, space and the externally applied electric 
or magnetic field. The right-hand side of the equation describes the processes of 
carrier generation and recombination, with the final term being the collision 
integral, which introduces the scattering processes into the system. It is important 
to note that except in the collision integral, the quantum nature of the particles is 
not considered since it is assumed that the velocity and the position of the particle 
are known. The integro-differential nature of the Boltzmann Transport Equation 
10 
 
makes it extremely difficult to solve mathematically. Therefore, one has to resort 
to numerical techniques for solving this equation for analyzing the transport 
properties of particles in a system. Two methods are usually used to solve the 
Boltzmann Transport Equation numerically. The first is the Monte Carlo Method 
devised by Kurosawa in 1966 [7], while the other is the Iterative Technique 
developed by Budd, also in 1966 [7]. The Monte Carlo method is preferred over 
the Iterative Technique because it can be physically related and interpreted, 
making it easy to implement. Also, it is easier to add scattering mechanisms and 
other quantum mechanical effects such as quantization and tunneling to the 
simulation of devices. 
 
2.2. The Path Integral formulation of the Monte Carlo Method 
 To understand the solution of the Boltzmann Transport Equation using the 
Monte Carlo technique, one has to use the path integral approach. The Boltzmann 
Transport Equation in its most general form, for an analytical bandstructure, is 
written as [12],  
( , , ) ( , , ) ' ( , ') ( ', , )oe f r t f r t d W f t
t
  
       
  
E v p p p p p p rp
 
(2.2) 
where, 
 ' ( , ')o d W   p p p  (2.3) 
denotes the total out-scattering rate for all scattering processes while the rest of 
the terms on the right hand side denote scattering into the given state. The motion 
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of every particle is described in seven dimensions, three in real space, three in the 
momentum space and one in time. The trajectories every particle takes are purely 
semi-classical and are governed by Newton‟s Laws of motion. Thus, each normal 
coordinate can be parameterized as a function of the new variable, 
,t s  *( ),r s x  *( )s p k p  (2.4) 
Thus, 
*
,
d
ds

x
v  
*( )t x r  (2.5) 
and,   
*
,
d
e
ds

p
E  
*( )t p p  (2.6) 
 
Applying the above changes, the Boltzmann Transport Equation is simplified to, 
 
' ( , ') ( ')o
df
f d W f
ds
   p p p p  
(2.7) 
 
where, W(p,p’) is the probability per unit time that a scattering process will 
scatter an electron from state p’ to p. Using the integrating factor, 
 
' ( ', ')ods s
e
 p
 
(2.8) 
 
equation (2.7) can be solved giving,  
0 0
( , ) ( ,0)exp ' ' ( , ') ( ', ) exp '
t t t
o o
s
f t f ds ds d W f s ds
   
        
   
   p p p p p p  
(2.9) 
On changing the variables, '( ) '( ) ,s t e s p p E  equation (2.9) becomes, 
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0
0 0
( , ) ( ,0)exp
' ( , ' ) ( ' ) exp '
t
o
t s
o
f t f ds
ds d W e s f e s ds
 
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(2.10) 
Equation (2.10) is the Chamber-Rees path integral [14] form of the Boltzmann 
Transport Equation which can be solved iteratively. The above equation is further 
simplified by making the complicated Γo term energy independent. In other 
words, to reduce the complexity of the equation (2.10), Rees [15] came up with 
the concept of a fictitious scattering process called self-scattering. The physics of 
the particle undergoing this scattering process remains unchanged as the energy 
and momentum remains unchanged. The self-scattering term aligns itself 
according to the cumulative scattering rate to keep total scattering, Γmax constant. 
This term is used in the generation of the free-flight for carriers, which now 
depends purely on the generation of random numbers. Therefore,   
 
max o ss     (2.11) 
Therefore, equation (2.10) is now simplified to, 
max max
0
( , ) ( ,0) ' ( , ' ) ( ' )
ss
t
tt
f t f e ds d W e s f e s e
    p p p p p E p E  
(2.12) 
where, 
 *( , ') ( , ') ( ') ( ')ssW W   p p p p p p p  (2.13) 
Equation (2.12) contains both, a transient term and an integral that scatters the 
distribution function f from the state p into state ( ' ).e sp E  The integral with 
respect to ds represents integration over the trajectory s and the exponential in the 
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end determines the probability that an electron will not undergo a collision event 
during its free-flight. Therefore, according to Rees, the free-flight time depends 
on the maximum scattering rate and the generation of a random number.  
 
2.3. Different types of Monte Carlo Simulations 
 The Monte Carlo Method is a semi-classical technique to simulate charge 
transport in semiconducting materials. It is a semi-classical approach because the 
carriers, under the influence of electric and magnetic fields are treated classically 
during free-flight, while the scattering is treated quantum mechanically. After the 
end of each free-flight, these scattering mechanisms are chosen stochastically, 
using random numbers and cumulative probability distribution of each scattering 
mechanism for every energy called the Scattering Table. Therefore, the efficiency 
in the generation of random numbers is of crucial importance to the accuracy of 
the results generated by the Monte Carlo simulator. 
 There are three main types of Monte Carlo Simulations for analyzing 
charge transport in semiconductors. They are tabulated as follows: 
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Figure 2. Hierarchy of the Monte Carlo Method. 
 
i. The Single Particle Monte Carlo. [7] 
As the name suggests, this method deals with the simulation of just one 
particle. The motion of this particle is simulated and tracked for a very long 
time, such that the initial conditions do not affect the steady-state analysis 
adversely. Assumptions are made here that the motion of a single particle for a 
long period of time predicts the nature of the electron gas. Therefore, this 
method is useful if one wants to study the steady-state response of an electron. 
Due to the external electric field, the wave-vector of the electron changes 
continuously during free-flight. Thus, if the probability of an electron in state 
k, suffering a collision during the time interval dt is P[k(t)], then the 
probability that an electron which had a collision at time t=0 has not yet 
undergone another collision after time t is [7], 
15 
 
  (2.14) 
Therefore, the probability P(t) that the electron will undergo another 
scattering process during dt is, 
 
 
(2.15) 
      Now, if P[k(t)]=Γmax=const. (with introduction of self-scattering), then 
integrating the above expression further and using a random number r to calculate 
the free-flight time, we end up with, 
 
 
(2.17) 
where Γmax is the maximum scattering rate, calculated by adding all the 
scattering processes taken into account, including self-scattering. Thus, 
 
 
(2.18) 
Scattering rates are calculated for every increment in energy and added 
cumulatively to get the cumulative scattering table. This serves as a lookup 
table to randomly select the scattering mechanisms that an electron undergoes 
after free-flight. The maximum scattering rate, Γmax is constant due to the self-
scattering term Γss, and is used to divide the cumulative scattering table and 
reducing it into values ranging from 0 to 1. Scattering mechanisms are chosen 
from this table simply by using a random number. 
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Figure 3. Calculation of the Scattering Table. 
The generated random number is compared with the rightmost table, also 
called the renormalized scattering table. If the generated random number falls 
within a certain range, that mechanism is selected and the final state of the 
carrier is treated accordingly. However, if the self-scattering is selected, the 
final state of the carrier remains unchanged. 
If the scattering mechanism is elastic, the energy of the carrier is 
unchanged. But if an inelastic scattering mechanism is encountered, an 
exchange of energy takes place. This exchange depends on the frequency of 
the phonon which interacts with the particle. Irrespective of the type of 
mechanism encountered, the wave-vectors of the carriers are randomized, 
depending on the nature of the process, i.e. whether the scattering is isotropic 
or anisotropic. If the mechanism is isotropic, final wave-vectors can be 
calculated without the transformation of the axes. However, axes 
transformation is essential for calculating the final wave-vectors for electrons 
that undergo anisotropic scattering because it is easier to determine the final 
carrier momentum in the rotated coordinate system and then an inverse 
transformation is performed. Thus, after a sufficiently long time and the 
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occurrence of many free-flight-and-scatter mechanisms, the average velocity 
is computed as [7], 
 
 
(2.19) 
However, the above expression must be evaluated only when the electron 
reaches the steady-state condition or else the accuracy of the simulation will 
be compromised by the transient effects. Therefore, the Single Particle Monte 
Carlo method is used to calculate the steady-state velocity of the carriers. 
 
ii. The Ensemble Monte Carlo Method. 
The Single Particle Monte Carlo, as simple it may sound, is not very 
commonly used in the computational electronics community. Therefore, 
instead of following a single particle for millions of iterations, the Ensemble 
Monte Carlo [7] simulates thousands of particles for a short period of time. 
Therefore, many particles have to be dealt with simultaneously over a period 
of time. Larger the number of particles involved in the simulation, finer will 
be the results generated.  
Unlike the Single Particle Monte Carlo, in the ensemble Monte Carlo, 
there are two time scales involved. One deals with the free-flight-and-scatter 
mechanism while the other deals with the real-time where ensemble averages 
are calculated. Like the Single Particle Monte Carlo, the Ensemble Monte 
Carlo method also simulates free-flight-and-scatter mechanisms. The only 
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difference is that the EMC simulates many particles in parallel. The free-
flight-and-scatter mechanism is visually described in Figure 4. 
 
Figure 4. Visual representation of free-flight-and-scatter mechanism [18]. 
 
The above picture shows N number of particles simulated over a period of 
time ts. Every point on the horizontal line represents a scattering mechanism 
while ti is the free-flight time before the particle is scattered. The total 
simulation time is finely divided into time steps during which an ensemble 
average of particle velocity and energy is computed. At every time step, the 
average particle velocity and energy is computed as: 
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(2.20a) 
 
 
 
(2.20b) 
The algorithm is better explained with a flowchart shown in Figure 5, 
 
Figure 5. Flowchart of the Ensemble Monte Carlo method [20]. 
 
The Ensemble Monte Carlo method is perfectly capable of analyzing 
transient characteristics of the particles in ultra-small devices. However, 
despite the fact that vd is the true velocity averaged over the total number of 
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particles, there is still a small margin of error, given by  where, ζ
2
 is the 
variance, given by [7] 
 
 
(2.21) 
Therefore, the Ensemble Monte Carlo method is used when the transport 
process is not homogeneous and non-stationary. 
iii. The Cellular Monte Carlo Method. [16] 
In certain cases such as modeling of ultra-nanoscale transistors and power 
transistors, analytical band models for the electronic bandstructure 
incorporated in the Ensemble Monte Carlo might be inadequate. In this case, a 
full-band Monte Carlo has to be developed. The advantages of using the full-
band model are twofold. It accounts for the complete electron bandstructure 
and the anisotropic scattering rates, making the simulation exceptionally 
accurate. However, this method is both computationally intensive and 
expensive. For that purpose, the Cellular Monte Carlo method was devised, 
such that it incorporates the full-band representation of the electronic 
bandstructure and phonon dispersion, without sacrificing computational speed 
[16]. 
  
2.4. Different Electron Band Models 
The Electronic Bandstructure of a material is very important to simulate 
the charge transport characteristics using the Monte Carlo method. It describes the 
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range of energies an electron in that material can have. Apart from that, one can 
also predict certain characteristics of the material by studying its bandstructure. 
They include optical properties, direct or indirect energy bandgaps and also 
estimation of the effective electron and hole masses in different valleys. 
Electronic Bandstructure is a plot of energy with respect to wave-vectors. 
This energy-wave-vector relationship is of crucial importance to determine 
transport characteristics of carriers in a material. However, incorporation of the 
full-band electronic bandstructure is extremely difficult and computationally 
expensive; various analytical approximations are made to increase computational 
speed. They are discussed as below: 
i. The Parabolic Band Model. 
The regions around the conduction band minimum and the valance band 
maximum are approximated as parabolas and the energy-wave-vector 
relationship is given by the quadratic expressions [7]: 
 
 
(2.22a) 
 
 
(2.22b ) 
The first equation assumes spherical energy surfaces with the effective mass 
being a scalar and constant along all axes. The assumption is appropriate for 
the conduction band minima and the valance band maxima. It is a simple 
model and very easy to be incorporated into the code but the efficiency of this 
approximation is very low. 
22 
 
The second expression deals with ellipsoidal energy surfaces which have 
rotational symmetry around the crystallographic directions, contained in the 
center of the valleys. The effective masses are treated as tensors and may have 
different values along different axes. The warped band model has warped 
energy surfaces, used to analyze two degenerate maximas of the valance band. 
 
 
Figure 6. Different Energy Surfaces [7]. 
 
ii. The Non-Parabolic Band Model. 
The Parabolic Band Model [7] is justified only for k vectors near the 
conduction band minima or the valance band maxima, for a very small range 
of energy. As we move far away from the Γ point, energy deviates from its 
true values and non-parabolicity occurs. This effect can be easily incorporated 
into the code by the following expression: 
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(2.23) 
Where α is the non-parabolicity factor that depends on the material and is 
given by [7], 
 
 
(2.24) 
Where  is the energy gap at the Γ-point,  is the effective mass at the Γ-
point and  is the rest mass of an electron. However, the non-parabolic band 
model is also an approximation, and it fails when, 
 
 
(2.25) 
If such a condition occurs, the full-band approach is required.  
Also, due to the Non-Parabolic Band Model, the density of states and 
conductivity effective mass are given as: 
 
 
(2.26a) 
 
 
(2.26b) 
When we analyze the above expressions, the non-parabolic band model 
predicts that the mass of the electron increases with an increase in energy. 
However, the above expressions are valid just for the conduction band and 
thus can be used for electrons only. Non-parabolicity in the valance bands is 
difficult to incorporate as it is more along the 110 direction for heavy holes 
and <111> direction for light holes.  
24 
 
This work uses the Non-Parabolic Band Model since it is computationally 
efficient and gives accurate results for simulations dealing with low energy 
electrons. 
 
2.5. Fermi’s Golden Rule 
The Monte Carlo method for solving the Boltzmann Transport Equation is 
a semi-classical approach where the free-flight of electrons is treated classically 
while the scattering processes are treated quantum mechanically. An assumption 
is made that small vibrations in the lattice cause small shifts in the energy bands. 
The deviation in these bands lead to an additional potential that causes 
different scattering processes called the scattering potential. This potential is 
treated using the time-dependent first-order perturbation theory to calculate the 
rates at which electrons scatter from one k state to the other, emitting or absorbing 
a phonon. Different processes lead to different „matrix element‟ form in terms of 
its dependence the wave vectors and their corresponding energy. Thus, using the 
scattering potential , the matrix element can be written as [1-2], 
  (2.27) 
The matrix element also contains the momentum conservation condition. Solving 
the time-dependent Schrödinger equation with the first order perturbation theory 
results in an equation that computes the scattering rate from one k state to another. 
 
 
 
(2.28) 
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The above equation is called Fermi‟s Golden Rule, where k and k’ are initial and 
final states of the electron in the momentum space with  and  are their 
respective energies. The phonon energy is given by ℏωq and the δ-function sees to 
it that energy is conserved for long times after collision has occurred. The top sign 
denotes the phonon emission process while the bottom sign signifies phonon 
absorption. The scattering rate out of a state described by the wave vector k and 
energy ϵ k  is obtained by integrating the above equation over all final states. 
Thus, 
 
 
(2.29) 
On changing the summation over all k’ states into an integral, as a function of 
energy, we get a generalized scattering rate expression, given as, 
 
 
(2.30) 
For heavy scattering, the Fermi Golden Rule fails due to effects such as 
collision broadening and finite collision duration time. The energy conserving 
delta function is only valid asymptotically for times long after collision has 
occurred. The broadening in the final state energy can be approximated as [18], 
 
 
(2.31) 
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2.6. Conventional Acoustic and Optical Phonon Scattering Rates derivation 
Phonon scattering is a result of electrons interacting with vibrations in a 
lattice. The acoustic branch in the phonon spectrum is formed when two 
neighboring atoms in a lattice vibrate in the same direction while the optical 
branch in the spectrum is formed when two neighboring atoms vibrate in 
directions opposite to each other. 
i. Acoustic Phonon Scattering. 
For the acoustic modes, the differential displacement of neighboring atoms 
leads to deformation of the unit cell. Thus the perturbation potential for 
acoustic phonon scattering is a product of the deformation potential and the 
derivative of the lattice displacement, given as [17], 
 ),(' tH d ru  (2.32) 
where d is the deformation potential and ),( tu r is lattice displacement. 
The operator for lattice displacement ),( tu r is a function of time and position. 
It is given as [17] 
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(2.33) 
where kkq  '  is the phonon wave vector, ρ is the material density, q  is 
the phonon energy, qe  is the unit polarization vector and 

qa  and qa  
are the 
phonon creation and annihilation operators, respectively. 
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Then, the transition rate )',( kkS  for intravalley acoustic phonon scattering is 
calculated. However, to compute the transition rate, one needs the matrix 
element, given as, 
 
(2.34) 
where  is the number of phonons in a state q and is given by, 
 
(2.35) 
A few approximations are made to simplify the calculation of the scattering 
rate. The first approximation made assumes that the energy of the acoustic 
phonons is negligible as compared to the average electron energy a lattice 
temperature T. Thus, 
 (2.36) 
Therefore, according to the elastic approximation, since there is no exchange 
of energy between the electrons and phonons, 
 (2.37) 
Where, Ek’ is the final energy while Ek is the initial energy of the particle. This 
leads to the equipartition approximation, changing the number of phonons in 
the state q and is given as, 
 
(2.38) 
It must be noted that the equipartition approximation will fail at low 
temperatures.  
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Thus, on applying the above equation to the matrix element in (2.34), one 
arrives at, 
 
(2.39) 
The next approximation is the Debye Model that assumes the dispersion 
relationship for acoustic phonons to be linear with respect to the k vectors. 
Thus, the dispersion relationship is given by, 
 (2.40) 
where sv is the sound velocity in silicon. With the Debye Model, the matrix 
element further reduces to, 
 
(2.41) 
Thus, the transition rate, using the elastic and equipartition approximation is 
given below, 
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(2.42) 
where TL is the lattice temperature, Lc is the material elastic constant,  is the 
polar angle between k and q. On substituting the above equation in 
generalized scattering rate expression and assuming the non-parabolic band 
model and the elastic and equipartition approximation, the final acoustic 
phonon scattering rate is given by [18], 
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(2.43) 
where, md  is the effective density of states mass and for ellipsoidal surfaces; it 
is given by, 
 312* )m(mm tld   
(2.44) 
   
ii. Non-Polar Optical Phonon Scattering. 
As stated earlier, two neighboring atoms in a lattice vibrating in different 
directions contribute to the optical phonon branch in the phonon spectra. Just 
like acoustic phonon scattering, the procedure to calculate the optical phonon 
scattering rate is just the same, starting with the calculation of the Hamiltonian 
for the electron-phonon interaction. Due to the atoms oscillating in the 
opposite direction, the size of the unit cell is affected directly. Therefore, the 
Hamiltonian can be calculated as follows [18], 
 ),(' 0 tH ruD   (2.45) 
where D0 is the intervalley deformation potential and u(r,t) is operator for 
lattice displacement which has already been mentioned previously. Therefore, 
the matrix element can be calculated as follows, 
 
(2.46) 
To simplify the calculations further, the Einstein Model is used. The model 
assumes the dispersion relationship of optical phonons to be constant as, 
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  (2.47) 
Thus, according to the above model, the dispersion of optical phonons have no 
dependence on the wave vectors. Applying the Einstein Model into the Matrix 
element, we get, 
 
(2.48) 
From the above expression, the transition rate S(k,k’) for intervalley optical 
phonon scattering is calculated as, 
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(2.49) 
where Dij is the intervalley deformation potential, Zj is the total number of 
available final valleys for the electrons to scatter into, ij  is the energy of 
the phonon absorbed or emitted and jiE  is the difference of energy between 
the minima of valley j with respect to that of valley i. The phonon occupancy 
factor is given by, 
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(2.50) 
On substitution of the transition rate into the generalized scattering rate 
expression (assuming the non-parabolic band model), we get the Zeroth Order 
scattering rate as [18], 
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Since this work is based on silicon, ΔEji = 0 as all the six valleys are 
equivalent. Therefore, Zj = 1 for g-phonon scattering and Zj = 4 for f-phonon 
scattering. Normally, Dij = 5.23×10
8
 eV/cm. and ij  = 60 meV. 
For first order interactions, considering nonparabolicity, the scattering rate is 
given as [18], 
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(2.52) 
where, 0 kEs , 0 kEt , D1 = 4 eV and 0 = 18 meV for the g-
process while D1 = 2.5 eV and  = 23 meV for the f-process. 
 
Figure 7. Pictorial depiction of the f-type and g-type scattering process [18]. 
 
 
 
kx
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Figure 8. Full Phonon Dispersion in Silicon [19]. 
 
2.7. Derivations of the Acoustic and Optical Phonon Scattering Rates and the 
Final Angles after Scattering using the Non-Parabolic Band Model and 
Analytical Phonon Dispersion Relations for this work. 
This work utilizes the non-parabolic band model and analytical dispersion 
relationships for acoustic and optical phonons as it is computationally efficient, 
without sacrificing execution speed. The analytical phonon dispersion relations 
developed by Pop et al. have been used in this work, of the form [11], 
  (2.53a) 
  (2.53b) 
for acoustic and optical phonons respectively, where, ωq is the phonon frequency, 
vs is the velocity of sound with ωo and c are constants for different phonon modes. 
 ωo (10
13
 rad/s) vs (10
5
 cm/s) c (10
-3
 cm
2
/s) 
LA 0.00 9.01 -2.00 
TA 0.00 5.23 -2.26 
LO 9.88 0.00 -1.60 
TO 10.20 -2.57 1.11 
Table 2.1 Quadratic fit to the Phonon Dispersion Relationships [11]. 
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In general, the acoustic and optical scattering rates are described as, 
 2 2 '
0 0
1 1 1 1
' ' sin | ( ) |
( ) 2 2 2
q k k qk dk d M q n E E
k

   


 
    
  
   
 
(2.54) 
The non-parabolic band model is given as, 
 2 2
2(1 )
2
k
E E E E
m
    

 
(2.55) 
α = 0.47 is the non-parabolicity factor for silicon. On differentiating the above 
equation and multiplying it with k’ one gets, 
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(2.56) 
Thus, 
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(2.57) 
Where '( )kA E  is the auxiliary function. After integrating over energy, one arrives 
at the following expression, 
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gives the phonon occupancy factor. The above integral includes all q-vectors that 
satisfy the laws of conservation of both energy and momentum. They are 
calculated in the following manner, 
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(2.60b) 
 Thus, on expansion, one has, 
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 giving, 
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On substitution of 'k k qE E    , the above expression becomes, 
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 Analytical dispersion relationships for acoustic and optical phonons are deployed 
in the above equations. All the coefficients with cubic and quadruple powers of q-
vectors are ignored to get a quadratic expression for the wave vectors in the form 
of 
2 0Aq Bq C   . Thus, for acoustic phonons, 
 
2
2
(1 2 )
2
cos
(1 2 )
s
k s
s k
A v c
B c E v
m
k
C v E
m

 



    
  





 
(2.64a) 
 
 
(2.64b) 
 
 
(2.64c) 
And similarly, for optical phonons, 
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(2.65b) 
 
 
 
(2.65c) 
 
Therefore, the q-vectors can be calculated by, 
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q
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(2.66) 
  
It must be noted that the q-vectors are always limited to the first Brillouin Zone. 
       Finally, probability distribution function for polar angles after scattering are 
calculated. A random number r is used which has a uniform distribution between 
0 and 1. Thus, 
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(2.67) 
  
However, since the probability has to be conserved, P(r) = 1. Thus, 
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(2.69) 
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Therefore, calculation of the acoustic and optical phonon scattering rates with the 
probability distribution for polar angles can be summarized using the flowchart, 
 
Figure 9. Flowchart to calculate the scattering rates and the polar angle PDF. 
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2.8. Results of the Simulation. 
This section presents the results that are obtained by simulating the bulk 
Ensemble Monte Carlo for silicon, using the Non-Parabolic Band Model for 
electrons and Analytical Phonon Dispersion Relationships for phonons. 
 
 
 
 
 
 
 
 
 
 
Figure 10. Acoustic Phonon Scattering Rates – Absorption at T = 300 K. 
 
 
 
 
 
 
 
 
 
Figure 11. Acoustic Phonon Scattering Rates – Emission at T = 300 K. 
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From Figures 10 and 11, one can conclude that the scattering rate 
calculation using the elastic and equipartition approximation differs from that 
using the semi-analytical expression, which are derived in this work. 
 
Figure 12. Probability Distribution for Acoustic Phonons – Absorption at 300 K. 
 
Figure 13. Probability Distribution for Acoustic Phonons – Emission at 300 K. 
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The distribution curves in Figures 12 and 13, denote the probability of the 
polar angle of the particle after it has undergone acoustic phonon scattering. To 
conserve energy and momentum, the particles prefer angles of π/4 and 3π/4, while 
the chances of the final angle being π/2 is almost nil. 
 
 
Figure 14. Optical Phonon Scattering Rates – Absorption at T = 300 K. 
 
Figure 15. Optical Phonon Scattering Rates – Emission at T = 300 K. 
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Using the semi-analytical expressions derived in this work, optical phonon 
scattering rates are plotted in Figures 14 and 15. (F2 and G3 optical phonon 
scattering differ very slightly, with F2 being the greater one.) 
 
Figure 16. Probability Distribution for Optical Phonons – Absorption at 300 K. 
 
 
Figure 17. Probability Distribution for Optical Phonons – Emission at 300 K. 
0 0.5 1 1.5 2 2.5 3 3.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
THETA (rad).
P
R
O
B
A
B
IL
IT
Y
 D
IS
T
R
IB
U
T
IO
N
.
PROBABILITY DISTRIBUTION FOR ABSORPTION (100 meV)   VS  THETA.
 
 
ABSORPTION-LO (NON-PARABOLIC)
ABSORPTION-TO (NON-PARABOLIC)
0 0.5 1 1.5 2 2.5 3 3.5
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
THETA (rad).
P
R
O
B
A
B
IL
IT
Y
 D
IS
T
R
IB
U
T
IO
N
..
PROBABILITY DISTRIBUTION FOR EMISSION (100 meV)  VS  THETA.
 
 
EMISSION-LO (NON-PARABOLIC)
EMISSION-TO (NON-PARABOLIC)
41 
 
Just like acoustic phonon scattering, particles prefer certain polar angles after 
undergoing optical phonon scattering to conserve energy and momentum. 
However, here, the angle π/2 is preferred as a final angle after scattering. 
Figure 18. Velocity – Field Characteristics at T = 77 K. 
 
 
Figure 19. Mobility – Field Characteristics at T = 77 K. 
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Figure 20. Velocity – Field Characteristics at T = 200 K. 
 
 
Figure 21. Mobility – Field Characteristics at T = 200 K. 
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Figure 22. Velocity – Field Characteristics at T = 300 K. 
 
Figure 23. Mobility – Field Characteristics at T = 300 K. 
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Figure 24. Velocity – Field Characteristics at T = 430 K. 
 
Figure 25. Mobility – Field Characteristics at T = 430 K. 
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As seen in Figures 18-25, the simulated velocity and mobility field characteristics 
are in perfect agreement with the experimental data over a wide range of 
temperatures, thus, justifying the approach used in this work. 
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CHAPTER 3. THE DEVICE SIMULATOR. 
3.1. The General Particle based Device Simulator. 
 The previous chapter described the solution of the Boltzmann Transport 
Equation for bulk systems numerically using the Ensemble Monte Carlo 
technique. A standard particle based device simulator includes both a transport 
kernel and a field solver coupled with each other. The electric field associated 
with the potential calculated from the Poisson‟s equation, is the driving force that 
accelerates the particles in the Monte Carlo transport kernel. The distribution of 
mobile and fixed charges provides the source of the electric field in the Poisson‟s 
equation. 
There are two significant differences between a bulk and a device 
simulation. Firstly, bulk simulations deal with continuous updating of the 
particle‟s energy and momentum while the device simulator also keeps track of its 
trajectory in the real space. And secondly, as mentioned before, the device 
simulator includes a Poisson solver in its algorithm while a bulk simulator does 
not. 
To simulate the steady-state behavior of a device, some initial conditions 
must be taken into account with the desired potential applied at the contacts. The 
simulation continues to run in several small time steps till steady-state is reached. 
Normally, particles are assigned randomly according to the doping profiles in the 
device so that the system, initially, is charge neutral. As the simulation evolves, 
charge will flow in and out of the contacts and a depletion region will be formed. 
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The simulation proceeds until a steady state is reached. The device simulator 
flowchart is given in Figure 26 [18], 
 
 
 
 
 
 
 
 
 
 
 
Figure 26. Monte Carlo Device Simulator Flowchart. 
 Before the simulation begins, one must always specify the initial 
conditions. They deal with the initialization of all material parameters like the 
bandstructure, scattering parameters and the scattering rates. These scattering 
48 
 
rates are further used to compute the normalized scattering table for the Monte 
Carlo transport kernel. 
For device simulations, it is necessary that the device structure is specified 
and discretized into small cells. These discretized cells help in determining the 
size of different arrays used in the simulation. However, it is important to note 
that the mesh sizes must be in accordance with the Debye criterion. The device 
structure is made up of both real and artificial boundaries. Therefore, different 
boundary conditions for the device structure are also specified depending on the 
type of boundary. Dirichlet boundary conditions are specified for contacts where 
potentials are enforced while the Neumann boundary conditions are specified at 
the artificial boundaries, such that the electric field perpendicular to it is zero. 
Similarly, thermal Dirichlet and Neumann boundary conditions are also specified 
along with the device structure. Thus, analogous to the electrostatic conditions, 
thermal Dirichlet boundary condition deals with the temperature being forced on a 
contact while the Neumann boundary condition are imposed on artificial 
boundaries such that the temperature gradient perpendicular to it is zero. 
Moreover, other than the electrostatic and thermal boundary conditions, Ohmic 
and Schottky contacts are also specified; where, Ohmic contact refers to the 
source and the drain while the gate is a Schottky contact. Then, based on the 
doping densities and mesh size, charges at the source and drain contacts are 
calculated. 
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Finally, keeping the source, drain and substrate unbiased, a potential 
distribution is computed by solving the Poisson‟s equation for the gate bias only. 
This potential distribution is used to initialize the carriers in every cell in the 
active region of the device. The energy and momentum of every particle is 
randomly assigned as described in chapter 2 (follows Maxwell-Boltzmann 
statistics). The only additional term to be dealt with in a device simulator is the 
real space coordinates. The real space position of a particle can be computed 
depending on the node at which it is initialized. When the device is charge 
neutral, total free carriers in the active region equal the ionized dopant atoms. 
Charge neutrality is maintained in the device throughout the simulation. 
After initializing the carriers in every cell, depending on the simulation, 
voltage is applied at various contacts (source, drain and substrate). Therefore, the 
device goes from equilibrium to non-equilibrium and the flow of the program 
goes to the Monte Carlo electron transport kernel. As explained in the previous 
chapter, the particles undergo free-flight-scatter routine for every dt just like in 
the Ensemble Monte Carlo for bulk systems. However, the only difference here is 
that unlike the EMC for bulk systems, the electric fields in a device simulator is 
not constant. It is fixed for one particular time interval and then changes after 
every dt depending on the fields calculated by the Poisson‟s equation. As 
mentioned before, the trajectory of the particles is also tracked in real space. This 
is better explained by, 
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(3.01a) 
 
(3.01b) 
Therefore, as particles are tracked in real space, at some point in the 
simulation, chances are they will escape out of the device structure. Hence, 
boundaries have to be checked all the time such that no particle escapes the device 
structure. Thus, we have Ohmic contacts for the source and drain contacts and 
particle reflecting surfaces for the other artificial boundaries. Ohmic contacts 
serve as perfect particle absorbers from which charge can flow in and out easily. 
The reflecting surfaces, as the name suggests, are boundaries which on hitting, the 
electron is bumped back in the device. The figure below explains how these 
boundaries work, 
 
 
 
 
 
 
Figure 27. Visual representations of Ohmic contacts and Reflecting surfaces. 
Ohmic Contact 
Reflecting Surface 
Source Drain 
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However, it is important to note that after every time step dt, electrons are 
injected or deleted to maintain charge neutrality at the Ohmic contacts throughout 
the simulation. Thus, the source and drain regions of the device are monitored 
after every time step to check the number of particles that naturally exited the 
device / deleted from the device or injected into the device to keep the device 
neutral. For example, if the source or the drain contact has an extra negative 
charge, an electron is deleted, as shown in Figure 28a. There are chances that 
electrons naturally exit the device, as depicted in Figure 28b. Finally, if the 
electrons naturally come out of the device, making the device positively charged, 
to preserve charge neutrality, electrons are injected through the source and drain 
contacts, as shown in Figure 28c below [17]. 
 
Figure 28. Pictorial representation of flow of charge through the contacts. 
Thus, total particles that came out of the simulation in a particular time interval 
can be computed as, 
 (3.02) 
    
 
 
 
DELETE PARTICLES 
 
 
 
 
  
NATURALLY CAME OUT 
INJECT PARTICLES 
 
 
 
 
 
(a) (b) (c) 
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This can be better explained using the stacks shown in the Figure 29. 
 
Figure 29. Stack used to keep track of the number of electrons used. 
Therefore, after every time step, the number of electrons in the system can be 
computed as, 
 (3.03) 
After the device achieves charge neutrality at the end of every time step, 
current in the steady state is calculated. This can be done using two methods. 
Firstly, by keeping track of the total number of particles entering or leaving a 
particular contact. And finally, using the Ramo-Shockley Theorem, according to 
which, the current is related to the drift velocity of the electrons in the channel, 
given by the following expression, 
 
 
(3.04) 
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Now that the current is calculated, one has to devise a particle-mesh 
coupling algorithm, such that charge in the cells is assigned to the Poisson mesh. 
There are three different methods to assign charge in a cell to the Poisson solver 
mesh. They are the nearest grid point scheme, the nearest element cell scheme and 
the cloud in a cell scheme. Nearest grid point scheme, being the easiest, assigns 
charge only to the nearest node of the cell as shown in Figure 30a. The nearest 
element cell scheme assigns equal amount of charge to all the mesh points of the 
cell, as depicted in Figure 30b. Finally, the cloud in cell scheme, being the most 
complex of the three, assigns charge to the nodes based on the location of the 
particle, as shown in Figure 30c. These meshes help in solving the Poisson‟s 
equation to compute the potential distribution in the device. The Poisson‟s 
equation can be solved using many techniques. The one used in this work is the 
SOR method. The potential calculated after solving the Poisson‟s equation is then 
used to compute the electric fields and interpolate it to the particle locations. It is 
important to note that the methods used for charge assignment and force 
interpolation must be the same. These fields are then used to accelerate the 
particles for the next time step and calculate the trajectories in real space and k-
space using the equations of motion described in Eq. (3.01a) and Eq. (3.01b). 
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Figure 30. Different particle-mesh coupling schemes. 
 As soon as the electric fields are calculated, the program flow enters the 
free-flight-scatter subroutine and then the Monte Carlo electron transport kernel. 
This whole process is repeated for thousands of iterations till steady-state is 
reached. Important device parameters such as carrier energy, velocity and density 
can be measured easily with respect to position by averaging over the electrons, at 
any time during the simulation. Moreover, to successfully implement a Monte 
Carlo device simulator, choosing of the right time step and mesh size is of crucial 
importance. For stability purposes, the time step dt, must be lesser than the 
inverse of the plasma frequency, given by the following expression, 
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(3.05) 
Where, e is the electric charge, n is the electron density, εs is the material 
dielectric constant and m* is the effective mass of the electron. Thus, the time 
step is given as below, 
 
 
(3.06) 
Similarly, the size of the mesh chosen to solve the Poisson‟s equation must be 
lesser than the smallest wavelength of charge variations, which is the Debye 
length, calculated as follows, 
 
 
(3.07) 
Where, kB is the Boltzmann constant and T is the electron temperature. 
 
3.2. Particle based SOI Device Simulator. 
 To develop a particle based SOI device simulator, one has to self-
consistently model thermal power dissipation during device simulation. Since SOI 
devices have a buried oxide layer (bad conductor of heat and electricity) in its 
device structure; flow of heat from the device active region to the substrate is not 
efficient. This gives rise to self-heating effects, leading to degradation in the 
device performance. The research community has come up with electrothermal 
models to incorporate thermal effects in nanoscale device simulators [8], [9]. 
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 To accurately model heating effects in nanoscale devices, one has to solve 
the coupled Boltzmann Transport Equations for both electrons and phonons, 
which is computationally expensive. The semi-classical BTEs for electrons and 
phonon distributions are given as follows [5], 
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(3.08) 
 
 
(3.09) 
Where, k+q k
,qeW
  is the probability of an electron transitioning from k+q to k due to 
the emission of a phonon q. Analogous to the previous expression, k k+q
,qaW
  refers 
to the probability of an electron transitioning from k to k+q due to the absorption 
of a phonon q. As the probabilities depend on the electron and phonon distribution 
functions, the system is nonlinear. The last term on the right side of Eq. (3.09) 
signifies phonon-phonon interaction. Many research groups have reported the full 
solution of the phonon Boltzmann Transport Equation within the relaxation time 
approximation for all acoustic and optical phonon branches [21]. However, this 
full solution has not yet been coupled self-consistently within a spatially varying 
system for the SOI device technology. 
 This particle based SOI device simulator incorporates semi-analytical 
expressions for acoustic and optical scattering rates (all phonon branches). It also 
takes into account the probability distribution curves of the final polar angles after 
scattering for every electron energy, the derivations of which have been discussed 
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in the previous chapter. Both acoustic and optical phonon scattering have been 
treated as inelastic and anisotropic. 
 Although the SOI device simulator employs the similar free-flight-scatter 
subroutines and the coupling of the Monte Carlo transport kernel and Poisson 
solver, there are a few fundamental differences between them. Firstly, self-heating 
is involved and the lattice temperature varies throughout the device structure. To 
get this lattice temperature distribution in the device, the phonon Energy Balance 
Solver has to be coupled self-consistently to the Monte Carlo device simulator. It 
is because of the varying lattice temperature, the concept of temperature 
dependent scattering tables is introduced. Thus, for every combination of every 
lattice and optical temperatures, a corresponding scattering table is pre-calculated. 
 When the simulation begins, acoustic and optical phonon temperatures are 
constant throughout the device structure. Thus, only one scattering table is used in 
the beginning for all electrons, irrespective of their position in the device mesh. 
However, as the simulation progresses, the electrons gain energy, scattering 
occurs and new phonon temperatures are computed and returned to the beginning 
of the Monte Carlo loop. Thus, every grid point has its own unique scattering 
table associated with it. 
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Thus, to implement the scattering table temperature dependency, one has 
to map the electron position in the device structure and extract the acoustic and 
optical phonon temperatures. These temperatures are then used to select the 
scattering table required for the Monte Carlo transport kernel. Then, by generating 
a random number, a scattering mechanism is selected from the normalized 
scattering table. The EMC device simulator generates the electron density, drift 
velocities and temperatures which are then fed to the phonon energy balance 
equations. The energy balance equations then compute the acoustic and optical 
phonon temperatures which are fed back to the EMC device simulator for 
selecting the scattering tables. This self-consistent loop is executed till the end of 
the simulation time is reached. The following flowchart explains the process [5], 
 
 
 
 
 
Figure 31. Left: Exchange of variables between the two kernels. Right: Selecting 
a scattering mechanism after generating a temperature-dependent scattering table. 
 
 
     
          
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
           
  
 
Ensemble Monte 
Carlo Device 
Simulator 
Phonon Energy 
Balance Equations 
Solver 
TA 
TLO 
n 
vd 
Te 
Find electron position in a grid:(i,j) 
Find: TL(i,j)=TA(i,j) and TLO(i,j) 
Select the scattering table with 
“coordinates”: (TL(i,j)=TLO(i,j)) 
Generate a random number and 
choose the scattering mechanism 
for a given electron energy 
59 
 
3.3. The Phonon Energy Balance Equations. 
 The microscopic state of a crystalline lattice can be described in terms of 
the phonon distribution function ( , )kN x t , where, ( , )kN x t ×  
3
1/ 2 × 3 3d x d k
gives the number of phonons in a volume 3d x at x with wave vector at the k-space 
element 3d k at k. Therefore, one can write [22], 
0
( , ) ( , )k k kN x t N n x t   
(3.10) 
Where, 
0k
N is the equilibrium phonon distribution at temperature eT and ( , )kn x t
is the deviation of the phonon distribution function from equilibrium. In order to 
derive the phonon energy balance equations, one has to define a few quantities as 
follows, 
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(3.11a) 
 
 
 
(3.11b) 
 
 
 
(3.11c) 
 
 
 
(3.11d) 
Where, ( , )u x t is the energy density, ( , )S x t

is the energy flux, ( , )J x t

is the crystal 
momentum density, ( , )
ijt x t is the crystal momentum flux and /kv d dk
 
. 
 Any distribution can be expressed as a sum of Eigen components. The 
collision of phonons with each other and with imperfections causes every Eigen 
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components (except
0k
n ) to decay to zero with its own characteristic relaxation 
time. To simplify things further, we try to solve the phonon Boltzmann Transport 
Equation in the relaxation time approximation, in which, the decay to local 
equilibrium is characterized by a single relaxation time, . This is expressed as 
follows, 
( , ) ( , ) ( ( , ))
. ( , )
o
k k k
k k
n x t n x t n T x t
v n x t
t 
 
   

 
 
(3.12) 
Where, ( ( , ))okn T x t is the local equilibrium distribution and the value of ( , )T x t is 
determined according to the principle of energy conservation. 
 The phonon energy balance equations are obtained by multiplying the 
Boltzmann Transport Equation by k and summing over all modes, given by, 
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Therefore, Eq. (3.13) is reduced to, 
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(3.14) 
Then, on multiplying Eq. (3.12) with ik kv , (where i = x, y, z) and integrating 
over k one gets, 
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Thus, on substitution, the above equation simplifies to, 
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(3.16) 
On further elaborating the second term on the left hand side of the Eq. (3.16), we 
get, 
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On combining Eq. (3.16) and Eq. (3.17), we get, 
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Where, ij is the thermal conductivity, given as follows, 
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Thus, combining Eq. (3.18) and (3.19), one gets, 
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(3.20) 
On applying the divergence operator on both sides of Eq. (3.20), one gets, 
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Now, since, 
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One arrives at, 
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Since, the relaxation time dependent term in the left hand side of the Eq. (3.23) is 
assumed to be negligible; one can simplify the equation further as, 
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(3.24) 
Where the term on the left hand side of Eq. (3.24) denotes the increase in energy 
in a volume dV, the  first term on the right hand side signifies the influx of energy 
into a volume dV and the final term denotes the increase in energy due to 
electron-phonon interactions in the system. 
 The process in which the energy exchange takes place between the 
electrons and phonons differs depending on the type of scattering the particle 
undergoes. Therefore, the energy balance equations are derived separately for 
acoustic and optical phonons and are given as follows, 
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(3.25a) 
 
 
 
(3.25b) 
The first term in the right hand side of Eq. (3.25a) represents the flux of heat 
while the second term represents the exchange of energy between the electrons 
and acoustic phonons. This term is neglected if acoustic phonon scattering process 
is treated to be elastic. The first two terms in Eq. (3.25b) represent the transfer of 
energy between the electrons and optical phonons. The third term however, in 
both the equations, represents the anharmonic processes in the system. 
 
3.4. Simulation Results. 
The structure that has been simulated in this work is shown in Figure 32. It 
is a 25 nm channel length SOI device with a 10 nm silicon channel depth, 2 nm 
gate oxide and a 50 nm buried oxide (BOX). For the purpose of modeling the 
contacts properly, the contact region is extended by 37 nm (source and drain) and 
35 nm (gate), and thermal Dirichlet boundary conditions are imposed at the end of 
the contacts with lattice temperature TL = 300 K. The metal is assumed to be 
copper. Thermal Neumann boundary conditions are imposed at the side 
boundaries and Dirichlet boundary condition is imposed at the bottom of the box 
with TL = 300K. 
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Figure 32. Geometry of the fully-depleted SOI device structure being simulated. 
The doping of the channel is NA=10
17
 cm
-3
 and the doping of the source and drain 
regions is ND=10
19
 cm
-3
. 
In the thermal simulations for the thermal conductivity we have used the 
following values: air = 0.025 W/m/K, SiO2=1.38 W/m/K, copper = 400 W/m/K. 
For the thermal conductivity of the silicon layer we have used our thickness and 
temperature-dependent thermal conductivity model described in Ref. [5].  
The simulation results for the convergence of the thermal solver are 
summarized in Table 1. We see that after 3 Gummel cycles we have almost 
constant value for the current, which suggests that the whole scheme is valid. For 
every Gummel cycle, the Monte Carlo transport Kernel is simulated for 5 ps to 
ensure steady-state conditions. 
 
 
 
metalmetal air air
oxide
source drain
metal
BOX
channel
12nm 12nm13nm 13nm25nm
2nm
37
nm
10
nm
50
nm
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Gummel Cycle 
Number 
Cumulative 
Source Charge 
Cumulative Drain 
Charge 
ID 
(mA/m) 
1 28783 29018 1.54 
3 27715 27706 1.48 
5 27764 27774 1.48 
10 27666 27651 1.48 
13 27657 27665 1.48 
15 27631 27644 1.47 
Table 2. Convergence of the electro-thermal simulator. 
The potential energy profile, the electron density and the electron energy 
are given in Figures 33, 34 and 35, respectively, and they correspond to typical 
data that one would expect from such a simulation. 
 
Figure 33. Potential energy profile. 
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Figure 34. Electron density for VG=VD=1.2 V. 
 
Figure 35. Electron thermal energy for VG=VD=1.2 V. 
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The lattice, optical phonon temperature and the electron temperature profiles in 
the silicon film that compare this work with different scattering models as 
opposed to the work of Katerina Raleva [5], are shown in Figure 36.  
 
Figure 36. Lattice, optical phonon temperature and electron temperature profiles 
in the FD SOI Device structure from Figure 32. Applied bias is VG=VD=1.2 V. 
We observe slightly lower values for the peak lattice and optical phonon 
temperature and significant change in the electron temperature (energy) which 
explains the 10% lower values for the current in this work.  
The results on the left panel of this work correspond to the case when 
energy is transferred to the lattice via both, the optical phonons and acoustic 
phonons. In other words, the acoustic phonon scattering is assumed to be 
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inelastic. When the inelasticity of the acoustic phonon scattering is not taken into 
account, that vent for heat transfer gets shut down and the lattice temperature 
decreases. This is clearly seen from the results shown in Figure 37, where the left 
panel corresponds to the case when acoustic phonon scattering is assumed 
inelastic and the right panel corresponds to the case when the acoustic phonon 
scattering is treated as an elastic scattering process. The decrease in the optical 
phonon temperature peak is only 19 K whereas the decrease in the acoustic 
phonon temperature is 33 K (This is more significant also from the point that 
lattice temperatures are lower and this value represents higher percentage than the 
change of optical phonon scattering which is affected by the overall lattice 
temperature profile.). 
 
 
 
 
 
 
 
 
 
 
Figure 37. Lattice and optical phonon temperature profiles in the silicon when 
acoustic phonon scattering is treated as inelastic (left panel) and elastic (right 
panel). The channel length is 25 nm and the applied bias is VG=VD=1.2 V. 
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CHAPTER 4. CONCLUSION AND FUTURE WORK. 
 A particle based SOI device simulator, self-consistently coupled with the 
phonon energy balance equations has been further developed by incorporating 
semi-analytical expressions for the acoustic and optical phonon scattering which 
have been successfully implemented along with the probability distribution 
functions for the final polar angle after scattering. The phonon energy balance 
equations have also been modified to account for inelastic acoustic phonon 
scattering. 
 Simulation results for two cases have been compared; this work being the 
first while the second dealing with the elastic and equipartition approximation for 
acoustic phonon scattering, based on the Debye model and optical phonon 
scattering, based on the Einstein model. From the results of both cases, we can 
infer that the lattice and phonon temperatures have decreased slightly while the 
electron temperature has reduced significantly for the first case. This is because of 
the quadratic phonon dispersion relationships that are used to calculate the 
scattering rates and implement the probability distribution functions thereby, 
giving the simulation a more realistic approach. 
 Also, on comparing the elastic and the inelastic acoustic phonon models, 
we see an increase in the lattice and phonon temperatures for the inelastic case. 
This can be attributed to the fact that the electrons transfer energy to the lattice via 
acoustic phonons as well. Also, since the acoustic phonon scattering rates for 
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emission are greater than the scattering rates for absorption, the probability of an 
electron undergoing the emission process increases. 
Moreover, after running the thermally coupled particle based SOI device 
simulator for more than 3 Gummel cycles, the current reaches steady state. Thus, 
the validity of the approach implemented for this work is justified! 
Furthermore, the particle based device simulator can be further modified 
to suit different materials for the buried oxide. More scattering mechanisms such 
as surface roughness and phonon boundary scattering can be included in the 
model. The phonon Monte Carlo can be coupled to the existing device simulator 
for studying thermal transport. Moreover, space quantization effects can also be 
incorporated in the device as an extension to the simulator. 
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