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q-DEFORMATIONS OF TWO-DIMENSIONAL YANG-MILLS THEORY:
CLASSIFICATION, CATEGORIFICATION AND REFINEMENT
RICHARD J. SZABO AND MIGUEL TIERZ
Abstract. We characterise the quantum group gauge symmetries underlying q-deformations
of two-dimensional Yang-Mills theory by studying their relationships with the matrix models
that appear in Chern-Simons theory and six-dimensional N = 2 gauge theories, together with
their refinements and supersymmetric extensions. We develop uniqueness results for quantum
deformations and refinements of gauge theories in two dimensions, and describe several potential
analytic and geometric realisations of them. We reconstruct standard q-deformed Yang-Mills
amplitudes via gluing rules in the representation category of the quantum group associated to
the gauge group, whose numerical invariants are the usual characters in the Grothendieck group
of the category. We apply this formalism to compute refinements of q-deformed amplitudes
in terms of generalised characters, and relate them to refined Chern-Simons matrix models
and generalized unitary matrix integrals in the quantum β-ensemble which compute refined
topological string amplitudes. We also describe applications of our results to gauge theories
in five and seven dimensions, and to the dual superconformal field theories in four dimensions
which descend from the N = (2, 0) six-dimensional superconformal theory.
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1. Introduction and summary
Yang-Mills theory in two dimensions has been vigorously studied over the years because of
the analytical tractability of the quantum gauge theory (see [1] for a review), originally pointed
out by Migdal [2] and further developed in [3, 4]; an exact lattice gauge theory formalism
leads to the heat kernel expansion for the partition function and correlators on any compact,
connected and oriented Riemann surface Σh of genus h. In this paper we are concerned with
the q-deformation of two-dimensional Yang-Mills theory, studied originally in [5, 6] and further
developed in [7, 8, 9, 10, 11, 12, 13]. In [7] it was shown that the partition function of topologically
twistedN = 4 Yang-Mills theory with gauge group U(N) on the ruled Riemann surfaceO(−p)→
Σh reduces to that of q-deformed U(N) Yang-Mills theory on the base Riemann surface Σh; this
relationship was further clarified and extended in [11] to show how the q-deformed gauge theory
captures the counting of instantons on Hirzebruch-Jung spaces. From this result it is anticipated
that q-deformed Yang-Mills theory provides a non-perturbative completion of topological string
theory on the rank two Calabi-Yau fibration O(p+2h−2)⊕O(−p) over Σh. These studies have
been reinvigorated in the past few years with the discovery that for p = 1 the two-dimensional
gauge theory also computes the partition function of a strongly-coupled N = 2 gauge theory
on S1×S3 [14, 15, 16]; this duality is conjecturally realised within the putative six-dimensional
N = (2, 0) superconformal theory on S3×S1×Σh in which the four-dimensional gauge theories
are specified by the Riemann surface Σh [17]. A refinement of this two-dimensional gauge theory
first appeared in its topological BF-theory form in [18] as the dual to a four-dimensional N = 2
gauge theory on S3 × S1 with two superconformal fugacities; in [19] the full (non-topological)
refined gauge theory was derived from counting BPS states in refined topological string theory
on the local Calabi-Yau threefold O(p+ 2h− 2)⊕O(−p)→ Σh with a non-selfdual graviphoton
background.
This paper is devoted to an in-depth investigation of quantum deformations and refinements
of two-dimensional Yang-Mills theory, and their deep and rich connections with a multitude of
gauge theories in higher dimensions. We lay emphasis on understanding the precise quantum
group structure of the gauge symmetries underlying these models, and a complete characteriza-
tion of quantum deformations and refinements of gauge theories in two dimensions. We clarify
the relationships between the discrete matrix models that appear in q-deformed Yang-Mills the-
ory and the continuous matrix models of Chern-Simons gauge theory using the moment problem,
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and extend these equivalences to refined settings. We also relate certain topological versions of
two-dimensional Yang-Mills amplitudes to gauge theory partition functions in all dimensions
ranging from three to seven by reformulating them in terms of (refined) unitary matrix inte-
grals; in particular, we use this connection to reproduce (refined) topological string amplitudes
from five-dimensional N = 1 gauge theory partition functions.
As we review in §2, the partition function of q-deformed Yang-Mills theory on Σh is a simple
variation of the Migdal formula (given explicitly in (2.5) below), which involves quantum dimen-
sions rather than ordinary dimensions of representations of the gauge group. This q-deformed
gauge theory bears the same relation to q-deformed representation theory as ordinary Yang-Mills
theory does to ordinary representation theory. It can be regarded as an analytic continuation of
Chern-Simons gauge theory on a Seifert fibration of degree p over the Riemann surface Σh. For
genus h = 0, the Seifert manifold is the three-sphere S3 for p = 1 (regarded as the Hopf fibration
S3 → Σ0 = S2) and the lens space L(p, 1) = S3/Zp for p > 1. In this particular q-deformation
the quadratic Casimir eigenvalues are ordinary integers because they arise from a sum over torus
bundles on Σh just as in the ordinary case, which do not undergo any deformation themselves;
this is not very natural from the point of view of quantum group theory. Another somewhat
non-canonical feature is the dependence of the deformation parameter q on the Yang-Mills cou-
pling constant. Alternatively, the approaches of [5, 6] deform the gauge symmetry to a quantum
group, and thereby avoid some of these pitfalls. The role of quantum group gauge symmetries in
the complete solution of q-deformed two-dimensional Yang-Mills theory is also stressed in [20].
Insofar as the q-deformed gauge theory is an analytic continuation of Chern-Simons theory,
which has a well understood relation to quantum groups, it is natural to explore the relation
between the field theories based on an explicit quantum deformation of the gauge group and
the field theories with undeformed gauge group where the quantum group symmetries seem to
emerge implicitly.
As a first step towards understanding this relationship, in §3 we relate the discrete matrix
models that underlie q-deformed Yang-Mills amplitudes to the continuous Chern-Simons matrix
models; matrix model techniques and relations permeate this paper and are a driving force in
much of our analysis. In particular, we establish a new relationship with the Stieltjes-Wigert
matrix model for all p ∈ Z≥0 and a new dual formulation of U(N) Chern-Simons theory as a
U(∞) matrix model; this unitary matrix model is related explicitly to the BF-theory limit of
two-dimensional Yang-Mills theory and also to the U(∞) matrix models describing N = 2 gauge
theories in six dimensions that we consider in §4.
As a next step, we develop uniqueness results for quantum deformations of two-dimensional
Yang-Mills theory in §4. We formulate the q-deformation of the heat kernel expansion by
quantum dimensions together with a q-deformed Casimir invariant, and show that it is equivalent
to ordinary Yang-Mills theory. We further show that q-deformation of the Boltzmann weight in
Migdal’s partition function is qualitatively equivalent to deformation by quantum dimensions.
As a consequence, both Klimcˇ´ık’s partition function for q-deformed Yang-Mills theory [6] and
the partition function for crystal melting with external potentials are equivalent to that of
ordinary generalized two-dimensional Yang-Mills theory. We extend these correspondences to
N = 2 gauge theories in six dimensions by rewriting their partition functions as unitary matrix
integrals and applying the strong Szego˝ limit theorem for Toeplitz determinants to evaluate
them in closed form. Our findings are somewhat in line with the arguments of Brzezin´ski and
Majid [21] that gauge theories with quantum group gauge symmetries should be defined on
quantum spaces in order to get something that is different from ordinary Yang-Mills theory. We
elaborate on this observation and consider the diagonalisation technique of [7, 10] in the context
of Yang-Mills theory on the standard Podles´ quantum sphere S2q [22]; this approach effectively
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abelianizes the non-abelian gauge theory so that its partition function (and correlation functions)
can be calculated explicitly and straightforwardly by summing the resulting abelian field theory
over all isomorphism classes of torus bundles. One advantage of this approach is that it computes
quantum fluctuations straightforwardly from Gaussian path integrals of free abelian fields (and
hence is essentially rigorous), and the non-abelian nature of the original field theory is reflected
in the determinants which arise as Jacobians in the diagonalization procedure. When applied to
torus bundles over S2q , this calculation gives a putative derivation of the heat kernel expansion
involving q-deformed Casimir eigenvalues and moreover explains why quantum group gauge
symmetries appear as ordinary gauge symmetries in this framework.
In §5 we reformulate the standard two-dimensional topological field theory construction of q-
deformed Yang-Mills amplitudes [7] in terms of a functor whose target is the semisimple ribbon
category of representations of the quantum universal enveloping algebra associated to the gauge
group U(N). This construction “categorifies” the usual building blocks of Yang-Mills amplitudes
in terms of U(N) characters, which now appear as numerical invariants in the corresponding
Grothendieck group of the ribbon category. A related modular tensor category is used in [23]
to reformulate the three-dimensional topological field theory construction of (refined) Chern-
Simons theory, which is usually based on the finite category of integrable representations of
U(N). Our ribbon category can be regarded as a certain completion of this category (which
we describe explicitly) involving direct sums of infinitely many simple objects, the irreducible
representations of the quantum group. In this way we are able to build Yang-Mills amplitudes
as numerical invariants of this category in a way in which the quantum group gauge symmetry is
manifest simply by construction, and which moreover exhibits interesting relationships amongst
different correlators. For completeness and convenience of exposition, we review all category
theory concepts and results that we use in this paper.
One of the main advantages of our categorical reformulation is that it straightforwardly allows
for various generalizations, e.g. to gauge groups other than U(N). In §6 we use this general
treatment to construct refinements of q-deformed Yang-Mills amplitudes; they are analytic con-
tinuations of the correlators in the refined Chern-Simons theory originally defined in [24]. Now
the numerical invariants arising from integration of morphisms in the ribbon category are given
by generalised characters. We extend the discrete/continuous matrix model equivalence to show
that the refined q-deformed Yang-Mills partition function for all p ∈ Z≥0 is also equivalent to
the refined Chern-Simons matrix model derived in [24] from a refined counting of BPS states of
spinning M2-branes in certain M-theory compactifications, which is a quantum β-deformation
of the usual Stieltjes-Wigert matrix ensemble. By applying the strong Szego˝ limit theorem
to evaluate generalized unitary matrix models in the quantum β-ensemble, we relate various
refinements of the two-dimensional gauge theories, together with their supersymmetric exten-
sions, to supersymmetric gauge theories in five, six and seven dimensions; we also describe some
uniqueness results for refinements of two-dimensional gauge theories. In particular, building on
constructions from the unrefined case [25], we expect that our refined U(∞) matrix models could
be relevant to Macdonald refined stochastic processes [26]. We conclude by applying some of the
formalism of generalised characters to discuss possible physical derivations of refined q-deformed
Yang-Mills amplitudes directly from the perspective of two-dimensional quantum field theory.
Three appendices at the end of the paper include some of the more technical details which
are used in the main text: Appendix A summarises pertinent aspects of the quantum universal
enveloping algebra of the Lie algebra of the gauge group U(N) that we use, Appendix B describes
techniques for evaluating Toeplitz determinants that are used in our analysis of unitary matrix
models throughout the paper, and Appendix C contains more intricate details concerning our
category theory constructions.
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2. Two-dimensional Yang-Mills theory and its q-deformations
In this section we review some computational aspects and exact analytical expressions for the
quantum partition function of two-dimensional Yang-Mills theory. We then survey some of the
various q-deformed versions which have appeared in the literature.
2.1. Ordinary gauge theory.
The action of Yang-Mills theory with compact gauge group G on an arbitrary connected and
oriented Riemann surface Σ with unit area form dµ is given by
(2.1) SYM[A] =
1
4gs
(
FA, FA
)
:= − 1
2gs
∫
Σ
dµ Tr
(
F 2A
)
,
where the positive parameter gs plays the role of the coupling constant, FA ∈ Ω2(Σ, g) is the
curvature of a gauge connection A ∈ Ω1(Σ, g) on a trivial principal G-bundle over Σ, and Tr is
an invariant quadratic form on the Lie algebra g of G. Note that the definition (2.1) does not
depend on any choice of metric on the surface, but only on a choice of measure dµ on Σ which
represents the generator of H2(Σ,Z) = Z. In this paper we are mainly interested in the case of
a unitary gauge group G = U(N); then Tr refers to the trace in the fundamental representation
of G. We denote by A = Ω1(Σ, g) the affine space of gauge connections and by G = Ω0(Σ, G)
the group of gauge transformations.
The quantum gauge theory is defined by the path integral
(2.2) ZYM(gs; Σ) :=
1
vol(G)
( 1
2pi gs
)dimG/2 ∫
A
Dµ[A] exp
(− SYM[A]) ,
where Dµ[A] is the translation-invariant Riemannian measure induced by the metric (−,−)
on A. We similarly define an invariant metric on G (by the same formula), which formally
determines the volume of G.
We can also write this partition function as
(2.3) ZYM(gs; Σ) =
1
vol(G)
∫
A
Dµ[A]
∫
Ω0(Σ,g)
Dµ[φ] exp
(− SBF[φ,A]) ,
where
(2.4) SBF[φ,A] = i 〈FA, φ〉+ gs
2
(
φ , φ
)
= −
∫
Σ
Tr
(
iφFA − gs
2
φ2 dµ
)
is the first order form of the Yang-Mills action functional; in the weak coupling limit gs = 0
this is the action for topological BF-theory on the Riemann surface Σ and in this case (2.3)
computes the symplectic volume of the moduli space of flat G-connections on Σ. The Euclidean
measure Dµ[φ] on the Lie algebra of G is determined by the same invariant form that we use
to define the volume vol(G). We may regard the curvature FA ∈ Ω2(Σ, g) as an element of the
dual of the Lie algebra of G; then 〈−,−〉 denotes the pairing between the Lie algebra of G and
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its dual. The equality between (2.2) and (2.3) follows from the functional Gaussian integration
over the scalar field φ ∈ Ω0(Σ, g).
The Yang-Mills partition function can be defined and evaluated rigorously via a combinatorial
formalism obtained through lattice regularization [4, 1]. This leads to the combinatorial heat
kernel expansion for the partition function on a compact Riemann surface Σh of genus h which
is given by Migdal’s formula
(2.5) ZM(gs; Σh) =
( vol(G)
(2pi)dimG
)2h−2 ∑
λ
(dimλ)2−2h exp
(
− gs
2
C2(λ)
)
,
where the sum runs over all isomorphism classes of irreducible unitary representations of the
gauge group G, dimλ is the dimension of the representation λ, and C2(λ) is the quadratic
Casimir invariant of λ associated with the invariant quadratic form Tr on the Lie algebra g.
Here vol(G) is the volume of G determined by Tr ; we will usually drop this volume factor (as
well as other normalization constants) in the following. The formula (2.5) can also be derived
in an operator formalism from canonical quantization of the continuum gauge theory defined by
the action (2.4) [27]. For G = U(N) the representations can be identified with N -component
partitions λ = (λ1, . . . , λN ) (equivalently Young diagrams), which are the highest weights. The
dimension and quadratic Casimir eigenvalue of the corresponding representation are then given
by the explicit formulas
dimλ =
∏
i<j
λi − λj + j − i
j − i and C2(λ) = 〈λ, λ+ 2ρ〉 =
N∑
i=1
(
λ2i + (N + 1− 2i)λi
)
,
where 〈λ, µ〉 := ∑i λi µi is the invariant bilinear pairing induced by Tr and
ρi =
N − 2i+ 1
2
are the components of the Weyl vector ρ of G (the half-sum of positive roots).
In the following we will also exploit the relationship with the specialization of the Schur
polynomials sλ(x) in N variables x = (x1, . . . , xN ), which form an orthonormal basis on the
ring of symmetric polynomials with respect to the Hall inner product [28]; they can be defined
as the character of the g-module λ evaluated on a matrix X whose eigenvalues are x1, . . . , xN ,
i.e. sλ(x) = Tr λ(X). Then the Weyl dimension formula for the irreducible representation of G
with highest weight λ can be expressed as
dimλ = sλ(1, . . . , 1) .
Rather than working directly with (2.5), it will sometimes be more practical to change sum-
mation variables µi = λi + N − i for i = 1, . . . , N and use the associated discrete Gaussian
matrix model [29]
(2.6) ZM(gs; Σh) =
∑
µ∈ZN
∏
i<j
(µi − µj)2−2h exp
(
− gs
2
N∑
i=1
µ2i
)
,
which agrees with (2.5) up to a standard area-dependent renormalization µi → µi−N−12 . The di-
mensions in (2.5) lead to a Vandermonde determinant and the Casimir invariants give the Gauss-
ian potential of the matrix model, but in terms of the discrete eigenvalues µ = (µ1, . . . , µN ) ∈ ZN .
The expansion (2.6) can also be derived directly from (2.3) by the technique of diagonaliza-
tion [30]. As we will make reference to it later on, let us briefly review this calculation. The crux
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of the technique is the classical Weyl integral formula for Lie algebras: Let f(φ) be a conjugation
invariant function on the Lie algebra g,
f
(
g−1 φ g
)
= f(φ) for g ∈ G ,
and assume that it is integrable with respect to the normalized invariant Haar measure dφ on
g. The Lie algebra element φ ∈ g can be conjugated by an element U ∈ G into the Cartan
subalgebra h ⊂ g; then f(φ) depends only on the eigenvalues (φ1, . . . , φN ) ∈ RN . Integrating
over U gives a factor of the order of the Weyl group W = SN of G = U(N), which is the residual
group of conjugation symmetries of h acting by permutations of the eigenvalues. Then the Weyl
integral formula reads as
(2.7)
∫
g
dφ f(φ) =
1
N !
∫
RN
N∏
i=1
dφi
∏
j<k
(φj − φk)2 f(φ1, . . . , φN ) ,
where the Vandermonde determinant factor arises as the Jacobian for the change of variables
induced by conjugation into the Cartan subalgebra.
Let us now apply the diagonalization formula (2.7) to the BF-form of the partition function
(2.3). For this, we observe that the functional
(2.8) F [φ] :=
1
vol(G)
∫
A
Dµ[A] exp
(− SBF[φ,A])
for fixed φ ∈ Ω0(Σ, g) is conjugation invariant. We can thus use a local gauge transformation
U to impose the torus gauge condition where the scalar field φ ∈ Ω0(Σh, g) takes values in
the Cartan subalgebra h of the Lie algebra g = h ⊕ k. However, while the diagonalised field
φ = (φ1, . . . , φN ) ∈ Ω0(Σh, h) is globally-defined and smooth, there are obstructions to finding
smooth gauge functions U ∈ G globally; these obstructions are parametrized by the set of all
isomorphism classes of non-trivial torus bundles Ln → Σh with structure group the maximal
torus T = U(1)N , which arise as restrictions of the original trivial principal G-bundle over
Σh [31]. The h-component A
h of the gauge connection A = (Ah, Ak) ∈ Ω1(Σh, g) is a gauge field
on a principal torus bundle Ln → Σh, while the k-components Ak are sections of the associated
vector bundle Ln ×T k. The path integral version of the Weyl integral formula (2.7) should
then include a sum over contributions from connections on all isomorphism classes of T -bundles;
we denote the affine space of abelian gauge connections on a principal T -bundle Ln → Σh
by An. The maximal torus bundles Ln → Σh are parametrized by their first Chern classes
c1(Ln) = n = (n1, . . . , nN ) ∈ ZN ; by Chern-Weil theory one has
1
2pi
∫
Σh
dAhi = ni
for Ah = (Ah1, . . . , A
h
N ) ∈ An. Then the Weyl integral formula for the partition function (2.3)
gives
ZYM(gs; Σh) =
1
vol(G)
∑
n∈ZN
∫
An
Dµ[Ah]
∫
Ω1(Σh,Ln×T k)
Dµ[Ak]
×
∫
Ω0(Σh,RN )
N∏
i=1
Dµ[φi]
[ ∏
j<k
(φj − φk)2
]
exp
(− SBF[φ,Ah, Ak]) ,
where
(2.9) SBF[φ,A
h, Ak] =
N∑
i=1
∫
Σh
(
− iφi dAhi +
gs
2
φ2i dµ
)
+
∑
α∈Ad(G)
∫
Σh
〈α, φ〉Akα ∧Ak−α
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and α ∈ Ad(G) are the roots of the Lie algebra g. Integrating over Akα gives an inverse functional
determinant induced by a one-form in Ω1(Σh). As demonstrated in [30], by using the Hodge
decomposition of forms on Σh one finds that only harmonic forms contribute and yield Vander-
monde determinant factors
∏
i<j (φi − φj)−2h, as there are 2h linearly independent harmonic
one-forms on the Riemann surface Σh. Altogether this reduces the path integral (2.3) to that of
an abelian gauge theory based on the maximal torus T = U(1)N . Any gauge field Ah ∈ An can
be decomposed as Ah = ah + A˜h, where the monopole connections ah obey dahi = 2pi ni dµ and
integrating over A˜hi ∈ Ω1(Σh) gives delta-function constraints
dφi = 0
which imply that the scalar fields φi are constant on Σh for each i = 1, . . . , N . The complete
path integral is now reduced to a sum of finite-dimensional integrals
ZYM(gs; Σh) =
∑
n∈ZN
∫
RN
N∏
i=1
dφi e
2pi ini φi− gs2 φ2i
∏
j<k
(φj − φk)2−2h .
The sum over torus bundles n ∈ ZN gives periodic delta-functions via the Poisson resummation
formula ∞∑
ni=−∞
e 2pi ini φi =
∞∑
µi=−∞
δ(φi − µi) ,
and we arrive finally at the discrete Gaussian matrix model (2.6).
2.2. q-deformed gauge theories.
An interesting variant of the model described above is the “q-deformation” of two-dimensional
Yang-Mills theory. Formally, it arises when one considers the partition function (2.3) but now
with the Gaussian integral taken over the domain φ ∈ Ω0(Σ, G). The partition function of
q-deformed Yang-Mills theory on Σh can again be computed by diagonalization [7, 10] and it
results in a simple variation of (2.5) given by the expansion
(2.10) Z(p)M (q; Σh) =
∑
λ
(dimq λ)
2−2h exp
(
− p gs
2
C2(λ)
)
,
but now involving the quantum dimensions
dimq λ = sλ
(
qρ
)
= q|λ|/2 sλ
(
1, q, . . . , qN−1
)
=
∏
i<j
[λi − λj + j − i]q
[j − i]q
of the representations of G given by the Weyl character formula, where p ∈ Z>0, the deformation
parameter is q := e−gs and we have defined qρ := (qρ1 , . . . , qρN ). Here |λ| := ∑i λi is the number
of boxes in the Young diagram corresponding to the partition λ, and the symmetric q-number
(2.11) [x]q :=
qx/2 − q−x/2
q1/2 − q−1/2
is defined for q 6= 1 and any x ∈ R; note that
[n]q =
n∑
i=1
q
1
2
(n−2i+1) for n ∈ Z>0 .
One can analytically continue this expression to arbitrary values q ∈ C. When q = e 2pi i /(k+N)
is a root of unity, the series (2.10) acquires an affine Weyl symmetry and should be truncated
to the Weyl alcove consisting of integrable representations of G at level k; the resulting sum
is then the partition function of Chern-Simons gauge theory at level k ∈ Z on a circle bundle
of degree p over the Riemann surface Σh. For p = 1 it is related to the Gk-WZW model on
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Σh. For p = 0 the gauge theory is a q-deformation of two-dimensional BF-theory and the
partition function reproduces the Verlinde formula for the dimension of the Hilbert space of
Gk-WZW conformal blocks on Σh; this q-deformed BF-theory is the gauged G/G WZW model,
or equivalently Chern-Simons theory on the trivial circle bundle Σh×S1, and it may be regarded
as a non-linear deformation of ordinary Yang-Mills theory. For generic p the partition function
(2.10) computes certain intersection indices on the moduli space of Yang-Mills connections on
Σh, including those which are not flat. The connections between these two-dimensional and
three-dimensional field theories are also analysed in [32].
The discrete matrix model corresponding to (2.10) involves a q-deformed Vandermonde de-
terminant and an ordinary Gaussian potential; it is given by [7]
(2.12) Z(p)M (q; Σh) =
∑
µ∈ZN
∏
i<j
[µi − µj ]2−2hq exp
(
− p gs
2
N∑
i=1
µ2i
)
.
The ordinary Yang-Mills partition functions ZM(g˜s; Σh) from (2.5) and (2.6) are respectively
recovered from (2.10) and (2.12) in the double scaling limit p→∞, gs → 0 (so that q → 1) with
the renormalized coupling constant g˜s := p gs fixed.
In the formulation of [7, 10], the q-deformation arises from the change of integration measure
for the compact scalar field φ, or alternatively, from the point of view of diagonalization, from a
restricted sum over torus bundles to those which are of torsion class Zp; it can be understood in
terms of the difference between the Weyl integral formulas for Lie groups and for Lie algebras.
For this, let f(U) be a conjugation invariant function on the Lie group G,
f
(
g−1 U g
)
= f(U) for g ∈ G ,
and assume that it is integrable with respect to the normalized invariant Haar measure dU on G.
We can again conjugate U ∈ G = U(N) into the maximal torus T = U(1)N ; then f(U) depends
only on the eigenvalues (u1, . . . , uN ) ∈ (S1)N . We parametrize these eigenvalues as ui = e iφi
with φi ∈ [0, 2pi) for i = 1, . . . , N . Then the Weyl integral formula relates the measure on
G/Ad(G) = T/W coming from the Haar measure on G with the Haar measure on T , and it
modifies (2.7) to
(2.13)
∫
G
dU f(U) =
1
N !
∫
[0,2pi)N
N∏
i=1
dφi
2pi
∏
j<k
4 sin2
( φj − φk
2
)
f(φ1, . . . , φN )
where f(φ1, . . . , φN ) := f( e
iφ1 , . . . , e iφN ); here the determinant of the conjugation map on G
is the Weyl determinant. We now follow the same steps that led to the formula (2.6) from (2.7).
The path integral is given by
Z
(p)
YM(q; Σh) =
1
vol(G)
∑
n∈ZN
∫
An
Dµ[Ah]
∫
Ω1(Σh,Ln×T k)
Dµ[Ak]
×
∫
Ω0(Σh,(R/2pi Z)N )
N∏
i=1
Dµ[φi]
[ ∏
i<j
4 sin2
( φj − φk
2
)]
× exp (− S(p)BF[φ,Ah, Ak]) ,
where the action (2.9) is now modified to
S
(p)
BF[φ,A
h, Ak] =
1
gs
N∑
i=1
∫
Σh
(
− iφi dAhi +
p
2
φ2i dµ
)
+
∑
α∈Ad(G)
∫
Σh
(
1− e i 〈α,φ〉)Akα ∧Ak−α
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and we have rescaled gs → p gs and φ → φ/gs in the original BF-theory action (2.4). The sum
over torus bundles in this way yields the q-deformed discrete Gaussian matrix model (2.12).
A similar formula for the partition function is derived in the lattice formulation of [5], wherein
the gauge algebra is taken to be the quantum universal enveloping algebra Uq(g) (see Appen-
dix A); invariance of the lattice gauge fields under the coaction of Uq(g) implies that the algebra
of gauge fields coincides with the noncommutative exchange algebra of gauge fields which arises
in Hamiltonian quantization of lattice Chern-Simons theory [33]. By using a suitable q-analog of
the usual lattice Yang-Mills-Haar measure, the partition function for the resulting q-deformation
of Yang-Mills theory is given by a similar series over q-weights.
In [6], Klimcˇ´ık considers a general class of “Poisson-Lie Yang-Mills theories” which are ob-
tained by an isotropic gauging of the WZW model on a double D(G) of the gauge group G;
these field theories are gauge invariant with respect to two mutually commuting actions of G,
and their zero coupling limits are Poisson sigma-models on Σ. When D(G) = T ∗G ∼= Go g∗ is
the cotangent bundle of G, the partially gauge-fixed action is that of the standard Yang-Mills
theory (2.4) and the associated Poisson sigma-model is BF-theory on Σ. When D(G) = G×G,
the associated Poisson sigma-model is the G/G WZW model. Our main interest here is the
Lu-Weinstein-Soibelman Drinfel’d double D(G) = GC, with the complexification of G regarded
as a real group. In this case there is an extra parameter ~−1 which multiplies the invariant
non-degenerate form Im Tr on the Lie algebra of D(G), and we set q := e−4pi ~ (now indepen-
dently of the coupling gs); this defines a one-parameter deformation of the standard Yang-Mills
theory, which is recovered in the limit q → 1. The associated Poisson sigma-models now include
the standard ones whose perturbation series compute the Kontsevich formality maps for global
deformation quantization [34]. Klimcˇ´ık finds a suitable extension of the diagonalization tech-
nique to accomodate the double D(G) = GC, which follows from a generalization of the Weyl
integral formula (2.13) based on an alternative form of the Cartan decomposition of elements of
GC. Proceeding as before to write the path integral as a sum over contributions from all torus
bundles on Σh, one derives the combinatorial expansion [6, eq. (128)]
(2.14) ZK(gs, q; Σh) =
∑
λ
(dimq λ)
2−2h exp
(
− gs
2
N∑
i=1
(
[λi + ρi]
2
q − [ρi]2q
))
.
When q = 1 this is just the heat kernel expansion (2.5) of ordinary Yang-Mills theory. For
gs = 0 and q a root of unity, the truncation of this series to integrable highest weights gives the
Verlinde formula.
Brzezin´ski and Majid [35] also consider a version of q-deformed Yang-Mills theory based on a
general construction of quantum group-valued connections on quantum principal bundles with
Hopf algebra fibre. However, its quantization is not clear, as it is not obvious how to define the
path integral on a space of connections taking values in Uq(g) such that the ordinary Yang-Mills
partition function is recovered in the classical limit q → 1. We shall return to the issue of
properly implementing the quantum group gauge symmetry in §6.7.
3. Continuous matrix models
In this section we will explicitly relate the discrete matrix models (2.12) for q-deformed Yang-
Mills theory on the sphere Σ0 = S
2 to the continuous Stieltjes-Wigert matrix models for Chern-
Simons gauge theory on the lens space L(p, 1) = S3/Zp for all p ∈ Z>0.
The Stieltjes-Wigert matrix model is characterized by certain mathematical features which
are not present in classical random matrix ensembles [36]. In particular, it is defined by a weight
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function on R>0 of log-normal type
(3.1) ωSW(x; s) :=
s√
pi
e−s log
2 x with s ∈ R>0 ,
which leads to an indeterminate moment problem [37]. This implies that the Stieltjes-Wigert or-
thogonal polynomials that solve the Chern-Simons matrix model [38] are not dense in the Hilbert
space L2
(
R>0 , ωSW(x; s) dx
)
[38, 39]; one consequence of this feature is the exact discretiza-
tion of the matrix model [39]. The Stieltjes-Wigert polynomials depend on the q-parameter
q = e−1/2s2 .
Recall from (2.6) that the partition function of ordinary two-dimensional Yang-Mills theory
on S2 can be expressed as a discrete Gaussian matrix model
ZM(gs;S2) =
∑
u∈ZN
exp
(
− gs
2
N∑
i=1
u2i
) ∏
j<k
(uj − uk)2 .
Unlike the continuous case, which is a Gaussian unitary ensemble that is solved with Hermite
polynomials [36], the discrete Gaussian weight does not have a closed system of orthogonal
polynomials associated to it [29]. In fact, the large N phase transition of the gauge theory is
related to the discrepancy between the discrete and continuous matrix models [29].
In marked contrast, the orthogonal polynomials for the discrete matrix model of Chern-Simons
theory are, just as in the continuous case, the Stieltjes-Wigert polynomials [38]; this is related
to the fact that the orthogonality measure for the Stieltjes-Wigert polynomials is not uniquely
determined, and also to the absence of a large N phase transition in the q-deformed gauge theory
in this case [9]. We demonstrate this in detail below, showing explicitly the equivalence between
the discrete and continuous versions of the Chern-Simons matrix model. This calculation fills
in the details of the derivation in [39, eqs. (25)–(26)] and gives explicitly the corresponding
normalization constants. It specifically relates q-deformed Yang-Mills theory on S2 for p = 1,
which is characterized by a discrete matrix model, with Chern-Simons theory on S3, which
was originally described by a continuous matrix model [40]. The moment problem will also
be employed below to study the analogous relationship in the case p 6= 1; we show that in
this instance the discrete matrix model is related to certain correlators in the Stieltjes-Wigert
ensemble. We further comment on some aspects of the equivalent representation of the Stieltjes-
Wigert matrix model as a unitary matrix model, as this correspondence will be exploited in our
later considerations; in contrast to the weight functions defined on R, weight functions on the
unit circle S1 are always moment-determined [36].
3.1. L(1, 1) matrix model.
We begin with the discrete matrix model (2.12) for the partition function (2.10) on Σ0 = S
2 for
p = 1 and rewrite it as a continuous matrix model. We have
Z(1)M (q;S2) =
∑
u∈ZN
exp
(
− gs
2
N∑
i=1
u2i
) ∏
j<k
4 sinh2
( gs
2
(uj − uk)
)
=
∑
u∈ZN
exp
(
− gs
2
N∑
i=1
u2i
)
exp
(
(N − 1) gs
N∑
i=1
ui
) ∏
j<k
(
e−gs uj − e−gs uk)2
=
∑
u∈ZN
q
1
2
∑
i u
2
i (σ q)
∑
i ui
∏
j<k
(quj − quk)2
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where we have introduced σ := eN gs = q−N with q := e−gs as usual. This gives
Z(1)M (q;S2) =
∑
u∈ZN
N∏
i=1
σui q
1
2
u2i+ui
∏
j<k
(quj − quk)2
= σN (1−N)
∫
RN>0
N∏
i=1
dxi
∞∑
ni=−∞
σni q
1
2
n2i+ni δ(xi − σ qni)
∏
j<k
(xj − xk)2
= σN (1−N) qN/2M(q, σ)N
∫
RN>0
N∏
i=1
dxi wd(xi; q, σ)
∏
j<k
(xj − xk)2 ,(3.2)
where the normalization M(q, σ) has a triple product form
(3.3) M(q, σ) :=
(− σ q3/2 ; q)∞ (−σ−1 q−1/2 ; q)∞ (q ; q)∞ ,
and for a, q ∈ C with |q| < 1 and k ∈ Z>0 ∪ {∞} we use the standard hypergeometric notation
for the q-shifted factorial
(a; q)k :=
k−1∏
n=0
(
1− a qn) and (a; q)0 := 1 .
In (3.2) we have introduced the two-parameter family of discrete measures on R>0 given by
(3.4) wd(x; q, σ) :=
1√
qM(q, σ)
∞∑
n=−∞
σn q
1
2
n2+n δ(x− σ qn) .
The family
(
wd(x; q, σ)
)
σ>0
is completely determined by the values σ ∈ (q, 1], and translation
invariance of the sums leads to the discrete scaling symmetry [41]
(3.5) M(q, q σ) =
M(q, σ)
σ
√
q
and wd(x; q, q σ) = wd(x; q, σ) .
The indeterminacy of the moment problem implies that the discrete measure (3.4) is equivalent
to the continuous distribution (3.1) [42, 43, 44]. Note that even though there are infinitely many
discrete measures wd(x; q, σ) which are equivalent to ωSW(x;σ), in (3.2) we take σ = q
−N , which
by (3.5) is equivalent to the choice σ = 1. The equivalence between wd(x; q, 1) and ωSW
(
x; 1√
2gs
)
enables us to write
(3.6) Z(1)M (q;S2) = σN (1−N) qN/2M(q, σ)N
∫
RN>0
N∏
i=1
dxi ωSW
(
xi ;
1√
2gs
) ∏
j<k
(xj − xk)2 ,
which up to overall normalization is the partition function ZN (q) for Chern-Simons gauge theory
on the three-sphere S3 [38].
In this way one arrives at a rather simple relation between the discrete and continuous
Stieltjes-Wigert ensembles given by
ZN (q) :=
( gs
2pi
)−N/2 ∫
RN
N∏
i=1
dui
2pi
e−u
2
i /2gs
∏
j<k
4 sinh2
( uj − uk
2
)
(3.7)
=
( q− 12 (1−2N+3N2)(− q 32−N ; q )∞ (− qN− 12 ; q)∞ (q ; q)∞
)N
×
∑
n∈ZN
exp
(
− gs
2
N∑
i=1
n2i
) ∏
j<k
4 sinh2
( gs
2
(nj − nk)
)
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where ui = log xi. This relates the matrix model that arises in q-deformed Yang-Mills theory
on S2 with p = 1 (in the second line of (3.7)) to the matrix model in Chern-Simons theory on
S3 (in the first line of (3.7)). It strengthens the analogous relationship derived in [45] where the
integration in (3.7) was interpreted as a Jackson q-integral.
3.2. L(p, 1) matrix model.
We now consider the case of general degree p ∈ Z>0. Then the discrete matrix model (2.12) for
q-deformed Yang-Mills theory on S2 is given by
(3.8) Z(p)M (q;S2) =
∑
u∈ZN
exp
(
− p gs
2
N∑
i=1
u2i
) ∏
j<k
4 sinh2
( gs
2
(uj − uk)
)
.
In the continuous limit gs → 0 with the rescaling ui → gs ui, this expression becomes
(3.9) lim
q→1
Z(p)M (q;S2) =
∫
RN
N∏
i=1
dui e
− p
2gs
u2i
∏
j<k
4 sinh2
( uj − uk
2
)
.
By (3.7) the model defined by the partition function (3.9) is equivalent to the discrete matrix
model
Z(p)SW(q;S2) :=
∑
v∈ZN
exp
(
− gs
2p
N∑
i=1
v2i
) ∏
j<k
4 sinh2
( gs
2p
(vj − vk)
)
.
By making the change of variables vi = p ui we obtain
(3.10) Z(p)SW(q;S2) =
∑
u∈(Z/p)N
exp
(
− p gs
2
N∑
i=1
u2i
) ∏
j<k
4 sinh2
( gs
2
(uj − uk)
)
.
This shows that, when p > 1, the q-deformed gauge theory is actually a subsector of the discrete
version of the Stieltjes-Wigert ensemble. This observation suggests a decomposition into sectors
Z(p)SW[n](q;S2) labelled by elements ni = 0, 1, . . . , p− 1 for i = 1, . . . , N of the cyclic group Zp in
each of which the summation variables are restricted to ui ∈ Z+ nip . Then
Z(p)SW(q;S2) =
∑
n∈ZNp
Z(p)SW[n](q;S2) .
The different torsion sectors ni are interlaced with one another through the hyperbolic sine
function in (3.10); the model (3.8) is recovered as the trivial sector ni = 0 for i = 1, . . . , N .
Therefore, to study the discrepancy between the continuous matrix model (3.9) and the discrete
matrix model (3.8), we will write the latter as a projection from the full ensemble
Z(p)M (q;S2) = Z(p)SW[0](q;S2) .
For this, we assume that q = ζk is a k-th root of unity, so that q
k = 1 (this is, in particular,
the case relevant for the connection with Chern-Simons gauge theory). Consider the polynomial
(3.11) Γk,p(z) =
zk p − 1
zk − 1 =
p−1∑
m=0
zkm .
This is an equally spaced polynomial which arises in the study of finite fields [46] (here Zp); for
k = 1 it is known as the “all in one polynomial”. One then has
Γk,p(q
u) = p δn,0 for u ∈ Z+ np .
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Thus by introducing the multivariable polynomial extension of (3.11) given by
Γk,p(z1, . . . , zN ) =
1
pN
N∏
i=1
Γk,p(zi) ,
we obtain
Z(p)SW[0](q = ζk;S2) =
〈
Γk,p(q
u1 , . . . , quN )
〉
SW
where the average is taken in the full discrete Stieltjes-Wigert matrix model (3.10). Since
Γk,p(z1, . . . , zN ) is a polynomial, only integer moments are involved in computing this correlator
and the discrete/continuous equivalence, due to the indeterminate moment problem, applies to
it as well. Hence we can write the average in the continuous matrix model to get
Z(p)SW[0](q = ζk;S2) =
∫
RN
N∏
i=1
dui e
− p
2gs
u2i
e k p ui − 1
e k ui − 1
∏
j<k
4 sinh2
( uj − uk
2
)
,
or alternatively by setting ui = log xi we may write
Z(p)SW[0](q = ζk;S2) =
∫
RN>0
N∏
i=1
dxi ωSW
(
xi ;
√
p
2gs
)
Γk,p(xi)
∏
j<k
(xj − xk)2 .
For p = 1 these expressions respectively recover the continuous Stieltjes-Wigert matrix model
representations (3.7) and (3.6).
3.3. Unitary matrix models.
For later reference, we briefly discuss the unitary matrix model that describes the U(N) Chern-
Simons gauge theory on S3 [47]. It is given by the partition function
(3.12) ZN (q) =
∫
[0,2pi)N
N∏
i=1
dφi
2pi
Θ
(
e iφi ; q
) ∏
j<k
∣∣ e iφj − e iφk ∣∣2 ,
where the weight function of the matrix model is the Jacobi elliptic function
(3.13) Θ(z; q) :=
∞∑
n=−∞
qn
2/2 zn .
This theta-function can be written in a product form by using the Jacobi triple product identity
(3.14) Θ(z; q) =
(
q ; q
)
∞
(√
q z ; q
)
∞
(√
q z−1 ; q
)
∞ .
By the Heine-Szego˝ identity (see Appendix B), one can write the unitary matrix integral (3.12)
as a Toeplitz determinant and derive the exact analytical expression [25]
(3.15) ZN (q) =
N−1∏
k=1
(
1− qk)N−k
for the partition function (3.7) of the Stieltjes-Wigert matrix model.
The U(N) Chern-Simons theory has a dual formulation as a U(∞) matrix model with the
product form (3.14) of the theta-function truncated at N : It can be written as
(3.16) ZN (q) = (q; q)
N
∞
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
ΘN
(
e iφi ; q
)
(q; q)N
∏
j<k
∣∣ e iφj − e iφk ∣∣2 ,
where the infinite-dimensional integration is defined as the N →∞ limit of the finite N eigen-
value model (see Appendix B for a discussion of the related convergence issues); the weight
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function of the matrix model is now a truncated theta-function which satisfies a finite version
of the Jacobi triple product identity (see e.g. [48])
ΘN (z; q) = (q; q)N
N∑
n=−N
[
2N
n+N
]
q
qn
2/2 zn =
(
q ; q
)
N
(√
q z ; q
)
N
(√
q z−1 ; q
)
N
(3.17)
and [
n
k
]
q
:=
(q; q)n
(q; q)k (q; q)n−k
is the q-binomial coefficient defined for n, k ∈ Z≥0 with n ≥ k; the weights (q; q)n here have
an algebraic interpretation as the polynomials which compute the number of flags in an n-
dimensional vector space over a field with q elements. To prove the formula (3.16), we use the
Cauchy-Binet formula for the normalization of the Schur measure [28]
(3.18)
∑
λ
sλ(x) sλ(y) =
∏
i,j≥1
1
1− xi yj ,
together with the Gessel identity (see e.g. [25]) which writes the left-hand side of (3.18) as a
Toeplitz determinant. This gives
N∏
i,j=1
1
1− xi yj =
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
N∏
j=1
(
1 + xj e
iφi
) (
1 + yj e
− iφi) ∏
k<l
∣∣ e iφk − e iφl∣∣2 .
At the principal specialization xi = yi = q
i− 1
2 for i = 1, . . . , N , this identity shows that (3.16) is
equal to (3.15).
This result can also be checked by explicit computation, using the Selberg integral: The U(k)
version of the matrix integral (3.16) can be computed as [49]∫
[0,2pi)k
k∏
i=1
dφi
2pi
Θn
(
e iφi ; q
)
(q; q)n
∏
j<k
∣∣ e iφj − e iφk ∣∣2
=
k−1∏
i=0
(q; q)i+2n (q; q)i
(q; q)2i+n
=
n−1∏
j=0
(q; q)j (q; q)k+j+n
(q; q)j+n (q; q)k+j
.(3.19)
The two equivalent expressions in (3.19) make manifest the duality described above: Using the
property (q; q)n = (1 − qn−1) (q; q)n−1, with either the limit k → ∞, n = N or the dual limit
k = N , n→∞ we arrive at the partition function for U(N) Chern-Simons theory on S3.
The principal specialization of the Cauchy-Binet formula (3.18) also demonstrates that, up
to area-dependent renormalization, the topological limit p = 0 of the partition function (2.10)
for q-deformed Yang-Mills theory on S2 is related to the unitary matrix models discussed here
via
(3.20) Z(0)(q;S2) =
∑
λ
(dimq λ)
2 =
ZN (q)
(q; q)N∞
.
Notice that while the consideration of the q-Pochammer symbol piece in (3.14) in the cor-
responding unitary matrix model leads to the Chern-Simons partition function, its absence in
the matrix model gives rise to the MacMahon function (see §4.4 for more details). This was
discussed in [25] and it corresponds to the relationship between the partition functions of Chern-
Simons theory on S3 and Donaldson-Thomas theory on C3. This type of relationship has later
on emerged again in the study of five-dimensional maximally supersymmetric Yang-Mills theory
on S5 [50, 51], where it was found that the perturbative partition function of the Yang-Mills
theory is given by the partition function of Chern-Simons theory on S3.
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4. Classification
In this section we analyse the effect of a full q-deformation of the Migdal partition function
(2.5), which is a simple and natural modification from the perspective of quantum group theory.
By “full q-deformation” we mean a q-deformation of the dimensions, of the Casimir operator,
and of the exponential function, the three main ingredients that figure into the combinatorial
formula (2.5). This problem is partly inspired by the form of Klimcˇ´ık’s partition function (2.14),
which involves q-deformed Casimir eigenvalues [C2(λ)]q and is obtained from the partition func-
tion (2.10) by a full q-deformation of the heat kernel action. Another source of inspiration comes
from the observation of [20] that the generic usage of quantum dimensions in the combinato-
rial quantization of two-dimensional Yang-Mills theory necessitates a modification of the usual
Migdal gluing rules.
We shall now argue that (2.10) is essentially equivalent to a full q-deformation, and that the
analogous combinatorial expansion involving a quantum dimension together with q-deformed
Casimir invariants, as in (2.14), yields ordinary two-dimensional Yang-Mills theory. We will
also classify the qualitative effects of partial q-deformations of the partition function (2.5).
For example, we shall find that incorporating a q-exponential function instead of an ordinary
Boltzmann weight in the heat kernel expansion has a very similar effect to using quantum
dimensions instead of ordinary dimensions; we suggest a geometric interpretation of the gauge
theory involving q-exponentials on a quantum torus.
In §4.4 we give a concrete application of these equivalences to the problem of crystal melting
with an external potential [52], whose partition function is the generating function for correlators
in a five-dimensional N = 1 supersymmetric gauge theory; it can be interpreted in terms of q-
deformed two-dimensional BF-theory and certain supersymmetric extensions. We will show that
the potentials considered in this model can be regarded as q-deformed Casimir operators, and
then apply the analysis of §4.1 which shows that the heat kernel expansion involving quantum
dimensions together with a q-deformed Casimir operator is essentially equivalent to ordinary
generalized two-dimensional Yang-Mills theory [53, 54] which is defined by the partition function
(4.1) ZgenM (gs, t; Σh) =
∑
λ
(dimλ)2−2h exp
(
− gs
2
∞∑
k=1
tk Ck(λ)
)
,
where t = (t1, t2, . . . ) is a set of coupling constants and
Ck(λ) =
N∑
i=1
(λi − i+ 1)k
∏
j 6=i
(
1− 1
λi − λj + j − i
)
is the k-th Casimir operator eigenvalue in the representation λ. The addition of higher Casimir
operators in (4.1) corresponds to the deformation of the BF-theory type action (2.4) by adding
the operators
∑
k tk Tr
(
φk
)
in the ring of invariant polynomials S(g∗)G on the Lie algebra g; we
suggest a geometric interpretation of the gauge theory involving q-Casimirs on a quantum sphere.
We further demonstrate that this gives a new way of relating these gauge theories to unitary
matrix models which are large N limits of the unitary matrix models for U(N) Chern-Simons
gauge theory that we considered in §3.3.
4.1. Klimcˇ´ık deformations.
While it is possible to work directly with the heat kernel expansions, in this section we shall find
it more convenient to use the partition functions of the associated discrete matrix models. The
combinatorial series with both quantum dimensions and a q-deformed Casimir invariant leads
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to a matrix model of the form
(4.2) ZK(gs, q; Σh) =
∑
n∈ZN
∏
i<j
(qni − qnj )2−2h exp
(
− p gs
2
N∑
i=1
[ni]
2
q
)
,
which is the type of matrix model that follows from (2.14). In analogy with the solution of the
Chern-Simons matrix model [40] in terms of a Stieltjes-Wigert matrix model [38], we consider
the change of variables
(4.3) ni =
log(mi + 1)
log q
for i = 1, . . . , N which maps the q-deformed Vandermonde determinant into the standard one∏
i<j
(qni − qnj )2−2h =
∏
i<j
(mi −mj)2−2h ,
and also the q-deformed Gaussian potential becomes the standard one
N∑
i=1
[ni]
2
q =
1
(1− q)2
N∑
i=1
m2i
where here we have used the asymmetric q-number [n]q = (1− qn)/(1− q). Then the partition
function (4.2) becomes
(4.4) ZK(g˜s; Σh) =
∑
m∈ZN≥0
∏
i<j
(mi −mj)2−2h exp
(
− p g˜s
2
N∑
i=1
m2i
)
,
which is essentially the discrete Gaussian matrix model that describes ordinary Yang-Mills theory
on the Riemann surface Σh with a renormalized coupling constant
g˜s =
gs
(1− q)2 .
Recall from §3 that without q-deformation of the Casimir eigenvalues, the relevant matrix
model at genus zero is a discrete Hermitian Stieltjes-Wigert ensemble, which is equivalent to
the continuous Stieltjes-Wigert matrix model that describes Chern-Simons gauge theory on S3.
In addition, due to the change of variables (4.3), the range of the eigenvalues in the resulting
Gaussian matrix model (4.4) is restricted to the positive weight lattice ZN≥0, similarly to the
domain of the weight function for the Stieltjes-Wigert ensemble (3.1). However, the summand
of the matrix model is invariant under Weyl reflections of mi, so that the summations can be
extended from the Weyl alcove to m ∈ ZN ; this situation also arises when the unitary gauge
group is replaced by orthogonal or symplectic groups, and the same extension to the whole
weight lattice is carried out in that case in [55]. The important feature here is that the resulting
potential is not of the Stieltjes-Wigert type log2 x, which as we have seen corresponds to q-
deformed Yang-Mills theory. The latter model is uniquely characterised by the self-similarity
property of its discrete orthogonality measure in (3.5), known as the q-Pearson equation [39].
The q-deformed Vandermonde determinant in (4.2) is directly related to the more common
form used in (3.8), which is also the form that follows from (2.12), via
∏
i<j
(qni − qnj )2−2h =
N∏
i=1
q(N−1) (1−h)ni
∏
i<j
(
2 sinh
( gs
2
(ni − nj)
))2−2h
.
Hence depending on the particular q-deformation employed in the dimensions and in the Casimir
invariants, the compensation may not be exact, in which case the resulting discrete matrix model
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will not be exactly Gaussian. However, it will in any case always be well described by a polyno-
mial potential; since any polynomial in the representation weights λi can be written as a linear
combination of Casimir invariants Ck(λ), the matrix model will correspond to a deformation via
the addition of higher Casimir operators in ordinary (generalized) two-dimensional Yang-Mills
theory (4.1).
We conclude that q-deformation of both the dimensions and the Casimir operators together
compensate each other, and the resulting heat kernel expansion is equivalent to its undeformed
version, i.e. to that of ordinary (generalized) two-dimensional Yang-Mills theory.
This calculation also illustrates the effect of having only the Casimir eigenvalues q-deformed
in (4.2). With q = e−gs it leads to a matrix model with an exponential potential
(4.5) ZCas(q; Σh) =
∑
n∈ZN
∏
i<j
(ni − nj)2−2h exp
(
− p g˜s
2
N∑
i=1
(
1− e−gs ni)2) .
4.2. Quantum torus deformations.
We will now demonstrate that a similar cancellation occurs when we use a q-deformation of the
exponential function together with a q-deformed Casimir operator in the heat kernel expansion.
The relevant matrix model is defined by the partition function
(4.6) ZExp(gs, q; Σh) =
∑
n∈ZN
∏
i<j
(ni − nj)2−2h Expq
(
− p gs
2
N∑
i=1
[ni]
2
q
)
,
where the q-deformed exponential function is defined by
Expq(z) := (−z; q)∞ =
∞∑
n=0
qn (n−1)/2 zn
(q; q)n
for z ∈ C. It has an asymptotic expansion given by [56]
Expq(x) =
1(− q x−1 ; x)∞ exp
(
1
2 log x−
1
log q
(
pi2
6 + log
2 x
)− 112 log q)
× exp
( ∞∑
k=1
cos
(
2pi k log x/ log q
)
k sinh (pi2 k/ log q)
)
for x ∈ R>0, from which it follows that the q-exponential series has an asymptotic behaviour
Expq(x) ∼ e− log
2 x for x→∞. An analogous result holds for the dual q-exponential
(4.7) expq(z) :=
1
(z; q)∞
=
∞∑
n=0
zn
(q; q)n
= Expq(−z)−1
defined for |z| < 1; for x varying inside compact subsets of R, both Expq
(
(1 − q)x) and
expq
(
(1 − q)x) converge uniformly to e x as q → 1. Hence we find that using a q-exponential
function for the Boltzmann weight of the theory leads rather directly, without any changes of
variables, to a matrix model of the Stieltjes-Wigert type.
This result agrees with the fact that the log-normal distribution (3.1) is equivalent to the
weight function [45]
wExp(x; q) = Expq−1(q x) expq
(− (q x)−1) .
It is also analogous to the equivalent formulation of the Chern-Simons matrix model as a unitary
matrix integral (3.12) whose weight function is the Jacobi elliptic function (3.13). This theta-
function is itself a q-exponential series, and by the Jacobi triple product identity (3.14) it can
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be written in terms of the q-exponentials (4.7) as [56]
Θ(x; q)
(q; q)∞
= expq
(−√q x) expq (−√q x−1)
= exp
(
− 1
log q
(
pi2
12 + log
2 x
)
+ 112 log q +
∞∑
k=1
(−1)k cos
(
2pi k log x/ log q
)
k sinh (pi2 k/ log q)
)
(4.8)
for x ∈ R>0. The infinite series in (4.8) is a q-periodic function which has no effect on the
Stieltjes-Wigert matrix model, again due to the moment problem [39].
On the other hand, the q-deformation of the Casimir operator in (4.6) essentially consists
in using the q-numbers [ni]q, and hence in the weights Expq
(
[ni]
2
q
)
the q-deformation of the
exponential function undoes the q-deformation of its argument, leaving an ordinary Boltzmann
weight. Let us look more closely at an explicit example of such an exact cancellation. Con-
sider the q-deformation of the Gaussian distribution given by the orthogonality measure for the
continuous q-Hermite polynomials. An explicit form is given by [57]
fq(x) =
2 q1/16√
pi log q−1
exp
( 4
log q
log2
(
x+
√
x2 + 1
) )
= C(q) exp
( 4
log q
arcsinh2 x
)
for x ∈ R. If we now substitute the q-variable [x]q = sinh(gs x/2) (where as in [7] we use here
the symmetric q-number without its proper normalization) we get
(4.9) fq
(
[x]q
)
= C(q) e (log q)x
2
,
and therefore the q-deformation of the Gaussian distribution cancels out the q-deformation of
its argument.
Let us now consider the effect of using a q-deformed exponential alone instead of a quantum
dimension in (2.10). This does not exactly lead to the same situation as above. We already
know that (2.12) leads to a Stieltjes-Wigert type ensemble, i.e. a Hermitian Stieltjes-Wigert
ensemble for genus h = 0. On the other hand, using a q-exponential of the theta-function type
(4.8) in the heat kernel expansion (2.5) instead of the usual Boltzmann weight leads to a discrete
matrix model of the form
(4.10) ZΘ(gs; Σh) =
∑
m∈ZN>0
∏
i<j
(mi −mj)2−2h exp
(
− p gs
2
log2
( N∑
i=1
m2i
))
,
which is not of the random matrix theory type because it involves a potential of the form
log2(m21+· · ·+m2N ) instead of the Stieltjes-Wigert potential log2(m1)+· · ·+log2(mN ). However,
the confining properties of the two potentials are qualitatively the same, and in fact the q-
exponential matrix model (4.10) can be bounded from below by the Stieltjes-Wigert matrix
model (2.12) using the inequality
log2
( N∑
i=1
m2i
)
≥ 4
N
N∑
i=1
log2(mi) .
This inequality follows directly from Jensen’s inequality.
A geometric interpretation of the deformation of the gauge theory by q-exponentials could be
realised in the following way. The transcendental function
Ψq(z) = expq
(−√q z )
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is called the quantum dilogarithm function (see e.g. [58]); it is related to the classical Euler
dilogarithm Li2(x) =
∑
n∈Z>0
xn
n2
for |x| < 1 by the asymptotic expansion
Ψq(x) = exp
(
− Li2(−x)
log q
) (
1 +O(log q)) for q → 1− .
Consider the quantum torus algebra Ω0(T 2q ), which is the associative noncommutative algebra
over C generated by two operators uˆ and vˆ which satisfy the Weyl algebra
uˆ vˆ = q vˆ uˆ .
It can be represented by q-difference operators on Ω0(C) by taking uˆ = z to be multiplication
by z ∈ C and vˆ = exp ( − log(q) z ddz ). Then the quantum dilogarithm function with operator
arguments satisfies the relations [59]
Ψq(uˆ+ vˆ) = Ψq(vˆ) Ψq(uˆ) and Ψq
(
vˆ +
√
q vˆ uˆ+ uˆ
)
= Ψq(uˆ) Ψq(vˆ) .
These relations suggest that the gauge theory with q-deformed Boltzmann weights may be
systematically treated as a gauge theory on the quantum torus T 2q ; the role of this quantum
torus algebra will be elucidated within a q-deformed Hamiltonian framework in §6.7. The path
integral for gauge theory on the noncommutative torus (for which q ∈ S1) is defined and studied
in [60]; the analog of the Migdal expansion in this context is developed in [61] and related to
generalized Yang-Mills theory on the torus Σ1 = T
2 = S1 × S1 with infinitely many higher
Casimir operators.
4.3. Other q-deformations.
Altogether there are six possible quantum deformations of the heat kernel expansion (2.5) of
two-dimensional Yang-Mills theory, in addition to the standard one (2.10), incorporating at least
one q-deformation of either the dimensions, the Boltzmann weight or the Casimir operator. The
different choices can be succinctly summarized in the following table:
Theory dimensions exponential Casimir
q-Yang-Mills* deformed deformed deformed
Yang-Mills deformed standard deformed
Double q-deformation deformed deformed standard
q-Yang-Mills* standard deformed standard
Yang-Mills* standard deformed deformed
Exponential potential standard standard deformed
As we have seen, the replacement of the standard Boltzmann weight with a q-exponential
does not lead to a random matrix theory form, although the confining potential is qualitatively
similar — we emphasize this with an asterix label on the respective gauge theory in this table;
in §4.2 we proposed an interpretation of the matrix model (4.10) at genus one in terms of a
noncommutative gauge theory on a quantum deformation of the torus Σ1 = T
2 = S1 × S1.
We have already thoroughly discussed the cases leading to two-dimensional Yang-Mills theory
(2.5) (and (4.1)) and its q-deformation (2.10); in §5 we will provide a more precise explanation
of why the standard q-deformed gauge theory (2.10) is singled out.
There are two cases in this table that are not known to have an interpretation in gauge theory.
The first case corresponds to a combinatorial expansion with quantum dimensions together with
a q-deformed Boltzmann weight: This yields a rather complicated double q-deformation involving
intricate combinations of log2 functions, which appears difficult to treat analytically. The second
case is easier to describe: It corresponds to a pure Casimir q-deformation and leads to the matrix
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model (4.5); in §4.5 we give a gauge theory interpretation of the matrix model (4.5) at genus zero
in terms of noncommutative gauge theory on a quantum deformation of the sphere Σ0 = S
2. In
§6.7 we shall see how the heat kernel action with q-deformed Casimir operator eigenvalues arises
in a Hamiltonian formalism with quantum group gauge symmetry.
4.4. Five-dimensional gauge theory.
The melting crystal partition function with an external potential is given by [52]
(4.11) Zp(q, t) =
∑
λ
sλ(q
ρ)2 exp
(
Φ(q, t;λ, p)
)
,
where the sum is over arbitrary sequences of partitions λ = (λ1, λ2, . . . ), and sλ(q
ρ) = dimq λ
denotes the Schur function sλ(x), involving an infinite number of variables, with the principal
specialization xi = q
i− 1
2 , i ≥ 1. The potential is a function on charged partitions (λ, p), p ∈ Z+ 12 ,
depending on a further set of coupling constants t = (t1, t2, . . . ) and is given by
Φ(q, t;λ, p) =
∞∑
k=1
tk Φk(q;λ, p)
with
Φk(q;λ, p) =
∞∑
i=1
qk (p+λi−i+1) −
∞∑
i=1
qk (p−i+1) + qk Γk,p(q) ,(4.12)
where Γk,p(z) is the equally spaced polynomial (3.11). Note that (4.12) is a polynomial in q. The
important feature of these potentials is that they are essentially q-deformed Casimir operator
eigenvalues, as we now explain.
The partition function (4.11) has an interpretation in a five-dimensional N = 1 supersym-
metric gauge theory compactified on a circle of radius R = gs, where q = e
−gs [62]; in this
case the potential (4.12) corresponds to the Wilson line operator Tr
(P exp i ∮S1 A)k on a loop
with winding number k around the compactification circle S1. It possesses an affine Lie algebra
symmetry based on the quantum torus algebra of §4.2 which in this setting is interpreted as
providing a realisation of the trigonometric basis for sl(∞) [52]. Its reduction to four dimen-
sions gives the Nekrasov partition function [63] for N = 2 noncommutative U(1) gauge theory
deformed by higher Casimir operators
Z4Dp (t) =
∑
λ
(dimλ)2 exp
( ∞∑
k=1
tk
k + 1
chk+1(p, λ)
)
,
where the Chern polynomials chk(p, λ) = Tr
(
ϕkp
)
can be expressed in terms of Casimir operators
of U(∞) with order k − 1 and lower; here ϕp is a complex scalar field in the N = 2 vector
multiplet with vacuum expectation value 〈 Trϕp〉 = p which arises from dimensional reduction
of the five-dimensional gauge field A. They can be computed from the generating function [64]
(4.13)
∞∑
i=1
(
e u (p+λi−i+1) − e u (p+λi−i)) = ∞∑
k=0
chk(p, λ)
uk
k!
which is the Chern character of the universal sheaf at a fixed point of the instanton moduli
space, parametrized by the partition λ, of the four-dimensional supersymmetric gauge theory.
For example, for the first two relevant polynomials we find explicitly
ch2(p, λ) = p
2 + 2C1(λ) and ch3(p, λ) = p
3 + 6 pC1(λ) + 3C2(λ) ,
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where C1(λ) = |λ| is the linear Casimir operator and the shifted symmetric polynomial of second
order
(4.14) C2(λ) =
1
2
∞∑
i=1
((
λi − i+ 12
)2 − (− i+ 12)2)
is the quadratic Casimir operator. In general, one can also write the Chern characters as
chk(p, λ) = p
k +
∞∑
i=1
(
(p+ λi − i+ 1)k − (p− i+ 1)k
)
−
∞∑
i=1
(
(p+ λi − i)k − (p− i)k
)
(4.15)
for any k ∈ Z≥0.
From (4.13) and (4.15) it follows that the external potential perturbation (4.12) of the melting
crystal model may be regarded as a q-deformation of the higher Casimir Ck−1(λ), or more
precisely of the Chern character chk(p, λ). In particular, the partition function (4.11) may be
regarded as a deformation of the Klimcˇ´ık partition function (2.14) by higher order q-Casimirs.
As it involves quantum dimensions together with q-deformed Casimir operators, we may treat
it along the lines of §4.1. By the same arguments that led to (4.4) from (4.2), we conclude
that the melting crystal model (4.11) is equivalent to U(∞) generalized two-dimensional Yang-
Mills theory on the sphere S2; the infinite rank of the gauge group owes to its origin in a
noncommutative gauge theory in four dimensions (see e.g. [65, 66]).
When t = 0, the expansion (4.11) is also the Donaldson-Thomas partition function of an
N = 2 noncommutative U(1) gauge theory on C3 [67, 68]. This cohomological gauge theory
is equivalent to the q-deformed U(∞) BF-theory on S2 which can be obtained as the N → ∞
limit of (3.20), and hence it has a representation as a U(∞) unitary matrix model with partition
function
(4.16) Z6D(q) := Zp(q, 0) =
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
Θ
(
e iφi ; q
)
(q; q)∞
∏
j<k
∣∣ e iφj − e iφk ∣∣2 .
Gauge theories on more general local toric Calabi-Yau threefolds with no compact divisors lead
to more complicated matrix models characterized by weight functions which are combinations
of theta-functions, as studied in [69, 25, 70] (see [71, 72] for reviews). In these works it is
shown how U(∞) matrix models with combinations of theta-functions as their weight functions
possess partition functions which are corresponding combinations of MacMahon functions. For
later reference, here we will redo these computations using the strong Szego˝ limit theorem for
Toeplitz determinants (see Appendix B).
Let
(4.17) f(z; q) =
Θ(z; q)
(q; q)∞
=
∞∏
n=1
(
1 + qn−1/2 z
) (
1 + qn−1/2 z−1
)
be the weight function of the matrix integral (4.16), where we have used the Jacobi triple product
identity (3.14). To apply the Szego˝ theorem, we need to determine the Fourier coefficients
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[log f ]k, k ∈ Z of
log f(z; q) =
∞∑
n=1
(
log
(
1 + qn−1/2 z
)
+ log
(
1 + qn−1/2 z−1
))
=
∞∑
n=1
∑
k 6=0
(−1)k+1
k
q(n−1/2) k zk =
∑
k 6=0
(−1)k+1 qk/2
k
(
1− qk) zk .
It follows that
(4.18) [log f ]k = [log f ]−k =
(−1)k+1 qk/2
k
(
1− qk) ,
and by the Szego˝ theorem one has
logZ6D(q) =
∞∑
k=1
k [log f ]k [log f ]−k(4.19)
=
∞∑
k=1
qk
k
(
1− qk)2
=
∞∑
k=1
∞∑
n=1
n
qk n
k
= −
∞∑
n=1
n log
(
1− qn) .
Thus the partition function (4.16) evaluates to
Z6D(q) = M(q) ,
where M(q) is the MacMahon function
(4.20) M(q) =
∞∏
n=1
1(
1− qn)n .
This expression agrees with the N →∞ limit of (3.20).
We can generalise this calculation to the family of U(∞) matrix models
Z6DL (α; q,Q) :=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
FL
(
e iφi ; α ; q,Q
) ∏
j<k
∣∣ e iφj − e iφk ∣∣2
with weight functions
(4.21) FL(z;α; q,Q) :=
L∏
a=1
Θ(Qa z; q)
αa
(q; q)αa∞
where αa ∈ C for a = 1, . . . , L. With this product of theta-functions as a symbol, the Fourier
coefficients (4.18) generalize to
(4.22) [logFL]k =
(−1)k+1 qk/2
k
(
1− qk)
L∑
a=1
αaQ
k
a ,
and hence the partition function is given by
logZ6DL (α; q,Q) =
∞∑
k=1
qk
k
(
1− qk)2
L∑
a,b=1
αa αbQ
k
aQ
−k
b .
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Proceeding analogously as before, it is then straightforward to obtain that this expression eval-
uates to a product of generalised MacMahon functions
(4.23) Z6DL (α; q,Q) =
L∏
a=1
M(q)α
2
a
∏
b 6=c
M
(
QbQ
−1
c , q
)αb αc ,
where
M(Q, q) =
∞∏
n=1
1(
1−Qqn)n .
Note the symmetry of the expression (4.23) under the interchange Qb ↔ Qc for any b, c =
1, . . . , L, despite the absence of this symmetry in the original weight function (4.21).
For example, when L = 1 and 2α21 = χ is the topological Euler characteristic of a Calabi-
Yau threefold, the partition function (4.23) computes the constant map contributions to the
generating function for Gromov-Witten invariants [73, 74]. The corresponding U(∞) matrix
models
(4.24) Z6D1
(±√χ2 ; q) = M(q)χ/2 = ∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
( Θ( e iφi ; q)
(q; q)∞
)±√χ2 ∏
j<k
∣∣ e iφj− e iφk ∣∣2
then give an explicit realization of the proposal of [75, 76] to study topological recursion in an
associated matrix model.
Since the theta-function (3.13) is holomorphic, the Szego˝ theorem suffices to determine the
asymptotics of the U(∞) gauge theory partition function (4.16) (see Appendix B). In fact, in our
context the Szego˝ theorem gives exact results. This follows from the fact that for the partition
function (4.16) the statement of the theorem is equivalent to the Cauchy-Binet formula (3.18)
written in Miwa variables
(4.25)
∑
λ
sλ(x) sλ(y) = exp
( ∑
k≥1
k sk tk
)
,
where
sk =
1
k
∑
i≥1
xki and tk =
1
k
∑
i≥1
yki
are power sums of the sets of variables x and y. In the present case the Miwa variables s and t
are precisely the Fourier coefficients (4.18) of the potential of the matrix model (4.16), and in
fact the equality (4.16) arises from the normalization of the Schur measure (3.18) via Gessel’s
identity [25].
To generalise this argument to more complex combinations of theta-functions, we consider
the analog of the expression (3.18) involving supersymmetric Schur polynomials HSλ(x|z) [77]
(also known as Schur-Littlewood or hook-Schur polynomials [78]). They are defined by
HSλ(x|z) =
∑
µ,ν
Nµν
λ sµ(x) sν′(z)
where Nµν
λ ∈ Z≥0 are the Littlewood-Richardson coefficients defined by expressing the ring
structure on the space of symmetric polynomials in the basis of Schur functions as
(4.26) sµ(x) sν(x) =
∑
λ
Nµν
λ sλ(x) ,
and ν ′ denotes the conjugate partition to ν. The analogous Cauchy-Binet identity is [79, 78]∑
λ
HSλ(x|z) HSλ(y|w) =
∏
i,j≥1
(1 + xiwj) (1 + yi zj)
(1− xi yj) (1− ziwj) ,(4.27)
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which we note is symmetric under interchange (x, y)↔ (z, w). There is also an extension of the
Gessel identity which leads to a unitary matrix model description [79]∑
λ
HSλ(x|z) HSλ(y|w) =
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
∏
j≥1
(
1 + xj e
iφi
) (
1 + yj e
− iφi)(
1− zj e iφi
) (
1− wj e− iφi
)
×
∏
k<l
∣∣ e iφk − e iφl∣∣2 .(4.28)
After specialisation of the variables xi = Q1 q
i− 1
2 , yi = Q
−1
1 q
i− 1
2 , zi = −Q2 qi− 12 and wi =
−Q−12 qi−
1
2 , this result shows that the formula (4.23) with K = 2 and α1 = ± 1 = −α2 is exact,
with
Z6D2 (± 1,∓ 1; q,Q1, Q2) =
M(q)2
M
(
Q1Q
−1
2 , q
)
M
(
Q−11 Q2 , q
)
=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
( Θ(Q1 e iφi ; q)
Θ
(
Q2 e iφi ; q
) )± 1 ∏
j<k
∣∣ e iφj − e iφk ∣∣2 .
When Q1 = 1, Q2 = Q this is the partition function of the N = 2 gauge theory on the non-
commutative conifold [69, 25]; in the context of five-dimensional gauge theories, the parameter
Q = R2 Λ2 where Λ is the dynamical scale which is identified as the coupling of the four-
dimensional U(1) gauge theory obtained in the reduction limit. Moreover, by the generalised
Cauchy-Binet formula (4.27) we may identify this partition function as that of a supersymmetric
extension of the topological q-deformed two-dimensional gauge theory (3.20) given by
Z6D2 (± 1,∓ 1; q,Q1, Q2) =
∑
λ
HSλ
(
Q1 q
ρ
∣∣ −Q2 qρ) HSλ (Q−11 qρ ∣∣ −Q−12 qρ) .
In the general case, since the weight function (4.21) is of Szego˝ class and the Toeplitz deter-
minant is of infinite dimension, the formula (4.23) is exact. That the Szego˝ class condition is
satisfied can be easily checked in a number of ways; in our case it suffices to notice the expo-
nential decay of the Fourier coefficients (4.22), see Appendix B. In fact, a closely related exact
formula exists even in the finite-dimensional case, which is valid for weight functions which are
arbitrary rational functions (Appendix B). In our case we consider theta-functions in (4.21)
which involve infinite products, but by truncating the products at some finite order m, mak-
ing the corresponding weight F
(m)
L a rational function, we immediately find a direct relationship
between the two cases: The effect of this truncation on the Fourier coefficients in (4.22) is simply[
logF
(m)
L
]
k
=
[
logFL
]
k
(
1− qkm) ,
which follows from the truncation of the corresponding geometric series. The case where each
product in (4.21) has a different truncation follows manifestly in the same manner. The be-
haviour is then of the same type, with the exponential decay of the Fourier coefficients main-
tained and with a simplification of the final result in the non-rational case m→∞; this is due to
the exponential decay of the coefficients qn−1/2 in the products (4.17). Since this simplification
is exact for the infinite-dimensional Toeplitz determinant, it would be interesting to study the
non-rational case also in the finite-dimensional setting of Appendix B.
4.5. Torus bundles on the quantum sphere.
In Klimcˇ´ık’s partition function (2.14), the q-deformed Casimir eigenvalues arise as a result of
the group-valued fields which appear in the action of the gauged WZW theory based on the
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Drinfel’d double D(G) = GC. We shall now propose a natural geometrical interpretation of this
q-deformation at genus zero based on noncommutative gauge theory.
Let us first recall the reduction onto torus bundles on S2 when we evaluate the path integral
using the diagonalization techniques from §2. It involves a splitting of the original (trivial) vector
bundle associated with the given G-bundle into line bundles
⊕
i Lni parametrized by sequences
of integers n1, . . . , nN . The corresponding gauge potential is A =
∑
i ani , where ani is the
monopole potential of first Chern class ni ∈ Z and the i-th block is an abelian connection on
the bundle Lni = L⊗ni . Here L → S2 is the standard SU(2)-equivariant monopole line bundle
of degree one which is classified by the Hopf fibration S3 → S2 and whose isomorphism class is
the generator of H1(S2, U(1)) ∼= H2(S2,Z) ∼= Z. Since fn := dan = 2pi ndµ, the curvature of
this connection is given by
FA = dA =
N∑
i=1
2pi ni dµ
where dµ is the unit area form on S2.
We shall now demonstrate how this construction can be extended to the standard Podles`
quantum sphere S2q [22], via a q-deformation of the Hopf fibration which is the well-known
quantum principal U(1)-bundle over S2q whose total space S
3
q is the manifold of the quantum
group SUq(2) [35]. With q ∈ (0, 1), the algebra Ω0(SUq(2)) is the ∗-algebra generated by
elements a, c with relations defined by requiring that the matrix
U =
(
a −q c∗
c a∗
)
is unitary: U U∗ = U∗ U = 1. It has the usual Hopf algebra structure defined by the coproduct
∆(U) = U ⊗ U , the antipode S(U) = U∗, and the counit ε(U) = 1. The quantum universal en-
veloping algebra Uq(su(2)), with its standard Hopf ∗-algebra structure described in Appendix A,
naturally acts on this algebra: There is a bilinear dual pairing 〈−,−〉q between Uq(su(2)) and
Ω0(SUq(2)) which defines canonical left and right Uq(su(2))-module structures on Ω0(SUq(2))
such that
〈g, g′ . f〉q := 〈g g′, f〉q and 〈g, f / g′ 〉q := 〈g′ g, f〉q
for all g, g′ ∈ Uq(su(2)) and f ∈ Ω0(SUq(2)).
Consider now the action of the abelian circle group U(1) ∼= S1 = {z ∈ C | |z| = 1} on the
algebra Ω0(SUq(2)) given by the automorphism
αz(a) = z a and αz(c) = z c
extended as a ∗-algebra map. The algebra Ω0(S2q ) of the standard Podles` sphere S2q [22] is the
corresponding fixed-point subalgebra
Ω0(S2q ) = Ω
0
(
SUq(2)
)U(1)
=
{
f ∈ Ω0(SUq(2)) ∣∣ αz(f) = f} .
The algebra inclusion Ω0(S2q ) ↪→ Ω0(SUq(2)) is a quantum principal bundle which can be en-
dowed with compatible differential calculi [35].
There are natural finitely-generated projective Ω0(S2q )-bimodules of rank one associated to
irreducible one-dimensional representations of U(1) of weight n ∈ Z by
Ln =
{
f ∈ Ω0(SUq(2)) ∣∣ αz(f) = (z∗)n f} ,
which we regard as sections of SUq(2)-equivariant line bundles over the quantum sphere S
2
q with
monopole charges n ∈ Z. The left action of the group-like element K on Ω0(SUq(2)) gives a
dual presentation of these line bundles as
Ln =
{
f ∈ Ω0(SUq(2)) ∣∣ K . f = qn/2 f} ;
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this presentation can be understood via the identification K = qH/2 from Appendix A, with H
the generator of U(1) ⊂ SUq(2).
For the canonical left-covariant two-dimensional calculus on Ω0(S2q ), there are natural gauge
potentials an ∈ HomΩ0(S2q )
(Ln,Ln ⊗Ω0(S2q ) Ω1(SUq(2))) with curvatures [80, §2.3]
fn = dan = 2pi q
1
2
(n+1) [n]q β
in HomΩ0(S2q )
(Ln,Ln ⊗Ω0(S2q ) Ω2(S2q )), where β is the natural generator for the free Ω0(S2q )-
bimodule Ω2(S2q ). Inspired by the reduction of the usual Yang-Mills gauge theory on S
2 to an
abelian gauge theory based on torus bundles, we wish to integrate these gauge field curvatures
over the quantum sphere S2q . This requires the introduction of a “twisted” integral which is
a linear functional
∫
S2q
: Ω2(S2q ) → C defined by restriction of the Haar state on the algebra
Ω0(SUq(2)) (see e.g. [80, §2.7]); one has
(4.29)
∫
S2q
(f · f ′ ) β =
∫
S2q
(
(f ′ / K2) · f) β
for f, f ′ ∈ Ω0(S2q ). This is the unique functional which is invariant under the (quantum adjoint)
action of Uq(su(2)). Using the normalization
∫
S2q
β = 1 for the Haar state on Ω0(S2q ), one finds
that the integral of the curvature fn of the canonical gauge field an on S
2
q is given by
(4.30)
1
2pi
∫
S2q
Tr q(fn) = q
1/2 [n]q ,
where Tr q(M) = Tr (q
〈ρ,H〉M) ∈ Ω0(S2q ), for an Ω0(S2q )-valued matrix M of dimension |n|+ 1,
is the quantum trace with the “twisted” cyclicity Tr q(M1M2) = Tr q
(
(M2 / K
2)M1
)
, see
Appendix A. The q-integer (4.30) has a natural geometric interpretation: It is the q-index
of the standard Dirac operator in the Hopf algebraic SUq(2)-equivariant K-theory of S
2
q , i.e.
the difference between the quantum dimensions of its kernel and cokernel computed using the
quantum trace Tr q above. For further details, see e.g. [80, §2.7].
It follows that abelianised gauge theory based on the corresponding torus bundles
⊕
i Lni over
S2q can reproduce Klimcˇ´ık’s q-deformed heat kernel expansion (2.14) via a putative extension
of the diagonalisation technique to this quantum homogeneous space. The problem now is that
it is not clear how to even define the classical gauge theory on the quantum sphere, because
it is not obvious in what sense gauge theories on S2q are actually gauge-invariant for q 6= 1:
The integral
∫
S2q
is a quantum trace and the twisted cyclicity property (4.29) breaks the usual
gauge symmetry. This problem is discussed in [81], where path integral quantization for field
theories on the quantum two-sphere is considered. It is shown there that the group of gauge
transformations G is generated by a real sector of a quotient of a Hopf algebra, and the space of
gauge fields A is a subspace of one-forms valued in a Hopf module algebra of differential forms
on S2q ; however, the role of these gauge symmetries in the quantum field theory is not clear. On
the other hand, it is shown in [80] that gauge transformations act trivially on the line bundles
Ln. Hence by defining the quantum gauge theory within the approach of abelianization sketched
here, we arrive at a concrete gauge-invariant definition of Yang-Mills theory on S2q which could
cure the problems in the quantization of gauge fields on S2q observed in [81] (see also [35]).
5. Categorification
In §4 we argued that the particular q-deformation (2.10) is, at least qualitatively, essentially
the only non-trivial quantum deformation of the standard Yang-Mills partition function (2.5).
The purpose of this section is to provide a more precise and intrinsic characterization of this
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argument which will also demonstrate the appearence of a quantum group gauge symmetry. For
this, we will use the formalism of two-dimensional topological quantum field theory to construct
Yang-Mills amplitudes; for ordinary Yang-Mills theory this construction is described in [4, 1], and
in [82, 7, 83] for its q-deformation. In this setting the amplitudes give a representation of a certain
geometric category S in the linear category R = V ect of complex vector spaces, whose gluing
properties are concisely formulated as a functor of tensor categories. In the following we will
instead take R = Rep(Uq(g)) to be the category of representations of the quantum group Uq(g);
our description parallels the argument of [20] that quantum characters of Uq(g) are required to
capture the general solution of q-deformed Yang-Mills theory defined via gluing rules. Then R
has the structure of a semisimple ribbon category endowed with certain additional canonical
objects and morphisms. Most notably it contains a “ribbon element”, and altogether these
structures categorify the basic building blocks of Yang-Mills amplitudes. The corresponding
numerical invariants are “generalized characters”. By integrating to the standard characters,
corresponding to morphisms with target the trivial object V = C of Rep(Uq(g)), we find that
the standard q-propagator (with undeformed Casimir elements) is a fundamental object. More
general characters will be considered in §6.
5.1. Semisimple ribbon categories.
We begin by briefly reviewing the relevant category theory that we need to abstract and ax-
iomatize the gluing data of two-dimensional gauge theory into a certain abelian tensor category.
For further details, see e.g. [84, 85].
The categories C that we are interested in are known as ribbon categories, together with some
additional structure; they are defined as follows. First of all, C is a monoidal (or tensor) category.
This means that C is equipped with a covariant exterior product bifunctor ⊗ : C ×C → C and
a unit object 1 ∈ Ob(C ) together with three natural functorial isomorphisms
(5.1) (X ⊗ Y )⊗ Z = X ⊗ (Y ⊗ Z) and 1⊗X = X = X ⊗ 1
for all objects X,Y, Z ∈ Ob(C ), called the associativity and unity relations. Throughout we
exploit Mac Lane’s coherence theorem (see e.g. [84]) which states that any monoidal category
C is equivalent to a strict monoidal category in which these isomorphisms become equalities;
this equivalence typically also preserves additional structures on the categories [86], and hence
we take all isomorphisms to be equalities in what follows. The isomorphisms (5.1) satisfy the
pentagon relations, which state that the five ways of bracketing the exterior products of four
objects commute, and also the triangle relations which state that the associativity constraint
with Y = 1 is compatible with the unity relations. Given morphisms f ∈ HomC (X,Y ) and
g ∈ HomC (Z,W ), their exterior product is f ⊗ g ∈ HomC (X ⊗ Z, Y ⊗W ).
We call C braided when there are natural bifunctor isomorphisms
BX,Y ∈ HomC (X ⊗ Y, Y ⊗X)
for any X,Y ∈ Ob(C ), called commutativity relations. The braiding BX,Y satisfies the hexagon
relations which give two conditions, one expressing BX⊗Y,Z in terms of associativity relations
idX ⊗ BY,Z and BZ,X ⊗ idY , and a similar one for BX,Y⊗Z . In this paper we will only work
with categories C which are C-linear and abelian, which means that the morphism spaces
HomC (X,Y ) are vector spaces over C and there is an associative C-bilinear composition product
HomC (X,Y ) × HomC (Y,Z) → HomC (X,Z), denoted (f, g) 7→ g ◦ f . For any exact sequence
X → Y → Z of objects of C and any morphism f ∈ HomC (Y,Z), there is a kernel morphism
denoted by Ker(f) ∈ HomC (X,Y ) with f ◦ Ker(f) = 0, and similarly there are cokernel mor-
phisms. There are also direct sums X1⊕· · ·⊕Xn for any finite collection of objects Xi ∈ Ob(C ).
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Basic examples are the category V ect of vector spaces over C and linear maps, and more gener-
ally the representation category Rep(A) of modules over suitable associative C-algebras A and
intertwining operators, both with the usual tensor product.
For an object X ∈ Ob(C ), a right dual to X is an object X∨ with two morphisms
eX : X
∨ ⊗X −→ 1 and iX : 1 −→ X ⊗X∨
which obey the composition laws
(5.2) (idX ⊗ eX) ◦ (iX ⊗ idX) = idX and (eX ⊗ idX∨) ◦ (idX∨ ⊗ iX) = idX∨ .
Similarly, one defines left duals ∨X ∈ Ob(C ). Dual objects are canonically defined (when they
exist), and duality canonically extends to a contravariant functor (−)∨ : C → C op. (Here C op is
the opposite or dual category to C with Ob(C op) = Ob(C ) and HomC op(X,Y ) = HomC (Y,X)
for all X,Y ∈ Ob(C ).) If X,Y, Z ∈ Ob(C ) and Y has dual Y ∨, then there exist canonical
isomorphisms [84]
(5.3)
HomC (X ⊗ Y, Z) = HomC (X,Z ⊗ Y ∨ ) and HomC (X,Y ⊗ Z) = HomC (Y ∨ ⊗X,Z) .
We henceforth work only with objects that have dual objects.
An object U ∈ Ob(C ) is simple if any injection of objects V ↪→ U is either 0 or an isomorphism.
The category C is semisimple if any object X is isomorphic to a direct sum
X =
⊕
i∈I
ni Ui ,
where Ui are simple objects, I is the set of isomorphism classes of simple objects in C , and ni ∈
Z≥0 with ni 6= 0 for only finitely many i ∈ I. We assume that the set I includes the tensor unit
as 1 = U0. One has HomC (Ui, Uj) = 0 for i 6= j, whereas EndC (Ui) := HomC (Ui, Ui) = C idUi .
Using (5.3) we can define fusion coefficients Nij
k ∈ Z≥0 by
Ui ⊗ Uj =
⊕
k∈I
Nij
k Uk with Nij
k = dim HomC (Ui ⊗ Uj ⊗ U∨k ,1) .
If the tensor product multiplicity Nij
k 6= 0, then we may choose a basis (fl)l=1,...,Nijk of
HomC (Ui⊗Uj , Uk) and a dual basis (f∨l )l=1,...,Nijk of HomC (Uk, Ui⊗Uj) such that the composi-
tion product fl ◦ f∨m = 0 for l 6= m and fl ◦ f∨l is proportional to idUk for each l,m = 1, . . . , Nijk.
We also assume the existence of a twist θ, defined to be a system of functorial isomorphisms
θX ∈ EndC (X) for all X ∈ Ob(C ) satisfying the compatibility condition
(5.4) θX⊗Y = BY,X ◦ (θY ⊗ θX) ◦BX,Y ,
together with a compatible duality; in particular, this additional structure ensures that every
left dual of an object is also a right dual and vice versa. On simple objects we define scalars
θi ∈ C∗ by
θUi = θU∨i = θi idUi ,
with θ0 = 1.
For any object X ∈ Ob(C ), and for any endomorphism f ∈ EndC (X), we define its categorical
or Markov trace TrX (f) ∈ EndC(1) ∼= C by
(5.5) TrX (f) = eX∨ ◦
(
(ψ−1X ◦ θX)⊗ idX∨
) ◦ (f ⊗ idX∨) ◦ iX
where
ψX = (idX ⊗ eX∨) ◦
(
idX ⊗B−1X∨∨,X∨
) ◦ (iX ⊗ idX∨∨)
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is a functorial isomorphism in HomC (X
∨∨, X). Taking f = idX defines the categorical dimension
of the object X as
(5.6) dim(X) := TrX(idX) = eX∨ ◦
(
(ψ−1X ◦ θX)⊗ idX∨
) ◦ iX .
The braiding is taken to be maximally nondegenerate with respect to the semisimple structure,
in the sense that
(5.7) Sij := TrUi⊗Uj
(
BUj ,Ui ◦BUi,Uj
)
for i, j ∈ I is a symmetric invertible matrix. Comparing (5.7), (5.5) and (5.6) with (5.4) we have
Si0 = dim(Ui) and Sij =
1
θi θj
∑
k∈I
Nij
k θk dim(Uk) .
If C contains only a finite number of isomorphism classes of simple objects, i.e. I is a finite set,
then this structure makes it into a modular tensor category.
We choose square roots νi ∈ C∗ such that ν2i = dim(Ui) for i ∈ I. Then the trivalent basis
morphisms introduced above may be normalized so that
fl ◦ f∨m = δl,m
νi νj
νk
idUk ,
and hence they satisfy
idUi⊗Uj =
∑
k∈I :Nijk 6=0
νk
νi νj
f∨l ◦ fl and TrUk
(
fl ◦ f∨l
)
= νi νj νk
for each l = 1, . . . , Nij
k. This choice of basis will be exploited in our gluing constructions later
on.
As we explain in Appendix C, for our purposes we may assume that, as an abelian category,
C arises in the form of representation categories R = Rep(A) of associative algebras; however,
in general there is no natural monoidal structure. What is needed here is a strengthening of this
result proven by Ostrik [87, §4.1]: If C is a semisimple rigid monoidal category enriched over V ect
with finitely many simple objects, then C ∼= Rep(A) where A is a (weak) Hopf algebra. Then
the objects Ob(R) are the representations of the algebra A, while the morphisms HomR(V,W )
are intertwiners f : V →W between A-modules V,W , i.e. equivariant maps f(a . v) = a . f(v)
for a ∈ A, v ∈ V . The simple objects Ui, i ∈ I are the irreducible representations of A, the
monoidal structure ⊗ is the tensor product of A-modules, and the tensor unit 1 is the trivial
representation U0 ∼= C. The category R is then evidently rigid, i.e. left and right duals exist
for every object V , which in this case coincide with the usual vector space dual V ∨ = ∨V = V ∗
regarded as a conjugate representation with V ∗∗ ∼= V . The linear map eV : V ∗ ⊗ V → C is the
evaluation eV (ϕ ⊗A v) = ϕ(v), while iV : C → V ⊗ V ∗ ∼= EndA(V ) is the coevaluation given
by iV (1) = idV . For a generic noncommutative Hopf algebra A, the tensor products V ⊗W
and W ⊗ V of A-modules need not be isomorphic. However, if A is a quasitriangular Hopf
algebra, then there is also a natural non-trivial isomorphism V ⊗W → W ⊗ V of A-modules,
which defines a braiding on the category R. These facts will all be exploited in our ensuing
constructions.
The corresponding Grothendieck group K0(R) is generated by the isomorphism classes [Ui]
of simple objects modulo the subgroup generated by the elements [U ] + [W ] − [V ] whenever
0 → U → V → W → 0 is an exact sequence in the category R; in particular, with this def-
inition we have [U ⊕ V ] = [U ] + [V ]. In most instances the Grothendieck group also has a
product structure defined by [U ⊗ V ] = [U ] · [V ]. Then K0(R) is the representation ring with
structure constants Nij
k and unit element [1], which is isomorphic to the commutative ring of
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characters on A. The tensor category R may be thought of as a categorification of the char-
acter ring K0(R); inequivalent categorifications are typically classified by group cohomology.
For example, when R = Rep(SU(N)k) is the modular tensor category of integrable represen-
tations of G = SU(N) at level k ∈ Z, there are N monoidal categories with Grothendieck
ring isomorphic to K0(Rep(SU(N)k)): the representation category Rep(SU(N)k) itself, and
certain twists of Rep(SU(N)k) induced by the natural ZN -grading on the fusion algebra of
K0(Rep(SU(N)k)) [87]. However, in the following we will typically deal with cases where this
product is not well-defined on K0(R).
When A is additionally a ribbon Hopf algebra, the tensor product and braiding in the repre-
sentation category R = Rep(A) endows R with the structure of a semisimple ribbon category.
The twist coefficients θV ∈ EndR(V ) provide a “Casimir operator” or “ribbon element”, while
the braiding operator (5.7) gives a representation of the “modular S-matrix”. Together with the
fusion coefficients Nij
k of the representation ring, these are all the data that we need to fully
specify the gauge theory; the gluing constraints are determined by the pentagon and hexagon
relations. Thus by abstracting the gluing data into the semisimple ribbon category R, we
completely recover the gauge theory.
5.2. Representations of the geometric surface category.
The geometric surface category S is the tensor category of oriented surfaces with area. Its
objects Ob(S ) are collections of disjoint oriented circles S1, its morphisms HomS are oriented
2-bordisms given by surfaces with area between the circles, i.e. a morphism from an object B1
to an object B2 is an oriented surface C with area and boundary ∂C = B1 unionsq (−B2), and the
monoidal structure on the category is given by disjoint union of circles. Composition is defined
by concatenation of bordisms such that the source and target objects have opposite orientation,
and areas are additive. The identity object is the empty one-manifold ∅; a morphism from
∅ to itself is given by a compact oriented Riemann surface Σ. The category S has a duality
structure given by the canonical (up to homotopy) orientation reversing diffeomorphism of S1
and declaring that the cobordisms in (5.2) are equal to the tube bordism defined below.
A representation of the category S is a functor of monoidal categories with duality
(5.8) FA : S −→ Rep(A)
for a suitable representation category R = Rep(A). We require FA to be invariant with respect
to boundary and area preserving oriented diffeomorphisms. Because our categories have duality,
it suffices to specify the images of the basic cobordisms with one, two and three boundary circles
∈ HomS (S1,∅) ,
∈ HomS (S1, S1) ,
∈ HomS (S1, S1 unionsq S1) .(5.9)
Other morphisms (cobordisms) are then obtained by taking compositions (concatenations) and
tensor products (disjoint unions) of the morphisms (5.9), and using the duality cobordisms eS1
and iS1 .
In order for (5.8) to be a well-defined functor, we demand that it preserves the unit objects,
so that FA(∅) = U0 ∼= C, that it takes identity morphisms to identity morphisms, so that
FA(idB) = idFA(B) for all B ∈ Ob(S ), and that it be compatible with the monoidal structures,
so that FA(B1 unionsqB2) = FA(B1)⊗FA(B2) for B1, B2 ∈ Ob(S ), which defines the gluing laws.
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Since S1 is an injective cogenerator for the category S and the collection of simple objects
(Ui)i∈I is a family of cogenerators for R = Rep(A) (see Appendix C), we define
FA(S1) = K =
⊕
i∈I
Ui(5.10)
and let
FA(S1 unionsq · · · unionsq S1) = K ⊗ · · · ⊗K .
For a disconnected cobordism C = C1 unionsq · · · unionsq Cn, we define
FA(C) = FA(C1)⊗ · · · ⊗FA(Cn) .
Using duality inR, we will identity morphisms in HomR(K⊗· · ·⊗K,C) with objects K⊗· · ·⊗K.
The representation categories we shall consider are not modular as they contain infinitely many
isomorphism classes of simple objects. Thus one should strictly speaking reformulate all of our
constructions in a suitable “completion” of Rep(A), i.e. an ind-category whose objects are
infinite direct sums of objects of Rep(A) and their tensor products. We shall not delve into
such technical issues here; see Appendix C for details.
With these identifications made, we define the images of the basic cobordisms (5.9) by their
equivalence classes in a suitable completion of the Grothendieck group K0(R) as[
FA
( )]
=
∑
i∈I
dim(Ui) θi [Ui] ,(5.11)
[
FA
( )]
=
∑
i∈I
θi [Ui ⊗ U∗i ] ,(5.12)
[
FA
( )]
=
∑
i∈I
θi
dim(Ui)
[Ui ⊗ U∗i ⊗ U∗i ] .(5.13)
These definitions make sense in any semisimple ribbon category R, see e.g. [88]; in particular,
the basic object (5.11) is called the Gaussian of the category R. These elements are subjected
to the basic gluing axioms of two-dimensional topological quantum field theory, which in the
present case can be stated as follows:
(1) The commutativity constraint implies that (5.13) carries an action of the symmetric
group S3 which comes from area-preserving diffeomorphisms permuting the three bound-
aries of the pair of pants bordism.
(2) The associativity constraint implies that[
FA
( )]
=
[
FA
( )]
similarly carries an action of S4.
(3) The unit constraint comes from capping any of the three boundary circles of the pants
bordism and it implies that[
FA
( )]
=
[
FA
( )]
.
Here and in the following we suppress the additions of areas in all gluing laws for notational
simplicity. It follows from these axioms that[
FA
( )⊗(n−2)]
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carries an Sn-action for all n > 0, where we formally define[
FA
( )⊗(−1)]
:=
[
FA
( )]
and
[
FA
( )⊗(0)]
:=
[
FA
( )]
.
There are two applications of these gluing rules that we are primarily interested in.
First, let us consider the case of a compact oriented Riemann surface Σh of genus h, which as
a morphism ∅→ ∅ of the category S can be decomposed into basic cobordims (5.9) as follows:
• For h = 0 we cut the sphere Σ0 = S2 along a circle S1 into the connected sum of two
caps.
• For h = 1 we cut the torus Σ1 = S1 × S1 along two circles into the connected sum of
two tubes.
• For genus h > 1 we cut Σh on 3h− 3 circles into a connected sum of 2h− 2 pants.
We then apply the functor (5.8) using the duality evaluation eK : K
∗ ⊗ K → C and the fact
that HomR(Ui ⊗ U∗j ,C) = HomR(Ui, Uj) ∼= δij C. This results in the quantity [FA(Σh)] =
Z(A; Σh) [1], where we may generally write
(5.14) Z(A; Σh) =
∑
i∈I
dim(Ui)
2−2h θi
for all h ≥ 0.
The second class of surfaces we are interested in involves a chain of ` Riemann spheres,
which arises when we regard a generic lens space L(p, p′ ) = S3/Γp,p′ as a Seifert fibration
over the two-sphere (see [89, 11]); here (p, p′ ) are coprime integers with p > p′ > 0. The
base is described by a projective line P1 with an arbitrarily chosen marked point at which the
coordinate neighbourhood is modelled on C/Zp, with the cyclic group acting on the local chart
coordinate z as z 7→ e 2pi i /p z. We construct a line V-bundle over this P1 orbifold such that the
local trivialization over the orbifold point is modelled by C2/Γp,p′ , where Γp,p′ ∼= Zp acts on the
local coordinates (z, w) of the base and fibre as (z, w) 7→ ( e 2pi i /p z, e 2pi i p′/pw). This identifies
the lens space L(p, p′ ) as the total space of the associated unit circle bundle. In the base model
with a chain of ` spheres, the projective lines intersect only once with their nearest neighbours
to the right and to the left along the necklace, and the degrees ea ≥ 2, a = 1, . . . , ` are obtained
by expanding the rational number pp′ > 1 in a simple continued fraction
p
p′
= [e1, . . . , e`] := e1 − 1
e2 −
1
e3 −
1
. . . e`−1 −
1
e`
with e1 the smallest integer >
p
p′ , and so on. For example, for p
′ = 1 there is only ` = 1 sphere
with degree e1 = p; the case p
′ = p − 1, where the length of the chain is ` = p − 1 and each
degree is ea = 2, is considered in [89]. To glue the neighbouring spheres together, we braid the
composition of two cap bordisms, corresponding to open disks in the base and fibre directions
of the Seifert fibration [89], in S together using the braiding symmetry (5.7) to define the class
(5.15)
[
FA
( )B ]
=
∑
i,j∈I
Sij θi θj [U
∗
i ⊗ Uj ]
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in K0(R), which carries an action of S2. To account for the non-trivial degrees ea, following [82,
89, 11, 83] we glue two caps in this way at the ends of ea tubes with classes[
FA
( )⊗ea ]
for a = 1, . . . , ` .
More precisely, in these constructions one should replace the geometric surface category S
with the category S L1,L2 of 2-cobordisms C endowed with line bundles L1 and L2 which are
trivialized over the boundary components of ∂C, as in [82], but for brevity we do not write this
explicitly. In this way we arrive at the partition function
Z(A;S2, p, p′ ) =
∑
i1,...,i`∈I
S0i1 Si1i2 · · ·Si`−1i` Si`0 θe1i1 · · · θ
e`
i`
.(5.16)
In particular, for p′ = 1 we have
Z(A;S2, p, 1) =
∑
i∈I
dim(Ui)
2 θpi(5.17)
which coincides with (5.14) at p = 1 and h = 0; this calculation easily generalizes to a degree
p circle bundle over an arbitrary Riemann surface Σh and amounts to replacing the categorical
dimension factors dim(Ui)
2 with dim(Ui)
2−2h in the formula (5.17). This formalism could help
in explicitly identifying the suitable two-dimensional gauge theory duals to the four-dimensional
N = 2 gauge theories on S1 × L(p, p′ ) considered in [90, 91]. The construction presented here
can also be extended to generic Seifert fibrations over Riemann surfaces Σh.
5.3. Constructing q-deformed Yang-Mills amplitudes.
We will now specialise the construction of this section to the quantum group A = Uq(g) as-
sociated to the Lie algebra g of the gauge group G = U(N); then A has the structure of a
quasitriangular Hopf algebra which is described in Appendix A. Let us briefly summarise the
structure of the semisimple ribbon category R = Rep(A) in this instance, restricting to repre-
sentations which admit a decomposition into weight spaces; see e.g. [84] for further details.
As a tensor category, R is equivalent to the category of finite-dimensional representations
of G = U(N). In particular, the isomorphism classes of irreducible representations are again
labelled by partitions λ = (λ1, . . . , λN ), λi ≥ λi+1 ≥ 0; the unit object is the vacuum module
corresponding to the empty Young diagram with λ = 0. The dual of an object V is the dual
vector space V ∗ with the left A-module structure
(a . ϕ)(v) := ϕ
(
S(a) . v
)
for a ∈ A, ϕ ∈ V ∗ and v ∈ V , where S is the antipode of Uq(g). The braiding on the category
R is given by the functorial isomorphisms
BV,W = P ◦ (R.) : V ⊗W −→ W ⊗ V ,
where R is the universal R-matrix for Uq(g) and P is the trivial “flip” braiding P (v⊗w) = w⊗v
for v ∈ V , w ∈ W ; this yields a non-trivial isomorphism between the tensor product Uq(g)-
modules V ⊗W and W ⊗ V .
To define the twist, we introduce functorial isomorphisms q〈ρ,H〉 : V → V ∗∗ which act as
multiplication by q〈ρ,λ〉 on the representation λ, and set
θ = q〈ρ,H〉 u−1 ,
where u ∈ Uq(g) is Drinfel’d’s element. The twist θ is a central element, and it determines
the (universal) Casimir operator for the quantum group Uq(g): From the explicit formulas in
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Appendix A, it follows that u−1 acts as multiplication by q
1
2
〈λ,λ〉 on the irreducible representation
λ and hence
θλ = q
1
2
〈λ,λ+2ρ〉 = q
1
2
C2(λ) .
The functorial isomorphisms ψV : V
∗∗ → V are given by ψV (x) = u−1 . x for x ∈ V ∗∗, and
hence the categorical trace of any A-module endomorphism f : V → V is the quantum trace
TrV (f) = Tr V
(
q〈ρ,H〉 f
)
.
In particular, the categorical dimension of a highest weight Uq(g)-module Uλ coincides with the
quantum dimension
dim(Uλ) = sλ
(
qρ
)
= dimq λ .
The partition function (5.14) is therefore given by
Z(Uq(g) ; Σh) = ∑
λ
sλ
(
qρ
)2−2h
q
1
2
C2(λ) ,
which coincides with (2.10) for an S1-fibration over Σh of degree p = 1 when we identify q =
e−gs .
To compute the partition function (5.16), we need the braiding symmetry (5.7) which can be
expressed in terms of specializations of Schur functions as
Sλµ = sλ
(
qρ
)
sµ
(
qλ+ρ
)
=
( N−1∏
k=1
1(
q−k/2 − qk/2)N−k
) ∑
w∈SN
(−1)|w| q〈w(λ+ρ),µ+ρ〉 .
This operator is an analytic continuation of the modular S-matrix of the U(N) WZW model in
the Verlinde basis [11]; the second equality here follows from the Weyl character formula and it
makes manifest the symmetry Sλµ = Sµλ. Note that the fusion coefficients Nλµ
ν ∈ Z≥0 of the
category R are the Littlewood-Richardson coefficients for the fusion of U(N) representations
and are represented through Schur functions by (4.26). It follows that
Z(Uq(g) ; S2, p, p′ ) = ∑
λ1,...,λ`
q
1
2
(e1 C2(λ1)+···+e` C2(λ`)) sλ1
(
qρ
)2
sλ2
(
qρ
) · · · sλ`(qρ)
× sλ2
(
qλ1+ρ
) · · · sλ`(qλ`−1+ρ) .
In particular, at p′ = 1 the partition function (5.17) coincides with the partition function (2.10)
at h = 0 for q-deformed Yang-Mills theory on the sphere.
Note that in our case, where q is not a root of unity, the representation category Rep(Uq(g))
is not modular and should be dealt with in the setting of ind-categories as discussed in §5.2.
Alternatively, for q = ζk a primitive k-th root of unity, one can work with a “reduced” version of
Uq(g) defined by imposing the additional relations Eri = 0 = F ri and Kri = 1 on the generators,
where r = k2 for k even and r = k when k is odd. This is a finite-dimensional Hopf algebra
whose ribbon category of finite-dimensional integrable representations has finitely many isomor-
phism classes of simple objects; however, this category is not semisimple. See [88, 84] for the
construction of a modular tensor category of representations of the quantum group Uq(g) for q
a root of unity.
5.4. Disk amplitudes.
From (5.11) it follows that the Gaussian for the category R = Rep(Uq(g)) is given by[
FUq(g)
( )]
=
∑
λ
sλ
(
qρ
)
q
1
2
C2(λ) [Uλ] .
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On the other hand, we can also consider the category of representations of the quantum group
A = Uq(h) corresponding to the Cartan subalgebra h ⊂ g, i.e. the Lie algebra of the maximal
abelian subgroup T = U(1)N ⊂ U(N). The irreducible representations Un are now parametrized
by the weight lattice n ∈ ZN and are all one-dimensional, so that dim(Un) = 1. The duality
U∗n = U−n and fusion rules
Un ⊗ Um = Un+m
furnish the abelian group ZN . From the explicit expression in Appendix A it follows that the
universal R-matrix acts as multiplication by q
1
2
〈n,m〉 on Un⊗Um, and hence the braiding is given
by
BUn,Um(v ⊗ w) = q
1
2
〈n,m〉 w ⊗ v .
The twist eigenvalue of a simple object Un ∈ Ob(Rep(Uq(h))) is
θn = q
1
2
〈n,n〉 ,
while the braiding symmetry is given by
Snm = q
〈n,m〉 .
Whence the Gaussian (5.11) for this category is given by[
FUq(h)
( )]
=
∑
n∈ZN
q
1
2
∑
i n
2
i [Un] .
In the approach of Etingof and Kirillov [92], the Kostant identity plays a prominent role. It
can be stated as the relationship between Gaussians in the Grothendieck rings of the two ribbon
categories considered here given by
(5.18)
[
FUq(g)
( )]
=
1
ZN (q)
[
FUq(h)
( )]
,
where the normalization ZN (q) is the Chern-Simons partition function (3.15) on S
3. The identity
(5.18) may be regarded as a categorification of the Weyl integral formula (2.13) which relates
the Haar measure for integration of G-invariant functions on G = U(N) with the Haar measure
for integration of symmetric functions on its maximal torus T = U(1)N , when we identify classes
in the Grothendieck rings with characters. It is identical to the result of [93] that the character
expansion of the Villain lattice action gives the propagator of q-deformed two-dimensional Yang-
Mills theory. The Kostant identity is also derived in [94, App. C] as an expression for the disk
amplitude in terms of a theta-function on the weight lattice ZN , within the framework of the
standard gluing rules for q-deformed two-dimensional Yang-Mills theory.
Evaluating both sides of (5.18) at the principal specialization x = qρ of the respective charac-
ters, we arrive at a simple representation of the partition function (2.10) of q-deformed Yang-Mills
theory on S2 with p = 1 given by
(5.19) Z(1)M (q;S2) = Z
(Uq(g) ; S2) = 1
ZN (q)
N∏
j=1
Θ
(
q
1
2
(N+1−2j) ; q
)
,
where Θ(z; q) is the Jacobi theta-function (3.13). Using standard modular transformation prop-
erties of Θ(z; q), one shows that (5.19) computes the fractional instanton contributions to the
partition function of N = 4 gauge theory on the surface O(−1) → P1 (the blow-up of C2 at a
point) [11].
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Nevertheless, the two categorifications of the gauge theory are inequivalent: The partition
function (5.16) for the category Rep(Uq(h)) is given by the theta-function
(5.20) Z(Uq(h) ; S2, p, p′ ) = ∑
n∈Z`N
q
1
2
〈n,C·n〉 ,
where
〈n,C · n〉 =
∑`
a,b=1
Cab 〈na, nb〉 for na, nb ∈ ZN ,
and
C = (Cab) =

e1 1 0 · · · 0
1 e2 1 · · · 0
0 1 e3 · · · 0
...
...
...
. . .
...
0 0 0 · · · e`

is the intersection form of the chain of ` base spheres. For p′ = p−1, so that ` = p−1 and ea = 2
for a = 1, . . . , `, the matrix C is essentially the Cartan matrix of the Ap−1 Dynkin diagram and
(5.20) the N -th power of the theta-function on the weight lattice of the Lie algebra sl(p).
5.5. Combinatorial Hopf algebra structure.
Our categorical framework points to another way of understanding the Hopf algebraic structure
of two-dimensional Yang-Mills amplitudes, at least in the infinite rank limit that was considered
in §4.4; we briefly describe this structure now, partly to set the stage for the constructions of
§5.6 and §6. For this, we first note that it suffices to work with ordinary representations of
the gauge group G = U(N). Let U(g) be the ordinary universal enveloping algebra of the Lie
algebra g, and let U(g)[[gs]] be its gs-adelic completion in the parameter gs, with q := e−gs ,
consisting of formal power series in gs with coefficients in U(g). It is well-known [95, Prop. 3.16]
that there is an algebra isomorphism
ϕ : Uq(g) −→ U(g)
and an invertible twisting cochain F = 1⊗1 +O(gs) which relates the underlying Hopf algebras
of Uq(g) and U(g)[[gs]]; the cochain F ∈ U(g)[[gs]]⊗U(g)[[gs]] induces a non-trivial coassociator
Φ ∈ U(g)[[gs]] ⊗ U(g)[[gs]] ⊗ U(g)[[gs]] in this correspondence. At the level of representation
categories, this induces a functorial equivalence between Rep(Uq(g)) and Drinfel’d’s category of
g-modules with the usual tensor product but with non-trivial associativity isomorphisms induced
by Φ [96].
We will further describe our Yang-Mills amplitudes in the representation categories of sym-
metric groups. For this, we use Frobenius-Schur duality which establishes a bijection between
certain representations of Sn and of U(N) (see e.g. [1]); this duality will also play a role in
§6 when we study the corresponding refined gauge theory amplitudes. Let Vfund = CN be the
fundamental representation of G = U(N). Then the n-th symmetric power V nfund for n ∈ Z>0
carries, in addition to the G-action, an action of the symmetric group Sn by permuting factors.
The actions of G and Sn commute, so V
n
fund is a representation of G×Sn which is completely
reducible to the form
V nfund ∼=
⊕
λ
Uλ ⊗ uλ ,
where Uλ is the irreducible representation of U(N) corresponding to a partition λ = (λ1, . . . , λN )
with
∑
i λi = n, and uλ is the representation of Sn corresponding to the Weyl character sλ(x);
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this yields a Frobenius-Schur correspondence between the representations Uλ and uλ. A q-
deformation of this duality to the quantum group gauge symmetry underlying q-deformed Yang-
Mills amplitudes is described in [20], wherein the symmetric group Sn is deformed to a Hecke
algebra.
This correspondence yields a combinatorial Hopf algebra structure on U(∞) Yang-Mills am-
plitudes in the following way. The ring Sym of symmetric functions carries a Hopf algebra
structure with product map µ : Sym ⊗ Sym → Sym defined by the Littelwood-Richardson
expansion of Schur functions (4.26); its adjoint with respect to the Hall inner product is a
coproduct ∆ : Sym→ Sym⊗Sym making Sym into a coalgebra with
∆(sλ) =
∑
µ,ν
Nµν
λ sµ ⊗ sν .
The crucial property to check in this claim is coassociativity: (∆⊗ 1) ∆ = (1⊗∆) ∆. With the
inclusions of symmetric groups Sn×Sm ↪→ Sn+m, this is done by interpreting the product µ in
Sym as induction from representations Sym⊗Sym of Sn×Sm to Sn+m, and the coproduct ∆
as restriction of representations Sym of Sn+m to Sn×Sm. The coassociativity condition is then
equivalent to the commutativity of the induction and restriction morphisms of representations,
which follows by Mackey theory. The unit and counit are given respectively by
η(1) = s0 and ε(sλ) = δλ,0 ,
while the antipode
S(sλ) = (−1)|λ| sλ′
of the Hopf algebra corresponds to the well-known involution ω of the ring of symmetric func-
tions [28], see e.g. [97, 98]; that the antipode S here is an involution is a consequence of bicom-
mutativity of the Hopf algebra structure on Sym.
Geissinger [99] shows that the induction and restriction functors associated to these mor-
phisms induce in this way a bialgebra structure on the direct sum of Grothendieck groups of
representation categories of Sn-modules over all n ≥ 0, which corresponds to the infinite-rank
case of the corresponding Yang-Mills amplitudes. These combinatorial Hopf algebras are pri-
marily associated with Grothendieck groups, but they can also be reformulated in terms of the
underlying representation categories in a similar vein to the constructions of this section; via
Frobenius-Schur duality, the ring Sym is thus interpreted as the self-dual Grothendieck Hopf
algebra on
⊕
n≥0 C[Sn], where C[Sn] is the group ring of the symmetric group Sn. In partic-
ular, Bump and Gamburd [78] show that the coassociativity of this Hopf algebra is equivalent
to the generalized Cauchy-Binet formula (4.27) for the supersymmetric Schur polynomials, and
hence the Hopf algebraic structure is intimately tied to the underlying supersymmetric structure
of U(∞) Yang-Mills amplitudes discussed in §4.4. Of course, by virtue of the identification of
Schur functions as characters of irreducible representations of U(∞), this structure makes the
Grothendieck group K0(Rep(U(∞))) into a graded self-dual, bicommutative Hopf algebra (see
e.g. [98]), and ultimately also the representation category Rep(Uq(g)) itself in the N →∞ limit
by replacing sλ 7→ Uλ in the structure maps above. This Hopf algebra structure is exploited in
§5.6 below.
5.6. Defect operators and module categories.
For completeness, and also in preparation for our discussion of refinement in §6, we conclude this
section by describing how the computations of correlators in q-deformed two-dimensional Yang-
Mills theory fit into our categorical framework. Correlation functions are associated with inser-
tions of defect operators in partition functions; generalized defect observables are constructed
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via fundamental boundary observables in representations of the geometric surface category S .
For each such boundary observable, we choose a basepoint on each boundary and associated a
simple object Ui ∈ Ob(C ), i ∈ I, to that boundary. There are two perspectives one can take in
constructing defect observables: one through the gluing rules of this section, and one through
considerations of the Frobenius algebra (5.10) of isomorphism classes of simple objects of the
category C . We will begin here with the former perspective which can be used to immediately
write down explicit formulas for the correlators, as it is this point of view that will be taken
in §6. There are three classes of defect operators which are of relevance for the construction of
generic two-dimensional Yang-Mills amplitudes.
Firstly, there is the extension of the representations considered in §5.2 to Riemann surfaces
with boundaries, which as morphisms in S live in HomS (∅, S1 unionsq · · · unionsq S1). They are easily
constructed from the basic amplitudes with one, two and three boundaries given in (5.11)–(5.13)
respectively. For a Riemann surface of genus h having b punctures with boundary conditions fixed
to the holonomy eigenvalues u1, . . . , ub ∈ (S1)N of the gauge connection around the boundary
circles, by evaluation of the corresponding characters at these holonomies we find that the general
partition function for the usual q-deformed gauge theory is given by
Bu1,...,ub
(Uq(g) ; Σh, p, 1) = ∑
λ
sλ
(
qρ
)2−2h−b
sλ(u1) · · · sλ(ub) q
p
2
C2(λ) .
These amplitudes naturally reflect the monoidal structure of the representation category R,
and also the Hopf algebra structure from §5.5. These boundary observables are considered
in [20, 100, 101] and related to the four-dimensional N = 2 superconformal index in [14].
Secondly, we can consider more general closed defect observables which correspond to closed
non-selfintersecting loops on the surface Σh. They are given by Wilson loops on Σh equipped
with a choice of marked point on the loop which corresponds to an insertion of a defect op-
erator in the partition function; Wilson loop observables in q-deformed Yang-Mills theory are
considered in [5, 20]. Consider, for example, a correlation function of a single Wilson loop oper-
ator Tr λ
(P exp i ∮C A) in the representation λ on a non-selfintersecting oriented closed curve
C ⊂ Σh which divides the Riemann surface Σh into inner and outer faces of genera h1 and h2,
with h = h1 + h2. This correlator is determined in terms of the fusion coefficients Nλ1λ
λ2 of the
representation category R to be
Wλ
(Uq(g) ; Σh, p, 1) = ∑
λ1,λ2
Nλ1λ
λ2 sλ1
(
qρ
)1−2h1 sλ2(qρ)1−2h2 q p2 C2(λ1) q p2 C2(λ2) ,
where the representations λ1 and λ2 label the inner and outer faces respectively.
Thirdly, we can consider Wilson loop observables in Chern-Simons theory on Seifert manifolds
which wrap around the S1 fibre; they are studied in [102]. In two-dimensional q-deformed Yang-
Mills theory they correspond to defect holonomy punctures given by correlators of the gauge-
invariant operators Tr λ exp( iφ) inserted on the base Riemann surface Σh, which represent the
holonomy of the Chern-Simons gauge connection around the S1 fibre; these defect punctures
were considered in [7, 94] and shown in [100, 101] to correspond to insertions of supersymmetric
surface operators in the four-dimensional N = 2 superconformal index. The amplitude for n
defect punctures in representations λ1, . . . , λn on Σh can also be written entirely in terms of
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data in the underlying semisimple ribbon category R, and one has
Pλ1,...,λn
(Uq(g) ; Σh, p, 1) = ∑
λ
(dimq λ)
2−2h−n Sλλ1 · · ·Sλλn q
p
2
C2(λ)
=
∑
λ
sλ
(
qρ
)2−2h
sλ1
(
qλ+ρ
) · · · sλn(qλ+ρ) q p2 C2(λ)
=
∑
λ
sλ
(
qρ
)2−2h
q
p
2
C2(λ)
×
∑
µ1,...,µn−1
Nλ1λ2
µ1 Nµ1λ3
µ2 · · ·Nµn−2λnµn−1 sµn−1
(
qλ+ρ
)
(5.21)
where we used (4.26) in the last line.
The independence of correlators such as (5.21) on the insertion points xi ∈ Σh of the operators
Tr λi exp( iφ(xi)) can be understood by appealing to an alternative description of these formulas
in terms of a functor from the geometric surface category S to a module category of Frobenius
algebras. Defect punctures correspond to left A-modules and non-selfintersecting Wilson line
defects to A-bimodules over a suitable Frobenius algebra object A in the semisimple ribbon
category C (see e.g. [85]); for the representation category C = R = Rep(A) this is the Frobenius
algebra A = K of conjugacy classes of A = Uq(g) in (5.10). In the remainder of this section we
briefly explain how the construction of correlators of defect operators fits into our categorical
framework in this way.
Again we begin by sketching the relevant structures involved from category theory. Recall that
a Frobenius algebra A is an associative, unital algebra over C equipped with a linear function
ε : A→ C such that the bilinear pairing defined by (a, b) := ε(a b) for a, b ∈ A is nondegenerate.
The basic example is the algebra A = Mn of n × n matrices over C, with ε(a) = Tr (a). More
generally, for any Frobenius algebra (A, ε) we can enrich the algebra Mn(A) := Mn ⊗ A with
the Frobenius structure ε ◦ Tr : Mn(A) → C. By Wedderburn’s theorem, a finite-dimensional
simple algebra is isomorphic to a matrix algebra over a division ring, and hence every finite-
dimensional semisimple algebra admits a Frobenius structure. Another example is provided
by the complex de Rham cohomology ring A = H∗(X) of a compact n-dimensional complex
manifold X. This is an algebra under the wedge product of differential forms on X. Then the
integration
∫
X : H
∗(X) → C over X provides a Frobenius structure ε on A. This example
illustrates a geometric way in which to think of these algebras. A semisimple Frobenius algebra
A is always the algebra of C-valued functions on the set X = Spec(A) of minimal ideals of
A, equipped with a “volume form” ε which assigns a measure εx to each point x ∈ X. The
Frobenius structure ε thus provides an “integration” (or trace) over the “space” X. When A is
finite-dimensional, X is just a finite set of points. Frobenius algebras play a well-known role in
two-dimensional topological field theory, see e.g. [103] for an introduction.
This notion extends to the monoidal categories C we are interested in. An associative, unital
algebra in C is an object A ∈ Ob(C ) together with a “multiplication” µ ∈ HomC (A⊗A,A) and
a “unit” η ∈ HomC (1, A) satisfying the associativity condition
µ ◦ (µ⊗ idA) = µ ◦ (idA ⊗ µ)
and the unit condition
µ ◦ (η ⊗ idA) = idA = µ ◦ (idA ⊗ η) .
An algebra in C = V ect, with the usual tensor product of vector spaces, is precisely an associa-
tive C-algebra. An algebra in the dual category C op = V ectop, with the usual tensor product
of vector spaces, is precisely a coassociative C-coalgebra.
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Suppose that A is an algebra in C . Then A is said to be a Frobenius algebra in the monoidal
category C if there exists morphisms ε ∈ HomC (A,1) and ∆ ∈ HomC (A,A ⊗ A) such that
(A, ε,∆) is a coalgebra and
(idA ⊗ µ) ◦ (∆⊗ idA) = ∆ ◦ µ = (µ⊗ idA) ◦ (idA ⊗∆) .
This means that ∆ : A → A ⊗ A is a morphism of A-bimodules. If in addition C is braided,
then A is commutative when
µ ◦BA,A = µ
on A⊗A→ A. This is equivalent to the cocommutativity condition
BA,A ◦∆ = ∆
on A→ A⊗A. We say that A is haploid if dim HomC (1, A) = 1.
There are two other conditions that we will need below. In the category C , there are two
canonical coevaluations
dA ∈ HomC (1, A⊗A∨) and d˜A ∈ HomC (1, A∨ ⊗A) .
Then A is symmetric if the natural isomorphisms of A-bimodules
Φ1 :=
(
(ε ◦ µ)⊗ idA∨
) ◦ (idA ⊗ dA) and Φ2 := (idA∨ ⊗ (ε ◦ µ)) ◦ (d˜A ⊗ idA)
in HomC (A,A
∨) coincide, Φ := Φ1 = Φ2. Haploid algebras are symmetric. The algebra object
A is special if ∆ is a right inverse of µ and ε ◦ η = dim(A) id1, where dim(A) is the categorical
dimension of A ∈ Ob(C ). This generalizes the notion of separable algebras over C.
For the representation category C = R = Rep(Uq(g)), we take the cogenerator A = K from
(5.10) and induce a Frobenius structure on it from the combinatorial Hopf algebra structure of
§5.5. Using HomR(Uλ, A) ∼= C, the multiplication µ : A ⊗ A → A is provided by the image of
the pants bordism (5.13) regarded as a morphism in the dual category Rop; explicitly
(5.22) µ(uµ ⊗ uν) =
∑
λ
Nµν
λ idUλ(uµ ⊗ uν)
for all simple subobjects Uµ, Uν , Uλ of A and all vectors uµ ∈ Uµ, uν ∈ Uν . Let us explain the
meaning of this formula. Let eµ ∈ HomR(Uµ, A) be the basis of canonical inclusions of simple
subobjects, and let eµ ∈ HomR(A,Uµ) be the dual basis of projections. Then the composition
eλ ◦ µ ◦ (eµ ⊗ eν) is an element of HomR(Uµ ⊗ Uν , Uλ) ∼= NµνλC idUλ . The associativity of the
product (5.22) follows easily from the associativity relations for the fusion coefficients Nµν
λ; this
multiplication makes A into a (braided) noncommutative algebra. The comultiplication is given
by
(5.23) ∆(uλ) =
∑
µ,ν
Nµν
λ idUµ⊗Uν (uλ)
where uλ ∈ Uλ. This endows A with the structure of a noncocommutative coalgebra. The
Frobenius counit ε : A → C is provided by the image of the cap bordism (5.11); it is dual to
the unit η of A which is just the vacuum representation. Nondegeneracy of the inner product
ε ◦ µ follows from the gluing laws, which equate it to the image of the tube bordism (5.12).
The Frobenius algebra object A obtained in this way is symmetric but not special. Choosing
different defects corresponds to selecting A-modules M; the original defect operator corresponds
to the trivial A-module A acting on itself via its multiplication morphism µ. We shall now study
the Morita equivalence class of the Frobenius algebra A, i.e. the A-module structures provided
by all other boundary defect operators.
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Let A be an algebra in the semisimple monoidal category C . A (left) A-module is a pair
M = (M,%), where M ∈ Ob(C ) and % ∈ HomC (A⊗M,M) with the relations
% ◦ (µ⊗ idM ) = % ◦ (idA ⊗ %) and % ◦ (η ⊗ idM ) = idM .
The space of morphisms between two left A-modules M1 and M2 forms a C-linear subspace of
HomC (M1,M2) denoted HomA(M1, M2). Let M odC (A) be the category of left modules over
the Frobenius algebra A in the ribbon category C ; its objects are the associated boundary
defect fields. When A is a special Frobenius algebra, then semisimplicity of C implies that
the category M odC (A) is semisimple [104, Prop. 5.24]. Similarly one defines A-bimodules (see
e.g. [85, Def. 4.5]), but it suffices to consider left A-modules by [87, Rem. 12]: In any braided
tensor category C , an A-bimodule can equivalently be regarded as a left A⊗Aop-module. This
means that it suffices to focus our attention to insertions of boundary defects on the Riemann
surface Σh.
The category M odC (A) is not a monoidal category, but it carries the structure of a module
category. For this, let M = (M,%) be any left A-module with object M ∈ Ob(C ) and morphism
% ∈ HomC (A⊗M,M), and letX ∈ Ob(C ) be any object of C . Then M⊗X := (M⊗X, %⊗idX) has
the natural structure of a left A-module. For any X,Y ∈ Ob(C ), the associativity isomorphism
M ⊗ (X ⊗ Y ) ≈−−→ (M ⊗X)⊗ Y
yields a morphism of A-modules
M⊗ (X ⊗ Y ) −→ (M⊗X)⊗ Y
in HomA(M ⊗ (X ⊗ Y ), (M ⊗ X) ⊗ Y ). This endows M odC (A) with the structure of a module
category over C , i.e. the “mixed” tensor functor
⊗ : M odC (A)× C −→ M odC (A)
is an exact bifunctor with associativity and unit conditions generalizing the triangle and penta-
gon axioms.
For a given defect operator, specified by a fixed non-zero A-module M ∈ Ob(M odC (A)), we
demonstrate in Appendix C how to construct a canonically defined algebra object AM =
∨M⊗AM
of C such that AA = A; given two defect operators M1, M2 ∈ Ob(M odC (A)), we also prove that
the module categories of AM1 and AM2 are equivalent. Thus starting from a single defect
operator we get a (symmetric) Frobenius algebra A. Different boundary defects generically
produce distinct Frobenius algebras, but any two such Frobenius algebras are Morita equivalent.
Morita equivalent Frobenius algebras give rise to equivalent correlation functions in the two-
dimensional gauge theory. For example, this explains the feature that the correlators of defect
holonomy operators are independent of their insertion points on Σh. In Appendix C we give an
explicit description of the module category M odC (A) by constructing a C-algebra A such that
Rep(A) = M odC (A); this functorial equivalence endows the representation category Rep(A)
with the structure of a module category
⊗ : Rep(A)× C −→ Rep(A)
over the tensor category C , i.e. for V ∈ Rep(A), there are natural isomorphisms (V⊗X)⊗ Y ∼=
V⊗ (X ⊗ Y ) for all X,Y ∈ Ob(C ) and V⊗ U0 ∼= V.
6. Refinement
An immediate spinoff from the categorical reformulation of §5 is that one can also integrate to
generalized characters associated to morphisms with target an arbitrary representation V of G.
In particular, when V is a symmetric power of the fundamental representation of G = U(N), we
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unleash a refinement of the q-deformed Yang-Mills amplitudes which leads to a two-parameter
deformation of the heat kernel expansion (2.5). This refined q-deformed Yang-Mills theory was
considered recently in [19], and it is an analytic continuation, in the sense explained in §2.2,
of the refinement of Chern-Simons theory on Seifert three-manifolds constructed in [24, 23]
which computes the Poincare´ polynomials of knot homology (see also [105]). The topological
version of this gauge theory is the refined q-deformed BF-theory on the Riemann surface Σh
considered in [18], or equivalently refined Chern-Simons theory on Σh × S1, which is identified
as the two-dimensional topological field theory computing the topologically twisted partition
function of an N = 2 superconformal field theory on S1 × S3, i.e. the N = 2 superconformal
index in four dimensions; the non-topological version identifies the partition function of an
N = 2 supersymmetric non-linear sigma-model on S1 × S3 with the propagator of the refined
two-dimensional gauge theory [15].
6.1. Constructing refined q-deformed Yang-Mills amplitudes.
To construct refinements of the q-deformed two-dimensional gauge theory, we need to general-
ize our categorification slightly, as alluded to in §5.6. For this, we enlarge the morphisms of
the source category to include two-dimensional surfaces with marked points. We then modify
the functor (5.8) by prescribing additional data at each marked point given by a fixed finite-
dimensional module V over the quantum group Uq(g), which may be interpreted as the insertion
of a defect holonomy puncture in the representation V of G = U(N) at each marked point,
i.e. the holonomy of the gauge fields around the marked point is the representation V ; the
corresponding Yang-Mills amplitude defines a wavefunction in the Hilbert space associated to
the boundary. Thus, for example, the basic class (5.11) is correspondingly modified in this case
to [
FUq(g)
( )]
=
∑
λ
dim(Uλ) θλ [Uλ ⊗ V ] .
We interpret this refinement as an augmentation of the usual Grothendieck group to contain
“vector-valued” characters: Given a non-zero intertwining operator Φλ : Uλ → Uλ⊗V for Uq(g),
the quantity Tr λ(ΦλX) for X ∈ G is a G-equivariant function on the Lie group G with values
in the representation V , called a generalized character in [106, 88]. When V = C is the trivial
module we recover the usual characters and the monoidal functor from §5. More precisely, since
conjugacy classes in G are the same as orbits of the Weyl group W = SN in the maximal
torus T = U(1)N , the generalized characters are uniquely defined by their values on T and take
values in the weight 0 subspace V (0) in the usual weight decomposition of the representation
V of G. The space of intertwining operators Φλ : Uλ → Uλ ⊗ V is isomorphic to the space
HomR(Uλ, Uλ ⊗ V ) ∼= (U∗λ ⊗ Uλ ⊗ V )Uq(g).
We shall take V = V
(β−1)N
fund for fixed β ∈ Z>0 to be the q-deformation of the (β − 1)N -
th symmetric power of the fundamental representation Vfund = CN of G; it is isomorphic to
the space of homogeneous polynomials in N variables x1, . . . , xN of degree (β − 1)N . In this
case all the weight subspaces of V are one-dimensional, and in particular V (0) ∼= C. Since the
tensor product multiplicities for Uq(g) are the same as those for g, there is a non-zero Uq(g)-
homomorphism Φλ : Uλ → Uλ ⊗ V (β−1)Nfund if and only if λ = µ+ (β − 1) ρ for a highest weight
µ; in this instance Φ•µ := Φµ+(β−1) ρ is unique up to normalization.
Etingof and Kirillov show that in this case the generalized characters Tr λ+(β−1) ρ(Φ•λX)
are given by the monic form Mλ(x; q, t) of the Macdonald polynomials in the eigenvalues x =
(x1, . . . , xN ) of the matrix X at t = q
β (see [106, Thm. 2.2]). Recall [28, Chap. VI] that
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Mλ(x; q, t) can be defined algebraically as the unique symmetric polynomials satisfying the
following two conditions:
(i) Triangular decomposition in dominance order with respect to the basis of monomial
symmetric polynomials:
Mλ(x; q, t) = mλ(x) +
∑
µ<λ
vλ,µ(q, t) mµ(x) ,
where vλ,µ(q, t) are rational functions of q, t, the sum runs over N -component partitions
µ such that |µ| = |λ| and µ1 + · · ·+ µi < λ1 + · · ·+ λi for all i = 1, . . . , N , and
mλ(x) =
∑
w∈SN (λ)
x
w(1)
1 · · ·xw(N)N
with SN (λ) the set of distinct permutations of λ1, . . . , λN .
(ii) Orthogonality:
〈Mλ,Mµ〉q,t = 0 for λ 6= µ ,
where the inner product here is defined in the basis of power sum symmetric polynomials pλ =
pλ1 · · · pλN , with pn(x) := m(n)(x) = xn1 + · · ·+ xnN for n > 0 and p0(x) := 1, as
(6.1) 〈pλ, pµ〉q,t = zλ δλ,µ
`(λ)∏
i=1
1− qλi
1− tλi
with the length `(λ) the number of non-zero parts of the partition λ = (1m1 2m2 · · · ) and
zλ =
∏
j≥1
jmj mj ! .
The Macdonald polynomials emcompass the various symmetric polynomials which play a role
in this paper:
• The symmetrized monomials mλ(x) = Mλ(x; q, 1) are obtained in the limit t = 1 (inde-
pendently of q).
• The Schur polynomials sλ(x) = Mλ(x; q, q) are obtained as the limit t = q of the Mac-
donald polynomials (also independently of q); in this case the inner product (6.1) reduces
to the Hall inner product 〈pλ, pµ〉 = zλ δλ,µ such that 〈sλ, sµ〉 = δλ,µ.
• The Hall-Littlewood polynomials Pλ(x; t) = Mλ(x; 0, t) are obtained in the limit q =
0; they interpolate between the Schur polynomials sλ(x) at t = 0 and the monomial
symmetric polynomials mλ(x) at t = 1.
• The Jack polynomials Jλ(x;α−1) = limq→1 Mλ(x; q, qα) are obtained at t = qα with
q → 1 for α ∈ C; they are a one-parameter deformation of the Schur polynomials with
sλ(x) = Jλ(x; 1), and the inner product (6.1) in this case is the Jack inner product
〈pλ, pµ〉α = zλ α−`(λ) δλ,µ.
The Macdonald inner product (6.1) on the space of symmetric functions can be defined ana-
lytically for functions on T = (S1)N by the torus scalar product
(6.2) 〈f, g〉q,t := 1
N !
∫
[0,2pi)N
N∏
i=1
dφi
2pi
∆q,t
(
e iφ
)
f
(
e iφ
)
g
(
e− iφ
)
,
where
(6.3) ∆q,t(z) :=
∏
i 6=j
(
zi z
−1
j ; q
)
∞(
t zi z
−1
j ; q
)
∞
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is the Macdonald measure for z = (z1, . . . , zN ) ∈ T and 0 ≤ t ≤ 1. For t = qβ, β ∈ Z>0, with
zi = e
iφi and φi ∈ [0, 2pi) for i = 1, . . . , N , we can write
∆q,t
(
e iφ
)
=
β−1∏
m=0
∏
i 6=j
(
1− qm e i (φi−φj)
)
which is the q-analog of the β-th power of the Weyl determinant on G = U(N). Then the norm
of the Macdonald polynomials Mλ(x; q, t) is given by
‖Mλ‖2q,t := 〈Mλ,Mλ〉q,t =
∏
i<j
(
qλi−λj tj−i ; q
)
∞
(
qλi−λj+1 tj−i ; q
)
∞(
qλi−λj tj−i+1 ; q
)
∞
(
qλi−λj+1 tj−i−1 ; q
)
∞
,
which for t = qβ, β ∈ Z>0 yields Macdonald’s inner product identity
‖Mλ‖2q,t =
β−1∏
m=0
∏
i<j
[
λi − λj + β (j − i) +m
]
q[
λi − λj + β (j − i)−m
]
q
.
To compute the corresponding refinements of the data for the semisimple ribbon category
R = Rep(Uq(g)), we first consider the punctured tube amplitude which is the modification of
(5.12) in this case given by
(6.4)
[
FUq(g)
( )]
=
∑
λ
θλ
[
Uλ ⊗ U∗λ ⊗ V (β−1)Nfund
]
=
∑
λ
θ•λ
‖Mλ‖q,t [Φ
•
λ]
where θ•λ := θλ+(β−1) ρ, we used
⊕
λ HomR
(
Uλ , Uλ ⊗ V (β−1)Nfund
)
=
⊕
λ CΦ•λ/‖Mλ‖q,t together
with the canonical duality isomorphisms in the category R, and we accounted for the non-trivial
normalisation of the intertwining operators Φ•λ [88]. It follows that the twist θ
• in this basis is
given by [88]
(6.5) θ•λ = q
1
2
〈λ,λ〉 t〈λ,ρ〉 ,
where we used
C2
(
λ+ (β − 1) ρ) = 〈λ+ β ρ, λ+ β ρ〉 − 〈ρ, ρ〉
and normalized θ• so that θ•0 = 1. Here and in the following we should strictly speaking take
t = qβ with β ∈ Z>0; however, in [107, 106] it is shown how to analytically continue many of
these formulas and results to arbitrary values β ∈ C, and hence we shall often write formulas
for arbitrary, algebraically independent refinement parameters t ∈ C with |t| ≤ q as well. In
this case V = V
(β−1)N
fund is regarded formally as a representation of Uq(g) with “highest weight”
(β − 1)N ω1 where ω1 is the fundamental weight.
Next, computing as we did in (6.4), we consider a sphere with two marked points which leads
to the modification of the amplitude (5.15) given by[
FUq(g)
( )B ]
=
∑
λ,µ
S•λµ
θ•λ θ
•
µ
‖Mλ‖q,t ‖Mµ‖q,t [Φ
•
λ
∗ ⊗ Φ•µ]
where we have further used the canonical identifications HomR(1, Uλ⊗U∗λ) ∼= C in the category
R. The braiding symmetry is computed in this basis in [88, Thm. 5.4] and with suitable
normalization it can be expressed in terms of specializations of the Macdonald functions as
S•λµ = Mλ
(
tρ ; q, t
)
Mµ
(
tρ qλ ; q, t
)
.
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Symmetry S•λµ = S
•
µλ is now a consequence of the self-duality identity for Macdonald polynomials
given by [28, Chap. VI]
Mλ
(
qµ1 tN−1, qµ2 tN−2, . . . , qµN ; q, t
)
Mλ
(
tN−1, tN−2, . . . , 1 ; q, t
) = Mµ(qλ1 tN−1, qλ2 tN−2, . . . , qλN ; q, t)
Mµ
(
tN−1, tN−2, . . . , 1 ; q, t
) .
In particular, the categorical dimensions in this basis are given by Macdonald’s special value
identity
dimq,t λ := S
•
λ0
= Mλ
(
tρ ; q, t
)
= t|λ|/2 Mλ
(
1, t, . . . , tN−1 ; q, t) =
N∏
i=1
t(i−
1
2
)λi
∏
j<k
(
t qk−j ; q
)
λj−λk(
qk−j ; q
)
λj−λk
.
When t = qβ with β ∈ Z>0 we can rewrite this formula as [106]
dimq,t λ =
∏
i<j
β−1∏
m=0
[
λi − λj + β (j − i) +m
]
q[
β (j − i) +m]
q
,
which exhibits the refined categorical dimension as the q-analog of the β-th power of the quantum
dimension dimq λ. Finally, the structure constants in this basis are no longer integer-valued
but instead are rational functions N•λµ
ν(q, t) of q, t which appear as generalized Littlewood-
Richardson coefficients
Mλ(x; q, t)Mµ(x; q, t) =
∑
ν
N•λµ
ν(q, t) Mν(x; q, t) .
We thus find that the partition function (5.14) is given by
(6.6) Z•(Uq(g) ; Σh) = ∑
λ
(
Mλ
(
tρ ; q, t
)
‖Mλ‖q,t
)2−2h
q
1
2
〈λ,λ〉 t〈λ,ρ〉 ,
while (5.16) in this case becomes
Z•(Uq(g) ; S2, p, p′ ) = ∑
λ1,...,λ`
q
1
2
(e1 〈λ1,λ1〉+···+e` 〈λ`,λ`〉) t〈e1 λ1+···+e` λ`,ρ〉
‖Mλ1‖2q,t ‖Mλ2‖q,t · · · ‖Mλ`−1‖q,t ‖Mλ`‖2q,t
× Mλ1
(
tρ ; q, t
)2
Mλ2
(
tρ ; q, t
) · · ·Mλ`(tρ ; q, t)
× Mλ2
(
tρ qλ1 ; q, t
) · · ·Mλ`(tρ qλ`−1 ; q, t) .(6.7)
It is also straightforward to write down defect observables along the lines of §5.6: In the con-
ventions of §5.6, for the correlator of a single Wilson loop in the representation λ we find
W•λ
(Uq(g) ; Σh, p, 1) = ∑
λ1,λ2
N•λ1λ
λ2
(
Mλ1
(
tρ ; q, t
)
‖Mλ1‖q,t
)1−2h1 (Mλ2(tρ ; q, t)
‖Mλ2‖q,t
)1−2h2
× q p2 (〈λ1,λ1〉+〈λ2,λ2〉) tp 〈λ1+λ2,ρ〉 ,
while the general amplitude for a Riemann surface of genus h with b boundaries fixed at holonomy
eigenvalues u1, . . . , ub ∈ (S1)N and n defect punctures labelled by irreducible representations
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λ1, . . . , λn is given by
Ou1,...,ub
λ1,...,λn
(Uq(g) ; Σh, p, 1) = ∑
λ
(
dimq,t λ
‖Mλ‖q,t
)2−2h−b−n
q
p
2
〈λ,λ〉 tp 〈λ,ρ〉
b∏
i=1
Mλ(ui; q, t)
‖Mλ‖q,t
×
n∏
j=1
S•λλj
‖Mλ‖q,t ‖Mλj‖q,t
=
∑
λ
Mλ
(
tρ ; q, t
)2−2h−b
‖Mλ‖2−2hq,t
q
p
2
〈λ,λ〉 tp 〈λ,ρ〉
b∏
i=1
Mλ(ui; q, t)
×
n∏
j=1
Mλj
(
tρ qλ ; q, t
)
‖Mλj‖q,t
.
6.2. Refined L(p, 1) matrix models.
Let us consider the partition function (6.7) for refined q-deformed Yang-Mills theory on S2 at
p′ = 1 and with t = qβ for β ∈ Z>0. Setting µi = λi + β (N − i) for i = 1, . . . , N yields a
β-deformation of the discrete Gaussian matrix model (2.12) at h = 0 given by
Z•(p)(q, t;S2) := Z•
(Uq(g) ; S2, p, 1)
=
∑
µ∈ZN
∏
i<j
β−1∏
m=0
[µi − µj +m]q [µi − µj −m]q q
p
2
∑
i µ
2
i .
For p = 1, by performing analogous steps to those of §3.1 we may rewrite this partition
function in the form
Z•(1)(q, t;S2) =
∑
u∈ZN
q
1
2
∑
i u
2
i
∏
j 6=k
β−1∏
m=0
(
q
1
2
(uj−uk+m) − q 12 (uk−uj−m)
)
= q
1
2
β (β−1) ∑
u∈ZN
q
1
2
∑
i u
2
i (σ q)β
∑
i ui
∏
j 6=k
β−1∏
m=0
(
quj − q−m quk)
= q
1
2
β (β−1) σβ N (1−β N)
∫
RN>0
N∏
i=1
dxi x
β−1
i
∞∑
ni=−∞
σβ ni q
1
2
n2i+ni δ(xi − σβ qni)
×
β−1∏
m=0
∏
j 6=k
(
xj − q−m xk
)
= q
1
2
β (β−1)+ 1
2
N σβ N (1−β N)M(q, σβ)N
×
∫
RN>0
N∏
i=1
dxi wd(xi; q, σ
β)
∏
j<k
(xj − xk)2 P (x1, . . . , xN ; q, t) ,
where as before σ = q−N , the discrete measure wd(x; q, σ) is given by (3.4), and we have
introduced the polynomial
P (x1, . . . , xN ; q, t) =
β−1∏
m=1
N∏
i=1
xi
∏
j 6=k
(
xj − q−m xk
)
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with the convention P (x1, . . . , xN ; q, q) := 1. The specialization of the family of measures (3.4)
at σβ = q−N β is again equivalent to the specialization σ = 1 due to the discrete scaling symmetry
(3.5). Arguing as in §3, since the β-deformation here amounts to a polynomial average in the
matrix model, only integer moments are involved in its computation, and the discrete/continuous
equivalence of the indeterminate moment problem for the Stieltjes-Wigert matrix model applies
to it as well. With q := e−gs as previously, we can therefore rewrite the refined partition
function as a correlator in the continuous matrix model
Z•(1)(q, t;S2) = q
1
2
β (β−1)+ 1
2
N σβ N (1−β N)M(q, σβ)N
×
∫
RN>0
N∏
i=1
dxi ωSW
(
xi ;
1√
2gs
) ∏
j<k
(xj − xk)2 P (x1, . . . , xN ; q, t)
defined by the Stieltjes-Wigert distribution (3.1). Setting ui = log(xi) − 14 gs (β − 1), we may
alternatively rewrite this matrix model average as
Z•(1)(q, t;S2) = CN (q, t)
( gs
2pi
)−N/2
×
∫
RN
N∏
i=1
dui
2pi
e−u
2
i /2gs
β−1∏
m=0
∏
j 6=k
(
e
1
2
(uj−uk) − q−m e 12 (uk−uj)
)
(6.8)
where
CN (q, t) = q
−N βN2 (1−β N) q
1
2
N+ 1
8
(β−1) (3β+1) (− q 32−β N ; q)N∞ (− qβ N− 12 ; q)N∞ (q ; q)N∞ .
Up to overall normalization, this is just the partition function ZN (q, t) := Z•(1)(q, t;S2)/CN (q, t)
of the β-deformed matrix model for refined Chern-Simons theory on S3 which was considered
in [24]; the product over m in (6.8) yields the q-analog of the β-th power of the square of the
Vandermonde determinant in this case.
For p > 1, completely analogous calculations to those of §3.2 can be similarly carried out.
Dropping all normalization constants and setting q = e−gs , the partition function
Z•(p)(q, t;S2) =
∑
u∈ZN
exp
(
− p gs
2
N∑
i=1
u2i
) ∏
j 6=k
β−1∏
m=0
(
e
gs
2
(uj−uk) − q−m e gs2 (uk−uj)
)
= Z(p)SW[0](q, t;S2)
is the Zp-invariant projection of the partition function of the corresponding full β-deformed
Stieltjes-Wigert ensemble
Z(p)SW(q, t;S2) =
∫
RN
N∏
i=1
dui e
− p
2gs
u2i
∏
j 6=k
β−1∏
m=0
(
e
1
2
(uj−uk) − q−m e 12 (uk−uj)
)
=
∑
u∈(Z/p)N
exp
(
− p gs
2
N∑
i=1
u2i
) ∏
j 6=k
β−1∏
m=0
(
e
gs
2
(uj−uk) − q−m e gs2 (uk−uj)
)
considered above. In particular, for q = ζk a primitive k-th root of unity one finds the continuous
matrix model representation
Z•(p)(q = ζk, t;S2) =
∫
RN
N∏
i=1
dui
2pi
e−u
2
i /2gs Γk,p( e
ui)
β−1∏
m=0
∏
j 6=k
(
e
1
2
(uj−uk) − q−m e 12 (uk−uj)
)
which coincides with (6.8) for p = 1.
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6.3. Refined unitary matrix model.
In [24] it was shown that the matrix integral (6.8) has a representation as a U(N) unitary
matrix model obtained by substituting the usual Haar measure of the matrix model (3.12) with
the Macdonald measure ∆q,t( e
iφ) from (6.3), so that
(6.9) ZN (q, t) =
∫
[0,2pi)N
N∏
i=1
dφi
2pi
Θ
(
e iφi ; q
)
∆q,t
(
e iφ
)
.
Below we describe the relevance of such types of matrix integrals to the refined gauge theories
considered in [24, 14, 18, 23].
The partition function of the unitary matrix model (6.9) can be computed analytically from
the explicit evaluation [49]
(6.10)
∫
[0,2pi)k
k∏
i=1
dφi
2pi
Θn
(
e iφi ; q
)
(q; q)n
∆q,t
(
e iφ
)
=
k−1∏
i=0
(
ti qn+1 ; q
)
n(
ti q ; q
)
n
generalising (3.19). This expression reduces to the two formulas in (3.19) in the limit t = qβ
with β = 1. In the limit k = N , n→∞, it evaluates (6.9) as
(6.11) ZN (q, t) =
N−1∏
k=1
(tk q; q)∞
(q; q)∞
.
When t = qβ for β ∈ Z>0, the expression (6.11) can be written as
ZN (q, t) =
N−1∏
k=1
β−1∏
m=0
(
1− qβ k+m)N−k ,
which coincides with the exact analytical expression for the partition function of the β-deformed
Stieltjes-Wigert matrix model for refined Chern-Simons theory on S3 that we considered in
§6.2 [24]. However, there are no known determinantal expressions for Macdonald polynomials
which yield a suitable analog of Gessel’s identity for the generalization of the Cauchy-Binet
summation formula (3.18); already the limiting case of Jack polynomials involves Toeplitz hy-
perdeterminants [108]. We are not aware of any analog of the matrix model expression (3.20)
for the topological refined q-deformed two-dimensional gauge theory considered in [18] (p = 0 in
(5.17)); we return to this point below.
6.4. Refined q-deformed BF-theory.
We can also consider refined versions of the six-dimensional N = 2 gauge theories that we
studied in §4.4, whose partition functions compute refined (or motivic) Donaldson-Thomas in-
variants [109]. We start from the refinement of the U(∞) matrix model (4.16) with partition
function
(6.12) Z6D(q, t) :=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
Θ
(
e iφi ; q
)
(q; q)∞
∆q,t
(
e iφ
)
.
The weight function is given again by (4.17) and there is an extension of the Szego˝ limit theorem
to this generalized case which is spelled out in Appendix B. Using the Fourier coefficients (4.18)
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and the limit formula (B.3), we compute
logZ6D(q, t) =
∞∑
k=1
k [log f ]k [log f ]−k
1− qk
1− tk(6.13)
=
∞∑
k=1
qk
k
(
1− qk) (1− tk)
=
∞∑
k=1
∞∑
n,m=1
qk n tk (m−1)
k
= −
∞∑
n,m=1
log
(
1− qn tm−1) .
Thus the partition function evaluates explicitly to
Z6D(q, t) = M(q, t) ,
where M(q, t) is exactly the refined MacMahon function [110]
M(q, t) =
∞∏
n,m=1
1
1− qn tm−1 ;
this formula also follows from the k, n → ∞ limit of (6.10). Whence the change of integration
measure from the Haar measure to the Macdonald measure produces the refined version of the
N = 2 gauge theory partition function, which in this case is the MacMahon function. Employing
the bilinear sum identity∑
λ
1
‖Mλ‖2q,t
Mλ(x; q, t)Mλ(y; q, t) =
∏
i,j≥1
(t xi yj ; q)∞
(xi yj ; q)∞
for the Macdonald functions, which generalizes the Cauchy-Binet formula (3.18), at the special-
isation x = y = tρ shows that the partition function (6.12) can also be expanded in terms of
refined quantum dimensions as
Z6D(q, t) =
∑
λ
(
dimq,t λ
‖Mλ‖q,t
)2
.
This is just the U(∞) version of the topological (q, t)-deformed two-dimensional gauge theory
which was derived in [18] from a four-dimensional superconformal index.
We can also apply the Macdonald measure substitution to define the family of refined partition
functions
Z6DL (α; q, t,Q) :=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
FL
(
e iφi ; α ; q,Q
)
∆q,t
(
e iφ
)
with weight functions (4.21). This modifies the result (4.23) to
Z6DL (α; q, t,Q) =
L∏
a=1
M(q, t)α
2
a
∏
b 6=c
M
(
QbQ
−1
c , q, t
)αb αc ,
where M(Q, q, t) is the refined generalised MacMahon function
M(Q, q, t) =
∞∏
n,m=1
1
1−Qqn tm−1 .
The derivation presented here is an alternative and equivalent method for obtaining refined
partition functions based on refinements of the weight function of the matrix model [111]. Indeed,
the form of the generalized strong Szego˝ theorem (B.3) suggests the possibility of interpreting
the additional factor
(
1− qk) / (1− tk) as a generalization of the Fourier coefficients [log f ]k,
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and therefore one can construct the corresponding U(∞) matrix model with the usual Haar
measure but with a generalized weight function. These are the types of matrix models that were
considered in [111], where a “refined” theta-function
(6.14) Θ˜(z; q, t) =
∞∏
n=1
(
1 + qn−1/2 z
) (
1 + tn−1/2 z−1
)
was used as weight function. We can see the relationship explicitly from the ordinary Szego˝
limit theorem: One has[
log Θ˜
]
k
=
(−1)k+1 qk/2
k
(
1− qk) and [ log Θ˜ ]−k = (−1)
k+1 tk/2
k
(
1− tk)
for k > 0, and hence
log Z˜ 6D(q, t) =
∞∑
k=1
k
[
log Θ˜
]
k
[
log Θ˜
]
−k =
∞∑
k=1
qk/2 tk/2
k
(
1− qk) (1− tk) .
Written in this form, the refined partition function Z˜ 6D(q, t) is realised as an elliptic gamma-
function [112]. By Gessel’s identity, the unitary matrix model with weight function (6.14) follows
from a U(∞) two-dimensional gauge theory with partition function
(6.15) Z˜ 6D(q, t) =
∑
λ
sλ
(
qρ
)
sλ
(
tρ
)
involving two deformation parameters q, t. Whence the refined six-dimensional gauge theory is
equivalent to the (q, t)-deformed topological Yang-Mills theory on S2 in (6.15). This result shows
moreover that the selection made in [111] for a refined theta-function (6.14) is equivalent to that
given by the refined topological vertex introduced in [110], i.e. application of Gessel’s identity to
the expressions in [110] directly gives the matrix models of [111]. The partition function (6.15)
also coincides with the perturbative part of Nekrasov’s partition function for five-dimensional
gauge theory [113], with the variables q, t parametrizing the Ω-background.
For the case of N = 2 gauge theory on the noncommutative conifold discussed in [111],
this double deformation also gives the correct result if one generalizes the Schur polynomials
to the supersymmetric Schur polynomials considered in §4.4: The weight function used in the
refined matrix model of [111] is reproduced in (4.28) with the specialisation xi = q
i− 1
2 , yi =
ti−
1
2 , zi = −Qqi− 12 and wi = −Q−1 ti− 12 , which yields the refined generating function for the
noncommutative conifold
Z6D2 (1,−1; q, t, 1, Q) =
M(q, t)2
M(Q, q, t)M(Q−1, q, t)
=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
Θ˜
(
e iφi ; q, t
)
Θ˜
(
Q−1 e iφi ; q, t
) ∏
j<k
∣∣ e iφj − e iφk ∣∣2 .
This expression coincides with the partition function of a supersymmetric extension of the refined
topological gauge theory (6.15) given by
Z6D2 (1,−1; q, t, 1, Q) =
∑
λ
HSλ
(
qρ
∣∣ −Qqρ) HSλ (tρ ∣∣ −Q−1 tρ) .
Notice that the expansion based on hook-Schur polynomials also allows for a richer special-
ization, with up to four deformation parameters; below we consider examples of such multiple
refinements.
Thus, at this level of refinement, one may equivalently use either Schur polynomials or Mac-
donald polynomials. This observation can also be applied to provide a new impetus on the
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partition function (4.24). It is possible to obtain a linear relationship between the respective
powers of the theta-function as a weight function of the matrix model and of the MacMahon
partition function, if one considers β-ensembles instead of unitary ensembles; these ensembles
naturally arise when one refines to the Jack polynomials Jλ(x;α
−1) instead of Schur polynomials
sλ(x) = Jλ(x; 1). They also satisfy a Cauchy identity
(6.16)
∑
λ
1
‖Jλ‖2α
Jλ(x;α
−1) Jλ(y;α−1) =
∏
i,j≥1
1
(1− xi yj)α ,
where the norms ‖Jλ‖2α are rational functions of the parameter α. The same results that lead to
unitary matrix models from the expansion into Schur functions apply to the Jack functions as
well, by replacing Toeplitz determinants with Toeplitz hyperdeterminants and unitary ensembles
with β-ensembles (here with β = 2α); this follows from the Heine-Szego˝ identity for Toeplitz
hyperdeterminants [108]. Hence we may replace the matrix model representation (4.24) with
Z6D1
(√χ
2 ; q
)
=
∑
λ
(
Jλ
(
qρ ; 2χ
)
‖Jλ‖χ/2
)2
=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
Θ
(
e iφi ; q
)
(q; q)∞
∏
j<k
∣∣ e iφj − e iφk ∣∣χ ,
(6.17)
and both matrix models represent the partition function M(q)χ/2.
These two types of refinements have been previously considered in the context of the refined
topological vertex: Awata and Kanno introduced a refinement of the topological vertex based
on Macdonald polynomials [114, 115], whereas the refinement of Iqbal, Kozcaz and Vafa [110]
is based on different specializations of the Schur polynomials as in (6.15). The Macdonald
refinement of two-dimensional Yang-Mills theory was originally presented in [18]; the analysis
presented above is the first consideration and comparison of both refinements in the simpler
setting of two-dimensional gauge theory.
6.5. Higher refinement.
With the Macdonald polynomials one can easily obtain more general refinements by giving a
different set of parameters (qa, ta) to each polynomial. We have thus far considered the (related)
cases of gauge theories associated to matrix models involving a refined theta-function (6.14)
with the ordinary Haar measure, and an ordinary theta-function (3.14) with the Macdonald
measure. We will now combine these two refinements and use distinct refinement parameters.
The partition function is
Z6D(q1, t1; q2, t2) :=
∫
[0,2pi)∞
∞∏
i=1
dφi
2pi
Θ˜
(
e iφi ; q1, t1
)
∆q2,t2
(
e iφ
)
,
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and by the strong Szego˝ limit theorem we have
logZ6D(q1, t1; q2, t2) =
∞∑
k=1
k
[
log Θ˜
]
k
[
log Θ˜
]
−k
1− qk2
1− tk2
=
∞∑
k=1
q
k/2
1 t
k/2
1
(
1− qk2
)
k
(
1− qk1
) (
1− tk1
) (
1− tk2
)
=
∞∑
k=1
1− qk2
k
∞∑
n,m,l=1
q
k (n−1/2)
1 t
k (m−1/2)
1 t
k (l−1)
2
= −
∞∑
n,m,l=1
(
log
(
1− qn−1/21 tm−1/21 tl−12
)
− log (1− q2 qn−1/21 tm−1/21 tl−12 )) .
It follows that
Z6D(q1, t1; q2, t2) =
∞∏
n,m,l=1
1− q2 qn−1/21 tm−1/21 tl−12
1− qn−1/21 tm−1/21 tl−12
.
Note that Z6D(q, t; q, q) = Z˜ 6D(q, t) is the elliptic gamma-function which corresponds to the
perturbative part of the N = 1 gauge theory partition function in five dimensions. On the other
hand, in the Hall-Littlewood limit q2 → 0 of the Macdonald measure [28], we get
Z6D(q1, t1; 0, t2) =
∞∏
n,m,l=1
1
1− qn−1/21 tm−1/21 tl−12
.
This is the perturbative part of Nekrasov’s partition function for seven-dimensional gauge theory
compactified on a circle [113]. The Hall-Littlewood limit of the two-dimensional topological field
theory underlying the computation of N = 2 superconformal indices in four dimensions is also
studied in [18].
Notice also that in the limit of coincident deformation parameters (q1, t1) = (q, t) = (q2, t2)
we have
(6.18) logZ6D(q, t; q, t) =
∞∑
k=1
qk/2 tk/2
k
(
1− tk)2 ,
which is essentially the partition function corresponding to a single t-deformation equivalent to
a q-deformation. The additional factor qk/2 appearing in (6.18) is inconsequential as it can be
removed if one uses, instead of the symmetric product form of the refined theta-function (6.14),
the asymmetric product form
(6.19) Θ˜ ′(z; q, t) =
∞∏
n=1
(
1 + qn−1 z
) (
1 + tn z−1
)
.
In this case the gauge theory partition function evaluates to the result (4.19) with deformation
parameter t instead of q. Hence this limiting case is equivalent to the matrix model (4.16) whose
weight function is the usual Jacobi theta-function (3.14) with the standard Haar measure; this is
just another example of the cancellation of deformations/refinements that we first encountered
in §4. Both theta-functions (6.14) and (6.19) give exactly the same result in the unrefined limit
q = t.
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6.6. Refined disk amplitudes.
Let us now consider the refined version of the Kostant identity (5.18). The modification of the
Gaussian (5.11) of the category R = Rep(Uq(g)) is given by[
FUq(g)
( )]
=
∑
λ
Mλ
(
tρ ; q, t
)
‖Mλ‖q,t q
1
2
〈λ,λ〉 t〈λ,ρ〉
[
Uλ ⊗ V (β−1)Nfund
]
.
We can also consider generalized characters as functions on the Cartan subalgebra h ⊂ g with
values in the representation V
(β−1)N
fund by restriction. For this, the sole modification of the
ribbon category data that we require is that of the twist, for which we only need to incorporate
the appropriate shift in weights n ∈ ZN . Using〈
n+ (β − 1) ρ , n+ (β − 1) ρ〉 = 〈n , n+ 2(β − 1) ρ〉+ (β − 1)2 〈ρ , ρ〉 ,
after suitable normalization we find the refinement of the twist coefficients
θ•n = q
1
2
〈n,n〉
( t
q
)〈n,ρ〉
.
The corresponding modification of the Gaussian is thus given by[
FUq(h)
( )]
=
∑
n∈ZN
q
1
2
∑
i (n
2
i−(N+1−2i)ni) t
1
2
∑
i (N+1−2i)ni [Un ⊗ V (β−1)Nfund ] ,
where here the representation V
(β−1)N
fund is regarded as a Uq(h)-module by restriction. Hence
the modification of the Kostant identity (5.18) is given by [116]
(6.20)
[
FUq(g)
( )]
=
1
ZN (q, t)
[
FUq(h)
( )]
,
where the normalization ZN (q, t) is the refined Chern-Simons partition function (6.11) on S
3. As
we discuss below, the identity (6.20) may be regarded as a categorification of the generalization
of the Weyl integral formula for G-equivariant functions on the Lie group G with values in the
representation V
(β−1)N
fund , which was considered in [117].
Evaluating the generalized characters on both sides of (6.20) at the specialization x = tρ
yields a simple expression for the partition function (6.6) of the refined q-deformed gauge theory
on the sphere S2 given by
Z•(Uq(g) ; S2) = 1
ZN (q, t)
N∏
j=1
Θ
(
tN+1−2j q−
1
2
(N+1−2j) ; q
)
.
A similar formula is also derived in [19]; by using standard modular properties of the Jacobi
theta-function Θ(z; q), it is related there to the Hirzebruch χy-genus of the moduli space of
instantons on the toric surface O(−1) → P1, which arises in five-dimensional supersymmetric
gauge theory; this can be thought of as a categorification of the usual Euler characteristic
invariants computed by the N = 4 Vafa-Witten gauge theory.
6.7. Quantum gauge theory perspective.
We conclude by describing how to interpret the constructions of (q, t)-deformed Yang-Mills
amplitudes of this section from a field theory point of view; this is also discussed in a similar
vein but from different perspectives than ours in [24, 19]. For this, we will describe the physical
states of refined q-deformed Yang-Mills theory in more detail through an operator formalism.
We take the classical field theory to be unchanged as in [24, 19]. The Hilbert space of any
topological field theory in two dimensions is based on a circle S1. As in the case of the ordinary
(unrefined and undeformed) two-dimensional Yang-Mills theory [27], canonical quantization of
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the field theory with action (2.4) shows that φ and A are canonically conjugate variables. If
C = S1 is an initial value circle in the Riemann surface Σ• with a marked point, then the Hilbert
space HC obtained by canonical quantization on Σ• consists of functionals of A in Schro¨dinger
polarization, withA taken to be multiplication operators and φ acting as the functional derivative
φ(x) = − i δδA(x) . By gauge invariance, such functionals are the wavefunctions ψ(U) depending
only on the boundary holonomy U = P exp i ∮C A ∈ G which are valued in the finite-dimensional
unitary representation V = V
(β−1)N
fund of G = U(N). In particular, they are not conjugation
invariant class functions of U , but rather define elements of the vector space Ω0(G,V )G of G-
equivariant V -valued functions, i.e. ψ(g U g−1) = g.ψ(U) for all g, U ∈ G. To define amplitudes
of such states, we note that since V is a unitary representation, it has a natural G-invariant
inner product 〈−|−〉V , i.e. 〈g . v|g . w〉V = 〈v|w〉V for all g ∈ G and v, w ∈ V . Hence we can
define an inner product on Ω0(G,V )G by
(6.21) 〈ψ|χ〉 :=
∫
G
dU
〈
ψ(U)
∣∣χ(U)〉
V
.
This inner product defines the gluing rules for states associated to surfaces with boundary C.
By the isomorphism G/Ad(G) = T/W , we have
(6.22) Ω0(G,V )G = Ω0
(
T, V (0)
)W
.
Since the weight zero subspace V (0) ∼= C in the case at hand, this isomorphism identifies equi-
variant functions on G with symmetric functions on the maximal torus T = U(1)N . As the
scalar function U 7→ 〈ψ(U)|χ(U)〉V on G is conjugation invariant, we can apply the usual Weyl
integral formula (2.13) to write the inner product (6.21) as
(6.23) 〈ψ|χ〉 = 1
N !
∫
[0,2pi)N
N∏
i=1
dφi
2pi
∏
j<k
4 sin2
( φj − φk
2
) 〈
ψ(φ)
∣∣χ(φ)〉
V
.
Thus the Hilbert space of the quantum gauge theory
HC = L2(G,V )G
is the L2-completion of the vector space Ω0(G,V )G with respect to the norm induced by the
inner product (6.21). A natural basis for HC is provided by generalised characters, and there is
an analog of the Peter-Weyl theorem for generalised characters which decomposes the Hilbert
space under the action of G×G into an orthogonal direct sum of finite-dimensional G-modules
as [117]
(6.24) HC =
⊕
λ
(
U∗λ ⊗ Uλ ⊗ V
)G
,
where the Hilbert space direct sum runs over the orthogonal subspaces HomG(Uλ, Uλ ⊗ V ) of
intertwining operators Φλ with respect to the inner product (6.21). A generalization of the Weyl
orthogonality theorem is proven in [107], whereby it is shown that the spaces of intertwining
operators HomR(Uλ, Uλ ⊗ V ) for the quantum group Uq(g) form a mutually orthogonal system
with respect to the inner product (6.23); this suggests an analog of the decomposition (6.24) of
the Hilbert space of physical states into generalized characters (U∗λ ⊗Uλ⊗V )Uq(g). As discussed
previously, when the highest-weight modules Uλ are regarded as quantum group representations,
the basis of generalised characters for HC coincide with the Macdonald polynomials Mλ(u; q, t)
in the holonomy eigenvalues u ∈ (S1)N , regarded as elements of L2(T, V (0))W under the iso-
morphism (6.22), which are orthogonal with respect to the inner product (6.2). It follows that
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any physical state wavefunction ψ has an expansion in generalised characters as
ψ(u) =
∑
λ
cλ(q, t)Mλ(u; q, t)
where cλ(q, t) ∈ C.
Canonical quantization shows that the Hamiltonian of the gauge theory with action (2.4) is
quadratic and given by
H = −gs
2
∮
C
dσ Trφ2
where σ ∈ S1 is the local coordinate of the initial value circle C ⊂ Σ•. On the Hilbert space HC ,
this operator acts via Trφ2 = − Tr ( δδA)2 = − Tr (U ∂∂U )2, and hence as usual the Hamiltonian
operator is proportional to the Laplace-Beltrami operator on the group manifold ofG. It is shown
by [117] that every conjugation invariant scalar differential operator on G defines an operator on
Ω0(G,V )G acting as a scalar on HomG(Uλ, Uλ ⊗ V ) for every irreducible representation λ, and
using the isomorphism (6.22) this action can be rewritten in terms of differential operators on
T with coefficients in EndT
(
V (0)
)
. In particular, the Laplace-Beltrami operator acts diagonally
on the space L2(G,V )G in the generalised characters Mλ with eigenvalue C2(λ) [117], and hence
the Hamiltonian is diagonalised in this basis as the quadratic Casimir operator
(6.25) HMλ =
gs
2 C2(λ)Mλ .
Whence the quantum amplitudes, computed as matrix elements of the operator exp(−τ H)
between external states inHC , involves the standard heat kernel e−τ gs C2(λ)/2 of the gauge group
G. With q = e−gs and t = qβ, this heat kernel coincides (up to area-dependent renormalization
ambiguities) with the twist eigenvalues (6.5) which are used in the building blocks of refined
q-deformed Yang-Mills amplitudes.
The same spectrum (6.25) and Hilbert space (6.24) were obtained in a similar fashion in or-
dinary two-dimensional Yang-Mills theory by Gorsky and Nekrasov in [118, §1.3]; they compute
the path integral for Yang-Mills theory on a cylinder cut by a Wilson line in the representation
V = V
(β−1)N
fund along the temporal direction. They further conjecture that the analogous cal-
culation in the gauged G/G WZW model should be expressible through representations of the
quantum group Uq(g), with the presence of the Wilson line in the representation V yielding a
deformation of the usual gauge group characters, i.e. the Schur polynomials, to Macdonald poly-
nomials. Given the relation of this two-dimensional topological gauge theory to Chern-Simons
theory on the corresponding trivial circle bundle, Iqbal and Kozcaz suggest in [23] that this
deformed WZW theory could be related to refined Chern-Simons theory; an analogous relation-
ship in the unrefined case is described in [119]. The Hamiltonian analysis presented here further
agrees with the results of [15], where the decomposition (6.24) and the standard heat kernel
(6.25) on G also appear in the refined two-dimensional Yang-Mills propagator that computes
the partition function of an N = 2 non-linear sigma-model on S1 × S3.
This construction also illustrates how the refined partition functions Z
(p)
YM(q, t; Σ
•
h) may be
derived directly in the path integral formalism through the technique of diagonalisation. For
fixed φ ∈ Ω0(Σ•h, G), it follows from our description of the physical states of the refined gauge
theory that we should extend the functional (2.8) to a G-equivariant functional valued in V =
V
(β−1)N
fund ; in the diagonalisation formula that follows from (6.22), we should then employ the
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Macdonald inner product (6.2) appropriate to generalised characters associated with Uq(g)-
modules. The path integral is thus given by the sum over torus bundles
Z
(p)
YM(q, t; Σ
•
h) =
1
vol(G)
∑
n∈ZN
∫
An
Dµ[Ah]
∫
Ω1(Σ•h,Ln×T k)
Dµ[Ak]
×
∫
Ω0(Σ•h,(R/2pi Z)N )
N∏
i=1
Dµ[φi]
[
∆q,t(φ)
]
exp
(− S• (p)BF [φ,Ah, Ak]) ,
where
S
• (p)
BF [φ,A
h, Ak] =
1
gs
N∑
i=1
∫
Σ•h
(
− iφi dAhi +
p
2
φ2i dµ
)
+
∑
α∈Ad(G)
∫
Σ•h
β−1∏
m=0
(
1− e−mgs e i 〈α,φ〉
)
Akα ∧Ak−α .
Proceeding as in §2, this sum yields the appropriate β-deformation
Z
(p)
YM(q, t; Σ
•
h) =
∑
µ∈ZN
∏
i<j
β−1∏
m=0
[µi − µj +m]1−hq [µi − µj −m]1−hq exp
(
− p gs
2
N∑
i=1
µ2i
)
of the q-deformed discrete Gaussian matrix model (2.12). However, a complete Lagrangian or
Hamiltonian description of the refined two-dimensional Yang-Mills theory, and of the related
refinement of Chern-Simons theory on Seifert three-manifolds, is currently lacking, and it would
be interesting to find a more precise and physical derivation of these quantum amplitudes from
first principles. In particular, it is not clear at present how to properly incorporate the quantum
group gauge symmetry based on Uq(g) into the definition of the quantized gauge theory.
The construction presented here further elucidates the physical meaning of the class of de-
formed gauge theories introduced in §4.1, and in particular of Klimcˇ´ık’s partition function (2.14).
It consists in using a Hamiltonian framework based on replacing differential operators with
q-difference operators on Ω0(T ), generalizing the quantum torus deformation of §4.2, and G-
modules with representations of the quantum group Uq(g). Consider the operators uˆi = zi
acting as multiplication by zi ∈ S1 and the q-difference operators vˆi = exp
(− log(q) zi ∂∂zi ) for
i = 1, . . . , N . They obey the quantum N -torus algebra relations
uˆi vˆj = q δij vˆj uˆi
for i, j = 1, . . . , N . It follows by [107, Prop. 6.2] that corresponding to the central quantum
Casimir element Casq for Uq(g) (see Appendix A) there exists a unique q-difference operator
HˆCasq(uˆ, vˆ) whose spectrum consists of the twist eigenvalues θλ from §5.3, such that the gener-
alized characters Mλ satisfy the difference equation
HˆCasq(uˆ, vˆ)Mλ = q
1
2
C2(λ)Mλ .
This spectrum generalizes (6.25) and the corresponding “heat kernel” yields q-deformed Casimir
eigenvalues as in §4.1 and (2.14).
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Appendix A. Quantum groups
The quantum universal enveloping algebra Uq(g) for g = sl(N) is defined as the unital algebra
over C generated by elements Ei, Fi,K± 1i , i = 1, . . . , N − 1, with the defining relations
KiK
−1
i = 1 = K
−1
i Ki and
[
Ki , K
± 1
j
]
= 0 ,
KiEi = q EiKi and Ki Fi = q
−1 FiKi ,
KiEi±1 = q−1/2 Ei±1Ki and Ki Fi±1 = q1/2 Fi±1Ki ,
[Ki, Ej ] = 0 and [Ki, Fj ] = 0 for j 6= i, i± 1 ,
[Ei, Fj ] = δij
Ki −K−1i
q1/2 − q−1/2 ,
together with the Serre relations
E2i Ej −
(
q1/2 + q−1/2
)
EiEj Ei + Ej E
2
i = 0 for j = i± 1 ,
F 2i Fj −
(
q1/2 + q−1/2
)
Fi Fj Fi + Fj F
2
i = 0 for j = i± 1 ,
[Ei, Ej ] = 0 = [Fi, Fj ] for j 6= i, i± 1 .
A vector space basis for Uq(g) is given by the set {Enii Kmii F lii | ni, li ∈ Z≥0 , mi ∈ Z , i =
1, . . . , N − 1}. We usually take the deformation parameter q ∈ R to lie in the interval 0 < q < 1
without loss of generality. The quantum Casimir element for Uq(g) is given by
Casq :=
N−1∑
i=1
(
Ei Fi +
q−1/2Ki + q1/2K−1i(
q1/2 − q−1/2)2
)
=
N−1∑
i=1
(
FiEi +
q1/2Ki + q
−1/2K−1i(
q1/2 − q−1/2)2
)
.
The element Casq is central in the algebra Uq(g).
A Hopf algebra structure on Uq(g) is provided by the coproduct ∆ : Uq(g) → Uq(g) ⊗ Uq(g),
the counit ε : Uq(g)→ C and the antipode S : Uq(g)→ Uq(g) given on generators by
∆
(
K± 1i
)
= K± 1i ⊗K± 1i , ε
(
K± 1i
)
= 1 and S
(
K± 1i
)
= K∓ 1i ,
∆(Ei) = Ei ⊗Ki + 1⊗ Ei , ε(Ei) = 0 and S(Ei) = −EiK−1i ,
∆(Fi) = Fi ⊗ 1 +K−1i ⊗ Fi , ε(Fi) = 0 and S(Fi) = −Ki Fi ,
and extended as (anti-)algebra homomorphisms. The ∗-structure is the anti-algebra morphism
given on generators by
K∗i = Ki , E
∗
i = Fi and F
∗
i = Ei .
The Hopf algebra Uq(g) has a quasitriangular structure defined by a universal R-matrix,
which is an invertible element R in a certain completed tensor product algebra Uq(g) ⊗̂ Uq(g)
that intertwines the coproduct ∆ and the opposite coproduct ∆op := P ◦∆ where P is the flip
isomorphism P (a⊗ b) = b⊗ a for a, b ∈ Uq(g). It has the form
R = q
1
2
∑
i Hi⊗Hi R∨ with R∨ ∈ U+q (g) ⊗̂ U−q (g) ,
where Hi, i = 1, . . . , N −1 is an orthonormal basis for the Cartan subalgebra h ⊂ g with respect
to the invariant bilinear form Tr |h; we formally identify the group-like generators Ki = qHi/2.
Here U+q (g) (resp. U−q (g)) is the subalgebra of the quantum enveloping algebra Uq(g) generated
by K± 1i , Ei (resp. K
± 1
i , Fi). The element R
∨ satisfies
(ε⊗ 1)(R∨ ) = 1⊗ 1 = (1⊗ ε)(R∨ ) .
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We use the standard Sweedler notation
R = R(1) ⊗R(2)
with implicit summation.
From the quasitriangular structure R, one constructs Drinfel’d’s element u in a certain com-
pletion of Uq(g) as
u := S
(
R(2)
)
R(1) .
It is invertible and has the property that uS(u) is a central element with S2 = S ◦ S acting as
an inner automorphism
S2(a) = u au−1
for all a ∈ Uq(g), and moreover
R(2) uR(1) = S
(
R(2)
)
uS
(
R(1)
)
= 1 ,
∆(u) = (u⊗ u) (R(2)R(1) ⊗R(1)R(2))−1 = (R(2)R(1) ⊗R(1)R(2))−1 (u⊗ u) .
Appendix B. Toeplitz determinants
Let f(z) be a complex-valued function on C with Laurent series expansion f(z) =
∑
k∈Z fk z
k,
and let TN (f) = (fi−j)i,j=1,...,N be the associated Toeplitz operator of dimension N and symbol
f . By the Heine-Szego˝ identity, the corresponding Toeplitz determinant is the partition function
of a U(N) unitary matrix model
(B.1) ZN [f ] := detTN (f) =
∫
[0,2pi)N
N∏
i=1
dφi
2pi
f
(
e iφi
) ∏
j<k
∣∣ e iφj − e iφk ∣∣2 .
Let [log f ]k, k ∈ Z denote the coefficients in the Fourier series expansion on the unit circle S1
of the logarithm of the symbol,
log f(z) =
∞∑
k=−∞
[log f ]k z
k ,
and suppose that they obey the absolute summability conditions
∞∑
k=−∞
∣∣ [log f ]k ∣∣ <∞ and ∞∑
k=−∞
k
∣∣ [log f ]k ∣∣2 <∞ .
Let G(f) = exp([log f ]0) denote the geometric mean of the symbol f .
Then the strong Szego˝ limit theorem for Toeplitz determinants states [120, 121]
lim
N→∞
detTN (f)
G(f)N
= exp
( ∞∑
k=1
k [log f ]k [log f ]−k
)
.
By the Heine-Szego˝ identity (B.1), the Szego˝ theorem is not only a statement about Toeplitz
determinants but also about unitary matrix models. In particular, the strong Szego˝ theorem
gives the partition function Z∞[f ] of a U(∞) unitary matrix model, defined as the N → ∞
limit of (B.1). The strong Szego˝ theorem generally involves an exponentially small error term
O
(
e−BN
)
[121]; if log f(z) is real-valued and analytic in a neighbourhood of the unit circle
S1 ⊂ C, then the error term is simply O ( e−BN), i.e. there are no 1N corrections [121]. The
analyticity condition holds if the Fourier coefficients [log f ]k have exponential decay as k →∞,
which is precisely the case studied in this paper; although we have considered complex powers
αa in (4.21), a simple argument shows that the reality condition can also be relaxed [122]. If the
function f(z) is holomorphic, then the Szego˝ theorem is enough to determine the asymptotics.
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For the more general case of a symbol with zeroes or poles, one has to use the more refined
Fisher-Hartwig asymptotics.
The Heine-Szego˝ identity for generalized Toeplitz determinants reads as [49]
(B.2) ZN [f ; q, t] := det T˜N (f ; q, t) =
∫
[0,2pi)N
N∏
i=1
dφi
2pi
f
(
e iφi
)
∆q,t
(
e iφ
)
,
where
∆q,t(z) =
∏
i<j
∣∣∣∣
(
zi z
−1
j ; q
)
∞(
t zi z
−1
j ; q
)
∞
∣∣∣∣2
is the Macdonald measure [28]. This class of integrals has been considered for a long time in the
context of the Selberg integral [123, 124]. Under the same conditions on the Fourier coefficients
of the logarithm of the symbol f , there is an extension of the Szego˝ theorem to this generalized
case which reads as [49]
(B.3) lim
N→∞
det T˜N (f ; q, t)
G(f)N
= exp
( ∞∑
k=1
k [log f ]k [log f ]−k
1− qk
1− tk
)
.
This is a statement about the N → ∞ limit of a matrix model in the refined ensemble rather
than the unitary ensemble, obtained as in (B.2) by replacing the usual U(N) Haar measure in
the matrix integral with the Macdonald measure.
Finite-dimensional Toeplitz determinants can be computed with the method of Day [125];
this problem has been revisited recently in the context of random matrix theory applications to
L-functions in number theory. For this, let R1, R2 ∈ R with 0 ≤ R1 < R2. Consider complex
polynomials
D(z) =
k∏
j=1
(z − δj) , F (z) =
h∏
j=1
(
1− ρ−1j z
)
and G(z) =
p∏
j=1
(z − rj)
where the zeroes δi satisfy |δi| ≤ R1 for i = 1, . . . , k, the zeroes ρj satisfy |ρj | ≥ R2 for j =
1, . . . , h, and the zeroes r1, . . . , rp are distinct. Let f(z) = G(z)/F (z)D(z) on the annulus
{z ∈ C | R1 < |z| < R2}. If p = k +m with m ≥ h, then
detTN (f) = (−1)m (N+1)
∑
I⊂{1,...,k+m}
|I|=m
∏
i∈I
k∏
s=1
∏
j∈I
h∏
t=1
rN+1i
(ri − δs) (ρt − rj)
(ri − rj) (ρt − δs)
where I := {1, . . . , k +m} \ I.
Appendix C. Embedding theorems for abelian categories
C.1. Ind-completions.
In category theory the notions of disjoint unions and direct sums are generalised to colimits,
which are diagrams indexed by discrete categories. We describe here how to construct a category
of all countable direct colimits in an abelian category which contains all necessary features
justifying formal sums over infinite sets of simple objects; it is obtained by formally adjoining
directed colimits. For further details and properties of the construction, see [126].
We begin by summarizing some of the basic notions that we need, beginning with that of
filtered categories, which generalise the notion of directed set to category theory. A non-empty
category I is filtered when:
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(1) For every pair of objects i, i′ ∈ Ob(I), there exists an object k ∈ Ob(I) and morphisms
(f : i→ k) ∈ HomI(i, k) and (f ′ : i′ → k) ∈ HomI(i′, k).
(2) For every pair of morphisms (u, v : i→ j) ∈ HomI(i, j), there exists an object k ∈ Ob(I)
and a morphism (w : j → k) ∈ HomI(j, k) such that w ◦ u = w ◦ v.
The actual objects and morphisms in I are largely irrelevant; only the ways in which they are
interrelated above matters. Let C be a small abelian category enriched over V ect, and I a
filtered category. A functor F : I → C is called a “diagram of type I”; a diagram can be
thought of as indexing a collection of objects and morphisms of C patterned on the directed
index category I. Diagrams are also called direct systems. A co-cone of a diagram F : I → C is
an object N ∈ Ob(C ) together with a family of morphisms (ψi : F (i) → N) ∈ HomC (F (i), N),
i ∈ Ob(I), such that ψj ◦F (f) = ψi for all morphisms (f : i→ j) ∈ HomI(i, j). A filtered colimit
of a diagram F : I → C is co-cone (L,ϕ) of F which is universal: For any other co-cone (N,ψ),
there exists a unique mediating morphism u ∈ HomC (L,N) such that the diagrams
F (i)
F (f)
//
ϕi
##
ψi

F (j)
ϕj
{{
ψj

L
u

N
commute for all i, j ∈ Ob(I). Colimits are also called “direct limits” or “inductive limits”; if
a diagram F has a colimit then it is unique up to unique isomorphism. Similarly, one defines
limits by taking colimits in the corresponding dual categories.
Let C ∨ be the cocomplete functor category of C-linear contravariant functors from C to the
category V ect of complex vector spaces and linear transformations. There are two ways in which
we can adjoin filtered colimits to the category C : Either formally by regarding objects of the
cocompletion as filtered diagrams in C , or concretely as objects in C ∨ which are expressible
as filtered colimits of representable functors. The Yoneda embedding X 7→ HomC (−, X) for
X ∈ Ob(C ) is a fully faithful exact functor sending C ↪→ C ∨; we identify C with this full
subcategory of C ∨ in what follows. It has the properties
HomC∨
(
HomC (−, X) , F
)
= F (X) ,
HomC∨
(
HomC (−, X) , HomC (−, Y )
)
= HomC (X,Y )(C.1)
for F ∈ Ob(C ∨ ) and X,Y ∈ Ob(C ). An ind-object or formal inductive limit over C is a diagram
X : I → C , where I is a partially ordered directed set regarded as a small filtered category. We
write X = (Xi)i∈Ob(I) where Xi := X(i) ∈ Ob(C ). Since the HomC functor preserves all limits
in C , it relates colimits in C to colimits in V ect and the ind-object X = (Xi)i∈Ob(I) is uniquely
isomorphic to the object of C ∨ of the form
(C.2) Y 7−→ HomC∨
(
HomC (−, Y ) , X
)
= lim−−−−−→
i∈Ob(I)
HomC (Y,Xi) ,
which is natural in Y and respects colimiting cones; here the inductive limit is taken in the
category of vector spaces. This notion of an ind-object is a refinement of the notion of colimit.
We write I nd(C ) for the category whose objects are ind-objects over C . Two ind-objects
X : I → C and Y : J → C determine a functor HomC (Xi, Yj) : Iop × J → V ect; hence by
Yoneda’s lemma and the construction of colimits in C ∨, we can use (C.1) and (C.2) to define
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the morphisms of I nd(C ) by
HomInd(C )
(
X , Y
)
= lim−−−−−→
i∈Ob(I)
lim←−−−−−−
j∈Ob(J)
HomC (Xi, Yj) ,
where again the limit and colimit are taken in the category V ect. Then I nd(C ) is a full
abelian subcategory of C ∨, and the embedding I nd(C ) ↪→ C ∨ preserves all limits. In fact,
the functor X 7→ HomInd(C )(−, X ) is a fully faithful left-exact equivalence between I nd(C )
and the abelian category C ∨,add of additive functors C op → V ect. The ind-category I nd(C )
is C-linear and it has a concrete description in many cases; for example, if C is the category of
finite-dimensional vector spaces, then the ind-category I nd(C ) = V ect may be identified with
the category of all vector spaces V ect itself. The category I nd(C ) has the usual nice properties
which can be found in [126]; in particular, by (C.2) it is equivalent to the full subcategory of
C ∨ consisting of functors which are filtered colimits of representable functors.
The Yoneda embedding identifies C with a full subcategory of its ind-category I nd(C ). Then
the objects Ob(C ) are identified with the constant ind-objects: The map
(C.3) Y : C −→ I nd(C ) , Y (X) = (Xi)i∈I∅ with I∅ = {∅} , X∅ = X ,
is a natural C-linear fully faithful exact functor. It preserves all limits which exist in C . The
category I nd(C ) is cocomplete, i.e. it has all colimits, and in fact the full embedding (C.3)
makes it into a cocompletion of the category C : Every object of I nd(C ) is a colimit of objects in
the image of Y . Note that the Yoneda embedding C ↪→ C ∨ is also a cocompletion of C . What
uniquely characterizes the ind-completion among all cocompletions of C is that all objects X in
the image of (C.3) are finitely presentable in I nd(C ), i.e. the functor HomC (X,−) : I nd(C )→
V ect preserves partially ordered directed colimits.
If C is in addition a monoidal category, then its tensor structure extends to I nd(C ) in the
following way. Let X = (Xi)i∈Ob(I) and Y = (Yj)j∈Ob(J) be ind-objects over C . Using the
exterior product bifunctor ⊗ : C ×C → C we define ⊗ : I nd(C )×I nd(C )→ I nd(C ) by the
formula X ⊗ Y := (Xi⊗Yj)i∈Ob(I),j∈Ob(J). Given another ind-object Z = (Zk)k∈Ob(K), there are
functorial isomorphisms (Xi⊗Yj)⊗Zk → Xi⊗ (Yj ⊗Zk) which induce an isomorphism between
the ind-objects (X ⊗ Y ) ⊗ Z := ((Xi ⊗ Yj) ⊗ Zk)i∈Ob(I),j∈Ob(J),k∈Ob(K) and X ⊗ (Y ⊗ Z ) :=
(Xi ⊗ (Yj ⊗ Zk))i∈Ob(I),j∈Ob(J),k∈Ob(K). One can extend other structures on the category C to
its ind-completion I nd(C ) in similar ways; in particular, in this manner it is possible to define
notions of ind-algebras, ind-modules, and so on.
C.2. Morita equivalence.
Let M odC (A) be the module category over an algebra object A of a semisimple monoidal
category C . Let M1, M2 ∈ Ob(M odC (A)). Since the functor X 7→ HomA(M1 ⊗ X, M2) is (right)
exact, it has a left adjoint H omC (M1,M2) called the internal Hom from M1 to M2. This is an
ind-object of C representing this functor, and it is an internal version of the “space of morphisms
from M1 to M2”. When both categories C and M odC (A) have finitely-many simple objects, then
H omC (M1,M2) ∈ Ob(C ) is an object of C which is uniquely defined up to isomorphism by
Yoneda’s lemma, and so H omC (−,−) is a bifunctor. Then the internal Hom is defined by the
relation
(C.4) HomC
(
X , H omC (M1,M2)
)
:= HomA(M1 ⊗X, M2)
for all objects X ∈ Ob(C ).
By (C.4) there is an isomorphism
HomC
(
H omC (M1,M2) , H omC (M1,M2)
)
= HomA
(
M1 ⊗H omC (M1,M2) , M2
)
.
q-DEFORMATIONS OF TWO-DIMENSIONAL YANG-MILLS THEORY 63
We define a canonical evaluation morphism
evM1,M2 : M1 ⊗H omC (M1,M2) −→ M2
as the image of idH omC (M1,M2) under this isomorphism. Now let M1, M2, M3 ∈ Ob(M odC (A)).
Then the sequence of morphisms
M1 ⊗
(
H omC (M1,M2)⊗H omC (M2,M3)
)
=
(
M1 ⊗H omC (M1,M2)
)⊗H omC (M2,M3)
evM1,M2⊗idH omC (M2,M3)−−−−−−−−−−−−−−−−−→ M2 ⊗H omC (M2,M3)
evM2,M3−−−−−→ M3
defines a canonical composition morphism
(C.5) H omC (M1,M2)⊗H omC (M2,M3) −→ H omC (M1,M3) .
This multiplication is associative and compatible with isomorphisms involving the internal Hom.
Let us now fix a particular non-zero A-module M ∈ Ob(M odC (A)). Then the multiplication
morphism (C.5) defines an algebra structure on the object
(C.6) AM := H omC (M,M)
of the category C . If M odC (A) is a semisimple indecomposable module category, then AM ∈
Ob(C ) is a semisimple indecomposable algebra.
Define a functor F : M odC (A)→ C by
(C.7) N 7−→ H omC (M,N) for N ∈ Ob
(
M odC (A)
)
.
The multiplication morphism (C.5) defines the structure of a left AM -module onH omC (M,N),
and hence (C.7) restricts to a functor F : M odC (A) →M odC (AM ). Furthermore, for X,Y ∈
Ob(C ) one has, by (C.4) together with the canonical isomorphisms (5.3) and X = ( ∨X)∨, the
isomorphisms
HomC
(
Y , H omC (M,N ⊗X)
)
= HomA(M⊗ Y, N⊗X)
= HomA
(
(M⊗ Y )⊗ ∨X , N)
= HomA
(
M⊗ (Y ⊗ ∨X ) , N)
= HomC
(
Y ⊗ ∨X , H omC (M,N)
)
= HomC
(
Y , H omC (M,N)⊗X
)
,
and hence the canonical isomorphism
(C.8) H omC (M,N ⊗X) = H omC (M,N)⊗X
for all X ∈ Ob(C ). This isomorphism defines a structure of a module functor on the functor
F : M odC (A) → M odC (AM ) given by (C.7), by compatibility of the multiplication (C.5)
with (C.8). Using standard homological algebra, one then proves [87] that this functor is an
equivalence of module categories.
It follows that for any two A-modules M1, M2 ∈ Ob(M odC (A)), the module categories of AM1
and AM2 are equivalent. Hence the algebras AM1 and AM2 in C are Morita equivalent. By the
explicit construction (C.7) of the functor F and (C.5), the Morita equivalence bimodules are
given explicitly by the objects H omC (M1,M2) and H omC (M2,M1) of C .
Consider the case where M = A := (A,µ) is the trivial A-bimodule. That the algebra object A
is haploid is equivalent to the statement that A is simple as a bimodule A over itself [127]. Then
AA = H omC (A,A). The unit morphism η ∈ HomC (1, A) defines a canonical isomorphism
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HomA(A, M) = HomC (1,M) for any A-module M. Then for any object X ∈ Ob(C ) one has the
canonical isomorphism
(C.9) HomA(A⊗X, M) = HomA(A, M⊗X∨ ) = HomC (1,M ⊗X∨) = HomC (X,M) .
This isomorphism is generated by the reciprocity map f 7→ % ◦ (idA ⊗ f) for f ∈ HomC (X,M).
Using duality one similarly has a canonical isomorphism
(C.10) HomA(M, A⊗X) = HomC (M,X)
generated by f 7→ (idA ⊗ (f ◦ %)) ◦ ((∆ ◦ η) ⊗ idM ) for f ∈ HomC (M,X). From the definition
(C.4) it then follows that there is a natural isomorphism
H omC (A,M) = M
and in particular
AA = H omC (A,A) = A ,
as expected.
It follows from these properties of the internal Hom that there is a natural identification
H omC (M1,M2) =
∨M1 ⊗A M2. In particular, AM = ∨M ⊗A M, and the Morita equivalence
bimodules above are ∨M1 ⊗AM1 M2 ∼= AM2 and ∨M2 ⊗AM2 M1 ∼= AM1 . (See [104, Def. 5.2] for the
definition of the tensor product N ⊗A M of a right A-module N and a left A-module M.) This is
useful in explicit calculations, and it works whenever both C and the module categoryM odC (A)
are semisimple with finitely-many simple objects, so that the internal Hom is always an object
of C . In more general cases, one needs to work with ind-objects of the category C as discussed
above. In particular, if C has infinitely many simple objects, then one can establish a similar
Morita equivalence result by working with ind-algebras and ind-modules [87].
C.3. Freyd-Mitchell embedding theorem.
It is a classical result in category theory that every small abelian category is equivalent to a
full subcategory of the representation category of modules over some ring A. If the category in
question C is enriched over V ect, then A can be taken to be an algebra. In the semisimple case,
with C containing a finite number N of simple objects, we can easily construct an equivalent
category of modules, simply with as many irreducible representations as the category at hand.
By Wedderburn theory, finite-dimensional semisimple algebras are essentially direct sums of full
matrix algebras: The algebra Mn of n × n complex matrices contains no non-trivial minimal
ideals. We can thus obtain N irreducible representations by taking A to be a direct sum of full
matrix algebras over C as
A =
N−1⊕
i=0
Mni .
Each summand has only one irreducible representation, an ni-dimensional complex vector space
Cni . This construction is not canonical since we are free to choose the dimensions ni as we wish.
The ring in question is formed by taking the endomorphism ring A = EndM (K) of some
object K which is an injective cogenerator in some functor category M . This means that every
object injects in K⊕n for suitable n (depending on the object). In the semisimple case, with
C containing finitely many isomorphism classes of simple objects, we can actually apply the
argument inside the category C itself, as then the sum K of simple objects is an injective
cogenerator: Every object is a sum of simple objects, and so will inject into a sufficiently big
sum of copies of K. In more general cases, e.g. when C has infinitely many simple objects, one
needs to work with ind-objects of the category C and pass to an associated A∞-category M ; we
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shall return to this point later on. For the moment, we briefly work through some of the details
of the construction of the ring A; for more details, see [128, §4.4] and [129, §IV.4].
We begin with some standard category theory definitions. We call an object K ∈ Ob(M ) in
an abelian category M injective if the contravariant functor
H := HomM (−,K) : M −→ V ect
is coexact, i.e. it carries exact sequences into exact sequences (with the arrows reversed). We
say that K is a cogenerator if the functor H is an embedding, i.e. for X,Y ∈ Ob(M ), the
map HomM (X,Y ) → HomV ect(H (X),H (Y )) is injective. A collection of objects (Ki)i∈I of
M is called a family of cogenerators for M if for every X,Y ∈ Ob(M ) and every non-zero
morphism α ∈ HomM (X,Y ) there exists κi ∈ HomM (Y,Ki) such that κi ◦ α 6= 0. Note that K
is a cogenerator if (K) is a family of cogenerators for M . If
K =
⊕
i∈I
Ki
and HomM (X,Ki) 6= ∅ for all i ∈ I and X ∈ Ob(M ), then K is a cogenerator for M if and
only if (Ki)i∈I is a family of cogenerators for M . Below we will use the fact that it suffices to
construct ind-objects on cogenerators [126].
Now letA be an associative algebra over C, and letRep(A) denote the representation category
of left A-modules. Then A is an injective cogenerator for Rep(A): The contravariant functor
HomRep(A)(−,A) : Rep(A) −→ V ect ,
with A regarded as the trivial left A-module, is the “forgetful” functor assigning to each A-
module V the underlying complex vector space (forgetting that V is an A-module). Thus any
category equivalent to Rep(A) also has an injective cogenerator. We now show that the converse
is also true, i.e. if M is an abelian category enriched over V ect which possesses an injective
cogenerator K, thenM is equivalent to the representation category Rep(A) for some algebra A.
Let
(C.11) A := EndM (K) = HomM (K,K)
be the C-vector space of endomorphisms of K ∈ Ob(M ). For every X ∈ Ob(M ), the C-vector
space HomM (X,K) has a canonical A-module structure: For α ∈ HomM (X,K) and ρ ∈ A,
define ρ . α ∈ HomM (X,K) to be the composition ρ ◦ α. We may thereby define the functor
(C.12) T : M −→ Rep(A) , T (X) = HomM (X,K) .
Using the fact that K is an injective cogenerator, one shows that T is an equivalence of abelian
categories, such that the map HomM (X,Y ) → HomRep(A)(T (X),T (Y )) induced by T is an
isomorphism whenever X is finitely-generated. By Yoneda’s lemma, T is a left-exact functor,
and the assignment X 7→ HomM (X,−) yields a duality between Rep(A) and a subcategory of
the category M ∨ of left-exact functors M → V ect.
If the category C is semisimple, abelian and finite with simple objects Ui, i ∈ I, then we may
take M = C and
(C.13) K =
⊕
i∈I
Ui
is an injective cogenerator for C . Hence the associative C-algebra (C.11) and the equivalence of
abelian categories (C.12) are given explicitly by
(C.14) A =
⊕
i,j∈I
HomC (Ui, Uj) ∼= C|I| and T (X) =
⊕
i∈I
HomC (X,Ui)
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for X ∈ Ob(C ). As mentioned before, the algebra A is a non-canonical object as it is only
defined up to Morita equivalence.
If the category C is not semisimple, then one requires the general construction of the Freyd-
Mitchell embedding theorem [128, 129]. For this, let M = C ∨ be the category of left-exact
functors C → V ect, and construct an injective cogenerator K with endomorphism algebra
(C.11). Define a functor T : C → Rep(A) by T (X) := HomC∨
(
HomC (X,−),K
)
for X ∈
Ob(C ). Then T is a fully faithful exact functor which yields an equivalence between C and
a subcategory of Rep(A). If C contains infinitely many simple objects Ui, i ∈ I, then the
cogenerator K may be taken to be the ind-object U = (Ui)i∈I ; in this instance the functor T
coincides with the presentation of U given by (C.2).
We now consider the case where M = M odC (A) is the module category of an algebra object
A ∈ Ob(C ) in a tensor category. For U ∈ Ob(C ), the induced A-module is the (left) A-module
A ⊗ U = (A ⊗ U, µ ⊗ idU ). This defines an induction functor C → M odC (A). There is also
a restriction functor M odC (A) → C given by the forgetful map M 7→ M on objects. Induced
A-modules have the useful computational properties [104, Lem. 5.8]
(C.15) N⊗A (A⊗X) ∼= N⊗X
as A-modules, for every right A-module N and every X ∈ Ob(C ), and also
(C.16) (A⊗X)⊗A (A⊗ Y ) = A⊗ (X ⊗ Y )
for all X,Y ∈ Ob(C ). When A is a Frobenius algebra, every module M over A is a submodule
of an induced module [104, Lem. 5.23], because there is an injection sending M 7→ A ⊗M . If
the tensor category C is semisimple, abelian and finite with simple objects Ui, i ∈ I, and the
Frobenius algebra A is special, then
(C.17) K = A⊗
( ⊕
i∈I
Ui
)
is an injective cogenerator for M odC (A). Then the endomorphism ring A = EndA(K) of the
A-module K is the (semisimple) associative C-algebra we are looking for; the equivalence of
abelian categories given by (C.12), M = M odC (A) = Rep(A), can then be used to induce the
structure of a module category over C on Rep(A). Using (C.9) and (C.10), we can write the
equivalence between abelian categories explicitly in terms of morphism spaces in the original
tensor category C as
(C.18) A =
⊕
i,j∈I
HomC (Ui, A⊗ Uj) and T (M) =
⊕
i∈I
HomC (M,Ui)
for M ∈ Ob(M odC (A)). If the Frobenius algebra A is not special, then the category M odC (A)
need not be semisimple; in these instances we need the general construction of the Freyd-Mitchell
embedding theorem combined with the ind-object treatment as above.
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