Abstract. We analyse consistent estimation of the memory parameters of a nonstationary fractionally cointegrated vector time series. Assuming that the cointegrating relationship has substantially less memory than the observed series, we show that a multivariate Gaussian semi-parametric estimate, based on initial consistent estimates and possibly tapered observations, is asymptotically normal. The estimates of the memory parameters can rely either on original (for stationary errors) or on differenced residuals (for nonstationary errors) assuming only a convergence rate for a preliminary slope estimate. If this rate is fast enough, semi-parametric memory estimates are not affected by the use of residuals and retain the same asymptotic distribution as if the true cointegrating relationship were known. Only local conditions on the spectral densities around zero frequency for linear processes are assumed. We concentrate on a bivariate system but discuss multi-variate generalizations and show the performance of the estimates with simulated and real data.
INTRODUCTION
Since the introduction of the concept of cointegration by Granger (1981) and Engle and Granger (1987) , a vast literature has developed for the analysis of dynamic relationships among nonstationary time series. For many years, the theoretical and empirical focus was on the analysis of (integer) integrated time series but, as proposed initially, the idea of cointegration fits naturally in the broader field of fractionally integrated processes.
At the same time that the analysis of stationary long range dependent and fractional processes has progressed in many directions, nonstationary extensions have arisen a growing interest. Following Hurvich and Ray (1995) , we generalize the terminology of I(d) processes with memory parameter d < If z t is nonstationary, but has zero mean stationary increments Dz t which are I(d z ) 1), d z 2 ½ 1 2 ; 3 2 Þ, then we also say that z t is I(d z ). We focus on the behaviour of the relevant spectral density at the origin, parameterized by the memory d z , and avoid any restriction at other frequencies apart from integrability for covariance stationarity. Note that this definition covers the traditional I(1) and I(0) paradigm. However, this is not the only alternative for definition of nonstationary fractional processes, and, for example, Robinson and Marinucci (2001) and Tanaka (1999) use truncated fractional difference filters, which result in nonstationary processes for any value of d.
A time series vector is cointegrated if a non null linear combination of the components has lower memory than any of them and the order of cointegration, or reduction of the memory, indicates the strength of the long run relationship linking the components of the vector. It is often implicit the assumption that the original series are nonstationary while some linear combinations can be in a stationary equilibrium, or at least are closer to stationarity. The classical assumption is that the original series have a unit root, d ¼ 1, and that a linear combination is weakly dependent with memory d ¼ 0, typically denoted as CI(1, 0) cointegration. Many inference tools have been designed for the estimation of the cointegration relationship, once the I(1) hypothesis was not rejected by standard unit root tests. These include ordinary least squares (OLS), two step, fully modified, spectral and nonlinear regressions, and maximum likelihood and canonical correlation procedures. Dolado and Marmol (1998) try to extend some efficient methods to cover fractional environments.
When no assumption is made about the memory of the series, additional inference problems come to forth. In this spirit, Robinson and Marinucci (2001) design narrow band spectral estimates, based on the proposal of Robinson (1994a) for stationary long memory series. These estimates are consistent for a wide range of memory values, including stationary ones, and may achieve better convergence rates than simpler OLS alternatives. However, no definitive answer is available for inference in a general set up because the asymptotic distributions depend on unknown parameters.
The main extra difficulty is the determination of the cointegration order. This entails estimation of the memory d of the original series (and testing that all series have the same memory) and estimation of the memory d of the cointegrating relationship. The first problem can be tackled with standard multi variate parametric and semi parametric methods, taking into account the zero frequency spectral singularity implied by cointegration. The same procedures can be implemented without modification using residuals of a fitted regression model as proposed by Robinson and Marinucci (2001) and Hassler et al. (2002) using Geweke and Porter Hudak's (1983) log periodogram regression or Robinson's (1995b) local Whittle estimate. Additionally, narrow band estimates based on nonparametric coherence estimation at low frequencies can be employed as in Velasco (2002) and coherence evidence on possibly cointegrating vectors can be obtained using Lobato and Velasco's (2000) methods.
In this paper, we explore univariate residual inference for the memory of the cointegrating relationship based on the Gaussian semi parametric estimate optimizing Ku¨nsch (1987) and Robinson's (1995b) local Whittle likelihood. An alternative approach is the joint estimation of the memory parameters of the vector series and cointegrating residuals, possibly together with the cointegrating relationship. This second alternative would fit in the framework of Smith and Chen's (1997) semi parametric regression model or in the bivariate ARFIMA cointegrated system of Dueker and Startz (1998) . Then, we pursue this possibility using the semi parametric multi variate approach of Lobato (1999) . The two step procedure of Lobato (1999) requires initial estimates of the parameter vector with the semi parametric convergence rate depending on the number of Fourier frequencies used. This can be achieved by log periodogram regressions for Gaussian series, as suggested in Hassler et al. (2002) , or more efficiently by Robinson's (1995b) Gaussian semi parametric estimates for both a component of the original vector and the regression residuals as we propose here. These initial memory estimates and the two step procedure require initial slope estimates with convergence rates as established in Assumption 1.
The residual based estimates are studied under different possibilites, distinguishing consistency and asymptotic normality, with original and differenced residuals. To deal with nonstationary vector series, we always consider differenced regressors; however, we consider both differenced and original cointegrating residuals, depending on possible knowledge about their nonstationarity, although we show that original residuals provide consistent estimates for most cases of practical interest. We may also taper the data as in Velasco (1999a, b) to avoid unexpected problems due to nonstationary or noninvertible series. Then, the two step estimates are asymptotically normal distributed if the cointegration degree d ) d is larger than 1 2 , which implies superconsistency of slope estimates see Assumption 1 and this asymptotic distribution is the same as if the cointegrating errors were actually observed.
The rest of paper is organized as follows. Section 2 reviews the properties of the residual periodogram and sets the main assumptions for residual based inference. This is analysed in Section 3 for differenced residuals and, in Section 4, for original residuals. In Section 5, the joint estimation procedure is proposed. Then we report in Section 6 the results of a small simulation exercise and the analysis of a real data example in Section 7 and conclude. All proofs are postponed to Sections 9 and 10.
RESIDUAL PERIODOGRAM
Let the observable nonstationary series y t be generated by the equation
where x t $ IðdÞ;
2 ; u t $ IðdÞ; 0Od < d, and letb b be a consistent estimate of b based on T observations of (y t , x t ), so the observed residuals areũ u t ¼ y tb bx t .
We base our frequency domain inference for the memory of u t on these residuals or their differences, obtained through estimatesb b whose rate of convergence satisfy Assumption 1:
3 2 Þ; u t $ IðdÞ; d 2 ½0; dÞ; as T fi 1,
This assumption holds under regularity conditions whenb b are the OLS estimates; see, for example, Davidson and de Jong (2000) or Robinson and Marinucci (2001) with a different definition of nonstationary processes. The narrow band frequency domain LS estimates of Robinson and Marinucci (2001) also satisfy this assumption when the bandwidth is chosen appropriately; though, in this case, we consider a further case in Assumption 1:
and n satisfies n À1 þ nT
The bandwidth number, n, defines the band of frequencies where the local regression is performed, and, since it is allowed to increase arbitrarily slowly with T, the assumed rate forb b is faster than that of Case III and of similar form to Cases I and II, apart from slow increasing factors. Note that the slower the increase n, the better.
No substantial difference arises in the following analysis if more than one regressor is present, all with the same memory d and with regression coefficient estimates of the same convergence rate.
We set now the regularity conditions for the analysis of the asymptotic properties of the residual periodogram and semi parametric inference on the memory parameter of the cointegrating errors. We assume that they hold for the regressor component x t of the observable cointegrated vector (y t , x t ) or for the unobservable error series u t , so z 2 {x, u}, with memory parameter d z 2 {d, d}, and with the obvious implications on y t . We follow mainly Hassler et al. (2002) . but we do not assume Gaussianity anywhere.
1 2 Þ; the spectral density f z ðkÞ satisfies for 0 < c £ 2; 0 < G z < 1,
3 2 Þ, Dz t is zero mean and its spectral density f Dz (k) satisfies
Assumption 2 strengthens the definition of I(d) process imposing a rate on the approximation of f z (k) by G z k )2dz , while the next assumption imposes the differentiability of the spectral density, both conditions focusing only on low frequencies. We exclude nonstationary processes with drift, though certain tapering schemes allow the consistent estimation of memory parameters independently of this (Velasco, 1999a, b) .
is differentiable in a neighbourhood ð0; eÞ of the origin, and
This assumption holds for standard parametric models, including possibly nonstationary (d z P 0.5) fractional ARIMAs. For simplicity, we assume that the parameter c in Assumption 2 is common to x t and u t , while for y t this parameter is then min{c, d ) d}, where 2(d ) d) will be implicitly assumed to be larger than 1 for the asymptotic normality of our semi parametric estimates; see Theorems 2 and 4 6.
Periodogram of differenced residuals
Denote the possibly tapered cross periodogram of two sequences a t , b t , t ¼ 1,. . .,T, as
h t a t expðitkÞ where the overline indicates complex conjugation and h t is a taper sequence, 0 6 h t 6 1,t ¼ 1,. . .,T. The periodogram is the basic static for our memory estimates. In this sub section, we only consider the non tapered case, h t " 1, but discuss related results in next sections when appropriate tapering is applied. We first explore basic quantities for the analysis of estimates based on Dũ u t , appropriate when u t is nonstationary, d>0.5. Set the Fourier frequencies k j ¼ 2pj/T . Frequency domain inference on d based on increments of residuals depends on the differenced residual periodogram,
and on the normalized difference with respect to the true errors periodogram, defined as
We can bound this error using
together with Assumption 1 aboutb b b and the next lemma on the properties of the periodogram, taken from Robinson (1995a) . 
Note that we can apply this lemma to the increments of nonstationary series with d z 2 (0.5, 1.5), which are the series typically involved when we use Dũ u t . Also, we can use Cauchy inequality to bound the contribution of cross periodograms obtaining, for example, that
Periodogram of original residuals
When using original residualsũ u t , we are led to the analysis of
we can bound the effect of slope estimation on the residual periodogram with
This effect depends directly on the convergence rate ofb b b so, for original residuals, it depends on the values of d and d, and also on whether d+d<1 or not, and on whether d<1 or not (Assumption 1). Now, similar results to Lemma 1 hold for the original residuals periodogram, even in some nonstationary situations. From Velasco (1999a) and Hurvich and Ray (1995, 
This lemma shows that the periodogram is asymptotically unbiased for f z at frequencies close to the origin as long as d z < 1 but, when d z P 1 and d z 6 )0.5, this property no longer holds and we may require tapering to control this bias and the magnitude of r j or r Ã j .
GAUSSIAN SEMI-PARAMETRIC ESTIMATE WITH DIFFERENCED RESIDUALS
We analyse inference on d, based on the differenced residuals Dũ u t , which we may expect to have memory close to d ) 1, so only nonstationary errors u t (d>0.5) could be considered in principle to avoid non invertibility problems. Consider the semi parametric estimate of Robinson (1995b) , proposed initially by Ku¨nsch (1987) , based on a local Gaussian Whittle likelihood on the frequency domain,
with 1/m+m/T fi 0 as T fi 1, where the constant G u can be concentrated out. For m ¼ T, this is approximately minus twice the log likelihood, up to constants, of the data under Gaussianity, but this assumption is not required for our analysis. We calculate the periodogram I Dũ uDũ u ðk j Þ using the differenced residuals Dũ u t . Then, following the discussion in Robinson (1995b) , we define 
in which F t is the r field of events generated by t , s 6 t, and there exists a random variable , such that E 2 <1 and for all g>0 and some C>0, P(| t |>g) 6 CP(|| > g).
Assumption 5. In a neighbourhood ð0; eÞ of the origin,
is differentiable and
This assumption is standard in the parametric literature, as well as the linear process Assumption 4 (Giraitis and Surgailis, 1990; Hosoya, 1997) ; it is only used for the asymptotic distribution, but is not necessary for consistency of estimates. For the derivation of the asymptotic distribution of estimates, we also need finite fourth moments, while the restriction of constant conditional innovations variances could be relaxed by assuming boundedness of the eighth moment as in Robinson and Henry (1999) :
Assumption 6. Assumption 4 holds and also
for finite constants l 3 and l 4 .
We now present our first result, indicating the implications for the particular choice of m as a power of T, which is usually considered in practical applications because the choice of m does not depend in this case on conditions established in terms of the unknown d and d o . We stress log T consistency, because estimates of d may be used for studentization of other estimates, like those of b, whose convergence rate depends of d (Robinson, 1994a) .
; dÞ, and as T fi 1
If m $ CT a , as T fi 1, then (4) holds for any a 2 (0, 1). Note that, under the conditions of Theorem 1, d+d o >1 holds, so only Case I of Assumption 1 applies.
We now give sufficient conditions for the asymptotic normality ofd d Ã when the cointegrating residuals have noticeably less memory than the observed series,
, so the estimateb b used for residual calculation has a faster convergence rate than Tapering. Using tapered differenced residuals in the periodogram calculation, we conjecture that it should be possible to estimate d consistently when Du t is non invertible, 0 6 d o 6 0.5, though possibly restricting the allowed set of values of d and d o when d+d o 6 1 as in Theorems 3 and 4 (because of Cases II and III in Assumption 1). Then, we could complete the consistency analysis ofd d Ã for 0 6 d o < d < 1.5 and the asymptotic distribution for 0 6 d o < d ) 0.5 < 1 using differenced residuals and the full cosine bell taper
if we strengthen Assumption 3 for u t with Assumption 7:
Assumption 7. Assumption 3 holds and the derivative f 0 v ðkÞ, satisfies for some a>0 and |l|<k/2,
This condition generalizes 'higher order bias' assumptions used by Robinson (1994b) and Giraitis et al. (1997) for semi parametric estimation of the memory of long memory stationary series, and by Velasco (1999a, b) , for nonstationary series. As a result of tapering, the asymptotic variance of the memory estimate is multiplied by the factor U ¼ 35/18 for the cosine taper, and other tapers would lead to similar results (Hurvich and Chen, 2000) .
GAUSSIAN SEMI-PARAMETRIC ESTIMATE WITH ORIGINAL RESIDUALS
We now consider the semi parametric estimate of d based on the minimization of the low frequency local likelihood
for the original residuals, e u u t . A priori, this alternative approach is more appropriate than the one based on differenced residuals if the cointegrating errors u t have memory d o 6 0.5, when differencing may lead to non invertibility. However, we show now that it can also be used consistently for moderate nonstationary errors.
Rũ u ðdÞ where
The next theorem gives sufficient conditions for the consistency ofd d 
If m $ CT a , then (6) holds if
Notice that, when d+d o P 1, we can choose a arbitrarily close to 0 (including the CI(1, 0) case) but that, otherwise, it could be not possible to choose a < 1 (or m such that mT Corollary 1. Using a sequence n growing arbitrarily slowly with T in Case IV of Assumption 1, the conclusions of Theorem 3 hold replacing (6) by (4).
For the asymptotic normality of e d d, we need to assume the same conditions on d ) d o as when using differenced residuals, to ensure a fast enough convergence rate for e b b, but we are not able to cover nonstationary errors with 0.5 6 d o < 0.75 as is possible for observed data (Velasco, 1999b) 
When d+d o P 1, we can choose a arbitrarily close to 0 again and therefore some a>0 satisfying (7) exist for any value of c but, when d+d o <1, required choice of a (or m in general) may not be possible. Thus, for c ¼ 2, it is always possible to choose a < Corollary 2. Using a sequence n growing arbitrarily slowly with T in Case IV of Assumption 1, the conclusions of Theorem 4 hold replacing (7) by (5).
Tapering. To deal with nonstationary but undifferenced residuals, it can be shown that, with tapered residuals,d d is consistent up to d o < d < 1.5, and also asymptotically normal for any d o < d ) 0.5 < 1, under the same conditions of Theorems 3 and 4 (together with Assumption 7), just adjusting the asymptotic variance as for observed data (Velasco, 1999b , Thms 5 and 6). Comparing with the semi parametric alternative of running a residual based log periodogram regression (Hassler et al., 2002) , there are certain similarities and differences. On the one hand, log periodogram regressions also have the upper limit d o < d ) 0.5 < 1 for the asymptotic normality of estimates of d, because the convergence rate ofb b in Assumption 1. This limitation is independent of the specific method employed, or whether this is carried out with or without tapering, with original or differenced residuals. Similarly, the conditions
for consistency and
for asymptotic normality are required when original residuals are used in the log periodogram regression.
On the other hand, a consistent residual log periodogram regression further requires d ) d o > 0.5 (while Gaussian estimates only need d ) d o > 0), though this restriction can be avoided, at least in part, by use of pooled log periodograms. Furthermore, the analysis of residual log periodogram regressions is highly complicated for non Gaussian series and requires a trimming of the very first periodogram ordinates.
JOINT ESTIMATION OF MEMORY PARAMETERS
To test joint hypothesis on the parameter vector h ¼ (d, d)¢ or to increase the efficiency of our previous estimates, of interest is the joint estimation of the parameter vector h, building on initial slope estimates satisfying Assumption 1. A particular interesting hypothesis to be tested is that of d d > 1 2 , an assumption in Theorems 2 and 4. In this section, we analyse the estimation of (d, d) using the procedure proposed by Lobato (1999) for multi variate observed time series, extending Robinson's (1995b) univariate method. This is a two step procedure based on a local multiple Gaussian likelihood and requires initial estimates of the parameters with the same semi parametric rate of convergence, e.g. those of Theorems 2 or 4.
Another possibility not studied here is a two step Gaussian semiparametric estimate of the full parameter vector h ¼ (d, d, b) ¢, based on the same local likelihood around zero frequency. This approach is similar to the Smith and Chen (1997) semi parametric Gaussian estimation of the memory parameter and regression coefficients for deterministic regressors observed with long memory errors. Alternatively, Dueker and Startz (1998) proposed a full parametric vector ARFIMA model, where the series acting as the dependent variable is replaced by the unobserved cointegrated errors, and, if nonstationary, the original series can be replaced by its differences. However, none of these references provide justification for valid inference.
Different inputs (i.e. combinations of original and differenced series) can be used in the estimation. We first concentrate on original residuals and assume now that Assumptions 2 and 3 hold also for the cross spectral density of u t , d < 0.5 (Du t , 0.5 6 d < 1.5), and Dx t for the same c > 0 so, 0 < c 6 2,
is real, nonsingular and symmetric (Lobato, 1997) . We work directly with Dx t since d > 0.5. We could consider estimation for d P 0.5 working with original residuals u t and applying tapering. If it is known that d > 0.5, we can alternatively substitute u t by Du t and d by d ) 1 in K as we analyse in Theorem 6 below. Define the periodogram matrix of ðũ u t ; Dx t Þ as
where the * superscript indicates simultaneous transposition and complex con jugation and
We take the following assumptions from Lobato (1999) , where v t ¼ (u t , Dx t )¢, d < 0.5, which are vector extensions of Assumptions 4 6, and imply Assumption 3.
where i i denotes the supremum norm and e t satisfies Eðe t jF tÀ1 Þ ¼ 0
where F t)1 is the r field of events generated by {e s , s 6 t ) 1}.
for a ¼ 1, 2, where A a (k) is the a th row of
We consider the local multi variate Whittle likelihood
while the concentrating likelihood is Setting h o and G o for the true values, we obtain the following result using the previous arguments and Lobato (1999) .
Theorem 5. Under Assumptions 1 (Cases I and II), 8, 9, 0Od o < minf
where
o Þ and is the Hadamard product. The unknown constants in E can be estimated consistently as, for example, in Lobato and Velasco (2000) . Again, the estimates of the memory parameters (d, d) retain the same convergence rate and asymptotic distribution as if b were known. The condition (8) provides a symmetric set up generalizing (5) to account for the regularity parameter of y t in terms of c and the cointegration order, d o )d o , since in applications we cannot distinguish y t from x t in model (1).
Alternatively, if it is known that d o >0.5, we could calculate the (tapered) periodogram matrix
of the differenced residuals and regressors, ðDũ u t ; Dx t Þ 0 , using In this case, we set in Assumptions 8 and 9 that v t ¼ (Du t , Dx t )¢ and substitute K by
The concentrating likelihood is now 
For checking the condition d d > . Therefore, if in applications s m (0.5) > )z a , where Pr(N(0,1) > z a ) ¼ a, we can hope that our sufficient conditions for Gaussian semi parametric inference on (d, d) hold as we can not reject the null hypothesis at the a significance level for some r o small enough. However, no power analysis or feasible testing for the null of no cointegration (d ) d ¼ 0) can be deduced from our results, since for 0 6 d ) d ¼ r 6 0.5 the asymptotic distribution of s m (r) depends on that ofb b.
Tapering could permit to cross the lower boundary for d o , but always keeping d ) d o > 0.5 for root m consistency and asymptotic normality. These procedures could cover more general situations, e.g. models with several regressors x kt , k ¼ 1,. . ., N, of the same memory d ¼ d k as y t , defining a local likelihood Q(G, d, d) in terms of the vector (u t , Dx 1t ,. . ., Dx Nt ), where
is replaced by residuals. If, on the other hand, different memory levels d k are allowed, further complications may arise, since at least two of the original N+ ) 1 variables should share a maximal memory parameter and d<min d k . In any case, the choice of the dependent variable y t among the available series can be guided by maximizing the value of the local likelihood Q or Q D . We illustrate some of these issues in Section 7 with a real data example.
SIMULATION WORK
We perform a limited Monte Carlo analysis of some of the procedures suggested in this paper. We simulate I(1) cointegrated bivariate time series, with I(0) errors and estimate the two memory parameters with the following methods, residuals based on initial OLS estimates of b:
1 Gaussian semi parametric estimated d, based on Dx t . 2 Residual Gaussian semi parametric estimated d, based on original OLS resi dualsũ u t . 3 Gaussian joint two step semi parametric estimate ðd d;d dÞ, based on ðũ u t ; Dx t Þ.
We simulate time series with two sample sizes, T ¼ 192, 384, and use bandwidth numbers m ¼ 25, 50 and m ¼ 40, 80 respectively. We try non tapered and tapered series with the cosine bell and Zhurbenko taper of order 2, which is given by the triangular window, so we use sample sizes that are multiples of 6 for simplicity of computations.
We use two data generating mechanisms, b ¼ 1, The results are summarized in Tables I (Model 1) and II (Model 2). We do not report simulation results for the Zhurbenko taper, as they are similar to those with the cosine taper, but with small variability increments. We also tried to skip the first l P 1 frequencies in the estimates, but in no case this trimming improved the results, by contrast to the residual log periodogram estimate (Hassler et al., 2002) . We calculate the bias, standard error and mean square error across 1000 simulations, and give in parenthesis the asymptotic standard error from Theorem 5 for joint estimation of memory parameters (which in Table I coincides with the values for the individual estimation). These are the main conclusions we can draw from the simulations:
• Joint estimation of (d, d) is always recommended compared to individual estimation of d and d (although no differences arise in Table I because x t and u t are independent).
• Estimation of d is more difficult than that of d, as expected by the use of residuals, especially in terms of bias for the second model. In this model, the bias ofd d andd d seems very sensitive to bandwidth choice.
• The variability is often larger than the asymptotic variance predicted by the central limit theorems, although, for the first model, the approximation is reasonable and improves with sample size.
• Tapering always led to more variability as expected but, in this case, gave no extra bias protection.
EMPIRICAL EXAMPLE
We apply in this section the above procedures to three US monetary aggregates for the years 1978 1999 (264 monthly observations). The data are taken from the St Louis Federal Reserve Bank for three series, LTD (large denomination time deposits), M2 and M3. We work with the increment rates of the original series, m2 t , m3 t and ltd t , e.g. m2 t ¼ D log M2 t , see Figure 1 . In fact, M2 and LTD are two of the components of the larger aggregate M3, so we are trying to analyse A preliminary analysis of the memory of the series using a multi variate 2 step Gaussian estimate (Lobato, 1999) 
, while a Wald test of equal memory based on these estimates cannot reject the null hypothesis of common memory
with p value 0.81. In this case, the common memory estimate isd d X ¼ 0:539 (0.06). However, if the series are to be cointegrated, the spectral density matrix at zero frequency of X t is singular and we cannot justify inference based on standard procedures. The generalized squared coherence at zero frequency for the three series see Lobato and Velasco (2000) for the bivariate case is estimated close to 0.95 for both unrestricted or restricted (common d X ) models, calling for some caution in the interpretation of these results. In Table III , we report the results of a pairwise investigation of the memory properties of our series (without model), excluding a series ('dependent series') at each time. The main conclusion about the regressors memory is that perhaps ltd t is stationary, having slightly less memory than m2 t and m3 t (the Wald tests have relatively low p values for the null hypotheses
, but m2 t and m3 t are nonstationary and may share the same memory. Therefore, Models 2 and 3 are balanced memory regressions, while Model 1 is unbalanced with more persistent (and possibly cointegrated) regressors. These conclusions agree with the zero frequency squared coherence estimates, which are very low for the two pairs with ltd t included, but give. 0.77 for (m2 t , m3 t ), so m2 t seems to be the main long term contribution to m3 t (but perhaps not the only one). Note that, if m2 t and m3 t Figure 1 . ltd t , m2 t and m3 t (increment rates computed as the differences of the logarithm of the original data: LTD, M2 and M3).
were exactly cointegrated then standard inference is not valid because of the singularity of their spectral density matrix at zero frequency.
For joint estimation, we may choose restricted (common d X ) or unrestricted (different d) Gaussian estimation. If ltd t is chosen as a regressor, the second option seems more reasonable, while the first can be more sensible if ltd t is the dependent variable though, for our data, both lead to similar conclusions in this last case (Model 1). For all models and the two procedures, we find in Table IV that the estimated memory of the residuals,d d u , is always very close to 0.3 with standard error about 0.11, even for the less interpretable Model 1, probably because, on the right hand side of the regression model, some components are cancelling out. Common regressors memory is estimated for all models very close tod d X ¼ 0:61 (0.08), which is similar to the values ofd d m2 andd d m3 for Model 1. However for Models 2 and 3, unrestricted estimation shows that ltd t may have much lower memory than m2 t or m3 t , while these two series have very similar memory levels. The value of the maximized likelihood indicates that Model 3 is to be preferred, specially for unrestricted estimation, as expected.
The previous evidence leads to the idea that m2 t and m3 t might be cointegrated themselves and that their cointegration relationship might be then cointegrated with ltd t , which would make only a second order long term contribution to m3 t . However, bivariate modelling of (m2 t , m3 t ) is not conclusive about this issue since, for m3 t as dependent variable, we obtaind d u ¼ 0:566 andd d m2 ¼ 0:651 (0.11), 8. DISCUSSION We have shown that consistent estimation of the cointegration degree can be based on residuals obtained by, for example, OLS estimation, covering a wide range of models and memory levels, and avoiding short memory missspecifications. If the cointegrating relationship reduces in sufficiently amount the memory of the observed vector, standard semi parametric asymptotics are valid. The Monte Carlo experiment performed has shown that, if the sample size is moderate, the asymptotics approximate reasonably well the finite sample properties of the estimates. However, further empirical evidence with other sample sizes, bandwidth numbers and data generating processes is required for the choice of the preferred estimation strategy. For general regressor vectors x t , it is necessary to consider conditions on the minimal and maximal memory components of the vector (generalizing Assumption 1). The main difficulty is the possibility of several cointegration relationships among the regressors series which might cause singularities in the coherence matrix of x t if several memory parameters d x are to be estimated. This requires y t to have the higher level of memory of the series analysed.
Though the methods proposed in this paper provide confidence intervals for the parameters of cointegrated systems, it is not straightforward to develop cointegration Wald tests under the null of no cointegration, since first step estimates are only available when b " 0 and d<d. Neither Lagrange multiplier tests are easy, since the semi parametric model is unindentified for b when d ¼ d.
PROOFS OF SECTION 3
Proof of Theorem 1. From Robinson (1995b) , Theorem 1, we set 
and additionally, for w>0 arbitrarily small and, from Robinson (1997) , it is sufficient to show that 1 m
with
Proof of (9). For a generic positive constant C < 1, the left hand side of (9) is bounded by
and by
Using (2), the left hand side of (13) 
because d+d o >1. Now (14) follows similarly.
Proof of (10). The left hand side of (10) is bounded by
and this is, by (4), is
Proof of (11). As d+d o >1, the left hand side of (11) is bounded by
Proof of (12). Using (11), the left hand side of (12) is bounded by
and as in Robinson (1995b) , we can use that h $ m/e as T fi 1, and that a j ¼ O(1), uniformly for j>h, so the first term on the right hand side is bounded by
and, as d+d o > 1 and d o < d, using the same argument of the proof of (9), this is where N w is defined as in Robinson (1995b Robinson ( , p. 1634 , and this is implied by,
This, in turn, follows if
from equation (4.7) in Robinson (1995b) . Then, we also need that, for 
where 10. PROOFS OF SECTION 4 Proof of Theorem 3. From Theorem 1, the result follows if,
for w>0 arbitararily small,
and
and finally,
Proof of (18). The left hand side of (18) is bounded by
and by c log m m
Using (3), (22) is bounded by
and, if d+d o >1 (Case I), (24) is
when d o <d<1, and is
because of (6). The choice of Ñ is restricted to satisfy 2(d o )Ñ))1<)1/(2e), by the proof of Theorem 1 in Robinson (1995b) . Then we can choose Ñ large enough such that for some >0, and using (6),
In case II, (24) is
with (6) and d<1. Now we can bound (23) by
and, if d+d o >1 (Case I), this is
because of (6) and because
Proof of (19). The left hand side of (19) Proof of (20). For d+d o >1 and using (6), the left hand side of (20) 
because of (6).
Proof of (21). Proceeding as before, the left hand side of (21) A similar bound follows in Case II using (6) Proof of (26) First, (26) holds by the proof of (19) and (20), with the same choice of m given by (7).
Proof of (27) The left hand side of (27) by (7) and the proof of (20).
Proof of (28) The left hand side of (28) 
from Robinson (1995b) and Velasco (1999b) 
