Diffusion processes play a major role in continuous-time modeling in economics, in particular in continuous-time finance. In most cases, however, the transition density function of a diffusion process is not available in closed-form. Using Feynman-Kac integration, we construct an exact recursion scheme for the Laplace transform of the transition density function. This provides a very accurate and nearly analytical solution to a wide range of asset pricing problems. Generalizations of our technique to functionals of Lévy processes are also briefly discussed.
Introduction
Continuous-time stochastic models have found widespread application in economics. Not only in financial economics, where continuous-time modeling has become indispensable since the seminal work of Merton in the 1970s, but also in other areas of economics, such as macroeconomics and game theory, the continuous-time framework nowadays plays a prominent role.
The prototypical (base reference) stochastic model in continuous-time is the one in which the dynamics are specified by an Itô stochastic differential equation of the form dX t = µ(X t )dt + σ(X t )dW t , X 0 = x 0 .
Here X t denotes the variable of interest, µ is the pre-specified drift function, σ is the pre-specified diffusion, and W t is a standard Brownian motion. 1 A basic object in the study of continuous-time Markov processes is the transition probability (or stochastic kernel); it is the probability of a transition from a point x 0 ∈ R at time 0 to an arbitrary interval or set Γ ∈ R at time t. We denote the transition probability induced by model (1) by P X :
Frequently, P X will be of the form
where p X (x, t|x 0 ) denotes the conditional density of X t = x given X 0 = x 0 , also called the transition density function. 2 A major problem, both probabilistically and statistically, in continuous-time modeling with processes of the form (1) is that, except for some rare exceptions, the transition density function is not known in closed-form. This severely hampers a wide range of valuation and econometric problems. Traditionally, one has often resigned in imposing so much structure on the conditional distribution of X so as to remain in a closed-or nearly closed-form framework (Black & Scholes (1973) , Vasicek (1977) , Cox, Ingersoll & Ross (1985) , etc.).
In this paper, we present a method to obtain the Laplace transform of the transition density function for arbitrary time-homogeneous diffusion processes of the form (1). Our method is based on Feynman-Kac integration techniques, constructing an exact recursion scheme for the Feynman-Kac integral representation of its Laplace transform. While the Laplace transform has a one-to-one correspondence with the transition density function -that can readily be derived from it upon standard Laplace inversion-various asset pricing problems can already be treated directly from the Laplace transform. Therefore, having the Laplace transform of the transition density function at our disposal is a significant advancement. Due to its nearly analytic nature, our method is both very fast and very accurate, and moreover easily implemented.
Consider a derivative security that has a payoff f (X t ) at maturity t, contingent on the state variable X t generated by the diffusion process defined in (1) . Using the method developed in this paper, we can explicitly evaluate the following conditional expectation:
Traditionally, the transition density of a diffusion process is approximated by numerically solving the corresponding Fokker-Planck-Kolmogorov partial differential equation, typically using finite difference methods. As is well-known, this may, however, lead to unreliable and non-robust results due to the fact that the initial condition of this partial differential equation is a Dirac delta function. By contrast, in the Feynman-Kac framework considered here, the explicit appearance of a delta function is avoided, and automatically and analytically accounted for via a Dirichlet boundary condition. Aït-Sahalia (1999 proposes a Hermite expansion around a Gaussian density function to derive a closed-form approximation to the transition density function for diffusion processes, particularly suited for short time horizons. Other methods -usually inferior in financial applications-dealing with the approximation of the transition densities include a discrete Euler approximation, a binomial tree approximation and Monte Carlo simulation. For an overview of these methods as well as a comparative analysis, we refer to Jensen and Poulsen (2002) .
The key advantages of our method when compared to existing methods are (i) that it is applicable to any time horizon, (ii) that the recursion is exact so that our method is very accurate and (iii) that it is computationally very fast.
The rest of this paper is organized as follows: In Section 2 we describe the connection between the transition density function of a time-homogeneous diffusion process (1) and Feynman-Kac integration. In Section 3 we present the exact recursion scheme for the Laplace transform of the transition density function and discuss its convergence. In Section 4 we show how to apply our method to various popular diffusion models. Section 5 extends the recursion scheme to include functionals of Lévy processes and Section 6 concludes.
Transition density function and Feynman-Kac integration
Various sets of regularity conditions can be imposed on µ and σ. We will adopt the set of assumptions imposed by Aït-Sahalia (1999 , namely smoothness of the coefficients, nondegeneracy of the diffusion and boundary behavior. These assumptions are relatively general and particularly appropriate for applications in financial economics.
The relation between Feynman-Kac path integration and the transition density function is best understood via the forward Fokker-Planck-Kolmogorov equation. Let us first standardize the diffusion function of X, transforming X into a process Y with unit diffusion by means of the Lamperti transform:
where any primitive of the function 1/σ can be selected, the constant of integration being irrelevant. From Itô's lemma, we find that
with
The transition density function of the unit diffusion process Y satisfies the forward Kolmogorov equation, also called Fokker-Planck equation:
with initial condition p Y (y, 0|y 0 ) = δ(y − y 0 ), where, as usual, δ denotes Dirac's delta function. This partial differential equation (PDE) can be transformed into a linear PDE by substituting
Omitting the exponential factor and rescaling gives immediately the equivalent martingale measure. After a few lines of easy calculus, we obtain
with q Y (y, 0|y 0 ) = δ(y − y 0 ). The PDE (9) is a parabolic PDE; here V (y) := 1 2 T (y) + T 2 (y) is the potential and it is assumed to be piecewise continuous and bounded from below, see Kac (1949) .
The Feynman-Kac path integral, also called Feynman-Kac formula, then, is a probabilistic representation of the solution to the PDE (9) . That is, q Y admits the representation
This solution is furthermore unique. The Feynman-Kac formula can also be applied to other types of parabolic or elliptic PDE's. For notational convenience, we will write in the sequel
where the operator E y 0 ,y,t [ · ] is short-hand notation for the conditional expectation E[ · |Y 0 = y 0 , Y t = y] on the unit-diffusion process Y t that is conditioned upon having positions y 0 at time 0 and y at time t; and we further write q Y (y, t|y 0 ) =: k(y, t|y 0 ) as common notation for kernel.
To backtrack an expression for the object of interest p X (x, t|x 0 ) we subsequently use (8) and apply the Jacobian formula for the change of density
We may define the Laplace transform
Then, with lim t→∞ e −st k(y, t|y 0 ) = 0, 1 2
with boundary conditions ρ s (y, y 0 ) → 0, as y → ±∞, and which is non-differentiable (singular) at y = y 0 :
The probabilistic representation of the solution to the elliptic PDE (in fact, ODE) (12) 
It is referred to as the Chapman-Kolmogorov equation and states that the conditional density of X t = x given X 0 = x 0 can be decomposed into a conditional density of X τ = y given X 0 = x 0 and a conditional density of X t = x given (only) X τ = y (with X 0 = x 0 being irrelevant), where τ is an arbitrary time point intermediate between 0 and t.
The recursion relation for the Feynman-Kac integral
In this section, we decompose the piecewise continuous potential function V (x) into two parts and derive an exact recursion scheme for calculation of the Laplace transform (with respect to t) in case the analytical expression of one of the decomposed potentials
is known. Consider the Feynman-Kac integral for a sum of two functions (i.e., potentials) V 1 (x) and V 2 (x),
Suppose that there exists a closed-form expression for
One then expands exp − t 0 V 2 (X τ )dτ , giving rise to the so-called Born series:
Due to symmetry, the right hand side of the expression above reduces to
Hence, substituting the above expression in (14) and using the Chapman-Kolmogorov property one obtains
Taking the Laplace transform of the transition probability with respect to s and using as a notation
For an arbitrary potential V (x) we introduce the following integral representation:
here we define the partition −∞ = a 0 < a 1 < · · · < a ∞ = +∞ and denote by δ(x) Dirac's delta function. We start with a linear combination of m + 1 delta function potentials
As we already remarked, the Feynman formalism automatically allows for the calculation of combinations of delta function potentials. Henceforth we assume V (x) ≥ 0. Suppose we know ρ s,(m) (x, x 0 ) for some
) and recalling (15), we obtain
where the last equality holds by virtue of the geometric series.
This series is convergent for large complex s and holds in generality for all complex s and consequently for all real nonnegative s.
Recursive Scheme of Laplace transformed Transition Densities
Input: potential V (x), constant a 0 , Laplace transform parameter s, terminal time t, number of recursions N Initial condition:
2s|x−x 0 | , for movements in the entire plane.
, for movements in positive quarter plane.
Recursion: from m = 0 to N :
Remark 1: It should be noted that the method gives analytical correct results for combinations of delta functions which in Feynman formalism reflect Neumann boundaries. Consider the partial differential equation
with the solution which can be expressed as the Feynman path integral k(x, t|x 0 ). This partial differential equation corresponds to the Schrödinger equation in imaginary time.
Taking the Laplace transform with respect to s on both sides, we get 1 2
and this leads to 1 2
For any partition −∞ = a 0 < a 1 < · · · < a m = +∞, let ∆a j = a j+1 − a j be the width of the sub-interval j and max j=0,··· ,m a j+1 − a j converges to 0 as m converges to infinity, the recursion gives us the exact solution of the PDE for each m and all choices of a j 1 2
with the fundamental solution
This is not an approximation but it is an exact result. As soon as the series development (16) converges, the exact result for ρ s,(m) (x, x 0 ) is obtained for the potential consisting of a weighted sum of δ-function perturbations. It is not an approximation, so when the limit for m → ∞ is taken, we get the desired result.
Remark 2: When deriving our recursion scheme we suppose that V (x) ≥ 0. In case V min := min x V (x) satisfies M < V min < 0 for some real M , we can rewrite the problem by considering
withṼ (x) := V (x) − V min . This means that if V (x) is possibly negative but bounded from below, a change of potential from V (x) intoṼ (x) accomplishes that the potential inside the Feynman-Kac integral is nonnegative. We will further discuss this particular situation in the double well potential example (Section 4.5 below).
Remark 3: Important for the practical applications of the numerical technique, one may also derive the following inequality from (18):
where the second equality follows from the well-known expression for the transition density of a standard Wiener process. Hence, according to the 'three sigma rule', we only need to consider
Examples
In this section, we will study numerically the accuracy of the recursion scheme introduced in the previous section. To this end, we first present some examples in which closed-form expressions for the transition density functions are available. We will find that the recursive approximations are very accurate, both before and after we carry out the real Laplace inversion 3 , when compared to the closed-form results. Moreover, we will find that the approximations based on the recursion scheme provide accurate results not only for a short time horizon (e.g., t = 1) but also for a longer time horizon (e.g., t = 10). Next, we consider the transition probability density for the CKLS model, which is a special case of the linear drift CEV model, and the double well potential model, for which no closed-form results exist in the literature.
Vasicek Model
Vasicek (1977) proposed that the instantaneous spot interest rate evolves as an OrnsteinUhlenbeck process with constant parameters:
where κ, α, σ are all positive constants. The transition density function can be worked out as
In the following, we first compare the recursive approximation and the exact results for the quadratic potential case with κ = √ 2, α = 0, σ = 1. At the end of this section, we also compare the results derived from the maximum-likelihood estimates for the Monthly Federal Funds Rate data in Aït-Sahalia (1999).
As explained in Section 2, the quadratic potential V (x) = x 2 corresponds to the dynamics of (a special case of) the Vasicek model. A list of the functions V (x) and T (x) for the popular diffusion models is provided in the Appendix. Schulman (1981) provides expressions for the exact Green's function of the action along the classical path with the imaginary arguments. Hence, the Laplace transform of the transition density can be obtained by evaluating the following integration with respect to the time variable:
where
Since
where the first term before the integral is derived from
We take the parameter of Laplace transform s = 0.1, number of recursions N = 400 and compare the approximations of the modified transition probability ρ s,(m) (x, x 0 ) with the closedform result (19) . Figures 1 illustrates the surfaces of the recursive approximations and the exact values of Laplace transformed transition densities, and the results given different starting values x 0 are given in Figure 2 . In Table 1 , we compare some sample values of our approximation with the exact closed-form results. Since the matrix of the transition density is symmetric, we only pick four positive initial values x 0 to demonstrate the accuracy of the approximation. Moreover, in order to have a detailed view on the performance of the approximation, Table 2 gives the results with different values of s. The approximations are proved to be very good for different choices of s and the calculation of the approximation of the modified transition density is much faster than that of the exact results since we have to perform an integration from zero to infinity to obtain the exact results for every combination of x 0 and x. The surfaces of the recursive approximations and the exact calculation of the Laplace transformed transition densities ρ s (x, x 0 ) with quadratic potential V (x) = x 2 given s = 0.1, a 0 = −10, N = 400. The "Recursion" refers to the recursive approximations, and the "Exact Calculation" refers to the results obtained from equation (20) . The approximations takes around 2.7 seconds, whereas the exact calculations takes around 470 seconds since the involvement of an integration from 0 to +∞ for every calculation of (x, x 0 ).
After examining the accuracy and convergence of the recursive scheme to the solution of the partial differential equation in the Laplace transform domain, now we use the algorithm described in Section B to invert the Laplace transform. As mentioned in Section B, there is a tradeoff between the accuracy and efficiency when selecting the number of the polynomial terms M in the approximation. Additionally, in the process of discretization, we also have to make a compromise between the discretization error and computer's roundoff errors stemming from the real computer's rounding after each calculation, and the latter increase as the former errors are reduced. In this example, we will use N = 100, M = 8, a 0 = 5. On the left side of Figure 3 , we calculated the transition probability densities when t = 1 and the recursive approximations fit the exact results almost perfectly. This also works for the longer duration transition densities (e.g. t = 10) as we can see from the right panel in Figure 3 . In terms of the calculation time, it takes around 100 seconds for t = 1 and t = 10 on the standard pc. The reason could be twofold: first, we have to run the recursions on the whole surface of the transition densities with respect to the specific transform variable s before we implement the real inverse Laplace transform method; in addition, the results we obtains is a intact curve of the transition probability, in contrast, it takes about one second to calculate every single value. Fortunately, the shorter the time horizon t, the smaller M is needed for our approximation which controls the accuracies of the real Laplace inversion by choosing the proper number of polynomial terms, that is, less computation time is needed. Table 1 : Recursive approximation of the Laplace transformed transition density compared with the exact results (20) given s = 0.1 and x 0 = 0, 2, 4, 6 respectively. Negative part of x 0 is ignored since the matrix of the Laplace transformed densities is symmetric. The exact results are given in italics.
Finally, we report the transition densities in closed-form solution and our recursive approximation in Figure 4 using the parameters derived from maximum-likelihood estimates (Aït-Sahalia (1999)) κ = 0.0717, α = 0.258, σ = 0.02213
The closed-form transition density under the Vasicek model is Table 2 : Recursive approximation of Laplace transformed transition densities compared with the exact results for several combination of x 0 and x given s=0.1, 0.3, 0.5, 1, 1.5 and 2. The exact results are given in italics. 
Annuity Certain with Exponential Time Distribution
Consider an annuity certain with stochastic interest governed by a Brownian motion, we could be interested in determining the Laplace transform of Z T = t 0 e −δτ −Xτ dτ with an exponential time T where δ is the risk-free interest rate and X τ is a Wiener process. Then we have to calculate E T [E x,xt,τ (e −uZ T )] to determine the Laplace transform of Z T . Analytical results for this situation at hand are available and are compared with our algorithm.
De Schepper, Goovaerts & Delbaen (1992) developed the following method for calculating the moment generating function of the annuity certain Z T given that the underlying interest rates follow the Wiener process. They derived the expression of double Laplace transform of the annuities certain with respect to t and x, when time is exponentially distributed:
where f Z T (x) is the probability density function of the annuity certain Z T , I ν (z) and K ν (z) are the modified Bessel function of the first and second kind of order ν.
In this example, we will investigate the performance of the recursive algorithm when the potential is governed by an exponential function. We will take δ = 0 for simplicity. Accordingly, the Laplace transform of the transition probability is actually the fundamental solution of the differential equation 1 2
After introducing the substitution t = s √ 2ue −x/2 , the fundamental solution of equation (22), namely the Green's function, can be written as
where in this example, u = 1.
In the sequel, we first calculated the approximation using the exponentially distributed potential and compared it with the exact results (23) which is plotted in the panel (a) of Figure 5 . Afterwards, we implement the real inverse Laplace transform into both expressions and the results in Figure 5 show remarkable agreement. 
Diffusion Process in the Positive Quarter Plane
In this section, we will extend the application of the recursive algorithm to the diffusion process that is supported only on the positive real line. We will consider here the transition probability densities of the underlying unit diffusion stochastic differential equation since any diffusion process can be transformed into a unit diffusion process by a change of variables as we discussed above. The integration over y from −∞ to +∞ shows that this is indeed a transition density. We worked out the results numerically and the accuracy might be checked by comparing the total probability mass with unity. For the diffusion process restricted on the positive quarter plane, it is essentially a first-passage times problem, that is, the total probability mass is actually the probability that a stochastic process reaching end point y at time t without hitting the absorbing barrier at the origin y 0 and this probability mass is not equal to one.
• Real line:
As a specific example, we take A(Y t ) = Y t so that closed-form expressions could be ob-tained. Therefore, we can rewrite the above equation as • Positive real line:
where the last expression is proved in Vanneste et al. (1994) and I υ (z) is the modified Bessel function of the first kind of order υ. Moreover, η(τ ), ξ(τ ) are the independent solutions of υ (τ ) = υ(τ ) with the boundary conditions υ(0) = 0, υ (0) = 1 and υ(0) = 1, υ (0) = 0. Hence, η(τ ) = sinh(τ ), ξ(τ ) = cosh(τ ). After some algebra, the transition densities for the diffusion process on the positive half plane can be expressed as p(y, t|y 0 ) = e y 2 /2−y 2 0 /2−t/2 · 1 sinh(t) e .
CKLS Model
As an example that does not allow a closed-form solution, one may consider the CKLS interest rate model (Chan et al. (1992) )
In this example, similar to the unit diffusion process on the positive real line, the domain is restricted only to the positive quarter plane and we will use the following values for the parameters as in Aït-Sahalia (1999): α = 0.0808, κ = 0.0972, σ = 0.7224. Figure 6 : (a) Transition probability density for the unit diffusion process on the whole plane given x 0 = 0, a 0 = 10, N = 100, M = 8, t = 1. The total probability mass of the recursive approximation is 1.0014, which compares to 1 measures the accuracy. (b) Transition probability density for the unit diffusion process on the positive quarter plane given x 0 = 1, a 0 = 15, N = 150, M = 8, t = 1. Since the diffusion process on the positive real line can be regarded as the first passage problem, the probability mass will not be equal to one. Figure 7 reports the comparison between the result obtained by recursive algorithm and the lower bound for t = 1 which is discussed in detail by Goovaerts et al. (2004) .
Double Well Potential Model
The dynamics of the double well potential model is formulated as dX t = (X t − X 3 t )dt + dW t with potential V (x) = 1 2 (x 6 − 2x 4 − 2x 2 + 1). According to Remark 2, we can express the transition probability of this model by
where V min is the global minimum of the potential. In Figure 8 , we compared the result obtained by the recursive algorithm with the lower bound for t = 1. 
Extension to Non-Gaussian Processes with Independent Increments (Lévy Processes)
One of the main imperfections which undermines the Black-Scholes model is that the distribution of the log returns of the assets is not a normal distribution law due to the asymmetry and high kurtosis. In this section, we will extend our recursive scheme to stable Lévy processes. Consider a diffusion process X t with independent increments following the symmetric stable Lévy Processes, its characteristic function
where α(0 < α ≤ 2) is the index of stability which determines the tail behaviour of the distribution. The probability distribution of this stable Lévy process is defined by its Fourier transform,
An important property of the stable distribution is that every stable distribution is infinitely divisible. (A distribution F is infinitely divisible if for every n there exists a distribution F n such that F = F n * n ). Hence, the transition probability can be written as
Taking the Laplace transform of the transition probability with respect to s and we denote 
Therefore, we obtain similar recursive scheme
with the starting value
Kac (1951) verified one possible explicit result for the distribution of the functional t 0 V (τ )dτ by transforming the problem into solving the corresponding differential or integral equations when the potential V (x) is defined as a heaveyside function, that is,
The probability mass of the Laplace transformed transition probability with respect to s can be calculated by
After double Laplace inversion with respect to s and u, the distribution function of the functional t 0 V (τ )dτ can be expressed by an arcsine law
which coincides with the Gaussian case. In Table 3 , we list the probability mass of the approximated transition density after Laplace transform for different choices of parameters and compare these approximations with the exact values (25). With the increase of N , the recursion scheme converges to the exact value, which implies that the recursive scheme works also quite good for Lévy processes. Table  1 for M = 8. The blue solid lines correspond to the original function f (t) and the red cross marks are the values of real Laplace inversion approximations F (s). 
