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Abstract
Li, Haiying. Ph.D. The University of Memphis. December 2015. The Impact of
Pedagogical Agents’ Conversational Formality on Learning and Learner Impressions.
Major Professor: Arthur C. Graesser, Ph.D.
The dissertation examined the impact of agents’ conversational formality on the learning
of summarization skills and learner impressions in an intelligent tutoring system (ITS) with
trialogues (a teacher agent, a student agent, and a human learner). Formal language is in the
informational genre (as opposed to narrative) and increases with word abstractness,
syntactic complexity, referential cohesion, and deep cohesion. At the other end of the
continuum, informal discourse tends to have concrete words, simple syntax, low cohesion
(because knowledge-based inferences can fill the gaps), and high narrativity. There have
been no experimental investigations that have manipulated teacher language because it is
difficult and unreliable to have teachers systematically change their language in real
world settings. This dissertation manipulated agents’ communication language with three
styles: (1) a formal condition in which both the teacher agent and the student agent spoke
with a formal communication style, (2) an informal condition in which both agents spoke
informally, and (3) a mixed condition in which the teacher agent spoke formally, whereas
the student agent spoke informally. Unfortunately, results did not show significant effects
of the formality manipulation on learning performance and learner impressions when
adjusted with Bonferroni correction for 16 tests. A 90-min intervention that manipulated
formality was not sufficient to have a significant impact on learning and summary writing,
so the next step is to have an intervention that covers a longer period of time.
Keywords: formality, summarization, academic language, conversational language,
intelligent tutoring systems, trialogue, AutoTutor
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Chapter 1 Goals and Scope of Dissertation
Context of Problem
The teachers’ choice of language, discourse, and higher level communication
patterns (hereafter called language) not only reflects their teaching pedagogy, but also
potentially impacts the success of student learning, assuming that the teachers’ other
professional knowledge is equivalent. Fillmore and Snow (2003) claimed that effective
teacher language could enhance effective communication and socialization with students,
and also support students’ language development. As teachers play a role in helping
students learn, they not only use conversational language for communication and
socialization, but also academic language associated with various school subjects.
An appropriate language style for instruction is not without potential challenges.
One challenge is that the teaching context is complex due to the diversity of students’
cultural, social, ethnic, linguistic, and academic backgrounds (Leung, 2014). A language
style that is appropriate for a diverse class is still uncertain. Another challenge is that
academic speaking is different from everyday conversation (Cummins, 1984, 1992, 2008,
2014; Haneda, 2014). The differences between these two language styles may not be clear
for teachers. Most teachers do not know which linguistic features distinguish academic
language from conversational language. Most do not know which language style benefits
students during learning process. This is partly a result of inconsistent reports in previous
studies. For example, some researchers claim that teacher language is expected to be more
academic for knowledge impartation and information presentation (Snow & Uccelli,
2009). They argue that the preciseness and accuracy of academic language helps reduce
ambiguity which would aid student comprehension. Empirical studies have confirmed that
1

teachers’ use of academic language is shown to facilitate students’ use of academic
language (Gámez & Lesaux, 2012, 2015; Lucero, 2014). On the other hand, some
researchers argue that students benefit from the teachers’ conversational language (Mayer,
2005; Moreno & Mayer, 2004): simple language and discourse are easier to comprehend
and reduces cognitive load (Cummins, 2000). There indeed is some empirical evidence
that conversational language enhanced students’ retention, problem-solving transfer, and
deep learning (Mayer, 2005; Moreno & Mayer, 2004).
Interestingly, researchers tend to concentrate their study of teachers’ language use
on one aspect of language. Their results fail to provide an overall view of language and
discourse that teachers use. Most studies investigated academic language from the
perspective of the surface level, such as lexis and syntax (Dickinson, Hofer, Barnes, &
Grifenhagen, 2014; Fang, Schleppegrell, & Cox, 2006; Haleta, 1996), or of functions of
metalanguage (Moore & Schleppegrell, 2014). For example, Dickinson et al.’s (2014)
study was limited to lexical (e.g., word density, sophisticated vocabulary) and syntactic
(mean length of utterance) levels, whereas Haleta’s (1996) study was limited to the
occurrence or disappear of hesitation forms (e.g., “ah” and “uhm”).
The reason why most of educational researchers study academic language at the
surface level may be due to the lack of reliable, automated measures of
academic/conversational language on a multitextual level. However, recent advanced
natural language processing technologies (e.g., Coh-Metrix, McNamara, Graesser,
McCarthy, & Cai, 2014) and computational linguistic techniques have made it possible to
automatically compute the features of language and discourse at multiple textual levels
within a few minutes. The lack of communication between educational researchers and
2

computational linguists has impeded educational researchers and practitioners from
applying automated tools. It is now possible for educational researchers to investigate
academic and conversational language from a panoramic view.
From the perspective of research design, most research has adopted the method of
analyzing transcripts of teachers’ utterances in the classrooms to explore the correlation
between teachers’ language and learning outcomes (Dickinson et al., 2014; Polio & Duff,
1994; Zwiers, 2007). The reason for the lack of experimental design for the research on
teacher language is that it is challenging to train teachers to use academic language in one
classroom, but conversational language in another classroom. This is particularly
challenging when they teach the same contents or skills. Therefore, causal research on the
effect of teachers’ academic/conversational language will provide a critical contribution
to both educational researchers and practitioners.
Purpose of the Study
The purpose of this dissertation was to investigate the impact of academic and
conversational language on learning and learner impressions in an intelligent tutoring
system (ITS). Two animated conversational agents (virtual humans) were designed in this
ITS: a teacher agent and a student agent. The agents’ language consisted of two extreme
ends: academic language versus conversational language. Agents’ language was
measured by Coh-Metrix formality scores (Graesser, McNamara et al., 2014). Academic
language was defined by the language and discourse features seen in formal language,
whereas conversational language was defined by the language and discourse features of
informal language. Data were collected in a three-hour experiment that examined the
impact of the conversational formality of two pedagogical agents. There were three
3

conditions: formal (both the teacher agent and the student agent used formal language),
informal (both agents used informal language), and mixed (the teacher agent used formal
language and the student agent used informal language). Outcome measures included
learning of summarization strategies and learner impressions.
Research Questions
This dissertation investigated the general question: Will pedagogical agents’
conversational formality impact students’ learning summarization strategies and learner
impressions (engagement, summarization self-efficacy, and attitude towards system?
Significance of the Study
One of the two major contributions of this dissertation was to bridge the
communication between educational researchers and computational linguists. This is
demonstrated in the application of the Coh-Metrix formality model to measure academic
language and conversational language. Coh-Metrix is an automated text analysis tool that
analyzes texts on multiple measures of language and discourse which are aligned with
multiple theoretical frameworks of comprehension (Graesser & McNamara, 2011;
Graesser, McNamara, & Kulikowich, 2011; McNamara et al., 2014). Approximately 100
measures are produced by Coh-Metrix, which provides a solid foundation for modeling a
more reliable measure of formality (Graesser, McNamara et al., 2014; Li, Cheng, &
Graesser, 2015; Li, Graesser, & Cai, 2013). Measures of Coh-Metrix formality enable
researchers to distinguish academic language from conversational language on multiple
levels rather than one level of language and discourse. This multilevel measurement
promotes the development of research on academic language.

4

Another major contribution of this dissertation was to investigate the effectiveness
of conversational agents’ language style in a trialog-based ITS with communication
among a computer teacher agent, a student agent, and a human learner. Recently, the
application of conversational agents in education has grown in popularity, particularly for
use in learning and assessment. However, no study has been conducted to determine the
effectiveness of agents’ language style at multiple textual levels in an intervention. The
only study with the use of agents is the study conducted by Moreno and Mayer (2004),
which focused on personal pronouns. The findings of this dissertation could facilitate the
understanding of how to better design agents’ language style at multiple levels to enhance
student learning and learner impressions. The findings could help inform developers of
educational technology, computer scientists, and experts in human-computer interaction
who are interested in designing and developing conversational agents. The findings could
also help inform teachers, tutors, and other educators in traditional classroom settings to
adopt the appropriate language style during instruction.
Chapter 2 of this dissertation first reviews recent theoretical frameworks and
empirical studies on teacher language style, including academic versus conversational
language. Chapter 2 also reviews conversational agents in ITS and elaborates on the
hypotheses addressed in this dissertation.
Chapter 3 proposes that the Coh-Metrix formality model can be employed to
measure academic and conversational language. This chapter first introduces the
underlying multilevel theory framework of Coh-Metrix, followed by an introduction of
measures extracted by Coh-Metrix and its primary five dimensions. Chapter 3 explains
how these five primary dimensions are adopted to construct the Coh-Metrix formality
5

model. Finally, chapter 3 reviews a series of measures of formality and selects the more
reliable measure, the Coh-Metrix formality model, in this dissertation to measure agents’
language style.
Chapter 4 describes the method of this dissertation, which includes participants,
materials, manipulation, dependent variables, procedures, the experimental design, and
statistical analyses.
Chapter 5 reports results of the effective agent’s language. Finally, chapter 6
discusses the theoretical implications and possible applications of the effective agent
language in the intelligent tutoring systems and teacher language in the traditional
classrooms.

6

Chapter 2 Review of Literature
To better investigate the impact of academic language and conversational language
on learning, it is critical to have a better understanding of these concepts as well as the
underlying framework. This chapter contains four sections: (1) the alternative expressions
and definitions of academic and conversational language, (2) the adopted framework by
educators and researchers, (3) reviews of previous studies as well as their limitations, and
(4) conversational agents in the proposed ITS.
Definitions
Academic Language
The increased awareness of the importance of academic language in students’
achievement led to a boost of research on defining and constructing the concept of
academic language (Frantz, Bailey, Starr, & Perea, 2014; Haneda, 2014; Snow & Uccelli,
2009; Stroud & Kerfoot, 2013). Academic language has alternative expressions such as
“the language of education” (Halliday, 1994a), “the language of school(ling)”, “the
language that reflects schooling” (Schleppegrell, 2001), “advanced literacy” (Colombi &
Schleppegrell, 2002), “scientific language” (Halliday & Martin, 1993), “academic
English” (Bailey, 2007; Scarcella, 2003), or “academic communication” (Haneda, 2014).
Scarcella (2003) defined academic English as, “a variety or register of English used in
professional books and characterized by the linguistic features associated with academic
disciplines” (p. 9). This definition points out the social context of academic language
involved in academic disciplines. However, academic language is not confined to print,
such as professional books. Academic language can also been seen in oral style, such as
academic talks by professors (Medimorect, Pavlik, Olney, Graesser, & Risko, 2015).
7

Chamot and O’Malley (1994) defined academic language as “the language that is
used by teachers and learners for the purpose of acquiring new knowledge and
skills…imparting new information, describing abstract ideas, and developing learners’
conceptual understanding” (p. 40). This definition demonstrates the importance of the
context of academic language involved in schools and also describes the general purpose
of academic language. These two definitions imply that academic language is a language,
either in print or in oral, which is used for academic purposes.
Conversational Language
As academic language can be in the oral form, how to distinguish academic
language from conversational language has aroused the attention of educational
researchers. Conversational language, as an opposite end of academic language in a
continuum, also has alternative expressions such as “spoken language,” “communicative
language,” “oral language,” “everyday language,” or “colloquial language.” In
educational settings, conversational language refers to the language that occurs in the
classroom, and is used by teachers during the instructional processes to give a lecture,
direct and monitor the class, and provide scaffolding (Halliday, 1994c). The distinction
between Halliday’s definition of conversational language and previous definitions of
academic language is a difficult one to make.
Operational Definitions
As academic/conversational language was defined previously without
consideration of its other extreme, this creates a problem in distinguishing these two
language styles. To better distinguish academic language from conversational language,
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their operational definitions are provided below, based on the definitions of formality
proposed by Graesser, McNamara et al. (2014).
Academic language and conversational language are at two extreme ends of the
formality continuum, where formal language is on one end and informal discourse on the
other. Academic language is formal, pre-planned discourse. It is used when there is a
need to be precise, articulate, and convincing to an educated audience. Conversational
language is informal, spontaneous discourse. It consists of short-term planned and
minimally edited utterances. Conversational language is replete with pronouns, deictic
references (e.g., here, there, this, that), verbs, and a reliance on common background
among speech participants (Clark, 1996).
Theoretical Framework
Educators and researchers need a practical framework that constructs differences
between academic language and conversational language in order to guide them in
instruction and research. The popular frameworks proposed for academic language
consist of BICS/CALP framework (Cummins, 1979, 1980), the systemic functional
linguistic (SFL) theory (Halliday, 1994b), and pragmatics-based framework (Snow &
Uccelli, 2009).
BICS/CALP Framework
Cummins (1979) coined the terms Basic Interpersonal Communicative Skills
(BICS) and Cognitive Academic Language Proficiency (CALP), “in order to draw
educators’ attention to the timelines and challenges that second language learners
encounter as they attempt to catch up with their peers in academic aspects of the school
language” (Cummins, 2008, p. 71). Students acquire communicative competence quickly
9

and automatically as social language, whereas it takes them a longer time to acquire
academic language competence. Even though CALP is required for academic success
(Kieffer, Lesaux, & Snow, 2008), the assessments of second-language proficiency focus
on BICS, not CALP (Cummins, 1980, 1981). Cummins asserted “… the essential aspect
of academic language proficiency is the ability to make complex meanings explicit in
either oral or written modalities by means of language itself rather than by means of
contextual or paralinguistic cues (e.g., gestures, intonation, etc.)” (Cummins, 2000, p.
69).
Cummins elaborated the concept of BICS and CALP from perspectives of two
intersecting continua: context and cognitive demand (Cummins, 1981) (see Figure 1).
Context is considered as a continuum ranging from context-embedded language to
context-reduced language on the horizontal level. Context-embedded language is usually
associated with face-to-face conversation in which paralinguistic cues play a pivotal role
in context. Conversely, context-reduced language, typically a formal, written language or
well-planned speeches (Graesser, McNamara et al., 2014; Li, Cheng, Graesser, 2015),
does not benefit from those physical elements of context. In addition, BICS and CALP
can be considered as a continuum from cognitively undemanding language to cognitively
demanding language on the vertical level. Cognitively undemanding language observes
convention on informal social topics (e.g., weather, telephone conversations), whereas
cognitively demanding language is on more abstract topics of academic subjects (e.g.,
volcanoes, cells).

10

Figure 1. Cummins’s Four Quadrant Framework
The interaction of two continua forms four quadrants (Cummins, 2000a): (1)
quadrant A that requires high context, but low cognitive demand, (2) quadrant B that
requires high context, and high cognitive demand, (3) quadrant C that requires low
context and low cognitive demand, and (4) quadrant D that requires low context, but high
cognitive demand. From quadrant A (BICS) to D (CALP), language evolves from social,
conversational language to highly academic language. Cummins emphasized quadrant B,
which is at a high cognitive level related to academic content. On the other hand,
quadrant B is a scaffolding path from high context to form background knowledge as
compared to quadrant D.
Cummins’ BICS and CALP duality and four quadrants framework makes dramatic
contributions by identifying that academic language is associated with high cognitive
demands such as complex and abstract ideas, and reduced context such as reading
academic textbooks (Ranney, 2012). However, Cummin’s framework has a primary
weakness: oversimplification (Scarcella, 2003). Academic language displays complexity
of language beyond the continua of context and cognitive challenge (Ranney, 2012), and
is associated with content areas, modalities, and grade levels (Anstrom et al., 2010). This
11

framework fails to capture the complexity of the represented language. For example,
academic language is involved in face-to-face conversations, which contain paralinguistic
cues such as gestures; nevertheless, the topics of these conversations may be cognitively
complex (Goldenberg & Coleman, 2010). This hybrid area features both conversational
and academic language, which is not categorized among four quadrants. Moreover,
conversations can also involve high academic thinking (Zwiers & Crawford, 2011). To
provide a better guidance for teachers, a framework is needed to anchor specific functions
and features of the language used in academic language and non-academic language.
Pragmatics-based Framework
Academic language is multidimensional and dynamic in nature with many
varieties (Halliday, 1993) so the framework should reflect academic language at multiple
levels. Snow and Uccelli (2009) proposed a pragmatics-based framework of academic
language that fits into a coherent model of communication based on theories of language
between oral and written, informal and formal, and narrative and expository. They
reviewed and summarized the features through contrastive analysis of language corpora
(Biber & Reppen, 2002; Chafe & Danielewicz, 1987), evolutionary analysis of scientific
language (Halliday & Martin, 1993), and explorations of performances at different levels
of expertise (Schleppegrell, 2001) in different academic disciplines (Achugar &
Schleppegrell, 2005; Schleppegrell, 2007) and in specific genres (Halliday & Martin,
1993; Swales, 1990). Table 1 provides a demonstration of these linguistic and cognitive
features with conversational (also called colloquial language) on the left and academic
language on the right. The features were categorized in terms of (1) interpersonal stance,
(2) information load, (3) organization of information, (4) lexical choices, and (5)
12

representational congruence (i.e., how grammar is used to depict reality). They also listed
three cognitive skills involved in performance of academic language: (1) genre mastery,
(2) command of reasoning/argumentative strategies, and (3) disciplinary knowledge. All
of these features are briefly described below.
Interpersonal Stance. Interpersonal stance in academic language is detached and
authoritative, but involved in face-to-face interaction (Schleppegrell, 2001). Academic
language conveys objective information by an assertive author/speaker as a
knowledgeable expert (Schleppegrell, 2001).
Information Load. Information load in academic language has the characteristics
of conciseness and density. One primary principle of academic language is to deliver
brief and concise information without redundant repetition. In contrast to academic
language, redundancy is common in spontaneous speeches (Ong, 1982/1995). Academic
language tends to be very densely packed with information. This information density is
characterized by high lexical density (i.e., high proportion of content words per total
words), high nominalizations, and a high amount of expanded noun phrases (Chafe &
Danielewicz, 1987; Halliday & Martin, 1993; Schleppegrell, 2001).
Organization of Information. Organization of information refers to linguistic
features at the syntactic level. Academic language has been characterized with frequent
use of embedded clauses, whereas conversational language includes more hypotactic
subordinated clauses (Halliday, 1994b) and coordination (Ong, 1982/1995). Organization
of information also refers to explicit marking of text structures, such as metadiscourse
markers (e.g., “in addition,” “described above,” “such as”) (see Hyland & Tse, 2004 for
details).
13

Linguistic Skills

Table 1
Linguistic and Cognitive Features of Conversational and Academic Language
More Colloquial
More Academic
1. Interpersonal stance*
 Detached/Distanced (Schleppegrell, 2001)
Expressive/Involved
Situationally driven personal  Authoritative stance (Schleppegrell, 2001)
stances
2. Information load*
 Conciseness
Redundancy (Ong,
1995)/Wordiness
 Density (proportion of content words per total
Sparsity
words) (Schleppegrell, 2001)
3. Organization of information
Dependency (Halliday, 1993)  Constituency (Halliday, 1994b)/Subordination (Ong,
/Addition (Ong, 1995) (one
1995) (embedding, one element is a structural part
element is bound or linked to
of another)*
another but is not part of it)*
 *Explicit awareness of organized discourse (central
*Minimal awareness of
unfolding text as discourse
role of textual metadiscourse markers) (Hyland &
(marginal role of
Tse, 2004)
metadiscourse markers)
Situational support (exophoric  Autonomous text (endophoric reference)*
reference)*
 Stepwise logical argumentation/unfolding, tightly
Loosely connected/dialogic
structure*
constructed*
4. Lexical Choices*
 High lexical diversity (Chafe & Danielewicz, 1987)
Low lexical diversity
 Formal/prestigious expressions (e.g., say/like vs. for
Colloquial expressions
instance)
 Precision (lexical choices and connectives)
Fuzziness (e.g., sort of,
something)
 Abstract/technical concepts
Concrete/common-sense
concepts)
5. Representational congruence*
 Complex/congruent  Compact/incongruent
Simple/congruent grammar
(simple sentences, e.g., You
grammar (complex
grammar (clause
heat water and it evaporates
sentences, e.g., If the
embedding and
faster.)
water gets hotter, it
nominalization, e.g., The
evaporates faster.)
increasing evaporation of
water due to rising
temperatures) (Halliday,
1993)
 Abstract concepts as agents (e.g., Printing
Animated entities as agents
(e.g., Gutenberg invented
technology revolutionized European book-making.)
printing with movable types.)
(Halliday, 1993)
(table continues)
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Cognitive Skills

Table 1 (Continued)
More Colloquial
More Academic
1. Genre mastery*
Generic values (Bhatia, 2002)  School-based genres  Discipline-specific
(narration, description,
(e.g., lab reports,
specialized genres
explanation)
persuasive essays)
2. Reasoning strategies
 Discipline-specific
Basic ways of argumentation  Specific reasoning
and persuasion
moves valued at
reasoning moves
school (Reznitskaya
et al., 2001)
3. Disciplinary knowledge
Taxonomies
 Disciplinary taxonomies
Commonsense understanding  Abstract groupings
and relations
and salient relations
Epistemological assumptions
 Knowledge as constructed
Knowledge as fact
Note. * represents that this feature can be measured by Coh-Metrix formality metric.
Lexical Choice. Lexical choice in academic language requires a diverse, precise,

and formal repertoire in domain-specific terms (e.g., Freeman & Freeman, 2009; Snow &
Ucelli, 2009). For example, English words derived from Graeco-Latin origins are more
associated with academic language, whereas those from Anglo-Saxon origins are
associated with everyday language (Corson, 1997). In addition, colloquial expressions
can be seen in everyday language, but formal expressions occur in academic language
(e.g., “like” vs. “for instance”). Moreover, fuzzy expressions such as “sort of” occur in
everyday language, while academic language requires precise expressions such as using
connectives. Furthermore, words in everyday language are more concrete and are related
to common-sense or world knowledge, while academic language is replete with abstract
concepts.
Representational Congruence. Representational congruence refers to the
“…correspondence between language and reality it represents” (Snow & Uccelli, 2009, p.
120). Incongruence occurs if grammatical categories go beyond their prototypes, which is
15

called grammatical metaphor or compact and incongruent form (Halliday, 1994a). For
example, in the prototypes, nouns refer to things, verbs to processes, adjectives to
attributes, and connectives to relationships. Incongruence occurs in cases where nouns
refer to processes (e.g., condensation), or when verbs refer to relationships (e.g., precede).
This incongruence of reconstructed nominalized form regularly occurs in academic
language which increases lexical density and allows for the delivery of dense information.
Another case of representational incongruence of academic language is seen in the use of
abstract concepts as agents or actors (i.e., passive voice). Comparatively, colloquial
language typically uses animated agents (i.e., active voice). Besides these linguistic
features, cognitive features are also attributed to distinct academic language from
conversational language.
Cognitive features are categorized at three levels: genre mastery (Bhatia, 2002;
Swales, 1990), command of reasoning or argumentative strategies (Reznitskaya et al.,
2001), and disciplinary knowledge (Achugar & Schleppegrell, 2005; Wignell, Martin, &
Eggins, 1993). Snow and Uccelli (2009) claimed that linguistic features of academic
language should be aligned with, “…genre conventions, persuasive and clear
argumentations, and disciplinary-specific relationships and concepts” (p. 121).
Snow and Uccelli’s framework (2009) provided a more comprehensive view and
some possible measures for each level of the framework. Unfortunately, they failed to
provide an automated text analysis tool to extract these linguistic features for educators
and researchers. Actually, the current research on academic language still focuses on the
one or two shallow levels, such as lexical level and/or syntactic level (Galloway &
Uccelli, 2015; Gámez & Lesaux, 2012, 2015). Some measures were even manually
16

analyzed, such as the amount of embedded clauses (Gámez & Lesaux, 2012). The lack of
an automated text analysis tool may be the primary reason for the lack of the
comprehensive analyses of teacher language, even though a comprehensive framework
exists. Therefore, both a panoramic theoretical framework and its related automated text
analysis tool are needed to provide educators and researchers better research on teacher
language. The next two sections introduces a multilevel framework and an automated text
analysis tool, Coh-Metrix, which computes more than one hundred linguistic and
discourse features at multitextual levels.
Multilevel Framework
Graesser and McNamara (2011) proposed a multilevel theoretical framework that
integrates research on reading comprehension in various fields. The framework captured
not only basic reading but also deeper comprehension. The framework is compatible with
other models in reading, discourse processing, and education that specify multiple levels
of representation and processing components (Graesser, Millis, & Zwaan, 1997; Just &
Carpenter, 1987; Kintsch, 1998; Perfetti, 2007). Even though this framework is proposed
for reading comprehension, it fits into capturing the features of academic language and
conversational language due to the comprehensive features of language and discourse at
multiple textual levels.
The Graesser-McNamara framework involved in six theoretical levels: words,
syntax, the explicit textbase, the referential situation model (sometimes called mental
model), the discourse genre and rhetorical structure (the type of discourse and its
composition), and the pragmatic communication level (between speaker and listener or
writer and reader). Whereas words and syntax are straightforward and their components
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are also listed in Table 2 in the Coh-Metrix section, this section focuses on the other four
levels.
Textbase. The textbase consists of the explicit propositions in the text that
preserves the meaning and referential links and a small set of inferences that connect the
explicit propositions (Graesser & McNamara, 2011). Explicit propositions (sometimes
called basic idea units) contain a predicate (main verb, adjective, connective) and one or
more arguments (nouns, noun-phrases, embedded propositions) (Kintsch, 1998; van Dijk
& Kintsch, 1983). For example, in the sentence “The family celebrated Easter and
Passover holidays,” the predicate is “celebrated” and the arguments are “family” and
“Easter and Passover holidays.” The textbase X in Coh-Metrix is generated by adopting a
linguistic method, “Coreference,” in which connecting propositions, clauses, and
sentences is essential (Halliday & Hasan, 1976; van Dijk & Kintsch, 1983).
Referential cohesion occurs when a noun, pronoun, or noun-phrase refers to
another constituent in the text. For example, in the sentence “When the family celebrated
Easter and Passover holidays, the celebration was recorded as a lovely memory,” the
word “celebration” in the second clause refers to the action associated with the predicate
“celebrated” in the first clause. A referential cohesion gap exists when the words in a
sentence/clause do not connect to other sentences/clauses in the text. Cohesion gaps at the
textbase level increase reading time (Haberlandt & Graesser, 1985; Just & Carpenter,
1987; Kintsch, 1998) and sometimes disrupt comprehension (McNamara & Kintsch,
1996; McNamara, Louwerse, McCarthy, & Graesser, 2010).
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Table 2
Levels of Discourse and Measures in Coh-Metrix
Levels of Discourse
Measures in Coh-Metrix
Word length (syllables & letters), word
Words
Word composition (graphemes,
frequency, psycholinguistic indices (age of
phonemes, syllables, morphemes,
acquisition, familiarity, concreteness,
lemmas, tense, aspect)
imagability, meaningfulness), WordNet
Words (lexical items)
(polysemy; hypernymy for nouns, verbs,
Part of speech categories (noun, verb,
nouns & verbs), part of speech (nouns, verbs,
adjective, adverb, determiner,
adjectives, adverbs, pronouns), Connectives
connective)
(all connectives & specific connectives such
as causal, logical, adversative & contrastive,
temporal, expanded temporal, additive,
positive, & negative)
Syntactic complexity (left embeddedness;
Syntax
Syntactic composition (noun-phrase,
noun phrase modifiers; minimal edit distance
verb-phrase, prepositional phrase,
of part of speech, all words, & lemmas;
clause)
sentence syntax similarity), syntactic pattern
Linguistic style and dialect
density (noun-, verb-, adverbial-,
preposition-phrase density; agentless passive
voice density; density of negation, gerund,
and infinitive)
Referential cohesion (overlap of nouns,
Textbase
Explicit propositions
arguments, stems, content words), lexical
Referents linked to referring expressions diversity (type-token ratio for content words
Connectives that explicitly link clauses
& all words), connectives (see above)
Constituents in the discourse focus
versus linguistic presuppositions
LSA overlap & LSA given/new, situation
Situation Model
Agents, objects, and abstract entities
model dimensions such as causal cohesion
Dimensions of temporality, spatiality,
(causal verb, causal verb & causal particles,
causality, intentionality
ratio of casual particles to causal verbs),
Inferences that bridge and elaborate
intentional cohesion (intentional verbs, ratio
ideas
of intentional particles to intentional verbs),
Given versus new information
temporal cohesion (tense & aspect), spatial
Images and mental simulations of events cohesion (location nouns & motion verbs in
Mental models of the situation
WordNet)
Genre classification (five primary components
Genre and Rhetorical Structure
Discourse category (narrative,
in Coh-Metrix: narrativity, syntactic
persuasive, expository, descriptive)
simplicity, word concreteness, referential
Rhetorical composition (plot structure,
cohesion, & deep cohesion).
claim + evidence, problem + solution,
Rhetorical structure is beyond the scope of
etc.)
Coh-Metrix.
Epistemological status of propositions
and clauses (claim, evidence, warrant,
hypothesis)
(table continues)
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Table 2 (Continued)
Levels of Discourse
Speech act categories (assertion,
question, command, promise, indirect
request, greeting, expressive evaluation)
Theme, moral, or point of discourse
Pragmatic Communication
Goals of speaker ⁄ writer and listener ⁄
reader
Attitudes (humor, sarcasm, eulogy,
deprecation)
Requests for clarification and
backchannel feedback (spoken only)

Measures in Coh-Metrix

Pragmatic communication is beyond the scope
of Coh-Metrix.

Situation Model. The situation model consists of the “microworld” in narrative
texts, and in informational texts the subject matter being described (Graesser &
McNamara, 2011; McNamara et al., 2014). In narrative text, the situation model includes
the characters, objects, spatial settings, actions, events, processes, plans, thoughts and
emotions of characters, and other referential content about the story. In informational text,
the situation model consists of the substantive subject matter (i.e., domain-specific
knowledge, topics) that the text describes. For example, the brief example on the
celebration of holidays (“When the family celebrated Easter and Passover holidays, the
celebration was recorded as a lovely memory.”) would potentially activate the following
background knowledge: (a) causal networks of the events, processes, and enabling
actions or events that celebrate these holidays, (b) history of Easter and Passover holidays
in the Christian and Jewish religion, (c) the actions associated with the celebrations of
these holidays, (d) the settings of the celebration events, and (e) the characters who
celebrated the holidays and their happy emotions. At least some world knowledge about
Easter and Passover is needed to comprehend the example sentence.

20

The situation model involves inferences that are activated by the explicit text and
encoded in the meaning representation (Goldman, Braasch, Wiley, Graesser, &
Brodowinska, 2012; Graesser, Singer, & Trabasso, 1994; Kintsch, 1998; McNamara &
Kintsch, 1996; van den Broek, White, Kendeou, & Carlson, 2009; Wiley et al., 2009).
Five dimensions of the situational model apply to the thread of deep comprehension:
causation, intentionality (goals), time, space, and characters (Zwaan & Radvansky, 1998).
A break in text cohesion or coherence occurs when there is a discontinuity on one or
more of these situation model dimensions. Such cohesion breaks cause an increase in
reading time and generation of inferences (Rapp, van den Broek, McMaster, Kendeou, &
Espin, 2007; Zwaan & Radvansky, 1998). Whenever such discontinuities occur, it is
important to indicate to the reader/listener that there is a discontinuity by using
connectives (e.g., accordingly, so as), adverbs (e.g., afterwards, so far), transitional
phrases (e.g., furthermore, in addition), or other signaling devices (e.g., for one thing, for
another). Connecting words and expressions play an essential role in Coh-Metrix, as will
be discussed later.
Genre and Rhetorical Structure. Genre refers to text category, such as whether
the text is narrative, expository, persuasive, or descriptive (Brooks & Warren, 1972;
McCarthy, Myers, Briner, Graesser, & McNamara, 2009). These categories can be
broken down into subcategories in a hierarchical scheme (e.g., folktales and drama in
narrative; science and encyclopedia texts in expository; sermons and advertisements in
persuasive; broadcasts and attributes of objects in descriptive). A text has a rhetorical
structure made up of the organization of the discourse at a macro-level and the discourse
function (McNamara et al., 2014). There are different rhetorical frames in informational
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texts, such as compare-contrast, cause-effect, claim-evidence, problem-solution (Meyer
& Wijekumar, 2007), and so on. Readers will struggle with texts if they have insufficient
training in the structure, pragmatic ground rules, and epistemology of the genres and
rhetorical structures of texts (Deane, Sheehan, Sabatini, Futagi, & Kostin, 2006; Eason,
Goldberg, Young, Geist, & Cutting, 2012; Williams, Stafford, Lauer, Hall, & Pollini,
2009).
Pragmatic Communication. In a conversation, a speaker has a goal in delivering
a message to the listener (Clark, 1996). Similarly, in written texts, the writer aims to
deliver a message to the reader (Rouet, 2006). A good reader asks why the text is written
and why it is being read. What is the opinion, theme, moral, message, or utility of the text?
While the pragmatic communication level offers a great deal of insight towards answering
the above questions, it will not be used in the studies described in this dissertation.
Automated Text Analysis Tools on Multilevel
Recently, the development and advancement of natural language processing
techniques and computational linguistic techniques have facilitated the development of
automated text analysis tools. Coh-Metrix is an automated text analysis tool that provides
comprehensive features that are captured in the multilevel framework. This section first
introduces Coh-Metrix, and then briefly describes another automated tool, Linguistic
Inquiry and Word Count (LIWC), which is used to capture other psychological attributes
of texts.
Coh-Metrix
The Coh-Metrix formality model was constructed based on language and discourse
features that were extracted by an automated text analysis tool, Coh-Metrix
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(http://www.cohmetrix.com; Graesser, McNamara, Louwerse, & Cai. 2004; McNamara et
al. 2014). Coh-Metrix was developed to analyze texts on the first five levels of the
theoretical framework: words, syntax, textbase, situation model, and genre (Graesser &
McNamara, 2011; McNamara et al., 2014). Modules of Coh-Metrix use lexicons,
part-of-speech classifiers, syntactic parsers, templates, corpora, latent semantic analysis,
and other components; each of which are widely used in computational linguistics. The
current public web site provides over 100 measures for colleagues to use. Table 2 lists the
measures of Coh-Metrex that are aligned with each level in the framework.
A principal components analysis (PCA) was performed on 37,520 texts in order to
simplify the analysis and identify central constructs of text complexity (Graesser et al.,
2011). The PCA extracted eight dimensions that accounted for 67% of the variance in
variations among texts. The five primary dimensions of Coh-Metrix are listed and
succinctly defined below.
Narrativity. Narrative text tells a story, with characters, events, places, and things
that are familiar to readers/listeners. Narrativity is closely affiliated with everyday oral
conversation. This robust component is greatly affiliated with word familiarity, world
knowledge, and oral language. Narrativity is contrasted by informational (or non-narrative)
texts on less familiar topics.
Deep Cohesion. Texts with causal and intentional connectives help the reader form
a more coherent, explicit, and deeper understanding of the text at the level of the causal
situation model. When texts contain many relationships but lack those connectives,
inference is required to process the relationships between ideas in the texts.

23

Referential Cohesion. Texts with high referential cohesion contain words and
ideas that overlap across sentences and the entire text. This overlap forms explicit threads
that connect the text for the reader. Texts with low referential cohesion are more difficult to
process and understand due to the gap of connections for the reader (McNamara et al.,
2014).
Syntactic Simplicity. Low syntactic simplicity consists of texts with more
left-embedded syntax and high occurrence of noun-phrase density. These more complex
and less familiar syntactic structures are challenging and difficult to process; thus increase
the difficulty of comprehension. The opposite end of the continuum is high syntactic
simplicity, with less left-embedded syntax and low noun-phrase density. These simpler,
familiar structures are easier to process and decrease the difficulty of comprehension.
Word Concreteness. Texts are easier to process if they contain content words that
are concrete and meaningful, and evoke mental images. Abstract words increase the
difficulty in concept processing because they are difficult to construct visual
representations in the mind (McNamara et al., 2014). Thus, texts with more abstract words
are more challenging to understand.
Coh-Metrix has made it possible to analyze texts and discourse at multiple textual
levels in order to capture language and discourse from a comprehensive view. This tool has
the potential to help educators and researchers examine teacher language from the
levels of genre, situation model, textbase, syntax, and word. This overall view of language
analyses is intended to advance the research on teacher language and ultimately provide
some empirical evidence from a panoramic perspective.

24

Linguistic and Inquiry Word Count (LIWC)
LIWC classifies words into linguistic and psychological categories based on human
experts’ ratings (Pennebaker, Booth, & Francis, 2007). LIWC dictionaries have been
translated and validated in many languages. Of particular interest for this dissertation are
the formality models constructed by LIWC, particularly in the English languages.
The 2007 English LIWC dictionary contains 4,500 words that are classified by
experts on 64 word categories: 22 standard linguistic categories (e.g., prepositions, articles,
pronouns), 32 psychological categories (e.g., affect, cognitive mechanisms, biological
words), 7 personal categories (e.g., religion, money, home), and 3 paralinguistic
dimensions (e.g., assents, nonfluencies, fillers). The word count function of LIWC
attempts to match each word in a given text to a word in the various 64 categories. The
LIWC tool then computes the percentage of words in a text that fit into these linguistic or
psychological categories.
The LIWC categories have been confirmed as valid and reliable markers of a variety
of psychologically meaningful constructs (Pennebaker, 2011; Pennebaker et al., 2007).
The different categories of words would be expected to predict psychological dimensions.
For example, negative emotion words would be diagnostic of gloomy texts. The function
words (particularly pronouns; Pennebaker, 2011) are diagnostic of social status,
personality, and various psychological states. Differences in function word use can be
reflected by gender, age, and social class. For example, first-person singular pronouns
(e.g., I, me, my) have higher usage among women, young people, and people of lower
social classes.
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A principal component analysis was conducted on the Touchstone Applied Science
Associates (TASA; now Questar Assessment, Inc.) corpus in an effort to reduce the 64
LIWC categories into fewer dimensions (Li, Cai, Graesser, & Duan, 2012; Graesser,
McNamara et al., 2014). The TASA corpus consists of 37,520 texts ranging from K-12
with different subject matters, such as science, social studies, language arts, etc. The same
procedures were followed in PCA in Coh-Metrix analysis (Graesser et al., 2011). The PCA
yielded six principal components that accounted for 40% of the variance between texts
with a leveling off in the eigenvalues above 1. The strongest dimension was narrativity,
which accounted for 14% of the text variance. The incremental percentages of text
variance for the other five dimensions were processes, procedures, and planning (PPP;
9%); social relations (6%); negative emotion (5%); embodiment (3%); and collection
(3%). It is noteworthy that LIWC narrativity was the only dimension that had an analogue
with the five Coh-Metrix dimensions, also labeled as narrativity. These components have
been used to construct the formality models.
Labels for the LIWC components were constructed using the LIWC word categories
that loaded highly on the principal components and by examining texts with very high
versus low PCA scores (Graesser, McNamara et al., 2014). The processes, procedures, and
planning component included texts that (a) describe actions and events in procedures or
processes that are conveyed in the present tense or (b) texts that forecasted events, goals,
plans, or described recommendations for the future. The present and future tenses in these
passages contrast with the past-tense verbs in the first narrativity component. The social
relations component had many words in such LIWC categories as social, family, humans,
friend, and positive emotions. The negative emotion component had many words in the
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following categories: negative emotions, anger, affect, sad, anxiety, and death. The
embodiment component had many words in the categories biology, body, ingest, health,
and feeling. The collection component had words in the categories conjunction, inclusion,
we, and they.
Besides English LIWC and its dimensions, the Chinese LIWC (Huang et al., 2012)
has also been performed on the PCA in the same procedure as the English LIWC PCA
analyses (Li et al., 2012; Li, Graesser, Conley, Cai, Pavlik, & Pennebaker, 2015). The PCA
extracted seven dimensions which accounted for 58% of the variance among texts (see Li,
Graesser et al., 2015 for detail). The first component was processes, procedures and
planning (PPP), similar to English PPP component. The other six components were:
narrativity, space & time (words indicate space and time), cohesion (LSA and content word
overlap), embodiment (e.g., biology, ingest), positive emotion (e.g., leisure, joy), and
negative emotion (e.g., anger, sadness).
Coh-Metrix and LIWC are two primary automated tools that are used to extract
comprehensive features of language, discourse, and psychology. These features are
explored to test a composite measure of language style, formality. Chapter 3 will review all
the popular measures of formality, and select a more reliable and valid measure for this
study.
Teacher Language
Teacher language is expected to be more academic for knowledge impartation and
information presentation (Snow & Uccelli, 2009). The lack of academic language skills is
assumed to impede literacy accomplishments (August & Shanahan, 2006; Halliday &
Martin, 1993; Pilgreen, 2006; Schleppegrell & Colombi, 2002), not only for
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English-language learners (ELL), but also for native speakers (Snow & Uccelli, 2009).
Indeed, extensive exposure to academic language seems to be a key to success with
challenging literacy tasks, such as providing learners with reading materials in academic
language, requiring learners to write in academic language, and teaching in academic
language in formal educational settings (Snow & Uccelli, 2009). Some studies have shown
that students benefit from having teachers who use academic language in the classroom
(Gámez & Lesaux, 2012, 2015; Lucero, 2014). For example, Gámez and Lesaux (2012)
found that students’ end-of-year vocabulary skills were positively correlated with teachers’
use of sophisticated vocabulary and complex syntax, after controlling for classroom,
school, and students’ score at the start of the year. Recently, Gámez and Lesaux (2015)
found students’ reading comprehension performance had a significant correlation with
teachers’ use of sophisticated, academic vocabulary when controlling for students’ reading
comprehension and vocabulary at the start of the year.
Conversational language is at the opposite extreme of academic language. Biber
(1988) and Graesser, McNamara et al. (2014) characterized conversation as highly
interactive and situated, in a style that is more frequent, automatized, and overlearned.
Conversational language is represented by linguistic features, such as pronouns and
contractions, but not passives and nominalizations. Unlike academic language,
conversational language delivers very low information and reveals the intimate
relationship between the speaker and the audience. Conversational language is informal
(Snow & Uccelli, 2009), with a story-like, narrative style. Both conversational language
and informal language have robust linguistic predictors, such as word familiarity, world
knowledge, and oral language, simple syntactic structures, concrete words, and low
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referential cohesion and deep cohesion (Graesser, McNamara et al., 2014; Li, Cheng et al.,
2015; Li et al., 2013). Low cohesion is fine because the audience can fill in the missing
links through inferences.
To the best of the author’s knowledge, there is no research on teacher language in
the conversational style in a real traditional classroom. However, a few studies have been
conducted in intelligent tutoring systems to examine the impact of the agent’s
conversational language. For example, Moreno and Mayer (2004) created conversational
style by using the first- and second-personal pronoun (called Personalized) to simulate an
informal conversation with the human learner rather than the third person pronoun (called
Nonpersonalized). This study is described in more detail in the section Embodied
Conversational Agents.
Limitations of Current Research on Teacher Language
The majority of studies on academic language fall into one of two categories. The
studies were either (1) theory-based, which defines academic language (see the section
Context of Problem for details), constructs the framework of academic language (see the
section Theoretical Framework for details), or reviews the theoretical framework (e.g.,
Frantz, Bailey, Starr, & Perea, 2014); or (2) case study or correlational study, which
examines the relationship of academic language proficiency and reading (e.g., Connor et
al., 2015; Gámez & Lesaux, 2012, 2015), writing (e.g., Dobbs, 2014; Galloway & Uccelli,
2015) or the instruction of academic language (Atai & Dashtestani, 2013). However, there
are some experimental or quasi-experimental studies. For example, there is research that
investigates the effects of simplified language of the item descriptions for mathematics
(Haag, Heppt, Roppelt, & Stanat, 2014) and research targeting the instruction of academic
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language (Kieffer & Lesaux, 2012). Researchers have tracked the students’ use of
academic language (e.g., Dobbs, 2014; Haag et al., 2014) and how teacher language is
correlated with student reading ability (Gámez & Lesaux, 2012, 2015). The reason for the
lack of experimental studies on teacher language is likely due to the difficulty in
manipulating teacher language in a traditional classroom setting in a consistent manner.
This difficulty stems from the complexity of the teaching context (Leung, 2014) and the
challenge of maintaining one language style during instruction.
Snow and Uccelli (2009) provided a theoretical framework with comprehensive
features for academic language. However, its measures in empirical studies are still limited
to the shallow level, that is, the word/lexical level and/or syntactic levels (Galloway &
Uccelli, 2015; Gámez & Lesaux, 2012, 2015). Moreover, the measures merely rely on one
or a few aspects of that particular level. For example, most of measures in the previous
studies employed the use of sophisticated words (e.g., academic vocabulary; Gámez &
Lesaux, 2012, 2015) or vocabulary diversity (e.g., type-token ratio; Dobbs, 2014; Gámez
& Lesaux, 2012, 2015). However, a range of other linguistic and psycholinguistic features
at the word level can also best predict the word complexity, such as age of acquisition,
familiarity, concreteness, imagability, meaningfulness, and all types of connectives such as
causal and logical (McNamara et al., 2014). Some researchers included measures of
syntactic complexity, but it is only measured by the amount of clauses (Dobbs, 2014;
Gámez & Lesaux, 2012). However, the syntactic complexity can be best captured by other
linguistic features such as left embeddedness and noun-phrase density (McNamara et al.,
2014). Very few researchers have adopted the language features at the deep levels to
measure academic language, which included text organization and stance (Dobbs, 2014) or
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register (Gámez & Lesaux, 2015). Surprisingly, no research includes comprehensive
features of language measured at multiple levels to analyze the teacher language, either
academic or conversational.
Given the above limitations, the question remains: how does teacher language itself
affect student learning processes? If we measure teacher language by multilevel features of
language and discourse, can we determine if teachers who use academic language enhance
learning? Or do teachers who use conversational language elicit more learning gains?
Considering the challenge of manipulation of teacher language, could computer
technology offer such opportunities through implementing conversational agents in
intelligent tutoring systems? To answer the above questions, this dissertation first
encompasses more comprehensive features of language and discourse to measure
academic language. Second, this dissertation designs an experimental study that
investigates whether the teachers’ use of academic language impacts the students’ learning
and learner impressions. This dissertation adopts embodied pedagogical conversational
agents in an intelligent tutoring system to simulate the teacher language. The next section
describes embodied conversational agents.
Embodied Conversational Agents
Embodied conversational agents (ECA) are animated computer characters that
generate speech, facial expressions, and some gestures (Graesser, Li, & Forsyth, 2014;
Louwerse, Graesser, McNamara, & Lu, 2009). ECAs have been increasingly popular in
contemporary advanced learning environments (Biswas, Jeong, Kinnebrew, Sulcer, &
Roscoe, 2010; Gholson et al., 2009; McNamara, O’Reilly, Best, & Ozuru, 2006; Olney et
al., 2012). For example, ECAs have been successfully implemented in AutoTutor, an
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intelligent tutoring system (ITS), which is designed to simulate the discourse moves of
human tutors and also to implement some ideal tutoring strategies (Graesser, D’Mello et
al., 2012; Graesser, Lu et al., 2004). The systematic conversational structure in AutoTutor,
which simulates human tutors, has been termed expectation- and misconception-tailored
(EMT) dialogue (Graesser, D’Mello et al., 2012; Graesser, Lu, Olde, Cooper-Pye, &
Whitten, 2005; VanLehn et al., 2007).
Expectation- and Misconception-Tailored Dialogue
EMT dialogue initiates challenging questions from the tutors who expect correct
answers (called expectations) and specific misunderstandings (misconceptions) from the
human students. When students provide their responses, usually through multiple
conversational turns, the tutors compare students’ responses with expectations and
misconceptions. The tutors give feedback to the students according to the extent to which
their responses match the expectations or misconceptions. The short feedback consists of
positive (“Excellent!” “Good job!”), neutral (“All right!” “I see.”), or negative expressions
(“No” “Not quite.”) in words, facial expressions, visual signals (e.g., correct answer in
green, incorrect in red), or acoustic signals (e.g., correct answer with a pleasant sound,
incorrect an unpleasant sound).
After providing short feedback, the tutors attempt to lead the students to the
expected good answers through multiple dialogue moves, such as pumps (“What else?”
“Tell me more about it.”), hints (“What about X?” “Why not…”), and prompts (eliciting a
response in a word or a phrase) to get students to find out the correct answers (Graesser,
Conley, & Olney, 2012). When the students fail to answer the question correctly after
several trials (usually 2 or 3), the tutors will contribute information, called assertions.
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These pump-hint-prompt-assertion cycles are frequently used in tutoring to extract or
cover particular sentence-like expectations. Ultimately, all of the expectations will be
covered, which triggers the completion of the exchange for the main question or problem.
During this process, the students occasionally ask questions, express confusion through
metacommunicative (e.g., “Can you repeat the question?”) or metacognitive expressions
(e.g., “I have no idea about this.”), respond irrelevantly, or provide other speech acts. Each
of these speech acts are immediately addressed by the tutors. The expert tutor might
attempt to get the students to answer their own questions or correct their own
misconceptions, but such self-regulated learning is extremely rare (Graesser, Keshtkar, &
Li, 2014).
EMT has been successfully implemented in AutoTutor due to advanced techniques
in natural language processing that have made dramatic progress in the accuracy of
semantic matches in computers. These semantic match algorithms consist of keyword
overlap scores, word overlap scores that place higher weight on lower frequency words in
the English language, scores that consider the order of words, latent semantic analysis
cosine values, regular expressions, and procedures that compute logical entailment (see
Cai et al., 2011; Graesser & McNamara, 2012; Graesser, Penumatsa, Ventura, Cai, & Hu,
2007 for details). In these assessments, a semantic match score (between 0 and 1) is made
between the student input and the sentence-like expressions of expectations and
misconceptions. Research has shown that the computer match scores correspond with
match scores of trained human judges (Cai et al., 2011). Cai et al. (2011) reported an
algorithm with computer semantic match scores correlated .67 with trained human judges,
whereas the trained human judges correlated .69 with each other. Li, Shubeck, & Graesser
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(in press) reported that the reliability between automated assessment and human judges
was as high as or higher than those between humans.
Trialogs
AutoTutor has been developed from one single agent to multiple agents, enabling
students to learn vicariously by observing how the agents interact and collaborate with
each other. Interactions of two agents with one human student are called trialogs. The two
agents can disagree, contradict each other, and hold an argument, periodically turning to
the student to solicit his or her perspective (Lehman et al., 2013). This cognitive
disequilibrium facilitates the student in problem solving, reasoning, and deep learning.
Trialogs have been implemented in AutoTutor to combine vicarious learning with
interactive tutoring (Nye, Graesser, & Hu, 2014). Successful cases of trialog
implementations include Operation ARIES (Millis et al., 2011) and AutoTutor CSAL
(Center for the Study of Adult Literacy; Graesser, Li et al., 2014; Li, Cheng, Yu, Graesser,
2015; Li et al., in press). In a three-party conversation between two agents and a human
student, varied types of interactions can be designed. Vicarious learning is designed for
low-achieving students, who can observe how the student agent learns from the teacher
agent. In these vicarious learning sessions, the interaction of the student is limited to
answering simple yes/no verification questions. Teachable-agent sessions are designed for
high-performance students, who teach the simulated student agent, detect errors in their
reasoning, and solve conflicting opinions between the two agents (Lehman et al., 2013).
Interactive trialogs have been shown to substantially improve scientific reasoning as
compared to no-dialog vicarious sessions (Kopp, Britt, Millis, & Graesser, 2012).
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Empirical Evidence
Empirical evidence supports the claim that AutoTutor and similar computer tutors
that use natural-language dialogue yield learning gains comparable to those of trained
human tutors, with effect sizes averaging 0.8 and ranging from 0.6 to 2.0 (Graesser,
D’Mello et al., 2012; Graesser, Lu et al., 2004; Hu & Graesser, 2004; McNamara et al.,
2006; Olney et al., 2012; VanLehn, 2011; VanLehn et al., 2007). Conversational agents
have been used to effectively promote learning in a variety of domains, including:
computer literacy (Graesser, Lu et al., 2004), conceptual physics (Graesser, Jackson, et al.,
2003; Rus, D’Mello, Hu, & Graesser, 2013; VanLehn et al., 2007), biology (Olney et al.,
2012), critical thinking (Halpern et al., 2012; Hu & Graesser, 2004; Millis et al., 2011),
reading comprehension (Graesser, Li et al., 2014; Li, Cheng et al., 2015; Li et al., in press),
and other topics.
Moreover, a large body of research has investigated the impact of incorporating
affect in the ITS (Creed, Beale, & Cowan, 2015; D’Mello & Graesser, & 2012; Liu et al.,
2013; Noot & Ruttkay, 2005; Pelachaud, 2009), gaze focus (D’Mello, Olney, Williams, &
Hays, 2012; Louwerse et al., 2009), personality (Callejas, Griol, & López-Cózar, 2014),
gender (Brahnam & De Angeli, 2012), trust (Elkins & Derrick, 2013), metacognitive skills
(Azevedo, Johnson, Chauncey, & Burkett, 2010), ethics (De Angeli, 2009), and 3D
simulations (Abbattista, Catucci, Semeraro, & Zambetta, 2004; Graesser, Chipman,
Haynes, & Olney, 2005). The majority of these studies are discussed in more detail in the
review paper on AutoTutor by Nye, Graesser, and Hu (2014).
A small number of studies have investigated the impact of the agent’s language
style, but each of these studies has been limited to one aspect of language style. For
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example, Moreno and Mayer (2004) examined the impact of the agent’s use of the
conversational style versus a formal style on learning. The style was manipulated simply
through pronouns. That is, the personal pronouns you and I corresponded to the
conversational style, whereas the third person pronouns it, they, that, and this corresponded
to the formal style. Moreno and Mayer (2004) reported that the conversational style (also
called personalized speech) yielded better performance on retention, problem-solving
transfer tests, and other measures of deep learning compared to a formal style (Mayer,
2005; Moreno & Mayer, 2004). Thus, deep learning, information retention, and
problem-solving performance were all seen to improve by changing the agents’ language
style via simple pronoun usage. Although Moreno and Mayer were the first to examine the
agent’s language style in the ITS, their studies are limited to a very narrow set of linguistic
features. The studies do not go the distance in representing an adequate test of differences
between the informal and formal language style. A more comprehensive set of language
and discourse features is needed to assess the impact of language formality on learning in
an ITS.
Research Question and Hypotheses
This dissertation investigated the general question: Will pedagogical agents’
conversational formality impact students’ learning and learner impressions? The
corresponding research hypotheses are covered in this section.
Hypothesis 1: Formality Influences Learning
Hypothesis 1a: formal > mixed > informal. Research on language has indicated
that formal language is precise, coherent, and articulate (Graesser, McNamara et al.,
2014). The formal language style attempts to articulate ideas clearly, completely, and

36

accurately with a minimum of ambiguities and potential misunderstandings. Conversely,
comprehension of the informal language relies heavily on background common
knowledge that can fill in ideas that are underspecified (Graesser, McNamara et al., 2014).
If the teacher and the students do not have much of a shared common ground (Chi, Siler,
& Jeong, 2004; Graesser, D’Mello, & Person, 2009; Graesser, Person, & Magliano,
1995), there would be difficulty in communicating and misunderstandings will occur
(Clark, 1996). As a consequence, the students may not clearly understand the teacher’s
language. Therefore, the students in the formal condition would better understand the
agents’ language, absorb the knowledge, and subsequently achieve a higher learning
performance than those in the informal language condition (formal > mixed > informal).
Hypothesis 1b: informal > mixed > formal. Alternatively, informal language is
characterized as easy to understand and comprehend, with the characteristics of concrete
words, simple sentence structure, and narrative style (Graesser, McNamara et al., 2014).
The oral discourse makes texts, especially challenging texts, easier to comprehend
(Lawrence & Snow, 2011), a trend that bridges to writing (Heritage, Silva, & Pierce,
2007). Formal language has the features of abstract words, complex sentence structure,
high density of information, and high cohesion (Graesser, McNamara et al., 2014). Even
though the formal language is explicit and minimizes ambiguity, it is difficult to process
and comprehend, especially without prior domain knowledge. Therefore, the alternative
hypothesis for the impact of learning is that the students in the informal condition would
achieve highest performance due to the easy comprehension of the informal language
(informal > mixed > formal).
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Hypothesis 1c: mixed is best. According to the principle of encoding variability,
the application of the multifaceted encoding strategies is more beneficial than the repeat
of a single encoding strategy. For one reason, the multiple encoding strategies allow more
access routes to subsequent memory retrieval (e.g., Appleton-Knapp, Bjork, & Wickens,
2005; Estes, 1950). For another reason, the multiple encoding strategies enable to
increase the amount of memory traces or the abundance of a given trace (e.g., Glenberg,
1979). Therefore, receiving language and discourse in both formal and informal styles
would be expected to facilitate discourse comprehension in this experiment. The students
in the mixed condition not only have access to the formal language in which the teacher
agent presents the knowledge explicitly, accurately, and coherently, but also to the
informal language in which the student agent elaborates the information in an
easily-understood way. Students are predicted to benefit from the advantages of both
formal and informal styles of communication, and are assumed to achieve the best
performance. Thus, the effect on learning is assumed to be best for students in the mixed
condition (mixed > formal and mixed > informal).
Hypothesis 2: Formality Influences Learner Impressions
We generally hypothesize that the self-reported scores of learner impressions are
contingent upon their performance. As three alternative hypotheses about learning
performance were proposed in the previous section, three corresponding hypotheses about
learner impressions were proposed as well: (1) hypothesis 2a: formal > mixed > informal,
(2) hypotheses 2b: informal > mixed > formal, (3) hypotheses 2c: mixed is best.
Specifically speaking, participants’ learner impressions would demonstrate the same
pattern as its corresponding learning pattern. Learner impressions were examined from

38

three facets: engagement, summarization self-efficacy, and attitudes toward agents. These
three facets are elaborated below.
Engagement. Teachers play a role in promoting students’ engagement as well as
in the duration that students stay on or off learning tasks. Teacher quality has been
confirmed to be positively correlated with students’ engagement (Cirino,
Pollard-Durodola, Foorman, Carlson, & Francis, 2007). Based on Csikszentmihalyi’s
flow theory (1988), flow is a positive state, which engages students and elicits interest
and absorption, and consequently sustains learning and motivation (Larson, 2014). Flow
occurs when the task difficulty level and student skill level are in balance (Larson, 2014).
If the task and the skill are out of balance, negative feelings may occur, such as anxiety,
apathy (Csikszentmihalyi, 1988; Massimini & Carli, 1988).
The best performance may balance between challenge and skill and consequently
promote a flow state, in which learners were engaged in their activities. This state may
create a comfortable environment, thereby reducing anxiety and self-consciousness
(Markowitz, Deutsch, & Lawrence, 2014) and increasing engagement. Oppositely, the
poor performance may disrupt or lose the balance between challenge and skill, which will
yield negative feelings in the students, such as anxiety. This increase in negative feelings
may also make it more difficult for the learners to engage in the activity. Thus, the
engagement is expected to be reported much more highly by participants in the condition in
which they achieve the best performance, as it is illustrated in three alternative hypotheses
(2a, 2b, and 2c).
Summarization Self-efficacy. Self-efficacy is confirmed to show a positive
relationship with academic outcomes (Multon, Brown, & Lent, 1991). Self-efficacy has
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been employed as a measure of writing proficiency (Pajares, 2003; Pajares & Valiante,
2005; Woody et al., 2014). Learners’ self-reported scores for writing self-efficacy
improved substantially after the intervention with their increase in their writing ability
(Woody et al., 2014). Furthermore, the agent with the low competency either enhanced
self-efficacy (Kim & Baylor, 2006) or demonstrated a trend of high self-reported scores
of self-efficacy (Li, Cheng, Yu et al., 2015).
When learners have mastered the skills during the training section, they may
complete the tasks more successfully in the posttest section than in the pretest section. If
they are unable to fully understand the presented information when delivered during the
training section, then they may also not understand how a task should be conducted.
Consequently, they may not successfully complete the tasks. Success and failure along
with the efforts that they spend may directly impact their summarization self-efficacy
beliefs. Therefore, the summarization self-efficacy is expected to be reported much higher
by participants in the condition in which they achieve the best performance, as it is
demonstrated in three corresponding hypotheses (2a, 2b, and 2c).
Attitude towards System. In ITSs, researchers have investigated the relationships
between perceptions of the learning systems and learner motivation and performance
(Corbett & Anderson, 2001; Jackson, Graesser, & McNamara, 2009; Kim & Baylor,
2006; Li, Cheng, Yu et al., 2015; Snow, Jackson, Varner, & McNamara, 2013). For
example, the self-reported scores of the ITS after training could be predicted by students’
prior expectations of computers’ helpfulness (Jackson et al., 2009; Snow et al., 2013) or
help from the ITS (Corbett & Anderson, 2001). Moreover, the agent with high
competency either positively affected students’ attitude toward the agents (Kim & Baylor,
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2006) or showed a trend of high self-reported scores of attitude (Li, Cheng, Yu et al.,
2015).
In this study, items for attitudes toward agents were closely related to the agents’
language style and its corresponding influences on learning summarization strategies.
When participants understand their meaning and ultimately complete the tasks successfully
through interactions and achieve higher performance, they will perceive that the agents’
language style is helpful for learning summarization strategies. Therefore, they may report
high positive attitudes toward agents. Instead, they may report less positive attitudes
toward agents, especially when they fail to successfully complete the tasks and achieve the
low performance. Therefore, the predictive pattern for attitude toward systems is also
contingent upon learners’ performance, as described in three corresponding hypotheses
(2a, 2b, and 2c).
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Chapter 3 Coh-Metrix Formality Metrics
Language, either in print or in oral channels, carries a set of discourse and pragmatic
features, such as choices of words, syntactic structures, semantic and pragmatic meanings,
and multitextual levels of discourse (Biber, 1988, 1995; Carroll, 1966; Conrad & Biber,
2001; Crystal, 1987; Graesser, McNamara et al., 2014; Graesser et al., 2011; Sardinha &
Pinto, 2014). For example, the language of written expository registers in preplanned,
well-edited texts differs from extemporaneous spoken registers and from personal written
registers (e.g., personal letters) (Li, Graesser et al., 2015). Researchers in linguistics,
computer science, and discourse psychology have recently attempted to seek a reliable
measure of language style with computational linguistic techniques. The measure that is
increasingly attracting researchers’ attention is formality.
This chapter first reviews the definitions of formality from different perspectives,
followed by measures of formality. The more reliable measure of formality will be adopted
in this dissertation to measure the agents’ language in its conversational design (see
Manipulation section for details).
Definitions of Formality
Atkinson (1982) distinguished between formal and informal styles under the lens of
ethnomethodology and conversation analysis. This distinction was made according to
social actions and settings, which involved a comparative analysis where a “taken for
granted knowledge” of conversational interactions served as a comparative reference. The
reference of conversations comes from recurrent features of interactions in different
settings (e.g., ceremonies, church services, debates, etc.). Thus, Atkinson (1982) adopted
everyday conversations as a standard of informality and defined formal as
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non-conversational. The differences could be attributed to noticeable features (e.g., pauses
within turns, gaps between turns, topics, hesitations, repair initiations, etc.) when
comparing everyday conversations to discourse in unfamiliar settings (e.g., court hearing)
that involve particular classes of speakers (e.g., attorney) and the audience (e.g., legal
professionals). The scope of this definition applies primarily to spoken registers so there is
direct attention to silence, repair, and turn allocation. This definition may to some extent
distinguish formal language from everyday conversations. However, this definition lacks
explicit descriptions of formal and informal language that can potentially influence the
accuracy of identifying formal language.
Andrén, Sanne, and Linell (2010) adopted organizational or institutional
conventions as a standard of formality and defined formality as achieved “according to
officially standardized and recognized institutional conventions or prescriptions” (p. 224).
They proposed four categories of informal linguistic features to explain formality in
conversations: (1) informal lexical embedding (e.g., “hi there”), (2) colloquial style or
jargon (e.g., “what do you say to that?” instead of “how do you plead, guilty or not?’’;
Linell, Alemyr, & Jönsson, 1993), (3) omissions of formally required parts (e.g.,
abbreviations), and (4) addition of non-task talks (e.g., “What’s up?”). These definitions
provided features that help to distinguish formality, but failed to provide an adequate
construct of formality that was accepted by colleagues for a broad landscape of discourse,
including registers designed for print.
Heylighen and Dewaele (2002) explored the concepts of high-context versus
low-context (Hall, 1976) in understanding formality. They defined formality as being
progressively more prevalent when “a maximum of meaning is carried by the explicit,

43

objective form of the expression, that is to say, the actual sequence of linguistic symbols
used, rather than by the cluster of implicit, poorly delimited, and subjective factors that
constitute a context” (p. 297). The context itself, as one extreme of formality, was defined
as “everything available for awareness which is not part of the expression itself, but which
is necessary to correctly interpret the expression” (p. 297). Low-context increases
formality, whereas high-context decreases formality. In low-context situations, “the
speaker is very careful about pronunciation and choice of word and sentence structure”
(Richards, Platt, & Platt, 1997, p. 144). Moreover, the characteristics of explicitness were
borrowed from logic and the mathematics of formal language (Bussmann, 1996; Chomsky
& Miller, 1963) to describe the pinnacle of formality. For example, the formal language of
legal scholarship is intentionally explicit and unambiguous; no matter who reads it and
where it is read, it is designed to be understood with the same precision. In contrast, the
informal language at a party would be implicit and ambiguous, which would require shared
knowledge and common ground for accurate understanding.
Graesser, McNamara et al. (2014) recently defined formality as a continuum from
formal discourse to informal discourse. Formal discourse, either in print or pre-planned
oratory, occurs when there is a need to be precise, coherent, articulate, and convincing to an
educated audience. At the opposite end of this continuum is informal discourse in oral
conversation, personal letters, and narrative, which are replete with pronouns, deictic
references (e.g., here, there, this, that), verbs, and reliance on common background. Formal
language increases with grade level and with informational texts, but decreases with
narrative texts. Based on human judgments of formality, Li, Graesser et al. (2015) adjusted
the definition of the informal discourse as occurring in oral conversation with the
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characteristics of being narrative, replete with embodiment words, and reliance on
common background knowledge. This definition indicates that not only language and
discourse features but also psychological features predict informality. It should be noted,
however, that this definition proposed by Li, Graesser et al. (2015) is based on the Chinese
language rather than the English language.
Considering the differences between these two languages, this dissertation adopts
the definition proposed by Graesser, McNamara et al. (2014) for the following reasons.
First, this definition specifies formality as being on a continuum rather than discrete. Even
though this continuum assumption is accepted by many researchers (Heylighen &
Dewaele, 2002; Joos, 1961), this is the first time the continuum is elaborated
computationally in the core definition. Second, this definition considers many levels of
language and discourse in its theoretical framework and formulation of the composite
formality score, and has been confirmed with empirical evidence (Graesser, McNamara et
al., 2014; Li, Cheng et al., 2015; Li et al., 2013). Third, this definition best captures how
humans perceive the construct of formality compared with alternative definitions (Li,
Cheng et al., 2015; Li, Graesser et al., 2015).
Computational Measures of Formality
The computational measures of formality in the literature include the adjective
density formality (ADF score) (Fang & Cao, 2009), the F-score (formality score)
(Heylighen & Dewaele, 2002), the composite Chinese formality score (Li, Graesser et al.,
2015), and the English formality score, which consists of unweighted (Graesser,
McNamara et al., 2014; Li et al., 2013) and weighted (Li, Cheng et al., 2015) English
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Coh-Metrix formality scores and English LIWC formality score (Graesser, McNamara et
al., 2014).
ADF-score
The ADF-score is computed as the relative frequency or proportion of adjectives
among word tokens (see Equation 1; Fang & Cao, 2009). ADF-score does predict text
formality as perceived by humans when identifying text categories. However, this
formality score is less powerful in the capacity to predict registers and genres compared to
other measures at multitextual levels (Li, Graesser et al., 2015). The approach of using
human raters to validate the construct of formality merits researchers’ attention and has
been incorporated in our recent studies (Li, Cheng et al., 2015; Li, Graesser et al., 2015).
ADF-Score = 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑎𝑑𝑗𝑒𝑐𝑡𝑖𝑣𝑒𝑠⁄𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑤𝑜𝑟𝑑 𝑡𝑜𝑘𝑒𝑛𝑠 × 100

(1)

F-score

The F-score is sensitive to syntactic word categories (Heylighen & Dewaele, 2002).
F-score formality increases when there is a high relative frequency of nouns, adjectives,
articles and prepositions, but a low frequency of pronouns, adverbs, verbs and interjections
(see Equation 2). The F-score measure has successfully accounted for the human construct
of formality at the sentence level (Lahiri & Lu, 2011), for online diary analysis (Teddiman,
2009), and text categories in alphabetic language (Heylighen & Dewaele, 2002).
F-Score = (𝑛𝑜𝑢𝑛 + 𝑎𝑑𝑗𝑒𝑐𝑡𝑖𝑣𝑒 + 𝑝𝑟𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 + 𝑎𝑟𝑡𝑖𝑐𝑙𝑒 − 𝑝𝑟𝑜𝑛𝑜𝑢𝑛
−𝑣𝑒𝑟𝑏 − 𝑎𝑑𝑣𝑒𝑟𝑏 − 𝑖𝑛𝑡𝑒𝑟𝑗𝑒𝑐𝑡𝑖𝑜𝑛 + 100) × 100

(2)

Recently, Li, Graesser et al. (2015) constructed a weighted F-score in the Chinese
language which models the human construct of formality (see Equation 3). Among the
eight word categories proposed by Heylighen and Dewaele (2002), Li, Graesser et al.
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(2015) found that the most robust predictors that increased formality in Chinese included
an increased occurrence of nouns and adjectives but a decrease in articles, pronouns, and
verbs. They further elaborated that the reason why adding prepositions and adverbs
would not increase the model was that these two categories had high correlations with
nouns versus verbs. These tradeoffs and collinearity effects may have diminished the
impact of prepositions and adverbs in predicting human formality construct. Li, Graesser
et al. (2015) also explained that interjections were not the robust predictor of formality
because the corpus that was used to train the model contained few interjection words.
WF-Score = 4.97 + .03 × 𝑛𝑜𝑢𝑛 + .06 × 𝑎𝑑𝑗𝑒𝑐𝑡𝑖𝑣𝑒 − .07 × 𝑎𝑟𝑡𝑖𝑐𝑙𝑒
−.07 × 𝑝𝑟𝑜𝑛𝑜𝑢𝑛 − .04 × 𝑣𝑒𝑟𝑏

(3)

Interestingly, a language difference exists between the English F-score in equation
2 and the Chinese weighted F-score in equation 3. In English, formality increases with
higher occurrences of articles, because articles always occur with nouns (Heylighen &
Dewaele, 2002). In Chinese, formality decreases with higher occurrences of articles,
because articles in Chinese function as some demonstrative pronouns in English (Li,
Graesser et al., 2015). Formality decreases with the high use of pronouns, just as with
these specifying articles in Chinese.
However, the confinement of formality measurement to syntactic word categories
presumably veils the true construct of formality (Li, Cheng et al., 2015; Li et al., 2013).
This has been confirmed in comparative studies on different formality metrics (Li, Cheng
et al., 2015). Therefore, measures that cover the features at multiple textual levels have
been proposed and evaluated (Graesser, McNamara et al., 2014; Li, Cheng et al., 2015; Li
et al., 2013; Li, Graesser et al., 2015).
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Coh-Metrix Formality Score
Graesser, McNamara et al. (2014) proposed a measure of formality that considered
the multilevel theoretical framework for language and discourse comprehension
(Graesser & McNamara, 2011). This measure is constructed based on theories, and each
Coh-Metrix component is distributed evenly in the model among the levels. This
dissertation calls this model an unweighted Coh-Metrix formality score. It differs from a
model that is trained on construct of formality perceived by humans, which is called a
weighted Coh-Metrix formality score.
Unweighted Coh-Metrix formality scores were theoretically computed by the
average of five dimensions of Coh-Metrix (Graesser, McNamara et al., 2014; Li et al.,
2013). Coh-Metrix formality decreases with narrativity (associated with stories and
everyday oral conversation), syntactic simplicity (few words and simple, familiar syntactic
structures), and word concreteness (evoking mental images), but increases with referential
cohesion (words and ideas overlapping across sentences and the entire text) and deep
cohesion (causal and intentional connectives linking ideas in the text). The weighted
Coh-Metrix formality score was validated by very high correlations of the scores with the
Flesch-Kincaid (FK) Grade Level (Klare, 1974–5), r = .716, and Lexile scores (Stenner,
1996), r = .664. FK Grade Level and Lexile Score are unidimensional metrics of
readability and are sensitive to sentence length, word length, and word frequency. Li et al.
(2013) compared F-score in equation 2 and unweighted Coh-Metrix formality score in
equation 4 and found the unweighted Coh-Metrix formality score had a better prediction of
genres. The findings confirmed that the formality metrics measured at the multiple textual
levels are more reliable and valid (Li et al., 2013 and Li, Cheng et al., 2015).
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UCF-Score = (𝑑𝑒𝑒𝑝 𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛 − 𝑛𝑎𝑟𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦
−𝑤𝑜𝑟𝑑 𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒𝑛𝑒𝑠𝑠 − 𝑠𝑦𝑛𝑡𝑎𝑐𝑡𝑖𝑐 𝑠𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡𝑦)/5

(4)

To examine whether this measure has a match to how humans perceive the construct
of formality, a measure of formality perceived by humans was constructed (see Equation 5;
Li, Cheng et al., 2015). Results demonstrated that formality increased with low narrativity,
syntactic simplicity and word concreteness, but with high referential cohesion and deep
cohesion, as the unweighted score indicated (Graesser, McNamara et al., 2014; Li et al.,
2013). However, each dimension was attributed with different weights to measuring
formality construct (Li, Cheng, et al., 2015; Li, Graesser et al., 2015). As Equation 5
shows, narrativity is a strongly robust dimension for prediction of the formality construct,
followed by syntactic simplicity. The other three dimensions played a less important role in
predicting formality construct.
WCF-Score = 4.18 − .71 × 𝑛𝑎𝑟𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦 − .26 × 𝑠𝑦𝑛𝑡𝑎𝑐𝑡𝑖𝑐 𝑠𝑖𝑚𝑝𝑙𝑖𝑐𝑖𝑡𝑦

−.14 × 𝑤𝑜𝑟𝑑 𝑐𝑜𝑛𝑐𝑟𝑒𝑡𝑒𝑛𝑒𝑠𝑠 + .14 × 𝑟𝑒𝑓𝑒𝑟𝑒𝑛𝑡𝑖𝑎𝑙 𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
+.10 × 𝑑𝑒𝑒𝑝 𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛

(5)

Li, Cheng et al. (2015) compared unweighted and weighted Coh-Metrix formality.
They found the weighted Coh-Metrix formality better predicted genre and grade levels,
and better captured the human construct of formality. These findings have been confirmed
in three subsets of the corpus: one for training, one for testing, and another for
generalizability test. Unfortunately, they did not provide more definitive evidence on texts
and discourse beyond the same corpus. All the texts in their corpus are excerpts from the
printed textbooks, so it is uncertain whether the weights are the same if more spoken
utterances are included.
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LIWC Formality Score
Graesser, McNamara et al. (2014) proposed an English LIWC formality score (see
Equation 6) from three components of LIWC. Theoretically, the LIWC formality score
increased in texts with low narrativity (similar to that in Coh-Metrix), low processesprocedures-planning (PPP; actions/events in procedures or processes, and/or forecasted
events/goals/ plans), and high collection (e.g., conjunction, we and they). This LIWC
formality metric had high correlations with FK grade level (.600) and Lexile scores (.601),
but they were less robust than Coh-Metrix formality scores (.716 and .664). The correlation
between LIWC formality scores and Coh-Metrix formality scores was modest (.343),
indicating the two tools were picking up some different aspects of formality. This pattern
also occurred in a different corpus (Graesser, McNamara et al., 2014).
ELF-Score= (𝑐𝑜𝑙𝑙𝑒𝑐𝑡𝑖𝑜𝑛 − 𝑛𝑎𝑟𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦 − 𝑃𝑃𝑃)⁄3

(6)

Li, Graesser et al. (2015) built a Chinese LIWC formality score (see Equation 7) as

perceived by humans with the five components in the best-fit model. Chinese formality
increased with low narrativity (the same function as the Coh-Metrix narrativity) and
embodiment (e.g., body, ingest, health), but with high cohesion (e.g., referential cohesion),
positive emotions (e.g., happy, social, family), and negative emotions (e.g., anger, anxiety,
death). This measure better explained text categories and had a higher correlation with
human formality than did the ADF-score measured by Equation 1 in Chinese language and
the F-score measured by equation 2 and 3 and (Li, Graesser et al., 2015). However, in the
proposed studies of this dissertation, all texts to be processed are in English. Therefore, the
comparative studies on English formality metrics are introduced below.
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CLF-Score = 4.32 − .34 × 𝑛𝑎𝑟𝑟𝑎𝑡𝑖𝑣𝑖𝑡𝑦 − .23 × 𝑒𝑚𝑏𝑜𝑑𝑖𝑚𝑒𝑛𝑡 + .24 × 𝑐𝑜ℎ𝑒𝑠𝑖𝑜𝑛
+.07 × 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑒𝑚𝑜𝑡𝑖𝑜𝑛 + .05 × 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑒𝑚𝑜𝑡𝑖𝑜𝑛

(7)

Formality Measure in the Dissertation

In an attempt to balancing the pros and cons described above, this dissertation
adopted the unweighted formality measure illustrated by equation 4 for formality-related
analyses in this dissertation. This formality measure was chosen because it is based on
theories and covers five textual levels, consisting of the genre, situation model, textbase,
syntax, and lexicon (words). This multilevel measure was included because it has been
validated to better predict formality than the measure confined to one syntactic word
category (Li, Cheng et al., 2015; Li et al., 2013).
Another reason that the unweighted formality measure was adopted rather than
weighted one is to avoid the risks that the weight of each Coh-Metrix component may vary
with different corpora or with bias from human raters. The unweighted formality is
conservative, but is much safer even though this measure is less robust than the weighted
one (Li, Cheng et al., 2015), because the former one has been confirmed to be generalized
beyond the testing and training corpora. For example, this measure has the capability to
predict difficulty level of academic texts (Graesser, McNamara et al., 2014; Li, Cheng et
al., 2015; Li et al., 2013) with an ordering from more formal to less formal of science >
social studies > language arts (Graesser, McNamara et al., 2014; Li, Cheng et al., 2015).
Last but not least, this formality measure captures two opposite ends of one
continuum from informal to formal at the multilevel. Therefore, it enables the capturing
of language and discourse features of both academic language and conversational
language, constructed at multiple textual levels. The adoption of Coh-Metrix formality
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metric at the multilevel might enhance research on academic/conversational language
going beyond the limited aspects of language features to an overall view on multilevel.
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Chapter 4 Method
Participants
Two hundred and forty participants (N = 240) volunteered for monetary
compensation ($30) on Amazon Mechanical TurkTM (AMT; http://www.mturk.com).
AMT is a trusted and commonly used data collection service (e.g., Snow, O’Connor,
Jurafsky, & Ng, 2008) that allows participants to receive small financial compensation
for completing Human Intelligence Tasks (HITs) online. The basic requirements for
participation include: (1) participants must have the desire to improve English summary
writing and (2) participants must be non-English native speakers. Participants were paid
$30 for the 3hr experiment. Research has found that the average hourly rate for
participation in Amazon Mechanical Turk is $1.40 per hour (Horton & Chilton, 2010;
Paolacci, Chanderl, & Ipeirotis, 2010). Considering this study involves writing, a complex
cognitive process, we believe that this study has a fair compensation rate. The IRB
(Institutional Review Board) approval letter and the informed consent form (including data
release agreement) are attached in Appendices A and B, respectively, along with the
demographic survey (see Appendix C).
Participants completed the prescreening survey, were randomly assigned into one of
each condition (formal, informal, and mixed), and were sent the study link. However, only
155 completed the 3hr experiment due to the technique issues and other unidentified
reasons. This led to the uneven number of each condition: formal, 47; informal, 50; and
mixed, 58. Participants ranged in age from 22 to 66 years old (M = 33.61, SD = 8.57) and
56% were male. The participants that were in three formality conditions did not differ by
gender and by country, with X2(2, N = 155) = 1.34, p = .57 and X2(2, N = 155) = .36, p = .84,
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respectively. The participants’ gender did not differ by country (India vs. Other) as well,
with X2(2, N = 155) = 3.45, p = .063. The majority of participants were Asian, 76%, 13%
were white or Caucasian, 7% were African American, 4% were Hispanic, 2% were other.
There were 87% non-English speakers. They had learned English for 18 years in average
(SD = 8.55). Participants reported their completed highest degree: 47% received Bachelor
degree, 25% master, 7% doctorate degree, and 5% professional degree. Seventy-five
percent had jobs and 5% were students. Above 98% thought it was important for them to
improve their reading proficiency and summarizing what they read. Participants’ reading
proficiency was computed by the proportion of correct responses corresponding to the total
of three texts, because the proportion of the total three texts were significantly correlated
with the proportion of each text (Pearson r > .76, p < .01; M = .74, SD = .20). No significant
differences in prior reading scores were found across conditions, F (2, 187) = .54, p > .01.
Participants also reported their typing speed, 9% were professional, 32% were good, 44%
were average, and 16% were low.
Materials
Training: Summarizing Strategy
The training content covered a summarizing strategy in a trialog-based ITS with
the aim to improve learners’ use of the summarizing strategy to improve reading
comprehension and summary writing. Summary writing involved condensing an original
text to its main ideas and important supporting details in a coherent, precise and accurate
form. The National Reading Panel (2000) defined summarizing as a process in which “the
reader attempts to identify and write the main or most important ideas that integrate or
unite the other ideas or meanings of the text into a coherent whole” (pp. 4−6).
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The summarizing strategy was included in the training for its importance in
improving reading comprehension and production of expository texts for both L1 learners
(e.g., Britt & Sommer, 2004; McNamara, Crossley, & McCarthy, 2010; Radmacher &
Latosi-Sawin, 1995; Rinehart, Stahl, & Erikson, 1986; Westby, Culatta, Lawrence, &
Hall-Kenyon, 2010) and L2 learners (Baleghizadeh & Babapur, 2011; Bensoussan &
Kreindler, 1990; Cordero-Ponce, 2000; Crossley, Salsbury, McNamara, & Jarvis, 2010;
Crossley, Weston, Sullivan, & McNamara, 2011; Oded & Walters, 2001; Shokrpour,
Sadeghi, & Seddigh, 2013). However, many students do not know how to summarize an
original text and extract the gist of the text (Jones, 2007). The goal of this training was to
teach learners how to find and use signal words to identify the text structure and to
distinguish the important ideas from the unimportant ones. The ultimate goal was to write
a summary by using appropriate signal words to construct an explicit structure. Signal
words are considered relevant to the summarization as stated below.
Signal Words. Identification of text structure facilitates the identification of
coherence by emphasizing main ideas and by de-emphasizing unimportant ideas (Meyer
& Rice, 1984). Signals are stylistic writing devices that represent text structural
organization (Lorch & Lorch, 1995; Meyer, 1985). Signaling devices consist of
headings/titles, preview statements, summary statements, pointer words, or words that
signify the relational structure among major propositions of the text (Meyer, 1985).
Well-organized texts with signal words will facilitate readers’ understanding and memory
(Meyer, 2003; Meyer et al., 2010; Wijekumar et al., 2012). For example, signal words are
important for readers to identify the text organization (e.g., Lorch, Lemarié, Grant, 2011;
Lorch & Lorch, 1995; Meyer & Poon, 2001), to recall main ideas (Lorch & Lorch, 1995,
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1996; Meyer & Rice, 1989; Meyer, Wijekumar, & Lin, 2011), to identify relevant
information (Lorch, Lorch & Inman, 1993; Meyer & Rice, 1989; Millis & Just, 1994),
and to enhance text processing (Lemarié, Lorch, Eyrolle, & Virbel, 2008; Millis &
Just,1994). Readers with high reading proficiency are much more proficient than poor
readers in understanding signal words in text structures (Meyer, Ray, & Middlemiss,
2012).
Signal word is a critical subtopic in the instruction of summarization. Both
summarization strategy instruction and structure strategy instruction help improve
selective encoding of main ideas by recognizing signal words (Meyer & Rice, 1989) (e.g.,
“consequently” highlights the effect). The instruction also increases gaze duration of
signal words that signify the entire text organization (Yeh, Schwartz, & Baule, 2011),
improves the quality of main ideas, increases recall, improves organization of ideas, and
improves reading comprehension (e.g., Meyer et al., 2002, 2010; Meyer et al., 2011;
Wijekumar, Meyer, & Lei., 2012, 2013; Wijekumar et al., 2014). The signal words that
represent comparison and causation structures were taught in the training section and are
listed in Table 3 based on Meyer’s list (2003) with a slight modification.
Text Structure. Instruction about the text structures positively impacts the
understanding and remembering of information from text for learners from children to
older adults (e.g., Armbruster, Anderson, & Ostertag, 1987; Carrell, 1985; Cook &
Mayer, 1988; Meyer, Young, and Bartlett, 1989; Gordon, 1990; Paris, Cross, & Lipson,
1984). “The structure of text specifies the logical connections among ideas in text as well
as subordination of some ideas to others” (Meyer, Brandt, & Bluth, 1980, p. 74). The
logical connections among ideas facilitate the construction of mental representations in
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learners, which are similar in organization that authors construct (Meyer, 1975;
Gernsbacher, 1996). The awareness of text structure is especially helpful for learners who
have insufficient background knowledge of the text (Goldman & Rakestraw, 2000;
Meyer, 1984).
Table 3
Signal Words in Comparison and Causation Text Structure
Structure
Category
Signal Words
Comparison Similarity
like, alike, similar, resembles, just as, both, have in
common, share, resemble, the same as
Differences
not everyone, unlike, dissimilar, different, difference,
differentiate, on the one hand/on the other hand, in
contrast, on the contrary, however, but, in contrast, all
but, although, yet, even though, nevertheless, unless,
whereas, compared with, different from, either, instead,
opposed to, different, higher/lower, less/more, in
comparison, in opposition, compared to, while, despite
Causation
Cause
because, since, for the purpose of, if/then, the reason, due
to, because of, begin with, when/then,
Effect
as a result, result in, cause, lead to, consequence, thus,
this is why, in order to, so, in explanation, therefore,
consequently, effect of

Meyer, Young, and Bartlett (1989) proposed five basic types of text structure for
expository text: description, sequence, causation, problem/solution, and comparison.
Previous studies usually concentrated on two of the most complex, useful, memorable,
and difficult text structures: “comparison” and “problem and solution” (Englert &
Hiebert, 1984; Meyer, 1985; Meyer & Freedle, 1984). These two text structures drew
attention of researchers in the Intelligent Tutoring of the Structure Strategy (ITSS) “for
their primacy in the order of instruction, review in later lessons, and implicit and explicit
integration with other text structures (cause and effect, sequence, and description)
through the series of lessons” (Meyer et al., 2010, p. 63). In the research on
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summarization, some researchers focused on comparison and causation text structures
(Westby et al., 2010). For better comparison with previous studies, this investigation
targets two text structures: comparison (comparison and contrast) and causation (cause and
effect).
Texts. Eight texts were all selected from adult literacy materials (see Table 4):
four comparison texts and four causation texts (http://csal.gsu.edu/content). Comparison
structure connects ideas by comparing/contrasting two things/ideas/persons or alternative
perspectives on a topic (e.g., political speeches) and by determining how/what they are
similar/different (Meyer, 2003). For example, in the walking and running text (Grade
Level: 9; Formality: 0.22; 398 words), similarities and differences between running and
walking are compared. In the Kobe Bryant and Michael Jordan text (FK Grade Level: 9.2;
Formality: 0.12; 295 words), these two famous basketball players are compared. Causation
presents a causal or cause-effect relationship between ideas (Meyer, 2003). For example,
in the effects of exercising passage (FK Grade Level: 9.8; Formality: 0.33; 195 words),
burning calories cause weight loss. In the diabetes text (FK Grade Level: 11.7; Formality:
0.64; 240 words), too little insulin or resistance to insulin causes diabetes. Appendix D lists
these four texts, including tasks that learners conducted during the training section. These
four texts were used for training.
Another four were used for testing, two for pretest and two for posttest,
respectively (see Appendix E). Text formality of these four texts tended to be formal
ranging from .12 to .64 according to the Coh-Metrix formality score. Based on the
Flesch-Kincaid grade level, these four texts were at the grade level of high school or
above, with the word account ranging from 195 to 399.
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Table 4
Passages in the Summarization Pretest and Posttest
Sessions
Structures
Topics
Test
Comparison
Butterfly and Moth
Hurricane
Causation
Floods
Job Market
Training
Comparison
Walking and Running
Kobe and Jordan
Causation
Effects of Exercising
Diabetes
Note. FKGL = Flesch-Kincaid Grade Level

Formality
.12
.20
. 47
.62
.18
.14
.28
.64

FKGL
8.6
9.4
9.2
10.9
8.9
9.2
9.1
11.7

Words
255
222
230
240
399
299
195
241

Counter Balancing. In order to account for the differences in topics and text
difficulty, the balanced Latin-square designs were applied to control for order effects
(Edwards, 1951; MacKenzie, 2013). This balanced design was superior to the common
Latin squares, because it eliminated the tendency for better performance on text B simply
because learners benefited from practice on text A. Table 5 demonstrated the four groups in
different orders during training with the balanced Latin squares. Thus, each text occurred
once and also appeared before and after each other text with an equal number of times. For
example, comparison 2 followed comparison 1, causation 1, and causation 2 once a time.
Thus, the imbalance was eliminated. The other four texts used for tests were listed in
Table 5. During test, once one comparison text and one causation text were selected for
pretest, another two must be used for posttest. Thus, exchanging their orders could
eliminate the imbalance. Appendix F showed the combination of four groups for tests
into each group during training. Thus, 16 groups with different orders were generated in
each condition. The participants were randomly assigned to one of these 16 groups in
each condition. Thus, five participants took the same texts in the same order in each
condition.
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Table 5
4 × 4 Balanced Latin Square during Training
Training Text 1
Training Text 2
Training Text 3
Comparison 1
Comparison 2
Causation 2
Comparison 2
Causation 1
Comparison 1
Causation 1
Causation 2
Comparison 2
Causation 2
Comparison 1
Causation 1
Pretest 1
Pretest 2
Posttest 1
Comparison 3
Causation 3
Comparison 4
Causation 4
Comparison 4
Causation 3
Comparison 4
Causation 4
Comparison 3
Causation 3
Comparison 3
Causation 4

Training Text 4
Causation 1
Causation 2
Comparison 1
Comparison 2
Posttest 2
Causation 4
Comparison 3
Causation 3
Comparison 4

Questions. Participants learned summarizing skills through interactions with two
agents for approximately one hour. There were 10 questions for each text. During training,
the questions tapped and measured the following skills (see Table 6):
Table 6
Types of Questions in Texts
Text Structure
Comparison
Kobe vs.
Walking vs.
Jordan
Running
Text Structure
Q1
Q1
Main Idea
Q2
Q2
Major Information
Q3, Q4, Q5 Q3, Q4, Q5
Summary Writing
Q6
Q6
Summary Self-Rating Q7
Q7
Summary Rating 1
Q8
Q8
Summary Rating 2
Q9
Q9
Summary Rating 3
Q10
Q10
Question Types

(1)

Effects of
Exercising
Q1
Q2
Q3, Q4, Q5
Q6
Q7
Q8
Q9
Q10

Causation
Diabetes
Q1
Q2
Q3, Q4, Q5
Q6
Q7
Q8
Q9
Q10

Text structure. The first question asked participants to identify the structure

of text via multiple choice questions. The multiple choice options included the five basic
text structures as well as a metacognition (e.g., I don’t know.). If their answers were
incorrect, the agents provided them a hint by reminding them of the signal words that
corresponded to the particular text structure.
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(2)

Main idea. This question focused on the discrimination of main idea from

the topic. The participants were asked to identify the main idea from three alternative
choices, which consisted of one correct main idea and two unimportant details. If the
participants selected the details, the agents provided them scaffolding by elaborating the
reasons why this particular answer was incorrect. Then the agents hinted them that the
main idea should summarize the important information rather than the unimportant
details.
(3)

Major Supporting Information. Questions 3 through 5 asked the

participants to select the major information from choices, with two pieces of minor
information as foils. The scaffolding was provided with the hints of general or specific
information (Friend, 2002).
(4)

Summary Writing. The participants were required to write a short summary

with 50 to 100 words. If the amount of words was beyond the range, the agents reminded
the participants of writing a summary with the required length. If the participants copied
the original sentences, the agents reminded them to write the summary in their own
words. The instruction of summary writing was presented below:
Write a summary with 50-100 words with your own words. You should include a
topic sentence to state the main idea, followed by the important supporting
information. Remember to use the signal words to explicitly express your ideas.
Scroll down to read the text.
(5)

Self-Summary Rating. After they submitted their summaries, participants

were asked to rate the quality of their summaries with 6-point scale: 1 = very bad; 2 = bad;
3 = undecided, but guess bad; 4 = undecided, but guess good; 5 = good; 6 = very good.
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(6)

Summary Rating. After they rated their own summaries, participants were

asked to rate another three summaries assumed to be written by the student agent, Jordan
(Question 8) and another two participants, Morgan (Question 9) and Jean (Question 10).
The same method was applied as the self-rating. The summary provided included a good,
medium, and bad summary, which was presented among participants in the random order.
Three summaries of different quality were generated according to the rubrics of scoring
summary (see Table 7).
Table 7
Rubrics for Scoring Summary
Categories
High (3 points)
Topic
The summary begins
Sentence
with a clear topic
sentence that states
the main idea.
Content
Major details are
Inclusion &
stated economically
Exclusion
and arranged in a
logical order.
No minor or
unimportant details or
reflections are added.
Mechanics
There are few or no
and Grammar errors in mechanics,
usage, grammar or
spelling.

Signal Words

Uses the clear and
accurate signal words
to connect
information.

Medium (2 points)
The summary has a
topic sentence that
touches upon the main
idea.
Some but not all major
details are stated and
not necessarily in a
logical order.
Some minor or
unimportant details or
reflections are added.
There are some errors
in mechanics, usage,
grammar or spelling
that to some extent
interfere with
meaning.
Uses several clear and
accurate signal words
to connect
information.

Low (1 point)
The summary does
not state the main
idea.
Few major details are
stated and not
necessarily in a
logical order.
Many minor or
unimportant details or
reflections are added.
There are serious
errors in mechanics,
usage, grammar or
spelling, which make
the summary difficult
to understand.
Uses several clear
signal words to
connect information.

The good summary started with a clear topic sentence that stated the main idea
supported by the major supporting information in a logical order with the appropriate use
of signal words. The medium summary had a topic sentence that stated or partially stated
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the main idea, but included some minor details with some signal words. The bad
summary did not state the main idea, included many unimportant details or unpresented
information, and was not in a logical order with few signal words. The summaries for
each text during training were listed in the Appendix D and during testing were listed in
the Appendix E.
Interface
The primary interface during training was shown in Figure 2. It consisted of (A) the
teacher agent, Cristina (female), (B) the student agent, Jordan (male), (C) the instruction of
the presented question, (D) the text presented with the scroll down button, (E) an input
text-box for participants to enter and submit their summaries or animated interaction by
clicking, and (F) the self-paced next button. The teacher and student agents delivered the
content of their utterances via synthesized speech, whereas the participants clicked or
typed in their responses.

Figure 2. Screenshot of Interaction
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Modules
There were three modules in the training section. The conversations in the first
module were conducted between two agents. In this module (introductory module), the
teacher agent (Cristina) and the student agent (Jordan) introduced themselves to each other.
Then Cristina interacted with Jordan about the summarizing strategy. Cristina pointed out
the importance of signal words for the identification of similarities and differences in the
comparison texts and of causes and effects in the causation texts. Later, she elaborated how
to use the signal words to identify the text structures and the connections of ideas.
The second module was the interaction module. In this module, Cristina raised the
main question and the participant provided the answer to the forced-answer question. For
example, Cristina asked the learner, “Tim, which sentence talks about the main idea of this
text?” the participant clicked their answers. Besides the forced-answer questions,
summary writing was also designed. For example, question 6, Cristina asked the
participant to write the summary, “Tim, it is time to write a summary as it is required.” The
participant’s response determined the subsequent dialogue moves in the system. Based on
the quality of the participant’s response, the agents provided adaptive feedback, hints, and
explanations to the forced-answered questions, but not summary writing. The
conversation mechanism was introduced in next section. In the third module, two agents
briefly wrapped up the current question and then moved on to the next question.
Conversation Mechanism
The second module involved in the interaction between agents and the participant.
Table 8 demonstrated an example of conversations that embodied a systematic
conversational structure, which was described in Figure 3. We annotated in
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brackets-with-italics some of the dialogue move categories. It should be noted that half of
the student agent’s responses were incorrect. The teacher agent always had the ground
truth. Tim (the participant) needed to choose or input his answer. Therefore, the human was
an active participant rather merely a vicarious observer. This dialogue structure had been
found to improve student performance and student engagement in learning (Li, Cheng et
al., 2015).
Table 8
An Example of Trialogue
Cristina: Tim [Participant], can you tell us the text structure of this text? [Main question]
Tim: (Click) Sequence. [First trial: Wrong Answer]
Cristina: Jordan, what do you think of this answer? [Ask Jordan]
Jordan: This answer might be correct. [Jordan’s incorrect response]
Cristina: Signal words help tell the overall text structure. Sometimes, the text
organization or even the title helps too. [Hint]
Cristina: The author uses the time sequence to talk about Kobe’s and Jordan’s careers.
The author doesn’t use sequence to organize the full text. [Elaboration]
Cristina: Try again. I will repeat the question. Tim, what is the text structure of this text?
[Repeat Question]
Tim: (Click) Comparison. [Second trial: Correct Answer]
Cristina: Tim, you are absolutely right! Jordan, your answer is incorrect! [Feedback]
Cristina: The author first generally talks about how Kobe and Jordan are similar and
different. Then it talks about them separately in each paragraph. [Wrap-up]
Jordan: You can see some signal words show similarities and differences, such as “two”
and “different”. So the correct answer is comparison. [Assertation]

Figure 3. Dialogue Moves in the Trialogues
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After the participants provided a response, Jordan was asked to provide an answer to
the question. His response was followed by Cristina’s feedback if the participants’ first
trial was correct. Otherwise, the feedback was provided after the participants’ second trial.
When both the participant and Jordan provided correct answers, Cristina gave them
positive feedback. When the participant’s answer was incorrect, Cristina or Jordan gave
the participant a hint. Alternatively, when Jordan’s answer was incorrect, Cristina gave
him negative feedback, but negative feedback was provided under only specific conditions
so that the participant did not get a large volume of negative feedback (and harm
self-efficacy). The combinations of the feedback types provided to the participant and
Jordan were listed in Table 9.
Table 9
Cristina’s Feedback Based on the Responses of the Participant and Jordan
Type
Learners
Response
Feedback
1
Participant
Correct
Positive
Jordan
Correct
Positive
2
Participant
Correct
Positive
Jordan
Incorrect
Negative
3
Participant
Incorrect
Neutral
Jordan
Correct
Positive
4
Participant
Incorrect
Negative
Jordan
Incorrect
Negative
If the participant’s response was incorrect, but Jordan’s was correct, Jordan
provided hints for the participant. Cristina then encouraged the participant to take another
try. If Jordan’s response was incorrect, Cristina provided hints and asked the participant to
try again. After the participant’s second trial (either correct or incorrect), Cristina provided
corresponding feedback to the participant based on the response. Then, Cristina showed
the correct answer (highlighted in green if it was a forced answer) and justified the correct
answer.
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Rubrics
All the multiple choice questions were automatically evaluated in AutoTutor and
were assessed by the proportion of correct items. There was an automated scoring rubric on
the quality of the participant’s multi-turn interactions during the conversation. However, in
this dissertation, the learners’ response for the first trial was used in the analyses.
Specifically, if the answer was correct for the first trial, 1 point was given; if it was
incorrect, 0 credit was given.
The participants’ summaries were graded based on using a slight modification of the
scoring rubric used by Friend (2001) and Chiu (2015). Each summary was scored for three
components of summarization, along with another component, signal words, which was
trained in this study (see Table 7): (1) topic sentence, (2) content inclusion and exclusion,
(3) grammar and mechanics, and (4) signal words of text structures. The sentence
transformation was removed from the rubrics, because the system automatically detected
the copy by using the 10 words in the text consecutively and did not allow the participant
to submit the summary. The maximum score for each component was 3 points and the
minimum was 1. For the convenience, the raters provided the value of each component
with high, medium, and low qualities respectively. Thus, the total scores (3 × 4 = 12 points)
divided by 2 were used for the final summary score to match the summary rating 1-6
point scale. Thus, the maximum score for summary writing was 6, and the minimum was
2.
Human Grading
Four English native speakers participated in human grading of summaries. They
were all graduate students, 1 male and 3 females. There were three rounds for summary
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grading. Before grading, they were trained to familiarize rubrics for summary writing in
Table 7 for 10 min. Then they started the first round grading, which included 32
randomly-selected summaries (4 from each text and the total of 8 texts). Inter-rater
reliability was assessed by the intraclass correlation coefficient with a two-way random
model and absolute agreement type. The intraclass correlation is an approach to compute
the inter-rater reliability of human judges (Shrout & Fleiss, 1979). In the first training
section, the reliabilities reached the threshold of inter judge reliability: Cronbach’s a = .90,
intraclass correlation coefficient = .83 (Landis & Koch, 1977). In the second training
section, first graders discussed the disagreements and then coded another 32 summaries
selected in the same approach as the first round. In the second training section, the
reliabilities marginally reached the threshold of inter judge reliability: Cronbach’s a = .68,
intraclass correlation coefficient = .59. The lower reliability resulted from the uneven split
data, but not the low agreement. However, to further examine the reliability, the third
training section was conducted and the reliabilities reached the threshold of inter judge
reliability as well: Cronbach’s a = .88, intraclass correlation coefficient = .83.
As the average of reliabilities for three training sets reached .82, each grader graded
summaries from two texts in the same text structure. There were 1,560 summaries in total.
To further keep the consistence of grading scores, each grader graded the summaries in the
same sessions. For example, if the grader one was randomly assigned to grade the
summaries of the causation text at pretest, he/she would also grade the summaries in the
causation text in the posttest. Similarly, if the grader graded summaries in the causation
text in the training session, he/she would also grade the summaries in another causation
text in the training session.

68

Manipulation
There was one formality manipulation in the experiment (formal, informal, and
mixed). The agents’ conversations in the trialogue were designed into formal and informal
language styles which were then assigned to the teacher agent and student agent. Then
three conditions were generated: formal (for both the teacher and student agent), informal
(for both the teacher and student agent), and mixed (formal for the teacher agent and
informal for the student agent).
The agents’ discourse turns in the conversations were analyzed by Coh-Metrix.
Formality scores were computed with the unweighted Coh-Metrix formality score in
equation 4. Based on the regression score of formality and FK Grade Level, formality of
texts at grade 12 is 0.32, and at grade 14, 0.48. This range of formality is for the college
learners. Therefore, in order for an agent’s conversation to be classified as formal, their
formality scores were set up as 0.30 or higher. Formality of texts at grade 2 and grade 4 are
-0.49 and -0.33. In order for the conversations to be classified as informal, the agent’s
formality scores were at -0.30 or below. The mixed condition included Cristina’s formal
language and Jordan’s informal language. The language of reading materials and answer
choices remained the same across different conditions.
Formal Language Condition
In the formal language condition, both the teacher agent and the peer student agent
used the formal language during all of the trialogues, which included the greetings,
introduction to the summarizing strategy, directions of the question, hints, and wrap-up
section. The formal language was represented by the delivery of dense information, the
high usage of low-frequency words, complex syntactic structures, and high cohesion (e.g.,

69

repeated content words and connectives). Table 10 showed an example of the formal style
when two agents discussed about the comparison text structure, including signal words and
the text map.
Table 10
An Example of Formal Language Style
Agents
Formal Instruction
Cristina Lesson four introduces the summarizing strategy for two text structures. One is
compare and contrast; another is cause and effect. The compare and contrast
text structure is also referred to as a comparison, whereas cause and effect is
referred to as a causation text structure.
Jordan
These two text structures should manifest certain exclusive features, which
can be identified by certain signal words.
Cristina The signal words enable readers to determine the text structure, and
consequently enhance reading comprehension. Moreover, by using the signal
words, the authors guide the readers in the direction that they want them to
go. The comparison text consistently compares the similarities and
differences of two things or two persons.
Jordan
As it is demonstrated, some words indicate similarities, such as like, similar
to, both, same, and resemble, whereas some words indicate differences, such
as unlike, different from, opposed to, however, and on the contrary.
Cristina These signal words are crucial to distinguish similarities and differences, and
consequently, to help determine the text structure. Furthermore, the text map,
or the interactive graphic organizer, helps people develop an outline, or
summary, for comparison text.
Jordan
The overlapped center shows the shared features between A and B, which can
either be two persons or two things. The left and the right areas specify the
unique features of either A or B, which means A and B do not share these
features.
Cristina In addition, for summary writing, the text map can help people map out the
similarities and differences, and organize their ideas.
Note. Cristina’s formality scores = 0.65; Jordan’s formality scores = 1.38.
Informal Language Condition
In the informal language condition, both the teacher agent and the student agent used
the informal language during all of the trialogues. The informality was represented by the
use of simple and high-frequency vocabulary, simple syntactic structures, and low text
cohesion in a narrative or story-like style. The agents interacted as in daily conversations.
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The informal language was expected to be easier for learners to process and comprehend.
An example of informal language of the same instruction was listed in Table 11.
Table 11
An Example of Informal Language Style
Agents
Informal Instruction
Cristina
Now lets’s talk about the summarizing skills for two text structures. They
are compare and contrast, and cause and effect. We call the compare and
contrast a comparison. The cause and effect, a causation.
Jordan
Cristina, can you tell us how these text structures are different?
Cristina
Yes, Jordan. The author uses the signal words to lead you in the reading.
The signal words help identify the text structure. They help you understand
the reading better. The comparison text usually compares how things or
persons are similar or different.
Jordan
I see some signal words. Some show things are similar, such as like,
similar to, both, same, and resemble. Some show differences, such as
unlike, different from, opposed to, however, and on the contrary.
Cristina
These signal words are important to tell how things are similar or different
in the comparison text. The text map can help you write a summary for
comparison text.
Jordan
A and B shows the features that both A and B have. A only shows what A
has. B shows what B has.
Cristina
You can use it to organize the ideas. It clearly shows how things are similar
and different.
Note. Cristina’s formality scores = -0.32; Jordan’s formality scores = -0.42.
Mixed Language Condition
In the mixed condition, the teacher agent spoke formally, but the peer student agent
spoke informally. Both the formal and informal language adopted the same language and
discourse features as described in either the formal condition or the informal condition.
That is, the teacher agent’s formal language presented information in academic language;
whereas the student agent’s informal language was designed to compensate the complex
information that was delivered by the teacher agent (see Table 12 for an example for the
same instruction).
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Table 12
An Example of Mixed Language Style
Agents
Mixed Instruction
Cristina Lesson four introduces the summarizing strategy for two text structures. One is
compare and contrast; another is cause and effect. The compare and contrast
text structure is also referred to as a comparison, whereas cause and effect is
referred to as a causation text structure.
Jordan
Cristina, can you tell us how these text structures are different?
Cristina The signal words enable readers to determine the text structure, and
consequently enhance reading comprehension. Moreover, by using the signal
words, the authors guide the readers in the direction that they want them to go.
The comparison text consistently compares the similarities and differences of
two things or two persons.
Jordan
I see some signal words. Some show things are similar, such as like, similar to,
both, same, and resemble. Some show differences, such as unlike, different
from, opposed to, however, and on the contrary.
Cristina These signal words are crucial to distinguish similarities and differences, and
consequently, to help determine the text structure. Furthermore, the text map,
or the interactive graphic organizer, helps people develop an outline, or
summary, for comparison text.
Jordan
A and B shows the features that both A and B have. A only shows what A has.
B shows what B has.
Cristina In addition, for summary writing, the text map can help people map out the
similarities and differences, and organize their ideas.

Dependent Variables
Dependent variables included learning performance during training (reading
comprehension, summary writing scores, and summary rating scores) and outcome
measures in posttest, which included learning performance (summary writing scores and
summary rating scores) and learner impressions (engagement, summarization
self-efficacy, and attitude toward system).
Learning Performance
Reading Comprehension. The reading comprehension was operationally defined
as the macro-information processing and understanding. It was measured by the
identification of the text structure and the main idea as well as distinction of the
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important information from the unimportant information (see Appendix D for questions
1−5 in each text).
Summary Writing. Summary writing was operationally defined as information
summarization with the most important information. The participants were required to
write a summary for the text that they just read. This instruction focused on teaching
students to extract the main ideas and important information from the texts for inclusion in
their summary, written in their own words with the appropriate signal words. As mentioned
in the section Rubrics, the good summary was 6 points; medium, 4; bad, 2. No adaptive
feedback was provided for summary writing.
Summary Rating. Summary rating was operationally defined as rating the quality
of summaries with 1-6 point scale (with 6-point scale: 1 = very bad; 2 = bad; 3 =
undecided, but guess bad; 4 = undecided, but guess good; 5 = good; 6 = very good). This
task required the participants to rate their own summaries and also the summaries that
were presented for them. The quality of rating was measured by the differences between
the participants’ rating scores and the expert rating scores. The smaller score indicated
the better performance of rating. From their summary rating performance, we could know
whether they had learned which summaries were good and which summaries were bad.
During training, the elaboration of the corresponding summary quality was provided after
rating the presented summaries, but not the self-summary rating.
Summary Formality. Participants’ summaries (N = 1240) were analyzed by the
computational linguistic tool Coh-Metrix (3.0) to obtain the five primary components:
narrativity, word concreteness, syntactic simplicity, referential cohesion, and deep
cohesion (Graesser, McNamara et al., 2014). Summary formality scores were computed
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by the equation 4 (unweighted) and equation 5 (weighted), respectively. The unweighted
and weighted formality scores were significantly correlated (r = .50, p < .01). As
mentioned in the section Formality Measure in the Dissertation, the unweighted formality
measure in equation 4 was adopted in the final analyses. The formality scores of
participants’ summary writing were explored to examine whether the agents’ language
style impacted the participants’ summary formality.
Learner Impressions
Three types of learner impressions were measured in this study: engagement,
summarization self-efficacy, and attitude towards system. The following describes these
measures in details, respectively.
Engagement. Three types of engagement were measured in this study: emotional,
behavioral and cognitive (Fredricks, Blumentfeld, & Paris, 2004). Emotional engagement
was measured by affective states that occurred during reading (Fredricks et al., 2004;
Pekrun & Linnenbrink-Garcia, 2012). The participants reported valence and arousal using
a circomplex model affect, called affect grid (Linnenbrink, 2007; Russell, 1980; Russell,
Weiss, & Mendelsohn, 1989; see Appendix G).
Behavioral and cognitive engagement was measured by mind-wandering and the
time that participants spent on self-paced reading. The participants reported
mind-wandering by indicating if they were conducting off-task behavior, such as TV
show, food, clothes. Participants were asked whether mind-wandering occurred during
reading after they finished reading with the following instruction:
At some point during reading, you may realize that you have no idea what just
read. Not only were you not thinking about the text, you were thinking about

74

something else altogether. This is called “zoning out.” When you read this text,
how often do you experience zoning out? 1 = never, 2 = rarely, 3 = occasionally,
4 = sometimes, 5 = a moderate amount, 6 = often, 7= always.
The reading time was recorded from displaying the reading page to the end of the reading
page.
Summarization Self-efficacy. Self-efficacy is considered as a robust predictor of
achievement (Bandura, 1993) and motivation (Chang, 2014). In both pretest and posttest,
the participants reported their self-efficacy of summarizing strategy. According to the
guidelines of constructing self-efficacy scales (Bandura, 1997), a summarizing
self-efficacy scale were developed to elicit participants’ report of their confidence in
using the summarizing strategy in the process of reading.
The self-efficacy was measured by 11 items (see Appendix H) with the expression
“I believe …” as the beginning of the statement. Responses ranged from 1 to 6: 1 =
Strongly Disagree, 2 = Disagree, 3 = Somewhat Disagree, 4 = Somewhat Agree, 5 =
Agree, 6 = Strongly Agree.
Attitudes towards System. There were 18 items to measure attitudes toward the
teacher agent (8 items, Cristina) the student agent (8 items, Jordon) and the general systems
(2) on 6-point scales from 1 (Strongly disagree) to 6 (Strongly agree). Appendix I illustrated these items, which were involved in likeness of agents, language style of agents,
helpfulness in improving reading and summarizing strategy, friendliness of agents, etc.
Procedure
The study included four sections: (1) demographic survey, (2) pre-survey and
pretest, (3) training, and (4) posttest and post-survey (see Figure 4). The participants
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conducted the demographic survey first (see Appendix C) and then took the
summarization self-efficacy (see Appendix H), followed by a reading comprehension test
(see Appendix J). Reading proficiency was measured by the Test of Adult Basic
Education (TABE) with 10 items in 3 passages. The standard administration took
approximately 15 min and assessed participants’ reading comprehension proficiency. This
test meets the needs of special populations, such as EFL learners. The proportion of the
correct responses was adopted in the final analyses.

Figure 4. Order of events for the experiment
Participants were then took the pretest, which included reading two texts (see
Appendix E). They first read the text, reported engagement (affect and mind wandering;
see Appendix G).), wrote summaries, rated their own summaries, and then rated another
three presented summaries with three different qualities, good, intermediate, and bad.
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After the pretest, participants were asked to complete the trialogue-based training.
During training, they interacted with two agents to learn a summarizing strategy with four
texts (see Appendix D). They were asked to put on headsets to avoid distractions. They
logged on to the learning system with their name and then interacted with the agents to
accomplish their tasks related to each text. Similar to the procedure in the pretest,
participants were required to read the text, report their engagement. Then they interacted
with agents to learn how to identify the text structure, main ideas, and important
information with the format of multiple choice questions. After this interaction, they were
required to write summaries, rate their own summaries, and then rate another three
summaries. The interaction took approximately 60 min., which was contingent upon the
participants’ performance.
After training, the participants took the posttest (see Appendix E), which was with
the same procedure as in the pretest. Then they took post-survey, which consisted of
summarization self-efficacy (see Appendix H), and attitudes toward agents (see
Appendix I).
Participants were given as much time as they need to finish each phase of the
experiment. Learning process and testing with a variety of interaction parameters were
automatically recorded in log files. These parameters included the participant’s responses
(typed or clicked responses, scores, and response time) and the current state of the
interaction (e.g., 2nd question in 1st text and the corresponding media file).
Design and Proposed Analyses
To address the research question, a series of a one between- and two within-factor
repeated measures design of analysis of covariance (3 × 4 × 2) were conducted for each
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dependent variable except the summarization self-efficacy and attitude toward system.
The formality manipulation was the between-factor, whereas two within-factors were text
structure (comparison and causation) and phase (phase 1: pretest; phase 2: training text 1;
phase 3: training text 2; and phase 4: posttest). The reports for results focused on the
main between-effect of the formality manipulation and its interactions with within-factors
(text structure and phase) as well as with the interaction of within factors and their
interaction (text structure × phase). Effect size was calculated using partial eta squared
(η2). Partial eta squared is interpreted as the proportion of variance that is attributed to the
effect when the variance attributed to all other effects has been removed (Fritz, Morris, &
Richler, 2012). The effect sizes are defined as follows: small (η2 = .03), medium (η2
= .06), and large (η2 = .10) (Cohen, 1988). All significance testing for the primary
analyses of reading, integrated quality of summary writing, the occurrence of signal
words in summary writing (hereafter called signal words), and summary formality were
conducted with an alpha level of .05, but with Bonferroni correction due to the multiple
tests (16 tests in total).
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Chapter 5 Results
Learning Performance
Summary Writing
The scores for summary writing ranged from 1 to 6, with 6 as the best performance.
Table 13 presents descriptive statistics (including Mean and Standard Deviation (SD)) for
the three formality conditions (formal, informal, mixed), segregated by phase 1 (pretest
summary), phase 2 (first summary during training), phase 3 (second summary during
training), and phase 4 (posttest summary), and the type of text (causation versus
comparison). The main effect of formality was of primary interest, but its interactions
with text structure and phase provided additional information. Results of the mixed
ANOVA (3 × 4 × 2) indicated that there was no significant main effect of the formality
manipulation, with the adjusted means of 4.35, 4.52, and 4.47 for the formal, informal,
and mixed conditions, respectively, F (2, 151) = 1.40, p = .250, MSe = 2.21, η2 = .018.
There were no significant two-way or three-way interactions between the formality
manipulation and text structure and phase. However, the F-score for the main effect of
formality was greater than 1, so a follow-up planned comparison (formal vs. informal)
was performed with the pooled error term that assessed the following pattern: formal <
informal. This comparison was not significant. Moreover, the statistical assessment of the
formality manipulation on the summary writing scores was underpowered (β = .297) so
no firm conclusions can be made on the impact of formality on the overall quality for
summary writing.
The repeated measures variables did show some significant statistical effects.
There were significant differences among the four phases, F (3, 453) = 16.18, p < .001,
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MSe = .61, η2 = .097, and a significant structure × phase interaction, F (2, 453) = 4.24, p
= .006, MSe = .58, η2 = .027. Although these effects were significant, these effects of
materials were not of direct interest in this study. One fortunate outcome is that the
pretest summaries had lower scores than the summaries in phases 2, 3, and 4, so students
did learn from the intervention.
Table 13
Mean (SD) for Summary Writing
Phase Text Structure
Session
1
Causation Text 1
Pretest
2
Causation Text 2
Training
3
Causation Text 3
Training
4
Causation Text 4
Posttest
1
Comparison Text 1 Pretest
2
Comparison Text 2 Training
3
Comparison Text 3 Training
4
Comparison Text 4 Posttest

Formal
4.00 (0.67)
4.55 (0.80)
4.74 (0.77)
4.15 (0.70)
4.11 (1.14)
4.48 (0.80)
4.35 (0.85)
4.41 (1.29)

Informal
4.34 (0.75)
4.74 (0.90)
4.70 (0.76)
4.38 (0.83)
4.38 (1.05)
4.58 (0.71)
4.49 (0.60)
4.58 (1.01)

Mixed
4.33 (0.94)
4.68 (0.92)
4.69 (0.88)
4.36 (1.07)
4.21 (1.07)
4.65 (0.67)
4.49 (0.81)
4.38 (0.95)

Two elements for the quality of summary writing (signal words and inclusion of
important information) were further investigated because learners were trained what
signal words were used for the comparison text and the causation text and how to identify
the important information during training. The scores for these two elements ranged from
1 to 3, with 3 as the best performance. Table 14 presents descriptive statistics (including
Mean and SD) of signal words for the three formality conditions (formal, informal, mixed),
segregated by phase 1 (pretest summary), phase 2 (first summary during training), 3
(second summary during training), and 4 (posttest summary), and the type of text
(causation versus comparison). Results of the mixed ANOVA (3 × 4 × 2) for signal
words indicated that there was no significant main effect of the formality manipulation,
with the adjusted means of 2.34, 2.41, and 2.38 for the formal, informal, and mixed
80

conditions, respectively, F (2, 151) = .90, p = .409, MSe = .57, η2 = .012. There were no
significant two-way interaction between the formality manipulation and phase and
three-way interaction between the formality manipulation and text structure and phase.
However, the interaction between the formality manipulation and text structure was
significant, F (2, 151) = 3.12, p = .047, MSe = .39, η2 = .040. The post hoc analyses with a
Bonferroni adjustment for multiple comparisons indicated that there was a marginal
significance for the formality manipulation on the causation text, F (2, 151) = 3.02, p
= .052, MSe = .12, η2 = .038. Learners in the informal condition used more signal words
than those in the formal condition, with the adjusted means of 2.54 and 2.39 for informal
and formal, respectively, p =.097. Learners in the mixed condition also used more signal
words than those in the formal condition, with the adjusted mean of 2.53 for mixed, p
=.098. There were no significant differences among three conditions on the comparison
text. The statistical assessment of the formality manipulation on the signal words scores
on the text structure was medium-powered (β = .593) so no strong conclusions can be
made on the impact of formality on the use of signal words on the causation text:
informal = mixed > formal.
Table 14
Mean (SD) for Signal Words
Phase Text Structure
1
Causation Text 1
2
Causation Text 2
3
Causation Text 3
4
Causation Text 4
1
Comparison Text 1
2
Comparison Text 2
3
Comparison Text 3
4
Comparison Text 4

Session
Pretest
Training
Training
Posttest
Pretest
Training
Training
Posttest

Formal
2.48 (0.72)
2.24 (0.57)
2.20 (0.78)
2.63 (0.61)
2.50 (0.62)
2.07 (0.65)
2.09 (0.76)
2.50 (0.69)

81

Informal
2.80 (0.53)
2.28 (0.83)
2.26 (0.69)
2.82 (0.60)
2.48 (0.76)
2.14 (0.64)
2.00 (0.64)
2.50 (0.76)

Mixed
2.81 (0.48)
2.36 (0.69)
2.33 (0.69)
2.64 (0.74)
2.22 (0.84)
2.16 (0.62)
2.03 (0.65)
2.48 (0.71)

The repeated measures variables also showed significant statistical effects. There
were significant differences among the four phases, F (3, 453) = 15.99, p < .001, MSe
= .47, η2 = .183. Although this effect was significant, there were no significant
differences between pretest and posttest.
Table 15 presents descriptive statistics of inclusion of important information in
summary writing for the three formality conditions, four phases, and two text structures.
Results of the mixed ANOVA (3 × 4 × 2) for important information indicated that there
was no significant main effect of the formality manipulation, with the adjusted means of
2.15, 2.22, and 2.19 for the formal, informal, and mixed conditions, respectively, F (2,
151) = .52, p = .594, MSe = .79, η2 = .007. There were no significant two-way interaction
between the formality manipulation and phase and three-way interaction between the
formality manipulation and text structure and phase. However, the interaction between
the formality manipulation and text structure was marginally significant, F (2, 151) =
3.04, p = .051, MSe = .27, η2 = .039. Unfortunately, the follow-up analyses showed no
significance for the inclusion of important information in summary writing. The
statistical assessment of the formality manipulation was medium-powered (β = .582).
Table 15
Mean (SD) for Important Information
Phase Text Structure
Session
1
Causation Text 1
Pretest
2
Causation Text 2
Training
3
Causation Text 3
Training
4
Causation Text 4
Posttest
1
Comparison Text 1 Pretest
2
Comparison Text 2 Training
3
Comparison Text 3 Training
4
Comparison Text 4 Posttest

Formal
2.00 (0.60)
2.39 (0.58)
2.54 (0.50)
2.04 (0.56)
2.02 (0.71)
2.15 (0.51)
2.00 (0.47)
2.04 (0.67)
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Informal
2.06 (0.59)
2.42 (0.61)
2.40 (0.49)
2.18 (0.60)
2.08 (0.75)
2.18 (0.44)
2.22 (0.55)
2.18 (0.66)

Mixed
2.09 (0.66)
2.48 (0.60)
2.57 (0.65)
2.16 (0.67)
1.95 (0.71)
2.14 (0.48)
2.14 (0.51)
1.97 (0.62)

Summary Formality
Table 16 presents Mean (SD) for summary formality. There was no significant
main effect of the formality manipulation, with means of .34, .30, and .27 for the formal,
informal, and mixed conditions, respectively, F (2, 151) = 1.28, p = .280, MSe = .42, η2
= .017. There were no significant two-way interactions between the formality
manipulation and text structure and phase. However, there was a significant three-way
interaction between the formality manipulation and text structure and phase with
Greenhouse-Geisser correction, F (2, 453) = 2.25, p = .042, MSe = .22, η2 = .029.
The follow-up analyses indicated the significant simple effect of the formality
manipulation on the causation text in the pretest (phase 1), F (2, 151) = 3.81, p = .024,
MSe = .36, η2 = .048 and the second summary during training (phase 3), F (2, 151) = 3.05,
p = .050, MSe = .20, η2 = .039. The pairwise comparisons indicated that learners in the
formal condition wrote more formal summaries than learners in the mixed condition on
the causation text in the pretest, with the means of .65 and .33 for formal and mixed,
respectively, p = .020, after the Bonferroni adjustment for multiple comparisons.
Likewise, at phase 3 (second summary during training) on the causation text, learners in
the formal condition also wrote more formal summaries than learners in the mixed
condition on the causation text in the pretest, with the means of .41 and .19 for formal
and mixed, respectively, p = .046 after the Bonferroni adjustment for multiple
comparisons. This means that learners in the formal condition wrote more formal
summaries than those in the mixed condition before the intervention. Once again, the
statistical assessment of the formality manipulation on the summary writing scores was
medium-powered (β = .763) so strong conclusions cannot be made on the impact of
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formality on summary formality in the pretest and the second summary during training on
the causation text.
Table 16
Mean (SD) for Summary Formality
Phase Text Structure
Session
1
Causation Text 1
Pretest
2
Causation Text 1
Training
3
Causation Text 2
Training
4
Causation Text 3
Posttest
1
Comparison Text 1 Pretest
2
Comparison Text 1 Training
3
Comparison Text 2 Training
4
Comparison Text 3 Posttest

Formal

Informal

Mixed

0.65 (0.71)
0.34 (0.53)
0.41 (0.48)
0.46 (0.55)
0.22 (0.47)
0.24 (0.46)
0.14 (0.45)
0.28 (0.58)

0.46 (0.54)
0.34 (0.46)
0.31 (0.45)
0.42 (0.54)
0.30 (0.61)
0.11 (0.42)
0.11 (0.37)
0.32 (0.51)

0.33 (0.54)
0.40 (0.47)
0.19 (0.41)
0.40 (0.49)
0.34 (0.61)
0.09 (0.37)
0.11 (0.45)
0.29 (0.53)

Summary Self-rating
The quality of summary self-rating was measured by the difference between the
learners’ rating and the expert rating. Table 17 shows descriptive statistics for summary
self-rating differences. There was no significant main effect of the formality manipulation
on summary self-rating, with means of .79, .92, and .84 for the formal, informal, and
mixed conditions, respectively, F (2, 151) = 1.45, p = .239, MSe = 1.24, η2 = .019.
Table 17
Mean (SD) for Differences between Self-rating and Expert Rating
Phase Text Structure
Session Formal
Informal
1
Causation Text 1
Pretest
0.59 (0.72) 0.76 (0.96)
2
Causation Text 2
Training 0.95 (0.75) 0.98 (0.65)
3
Causation Text 3
Training 0.72 (0.56) 1.06 (0.68)
4
Causation Text 4
Posttest 0.72 (0.86) 0.92 (0.97)
1
Comparison Text 1 Pretest
0.74 (0.85) 0.90 (0.91)
2
Comparison Text 2 Training 0.96 (0.81) 0.86 (0.75)
3
Comparison Text 3 Training 0.84 (0.68) 0.87 (0.74)
4
Comparison Text 4 Posttest 0.78 (0.89) 1.02 (0.96)
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Mixed
0.78 (0.84)
0.73 (0.52)
0.84 (0.62)
1.05 (0.87)
0.95 (0.91)
0.77 (0.74)
0.87 (0.59)
0.76 (0.86)

There were no significant two-way and three-way interactions between the
formality manipulation and text structure and phase, either. The repeated measures
variables and their interaction did not show significant statistical effects on summary
self-rating.
Summary Ratings
Table 18 shows descriptive statistics for differences between the learners’
summary ratings and the expert summary ratings. There was no significant main effect of
the formality manipulation on differences between summary rating and expert rating,
with the adjusted means of 1.30, 1.24, and 1.24 for the formal, informal, and mixed
conditions, respectively, F (2, 151) = .53, p = .590, MSe = .86, η2 = .007. There were not
significant two-way and three-way interactions between the formality manipulation and
text structure and phase for these four measures.
Table 18
Mean (SD) for Differences between Summary Ratings and Expert Ratings
Phase Text Structure
Session Formal
Informal
Mixed
1
Causation Text 1
Pretest
1.74 (0.57) 1.64 (0.53) 1.67 (0.66)
2
Causation Text 2
Training 1.22 (0.57) 1.21 (0.54) 1.16 (0.52)
3
Causation Text 3
Training 1.20 (0.53) 1.12 (0.45) 1.08 (0.48)
4
Causation Text 4
Posttest 1.24 (0.77) 1.30 (0.74) 1.28 (0.72)
1
Comparison Text 1 Pretest
1.57 (0.69) 1.28 (0.64) 1.38 (0.67)
2
Comparison Text 2 Training 1.14 (0.53) 1.13 (0.51) 1.09 (0.44)
3
Comparison Text 3 Training 1.09 (0.56) 1.09 (0.57) 1.06 (0.48)
4
Comparison Text 4 Posttest 1.22 (0.79) 1.14 (0.81) 1.22 (0.70)
The repeated measures variables and their interaction did show significant
statistical effects, with F (1, 151) = 15.58, p < .001, MSe = .28, η2 = .093 for structure, F
(3, 453) = 37.28, p < .001, MSe = .36, η2 = .198 for phase, and F (3, 453) = 2.85, p = .037,

85

MSe = .29, η2 = .019 for structure × phase. Although these effects were significant, these
effects of materials and phase were not of direct interest in this study.
Reading
Table 19 shows descriptive statistics for reading performance during training with
the proportion of the correct answers. There was no significant main effect of the
formality manipulation on reading, with the adjusted means of .68, .66, and .64 for the
formal, informal, and mixed conditions, respectively, F (2, 151) = .81, p = .447, MSe
= .08, η2 = .011. There were no significant two-way and three-way interactions between
the formality manipulation and text structure and phase for these four measures. The
repeated measures text structure did show significant statistical effects, with F (1, 151) =
28.22, p < .001, MSe = .04, η2 = .157. Although this effect was significant, this effect of
materials was not of direct interest in this study.
Table 19
Mean (SD) for Reading (Proportion Scores)
Phase Text Structure
Session Formal
1
Causation Text 1
Training 0.66 (0.19)
2
Causation Text 2
Training 0.61 (0.25)
1
Comparison Text 1 Training 0.72 (0.20)
2
Comparison Text 2 Training 0.72 (0.23)

Informal
0.61 (0.23)
0.60 (0.24)
0.72 (0.23)
0.71 (0.18)

Mixed
0.61 (0.23)
0.62 (0.23)
0.65 (0.23)
0.69 (0.23)

Exploration of Learning Impressions
Although the primary interest of this study is learning performance, learner
impressions were explored as well. Table 20 presents descriptive statistics (including
Mean (SD)) of engagement (arousal, valence, mind wandering, and reading time), the
summarization self-efficacy, and attitude toward system for the three formality conditions
(formal, informal, mixed). The main effect of formality was of primary interest, but its
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interactions with text structure and phase provided additional information. Results of the
mixed ANOVA (3 × 4 × 2) indicated that there was a significant main effect of the
formality manipulation on arousal, with the adjusted means of 6.56, 6.22, and 5.91 for
formal, informal, and mixed, respectively, F (2, 151) = 3.37, p = .037, MSe = 12.92, η2
= .043. The post hoc analyses showed that learners in the formal condition reported
higher arousal than those in the mixed condition with the Bonferroni adjustment for
multiple comparisons, F (2, 151) = 7.23, p < .05, MSe = 1.62. There were no significant
differences between informal and formal, informal and mixed. The statistical assessment
of the formality manipulation on arousal was medium-powered (β = .629) so no strong
conclusions can be made on the impact of formality on the self-reported arousal with the
pattern formal > mixed. There were no significant two-way interactions between the
formality manipulation and phase and three-way interaction for arousal between the
formality manipulation, text structure, and phase.
The repeated measures variables showed significant differences for arousal.
Learners reported higher arousal on the comparison text than on the causation text, F (1,
151) = 10.16, p = .002, MSe = 1.48, η2 = .063. Phase also indicated significant differences
for self-reported arousal, F (3, 453) = 16.41, p < .001, MSe = 2.03, η2 = .098. Although
this effect was significant, once again, these effects of materials were not of direct
interest in this study.
Similar analyses were performed on the other measures in Table 20. There were no
statistically significant effects of formality or interactions between formality and the
repeated measures variables in any analyses when a Bonferroni correction was used.
Arousal was the only measure that even approached significance.
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Table 20
Mean (SD) for Learn Impressions
Measures
Arousal (1-9)
Valence (1-9)
Mind Wandering (1-7)
Reading Time (seconds)
Self-efficacy
Attitude toward Teacher Agent
Attitude toward Student Agent
Attitude toward Reading (z-score)
Attitude toward Summary (z-score)

Formal
Informal
Mixed
6.56 (1.77)
6.22 (1.8)
5.91 (1.85)
5.75 (2.19)
5.54 (2.13)
5.68 (2.19)
1.85 (1.07)
2.06 (1.25)
1.96 (1.26)
115.84 (81.69) 117.65 (89.42) 95.02 (85.84)
-0.20 (0.95)
-0.06 (0.95)
0.35 (1.05)
-0.10 (1.04)
-0.06 (1.00)
0.13 (0.96)
0.14 (0.84)
-0.12 (1.02)
0.12 (1.07)
0.01 (0.96)
-0.13 (1.18)
0.07 (0.94)
0.06 (0.89)
-0.02 (0.93)
0.02 (1.12)

The summarization self-efficacy (11 items) and attitude toward system (18 items)
need some commentary because they involved the Principal Components Analyses
(PCA). Eleven items for the summarization self-efficacy before training were performed
on the PCA to yield one component extracted before training, called “prior
summarization self-efficacy.” This component explained 65.0% of the total variance in
that measure. Eleven items for the summarization self-efficacy after training were also
performed on the PCA to yield one component extracted after training, called “post
summarization self-efficacy.” This component explained 60.7% of the total variance in
that measure. The analysis of covariance (ANCOVA) was performed on the post
summarization self-efficacy with the prior summarization self-efficacy as the covariate.
Results indicated the main effect of formality condition almost had a significant impact on
the summarization self-efficacy, F (2, 151) = 3.49, p = .033, R2 = .199. The post hoc
analyses indicated that learners in the mixed condition reported higher summarization
self-efficacy than the formal condition when controlling the prior summarization
self-efficacy, β = .47, SE = .18, t = 2.62, p = .010.
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Eight items for the attitude toward the teacher agent were performed on the PCA
to yield one component extracted, called “attitude toward the teacher agent.” This
component explained 63.7% of the total variance in that measure. Likewise, 8 items for
the attitude toward the student agent were performed on the PCA to yield one component
extracted, called “attitude toward the student agent.” This component explained 66.1% of
the total variance in that measure. The multivariate analysis of variance (MANOVA) was
performed on the regression scores of these two measures, attitude toward reading (1
item), and attitude toward summarization (1 item). Results did not show any significant
effect of the formality manipulation on these four categories of attitudes.
To sum up, Table 21 summaries the significant main effect of the formality
manipulation and its significant interactions with the repeated measures variables (text
structure and/or phase). With Bonferroni correction for 16 tests, there was no significant
impact of the formality manipulation on either learning performance or learner
impressions.
Table 21
Summary of Significant Effects with Bonferroni Correction (16 Measures)
Measures
Factors
p
Bonferroni Correction
Signal Words
0.047
0.003
Manipulation×Text Structure
Important Information Manipulation ×Text Structure 0.051
0.003
Summary Formality
0.042
Manipulation ×Phase ×Text
0.003
Structure
Arousal
Manipulation
0.037
0.002
Reading Time
Manipulation
0.072
0.005
Self-efficacy
Manipulation
0.033
0.002
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Chapter 6 Discussion
Overview of Research
The current theory in educational and cognitive psychology has pointed out the
importance of teacher language, especially the academic language (Snow & Uccelli,
2009). However, the empirical research on what language style yields higher learning
performance is somewhat conflicting. Some research reported the academic language can
benefit higher performance (Gámez & Lesaux, 2012, 2015; Lucero, 2014), whereas some
research indicated the conversational language can benefit higher performance (Mayer,
2005; Moreno & Mayer, 2004). The controversial findings can be attributed either to the
inconsistent, small-scale, surface-level measures for academic and conversational
language or to the lack of the experimental research due to the hard manipulation of
teacher language in the traditional classroom. This dissertation addresses these two
challenges by applying formality metrics to measure academic (also called formal) and
conversational (also called informal) language and also by designing an experimental
study in the adaptive, conversational intelligent tutoring system to manipulate agents’
language. The goal of this research was to investigate the impact of agents’
conversational formality on learning and learner impressions.
To answer this question, participants learned the summarization strategies through
four instructional texts (two comparison texts and two causation texts) with two
conversational agents (a teacher agent and a student agent) in a three-level manipulation
of agents’ language (formal, informal, and mixed). Two text structures were selected
because these two text structures were usually adopted in previous studies (e.g., Meyer &
Freedle, 1984; Westby et al., 2010). The summarization strategies focused on signal
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words and the macro-information of the text. The learning performance was measured by
summary writing and its sub-elements of signal words and inclusion of important
information, summary self-rating, summary rating, summary formality, and reading.
Summarization is an essential but challenging element not only to language learners but
to the English native speakers. The learning impressions were measured by engagement
(arousal, valence, mind wandering, and reading time), summarization self-efficacy, and
attitude toward systems (attitude toward the teacher agent, attitude toward the student
agent, attitude toward reading, and attitude toward summary writing). Agents’ formality
manipulation was a between-subject manipulation in the mixed ANOVA whereas the
repeated measures variables included text structure (causation and comparison) and 4
phases (pretest, training 1, training 2, and posttest).
Three specific hypotheses were proposed regarding the impact of formality on
learning: (1) learners in the formal condition would better understand the agents’
language, absorb the knowledge, and subsequently achieve a higher learning performance
than those in the informal language condition due to the precise and accurate formal
language (formal > mixed > informal); (2) learners in the informal condition would achieve
highest performance due to the easy comprehension of the informal language (informal >
mixed > formal); or (3) learners in the mixed condition would best benefit from the
advantages of both formal and informal styles of communication due to the encoding
variability and would achieve the best performance (mixed > formal or mixed > informal).
The hypotheses regarding the impact of formality on learner impressions would
demonstrate the same three patterns contingent upon learning outcomes. Generally
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speaking, learners who would achieve the best performance would report highest positive
impressions.
The findings in this study showed no significant impact of agents’ conversational
formality on learning and learner impressions when we used with a Bonferroni correction
for 16 tests. Therefore, generally speaking, the results failed to support any of these three
hypotheses. However, some suggestive evidence did exist that formality had some impact,
but with very low effects. For example, the manipulation of formality along with text
structure had effects on the use of signal words and the inclusion of important information
for summary writing. The informal discourse led learners to use more signal words than
the formal discourse. For learner impressions, the formal discourse facilitated learners to
report higher arousal than the mixed discourse, whereas the mixed discourse led to higher
summarization self-efficacy report than the formal discourse. As it is stated before, these
effects were not significant after Bonferroni corrections for 16 tests. Moreover, the
statistical assessment of the formality manipulation on arousal was medium-powered (β
= .629) so no strong conclusions can be made on the impact of formality on learning and
learner impressions.
One possible explanation for the insignificant impact of the formality manipulation
is that 60-90 min for training summary writing is apparently insufficient. These language
learners had learned English for 18 years. It is not surprising for them to continue their own
language style, because it is impossible to change their written language style and quality
for summary writing within a one-hour intervention. Furthermore, summary writing not
only reflects learners’ writing style, but also represents their deep comprehension on the
source texts. However, within 60-90 min of intervention, some evidence showed the small
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impact on the use of signal words, inclusion of important information, and formality. This
implies that long-term intervention might influence learners’ summary writing. Therefore,
further study on the manipulation of formality could be designed and implemented for four
weeks or one semester.
Another explanation is that participants were recruited from Amazon Mechanical
Turk and the sample size was small. Summarization strategy, especially summary writing
might be curriculum-related subject. Therefore, students at school or people who need this
skill for their career might be more devoted to learning summarization strategy. Further
study might be conducted on students at school with large dosage such as twice a week and
lasting for one semester. Thus, interesting results might be found.
Finally, the rhetoric structure in this study only consisted of the causation text and
the comparison text. Future research could include additional major text structures, such
as problem and solution, sequence, and description to further investigate the impact of
formality. Therefore, the long-term learning of each text structure, perhaps over a
semester, might show the impact of agents’ formality on summary writing.
Conclusion
This dissertation investigated the impact of conversational agents’ formality on
learning and learner impression with the repeated measures of variables of text structure
and text structure presentation order. Unfortunately, results did not show significant
effects of the formality manipulation on learning performance and learner impression
when adjusted with Bonferroni correction for 16 tests. However, some evidence could be
found that the informal discourse enhanced learners’ use of signal words compared with
the formal discourse. A 90-min intervention that manipulated formality was not sufficient
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to have a significant impact on learning and summary writing, so the next step is to have
an intervention that covers a longer period of time.
It is the first time that the study adopted the approach of the multi-textual levels to
measure academic and conversational language without the restriction to the word level or
the syntactic level. Meanwhile, all the measures of the language are automatically
extracted by the automated text analysis tool, Coh-Metrix. Furthermore, it is first time that
the study is designed experimentally and manipulates the agents’ language in the
trialogue-based ITS system to compensate the challenge that manipulates the teacher
language in the classroom. Even though the current study did not show any significant
impact of the formality manipulation, the measure of formality adopted in this study could
provide the researchers and the teachers an approach to automatically measure teacher
language at the multi-textual levels.
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B. Informed Consent Form
You are being asked to interact with a computer program that is designed to help you read
better.
There are no known risks associated with this experiment, and participation is voluntary.
You are welcome to terminate the task without fear of consequence or penalty and you will
receive compensation for the time you participated in the task.
At NO point during this study will ask any identifying information (for example, your
name or social security number) be collected from you. However, you will be asked about
your Mechanical Turk ID, and then you will be assigned an identification number. Any
data you submit will be identified by that number. All information will be kept confidential
within the limits allowed by law.
The entire study should take approximately 3 hours. This current task is a screening study
(about 30 min). If you are qualified, you will be assigned another task (about 2.5 hours).
Upon completion of the entire study, you will receive $30 which will be deposited to your
Amazon Mechanical Turk account.
By clicking the “Continue” button below, you are giving your consent that you have read
this agreement form and that you would like to continue with the task.

126

C. Demographic Survey
Instructions: Please answer the following questions to the best of your ability.
1. Did you participant in this study through Mechanical Turk?
 Yes (Go to 1a)
 No (Go to 1b)
1a. What is your Mechanical Turk ID? (You must provide the correct information;
otherwise you can’t participant in the second task and can’t be paid.)
____________________
1aa. What is your favorite name that you would like the agents use to call you during
the interaction?
1b. What is your Name? (You must provide the correct information; otherwise you
can’t participant in the second task and can’t be granted credits.)
2. What is the email that I can contact you? (You must provide the correct information
because I will send the identification number for this study and the procedure for the
second task to this email.) ____________________
3. What is your current age in years? ____________________
4. What is your gender?
 Male
 Female
5. Please specify your ethnicity.
 White or Caucasian
 Hispanic or Latino
 Black or African American
 Native American or American Indian
 Asian
 Pacific Islander
 Other
6. What is your home country? ____________________
7. Which country are you staying in now? ____________________
8. Is English your native language?
 Yes (Go to 9)
 No
8a. How many years have you learned English? ____________________
8b. Have you got any experience in staying in English-speaking country?
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 Yes (Go to 8c)
 No (Go to 9)
9. What is your highest degree or level of school you have completed? If currently
enrolled, highest degree received.
 No schooling completed
 Nursery school to 8th grade
 Some high school, no diploma
 High school graduate, diploma or the equivalent (for example: GED)
 Some college credit, no degree
 Trade/technical/vocational training
 Associate degree (Go to 9a)
 Bachelor degree (Go to 9a)
 Master degree (Go to 9a)
 Professional degree (Go to 9a)
 Doctorate degree (Go to 9a)
9a. What is your major? ____________________
10. Are you currently ____________________?
 Employed for wages (Go to 10a)
 Self-employed (Go to 10a)
 Out of work and looking for work
 Out of work but not currently looking for work
 A homemaker
 Military
 Retired
 Unable to work
 A student
10a. What is your job? ____________________
11. Are you planning to study for a higher degree?
 Yes
 No
12. Do you think improving reading proficiency is important for you?
 Yes
 No
13. Do you think how to summarize what you read is important for you?
 Yes
 No
14. How do you think your typing speed?
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 Low (below 40 words per minute)
 Average (between 40 – 64 words per minute)
 Good (between 65 – 75 words per minute)
 Professional (above 75 words per minute)
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D. Texts (Training)
Comparison Passage 1: Who is the Best? Kobe VS. Jordan
(Formality: .14; FKGL: 9.2; 299 Words)
Kobe Bryant and Michael Jordan are two of the greatest shooting guards in NBA
history. Although they played 8 games against one another, they were part of different eras,
with Jordan’s career spanning 1984 – 2003 (with several periods of retirement between
1993 and 2003) and Bryant’s career beginning in 1996.
Kobe Bryant joined the NBA straight after graduating from high school and has
played for the Los Angeles Lakers for his entire career. He was the 13th draft pick by the
Charlotte Hornets in 1996, and was then immediately traded to the Lakers. By the end of
his first season, he averaged 15.5 points per game and was winner of the 1997 Slam Dunk
Contest. Since 1999, he has been one of the league’s premier shooting guards and has won
five NBA championships.
Michael Jordan left the University of North Carolina to enter the NBA draft in 1984.
He was the Chicago Bulls’ 3rd overall pick. In his first season, he averaged 28.2 points per
game and appeared on the cover of Sports Illustrated just one month into his professional
career. He was voted an All-Star starter in his rookie season, and then Rookie of the Year.
He broke his foot in his second season and missed 64 games, but recovered in time for the
playoffs. He retired in 1993 after the murder of his father and signed a minor league
baseball contract with the Chicago White Sox. He returned to the NBA in 1995, and retired
again in 1999, before becoming part owner and president of the Washington Wizards. In
2001, he returned to the NBA again as a player for the Washington Wizards, with the
intention of donating his salary to the September 11 relief efforts. He played his final
season in 2002-2003.
Questions:
1. _user_, what is the text structure of this text? (formal) / _user_, can you tell us the text
structure of this text? (informal)
a) Description.
b) Sequence.
c) Causation.
d) Problem/solution.
e) Comparison. (Correct)
2. _user_, which statement better summarizes the main idea of this text? (formal) / _user_,
which sentence talks about the main idea of this text? (informal)
a) Kobe Bryant and Michael Jordan were both famous basketball players in
NBA history, but they have different experiences. (Correct)
b) Kobe Bryant is a well-known basketball player, but Michael Jordan is not only
famous for basketball, but also for baseball.
c) Kobe Bryant and Michael Jordan both averaged high points per game and were
honored for this, but they won different awards.
130

3. _user_, which answer choice correctly describes the following statement? “Jordan
broke his foot in his second season and missed 64 games.” (formal) /_user_, which
answer correctly describes the following sentence? “Jordan broke his foot in his second
season and missed 64 games.” (informal)
a) An important supporting idea
b) An unimportant detail (Correct)
c) I am not sure.
4. _user_, which statement contains the important information rather than the
unimportant information? (formal) / _user_, which sentence shows important
information? (informal)
a) Koby and Jordan had different educational experience before they joined in
NBA. (Correct)
b) Jordan attended college before he joined NBA.
c) Kobe graduated from high school before he joined.
5. Which statement illustrates noticeable, important contrasts between Kobe and Jordan?
/ _user_, which sentence shows important differences between Kobe and Jordan?
a) Although they are two of the greatest shooting guards in NBA, Kobe was the
winner of the 1997 Slam Dunk Contest.
b) Jordan’s career spanned from 1984 to 2003 with several periods of retirement
between 1993 and 2003.
c) Although they played 8 games against one another, Kobe Bryant and
Michael Jordan are part of different eras. (Correct)
6. _user_, it is time to write a summary as it is required. (formal/informal).
7. _user_, you are required to rate the quality of your summary with a 6-point scale,
ranging from very bad, bad, guessing bad, guessing good, good, to very good. (formal)
/ _user_, rate your summary with a 6-point scale, ranging from very bad, bad, guessing
bad, guessing good, good, to very good. (informal)
8. You are required to rate the quality of the summary written by Jordan. (formal) / Rate
Jordan’s summary, please. (informal)
Kobe Bryant entered the NBA after he was 18 years old. He achieved early success in
his career and won many NBA championships in his early career because he averaged
15.5 points per game. He was the winner of the Slam Dunk Contest, so he was more
well-known than Michael Jordan. Michael Jordan was slowed down by an injury but
came back stronger and better than ever. He retired several times because his father
was murdered. (Bad)
9. You are required to rate the quality of the summary written by Morgan. (formal) / Rate
Morgan’s summary, please. (informal)
Both Kobe Bryant and Michael Jordan are two of the greatest shooting guards in NBA
and received many rewards and honors. Kobe Bryant is a great shooting guard in NBA
and he joined NBA directly from high school. He averaged 25.5 points per game.
Jordan was a great player too, but he averaged more points than Kobe, 28.2 points.
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Jordan was voted as the greatest basketball player, and later he retired because his
father was murdered. (Medium)
10. You are required to rate the quality of the summary written by Jean. (formal) / Rate
Jean’s summary, please. (informal)
Both Kobe Bryant and Michael Jordan are greatest basketball players in the NBA, but
they were in different eras and had different experiences. For instance, Kobe joined
NBA directly from high school, but Jordan from university. Kobe has played
basketball for his entire career, but Jordan retired several times. Even though both
were outstanding players and received many rewards and honors, Jordan experienced
more in his career from his injuries and death of his father. (Good)
Comparison Passage 2: Walking vs. Running
(Formality: 0.18; FKGL: 8.9; 399 words)
Adding aerobic exercise to your routine is an excellent way to build your
cardiovascular fitness. Running and walking are both excellent aerobic exercises. Both will
help promote weight loss, improve your sleep, elevate your mood, boost your energy level,
decrease blood pressure and cholesterol levels, and decrease the risk of cancer, diabetes,
and heart disease.
Walking and running are low-cost, easy-to-do anywhere, year-round activities. Both
are social activities - you can walk or run or with a friend. Because running is more
rigorous than walking, I think that you should select a running program to maximize
aerobic conditioning in the least time possible. Those who do not wish to run can obtain the
same health and fitness benefits by walking. Walking is good exercise for those who are
just starting to workout, or for those with health problems. For the significantly overweight,
walking can be less stressful on the body. Those who desire can slowly build up to running.
In order to get any benefit from a workout, it has to be one that you enjoy and will do
day after day. So if you prefer walking, then do it! As a walker, you might have to walk a
little more or eat a little less to achieve your weight goal versus running. Walkers can make
up that difference by going farther in distance. Distance wise, a 160 pound person burns
about 100 calories per mile walking or running. If you look at it on a
calories-burned-per-hour basis, a person will burn more calories by running an hour rather
than walking an hour.
Another important Formality to consider when examining the difference between
running and walking is that because of the repetitive nature of running, the risk of injury is
greater. Running is considered high impact exercise. This can cause injury to the hip, knee
and ankle joints. However, walking is a low impact activity and is potentially less
damaging to the joints.
If you choose to run, reduce your risk of injury by running on the best surfaces in
this order: Grass, woodland trails, earth, cinders and man-made tracks. Wear good quality
shoes that have been fitted for you by a shoe expert. Run with correct form and technique,
gradually increase the mileage that you run and get some guidance from a personal trainer.
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Walking or running both have benefits. Choose the one that meets your needs and
preferences.
Questions:
1. _user_, what is the text structure of this text? (formal) / _user_, can you tell us the text
structure of this text? (informal)
a) Description.
b) Sequence.
c) Causation.
d) Problem/solution.
e) Comparison. (Correct)
2. _user_, which statement better summarizes the main idea of this text? (formal) / _user_,
which sentence talks about the main idea of this text? (informal)
a) Running and walking are both excellent aerobic exercises to improve both
physical and mental health, but running is better to achieve the weight goal than
walking.
b) Running and walking are both excellent aerobic exercises to improve both
physical and mental health, but running is more rigorous than walking.
(Correct)
c) Running and walking are both social activities—you can walk or run with a friend,
but running is more dangerous and has high risk of injury than walking.
3. _user_, which statement presents important information rather than the unimportant
detail? (formal) / _user_, which sentence shows important information? (informal)
a) You can reduce your risk of injury by taking some protective measures.
(Correct)
b) You can reduce your risk of injury by wearing good quality shoes that have been
fitted for you by a shoe expert.
c) You can reduce your risk of injury by running with correct form and technique, and
by getting some guidance from a personal trainer.
4. _user_, what important information does the author use to support the idea that running
and walking are both excellent aerobic exercises? (formal) / _user_, which answer
shows important information to support the following idea? Running and walking are
both excellent aerobic exercises. (informal)
a) Both running and walking can elevate people’s mood from unpleasant to pleasant,
and boost people’s energy level.
b) Both running and walking help improve sleep, promote weight loss, and decrease
the risk of cancer and heart disease.
c) Both running and walking can promote physical and mental health, and both
are low-cost and social activities. (Correct)
5. _user_, which statement best illustrates the major differences between walking and
running? (formal) /_user_, which sentence best shows important differences between
walking and running? (informal)
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a) To avoid injury during running, people can run in grass, woodland trails, earth,
cinders, and man-made tracks, wearing good quality shoes.
b) Running is more rigorous, and is likely to cause more injuries; however, it
burns more calories and effectively reduces more weight. (correct)
c) Walking is the best choice for the significantly overweighed person, say 160
pound, because per mile walking burns about 100 calories.
6. _user_, it is time to write a summary as it is required. (formal/informal).
7. _user_, you are required to rate the quality of your summary with a 6-point scale,
ranging from very bad, bad, guessing bad, guessing good, good, to very good. (formal)
/ _user_, rate your summary with a 6-point scale, ranging from very bad, bad, guessing
bad, guessing good, good, to very good. (informal)
8. You are required to rate the quality of the summary written by Jordan. (formal) / Rate
Jordan’s summary, please. (informal)
Running and walking are both excellent aerobic exercises to improve health, both
physically and mentally. In addition, both running and walking are social activities
that can enhance socialization. Differently from walking, running is more rigorous so
that runners can reduce weight faster. However, running is more likely to cause injury
than walking. Fortunately, people can reduce risks of injuries by taking correct
procedures. (Good)
9. You are required to rate the quality of the summary written by Morgan. (formal) / Rate
Morgan’s summary, please. (informal)
Running and walking are both good because they can improve health such as sleep
and mood. Friends can talk during running and walking for socialization. However,
running is more rigorous and more likely to cause injury than walking. Runners can
reduce risks of injuries by wearing good quality shoes. Runners can reduce weight
faster and more easily to achieve the goal of weight loss. (Medium)
10. You are required to rate the quality of the summary written by Jean. (formal) / Rate
Jean’s summary, please. (informal)
Walking will burn fewer calories; therefore, running is a best way to achieve the goal
of reducing weight. Walking is not a good choice for a person who wants to lose
weight, because running makes people lose weight more quickly. Runners can avoid
injuries by wearing comfortable shoes, or getting some guidance from a personal
trainer. People should do more running, even though walking can reduce stress. (Bad)
Causation Passage 1 Effects of Exercising
(Formality: 0.28; FKGL: 9.1; 195 words)
There are several benefits to exercising that most people are unaware of. Although
exercising is time consuming, it can affect your health in a positive way. Exercising can
control weight by preventing excess weight gain or aid in weight loss. It does this by
burning calories; the more intense the workout the more calories you burn. Exercise can
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also help prevent health problems such as heart disease, diabetes, depression, and types of
cancers, such as colon and breast cancer.
Exercising can improve your overall mood by stimulating your brain to make you
feel happier and more relaxed. Exercising increases muscle and reduces fat in your body.
Exercising also gives you more energy. Do not forget that exercising will not be effective if
you do not have a proper diet. The foods you consume are just as important as the exercises
you perform. Having a bad diet will cause your exercising to be unproductive and you may
not see any positive changes in your body. Hence, exercising combined with a proper diet
will allow you to see positive changes in your body that you may have never thought
possible. So, get out there and go exercise!
Questions:
1. _user_, what is the text structure of this text? (formal) / _user_, can you tell us the text
structure of this text? (informal)
a) Description.
b) Sequence.
c) Causation. (Correct)
d) Problem/solution.
e) Comparison.
2. _user_, which statement better summarizes the main idea of this text? (formal) / _user_,
which sentence talks about the main idea of this text? (informal)
a) Exercising is good for preventing heart disease and reducing fat, but a proper diet
is more important for losing weight than exercising.
b) Exercising is good for health, physically and mentally, and exercising along
with a proper diet will reduce weight. (Correct)
c) Exercising is good for a pleasant and relaxed mood as well as for weight loss,
especially combined with a proper diet.
3. _user_, which statement summarizes how exercising positively affects people’s health?
(formal) / _user_, which answer summarizes how exercising positively affects people’s
health? (informal)
a) Exercising burns calories, which consequently prevent weight gains and
health problems and exercising stimulates brain to improve overall mood.
(Correct)
b) It takes people time to do exercising, but exercising can help people lose weight,
because the long time exercising burns calories and increases muscle and reduces
fat in the body.
c) When exercising, the brain related to happy feelings will be stimulated. Thus,
exercising help people have pleasant feelings and feel relaxed.
4. _user_, which statement best summarizes the positive physical effects of exercising?
(formal)/ _user_, which answer best summarizes the positive physical effects of
exercising? (informal)
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a) The positive physical effects of exercising include the prevention of excess
weight gain or the help of weight because of burned calories.
b) The positive physical effects of exercising include the prevention of health
problems such as heart disease, diabetes, depression, and colon and breast
cancers.
c) The positive effects of exercising include weight control, strong muscle,
prevention of health problems and other the good physical health. (Correct)
5. _user_, which statement summarizes the consequence of an improper diet? (formal) /
_user_, which answer summarizes the effects of an improper diet? (informal)
a. An improper diet may not make people have stronger muscle and energy despite
of exercising.
b. An improper diet may not make people have the good health despite of
exercising. (Correct)
c. An improper diet may not make people feel happier and more relaxed despite of
exercising.
6. _user_, it is time to write a summary as it is required. (formal/informal).
7. _user_, you are required to rate the quality of your summary with a 6-point scale,
ranging from very bad, bad, guessing bad, guessing good, good, to very good. (formal)
/ _user_, rate your summary with a 6-point scale, ranging from very bad, bad, guessing
bad, guessing good, good, to very good. (informal)
8. You are required to rate the quality of the summary written by Jordan. (formal) / Rate
Jordan’s summary, please. (informal)
Exercising can positively affect both physical and mental health. Specifically,
exercising can give more energy and improve mood by stimulating the brain to make
people feel happier and more relaxed. Exercising can prevent different diseases such
as depression and cancer. In addition, exercising can cause the increase in muscle
strength and weight control by burning calories. Exercising combined with a proper
diet is the most effective way for weight loss. (Good)
9. You are required to rate the quality of the summary written by Morgan. (formal) / Rate
Morgan’s summary, please. (informal)
A lot of people do not want to do exercising, because it takes much time and great
effort. Most important, they feel exercising make them tired. In fact, exercising can
stimulate the brain and make people feel more relaxed rather than tired. Usually,
depression can be prevented when people with depression do exercising. Thus people
will be much healthier, especially when they eat healthy varieties of food. (Bad)
10. You are required to rate the quality of the summary written by Jean. (formal) / Rate
Jean’s summary, please. (informal)
Exercising is good for health. Exercising helps one lose weight by burning calories.
Exercising can help prevent heart disease, diabetes, depression, colon, and breast
cancer. Exercising can stimulate the brain to make people feel happier. Ultimately,
exercising make people more relaxed even though sometimes they feel tired. It is also
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good to go on diet as well when exercising. Otherwise, people can’t lose the weight as
expected. (Medium)
Causation Passage 2 Diabetes
(Formality: 0.64; FKGL: 11.7; 241 words)
Many people have heard of diabetes but very few understand where it may come
from or what may cause it. Having diabetes simply means that someone has high levels of
sugar in their blood and it usually is a lifelong disease. Insulin is a hormone produced in the
body that controls blood sugar. This type of diabetes can be caused by too little insulin or
resistance to insulin. When food is consumed and broken down in the body it is used for
energy, this then changes to sugar. With diabetes your body cannot move sugar into muscle,
fat or liver cells which is caused by two things. Either the pancreas, the organ that makes
insulin, does not make enough insulin or your cells do not respond to insulin normally.
There are several symptoms that occur with diabetes such as, fatigue, blurry vision,
weight loss, and excess thirst. If you or anyone you may know has any of these symptoms,
contact a doctor as soon as possible. There are two types of diabetes: Type 1 can happen at
any age, it develops over a slow period of time, and there is no prevention for it and Type 2
normally happens in adulthood, is caused by high rates of obesity, and can be prevented
with a healthy, active lifestyle that includes diet and exercise. Diabetes can cause harmful
health complications over the years such as kidney problems, heart attacks, eye problems,
and body sores.
Questions:
1. _user_, what is the text structure of this text? (formal) / _user_, can you tell us the text
structure of this text? (informal)
a) Description.
b) Sequence.
c) Causation. (Correct)
d) Problem/solution.
e) Comparison.
2. _user_, which statement better summarizes the main idea of this text? (formal) / _user_,
which sentence talks about the main idea of this text? (informal)
a) Diabetes is caused by too little insulin or resistance to insulin and can cause
harmful health complications over the years. (Correct)
b) Diabetes, a lifelong disease, is caused by too little insulin or resistance to insulin
and its symptoms includes fatigue, blurry vision, weight loss, and excess thirst.
c) Diabetes is indicated by high levels of sugar in the blood and it has two types:
Type 1 happens at any age; Type 2 happens in adulthood.
3. _user_, which statement summarizes the causes of diabetes? (formal)/ _user_, which
answer summarizes the causes of diabetes? (informal)
a) Diabetes is caused directly by the excess obesity by eating too much sugar that
cannot by consumed in the body.
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b) Diabetes is caused by the excessive fatigue, weight loss, and excess thirst, eye
problems, heart problem, and body sores.
c) Diabetes is caused by the pancreas that makes insufficient insulin or cells
that respond to insulin abnormally. (Correct)
4. _user_, which statement is the direct effect of the following argument? “Diabetes can
be caused by too little insulin or resistance to insulin.” (formal)/ _user_, which answer
is the direct effect of the following sentence? “Diabetes can be caused by too little
insulin or resistance to insulin.” (informal)
a) When food is consumed and broken down in the body it is used for energy, this
then changes to sugar.
b) With diabetes your body cannot move sugar into muscle, fat or liver cells.
c) Either the pancreas, the organ that makes insulin, does not make enough
insulin or your cells do not respond to insulin normally. (Correct)
5. _user_, which statement summarizes the consequences of diabetes? (formal) / _user_,
which answer summarizes the effects of diabetes? (informal)
a) People with diabetes will become obese.
b) People with diabetes will have healthy problems. (Correct)
c) People with diabetes should have a healthy lifestyle.
6. _user_, it is time to write a summary as it is required. (formal/informal).
7. _user_, you are required to rate the quality of your summary with a 6-point scale,
ranging from very bad, bad, guessing bad, guessing good, good, to very good. (formal)
/ _user_, rate your summary with a 6-point scale, ranging from very bad, bad, guessing
bad, guessing good, good, to very good. (informal)
8. You are required to rate the quality of the summary written by Jordan. (formal) / Rate
Jordan’s summary, please. (informal)
Diabetes is the serious disease that can happen almost at any time. Most people need
to know how to prevent it—by eating less sugar and drink more water. People with
diabetes have kidney problems, heart attacks, eye problems, and body sores. If people
feel exhausted, they may have diabetes. If people eat too much sugar, insulin in the
body can’t regulate so much sugar in the blood. Thus, sugar stays in the body forever
and causes diabetes. (Bad)
9. You are required to rate the quality of the summary written by Morgan. (formal) / Rate
Morgan’s summary, please. (informal)
Diabetes is a lifelong disease caused by high levels of sugar in blood. Diabetes, with
many symptoms such as fatigue, weight loss and excess thirst, is caused by an
excessively small amount of insulin or resistance to insulin. This prevents the
movement of sugar to other parts of the body. Diabetes is categorized into Type 1 that
is not preventable and Type 2 that occurs at adulthood and can be prevented with
exercise and a healthy diet. (Good)
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10. You are required to rate the quality of the summary written by Jean. (formal) / Rate
Jean’s summary, please. (informal)
Diabetes can happen at any age (Type 1) or in adulthood (Type 2). It lasts a lifetime.
When there is too much blood sugar in the blood stream diabetes can occur. Insulin
can regulate sugar in the blood, but the body of people with diabetes cannot move
sugar into muscle, fat or liver cells. This can be caused by either the pancreas not
working or insulin not doing its job. Diabetes can be prevented by exercising.
(Medium)
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E. Texts (Pretest and Posttest)
Instructions: Please read the texts carefully and take your time to write a summary with
50-100 words with your own words. You should include a topic sentence to state the main
idea, followed by the important supporting information. Remember to use the signal words
to explicitly express your ideas.
Instruction for summary rating: Please rate the quality of the summary with 6-point scale: 1
= very bad; 2 = bad; 3 = undecided, but guess bad; 4 = undecided, but guess good; 5 =
good; 6 = very good.
Comparison Passage 1: Butterfly and Moth
(Formality: 0.12; FKGL: 8.6; 255 Words)
Butterfly and moth have some things in common, such as flying large-winged
insects with two long antennae and a four-stage life cycle called metamorphosis.
Butterflies and moths also have other things in common. Both are in the group of insects
called lepidoptera, and have three main body parts—a head, thorax, and abdomen. Both
have a long tongue called a proboscis, which uncoils for feeding, working kind of like a
drinking straw. Both have tiny colored scales covering their wings. When touched the
scales come off and look like dust on your fingers.
Butterfly and moth have a number of differences as well. Most butterflies are
diurnal meaning they are active during the day, whereas most moths are nocturnal meaning
they are active at night. The bodies of butterflies are slender and smoother than the thicker
and hairier moths. Butterfly antennae have thick knobs on their ends, while moth antennae
are feathery or plain and with no knobs. Most butterflies rest with their wings folded
together above their bodies; however, most moths rest with their wings spread out to the
sides. Most butterflies have colorful wings, but many moths aren’t so bright and colorful,
though there are some that are. While both insects go through a complete metamorphosis
cycle—egg, larva (caterpillar), pupa, adult—their pupa stages are slightly different. A
butterfly caterpillar forms a chrysalis, and hangs from a tree branch or other support. A
moth caterpillar usually spins a silk cocoon, which might then be hidden among leaves or
other debris on the ground.
Jordan’s Summary (Bad):
Butterflies and moths look so differently because butterflies look much prettier than moths.
Butterflies are colorful and have beautiful shapes. That is why people like to collect
different kinds of butterflies as hobbies. Butterflies have slender and smoother bodies and
their antennae have thick knobs on their ends. Even in the pupa stage of metamorphosis
cycle, a butterfly caterpillar looks cool because it hangs from a tree branch rather than
hiding in leaves.
Morgan’s Summary (Medium):
Butterflies look like moths in many ways. Butterflies have slender and smoother bodies
and their antennae have thick knobs on their ends. Butterflies have colorful wings, and
their wings fold together above their bodies when they rest. But butterflies are different
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from moths. A butterfly’s chrysalis hangs from a tree branch or other support, whereas a
moth’s cocoon is hidden among leaves or debris. Most butterflies are active during the day.
Jean’s Summary (Good):
Both butterflies and moths are insects belonging to lepidoptera family. Therefore, they
have the similar appearances, such as long antennae, three main body parts, proboscis,
large wings covered with colored scales. They also have the same complete metamorphosis
cycle. They have a number of differences as well. These differences exist in their active
time, body, appearances of antennae, wings’ shape and color, and pupa states.
Comparison Passage 2: Hurricanes
(Formality: 0.20; FKGL: 9.4; 222 Words)
Two of the most destructive hurricanes to hit the United States in recent years were
Hurricane Andrew in 1992 and Hurricane Katrina in 2005. Both hurricanes inflicted
massive destruction and damage to parts of the southeast United States.
When Hurricane Andrew made landfall in Homestead, Florida, it was a category 5
hurricane—the strongest measure for hurricanes. At landfall its winds measured 175 miles
per hour and it dumped seven inches of rain on southern Florida. With storm surges nearly
17 feet, the damage was extensive. Estimated property damage was $25 billion and 26
people died as a result of the hurricane.
Hurricane Katrina struck the Mississippi and Louisiana coast as a category 3
hurricane with winds of 120 miles per hour at landfall. Although Katrina was not as strong
as Andrew, it was far more destructive and deadly. This is because the city of New Orleans
was in its path. A storm surge of 12 feet reached the city and caused the protective levees to
break, flooding 80% of the city. More than 1,800 people died and property damage was
about $81 billion.
Both hurricanes caused suffering and devastation to the people who lived through
them. In measuring hurricane strength, Andrew was the stronger of the two. However,
Katrina inflicted more destruction and fatalities because its path was through New Orleans.
Jordan’s Summary (Good):
Both Hurricane Andrew and Hurricane Katrina caused the massive destruction and
damage to parts of the southeast United States. Hurricane Andrew hit in Homestead,
Florida and had the highest category measure of a hurricane. Hurricane Katrina hit
Mississippi and Louisiana and caused more damage than Andrew even though Katrina
had a lower category measure.
Morgan’s Summary (Bad):
Hurricane Andrew ranked at a 5 on the category measure based on how severe the
hurricane was. This hurricane was so severe it caused $25 billion of damage. Hurricane
Katrina is at a 3 on the category measure. The higher the category measure is, the more
severe destruction the hurricane causes. So, Hurricane Andrew caused more damage and
death than Hurricane Katrina.
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Jean’s Summary (Medium):
Hurricane Andrew and Hurricane Katrina are two types of hurricanes. Hurricane Andrew
included wind speeds at 175 miles per hour and killed 26 people and resulted in 17 feet of
storm surges. Hurricane Katrina flooded more than 80% of Louisiana and more than
1,800 people died. Both Andrew and Katrina are the top destructive hurricane to have hit
a city.
Causation Passage 1: Floods
(Formality: 0.47; FKGL: 9.2; 230 Words)
Floods are second only to fire as the most common of all natural disasters. They
occur almost everywhere in the world, resulting in widespread damage and even death.
Consequently, scientists have long tried to perfect their ability to predict floods. So far, the
best that scientists can do is to recognize the potential for flooding in certain conditions.
There are a number of conditions, from deep snow on the ground to human error, that cause
flooding.
When deep snow melts it creates a large amount of water. Although deep snow
alone rarely causes floods, when it occurs together with heavy rain and sudden warmer
weather it can lead to serious flooding. If there is a fast snow melt on top of frozen or very
wet ground, flooding is more likely to occur than when the ground is not frozen. Melting
snow also contributes to high water levels in rivers and streams. Whenever rivers are
already at their full capacity of water, heavy rains will result in the rivers overflowing and
flooding the surrounding land.
Although scientists cannot always predict exactly when floods will occur, they do
know a great deal about when floods are likely, or probably, going to occur. Deep snow,
ice-covered rivers, and weak dams are all strong conditions for potential flooding.
Hopefully, this knowledge of why floods happen can help us reduce the damage they
cause.
Jordan’s Summary (Medium):
Floods are common natural disasters. They occur anywhere in the world and cause huge
damage. Scientists have tried to predict floods. The knowledge of why floods occur will
help reduce the damage that floods cause. They found deep snow melts to create water,
which will cause high water levels in rivers and streams. When rivers already reach the
maximum capacity of water, heavy rains will cause rivers overflowing and consequently
lead to flooding the surrounding land.
Morgan’s Summary (Bad):
Scientists can predict the time when floods occur. For example, if snow melts fast on top
of frozen or wet ground, flooding is probably going to occur. Oppositely, if the ground is
unfrozen, there would be no floods. Sudden warm weather can melt ice and create a large
amount of water and same with heavy rains. Even though scientists couldn’t predict
exactly before floods occur, some unusual natural phenomena will signify when floods
occur.
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Jean’s Summary (Good):
Floods are the most common natural disasters. They occur everywhere in the world,
causing huge damage and death. Even though they cannot always accurately predict
when floods will occur, scientists can recognize the potential for flooding in some
conditions, ranging from deep snow to human error. For instance, melting deep snow and
ice-covered rivers and weak dams are likely to create a large amount of water, and
consequently cause serious flooding.
Causation Passage 2: Job Market
(Formality: 0.62; FKGL: 10.9; 240 Words)
The deterioration of the middle of the labor market is easy to misinterpret, because
of its multiple roots. During the 1970s, entry into the work force of an unusual number of
people resulted in too many workers for the jobs available and decreased wages. This
decline is associated with the explosive growth in world trade since 1960.
As manufacturing technologies become more mobile and multinational firms freer,
production jobs have moved from the U.S. to countries where wages are low. In addition,
technology has caused shifts in the job market. For example, less American workers were
required to make steel in 1980 than in 1960 because of new machines. The high rate of
unemployment caused by these developments has decreased wages, since it forces
unskilled workers to compete for jobs with unemployed people who will do the work for
less.
Although these Formalitys have had an effect on the job market, middle-level jobs
disappear as a result of the ways technological gains are being distributed. Both the firm
and consumers as a group benefit when a machine replaces a production worker. The loss
falls on the worker who is displaced. If that loss is generalized to millions of high-paid
workers, those workers suffer and the economy as a whole suffers a loss of power. Thus the
lack of a way to distribute some of the financial gains from technology to the work force
comes back to haunt the entire economy.
Jordan’s Summary (Medium):
Several Formalitys explain the misinterpretation of the deterioration of the middle in the
labor market. During 1970s, too many people entered the workforce. Later, many
manufactures moved from the U.S. to the counties with low wages. The manufactures paid
workers in the countries with very low wages. The manufactures didn’t need many workers
in the U.S. and this led to the higher rates of unemployment. Thus, certain jobs like steel
workers disappeared in the U.S.
Morgan’s Summary (Good):
The deterioration of the middle of the labor market can be misinterpreted due to its several
roots. First, too many people enter into the work force caused a decrease in wages due to
the high competition for the jobs available. Second, manufacturing technologies caused
production jobs to move from the U.S. to low-wage countries, which caused the high rate
of unemployment. Finally, technological gains are being distributed from production
workers to machines, which cause the disappearance of middle-level jobs.
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Jean’s Summary (Bad):
During the 1970s, too many people entered into the work force, which caused too many
workers who competed for the jobs available, and consequently caused decreased wages.
This decline is related to the speedy growth in world trade since 1960. The supply of
workers exceeded the need of the manufacturers in the 1970s. More American workers
were needed in steel Formalityies in the 1960s. This caused the high rate of employment,
and finally increased wages.

144

F. Sixteen Groups with Different Text Orders in Each Condition
Group
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16

Pretest1
Butterfly
Butterfly
Butterfly
Butterfly
Flood
Flood
Flood
Flood
Hurricane
Hurricane
Hurricane
Hurricane
Job
Job
Job
Job

Pretest2
Job
Job
Job
Job
Hurricane
Hurricane
Hurricane
Hurricane
Flood
Flood
Flood
Flood
Butterfly
Butterfly
Butterfly
Butterfly

Training 1
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise

Training 2
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe

Training 3
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes

Training 4
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk
Diabetes
Exercise
Kobe
Walk

Posttest1
Hurricane
Hurricane
Hurricane
Hurricane
Job
Job
Job
Job
Butterfly
Butterfly
Butterfly
Butterfly
Flood
Flood
Flood
Flood

Posttest2
Flood
Flood
Flood
Flood
Butterfly
Butterfly
Butterfly
Butterfly
Job
Job
Job
Job
Hurricane
Hurricane
Hurricane
Hurricane

Note. Texts for tests included Butterfly = Butterfly and moth, comparison; Hurricane, comparison; Floods, causation; Job = Job Market,
causation. Texts for training included Walk = Walking and Running, comparison; Kobe = Kobe and Jordan, comparison; Exercise =
Effects of Exercising, causation; Diabetes, causation.
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G. Engagement Surveys
The Affect Grid (Russell, Weisss, & Mendelsohn, 1989)
In this study you will be shown a similar grid and you will be asked to click on the
cell (box) that best describes your feeling at that time.
Stress

High Arousal

Unpleasant
Feelings

Depression

Excitement

Pleasant
Feelings

Sleepiness

Relaxation

Mind wandering
At some point during reading, you may realize that you have no idea what just read. Not
only were you not thinking about the text, you were thinking about something else
altogether. This is called “zoning out.” When you read this text, how often do you
experience zoning out?
1 = Never, 2 = Rarely, 3 = Occasionally, 4 = Sometimes, 5 = A moderate amount, 6 =
Often, 7= Always.
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H. Summarization Self-efficacy (Pre-survey and Post-survey)
Instructions: We would like to know about your experience with the task. There are
no right or wrong answers. Please answer as honestly as you can and indicate for
each question how strongly you agree or disagree on the following scale: 1 = Strongly
Disagree, 2 = Disagree, 3 = Somewhat Disagree, 4 = Somewhat Agree, 5 = Agree, 6 =
Strongly Agree.
1.
2.
3.
4.
5.
6.
7.
8.
9.
10.
11.

I believe I can accurately understand the comparison texts.
I believe I can accurately identify similarities and differences in the comparison text.
I believe I can accurately understand the causation texts.
I believe I can accurately identify causes and effects in the causation text.
I believe I can accurately identify whether a summary is good or bad.
I believe I can write good summaries in my native language.
I believe I can write good summaries in English.
I believe I can accurately identify signal words for the comparison texts.
I believe I can accurately identify signal words for the causation texts.
I believe I can accurately understand texts with the help of signal words.
I believe I can use signal words to write a good summary.
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I. Attitudes towards Systems
Instructions: We would like to know about your experience with the task. There are
no right or wrong answers. Please answer as honestly as you can and indicate for
each question how strongly you agree or disagree on the following scale:
1 = Strongly Disagree, 2 = Disagree, 3 = Somewhat Disagree, 4 = Somewhat Agree, 5
= Agree, 6 = Strongly Agree.
Cristina
1.
I like Cristina very much.
2.
Cristina spoke in a clear and concise manner, so I can easily understand her
meaning.
3.
Cristina spoke in an academic, professional manner, so I can easily understand her
meaning.
4.
Cristina spoke like an English teacher.
5.
Cristina helped me improve my reading comprehension.
6.
Cristina helped me write a good summary.
7.
Cristina was friendly to me.
8.
I enjoyed reading with Cristina.
Jordan:
9.
I like Jordan very much.
10.
Jordan spoke in a clear and concise manner, so I can easily understand his
meaning.
11.
Jordan spoke in an academic, professional manner, so I can easily understand his
meaning.
12.
Jordan spoke like a peer student.
13.
Jordan helped me improve my reading comprehension.
14.
Jordan helped me write a good summary.
15.
Jordan was friendly to me.
16.
I enjoyed reading with Jordan.
General:
17.
This tutoring system could help me improve my reading comprehension.
18.
This tutoring system could help me improve my summary writing.
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J. Test of Adult Basic Education (TABE)
Passage 1
Instructions: Here is a passage about traveling with your dog. Read the passage.
Then do Numbers 1 through 3.
For dog owners, going on a long vacation presents a problem. Who will take care of the
dog while its owner is traveling? Kennels are expensive, and leaving a dog with friends for
a long period of time can be inconvenient. What is a dog owner to do? With a little
planning, it is possible to take the family dog along on vacation.
When you pack for your trip, you will need to pack for your pet as well. The most
important thing your pet will need include a leash, a name and address tag on its collar,
proof of immunizations, and the food it is used to eating. Take along a bottle of water and
plastic bowl. Many pet stores carry canvas collapsible bowls. You may also want to pack a
toy and a blanket.
Long travel can be distressing for your dog, especially if it has never been in a car before.
Introduce it to the car on short trips before starting on a long one. If a pet carrier will be
used, give your dog a chance to become familiar with it. Feed your dog several hours
before starting your trip, and exercise it just before leaving. On longer trips, it’s a good idea
to stop every few hours at a rest area and allow your dog to exercise.
If you are not traveling by car, there are a few things you should be about taking your dog
along on a trip. Buses allow only seeing-eye dogs. If you are traveling by train or plane,
check with the individual train companies or airlines regarding their pet restriction policies.
Remember that although national parks and most state parks welcome dogs, they must be
kept on leashes at all times. Restrictions vary in private parks, so be sure to check with park
management in advance. Some hotels and motels will accept pets. Again, it is best to check
in advance.
If you plan carefully and prepare for your dog’s traveling needs, your dog will probably
enjoy the trip as much as you do.
Questions
1. According to the passage, dogs must be kept on a leash.
a. At all times
b. In national parks (correct)
c. On buses and trains
d. While riding in the car
2. The purpose of this passage is probably to
a. Teach people about keeping dogs safe in cars
b. Give people tips on how to travel with their dogs (correct)
c. Warn people about the problems of traveling with dogs
d. Explain that nutritional needs of dogs when they are away from home
3. You would most likely find this passage in
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a.
b.
c.
d.

An adventure story
A travel magazine (correct)
A hotel brochure
A kennel advertisement
Passage 2

Instructions: Here is the schedule of the Sunnyvale City Job Fair. Read the schedule.
Then do Numbers 4 through 6.
Sunnyvale City
Job Fair
All scheduled presentations and events will take place in the Main Conference Room, 1st
Floor.
Time
8:00 – 9:00 a.m.
9:00 – 10:00 a.m.
10:00 – 11:30 a.m.
11:30 – Noon
Noon – 1:00 p.m.

February 25
February 26
Registration
Practice Interviews
Guide to the Job Fair
Scheduled Interviews
Résumé Writing
The Sunnyvale Daily News
Lunch (refreshments served) Lunch (refreshments served)
The Computer Industry in
Sunnyvale School District
Sunnyvale
1:00 – 2:00 p.m.
City of Sunnyvale Utilities
Sunnyvale Fire Department
2:00 – 2:30 p.m.
Afternoon Break
Afternoon Break
(refreshments served)
(refreshments served)
2:30 –3:30 p.m.
U.S. Bureau of the Census
Sunnyvale Police
3:30 – 4:30 p.m.
U.S. Army Forces
Job Fair Feedback
Please browse the company booths throughout the day.
Questions
4. The schedule states, “Please browse the company booths throughout the day.”
What does the word browse mean as it is used here?
a. Visit (correct)
b. Shop
c. Open
d. Watch
5. Read the sentence and the question to decide which word best fills the blank.
Paul will ______ the presentation about résumé writing on February 25.
Which of these words shows that Paul will go to the presentation?
a. Close
b. Write
c. Attend (correct)
d. Practice
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6. Which of these events will Anika be able to go to after lunch on February 25th?
a. U.S. Bureau of the Census (correct)
b. Guide to the Job Fair
c. Résumé Writing
d. Sunnyvale School District
Passage 3
Instructions: Here is a passage about chocolate. Read the passage. Then do Numbers
7 through 10.
The Discovery of Chocolate
Before the sixteenth century, Europeans did not know about the delicious taste of
chocolate. Columbus and Cortés brought the beans of the cacao tree back from the New
World. King Ferdinand and Queen Isabella of Spain had no idea that the dull-looking
brown beans would one day become popular throughout Europe and, eventually,
throughout the world.
The scientific name for the cacao fruit is Theobroma cacao, meaning “food of the
gods.” The ancient Maya and Aztecs harvested the fruit for its beans—small,
almond-shaped pods that they fermented and dried. The beans were then ground into a
paste and consumed in a liquid form called chocolatl. However, the drink tasted very little
like modern hot chocolate. In fact, it was quite bitter and was often flavored with unusual
ingredients such as chili peppers. The drink was believed to have magical powers and to
give the person who drank it strength and wisdom. The Aztec Emperor Montezuma was
known to drink 50 portions of chocolatl a day.
When the explorers brought the cacao beans back to Spain, the Aztec chilies were replaced
with sugar, vanilla, and cinnamon. This new version of chocolatl became the favorite of
Spanish royalty. The discovery of chocolate was kept secret in Spain for more than a
century, but after the rest of Europe found out about this treasure, chocolate’s popularity
soared. Enjoyed first as a beverage and eventually as a major ingredient in candy, cakes,
and other sweets, chocolate has earned a place in history. Many chocolate lovers say that its
scientific name fits it perfectly.
Questions
7. Which of these books would probably be the best source of other articles about
chocolate?
a. Foods of the New World (correct)
b. Webster’s New World Dictionary
c. Spanish Cooking Through the Centuries
d. Ancient Ceremonies of the Aztecs and the Maya
8. What is the source of the beans that are used to make chocolate?
a. Cacao trees (correct)
b. Chili plants
c. Almond trees
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d. Coffee bushes
9. What did the ancient Maya and Aztecs often add to the chocolatl they drank?
a. Sugar
b. Almonds
c. Cinnamon
d. Chili peppers (correct)
10. Which of these statements is best supported by the passage?
a. Chocolate tastes better as a candy than it does as a drink.
b. The Aztec emperor thought he was powerful because he drank a lot of
chocolatl.
c. Chocolate was a prized drink long before it became known throughout
Europe. (correct)
d. Only the explorers of the New World knew about chocolate before the
sixteenth century.
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