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Abstract
In 2003 Cohn and Umans introduced a new group-theoretic framework for
doing fast matrix multiplications, with several conjectures that would im-
ply the matrix multiplication exponent ω is 2. Their methods have been
used to match one of the fastest known algorithms by Coppersmith and
Winograd, which runs in O(n2.376) time and implies that ω ≤ 2.376. This
thesis discusses the framework that Cohn and Umans came up with and
presents some new results in constructing uniquely solvable puzzles that
were introduced in a 2005 follow-up paper, and which play a crucial role in
one of the ω = 2 conjectures.
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Chapter 1
Introduction
When studying algorithms for linear algebra, fast matrix multiplication is
perhaps the most important problem with respect to both theory and ap-
plication. Several other tasks can be reduced to some form of matrix mul-
tiplication. As summarized in Bürgisser et al. (1997), computing the de-
terminant and characteristic polynomial are some of the problems whose
complexities are determined entirely by that of matrix multiplication. Ma-
trix multiplication also plays a role in more hands-on problems such as
search engine algorithms. (Brin and Page, 1998)
The naive algorithm for multiplying two n× n matrices requires sum-
ming n terms to compute each of the n2 entries of the product. This means
the algorithm takes a number of steps bounded above by some constant
number times n3, which we write using big-O notation as O(n3). Matrix
multiplication algorithms are often measured in terms of the number of
multiplications required, since this is usually a more expensive operation
in practice than addition. For the first several decades of algorithms re-
search, no better method than the naive one was known. (Robinson, 2005)
The first improvement on the naive algorithm was published in Strassen
(1969). As described in Robinson (2005), to compute the product of two
2n× 2n matrices A, B, Strassen’s algorithm split each factor into four n× n
blocks as follows:
A =
[
X Y
Z W
]
, B =
[
X′ Y′
Z′ W ′
]
.
Obtaining the desired product AB requires computing eight n× n ma-
trix products: XX′, XY′, ZX′, WW ′, YW ′, YZ′, ZY′, WZ′. The ordinary
O(n3) algorithm is equivalent to doing all eight multiplications directly.
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Strassen’s algorithm however takes advantage of the fact that adding ma-
trices is quicker than multiplying them, and instead computes the follow-
ing seven products:
C1 = (X +Y)W ′, C2 = (Z +W)X′, C3 = X(Y′ −W ′), C4 = W(Z′ − X′),
C5 = (X +W)(X′ +W ′), C6 = (Z−X)(X′ +Y′), C7 = (Y−W)(Z′ +W ′).
We can then obtain AB as follows:
AB =
[−C1 + C4 + C5 + C7 C1 + C3
C2 + C4 −C2 + C3 + C5 + C6
]
.
The seven n× n matrix products can be computed recursively with the
same method. A simple running time analysis shows that Strassen’s algo-
rithm runs in O(nlog2 7) time, where log2 7 ≈ 2.807 < 3, meaning that this
is an improvement over the naive algorithm.
Strassen’s ideas and results opened the floodgates for others to attempt
to bring the complexity down farther, and the infimum of all possible expo-
nents on matrix multiplication complexity was eventually given the name
ω. Coppersmith and Winograd (1990) has one of the most efficient known
algorithms with a complexity of O(n2.376), implying ω ≤ 2.376. The algo-
rithm they give defies a concise explanation, but the basic idea is to con-
struct particular polynomial identities that imply a method for comput-
ing linear combinations of a small number of matrix products, similar to
the idea of Strassen’s algorithm but much more streamlined and intricate.
A small improvement on their methods was recently found in Williams
(2011), which obtains ω < 2.3727, the current best known upper bound.
The best known lower bound for ω is 2, a trivial bound obtained by
noticing that there are n2 entries that have to be computed in the product
matrix. Many algorithms researchers believe this bound can be achieved,
as suggested by the multiple conjectures implying ω = 2 in Cohn et al.
(2005) and Coppersmith and Winograd (1990).
Cohn and Umans (2003) presented a new framework for matrix multi-
plication based on finite groups and representation theory. Given a finite
group G and two elements in the associated group algebra C[G], methods
exist for performing the multiplication of two elements α, β ∈ C[G] in an
efficient manner. The method relies on a Fast Fourier Transform (FFT) of a
group G, which breaks the group algebra into a collection of subalgebras
whose elements span the entirety of C[G]. The goal in this new framework
3is to find small groups for which we can embed matrices in the group al-
gebra, and the FFT gives a method for quickly multiplying them with a
potential benefit in overall complexity.
However, when Cohn and Umans (2003) was published it was not yet
known if the framework could be realized to even beat the naive O(n3)
algorithm for matrix multiplication. Cohn and Umans sought the help of
two others, Kleinberg and Szegedy, and eventually succeeded in using their
ideas to duplicate the result of Coppersmith and Winograd (Cohn et al.,
2005). The same paper also describes a rephrasing of a particular approach
to the problem in purely combinatorial terms, using what they call uniquely
solvable puzzles.
In this thesis, we provide a description of the framework of Cohn and
Umans and find some new results that make more use of the computations
in the group algebra. We then discuss the combinatorial problem involving
uniquely solvable puzzles, providing a detailed overview and reinterpre-
tation of the definitions along with a review of current progress in Cohn
et al. (2005) and Alon et al. (2011). This is followed by a few new results
in construction of uniquely solvable puzzles. At the end we provide a new
open problem whose solution may lead to a matrix multiplication algo-
rithm faster than Coppersmith-Winograd or the improvement in Williams
(2011).

Chapter 2
Group-Theoretic Framework
This chapter introduces the group-theoretic approach of Cohn and Umans
(2003) to matrix multiplication.
2.1 Group Algebras
Here we introduce the representation theory needed by Cohn and Umans
(2003). The content follows the treatment of James and Liebeck (1993). A
less didactic text with more focus on applying these ideas to algorithmic
problems can be found in Bürgisser et al. (1997).
For the entirety of this section, G is a finite group. The group alge-
bra C[G], where C denotes the complex numbers, is defined to be the set
of formal linear combinations of elements of G with coefficients from the
complex numbers, with componentwise addition and multiplication rely-
ing on the group operation in G. A general group algebra element takes the
form α = ∑g∈G αgg, where αg ∈ C. If we take a second arbitrary element
β = ∑g∈G βgg, then the product and sum can be formally written as
α+ β = ∑
g∈G
(αg + βg)g,
α · β = ∑
g∈G
(
∑
h∈G
αhβh−1g
)
g.
Group algebras contain a surprising amount of structure. An important
tool for studying them is to examine their CG-submodules. A CG-module
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is a complex vector space V equipped with a definition for multiplication
by group elements of G, so that vg is always defined for v ∈ V, g ∈ G.
This multiplication is required to satisfy several axioms such as associa-
tivity and distributivity; the full definition is in section 4.2 of James and
Liebeck (1993). The only CG-modules we consider are the group algebra
C[G] or its submodules. Notice that a CG-module can also be treated as a
vector space over C, which gives us a natural way of defining its dimen-
sion. We call a nontrivial module V irreducible if its only submodules are
the trivial one {0} or V itself. Irreducible modules are important due to two
results, Maschke’s Theorem and Schur’s Lemma, which are fundamental
to representation theory. The first of these is given below; a proof can be
found in Section 8.1 of James and Liebeck (1993).
Theorem 1 (Maschke’s Theorem). Let G be a finite group, and let V be a CG-
module. If U is a CG-submodule of V, then there exists another CG-submodule
W such that V = U ⊕W.
This theorem allows us to decompose a larger CG-module, such as the
group algebra C[G] itself, by repeatedly breaking down the original mod-
ule V into smaller and smaller submodules until we have eventually writ-
ten it as a direct sum of irreducible modules. Maschke’s Theorem guaran-
tees we never get stuck in the process of doing this because every submod-
ule U has a complement W.
While Maschke’s Theorem guarantees we can do decompositions un-
til we eventually are dealing with irreducible modules, our second result,
Schur’s Lemma, tells us why being able to consider irreducible modules
gives us a lot of power. Before we state it, we define the notion of a CG-
homomorphism, which is simply a linear transformation from a CG-module
to another that also commutes with group elements. That is, if φ is a CG-
homomorphism from V to W, then φ(gv) = gφ(v) for all g ∈ G and v ∈ V.
An isomorphism is as usual a bijective homomorphism. We will also give
Schur’s Lemma without proof; a reader interested in one may refer to Sec-
tion 9.1 of James and Liebeck (1993).
Theorem 2 (Schur’s Lemma). Let V and W be irreducibleCG-modules. If φ is a
CG-homomorphism, then either φ(v) = 0 for all v ∈ V or φ is aCG-isomorphism.
Furthermore, if V = W, then there exists a ∈ C such that φ(v) = av for all
v ∈ V; that is, φ is a scalar multiple of the identity.
Notice that if V and W are nonisomorphic CG-modules, there are no
nontrivial homomorphisms between them.
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We give a quick example to show the power of Schur’s Lemma. Let
H be an abelian group, let V be an irreducible CG-module, and choose
an element x ∈ H. Consider the homomorphism from V to itself such
that φ(v) = xv; note that for this to be a homomorphism x must commute
with all group elements, which is guaranteed to us by G being abelian. By
Schur’s Lemma, φ is an isomorphism and there exists a complex number
λx such that φ(v) = vx = λxv.
However, if we consider all vector subspaces of V, which need only
be closed under scalar multiplication by complex numbers, then we see
that every subspace is actually a submodule. By the assumption that V is
irreducible, there are no nontrivial subspaces of V, so V as a vector space as
dimension 1. Since V is arbitrary, any irreducible CH-module of an abelian
group H has dimension 1. This means that if we use Maschke’s Theorem
to decompose C[H] into irreducible modules as follows,
C[H] =
n⊕
i=1
Vi,
where V1, V2, . . . , Vn are irreducible, then for an abelian group H, all of the
Vi are one-dimensional as vector spaces. With more work, one can also
show that Vi, Vj are isomorphic if and only if i = j.
The reason this decomposition into irreducible modules is important is
because the irreducible modules can be used to construct a special basis of
the group algebraC[G] for which most of the pairwise products of elements
are zero. In the case of abelian groups this basis is simply an element of
each irreducible module, and all the pairwise products are zero. By Schur’s
Lemma, two nonisomorphic irreducible modules V, W have no nontrivial
homomorphisms, so the product of an element of V and an element of W
is always 0. This means we only have to worry about multiplying elements
of two irreducible modules which are isomorphic, and then combine the
results at the end.
As an example of this process, let us examine the cyclic group C4 =
{1, g, g2, g3}. If we analyze the group algebra C[C4], we can eventually
decompose it into four irreducible modules defined as follows:
V1 = {a(1+ g + g2 + g3) | a ∈ C},
V2 = {a(1+ ig− g2 − ig3) | a ∈ C},
V3 = {a(1− g + g2 − g3) | a ∈ C},
V4 = {a(1− ig− g2 + ig3) | a ∈ C}.
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Here i =
√−1. Therefore, for any group algebra element α, we can find
complex numbers α1, α2, α3, α4 such that
α = α1(1+ g + g2 + g3) + α2(1+ ig− g2 − ig3)
+ α3(1− g + g2 − g3) + α4(1− ig− g2 + ig3).
If we similarly represent group algebra element β using complex numbers
β1, β2, β3, β4, then we obtain that
αβ = 4α1β1(1+ g + g2 + g3) + 4α2β2(1+ ig− g2 − ig3)
+ 4α3β3(1− g + g2 − g3) + 4α4β4(1− ig− g2 + ig3).
The multiplication of two arbitrary elements ofC[C4], which is O(n2) when
done in the naive fashion, has been simplified into the multiplication of
four complex numbers and is now O(n). This incredible speedup of group
algebra multiplication that the irreducible submodules give us is the cen-
tral idea of the approach to fast matrix multiplication by Cohn and Umans
(2003).
For nonabelian groups, some complications are introduced. Irreducible
modules may have dimensions higher than 1, and indeed for any positive
integer n there exists a group G whose group algebra has an irreducible
module of dimension at least n. In the case of an irreducible submodule
V of C[G] such that V has dimension n, we find that in the decomposition
of C[G] into irreducible submodules there are always exactly n of these
submodules isomorphic to V, which we call V1, V2, . . . , Vn. This makes the
multiplication of two group algebra elements a little more complicated than
simply |G| complex number products, but one can show that the appropri-
ate arithmetic for these n submodules can be expressed as the product of
two n×n matrices. This applies to the case n = 1 also, which we had above,
because we can view the multiplication of complex numbers as simply the
product of two 1× 1 complex matrices.
All of this culminates in the following central result of the representa-
tion theory of finite groups. This result appears as 13.36 of Bürgisser et al.
(1997), which does not provide a proof but notes that one can be found in
Serre (1986).
Theorem 3 (Wedderburn Decomposition Theorem). For a finite group G,
C[G] can be decomposed into matrix rings,
C[G] ∼=
⊕
i
Cdi×di ,
where the di are the degrees of the distinct irreducible representations of C[G].
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The isomorphism of the Wedderburn Theorem is referred to as a Dis-
crete Fourier Transform or DFT. An algorithm for quickly doing the decom-
position is referred to as a Fast Fourier Transform or FFT.
From the standpoint of algorithmic complexity, knowing the highest
degree of an irreducible submodule is important to determining how quick
the multiplication can be done. Except for the fact that abelian groups have
all di = 1, getting a handle on the degrees of an arbitrary group G is hard.
However, since taking the dimensions of both sides of the above equality
gives us
|G| =
n
∑
i=1
d2i ,
we can be sure that the degree of every irreducible representation is at most√|G|.
The cornerstone of the ideas for matrix multiplication algorithms that
we are focusing on makes use of the FFT to do the difficult work for us.
This is the idea introduced in Cohn and Umans (2003). The linear algebra
operations needed to perform and work with the embedding of matrices
into C[G] do not come for free. As C[G] is a vector space of dimension
|G|, in general the smaller we can get the group G the more the complexity
improves. So in order to come up with better matrix multiplication algo-
rithms, all one has to do is find a group G of small size and an embedded
structure of matrix multiplication.
As an example of the use of the FFT, in Cohn and Umans (2003) a
method for fast polynomial multiplication is described which works by em-
bedding the problem in a group algebra in which polynomial multiplica-
tion can be naturally expressed. If the degree of the polynomials are n, then
the group G can be chosen to be the cyclic group Ck for k ≥ 2n+ 1. The rea-
son this works is that multiplying two polynomials is done by computing
cyclic convolutions of coefficients. In particular, suppose P(x) = ∑ni=0 aix
i,
Q(x) = ∑ni=0 bix
i, and R(x) = P(x)Q(x) = ∑2ni=0 cix
i. Then
ck =
{
∑ki=0 aibk−i k ≤ n,
∑ni=k−n aibk−i k > n.
In the group algebra C[Ck], multiplying two elements has this same struc-
ture to it; we can simply treat the x in P(x), Q(x), R(x) as the generator of
Ck, which gives an exact correspondence between multiplication of poly-
nomials and multiplication in the group algebra C[G]. Because we picked
k ≥ 2n + 1, all of the monomials in R(x) are necessarily distinct in C[G].
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Now that we have the embedding, we use the FFT of C[G] to compute the
product PQ withinC[G] in a fast manner. The resulting algorithm has com-
plexity O(n log n), a huge improvement over the naive algorithm which
requires O(n2) operations.
The original problem of multiplying polynomials can also be expressed
as a problem of multiplying special matrices. If P(x) = ∑ni=0 aix
i and
Q(x) = ∑ni=0 bix
i are degree n polynomials, then we can rewrite these as
particular k× k circulant matrices with k ≥ 2n + 1:
A = M(P) =

a0 a1 · · · an 0 · · · 0
0 a0 · · · an−1 an · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · a0 a1 · · · an
0 0 · · · 0 a0 · · · an−1
...
...
. . .
...
...
. . .
...
a1 a2 · · · 0 0 · · · a0

,
B = M(Q) =

b0 b1 · · · bn 0 · · · 0
0 b0 · · · bn−1 bn · · · 0
...
...
. . .
...
...
. . .
...
0 0 · · · b0 b1 · · · bn
0 0 · · · 0 b0 · · · bn−1
...
...
. . .
...
...
. . .
...
b1 b2 · · · 0 0 · · · b0

.
(Here the lower left corners of each matrix contain a triangle of potentially
nonzero coefficients with bottom row reading a1, a2, . . . , an and each suc-
cessive row omitting one element from the beginning.)
The product AB gives a new k× k circulant matrix, and the coefficients
of the polynomial obtained by multiplying P(x)Q(x) can be read off of the
first row of this resulting matrix, in the same way that the coefficients of
P(x) can be read from the first row of A. Note that this does not create a full
embedding of polynomials into a set of matrices, since the dimensions of
each matrix depend on the degree of the polynomials being multiplied. But
the goal is to obtain an algorithm that can efficiently handle any individual
instance of polynomial multiplication, and the above scheme is powerful
enough for this purpose.
That this particular form of matrix has a highly efficient multiplication
is a special case of a more general result. Let G = {g1, g2, . . . , gr} be a finite
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group of r elements. We can define the matrix
A =

ag1g−11 ag1g−12 ag1g−13 · · · ag1g−1r
ag2g−11 ag2g−12 ag3g−13 · · · ag2g−1r
ag3g−11 ag3g−12 ag3g−13 · · · ag3g−1r
...
...
...
. . .
...
agr g−11 agr g−12 agr g−13 · · · agr g−1r
 .
where of course ag = ah if g = h in the group G. This is known as a
G-circulant matrix (Diaconis, 1988). A way to characterize it is that if we
write out a group multiplication table for G as below, with inverses in the
columns, the result is structured identically to A.
g−11 g
−1
2 g
−1
3 · · · g−1r
g1 g1g−11 g1g
−1
2 g1g
−1
3 · · · g1g−1r
g2 g2g−11 g2g
−1
2 g3g
−1
3 · · · g2g−1r
g3 g3g−11 g3g
−1
2 g3g
−1
3 · · · g3g−1r
...
...
...
...
. . .
...
gr grg−11 grg
−1
2 grg
−1
3 · · · grg−1r
Furthermore, there exists a straightforward way to embed A into the
group algebra C[G]; if we let f be this embedding, then
f (A) = ag1 · g1 + ag2 · g2 + · · ·+ agr · gr,
and the essential property that f (A) f (B) = f (AB) holds. In fact, the naive
methods for both multiplying two group algebra elements and multiplying
two matrices will obtain the same linear combinations of elements in the re-
sults and do the same additions and multiplications. But since we have the
FFT for multiplying elements in C[G], the embedding leads to an improve-
ment in complexity. Notice that the example of polynomial multiplication
is a specific case of this for when the group is cyclic.
One question that may arise at this point is the cost of these opera-
tions with regard to practical use of matrix multiplication algorithms. In
Gonzalez-Sanches et al. (2009) the observation is made that the compu-
tations associated with transforming the matrices into group algebra ele-
ments and extracting the product matrix out of the result are extremely ex-
pensive in practice, although from the standpoint of theoretical computer
science they are merely constants to be ignored. Some of the problems with
12 Group-Theoretic Framework
practical use may be ameliorated by taking advantage of the result that
group-based matrix multiplication algorithms are stable, proven in Holtz
et al. (2007), which makes numerical approximations viable, and the au-
thors of Gonzalez-Sanches et al. (2009) present some approaches to improv-
ing some of the intermediate computations. But currently practical imple-
mentations of these group-based algorithms are infeasible. Coppersmith
and Winograd’s algorithm is also inviable in practice, and Strassen’s algo-
rithm continues to be the most efficient algorithm for multiplying large ma-
trices in actual applications (Coppersmith and Winograd, 1990; Robinson,
2005). The matrix multiplication algorithms with the best known complex-
ity are currently only of theoretical importance.
2.2 Triple Product Property
This section introduces the methods used to allow the FFT to be used on the
problem of multiplying two arbitrary square matrices. This section follows
Cohn and Umans (2003), the original paper where the ideas were intro-
duced.
For the problem of multiplying arbitrary n × n matrices, the group-
theoretic approach proceeds by embedding the matrices into a group al-
gebra C[G] which has a multiplicative structure matching that of matrix
multiplication and using the group’s FFT to obtain a fast algorithm. Before
giving the full general method, we begin with an example of a group that
contains the needed structure for multiplying 2× 2 matrices.
Consider the group D8, the dihedral group with eight elements. One
way to view the elements of this group is as the symmetries of a square,
with both rotations and reflections allowed. Another way is to use the
group’s presentation, which is that there are two generators x and y satisfy-
ing x4 = 1, y2 = 1, xy = yx−1. All elements of the group can be expressed
as a product of a sequence of x, x−1, y, y−1 factors, with two elements equal
if they can be shown equal through the aforementioned identities. These
two perspectives on the group are related by the fact that x can be viewed
as a 90 degree rotation and y as a reflection. Indeed, one can check geo-
metrically that if a 90 degree rotation is performed and then followed by a
reflection, then this is the same as doing the reflection first and then the 90
degree rotation in the other direction, which is a description of the identity
xy = yx−1.
We want to use D8 in order to multiply two 2× 2 matrices. Let these
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two matrices be A and B, with the following entries and product:
A =
[
a11 a12
a21 a22
]
, B =
[
b11 b12
b21 b22
]
,
AB =
[
a11b11 + a12b21 a11b12 + a12b22
a21b11 + a22b21 a21b12 + a22b22
]
.
Consider the following 2-element subsets of D8: S = {1, x}, T = {1, y},
U = {1, x2y}. We embed A and B into the group algebra C[D8] as follows:
A =
( 1 y
1 a11 a12
x−1 a21 a22
)
7→ α = a11 · 1+ a12y + a21x−1 + a22x−1y,
B =
( 1 x2y
1 b11 b12
y−1 b21 b22
)
7→ β = b11 · 1+ b12x2y + b21y + b22x2.
Here we obtain α by making aij the coefficient of the inverse of the ith el-
ement of S times the jth element of T. Likewise we obtain β by putting
bij in front of the inverse of the ith element of T times the jth element of
U. When we compute αβ, this construction results in all the terms of each
entry in our matrix product being collected together in front of the same
group element, as shown below:
αβ = (a11 · 1+ a12y + a21x−1 + a22x−1y)(b11 · 1+ b12x2y + b21y + b22x2)
= (a11b11 + a12b21) · 1+ (a11b12 + a12b22)x2y + (a21b11 + a22b21)x−1
+ (a21b12 + a22b22)xy + (a11b21 + a12b11) · y + (a11b22 + a12b12)x2
+ (a21b21 + a22b11)x−1y + (a21b22 + a22b12)x.
Notice that the first four coefficients here are the entries of our product
matrix AB after combining all like terms. As a result, we can compute
AB simply by reading off the coefficients of these group elements, all of
which take the form of an inverse of an element of S times an element of
U. This is no accident: if we generalize the above construction and let
S = {s1, s2, . . . , sm}, T = {t1, t2, . . . , tn}, U = {u1, u2, . . . , up}, which means
A has dimensions m× n and B has dimensions n× p, then in αβ the term
aijbjk is in front of the group element s−1i tjt
−1
j uk = s
−1
i uk, and indeed aijbjk
is one of the terms in the ith row and kth column of the product matrix. The
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construction very deliberately forces the correct sum of terms to show up
in the product of group algebra elements.
However, there is an issue that can crop up. While in the above example
the only terms to show up in the coefficients of the group elements we read
the product from were the ones we needed, a bad choice of S, T, U can
lead to extra terms showing up. If instead of U = {1, x2y} we had chosen
U′ = {1, xy} and used it and T to embed the matrix B as β′, then
αβ′ = (a11 · 1+ a12y + a21x−1 + a22x−1y)(b11 · 1+ b12xy + b21y + b22x−1)
= (a11b11 + a12b21) · 1+ (a11b12 + a12b22)xy
+ (a21b11 + a22b21 + a11b22 + a12b12)x−1
+ (a21b12 + a22b22 + a11b21 + a12b11)y
+ (a21b21 + a22b11)x−1y + (a21b22 + a22b12)x2.
Here some of the entries in our product, specifically a21b11 + a22b21 and
a21b12 + a22b22, have been lumped together with other terms that do not
appear in the matrix product at all, and obtaining the entries of the product
matrix is no longer possible to do efficiently.
This leads naturally to the question of what went wrong here and how
can it be avoided. As before, let S = {s1, s2, . . . , sm}, T = {t1, t2, . . . , tn},
U = {u1, u2, . . . , up}. If we could show that any 6-tuple of indices i, j, k,
i′, j′, k′ with s−1i tjt
−1
j′ uk = s
−1
i′ uk′ implies that i = i
′, j = j′, k = k′, then this
would be enough to show that the only terms in the coefficient of s−1i uk
are those that we are looking for. As it turns out, the triple S = {1, x},
T = {1, y}, U = {1, x2y} does satisfy this property. However, the triple
S = {1, x}, T = {1, y}, U′ = {1, xy} does not satisfy this property since we
have 1 · y · 1 · 1 = x−1 · xy, among other counterexamples.
The condition above is called the Triple Product Property in Cohn and
Umans (2003). We now give its formal and general definition.
Definition 1. Let G be a finite group. For S a nonempty subset of G, define Q(S),
the quotient of S, to be all elements of the form s1s−12 where s1, s2 ∈ S. We say
that the triple of subsets S1, S2, S3 ⊆ G satisfy the triple product property if
q1q2q3 = 1 implies q1 = q2 = q3 = 1, where qi ∈ Q(Si) for i = 1, 2, 3.
As an example of working with this definition, we give here a full tech-
nical demonstration of why our earlier triple of subsets for G = D8, with
S1 = {1, x}, S2 = {1, y}, and S3 = {1, x2y}, satisfies this property. Note
that S2 and S3 are subgroups, so Q(S2) = S2 and Q(S3) = S3. Furthermore
their intersection is trivial, so if we consider the solutions to q2q3 = 1 with
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qi ∈ Q(Si), taking q2 6= 1 would force the product to be contained in the
coset q2S3, which is not equal to S3 because q2 /∈ S3. The same holds for
q3 6= 1.
Finally, let H be the subgroup generated by S2, S3, and observe that
Q(S1) = {1, x, x3}. Again, we have H∩Q(S1) trivial, so if we choose q1 6= 1
in q1q2q3 = 1, the product is contained in q1H and cannot be the identity.
So q1 = 1, and combining this with the work of the previous paragraph
finishes the proof. Therefore q1q2q3 = 1 implies q1 = q2 = q3 = 1 and the
triple product property is satisfied.
Notice that there is no requirement that any of the subsets be a sub-
group, as in the case of S1 here, although as we have seen it can simplify
the arguments needed to prove the property holds for a given triple.
As our work in the previous example suggests, finding a triple of sub-
sets satisfying this property immediately leads to a way of embedding ma-
trices into the group algebra so that we may use the FFT. The next result,
which is Theorem 2.5 in Cohn and Umans (2003), makes this precise.
Theorem 4. Suppose G is a group with subsets S1, S2, S3 satisfying the triple
product property. Then the complexity of multiplying |S1| × |S2| and |S2| × |S3|
matrices is no worse than the complexity of multiplying two elements of the group
algebra C[G].
Therefore, to obtain a fast matrix multiplication algorithm for n× n ma-
trices, we need only exhibit a small group G and three n-element subsets
satisfying the triple product property.
2.3 Extraneous Group Algebra Computations
This section presents new results, particularly Theorem 5, about making
additional use of the triple product property and the group algebra com-
putations.
Let us return to our example using the group G = D8, with subsets
S1 = {1, x}, S2 = {1, y}, S3 = {1, x2y}:
αβ = (a11 · 1+ a12y + a21x−1 + a22x−1y)(b11 · 1+ b12x2y + b21y + b22x2)
= (a11b11 + a12b21) · 1+ (a11b12 + a12b22)x2y + (a21b11 + a22b21)x−1
+ (a21b12 + a22b22)xy + (a11b21 + a12b11) · y + (a11b22 + a12b12)x2
+ (a21b21 + a22b11)x−1y + (a21b22 + a22b12)x.
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When multiplying αβ in the group algebra, we have done a number of other
computations that are remaining completely unused. This is unsurprising
since when taking the product of two matrices in general we do not require
the product of every possible pair of entries. So while the coefficients on the
other four group elements in αβ are necessarily computed when we do the
multiplication within C[D8], they are unused by our algorithm. In general,
because each n × n matrix results in n2 terms when embedded into the
group algebra, their product in the group algebra has n4 scalar products,
and we only need n3 of them to compute the product matrix. So we are
computing n times as many products as we need.
However, for this particular example the coefficients actually have some
structure to them also. In particular, if we define
A′ =
( y 1
1 a12 a11
x−1 a22 a21
)
,
where the column labels have been multiplied by y, then we can notice that
the unused coefficients of αβ show up perfectly in
A′B =
( 1 x2y
y a11b21 + a12b11 a11b22 + a12b12
x3y a21b21 + a22b11 a21b22 + a22b12
)
.
Here the only change we have made to the group element indexing is to
multiply both row labels by y. This is a result of a certain amount of struc-
ture present in the triple product subsets we constructed.
The following theorem shows what conditions need to be satisfied in
order for us to find such structure in the unused terms of the group alge-
bra multiplication. The conditions involve the normalizer NG: recall that
NG(S) for a subset S ⊆ G is the set of all elements g such that gsg−1 ∈ S for
all s ∈ S.
Theorem 5. Suppose S1, S2, S3 ⊆ G satisfy the triple product property allowing
us to multiply |S1| × |S2| and |S2| × |S3| matrices, with the further conditions
that S2 is a subgroup and that either S1 or S3 is a subset of NG(S2). Let A and B
be matrices of these dimensions, respectively, and let α andβ be their group algebra
embeddings in C[G]. Let m = |S1| · |S3|, the number of entries in AB. Then
there exists a set T of |S2| disjoint m-term sequences of group elements of G, such
that for each sequence g1, g2, . . . , gm in T, the coefficients of g1, g2, . . . , gm in the
group algebra element αβ give the entries in the product of a permutation of the
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columns of A with B. The sequence of T that contains the identity is the one that
corresponds to the actual product AB.
Proof. Let S2 = {t1, t2, . . . , tn} (so |S2| = n) in such a way that the columns
of A are labeled t1, t2, . . . , tn in that order. Choose an arbitrary ti. Permute
the columns of A to get the matrix A′ so that the column labels become
t−1i t1, t
−1
i t2, . . . , t
−1
i tn, but leave B unchanged. We claim αβ contains the en-
tries of A′B as coefficients. Specifically, take the m group elements s−1t−1i u
for s ∈ S1, u ∈ S3. Verifying the right terms show up in front of these group
elements in αβ is a straightforward consequence of the construction.
What remains to be shown is that if s−1tiu = s′−1tju′, then s = s′, ti =
tj, u = u′, meaning that there is no interference in the construction above.
Without loss of generality, take S1 ⊆ NG(S2); otherwise we may just in-
vert the whole product. Rewrite this as t−1j s
′s−1tiuu′−1 = e. Since S1 ⊆
NG(S2), t−1j s
′s−1 = s′s−1t′j for some t
′
j ∈ S2. So our equation becomes
s′s−1t′jtiuu
′−1 = 1. Since t′jti ∈ S2 = Q(S2), by the Triple Product Property
the only solution to this is if s′s−1 = 1, t′jti = 1, uu
′−1 = 1. So in particular
s = s′, u = u′. It is straightforward to see that ti = tj as a consequence of
this and the original equality.
Although the condition regarding the normalizer NG(S2) is awkward
and significantly reduces the elegance of the result, it is a necessary hypoth-
esis. We present a counterexample that only fails the normalizer condition
and does not satisfy the conclusions of the theorem. Consider the group
G = D6, the dihedral group of 6 elements with generators x, y satisfying
x3 = 1, y2 = 1, xy = yx−1. This group can alternately be viewed as S3, the
permutation group of a three element set. Take the three subsets:
S = {1, xy}, T = {1, y}, U = {1, x2y}.
We first verify the triple product property. All three of these subsets are
subgroups, so Q(S) = S, Q(T) = T, Q(U) = U. So for these subsets to
satisfy the triple product property, we need stu = 1 for s ∈ S, t ∈ T, u ∈ U
to imply that s = t = u = 1. One can check easily that of the eight possible
ways to choose s, t, u, only s = t = u = 1 gives a product of 1. On the
other hand, observe that xy · y · x2y = 1 · y · 1, which along the lines of the
proof of Theorem 5 gives a solution to s−1tiu = s′−1tju′ that has s 6= s′
and u 6= u′. So despite T being a subgroup and S, T, U satisfying the triple
product property, we are not able to use the theorem’s method of making
use of all n4 terms of the group algebra product.
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Here is another such counterexample, which makes use of the group
G = S4, the permutation group of a four element set. The elements are
written in terms of cycle notation:
S = {1, (14)}, T = {1, (123), (132)}, U = {1, (34)}.
We leave the details of verifying that this is another counterexample to the
reader.
The theorem in the previous section can also be phrased in a more gen-
eral and elegant fashion if we work with tensors, which can be viewed as
a multidimensional generalization of vectors and matrices. The setup here
follows Kolda and Bader (2009).
Definition 2. A tensor of order k is a k-dimensional array of elements of a field F.
Each dimension is referred to as a mode. Let X be such a tensor, and suppose its
dimensions are d1, d2, . . . , dk. We write X ∈ Fd1×d2×···×dk . We write each entry
of X as xi1,i2,··· ,ik for 1 ≤ ij ≤ dj for each j = 1, 2, . . . , k.
A fiber of a tensor X is a one-dimensional subarray of X and can be viewed as
the analogue of rows and columns of matrices. Formally, they can be written as the
elements xi1,i2,··· ,ik where all of the indices ij are fixed except for one of them, and
this particular ij is allowed to run from 1 to dj. This would be one of the mode j
fibers.
A slice of a tensor is a two-dimensional subarray of X , which on its own forms
a matrix. Similar to the above, they can be expressed formally as the elements
xi1,i2,··· ,ik where all but two of the indices are fixed.
Due to their complicated structure, defining multiplication of two ten-
sors which are of order three or higher is much more awkward than defini-
tions of ordinary matrix multiplication and is outside the scope of this pa-
per. However, the multiplication of tensors by matrices or vectors is within
reach and useful for our purposes.
Definition 3. Let X be a tensor of order k with dimensions d1, d2, . . . , dk. Let
j be a positive integer less than or equal to k. The j-mode matrix product of
the tensor X with a matrix M in Fdj×d′ is defined by taking each of the mode j
fibers of X as vectors and replacing each one by its product with M in the ten-
sor. The resulting tensor, written as X ×j M, is an order k tensor contained in
Fd1×d2×···×dj−1×d
′×dj+1×···×dk .
This language allows us to provide a restatement of Theorem 5.
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Theorem 6. Let G be a finite group and let S1, S2, S3 be subsets of G satisfying
the triple product property where S2 is a subgroup of G and either S1 or S3 is a
subset of NG(S2). Suppose that M is an |S2| × |S3| matrix, X is a tensor of order
3 with dimensions |S1|, |S2|, |S2| (so X ×3 M has dimensions |S1|, |S2|, |S3|), and
the slices along modes 2 and 3 all form S2-circulant matrices. Then using the
group algebra and triple product property to multiply M by any mode 1,2 slice of
X computes the entire 3-mode matrix product X ×3 M.
Note that in constructing the tensor X , we stack A and its permuted
forms along modes 1 and 2. It can be checked that the constraints on the
permutations of A in the statement of Theorem 5 are equivalent to the mode
2 and 3 slices of X being S2-circulant. Therefore, this is equivalent to The-
orem 5, with the benefit of being a bit more obvious about what the |S2|
disjoint sequences are. Also note that in computing this tensor we make
use of all |S1||S2|2|S3| terms that were calculated in the product of the two
group algebra elements, so this result is the best possible in terms of how
much more computation we can get for free.
A natural question to ask at this point is whether Theorem 5 has a natu-
ral application. In situations where fast computation of matrices is desired,
is there any situation in which we might also be interested in also multiply-
ing by the permuted matrices that appear in the statement of the theorem?
At the moment this remains an open question.
Another possible approach to making use of Theorem 5 has to do with
finding a special class of matrices for which there are algorithms based on
the triple product property that can multiply these matrices particularly
quickly. Assuming that such methods existed so that we can quickly mul-
tiply an arbitrary matrix A by a certain class of matrices from a set X in a
way that allows us to use Theorem 5, we might be able to obtain speedups
for a much broader class of matrices. If for a matrix B ∈ X we let B = B1
and take B1, B2, B3, . . . , Bn to be the permuted forms, then for any linear
combination of these matrices,
C = c1B1 + c2B2 + · · ·+ cnBn,
we have a very fast algorithm for quickly multiplying AC. After obtaining
the decomposition above, we multiply A by B1, which we assumed to be
fast. This obtains for free the products AB1, AB2, . . . , ABn. We then sum up
these products with the appropriate coefficients to obtain the final product
AC.
The only question is what such a class of matrices X might look like.
One natural guess is those matrices which have a zero coefficient in front
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of the highest degree irreducible submodules in the FFT. In investigating
this, two computations were done using the symmetric group S3 and S4.
For S3, the triple product subsets were the following two-element subsets:
S1 = {1, (12)}, S2 = {1, (13)}, S3 = {1, (23)}.
The degrees of the irreducible modules of S3 are 1, 1, and 2. When one
takes an arbitrary 2 × 2 matrix, uses the above subsets to embed it into
C[S3], and projects it onto the subspace orthogonal to the two-dimensional
representation, the zero matrix is always obtained. For S4, the results were
similar. The degrees are 1, 1, 2, 3, and 3, so we attempted to project onto the
subspace orthogonal to both three-dimensional representations. Using the
following three-element subsets gave that only the zero matrix embedded
into this subspace:
S1 = {1, (123), (132)}, S2 = {1, (124), (142)}, S3 = {1, (1324), (1423)}.
So these computations suggest this approach is much too restrictive.
However, in these examples we eliminated a particularly large portion of
the group algebra, reducing the dimension by at least a factor of three.
If the size of our matrices is n × n, then the space V formed by the im-
age of embedding all possible 3 × 3 matrices forms a subspace of C[G]
with dimension n2. If we eliminate irreducible modules with dimensions
d1, d2, . . . , dk then the orthogonal subspace W we are projecting onto has
dimension |G| − d21 − d22 − · · · − d2k . It is a simple result of linear algebra
that V ∩W has dimension at least dim V + dim W − |G| because they are
both subspaces of C[G] which has dimension |G|. Therefore, if we choose
d1, d2, . . . , dk so that d21 + d
2
2 + · · ·+ d2k < n2, we can guarantee that V ∩W is
a nontrivial vector space of matrices for which we have a faster algorithm.
Another possible refinement of the above example is to have the compo-
nents of the highest degree irreducible modules become diagonal matrices
instead of the zero matrix. Besides increasing the dimension of the orthog-
onal subspace we are projecting onto without a big hit to performance, the
results of this approach would change with the choice of the isomorphic
copies of the irreducible submodules we are attempting to get rid of, and
we could tailor this choice to maximize the dimension of the set X of ma-
trices that we obtain in the final computation.
Chapter 3
Uniquely Solvable Puzzles
Two years after Cohn and Umans (2003), a follow-up paper Cohn et al.
(2005) with the same authors along with Balasz and Szegedy was pub-
lished. This paper introduced a combinatorial approach, that of construct-
ing uniquely solvable puzzles (USPs), to finding matrix multiplication al-
gorithms. In this chapter we provide an exposition and some new results
regarding USPs.
3.1 Definition and Understanding
USPs are one approach available to attacking the problem of constructing
groups and subsets satisfying the triple product property. The motivation
of USPs is that one family of groups that has given promising results are
semidirect products of abelian groups with symmetric groups. USPs cor-
respond to a particular case of this construction in a way that allows for
phrasing all the needed constraints in a combinatorial setting.
The formal definition for USPs that can be found in Cohn et al. (2005) is
particularly opaque and difficult to get a handle on. Below we give this def-
inition as it appeared originally, and then we spend some time discussing
it in more concrete terms and illuminating the intuitions one should have
about USPs.
Definition 4. A uniquely solvable puzzle (USP) of width k is a subset U of
{1, 2, 3}k satisfying the following property. Let Sym(U) denote the ways of per-
muting the elements of U, so that it is isomorphic to S|U|. The condition is that
for all permutations pi1,pi2,pi3 ∈ Sym(U), either we have pi1 = pi2 = pi3 or
there exists a u ∈ U and i ∈ {1, 2, . . . , k} such that for at least two j ∈ {1, 2, 3},
(pij(u))i = j is true.
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3 3 3 3 3 3
1 3 3 2 3 3
3 1 3 3 2 3
1 1 3 2 2 3
3 3 1 3 3 2
1 3 1 2 3 2
3 1 1 3 2 2
1 1 1 2 2 2
Figure 3.1 Example USP from Cohn et al. (2005).
The next few pages explain and reinterpret this definition in much more
intuitive terms. First, we provide some auxiliary definitions. These do not
introduce any new concepts and merely provide another perspective on the
content of Definition 4.
Definition 5. A USP candidate of width k is a subset U of {1, 2, 3}k, which we
imagine as a grid with k columns and |U| unordered rows each of whose entries is
from the set {1, 2, 3}. For u ∈ U, i ∈ {1, 2, . . . , k}, we refer to the element in the
ith column of the row u by writing ui.
Let U be a USP candidate and let (pi1,pi2pi3) be three permutations of the rows
of U. Let ui be an element of the grid U. We say (pi1,pi2,pi3) satisfy the USP rule
for this position if for at most one j ∈ {1, 2, 3} we have (pij(u))i = j is true.
It is straightforward to prove from these definitions that a USP candi-
date U is then a USP if and only if a triple of permutations (pi1,pi2,pi3)
satisfying the USP rule for all positions implies that pi1 = pi2 = pi3. In this
way we can think of a USP as being a puzzle which has only one solution
under the constraints of the USP rule, and a USP candidate as an object of
the same structure but which may or may not have a unique solution.
Below is an example USP viewed with the grid visualization described
in Definition 5. This example is the same as the one presented in Cohn et al.
(2005). It is a USP of width 6 and size 8.
We now turn our attention to the USP rule. The first thing to note is that
the constraints it imposes on pij for j ∈ {1, 2, 3} mean that for pij, only the
js in the grid are important. That is, it only matters whether the number
contained in (pij(u))i is a j or not. Also, while the USP rule speaks in terms
of the permutations pi1,pi2,pi3 moving around entire rows of the table, it
is better to think of them as moving around the fragments of rows that
contain only their own number. That is, when pij is permuting rows, we
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Figure 3.2 Pieces of the USP in Figure 3.1.
only care whether each cell has a j or not. A reimagining of the above USP
with respect to these ideas is shown in Figure 3.2.
So while each pij is defined as a permutation that moves around entire
rows of the USP, a much better perspective is that it is merely reordering
the rows of the jth grid above.
Imagine breaking the USP into three separate grids with all occurrences
of j in each one, just as shown above. Each pij moves around the rows
of one of the grids independently of the others, and then the three grids
are superimposed. The selection of u, i is the same as selecting a row and
column respectively of the resulting table. Satisfying (pij(u))i = j is equiva-
lent to the grid having a j in the selected position. The USP rule’s constraint
that at most one of (pij(u))i = j is true means there is no overlap between
the three permuted rows. The negation of the USP rule, that at least two
of (pij(u))i = j are true, which is the same language in the original defini-
tion (Definition 4), refers to the case where two of the permuted rows do
overlap. So we can imagine each row of each grid as a jigsaw piece which
must be fit with the others in a nonoverlapping fashion. We refer to these
overlaps as collisions.
The definition for a USP states that if the USP rule is satisfied for all po-
sitions, we must have pi1 = pi2 = pi3. That is, all of the rows are permuted
in the same fashion, and the resulting table is merely a reordering of the
rows of the original one. If we imagine a USP candidate as a puzzle to be
solved under the constraints of the USP rule, then a USP is one in which
the only solution is the original grid that arises from pi1 = pi2 = pi3. This is
the motivation for the name uniquely solvable puzzle.
As an example of working with these conditions, we give a technical
demonstration that the grid shown above is in fact a USP in this frame-
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Figure 3.3 Pieces of the USP in Figure 3.1 with 3s placed.
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Figure 3.4 Pieces of the USP in Figure 3.1 with 3s and a row of 1s placed.
work. We first assume without loss of generality that pi3 = 1, the iden-
tity, because considering each triple (pi1,pi2,pi3) is equivalent to consider-
ing (pi1ρ,pi2ρ,pi3ρ) for some ρ ∈ Sym(U). Choose ρ = pi−13 . pi1ρ,pi2ρ are
still arbitrary permutations while pi3ρ is forced to be 1. So this leaves us in
the state of Figure 3.3.
The intent of Figure 3.3 is to show the resulting superimposed table,
currently incomplete, in the center, with the remaining pieces to be fit in on
the two sides. We have pi3 = 1, so we know where all the 3s go in the table
already, and these have been inserted in the center table.
Consider now how we are to fit the row with three 1s into the table.
Because all rows of the table contain a 3 in one of the first three columns
except the last, attempting to fit the row with three 1s into anywhere else
would cause a collision. So we know that row must be assigned to the last
position. This can be written into the resulting table, as shown in Figure 3.4.
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Figure 3.5 Pieces of the USP in Figure 3.1 with 3s and 1s placed.
Now consider any row with two 1s. Again, we find there is only one
position that it can go in, since the last row has been filled. We similarly
find afterwards that each of the rows with one 1 has only one position left
in what remains, giving us the state shown in Figure 3.5.
Since the structure of the pieces with 2s are the same as those with 1s,
just in a different set of columns, it should also be clear that they can be
uniquely assigned. This shows the grid does in fact have a unique solution
under the USP rule, and so it is a USP.
We make one additional note about the case in which two pieces, or
rows, are identical, meaning they have the same number and configuration.
In this case, we can have that pij be the permutation only swapping those
two rows, which causes no change to the grid, and then having the other
two permutations be the identity. This results in a grid matching the origi-
nal USP, meaning no collisions, and it also does not satisfy pi1 = pi2 = pi3.
So this can never be a valid USP. The analogy is to a jigsaw puzzle in which
two pieces are completely indistinguishable. Such a puzzle can be said not
to have a unique solution either.
Recall that we defined the notion of a USP for the eventual purpose of
finding groups and subsets satisfying the triple product property. How-
ever, with respect to this goal, USPs themselves are just a preliminary con-
cept. To actually obtain groups and triple product property subsets we
instead need something called a strong USP, which we define now.
Definition 6. Let U be a USP candidate and let (pi1,pi2,pi3) be three permuta-
tions in Sym(U) which act on the rows of U. Let u ∈ U, i ∈ {1, 2, . . . , k} refer to
a position in the grid U. We say (pi1,pi2,pi3) satisfy the strong USP rule for this
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position if the number of j ∈ {1, 2, 3} satisfying (pij(u))i = j is 0, 1, or 3 (i.e.,
not 2).
A USP candidate U is a strong uniquely solvable puzzle (USP) if the only
triples of permutations (pi1,pi2,pi3) that satisfy the strong USP rule for all posi-
tions are those with pi1 = pi2 = pi3.
In the jigsaw puzzle framework shown above, this means that we are
now accepting more solutions in which pieces do overlap, provided every
space of overlap has all three of the pieces superimposed on each other. Call
such an occurrence an omnicollision. The USP rule does not allow collisions
of any kind; the strong USP rule allows them only if they are omnicolli-
sions.
In the case of the example USP just discussed, there is no column in the
grid that contains all three numbers. Therefore it is not possible to have an
omnicollision anywhere in the grid, regardless of how the three permuta-
tions are chosen. In this case the strong USP rule reduces to the USP rule,
so the grid being a USP implies that it is also a strong USP.
The complications of working with strong USPs are made abundantly
clear later when we discuss attempts to construct USPs, but one insight into
this can be made clear right away. The USP rule states that the number of
solutions to (pij(u))i = j must be one or zero. However there are k · |U|
spaces in the grid to fill and k · |U| numbers in the jigsaw pieces to place.
So by the pigeonhole principle, one number has to be assigned to every
space, and therefore there can be no blank spaces in the superimposed grid.
This observation is often quite helpful when proving a USP candidate is an
ordinary USP, as any case that forces a space to be left blank results in a
contradiction.
However, for strong USPs, the new rule allows for omnicollisions. That
is, it is possible for (pij(u))i = j to have three solutions. As a result, it is
possible for an alternate solution to a strong USP to have blank spaces, if
there are an appropriate number of ui such that (pij(u))i = j is true for
j = 1, 2, 3. It is this possibility that presents the greatest challenge in strong
USP construction. Not being able to eliminate possible alternate solutions
from the fact that they leave spaces blank greatly reduces the availability
of methods for proving a USP candidate is a strong USP, and hence for
constructing strong USPs in general.
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3.2 Application
We now describe the link between this combinatorial problem and the orig-
inal one of finding groups and triples of subsets, following the methods of
Cohn et al. (2005). After the exposition is complete, we give a new result,
Theorem 8, that can aid attempts to construct strong USPs.
Fix an integer m ≥ 3. Suppose we have a strong USP U of width k; recall
that U is technically defined as the set of rows. Let H be the set of functions
from U × {1, 2, . . . , k} to the cyclic group of m elements Cm, and view H
as an abelian group with an operation of pointwise addition. Intuitively,
we can view an element of H as a grid of rows and columns with the same
dimensions as the strong USP U. The two differences are that each cell is
an element of Cm instead of an element of {1, 2, 3}, and we have defined a
way to add two grids together.
It is worth making some brief remarks about the integer m at this point.
For now the reader should be content to treat this as an unspecified parame-
ter. Its application comes up in Theorem 7, which relates USP constructions
to ω directly. We further discuss the mysterious m after stating that result.
Recall that Sym(U) is the set of permutations of the rows of U. We
want to consider the action of Sym(U) on H. Naturally, for a permutation
pi ∈ Sym(U) and a grid h ∈ H, pi acts on h by permuting the rows of h.
This action is formally defined by
pi(h)(u, i) = h(pi−1(u), i),
where u ∈ U and i ∈ {1, 2, . . . , k} as usual represent a position in the grid
h.
Let the group G be the semidirect product of H with Sym(U), using the
automorphism induced by the action defined above. One way to under-
stand G is that we take any grids with the same dimensions as the USP U,
as in H, and allow the group operation to either move rows around or add
two grids by superposition.
Now that we have our group G, we also need to define the three subsets
S1, S2, and S3 satisfying the triple product property, which is where we use
the entries of the USP. To define Si for i ∈ {1, 2, 3}, include those elements
g ∈ G with g = pih where pi ∈ Sym(U), h ∈ H, subject to the condition that
h’s grid entries are nonzero if and only if the corresponding position in the
USP U has an i. There are no restrictions on the permutation pi.
In Figure 3.6, we show an example of a small USP U on the left next to
a couple example elements from H, where m = 3 so that grids in H have
28 Uniquely Solvable Puzzles
3 3 3 3
1 3 2 3
3 1 3 2
1 1 2 2
0 0 0 0
2 0 0 0
0 2 0 0
1 2 0 0
0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 2
Figure 3.6 Small USP (left) and two example elements of the group H.
entries from {0, 1, 2}. Here, the element of H shown in the center is also
a member of S1, but the element on the right is not a member of S2, much
less S1 or S3, because it has a 0 in one of the positions where the USP has a
2. One can see that for this USP, |S1| = |S2| = 24 and |S3| = 28.
The constraints U must satisfy to be a strong USP implies that these
subsets satisfy the triple product property. This is Proposition 3.5 in Cohn
et al. (2005); we reproduce the argument here. It is required to show that if
q1q2q3 = 1, then q1 = q2 = q3 = 1 where qi ∈ Q(Si) for each i. Let qi =
hipiipi′−1i h
′−1
i for hi, h
′
i ∈ H and pii,pi′i ∈ Sym(U). The condition reduces to
h1pi1pi′−11 h
′−1
1 h2pi2pi
′−1
2 h
′−1
2 h3pi3pi
′−1
3 h
′−1
3 = 1. (3.1)
Note that the permutations, each of which are arbitrary, always occur in the
form piipi′−1i . Let this expression be denoted ρi to simplify matters. Notice
that the 1 on the right hand side is an element of G, and so it can be bro-
ken up into two components using the semidirect product form of G. One
component of it is the identity permutation. So by considering only the per-
mutations on the left hand side, we can say that Equation 3.1 implies that
ρ1ρ2ρ3 = 1 must be satisfied in Sym(U). This allows us to simplify Equa-
tion 3.1 into the following equation in H albeit equipped with the action of
Sym(U):
h1 − h′3 + ρ1(h2 − h′1) + ρ−13 (h3 − h′2) = 0. (3.2)
Here the 0 on the right hand side represents the identity in H, a grid of all
0s. Also, we can treat ρ1, ρ3 as arbitrary permutations. The only constraint
on them is that ρ1ρ2ρ3 = 1, but this has a solution for any choice of ρ1, ρ3 if
we choose ρ2 = ρ−11 ρ
−1
3 .
Recall that to show the triple product property we originally needed
to prove q1 = q2 = q3 = 1. Since qi = hiρih′−1i , this reduces to needing
ρ1 = ρ3 = 1, which implies ρ2 = 1 because ρ2 = ρ−11 ρ
−1
3 , and hi = h
′
i for all
i ∈ {1, 2, 3}.
The condition that U is a strong USP allows us to show ρ1 = ρ3 = 1.
Supposing there is a solution to Equation 3.2 with ρ1 6= 1 or ρ3 6= 1, take
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(ρ−13 , 1, ρ1) as a triple of permutations and invoke the strong USP rule on
them. Because not all three are equal, there must be some violation of the
strong USP condition, meaning that some position in the grid u, i for u ∈
U, i ∈ {1, 2, 3, . . . , k} has exactly two of the numbers colliding. Without loss
of generality, suppose that 1 and 3 collide there but 2 does not, meaning
(ρ−13 (u))i = 1, (ρ1(u))i = 3, but ui 6= 2.
Recall that hj − h′k has nonzero entries exactly in the positions corre-
sponding to j and k in the USP. Thus, because (ρ−13 (u))i = 1, we have
ρ−13 (h3 − h′2) equal to 0 in the grid position corresponding to ui. Similarly,
ρ1(h2 − h′1) is 0 in this position. But ui ∈ {1, 3}, so h1 − h′3 has a nonzero
entry in the given position. Going back to Equation 3.2, we see that the
left side has exactly one nonzero term for this position of the grid. Then
the final result of the computation of the left hand side of Equation 3.2 has
a nonzero entry in the grid, contradicting it being equal to the right hand
side which is the grid of all 0s. Thus, no solution with either ρ1 6= 1 or
ρ3 6= 1 exists, and Equation 3.2 implies that ρ3 = ρ1 = 1. If we take that
equation, cancel ρ3 and ρ1 and rearrange the remaining terms, we get the
following:
(h1 − h′1) + (h2 − h′2) + (h3 − h′3) = 0. (3.3)
To finish, we only have left to show that hi = h′i for all i ∈ {1, 2, 3}.
But remember that two elements from Si and Sj for i 6= j do not have any
positions with nonzero entries in common; this is simply by the way in
which the Si were defined. Since no two terms of the form hi − h′i have
nonzero entries in the same grid position, the only way to get all 0s in the
sum ∑3i=1(hi − h′i) is for each individual term to be 0. That is, hi − h′i = 0
for each i ∈ {1, 2, 3}, which is what we wanted to show. Thus, S1, S2, and
S3 satisfy the triple product property.
The computations involved in determining the complexity of the al-
gorithm that results from a valid strong USP is omitted; the details can be
found in Cohn et al. (2005). However we give the final result here. First, we
define an important quantity known as the USP capacity, which is the chief
measure of the effectiveness of a USP construction is. In Cohn et al. (2005),
it is defined in the text after Proposition 3.1; the definition we present here
uses a different but equivalent formulation for clarity purposes.
Definition 7. Let F = {U1, U2, U3, . . .} be an infinite family of USP candidates,
where the USP Ui has width ki and |Ui| rows. Define ci = |Ui|1/ki , and let
C = lim supi→∞ ci. We call C the capacity of the family F .
The USP capacity is the largest constant C such that there exists an infinite
family F of capacity C all of whose members are USPs. Similarly, the strong USP
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capacity is the largest constant C such that there exists an infinite family F of
capacity C all of whose members are strong USPs.
The aim in constructing USPs is to find the highest possible capacity.
From this we can infer that in constructing USPs we must minimize the
number of columns but maximize the number of rows.
Our work in this section has detailed a way of obtaining a group and
three subsets satisfying the triple product property from a strong USP. In
this way every infinite family of strong USPs can be associated to a matrix
multiplication algorithm for matrices of arbitrary size. The following result
from Cohn et al. (2005) uses the group and subsets we constructed above
to relate the complexity of this algorithm to the strong USP capacity:
Theorem 7. Let ω be the exponent of matrix multiplication. If the strong USP
capacity is C and m ≥ 3 is an integer, then
ω ≤ 3(log m− log C)
log(m− 1) .
Here is the reappearance of the parameter m. It turns out that the op-
timum bound on ω given by Theorem 7 requires different choices of m
depending on the strong USP capacity C, with larger capacities requir-
ing smaller m. For example, if we construct a strong USP family showing
C ≥ √2 ≈ 1.414, as an example of Cohn et al. (2005) does, then the best
bound on ω from the theorem is 2.67 obtained from m = 9. On the other
hand, if C = 33√4 ≈ 1.890, choosing m = 3 leads to ω ≤ 2, the theoretical
lower on ω.
In light of the last example, it is unsurprising that 33√4 is the maximum
capacity for both USPs and strong USPs, as shown in Cohn et al. (2005). In
fact, 33√4 is achievable as a capacity for ordinary (not strong) USPs. But it
is an open question as to whether the strong USP capacity is equal to 33√4 ,
and since it would imply that ω = 2 directly this is the holy grail of USP
construction.
The example provided in Figure 3.1 is the case k = 3 of an infinite family
of strong USPs with width 2k and size 2k which was described in Cohn et al.
(2005). We can compute that the capacity of such a family is
√
2. However,
this is relatively low as far as USP capacities can go, and we can easily do
much better. We discuss progress on this in the following section.
The definition of the capacity allows for a surprising amount of freedom
in the amount of rows in a family of USPs. The following result of ours
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demonstrates this, although we suspect it has been known in some form to
others.
Theorem 8. Let F be an infinite family of USP candidates. Let p be any polyno-
mial such that p(k) > 1 for all positive integers k. For each U ∈ F of width k and
size |U|, take a subset of the rows of U with at least |U|p(k) elements and construct
from it a new USP candidate f (U), also of width k. Let F ′ be the family of all such
f (U). Then F ′ has the same capacity as F .
Proof. Let F = {U1, U2, U3, . . .} and F ′ = { f (U1), f (U2), f (U3), . . .}. As
in Definition 7, define ci = |Ui|1/ki where ki is the width of Ui and c′i =
| f (Ui)|1/ki .
Choose a real a and positive integer d such that p(k) ≤ akd for all posi-
tive integers k. Then | f (Ui)| ≥ |Ui |akmi , so
c′i = | f (Ui)|1/ki ≥
(
|Ui|
akdi
)1/ki
= |Ui|1/ki · 1a1/ki ·
1
kd/kii
= ci · a−1/ki · k−d/kii .
As i → ∞, note that ki → ∞, since there are a finite number of USPs of
a given width and our family is infinite. Clearly limki→∞ a
1/ki = 1; we
also wish to show that limki→∞ k
d/ki
i = 1. Take the log and notice that
ln(kd/kii ) =
d ln ki
ki
. Because ki outgrows ln ki, this goes to 0 as ki → ∞. Hence
limki→∞ k
−d/ki
i = 1. Applying these results to the equation above, we get
that lim supi→∞ c
′
i = lim supi→∞ ci · 1, and so the capacities are equal as
desired.
So in attempting to construct families of USPs, we can actually reduce
the number of rows of each member of a family by any polynomial factor
without fear of negatively impacting the capacity. This is useful for the
purpose of attempting to find constructions. If we have a USP candidate
with many more than one solution, striking out a single well-chosen row
could easily reduce the number of solutions by half or more. Thus, being
able to strike out half of the rows of the candidate could reduce the number
of solutions by a tremendous factor.
3.3 Current Progress
This section covers the current progress that has been made in USP con-
struction, mostly found in Alon et al. (2011) and Cohn et al. (2005). As
there has not been much work done on USPs, it is a fairly brief section.
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We first briefly point out the existence of a slightly varied definition
of USPs in Cohn et al. (2005), which they call a local strong USP. Rather
than being applied to triples of permutations of all the rows, a local strong
USP applies the condition to every possible triple of rows. Obviously, this
stronger condition means a local strong USP is also a strong USP, and the
converse is not true. Despite this, Proposition 6.3 of Cohn et al. (2005)
shows that the capacities for local strong USPs and strong USPs are the
same, although the associated local strong USP is much larger. We have
chosen not to investigate local strong USPs in great detail for this thesis.
Regarding the progress that has been made on the construction of fam-
ilies of USPs and giving lower bounds on the strong USP capacity, no work
beyond that in Cohn et al. (2005) has been found. Their best result on the
strong USP capacity is in Proposition 3.8, where they obtained a capacity of
22/3, which leads to ω < 2.48 by Theorem 7. Like the USP of Figure 3.1, it
is constructed with the restriction of allowing only two different numbers
in a column. As a result, no omnicollisions are possible, so the USP rule
implies the strong USP rule. However, they also show that if one imposes
this restriction on the columns, the capacity of 22/3 that they achieved is the
best possible. We discuss this observation and extensions of it in the next
section.
The construction in Cohn et al. (2005) that obtains the capacity of 22/3
works by looking at the solutions in nonnegative integers a, b, c to the equa-
tion a + b + c = 2k − 1. The USP constructed from this has width 3k, with
the first k columns having only 1s and 2s, the next k columns only having
2s and 3s, and the last k only 3s and 1s. This gives 2k possible configu-
rations for each block of k spaces in a row. The 2k configurations are in-
dexed from 0 to 2k − 1 in some fashion, and then for each solution (a, b, c)
to a + b + c = 2k − 1 a row of the USP is constructed with the first k spaces
having configuration a, the next k spaces having configuration b, and the
last k having configuration c. In Cohn et al. (2005) it is proven that this is a
strong USP with some earlier results of the paper that we omit here, which
interestingly involve the definition of the triple product property.
In Cohn et al. (2005) the authors also point out connections between the
combinatorial constructions needed by Coppersmith and Winograd (1990)
and USPs. In fact, the result we stated in the previous section that the USP
capacity is exactly 33√4 is merely a reinterpretation of a construction done
in one section of Coppersmith and Winograd (1990). This suggests that
whether we are working in a more elementary setting like Strassen or a
more sophisticated framework like Cohn and Umans, the combinatorial
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constructions at the heart of matrix multiplication algorithms are the same.
While this is the extent of the work done on finding lower bounds for
USP construction, there is a known implication from a different open prob-
lem to the negation of the conjecture that the strong USP capacity is 33√4 .
This implication is detailed in Alon et al. (2011) and has to do with a com-
binatorial object known as a sunflower. A k-sunflower is a collection of k
sets S1, S2, . . . , Sk that each have the same pairwise intersection. That is,
for each x ∈ ⋃ki=1 Si either x is in exactly one set or it is in all k of them.
The most interesting question relating to sunflowers is, given a family F of
sets, how big does the family have to be to contain a sunflower. The defini-
tion was originally proposed in Erdös and Rado (1960). In that paper, they
proved the following fundamental theorem about sunflowers.
Theorem 9. Let F be a family of sets, each with cardinality s. If |F | > (k− 1)s ·
s! then F contains a k-sunflower.
The same 1960 paper also presented the following conjecture, which is
one of the most studied problems in combinatorics (Alon et al., 2011).
Conjecture 1. Let F be a family of sets, each with cardinality s. There exists
a constant ck depending only on k such that if |F | ≥ csk, then F contains a k-
sunflower.
While this conjecture itself is not related to strong USPs directly, Alon
et al. (2011) presents a series of increasingly complex generalizations of it.
To reproduce all of these here would require restating most of the content
in the paper, so instead readers interested in the details are encouraged
to check the original work themselves. It suffices to say that the authors
propose a variation of the above conjecture, which rephrases the original
definition in Zn, the integers modulo n, where the original could be seen
as being aboutZ2 since each element is either in a set or not, and also adds
in a multicolored aspect. This conjecture implies that the maximum strong
USP capacity is
(
3
3√4
)e
, where e > 0 is a parameter of the conjecture. The
concept of local strong USPs is used in the proof of this implication.
3.4 Left-Right Paradigm
This section presents an attempt to improve the lower bound on the strong
USP capacity. Although it failed to yield a better bound on the capacity, the
discussion may help to illuminate some possible ideas and approaches that
one might try when constructing strong USPs.
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3 3 3 1 3
3 3 2 2 2
3 1 1 2 3
3 1 2 3 2
1 3 2 3 1
1 3 3 3 2
1 1 2 2 3
1 1 1 2 2
Figure 3.7 Example USP using Left-Right Paradigm.
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Figure 3.8 Pieces of the USP in Figure 3.7 with the 3s fixed.
Consider the USP candidate shown in Figure 3.7. It is a special case of
a more general construction mechanism that we refer to as the Left-Right
Paradigm, which is described later in this section.
Here is a technical argument for why this is a strong USP. We first show
it is a USP; due to a certain constraint applied to the construction, this
quickly implies that it is also a strong USP.
For showing this puzzle is a USP, we want to show that the only triple of
permutations (pi1,pi2,pi3)which assign exactly one number to each space in
the grid have pi1 = pi2 = pi3. Without loss of generality, we may specify one
of the three permutations to be the identity permutation. For this puzzle,
we set pi3 = 1, so that the positions of the 3s are fixed in place. This gives
us the state shown in Figure 3.8.
The only numbers that can go in the empty spaces in columns 1 and
2 are 1s. So for rows 2k − 1 and 2k where k ∈ {1, 2, 3, 4}, pi1 may either
leave them in place or swap them, but if it did anything else it would cause
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overlap or empty spaces to be left in columns 1 and 2. So we have narrowed
pi1 to sixteen possibilities.
Suppose that pi1 swapped rows 5 and 6. The blank spaces not covered
by 1s or 3s must then be covered by 2s. So in the superimposed table, rows
5 and 6 would look like such, identical to the USP of Figure 3.7 except with
a swap in column 5.
1 3 2 3 2
1 3 3 3 1
Now consider rows 1 and 2. Regardless of whether pi1 swaps the 1s
in these rows or leaves them alone, the configuration of blank spaces that
would be left means pi2 must assign either 2, _ , 2 or _ , _ , _ to one of rows 1
or 2.
3 3 3 2 3
3 3 2 1 2
3 3 3 1 3
3 3 2 2 2
However, both of these rows have already been assigned to rows 5 and
6, so this is not allowed. We show the possibilities for rows 1 and 2 below.
In the first case, row 2 needs the 2, _ , 2 configuration, and in the second
case row 1 needs the _ , _ , _ configuration. This contradiction shows that
pi1 must fix rows 5 and 6. It can be straightforwardly verified from here
that this forces all of the other rows to be fixed as well.
However, this only shows it is a USP. We now argue it is a strong USP.
Recall that strong USPs allow collisions if they are omnicollisions; that is,
we can have all three numbers overlap in one position. But if a column has
just two entries, as columns 1 and 2 do in our puzzle, it is impossible for
omnicollisions to occur in that column. So by the same reasoning as before,
we can narrow pi1 down to 24 possibilities, with rows 2k− 1 and 2k either
staying in place or being swapped for k = 1, 2, 3, 4. Now notice that there
is no column which contains a 1 and 3 in the pair of rows 2k− 1 and 2k for
each k = 1, 2, 3, 4. This implies that it is impossible for pi1 and pi3 to collide
in the last three columns assuming no collision in the first two, and this in
turn means no omnicollision is possible in the last three columns either. So
the strong USP rule reduces to the USP rule, and because we have already
shown this is a USP, it must also be a strong USP.
The above USP is a special case of a particular construction paradigm
which we now describe in full generality. Partition the puzzle’s columns
into two sections, L and R, standing for left and right. In the above exam-
ple, L is the two left columns and R is the three right ones. The number of
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rows in the puzzle is 2|R|. Have the 2s only appear in R and make the jigsaw
pieces (rows) of 2s be all 2|R| possible combinations of them in R’s columns.
In L, whose width is at most R, have the 2|L| ways for the other two pieces
1, 3 to be arranged in the columns of L each appear 2|R|−|L| times.
The configurations of the pieces with 1s and 3s in R are what have to
be carefully specified to ensure a strong USP. The main constraint to work
with is that for no column in R and two rows with the same signature in
L can 1 appear in one row and 3 appear in the other. This ensures that the
above proof that we have a strong USP works in general, as no collisions
between 1s and 3s can occur in R provided none do in L.
The goal is to maximize |R| given a fixed |L|. For |L| = |R| this trivially
reduces to the construction of width 2k and size 2k that was shown in Cohn
et al. (2005). But the construction above achieves |L| = 2, |R| = 3, so there
is room for improvement. Further refinements were made to this paradigm
using observations like Theorem 8, allowing us to instead take the number
of rows to be ( |R||R|/2) and only using the configurations of 2s that occupied
exactly half of R’s columns.
Despite the refinements above, and regardless of any others that one
may find, the following proposition places a bound on the best possible
capacity of any USP family based on this paradigm.
Proposition 1. Suppose U is a strong USP of width k using the Left-Right
paradigm of this section. That is,
1. The columns of U are partitioned into sets L and R with |L| ≤ |R|,
2. The entries of L in each row consist of only 1s and 3s,
3. If a pair of rows contain the same entries in the columns of L (the same
header), then in no column of R is there one row with a 1 and another row
with a 3.
Then |U| ≤ 22k/3. Hence the capacity of any family of strong USPs using the
Left-Right paradigm is at most 22/3.
Proof. For a given USP U, choose a configuration of 1s and 3s occurring in
the columns of L, and look at the set S of rows that have this configuration.
By the third condition of the Left-Right paradigm, among the rows of S,
each column of R either contains only 1s and 2s or only 2s and 3s. Let
r1 of the columns contain 1s and 2s and r3 of the columns contain 2s and
3s, so r1 + r3 = |R|. For U to be a USP, no two rows can have the same
configuration of 1s, since otherwise pi1 could swap just those two rows.
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Since there are 2r1 different ways to assign 1s to the r1 columns that can
contain them, |S| ≤ 2r1 . In the same manner we have |S| ≤ 2r3 , so |S| ≤
2min(r1,r3) which is maximized for r1 = r3 = |R|/2, giving |S| ≤ 2|R|/2.
Summing over all 2|L| possible configurations of 1s and 3s in the columns
of L, we have at most 2|L| · 2|R|/2 total rows in the USP.
At the same time, we are not allowed to have two rows with the same
configuration of 2s. So the number of rows in the USP is also at most 2|R|.
So we have the following constraints on |U| and k:
log2 |U| ≤ min(|L|+ |R|/2, |R|), |L|+ |R| = k.
This implies log2 |U| ≤ min(k − |R|/2, |R|). Since the first argument of
the min is decreasing in |R| and the second is increasing, the best bound
possible is when k− |R|/2 = |R|, which gives |R| = 2k/3. Then log2 |U| ≤
2k/3, implying that |U| ≤ 22k/3 as desired.
The proposition above implies that any family of strong USPs which is
constructed with this paradigm has a maximum capacity of 22/3, which is
at best equal to the best known bound on the capacity (Cohn et al., 2005).
This means this construction paradigm cannot lead to an improvement.
Whether this method can actually achieve the 22/3 capacity is not known,
as attempts to find a construction of such an infinite family were dropped
upon finding the result of Proposition 1.
This result is similar to Corollary 3.9 of Cohn et al. (2005), which states
that a USP of width k with at most two different numbers in each column
has size at most 22k/3. We conjecture that a generalization of both results
is possible, where any USP of width k that places restrictions in order to
dodge the strong USP rule entirely is never able to have more than 22k/3
rows. We formalize this statement below.
Conjecture 2. Let U be a strong USP of width k. Suppose for any row u ∈ U
and any three permutations (pi1,pi2,pi3) of the rows of U such that (pij(u))i = j
for some i and all three j ∈ {1, 2, 3} (that is, ui gives a violation of the USP rule
but not the strong USP rule), there exists an i′ such that (pij(u))i′ = j for exactly
two j ∈ {1, 2, 3} (that is, ui′ gives a violation of the strong USP rule). Then
|U| ≤ 22k/3.
Proving this conjecture is obviously not of the greatest importance in
the long run of USP construction, but its statement does provide a guide
for what to avoid when constructing USPs.
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3.5 SET Paradigm
This section outlines a second attempt to construct a family of USPs with
capacity better than 22/3, culminating in Conjecture 3 which suggests that
this paradigm might be able to achieve a capacity of
√
3. If achieved, this
not only beats the current best known capacity but also gives an algorithm
faster than Coppersmith and Winograd.
The card game SET is a simple card game whose rules have a particu-
larly elegant phrasing in the language of mathematics. Most of the content
of this section dealing directly with SET is drawn from the survey in Davis
and Maclagan (2003). A SET deck contains 81 cards, each corresponding to
a different vector in F43, where F3 = {0, 1, 2} is the field of three elements.
A SET is a set of three vectors whose sum is 0, meaning that for each com-
ponent all three vectors have all the same or all pairwise distinct values.
This means that three vectors do not form a set if and only if there is a com-
ponent with two of one value and one of the other, which bears a strong
resemblance to the strong USP rule. For USP construction, the question we
are interested in is what is the maximum number of cards one can have
without any three forming a SET.
This question can be generalized to Fk3 and is known as the cap-set prob-
lem (Gowers, 2011; Tao, 2007). A cap C is a subset ofFk3 that does not contain
three points x, y, z for which x + y+ z = 0, where 0 is the point with all co-
ordinates 0.
Let ak be the maximum size of a cap in Fk3. the first few values of this se-
quence are 2, 4, 9, 20, 45 and 112 (Davis and Maclagan, 2003; Potechin, 2008).
In general we can obtain 2ak ≤ ak+1 ≤ 1+3ak1+ ak
3k−1
. The bound on the left comes
from the simple idea of taking the maximum cap in Fk3 and constructing
two copies of it in Fk+13 , one with value 0 in the (k + 1)st component and
the other with value 1. This gives us a cap in Fk+13 of size 2ak. The bound on
the right is a result of Proposition 6 in Davis and Maclagan (2003). We are
particularly interested in how fast the ak sequence grows, which we capture
in the following definition.
Definition 8. The solidity σ(C) of a cap C in Fk3 is defined to be |C|1/k. If we
let σk = a1/kk , which gives the maximum solidity of a cap in F
k
3, the asymptotic
solidity σ is the maximum solidity achievable by caps in Fk3, defined as supk σk.
As proven in Proposition 10 of Davis and Maclagan (2003), this supre-
mum turns out to be equal to the limit limk→∞ σk, which is shown to exist
in the same result. We postpone current results about σ until the end of
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3 1 2 2 3 1 1 2 3
3 1 2 3 1 2 3 1 2
Figure 3.9 Example cap C of F33 (left) and associated USP F(C) (right).
this section, when its significance becomes clear. However, it is clear that
2 ≤ σ ≤ 3 from the definition and what we know about the ak sequence.
We now show how to utilize caps of Fk3 for USP construction. Let C be
a cap, and create a grid with k columns and |C| rows so that each point p of
C corresponds to a row, with one coordinate of p appearing in each column
in order from left to right. Then construct a USP candidate F(C) with 3k
columns and |C| rows by taking the grid and replacing each 0 with 1, 2, 3;
each 1 with 2, 3, 1; and each 2 with 3, 1, 2.
As an example, let C be a cap ofF33 containing the following nine points:
(0, 0, 2), (0, 1, 0), (0, 2, 2), (1, 0, 0), (1, 1, 1), (1, 2, 0), (2, 0, 2), (2, 1, 0), (2, 2, 2).
In Figure 3.9, we show the results of computing the USP candidate F(C)
for this cap, with the grid of points in C on the left and the USP candidate
F(C) on the right. The double borders between some columns in the visu-
alization of F(C) are shown for clarity and are not an inherent part of the
USP itself.
Lemma 1. For any cap C in Fk3, F(C) is a strong USP.
Proof. Suppose some triple of permutations (pi1,pi2,pi3) existed which are
not all equal but satisfy the strong USP rule. Let x be a row such that
pi−11 (x),pi
−1
2 (x),pi
−1
3 (x) are not all the same. Let pi be the point in the cap
corresponding to the USP row pi−1i (x), meaning that p1, p2, p3 are the three
points corresponding to the rows that pi1,pi2,pi3 superimposed on each
other. It is possible two of p1, p2, p3 are equal, but all three cannot be by
our choice of x. If all three are distinct, then by the definition of a cap they
are not all collinear.
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In either case, there exists an index i such that (p1)i, (p2)i, (p3)i have
two values equal and the third value different. If (p1)i = (p2)i, then by
the way in which we defined F, one of the three columns 3i − 2, 3i − 1, 3i
has a 3 collide with a 1 or 2, while it is impossible for 1s and 2s to collide
in these columns when (p1)i = (p2)i. This is a contradiction of the strong
USP condition. The other cases are handled in exactly the same manner, so
(pi1,pi2,pi3) could not have existed.
Theorem 10. The strong USP capacity is at least σ1/3, where σ is the asymptotic
solidity.
Proof. Let σk1 , σk2 , . . . be an increasing subsequence of σ1, σ2, . . . such that
the limit of this sequence is σ. For each ki, take a maximal cap Ci in F
ki
3
and construct F(Ci). By Lemma 1 this is a strong USP with 3ki columns
and (σ1/3ki )
3ki rows. If we define the ci sequence as in Definition 7, we have
ci = σ1/3ki . Since σ
1/3− σ1/3ki tends to 0, the ci sequence has limit σ1/3, so this
is the capacity of the family F(C1), F(C2), . . ., as desired.
Notice that the best possible bound on the capacity obtainable by The-
orem 10 is 31/3 in the case that σ = 3. This is less than the best known
capacity of 22/3, so this specific method of constructing USPs is not par-
ticularly effective. However, it is a good example of a strong USP family
constructed without specifically dodging the constraints of the strong USP
rule through restrictions to what numbers can appear in some columns.
Additionally, we also have a refinement of this construction. The USP
candidate G(C) is constructed by taking F(C) and deleting every third col-
umn, starting from the third column from the left. Figure 3.10 shows an
example of a USP candidate G(C), using the same cap C in F33 as was used
in the previous example of Figure 3.9.
Lemma 2. For any cap C in Fk3, G(C) is a USP.
Proof. Suppose a triple of permutations pi1,pi2,pi3 existed violating the USP
rule. Follow the method of Lemma 1 to obtain three points p1, p2, p3 in the
cap C and an index i such that (p1)i, (p2)i, (p3)i have two values equal and
the third value different. Since all of our definitions have been symmetric
with respect to the 1s, 2s, and 3s of the USP, without loss of generality, we
take (p1)i, (p2)i to be equal and (p3)i to be the odd one out. The six possible
cases are summarized in Table 3.1. In every case we either obtain a blank
space in the superimposed grid, part of which is shown in the last two
columns, or a collision. Both are forbidden in an ordinary USP.
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Figure 3.10 Example cap C of F33 (left) and associated USP G(C) (right).
(p1)i (p2)i (p3)i Col. 2i− 1 Col. 2i
0 0 1 1 23
0 0 2 13 2
1 1 0 2
1 1 2 23
2 2 0 1
2 2 1 13
Table 3.1 Summary of case analysis needed in the proof of Lemma 2.
Unfortunately, G(C) does not typically result in strong USPs. For the
example above, there exists a second solution shown in the grid below:
1 2 1 2 3 1
1 X 1 2
1 2 3 1 3 1
X 1 1 2
2 3 2 3 2 3
3 X 1 2
3 1 1 2 3 1
X 3 1 2
3 1 3 1 3 1
Only rows 2, 4, 6, 8 have been moved around. An X represents a space
with an omnicollision, where 1, 2, and 3 have all been superimposed. How-
ever, one can check via a computer that this is the only other solution. So
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if we delete one of rows 2, 4, 6, and 8 from the above example, we obtain a
strong USP. Theorem 8 allows us to make such deletions in limited amounts
in order to obtain strong USPs without any loss in the capacity of the fam-
ily as a whole. Our conjecture is that we can find a systematic and general
method to take a USP candidate G(C) and delete an appropriately small
number of rows from it in order to make it into a strong USP, which would
immediately imply the following result.
Conjecture 3. The strong USP capacity is at least σ1/2, where σ is the asymptotic
solidity.
If σ were somehow shown to be equal to 3, this conjecture would re-
sult in a capacity of
√
3. This not only beats the current best known bound
for strong USP capacity but also obtains from Theorem 7 an O(n2.286) algo-
rithm, which beats the one proposed by Coppersmith and Winograd. Of
course, two substantial open questions, namely Conjecture 3 and σ = 3,
stand in the way of obtaining this algorithm, and it would not lead to a
proof that ω = 2.
The best known bounds on σ, which have not changed since the writing
of Davis and Maclagan (2003), are 2.217 < σ ≤ 3. The lower bound was
achieved in Edel (2004) with a cap using k = 480, which was only available
as a preprint when Davis and Maclagan (2003) was published. In a blog
post, Fields medalist Terence Tao expresses the opinion that σ is probably
equal to 3, although he acknowledges the existence of a dissenting opin-
ion (Tao, 2007). As discussed in Gowers (2011), most current research on
the problem targets the limiting behavior of the ak sequence itself, rather
than σ. For a long time the best known upper bound was ak = O
(
3k
k
)
us-
ing Roth’s theorem and Fourier analysis. Very recently, Bateman and Katz
(2012) improved this bound to O
(
3k
k1+e
)
for some fixed universal e. How-
ever there has not been an improvement on the lower bound of σ since
Davis and Maclagan (2003).
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