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Résumé
Le but de ce travail est de définir les règles de synthèse de différentes lois de commande
afin de leur donner un caractère robuste. Nous étudions la problématique du contrôle d’un
actionneur synchrone en présence d’une charge mécanique. Cette charge est entraînée par
un accouplement élastique et présente une valeur d’inertie variable et bornée. La synthèse
de correcteurs simples est présentée et des méthodes pour obtenir le meilleur correcteur
sur l’intervalle de variation des paramètres sont presentées. Nous avons présenté dans
ce travail, les règles de synthèse d’un régulateur PID sur lequel nous avons ajouté une
méthode itérative d’optimisation basée sur l’expertise du comportement du système ainsi
qu’un algorithme génétique. Cette partie a permis de donner des règles simples de syn-
thèse et de paramétrisation de la méthode d’optimisation afin de trouver les 3 degrés de
liberté de correction optimaux. La synthèse de correcteurs dans l’espace d’état a ensuite
été abordée en étudiant le meilleur placement de pôle en fonction de l’élasticité et de
la variation d’inertie. La méthode de synthèse par optimisation d’un critère quadratique
intégrale (LQI) est largement presentée. Cette partie permet de donner les lignes direc-
trices et les critères à choisir pour obtenir un placement de pôle respectant au mieux le
cahier des charges et un comportement robuste aux variations de paramètres. L’étude de
la méthode LQI à 3 degrés de liberté à permis de lier la valeur des coefficients aux pôles
et au comportement du système en boucle fermée. Une deuxième méthode de synthèse
par optimisation LQI permet de définir les gains du régulateur à partir d’un placement
de pôles souhaité.
Toutes ces structures de contrôle ont été vérifiées en simulation en tenant compte du
pilotage de la machine synchrone au travers de son convertisseur statique. Les boucles
internes de gestion des rapports cycliques et des boucles de courant sont présentées de
manière à expliquer certain phénomène et afin de fixer correctement les dynamiques in-
ternes souvent négligées. Ces correcteurs ont ensuite été implanté dans un environnement
dSPACE, sur un banc d’essai constitué d’un convertisseur MLI, d’un actionneur synchrone
autopiloté entraînant une charge mécanique identique au problème évoqué présentant un
accouplement élastique et des disques additionnels permettant la variation d’inertie.
Une extension vers des correcteurs plus avancés sont présentés en mettant l’accent
sur les difficultés qui apparaissent pour la représentation des systèmes (mathématique et
forme augmentée pour les approches H∞, LMI, réduction de modèle, etc) sur la com-
plexité des méthodes de recherche de solution (Riccati, inégalités matricielles contraintes,
etc). Finalement une perspective mélangeant l’effet des correcteurs et des observateurs
est brièvement présentée au travers de la méthode LQI et d’un observateur d’état et de
perturbation. Des résultats de simulation et d’expérimentation encourageants sont égale-
ment présentés tout en conservant des règles de synthèse simples et liées à la connaissance
du comportement du système.
Mots clés : commande robuste, robustesse, machine synchrone, charge élastique,
variation paramétrique, PID, LQI, observateur de couple résistant.
Abstract
The goal of this work is to define synthesis rules to follow with different controller
structures to introduce robustness performances. The synchronous drive problem is stu-
died with an elastic joint and a load with bounded parameters variations. Simple controller
synthesis is applied and optimisation techniques and algorithms are added to found an
optimal controller in the interval variation of inertia. We present here the rules to define
a simple PID controller and we add in a first step an iterative method based on an expert
knowledge on the system behaviour and in a second step a genetic Algorithm. This part
let us define the 3 degrees of freedom (dof) optimally corresponding to the specification
and whatever the load variation is. State space controllers are studied in a second part.
An optimal pole placement is presented and the Linear Quadratic optimum control with
Integral action is conduced. The first LQI method with also 3dof is presented linking these
parameters to the poles and to the closed loop load behaviour. The second LQI method
uses the poles positioning to determine the controller parameters.
All controllers are tested in simulation not only with the elastic load model but also
with the switched inverter behaviour (Pulse width modulation) and synchronous ma-
chine currant control. The internal control explains some phenomenon and structures and
dynamics are detailed to explain how they could be neglected in the mechanical part.
All controllers are implemented in DSpace environment to control an experimental drive
constituted with a PWM inverter, self controlled synchronous machine and a mechanical
load corresponding to the one studied in theory and simulation (elastic joint and wheels
for inertia variations).
Some other controllers are studied for more robust performances. But we focus the
attention that complexity increases due to heavy mathematical formulation and heavy me-
thod to be used to obtain optimal solution (Riccati solution, solving LMI and constraints
H∞, reduction models, etc). Finally good results using controller and observer are brie-
fly presented and constitute an interesting perspective. LQ and state space with load
torque observer and compensation have shown good results. These approaches seem to be
more effective for robust control and keep the link between parameters to be tuned and
mechanical load behaviour.
Keywords : robust control, robustness, synchronous machine, elastic load, variable
load, PID, LQ, torque observer.
Resumo
O objetivo deste trabalho é definir métodos de síntese de leis de comando robusto para
um servomotor a velocidade variável acionando uma carga mecânica elástica com variações
paramétricas. Inicialmente, dois métodos iterativos de otimização baseados num estudo
frequencial e num algoritmo genético são apresentados para definir os parâmetros de um
controlador do tipo PID. Através deste primeiro estudo pôde-se determinar um conjunto
ótimo de parâmetros do controlador PID. Em seguida, a síntese de controladores em espaço
de estados foi abordada. Uma alocação de pólos otimizada em função da elasticidade e da
variação da inércia da carga é apresentada. A síntese de comando a partir da minimização
de um critério linear quadrático integral (LQI) é amplamente discutida. O estudo do
primeiro método de síntese LQI com três graus de liberdade permitiu estabelecer a relação
entre os valores dos coeficientes do regulador e os pólos do sistema em malha fechada. Um
segundo método de síntese de otimização LQI permitiu definir os coeficientes do regulador
à partir de uma alocação de pólos desejada.
Todas as estruturas de controle foram testadas em simulações considerando um modelo
xii
completo do sistema eletromecânico, composto da malha de velocidade e da malha de cor-
rente responsável pelo controle dos IGBTs do inversor. Em seguida os reguladores foram
implementados num sistema de desenvolvimento dSPACE com o objetivo de controlar
uma plataforma experimental formada por um inversor de freqüência e um motor sín-
crono autopilotado acionando uma carga mecânica flexível e com variação do momento
de inércia.
Outros tipos de controladores foram igualmente estudados com o intuito de melhorar
a robustez do sistema. Contudo, a complexidade desses métodos implica diretamente num
aumento considerável do cálculo matemático necessário para a definição dos parâmetros do
regulador. Finalmente, ótimos resultados em termos de robustez foram obtidos através da
associação de um regulador LQI e de um observador de conjugado de carga. Os resultados
experimentais utilizando este método de controle são bastante encorajadores e validam os
resultados de simulação.
Palavras Chave : controle robusto, robustez, máquina síncrona, carga elástica,
carga variável, PID, LQ, observador de torque.
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Introduction générale
Les entraînements électriques à vitesse variable sont aujourd’hui légion dans toutes les
installations industrielles. L’émergence de tels types d’entraînements est à mettre en rela-
tion avec la croissance du coût de l’énergie ainsi que le besoin de conserver les ressources
naturelles. Il est clair que de ce point de vue, la technique de la vitesse variable peut
apporter une contribution très importante. Il faut savoir que dans le secteur industriel,
60% de d’énergie électrique consommée est utilisée pour alimenter ces dispositifs [1].
Le travail présenté ici se place dans le cadre de l’utilisation d’un servo-entraînement à
vitesse variable en tant que système électromécanique utilisé dans un contexte industriel
exigeant un contrôle précis des mouvements et des efforts mécaniques imposés à l’appli-
cation. Dans plusieurs cas d’applications industrielles, notamment dans le domaine des
machines outils, des laminoirs, des ascenseurs, de la robotique, etc, les servo-entraînements
incluent inévitablement des éléments mécaniques de transmission qui introduisent des im-
perfections mécaniques comme le jeu et l’élasticité et des variations de charge.
La précision du contrôle de tels systèmes est toutefois liée à la bonne connaissance
des paramètres électriques de l’actionneur et des paramètres mécaniques de la charge
entraînée. Ces derniers sont toutefois difficilement prévisibles a priori car ils dépendent
normalement des conditions de fonctionnement qui peuvent varier dans de grandes pro-
portions.
Ce travail de thèse est consacré à la synthèse des lois de commande dites "robustes"
d’un servo-entraînement à vitesse variable entraînant une charge mécanique élastique
avec des incertitudes paramétriques. Les lois de commande doivent prendre en compte
les limites réalistes des actionneurs et capteurs (saturation, performance, nombre). Le
système asservi doit respecter les spécifications du cahier des charges qui normalement
sont imposées par le contexte industriel. Les spécifications sont de différents types : des
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spécifications fréquentielles et temporelles (marges de gain et de phase, réponse transitoire,
erreur en régime permanent) mais surtout des spécifications de robustesse (stabilité et
performance) aux incertitudes paramétriques et aux perturbations externes au système.
Les méthodologies de synthèse doivent être les plus simples possibles, pour simplifier la
compréhension et les modifications des paramètres de régulation. De plus, elles doivent
être faciles à appliquer dans le milieu industriel.
Notre travail s’articule en quatre chapitres :
Dans le premier chapitre nous présentons une synthèse bibliographique dans le do-
maine de la commande des servo-entraînements, des approches de commande du type
"classique" et "modernes", des problèmes d’implantation et de synthèse, ainsi que les li-
mites de ces solutions. Pour cela, nous définissons l’actionneur, la structure d’alimentation
et le cahier des charges du servo-entraînement à commander : moteur synchrone à aimants
permanents, alimenté par un onduleur de tension, entraînant une charge mécanique élas-
tique avec des incertitudes paramétriques. Nous appellerons ce système electromécanique
MSAPCEL (Machine Synchrone à Aimants Permanents avec Charge ÉLastique).
Le deuxième chapitre est consacré à la présentation de deux approches de synthèse op-
timisées d’un régulateur de type PID pour la commande de vitesse du systèmeMSAPCEL
à savoir : une approche fréquentielle itérative et une approche basée sur un Algorithme
Génétique (AG). Les incertitudes paramétriques sont prises en compte pour la synthèse
de chaque régulateur. Des simulations et des expérimentations valident la performance de
chaque méthode.
Le troisième chapitre est dédié à la présentation de méthodes de commande modale
de type : placement de pôles, Linéaire Quadratique ou avec un observateur de couple
résistant. L’objectif étant de développer des lois de commandes simples tout en étant plus
robustes en performance face aux incertitudes paramétriques de la charge mécanique.
Dans un premier temps, nous présentons le modèle d’état du système MSAPCEL avec
un terme intégral et un gain d’anticipation. Ensuite, une méthode qui permet de fixer la
dynamique du système en boucle fermée par le placement de ses pôles est présentée. Par
la suite, nous évoquerons deux méthodes basées sur un critère de minimisation linéaire
quadratique (LQI). Le problème est de trouver un retour d’état stabilisant, optimal au
sens du compromis rapidité/énergie de commande, pour tout l’intervalle d’incertitude du
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système. Enfin, nous présentons une structure de commande avec un observateur d’état et
de perturbation. Le couple de perturbation de charge peut représenter dans certains cas
la somme d’incertitude subies par le système. Des observateurs d’ordre complet et d’ordre
réduit (avec estimation des variables de sortie) sont utilisés à cette fin. La construction de
ces observateurs est basée sur la théorie des observateurs d’états en y ajoutant un modèle
de couple à estimer. La validation de chaque méthode est menée à l’aide de simulations
du système. A la fin de ce chapitre nous présentons quelques résultats expérimentaux qui
permettent de valider l’approche LQI+observateur d’ordre réduit basé sur la mesure de
la vitesse du moteur synchrone.
Le quatrième chapitre donne les éléments d’information sur la constitution du dispo-
sitif expérimental mis en place au cours de ce travail de thèse, pour valider et vérifier
les résultats obtenus en simulation du système MSAPCEL. Après avoir donné une vue
générale de l’ensemble, ce chapitre présente les composantes de chaque sous système de
la plate-forme expérimentale : le système électromécanique, le système de puissance et le
système de commande. La dernière partie de ce chapitre est consacrée à la mise en œuvre
de la commande sur un processeur, ainsi que la présentation de courbes expérimentales
validant le fonctionnement souhaité.
Dans le dernier chapitre nous présentons les conclusions de ce travail ainsi que les
principales contributions que nous avons apportées à ce domaine de recherche. A la fin de
ce chapitre, nous abordons également les perspectives futures de ce travail de thèse.

Chapitre I
Présentation du système et état de l’art
de sa commande
Dans ce chapitre nous présentons dans un premier temps les éléments qui consti-
tuent le servo-entraînement à vitesse variable. A savoir, la machine synchrone à aimants
permanents, l’onduleur de tension et le système mécanique élastique. Nous parlerons briè-
vement des différents types de machine synchrone suivie de leur modélisation en vue de
la commande et des principales techniques de commande en courant. Par la suite, une
présentation plus fine de l’onduleur de tension piloté en Modulation de Largeur d’Impul-
sion (MLI) et de sa modélisation seront faites. Ensuite, nous présentons la structure du
système mécanique élastique avec variation paramétrique ainsi que sa modélisation qui
servira de base pour les techniques de commande qui seront présentées dans ce manuscrit.
Enfin, nous évoquerons l’état de l’art des principales techniques de commande en vitesse
et en position des servo-entraînements afin de traiter les problèmes de robustesse en sta-
bilité et en performance d’un système soumis à des variations de paramètres (d’inertie
essentiellement) mais aussi aux problèmes liés à l’élasticité.
I.1 Machine synchrone
Dans le domaine des servo-entraînements à vitesse variable de hautes précisions dy-
namiques, la machine synchrone autopilotée est de plus en plus utilisée dans plusieurs
secteurs industriels en remplacement du moteur à courant continu [2]. Pour les servo-
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entraînements, le moteur synchrone est principalement à excitation constante à l’aide
d’aimants permanents en terres rares, voire en ferrite pour des moteurs moins perfor-
mants mais plus économiques. Dans ce domaine d’application, les puissances en jeu vont
de quelques centaines de watts à quelques dizaines de kilowatts. Pour des grandes puis-
sances, quelques centaines de kilowatts à quelques megawatts, où les exigences dynamiques
sont moins élevées, les moteurs synchrones sont équipés d’un circuit d’excitation qui rem-
place les aimants permanents ou alors les machines asynchrones sont parfois préférées.
Cependant, il convient de souligner que les machines à aimants montent de plus en plus
en puissance et dans les études les plus récents le megawatt est approché.
La machine synchrone bénéficie d’un avantage déterminant par rapport au moteur
à courant continu, à savoir l’absence de contacts glissants (collecteur + balais). Cela,
permet d’augmenter la vitesse ainsi que la fiabilité et la robustesse de l’actionneur, tout
en réduisant les opérations de maintenance. De plus, il n’y a pas de production d’étincelles,
ce qui augmente les domaines d’utilisation. Puisque le flux d’induction est produit par
des aimants permanents, les circuits de réglage et de commande sont plus simples que
ceux pour le moteur asynchrone. On peut donc également atteindre des performances
dynamiques élevées.
Selon la structure du rotor utilisé nous pouvons distinguer les différents types de
machines synchrones à aimants permanents : machines à pôles lisses (aimants collés), et
machines à pôles saillants (aimants enterrés ou à concentration de flux). La figure I.1
représente la machine synchrone avec différentes structures du rotor.
               
               
               
               
               
               
               
               
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
          
aimantsaimants
aimants
(a) aimants collés (c) aimants enterrés(b) concentration de flux
Fig. I.1 : Structures du rotor de la machine synchrone à aimants permanents.
Les aimants permanents sont collés sur la surface cylindrique du moteur pour la struc-
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ture à pôles lisses. Dans ce cas, les aimants sont magnétisés dans le sens radial. Le principal
intérêt réside dans la simplicité de sa réalisation, car l’inductance de l’induit est pratique-
ment constante.
Dans le cas des machines à concentration de flux les aimants sont aussi magnétisés
dans le sens radial. Une autre structure de rotor possible, consiste à enterrer les aimants
dans le rotor, dans ce cas ils sont magnétisés tangentiellement. Pour ces types de machines,
la variation de la réluctance provenant de l’anisotropie du rotor contribue à la production
d’ondulations de couple et nécessite donc une commande plus complexe pour la piloter
[3].
Dans cette partie nous présentons les principales caractéristiques de la machine syn-
chrone à aimants permanents (MSAP), qui sont importantes à l’élaboration de lois de
commande. Initialement, nous présentons la modélisation en vue de la commande. En-
suite, nous abordons les méthodes de commande les plus utilisées dans le milieu industriel.
I.1.1 Modélisation de la MSAP
Pour les applications de contrôle de couple/courant et vitesse/position, la modélisation
de la MSAP repose sur des paramètres électriques qui décrivent les phénomènes électro-
magnétiques (résistances et inductances) et sur certaines hypothèses simplificatrices pour
des moteurs de construction classique (voir annexe A).
La modélisation utilisée dans cette partie est basée sur une représentation dans un
repère diphasé lié au rotor (dq), à l’aide de la transformation de Park. L’utilisation de
ce modèle permet de voir l’effet des champs tournants, modélisés sous forme de vecteurs
tournants, sur la création du couple. Cette transformation d’état offre en effet un cer-
tain nombre d’avantages, parmi lesquels le fait que dans ce nouveau repère, le couple
électromagnétique est une image directe de la composante en quadrature (q) du courant
statorique.
La figure I.2 représente le modèle de Park de la machine synchrone à aimants perma-
nents. La MSAP peut être modélisée comme une machine synchrone à rotor bobiné, où
un circuit d’excitation composé par un enroulement d’excitation Lf est responsable de
l’alimentation du rotor et représente le flux des aimants permanents.
En considérant X un vecteur qui représente les grandeurs électriques, Xo étant la
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Ld
Lq
Id , Vd
Iq , Vq
If , Vf
Lf
d
q
Phasea
Phase b
Phase c
Fig. I.2 : Modèle de Park de la machine à aimants.
partie homopolaire, nous définissons les matrices dans le repère dq et abc suivantes :
[Xdqo] = [Xd, Xq, Xo]
t], [Xabc] = [Xa, Xb, Xc]t.
Soit Pt, la matrice de passage de la transformation 3/2 conservant les puissances
directes [Xdqo] = [Pt][Xabc], et la transformation inverse [Xabc] = [Pt]−1[Xdqo],
Pt =
√
2
3

cos(θ) cos(θ − 2pi/3) cos(θ + 2pi/3)
−sin(θ) −sin(θ − 2pi/3) −sin(θ + 2pi/3)
1/
√
2 1/
√
2 1/
√
2
 (I.1)
où l’angle électrique θ est défini par θ = Npolθm avec θm représentant la position mécanique
du rotor et Npol le nombre de paire de pôles.
Il est montré en [4] que dans le repère (dq) avec l’axe (d) aligné sur le flux rotorique,
nous obtenons un système d’équation simplifié de la machine synchrone, où les équations
de tension sont données par :
Vd = RsId +
dψd
dt
− ωψq
Vq = RsIq +
dψq
dt
+ ωψd
(I.2)
et les flux étant donnés par :  ψd = LdId + ψrψq = LqIq (I.3)
où Vd, Vq sont les grandeurs tension dans le repère rotorique, Id, Iq sont les grandeurs
courant dans le repère rotorique, Ld est l’inductance synchrone longitudinale, Lq est l’in-
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ductance synchrone transversale et ψr est le flux dans l’entrefer créé par les aimants du
rotor.
D’après, (I.2) et (I.3), nous obtenons le système d’équation suivant :
Vd = RsId + Ld
dId
dt
− ωLqIq
Vq = RsIq + Lq
dIq
dt
+ ωLdId + ωψr
(I.4)
Le couple électromagnétique fourni par l’actionneur synchrone à aimants permanents
dans le cas général est donné par l’expression suivante :
Cem = Npol[(Ld − Lq)IdIq + ψrIq] (I.5)
Le terme Npol(Ld − Lq)IdIq représente le couple réluctant à cause de l’anisotropie du
moteur, et le terme NpolψrIq représente le couple synchrone dû au flux créé par les aimants
permanents.
Dû à l’isotropie structurelle de la machine synchrone à pôles lisses, l’inductance dans
l’axe direct et l’inductance dans l’axe transverse sont identiques (Ld = Lq). Pour les
machines à pôles saillants, nous avons (Ld < Lq) lorsque les aimants se trouvent enterrés,
enfin, si les aimants permanents sont à concentration de flux, nous avons (Ld > Lq).
Dans le cadre de notre travail, conformément à la majorité des moteurs synchrones
autopilotés utilisés en servo-entraînement, nous utilisons une machine synchrone à pôles
lisses, par conséquent l’équation (I.5) est réduite à :
Cem = NpolψrIq = KcmIq (I.6)
où Kcm est la constante de couple moteur.
I.1.2 Commande de la MSAP
La machine synchrone à aimants permanents peut fonctionner à vitesse variable à
condition qu’une alimentation à fréquence variable soit disponible, en effet la notion de
synchronisme impose un lien rigide entre la fréquence de rotation et la fréquence d’ali-
mentation. Le développement de l’électronique de puissance, notamment des composants
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discrets (thyristors, transistors MOSFET ou IGBT) capablent de commuter très rapide-
ment des puissances de plus en plus grandes, rend désormais économiquement et éner-
gétiquement rentable la mise en œuvre d’alimentations à fréquence variable. Dans cette
partie, nous présentons les principaux types d’alimentation électrique à fréquence variable
de la MSAP et les stratégies et dispositifs de commande.
I.1.2.1 Commutateur de courant
L’alimentation de la machine synchrone par commutateur de courant (pont de Graetz)
est surtout utilisée en forte puissance, jusqu’à plusieurs centaines de MW . La structure
du montage est donnée par la figure I.3.
Dispositif de
commandeIref
I
M.S
Capteur de
position
T1
T1 T2 T3
T3T2T1
T1 T2 T3
T2 T3
Fig. I.3 : Alimentation de la MSAP par commutateur de courant.
Ce type d’alimentation consiste à alimenter la machine avec des courants en forme de
créneaux dont la largeur est de 120 degrés et l’amplitude constante. Le fonctionnement
consiste, en une succession de séquences de 60 degrés, pour alimenter deux phases en série
par un courant constant. C’est le déplacement du rotor qui va permettre de générer les
commandes des thyristors. Le capteur de position du rotor peut être très rudimentaire
puisqu’il suffis de générer 6Npol ordres d’amorçage lorsque le rotor effectue un tour com-
plet. Il n’est nécessaire que de repérer les positions correspondants au changement d’état
des interrupteurs.
Le couple étant proportionnel à la somme des produits des forces électromotrices
(FEM) et des courants, il apparaît au niveau de la machine une ondulation de couple due
I.1 : Machine synchrone 11
à la présence d’harmoniques de courant. Il est donc nécessaire lors de la mise en œuvre
d’un tel système de s’assurer que la fréquence de l’ondulation de couple ainsi générée est
naturellement filtrée par la mécanique ou ne correspond pas à une fréquence de résonance
mécanique du système.
Ce type de montage a l’avantage d’utiliser des thyristors qui sont des composants
robustes, bon marché et qui fonctionnent en commutation naturelle (excepté à basse
vitesse). Par contre, pour des applications où la charge mécanique présente une faible
inertie, une telle structure est mal adaptée à cause de l’ondulation importante sur le
couple électromagnétique. Afin de supprimer ces ondulations, il faut alimenter la machine
synchrone par des courants sinusoïdaux grâce à un onduleur de tension commandé en
Modulation de Largeur d’Impulsion (MLI).
I.1.2.2 Commande scalaire en courant
Le principe de la commande scalaire en courant est assez proche de celui de l’alimen-
tation par commutateur de courant. Au lieu d’utiliser une source de courant continu qui
ne peut injecter dans les phases de la machine que des créneaux de courant, nous uti-
lisons une source de tension alimentant un onduleur de tension triphasé, le courant de
sortie de chaque bras étant asservi à une consigne fournie par la commande. La figure I.4
montre le schéma d’une commande scalaire en courant. Ce dispositif de commande assure
deux fonctions très importantes qui sont l’autopilotage de la MSAP et les régulations de
courant.
L’autopilotage est assuré par le bloc "consigne de courant" qui génère trois consignes
de courant sinusoïdales, synchronisées sur la position. L’amplitude de ces consignes est
proportionnelle au niveau de couple souhaité. De plus, la phase des courants est définie à
partir de la position du rotor θm. A cette mesure s’ajoute le déphasage ψ (angle imposé
entre le courant et la FEM). Il est nécessaire ici de connaître de façon beaucoup plus fine
et à chaque instant la position du rotor.
Le bloc "asservissement en courant" assure le contrôle de chaque bras de l’onduleur
afin de minimiser l’erreur entre les consignes de courant et les courants mesurés au niveau
du moteur. Les correcteurs de courant utilisés peuvent être de type non-linéaire (com-
mande par Hystérésis), proportionnel ou encore proportionnel et intégral. Dans le cadre
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de notre travail de thèse, nous nous concentrons sur une régulation de courant basée sur
la commande MLI avec régulation analogique PI.
T1 T2 T3
T2T1 T3
M.S
Capteurde
position
Asservissement
de courant
Consignes de
courant
Isa
Isb
Iref
Ica Icb Icc
Signaux de commande
des interrupteurs
Ebus
Autopilotage
Onduleur de tension
θm
ψ
Fig. I.4 : Schéma-bloc du dispositif de commande scalaire en courant d’une MSAP.
La commande scalaire en courant basée sur l’autopilotage et sur la commande MLI
donne des résultats satisfaisants, notamment en régime permanent si la pulsation d’ali-
mentation du moteur est inférieure à la bande passante des boucles de courant. C’est-à-dire
que les performances de l’asservissement peuvent se dégrader avec la vitesse. La consigne
étant sinusoïdale, il existe l’équivalent d’un écart de traînage (même en régime établi)
dont les effets sont d’autant plus importants que la vitesse est élevée. La solution consiste
alors à travailler dans le repère (dq) où les courants références Id et Iq deviennent continus
en régime établi. Nous parlons, alors d’un commande du type vectoriel.
I.1.2.2.1 La commande MLI
La commande MLI a fait l’objet de nombreuses publications depuis longtemps [5].
Le principe consiste à faire fonctionner l’onduleur à fréquence fixe en modulant le rap-
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port cyclique α de la commande de chaque bras de l’onduleur au moyen d’une tension
instantanée Vréf.
Dans le cadre de cette étude, nous utilisons la MLI régulière symétrique. Dans ce
cas, une porteuse délivrant un signal triangulaire alternatif généralement de haute fré-
quence (jusqu’à 20KHz) fixe la fréquence de commutation des interrupteurs de l’onduleur
de tension. Ce signal triangulaire d’amplitude crête Ebus/2 est comparé à trois tensions
instantanées de référence Vréf (signal modulante) sortant des régulateurs du type PI. Les
intersections de ces deux signaux génèrent directement les ordres de commande des bras de
l’onduleur. La figure I.5 illustre le principe de cette méthode de commande en monophasé.
Onduleur de tension
T1 T2 T3
T2T1 T3
Asservissement de courant MLI
Isa
Ica
Porteuse
PI de
courantComparateur
Va réf
1
Ebus
αα
Fig. I.5 : Schéma-bloc d’une commande MLI monophasée.
I.1.2.3 Commande vectorielle en courant
L’autopilotage en courant pour les machines synchrones a été développé afin d’amélio-
rer les performances en régime dynamique. La stratégie consiste à imposer le courant de
l’axe transverse Iq à une valeur correspondant au couple électromagnétique Cem souhaité
tout en maintenant nul le courant dans l’axe direct Id. Nous rappelons que dans le cas
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d’une MSAP à pôles lisses, la relation entre le couple et le courant en quadrature est éta-
bli par l’équation (I.6). La régulation de couple/courant s’effectue donc sur des grandeurs
continues exprimées dans le référentiel tournant. Le contrôle de ces grandeurs permet de
positionner très précisément le champ magnétique statorique, notamment en régime tran-
sitoire. La structure d’une telle commande est particulièrement complexe, comme on peut
le voir sur le schéma montré par la figure I.6. L’autopilotage vectoriel et les régulations
de courant font partie de cette structure de commande.
AutopilotageAsservissementde courant
MLI
Onduleur de tension
T1 T2 T3
T2T1 T3
M.S
Capteur de
position
Isa Isb
Transformation
de Park inverse
Transformation
de Park
PI de courant
Comparateur
Vd
1
Porteuse
Id
Id réf
PI de courant Iq
Iq réf
Vq
Va Vb Vc
21 3 32
Ebus
α ααα αα
θm
θm
Fig. I.6 : Schéma-bloc du commande vectoriel d’une MSAP.
Les performances obtenues avec ce système de commande sont nettement supérieures
à celles obtenues avec la commande scalaire, car c’est le vecteur de courant qui est di-
rectement contrôlé. Cependant, à cause du nombre des opérations mathématiques plus
importantes, ce type de commande doit impérativement être réalisée à l’aide d’un système
puissant en termes de calcul si on ne veut pas détériorer les performances en baissant la
fréquence de découpage.
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I.2 L’onduleur de tension
Un onduleur de tension est un convertisseur statique assurant la conversion continu-
alternatif. Il est normalement alimenté à partir d’une source de tension continue Ebus.
La source continue impose la tension à l’entrée de l’onduleur. La puissance maximale
transmise reste déterminée par les caractéristiques propres du récepteur, dans notre cas,
la machine synchrone à aimants permanents.
En [5, 6] nous pouvons trouver plusieurs structures d’onduleur de tension existantes,
chaque une adaptée à une application ou à un cahier des charges spécifique. Dans notre
étude, nous privilégions l’emploi d’un onduleur de tension triphasé classique à deux ni-
veaux. Il est constitué de trois bras utilisant deux interrupteurs, bidirectionnels en courant
et commandés à l’amorçage et au blocage. Les interrupteurs peuvent être réalisés, suivant
la puissance à contrôler et la fréquence de commutation désirée, avec des transistors MOS,
des IGBTs ou des GTOs associés à une diode en antiparallèle pour obtenir la réversibilité
en courant (figure I.7). Pour des systèmes du type servo-entraînement à vitesse variable
et faible puissance, l’onduleur de tension est normalement constitué des interrupteurs de
type IGBTs, dont la fréquence de commutation peut attendre 20KHz pour les dispositifs
"modernes".
I.2.1 Modélisation de l’onduleur de tension
Nous pouvons considérer dans un premier temps le cas idéal d’un onduleur triphasé
à deux niveaux de tension qui est modélisé par des interrupteurs parfaits à commutation
instantanée. Il est alimenté par une source continue d’amplitude Ebus. Cette source de
tension est modélisée comme une source idéale, sans pertes et de valeur constante. Les états
des interrupteurs sont imposés par la commande MLI en sachant que les deux interrupteurs
de chaque bras sont commandés de façon complémentaire : lorsque le transistor du haut
est commandé en conduction, celui du bas est commandé en blocage et vice-versa. Nous
négligeons pour l’instant les temps morts. La figure I.7 illustre la structure de l’onduleur
triphasé.
Nous considérons que la machine synchrone est couplée en étoile. Les tensions de sortie
de l’onduleur (VA0, VB0, VC0), sont référencées par rapport à un point milieu d’un pont
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Fig. I.7 : Schéma d’un onduleur de tension triphasé.
diviseur fictif d’entrée 0. Le neutre de la machine n’est pas connecté au point milieu 0 de
l’onduleur, par conséquent la somme des courants de phase statorique est nulle. Dans ce
cas la mesure de deux courants de phase suffit.
L’expression des tensions de sortie en fonction des tensions statoriques (Va, Vb, Vc) et
du potentiel du neutre VN0 est donnée par :
VA0 + VB0 + VC0 = Va + Vb + Vc =
Ebus
3
[
fc1 + fc2 + fc3 − 3
2
]
(I.7)
où fc est une fonction de connexion qui définit l’état (fermé ou ouvert) des trois interrup-
teurs du haut T1, T2 et T3 [5].
La fonction fc de chaque interrupteur est définie à partir de la modulation MLI.
Lorsque l’amplitude du signal de tension de référence de chaque phase Vi ref dépasse
l’amplitude du signal triangulaire, la fonction de connexion fc=1 (interrupteur fermé),
sinon fc=0 (interrupteur ouvert).
En utilisant les fonctions de connexion nous pouvons écrire les relations permettant
d’obtenir les tensions de sortie de l’onduleur tel que :
VA0 =
Ebus
2
(2fc1 − 1)
VB0 =
Ebus
2
(2fc2 − 1)
VC0 =
Ebus
2
(2fc3 − 1)
(I.8)
I.3 : Système mécanique 17
Dans le cas où la machine synchrone est à FEM sinusoïdale et couplée en étoile sans
neutre relié, nous obtenons l’expression des tensions de phase de la MSAP :
Va =
1
3
[2VA0 − VB0 − VC0] = Ebus
3
(2fc1 − fc2 − fc3)
Vb =
1
3
[−VA0 + 2VB0 − VC0] = Ebus
3
(2fc2 − fc1 − fc3)
Vc =
1
3
[−VA0 − VB0 + 2VC0] = Ebus
3
(2fc3 − fc1 − fc2)
(I.9)
En appliquant la transformation de Park aux équations définies par (I.9), nous pouvons
obtenir les tensions dans l’axe direct Vd et dans l’axe quadrature Vq qui font partie de la
modélisation de MSAP présentée dans la section précédente.
I.3 Système mécanique
Dans plusieurs cas d’applications industrielles, notamment dans le domaine des ma-
chines outils, des laminoirs, des ascenseurs, de la robotique, etc, les servos-entraînements
incluent inévitablement des éléments mécaniques de transmission comme les arbres de
transmission élastique, les réducteurs de vitesse ou les courroies [7][8]. Ces éléments
de transmission introduisent des imperfections mécaniques comme le jeu et l’élasticité
qui doivent être prises en compte pour la synthèse des lois de commande des servo-
entraînements de hautes précisions, hautes dynamiques où les performances exigées aug-
mentent.
Le jeu est une importante source de non-linéarité qui limite la performance du contrôle
en vitesse ou en position des systèmes d’entraînement à servo-moteurs [9]. Ces phénomènes
sont présents dans chaque système où le moteur électrique n’est pas couplé directement
à la charge entraînée, notamment ceux avec des réducteurs de vitesse [10]. Le jeu in-
troduit une zone morte de transmission qui crée des pertes de contact entre la charge
mécanique et le moteur électrique. Aux pertes de contact sont associées des surcharges
dynamiques induites par des régimes d’impact préjudiciable pour la tenue en service du
servo-entraînement. Dans les zones mortes la charge mécanique n’est plus commandable
par conséquent la dynamique du système est complètement modifiée.
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Dans les applications industrielles citées ci-dessus, un accouplement élastique est nor-
malement utilisé comme élément de couplage entre le servo-moteur est la charge entraînée.
L’avantage des accouplements élastiques provient de l’amortissement des faibles mouve-
ments d’arbre du côté charge mécanique dans une direction longitudinale qui apparaissent
par suite des problèmes d’alignement ou des perturbations de la charge. Normalement les
accouplements mécaniques ont une tolérance au désalignement radial et angulaire impor-
tante et un jeu de transmission nul. Cependant, les accouplements élastiques introduisent
des élasticités dans le système entraîné. L’élasticité est un des principaux phénomènes mé-
caniques qui limite les performances des servo-entraînements [11]. Les modes de résonance
du système sont associés à l’élasticité de la transmission mécanique, ces modes peuvent
être déstabilisants à cause des réglages de vitesse ou de position, ils créent des vibrations
qui peuvent endommager l’intégrité de la structure mécanique du servo-entraînement [12].
Pour bien définir les structures et les paramètres de contrôle d’un servo-entraînement,
nous avons aussi besoin de connaître les paramètres mécaniques qui caractérisent la charge
entraînée, à savoir le frottement, le jeu de transmission, le moment d’inertie et le couple
résistant. Cependant, la plupart de ces paramètres, ne sont pas exactement connus ou
varient en cours d’utilisation. A titre d’exemple le frottement dépend de la température
et de la lubrification des roulements, le jeu de transmission d’un engrenage augmente avec
le temps, etc. Spécialement, le moment d’inertie de la charge mécanique est souvent non
connu, en général dans beaucoup de cas d’application ne sont connues que les valeurs
inférieures et supérieures de la plage de variation (charge transportée par un bras de
robot, passager d’un ascenseur, etc.).
Prenant en compte les paragraphes ci-dessus, nous avons défini la problématique liée
à la charge mécanique représentative d’un servo-entraînement à vitesse variable avec des
incertitudes paramétriques. La figure I.8 illustre le modèle du système mécanique proposé.
La charge entraînée est couplée avec le moteur synchrone à aimants permanents par un
arbre de transmission élastique, celui-ci est composé d’un accouplement élastique à disques
métalliques. Le couple résistant est géré grâce à un frein à poudre qui est monté sur
l’arbre de transmission. La longueur de l’arbre utilisé accentue le phénomène d’élasticité
en laissant possible une éventuelle torsion de l’axe. Des disques d’inertie sont aussi montés
sur l’arbre de transmission, l’objectif est de faire varier l’inertie du système mécanique
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avec ici 0, 1, ou 2 disques montés.
moteursynchrone
acouplement élastique
arbre de transmission
frein à poudre
disques
Fig. I.8 : Système mécanique proposé.
I.3.1 Modélisation de la charge mécanique
La structure mécanique montrée sur la figure I.8 peut être modélisée par un système
de type deux masses tournantes qui sont couplées entre elles par une élasticité en tor-
sion (accouplement élastique). La première masse représente le moteur synchrone et la
deuxième masse représente la charge mécanique. La figure I.9 montre schématiquement
ce modèle pour le système mécanique à régler. Le système deux-masses a été utilisé pour
la modélisation de plusieurs systèmes industriels tels que : le bras robotique [13, 14],
concasseur [15], machine à papier [8], antenne parabolique [2], etc. Le réalisme du modèle
deux-masses peut être augmenté en considérant que quelques paramètres mécaniques sont
inconnus [10].
En analysant le système décrit par la figure I.9 nous distinguons, d’une part, la vitesse
de rotation angulaire ωm, la position angulaire θm et le moment d’inertie Jm du moteur et
d’autre part, les grandeurs correspondantes ωl, θl et Jl de la charge entraînée. La constante
de rigidité en torsion Kt tient compte de l’élasticité de l’accouplement élastique et de
l’arbre de transmission. Nous considérons ce système comme linéaire, ni le phénomène
de jeu, ni d’éventuel frottement non-linéaire ne sont introduit dans ce modèle, car cette
étude se concentre surtout sur le phénomène mécanique de l’élasticité et de la variation
d’inertie. Le coefficient de frottement moteur fm et charge fl sont donc supposés connus.
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Jm
Kt
Jl
ωm ωlCsh
Cem
Cl
θm θl
Fig. I.9 : Système deux-masses avec accouplement élastique.
Les équations qui représentent la dynamique du système deux-masses s’écrivent :
Jm
dωm
dt
= −fmωm − Csh + Cem
Jl
dωl
dt
= −flωl + Csh − Cl
(I.10)
où Csh traduit le couple transmis à l’arbre, Cl le couple résistant dû à la charge entraînée
et Cem le couple moteur donné par I.6.
Le couple transmis Csh dépend de la torsion de l’accouplement élastique. Il est pro-
portionnel à la différence entre les positions angulaires θm et θl, où intervient la constante
de rigidité en torsion Kt à savoir :
Csh = Kt(θm − θl) (I.11)
Cette expression est seulement valable dans le cas où la loi de Hooke est valable (Kt
constante). En plus, nous négligeons l’amortissement sur la torsion. En effet, celui-ci est
en général très faible.
Pour les positions angulaires nous avons les relations suivantes :
dθm
dt
= ωm et
dθl
dt
= ωl (I.12)
A noter que pendant des phénomènes transitoires tels que le démarrage du moteur
synchrone, les perturbations de charge, l’inversion du sens de rotation, etc, les positions
angulaires du moteur θm et de la charge θl ne sont pas égales.
A partir de (I.10), (I.11) et (I.12) nous pouvons réécrire les équations qui représentent
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la dynamique du système :
Jm
dωm
dt
= −fmωm −Kt(θm − θl) + Cem
Jl
dωl
dt
= −flωl +Kt(θm − θl)− Cl
dθm
dt
= ωm et
dθl
dt
= ωl
(I.13)
Le schéma-bloc qui représente les relations établies en (I.13) est présenté par la figure
I.10.
replacemen
1
Jmp
1
p
fm
Kt
Cl
Csh
1
Jlp
1
p
fl
ωm
ωl
θm
θl
θlCem
Fig. I.10 : Schéma-bloc du système deux-masses élastique.
Dans un premier temps nous cherchons à étudier le comportement statique et dyna-
mique qui caractérise le modèle mécanique élastique représenté par le système deux-masses
élastique. Pour cela, nous établissons la fonction de transfert en boucle ouverte Hm−C(p)
entre le couple moteur Cem et la vitesse moteur ωm et la fonction de transfert Hl−C(p)
entre le couple moteur Cem et la vitesse de la charge ωl.
Hm−C(p) =
ωm(p)
Cem(p)
Hl−C(p) =
ωl(p)
Cem(p)
(I.14)
avec p la variable de Laplace.
A partir du système d’équations décrit par (I.13) nous établissons les fonctions de
transferts.
Hm−C(p) =
1 + fl
Kt
p+ Jl
Kt
p2
(fm + fl)
[
JmJl
Kt(fm+fl)
p3 +
(
Jmfl+fmJl
Kt(fm+fl)
)
p2 +
(
(Jm+Jl)Kt+fmfl
Kt(fm+fl)
)
p+ 1
] (I.15)
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Hl−C(p) =
1
(fm + fl)
[
JmJl
Kt(fm+fl)
p3 +
(
Jmfl+fmJl
Kt(fm+fl)
)
p2 +
(
(Jm+Jl)Kt+fmfl
Kt(fm+fl)
)
p+ 1
] (I.16)
Nous pouvons réécrire l’équation (I.15) de la façon suivante :
Hm−C(p) =
1 + 2 ζz
ωnz
p+ 1
ω2nz
p2
(1 + pT )
(
1 + 2 ζp
ωnp
p+ 1
ω2np
p2
) (I.17)
A part le le pôle réel en basse fréquence (pr = −1/T ), les pôles et les zéros deHm−C(p) sont
complexes et conjugués, avec pulsations naturelles et facteurs d’amortissements donnés
par :
ωnz =
√
Kt
Jl
, ζz = 12fl
√
1
JlKt
(I.18)
ωnp =
√
(Jm+Jl)Kt
JmJl
, ζp = 12
fmfl
ft
√
Jm+Jl
JmJlKt
(I.19)
où ωnp est la pulsation de résonance et ωnz est la pulsation d’antirésonance du système
deux-masses élastique.
L’entraînement élastique pose des problèmes pour la commande, en effet, si nous calcu-
lons les fonctions de transfert (I.15) et (I.16), la pulsation de résonance et d’antirésonance
sont liées aux paramètres mécaniques (Jl, Jm et Kt) et peuvent déstabiliser la boucle
fermée (BF). Les fonctions Hm−C(p) et Hl−C(p) ont la même pulsation de résonance
ωnp. Tandis que, la pulsation d’antirésonance ωnz est seulement présente sur la fonction
Hm−C(p).
Les équations (I.19) et (I.18) montrent que ωnz et ωnp sont proportionnelles à la racine
carrée de la constante de rigidité en torsion. Pour des valeurs constantes d’inertie de la
charge et du moteur, les pulsations de résonance et d’antirésonance sont d’autant plus
basses que le système mécanique est souple (faible valeur de la constante de rigidité Kt).
En outre, ωnz dépend seulement de l’inertie de la charge Jl. Dans le cas où l’inertie de la
charge est largement supérieure à l’inertie du moteur (concasseur, machine à papier, etc),
la pulsation de résonance ωnp est définie par :
ωnp =
√
Kt
Jm
(I.20)
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Cette équation nous montre que Jm a une grande influence sur ωnp, dans le cas où Jl  Jm.
Les valeurs de ωnp et de ωnz sont très importantes pour la définition des stratégies de
commande du système deux-masses élastique. A cet effet, nous analysons le coefficient de
résonance Qres donné par :
Qres =
ωnp
ωnz
=
√
1 +
Jl
Jm
(I.21)
Selon la valeur de Qres nous pouvons distinguer trois cas :
1. Qres autour de l’unité, Jm  Jl
2. Qres largement supérieur à l’unité, Jm  Jl
3. Qres supérieur à l’unité, Jm ≤ Jl
Une valeur du coefficient de résonance autour de l’unité (cas 1) réduit l’influence de la
charge élastique sur la dynamique de contrôle de la vitesse du moteur, car pour Jm  Jl
les oscillations du couple de charge transmis à l’arbre Csh sont filtrées par la grande inertie
du moteur. Dans ce cas, l’estimation des modes de résonance de la charge à partir de la
mesure des variables moteur (ωm, θm) est très difficile, même impossible [16]. Précisément,
un contrôle amorti de ωm et θm est faisable, néanmoins, la plupart des applications dans le
domaine de servo-entraînement requiert le contrôle des variables du côté charge mécanique
ωl et θl à partir des grandeurs du moteur électrique.
Les propositions de régulation en vitesse du système composé par le moteur synchrone
et la charge élastique avec incertitude paramétrique, qui seront développés dans cette
étude prennent en compte les cas où l’inertie de la charge est supérieure ou largement
supérieure à l’inertie du moteur (cas 2 et 3) afin de constituer une problématique de
recherche intéressante pour établir et synthétiser des lois de commande performantes.
I.3.2 Incertitudes paramétriques
Si nous rajoutons la problématique de traitement des incertitudes qui occasionnent
des variations du point de fonctionnement du système, la synthèse de la commande devra
dépendre des variations et dans ce paragraphe nous étudions l’influence des incertitudes
des paramètres mécaniques sur le modèle de la charge mécanique élastique. Les paramètres
incertains sont :
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– l’inertie Jl
– la constante de rigidité en torsion Kt
L’incertitude de chaque paramètre mécanique est bornée et peut être donné par :
Jl ∈ [Jlmin Jlmax ]
Kt ∈ [Ktmin Ktmax ]
(I.22)
Les intervalles de variation ci-dessus correspondent à la valeur minimale et à la valeur
maximale de l’incertitude de l’inertie Jl et de la rigidité en torsion Kt de la charge méca-
nique respectivement.
A partir de (I.22) et en considérant le coefficient de résonance Qres supérieur à l’unité,
nous traçons les diagrammes de Bode de la fonction de transfert Hm−C(p) et Hl−C(p)
pour chaque paramètre incertain. Les valeurs numériques des paramètres mécaniques de
la charge et du moteur sont introduites dans le chapitre IV et ne font que déplacer les
valeurs des fréquences caractéristiques sans changer le problème.
La figure I.11 présente le diagramme de Bode de la fonction de transfert Hm−C(p)
pour une variation de Jl. L’incertitude sur l’inertie Jl ne crée pas une grande variation
sur la pulsation de résonance ωnp. En effet, l’équation (I.20) a déjà montrée que dans le
cas où Jl  Jm la pulsation de résonance ne dépend pas de l’inertie Jl. Par contre, la
pulsation d’antirésonance ωnz est fortement modifiée par l’incertitude de la charge. Cette
antirésonance provoque un affaiblissement considérable du gain et dégrade ainsi le rapport
signal-bruit. Il s’en suit que la connaissance du modèle à cette fréquence est certainement
mauvaise, limitant les chances de réalisation d’un régulateur robuste. La problématique de
commande étant justement de maximiser la bande passante du système en boucle fermée
en présence des incertitudes paramétriques sans exciter les modes des résonances.
Le diagramme de Bode de la fonction de transfertHl−C(p) avec l’incertitude de l’inertie
Jl est illustré par la figure I.12. Il nous indique que cette fonction de transfert n’a pas
de pulsation d’antirésonance. Par conséquent, la variation de l’inertie Jl vers sa valeur
maximale ne produit qu’une petite diminution de la pulsation de résonance ωnp.
Une incertitude paramétrique de la constante de rigidité Kt provoque une grande
variation de la pulsation de résonance et d’antirésonance (figure I.13 et I.14), car ωnp et
ωnz sont directement proportionnels à la racine carrée de Kt. Si l’incertitude est grande il
sera plus difficile de déterminer les pulsations de résonance et d’antirésonance du système
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mécanique, facteur qui limite les performances des régulations du système.
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Fig. I.11 : Diagramme de Bode de la fonction de transfert Hm−C(p) avec variation de
l’inertie de la charge Jl.
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Fig. I.12 : Diagramme de Bode de la fonction de transfert Hl−C(p) avec variation de
l’inertie de la charge Jl.
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Fig. I.13 : Diagramme de Bode de la fonction de transfert Hm−C(p) avec variation de
Kt.
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Fig. I.14 : Diagramme de Bode de la fonction de transfert Hl−C(p) avec variation de
Kt.
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I.4 État de l’art de la commande des servo-entraînements
Dans cette section nous présentons l’état de l’art des principales techniques de synthèse
de lois de commande pour le contrôle d’un servo-entraînement. L’objectif est de démontrer
leurs principales avantages et inconvénients.
I.4.1 Généralités
La robustesse est depuis longtemps reconnue comme une propriété fondamentale, et
c’est bien la recherche du contrôle des performances d’un système quel qu’il soit, qui a
motivé l’utilisation des boucles de contre-réaction, d’où est née l’automatique. A cette
fin, ont été développé à partir des années 40 les méthodes fréquentielles dites "classiques"
(Bode, Nyquist, Black Hurwitz) qui permettent, grâce notamment aux notions de marges
de gain et de phase, de quantifier la robustesse d’un système à simple entrée et simple sor-
tie (SISO). L’efficacité de ces méthodes explique l’usage qui en est fait aujourd’hui encore.
Au cours des années 60, un nouveau formalisme basé sur la représentation d’état est mis
au point. Les lois de contrôle basées sur ce formalisme sont regroupées sous le nom de com-
mande "modale". Elles ont l’avantage d’être utilisables avec des systèmes multivariables
(MIMO), et donc, asservir simultanément plusieurs sorties d’un même processus.
Dans un premier temps, nous présentons l’état d’art des principales techniques de syn-
thèse de lois de commande dites "classiques" pour des systèmes de type servo-entraînement.
Avant de présenter l’état d’art des principales lois de commande dites "modernes", des
concepts et outils préliminaires doivent être connus à savoir : la représentation d’état, les
observateurs d’état et la commande par retour d’état.
I.4.2 Le contrôle "classique"
Dans le milieu industriel, la solution la plus utilisée pour la commande de moteurs
électriques (90% des cas [22]) s’appuie sur des correcteurs de type PID. La longévité
de la correction PID repose sur différents facteurs. Le correcteur PID est un élément
standardisé, bien connu et maîtrisé pour ceux qui réalisent des commandes analogiques,
même sans être un spécialiste de l’automatique. De plus, généralement le PID répond
simplement et donc efficacement aux problèmes de régulation de base.
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Les méthodes de synthèse de commande fréquentielles (Bode, Nyquist, Black, Hurwitz)
sont sans aucun doute les plus utilisées pour la synthèse d’un régulateur PID classique.
La synthèse du régulateur s’effectue à partir d’un modèle nominal du système à régler. Ce
type de régulation ne peut être utilisée que dans le cas des systèmes où il y a un retour
de sortie et les coefficients sont liés au point de fonctionnement nominal du système.
Par définition, les régulateurs de type PID ne peuvent pas être robustes aux incerti-
tudes de modèle et aux perturbations externes, cependant des techniques de conception
optimisées peuvent les rendre moins sensible. Plusieurs travaux de recherche ont été déve-
loppés en cherchant cette pseudo robustesse [23][24]. Néanmoins, ces méthodes sont assez
complexes, exigent toujours un spécialiste pour le réglage des paramètres du régulateur
dans le cas de modification du système nominal. De plus, dans la plupart des cas, les
limites réalistes des actionneurs (couple électromagnétique et courant statorique maxi-
mum), ne sont pas prises en compte. Nous allons donc traiter cette problématique dans
le chapitre II en reprenant la synthèse du correcteur simple et en cherchant des règles de
synthèse simples pour optimiser le correcteur c’est à dire maintenir le plus possible les
performances obtenues sur tous les intervalles bornés de variation des paramètres.
I.4.3 Représentation d’état
Une représentation d’état permet de modéliser un système dynamique sous forme
matricielle en utilisant des variables d’état. Nous nous plaçons alors dans un espace d’état.
Cette représentation, qui peut être linéaire ou non-linéaire, doit rendre compte de l’état
du système à n’importe quel instant futur si l’on possède les valeurs initiales. Un système
linéaire est représenté sous forme d’équations d’état par le système d’équations suivantes : x˙ = Ax+Buy = Cx+Du (I.23)
où u ∈ <q est le vecteur de commande, x∈ <n est le vecteur d’état, y∈ <m est le vecteur de
sortie, A de dimension n× n est appelée matrice d’évolution dynamique, B de dimension
n× q est la matrice d’application des commandes (q commandes agissant sur le système
de n variables), C de dimension m×n est la matrice de mesure et D de dimension m× q
est la matrice de transmission directe.
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I.4.4 Les observateurs d’état
Comme dans la plupart des cas, les seules grandeurs accessibles du système à régler
sont les variables d’entrée u et de sortie y, il est nécessaire à partir de ces informations,
de reconstruire l’état du modèle choisi pour élaborer la commande si la dimension de y
est différente de la dimension de x. L’objectif d’un observateur consiste, en vue de réaliser
une commande par retour d’état, d’estimer cet état par une variable que nous noterons
xˆ. La structure d’un observateur déterministe est de la forme : ˙ˆx = Axˆ+Bu+ L(y − yˆ)yˆ = Cxˆ+Du (I.24)
où le gain de correction L , appelé gain de l’observateur, est à déterminer. Nous pouvons
réécrire I.25 sous la forme :
˙ˆx = (A− LC)xˆ+ (B − LD)u+ Ly (I.25)
Les valeurs propres de A − LC doivent être choisit de façon à ce que la dynamique de
l’observateur soit beaucoup plus rapide que celle désirée en boucle fermée.
Les techniques de synthèse de lois de commande basées sur le retour d’état avec des
observateurs sont de plus en plus utilisées dans le cadre du contrôle de systèmes [17]. Sans
aucune doute, l’observateur de Luenberger [18] est le plus connus et utilisé dans la classe
de type déterministe.
En [19], les auteurs comparent plusieurs structures de commande d’un servo-moteur en
utilisant des observateurs d’état pour contrôler la vitesse de la charge mécanique à partir
des mesures du couple et de la position du moteur. A partir de la position du moteur il
est possible d’estimer la position de la charge mécanique et par conséquent de contrôler
sa vitesse de rotation.
Il existe aussi des observateurs nonlinéaires (glissants) et stochastiques (Kalman) mais
nous ne rentrerons pas dans les problèmes des observateurs dans ce travail.
Afin d’améliorer l’asservissement d’un système mécanique il est couramment utilisé
une structure de commande avec compensation d’un couple résistant (image parfois d’in-
certitudes du système). La compensation des perturbations extérieures au système mo-
délisé est aussi bien répandu grâce à l’utilisation d’observateur de couple résistant. La
construction de cet observateur est aussi basée sur la théorie des observateurs d’état en y
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ajoutant un modèle de couple à estimer. En [20][21] différentes structures utilisant l’obser-
vateur de couple de perturbation sont proposées. Par contre, nous remarquons l’absence
d’une description détaillée de la synthèse de ces observateurs dans le cas d’une incertitude
paramétrique au niveau de la charge mécanique. Ce sujet sera abordé au chapitre III.
I.4.5 Le retour d’état
En supposant que tout l’état du système à régler est accessible et le processus gouver-
nable, la commande par retour d’état est de la forme suivante :
u = −Kx (I.26)
où K est le gain de retour d’état qui est défini par la structure désirée pour le système
bouclé.
La figure I.15 illustre le schéma d’un tel contrôleur. Ce schéma montre que la boucle
de rétroaction est directement connectée aux états du système dynamique à contrôler.
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Fig. I.15 : Schéma d’un régulateur par retour d’état.
I.4.6 Le contrôle "moderne"
Le contrôle moderne peut être séparé en trois sous groupes à savoir :
1. Les placement de pôles qui déterminent la dynamique du système en plaçant les
pôles en boucle fermée à des positions désirées dans le plan complexe.
2. Le contrôle par minimisation de critère (LQ, LQG) qui règle un contrôleur en fonc-
tion d’un critère à minimiser (critère de performance, d’énergie, etc).
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3. Le contrôle robuste (Synthèse H∞, µ synthèse, LMI) dont l’objectif est d’établir
un régulateur afin que le système en boucle fermée soit robuste en stabilité et en
performance à des incertitudes du modèle ou à des perturbations extérieures.
I.4.6.1 Placement de pôles
Le placement de pôles consiste à déterminer la valeur des gains d’un contrôleur en
fonction de la position désirée dans le plan complexe de certains pôles BF choisis par le
concepteur. Si nous désirons placer tous les pôles du système, alors il faut effectuer un
contrôle par retour d’état. Si nous désirons placer certains pôles nous peuvons utiliser
un retour de sortie. Le placement des pôles règle une matrice de gains K correspondant
au contrôleur. Soit un régulateur par retour d’état tel que celui de la figure I.15, nous
définissons le système d’équations suivant :
u = −Kx+ r (I.27)
et donc
x˙ = (A−BK)x+Br (I.28)
les valeurs propres de (B.6) étant données par (A − Bk), il est possible de calculer la
matrice K permettant d’obtenir les pôles du système bouclé désirés. Il est à noter ici aussi
que le placement des pôles dépend de A, c’est-à-dire de la connaissance des paramètres
du système nominal. Le placement de pôles robustes doit donc être traité. De nombreux
résultats concernant ce problème se trouvent dans la littérature [25]. Un des plus récents
étant celui présenté dans [26], qui utilise le concept d’inégalités matricielles linéaires (LMI)
pour décrire la région du plan complexe dans laquelle seront situés les pôles du système.
Cependant, les méthodes de résolution des LMI sont assez complexes, mettant en jeu
des algorithmes d’optimisation particulier exigeant des calculs très coûteux. Pour cette
raison, l’application de cette technique dans le milieu industriel paraît fort peu probable
dans un avenir proche (complexité de synthèse, nombreux outils à maîtriser, complexité
du régulateur obtenu).
I.4.6.2 Le contrôle par minimisation de critère
Les techniques de contrôle peuvent positionner les pôles du système selon un critère
à optimiser. En effet, ces techniques déterminent les valeurs des gains d’un contrôleur
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K, tel que ce dernier minimise une fonction de coût généralement quadratique, dont les
paramètres sont à régler par le concepteur. Dans les systèmes de type servo-entraînement
le contrôle par minimisation de critère le plus répandu est basé sur les régulateurs LQ et
LQG [27, 28]. D’autres approches existent, tel que le "Loop Transfer Recovery" (LTR),
mais ne seront pas développées dans cet état de l’art.
I.4.6.2.1 Le régulateur LQ
Soit un régulateur par retour d’état dont le processus a pour équation d’état l’équation
(I.23). La synthèse de commande LQ consiste à trouver la matrice du correcteurK à partir
de la minimisation d’un critère quadratique pondérant à la fois l’état et la commande.
J =
∫
∞
0
(xtQx+ utRu)dt (I.29)
où cette équation est caractéristique d’une commande LQ à horizon libre (infini). Le
problème de la régulation horizon fini des systèmes linéaires avec critère quadratique
n’est pas abordé dans ce manuscrit.
Le choix des matrices de pondération Q et R, influence le comportement du système en
boucle fermée, et notamment la réponse de celui-ci, car le choix de ces matrices modifie la
localisation des pôles. La solution minimisant J , s’écrit à partir d’une équation de Riccati :
AtPr + PrA− PrBR−1BtPr +Q = 0
avec Pr étant la solution de l’équation algébrique de Riccati.
La robustesse de la commande linéaire quadratique peut être vérifiée en analysant la
marge de phase et de gain d’une telle structure de commande [29].
Marge de gain ∈ [0, 5;+∞]
Marge de phase ∈ [0; +60]
Par conséquent nous avons des marges confortables qui peuvent nous permettre d’avoir des
réponses assez similaires d’un système incertain pour une plage de variation paramétrique
connue.
Si les variables d’état du modèle sur lequel est développé la commande LQ équivalente
ont des unités physiques, alors il est possible de donner un sens physique à tous les gains
définis par le correcteur.
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Une approche combinant un régulateur LQ et les structures de contrôle variable (V SC)
est présentée en [30] pour la commande en position d’une MSAP avec des incertitudes
paramétriques. La caractéristique principale des systèmes à structure variable est que leur
loi de commande se modifie de manière discontinue. La commande à structure variable
est par nature une commande non-linéaire. Comme notre objectif est plutôt de définir des
lois de commande robuste du type linéaire, nous n’aborderons pas ce type de commande
dans ce manuscrit.
Dans le chapitre III nous allons décrire en détail le régulateur LQ avec un terme
intégrale (LQI) pour le système MSAP Charge Élastique (MSAPCEL). La difficulté de
synthèse du régulateur LQ est de bien définir les matrices de pondération Q et R, de façon
à ce que les critères de performance imposés par le concepteur soient satisfaits pour toute
la plage de variation paramétrique du système.
I.4.6.2.2 Le régulateur LQG
Lorsque nous utilisons la méthode type LQ à partir des états estimés par un obser-
vateur d’état en fonction des sorties mesurées, nous faisons appel à la synthèse LQG. La
synthèse d’un régulateur Linéaire Quadratique Gaussien (LQG) comporte deux étapes
duales et indépendantes :
1. la synthèse d’un retour d’état par optimisation d’un critère quadratique LQ ;
2. la synthèse d’un filtre de Kalman permettant d’implanter la commande à partir des
seules mesures disponibles.
Le filtre de Kalman est un observateur d’état minimisant l’influence des bruits d’état et
de mesure sur le système permettant la reconstruction de l’état du système à partir des
signaux d’entrée u et de mesure y. Dans le cas général, nous considérons que le système
à contrôler subit des bruits d’état vka qui correspondent à la partie non déterministe,
comme par exemple les imperfections de l’actionneur, les perturbations externes et des
bruits de mesures wka qui caractérisent l’imperfection des capteurs et les vrais bruits de
mesures :  x˙ = Ax+Bu+ vkay = Cx+ wka (I.30)
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où vka et wka sont des bruits blancs centrés non corrélés, dont les matrices de covariance
sont données par :
E{vkavtka} = V ≥ 0 E{wkawtka} = W > 0 (I.31)
Le régulateur LQG qui réalise l’optimisation du critère quadratique (III.13) est constitué
de l’association d’un retour d’état et d’un filtre de Kalman, soit :
u = −Kxˆ (I.32)
et
˙ˆx = Axˆ+Bu+Kf (y − Cxˆ) (I.33)
où K et Kf sont déterminés à partir de deux équations de Riccati [31].
Le modèle du système (Axˆ + Bu) est exploité pour prédire l’état du système. Cette
prédiction est en fait une simulation en ligne du modèle du système. Le modèle étant
faux, l’état prédit est recalé en fonction de l’erreur entre la mesure y et la mesure prédite
(y − Cxˆ) et du gain du filtre de Kalman Kf .
Des techniques de contrôle basées sur le régulateur LQG ont été proposées par divers
travaux de recherche. En [28] un régulateur LQG est utilisé pour le contrôle d’un système
servo-moteur élastique basé sur la mesure de la position du moteur. Un terme intégral est
ajouté au régulateur pour éliminer l’erreur en régime permanent. Le calcul des coefficients
des matrices de pondération du régulateur LQ est basé sur un placement de pôles souhaité
[32]. Nous regrettons que la robustesse de cette méthode à des incertitudes paramétriques
du modèle n’était pas validée. Pour la méthode de synthèse que nous développerons pour
notre cas d’étude (MSAPCEL), nous ne mélangerons donc pas les effets des observateurs
à ce stade de l’étude mais dans le chapitre III nous donnerons aussi des règles de choix des
pondérations Q et R en fonction de spécifications données (performance en BF, limitation
physique, etc.).
I.4.6.3 La commande robuste
La robustesse est la notion qui traduit l’insensibilité ou la quasi insensibilité d’un
système vis-à-vis des incertitudes sur son modèle. Un système est dit robuste s’il conserve
sa stabilité et des performances désirées malgré la présence d’incertitudes. La commande
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robuste tient compte des incertitudes comme contrainte de synthèse du contrôleur de
façon à garantir une stabilité et des performances fixes.
Un grand nombre d’approches robustes existe s’appuyant sur des concepts mathé-
matiques et des modèles plus ou moins dissociés. Dans ce paragraphe nous présentons
brièvement les approches qui comptent parmi les plus connues mais toutefois nouvelles
dans les domaines des servo-entraînements, à savoir l’approche H∞, l’approche µ-synthèse
et la commande CRONE.
I.4.6.3.1 La commande H∞
La synthèse d’une commande robuste par l’approche H∞, a été amplement utilisée à
partir des années 1980 grâce à la notion de problème standard de Doyle [33]. L’approche
H∞ optimise la norme H∞ des fonctions de transfert entre les entrées et les sorties du
système qui ne sont pas utilisées par la boucle de contrôle. Si le maximum des valeurs
singulières de la matrice de fonctions de transfert du système est plus petit que 1 (sys-
tème normalisé), pour toutes les fréquences, alors la stabilité robuste est assurée. Pour
que la synthèse du contrôleur soit optimale, nous devons augmenter le système nominal
avec des fonctions fréquentielles de pondération. La réussite de la synthèse dépend de
la capacité du concepteur à augmenter le système initial pour que le contrôleur ait les
propriétés recherchées. Sans aucune doute, c’est l’étape la plus complexe de la synthèse
de la commande H∞. Nous pouvons dire que le problème de la synthèse du régulateur
c’est déplacé au choix de ces pondérations. Cette synthèse n’est pas plus simples et oblige
l’utilisation d’algorithmes spécifiques.
La figure I.16 illustre le problème H∞ standard. La matrice de transfert P (p) repré-
sente le système augmenté, K(p) le contrôleur recherché, wp le vecteur des entrées de
perturbation, e les signaux d’erreur, u la commande et y la sortie du système.
Plusieurs méthodes peuvent être envisagées pour résoudre le problème H∞ standard.
A l’heure actuelle, les plus répandus sont basée sur les équations de Riccati et sur les LMI
[29].
La commande H∞ a déjà fait l’objet de nombreuses publications [34][35] dans le do-
maine des servo-entraînements avec incertitudes paramétriques. En [34], un contrôleur
basé sur l’optimisation H∞ modifié (non standard) est développé pour un système de
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Fig. I.16 : Problème H∞ standard.
type deux-masses élastique. Le jeu et le frottement non-linéaire du système sont modéli-
sés comme des incertitudes paramétriques non structurées. Nous regrettons que les auteurs
ne justifient pas le choix des fonctions de pondérations. De plus les résultats dits expé-
rimentaux ne prennent pas en compte la dynamique de la boucle de courant du système
contrôlé.
En effet, les méthodes de synthèse H∞ conduisent à des correcteurs dont l’ordre est
au moins égal à l’ordre du système augmenté des pondérations. Nous pouvons ainsi, avoir
des correcteurs d’ordres très élevés (ordre 15-20), dont la dynamique reste obscure au
concepteur et peut changer considérablement avec les conditions de fonctionnement. Il est
donc important d’utiliser une méthode de réduction, afin d’obtenir un correcteur d’ordre
raisonnable qui puisse être utilisé pour des applications industrielles mais qui conduisent
parfois à la perte de performance de robustesse.
I.4.6.3.2 La µ-synthèse
La représentation des incertitudes sous forme d’incertitudes non structurées1 ou struc-
turées2 est utilisée pour la modélisation d’un système incertain sous forme LFT (Trans-
formation Linéaire Fractionnaire). Cette approche, consiste à modéliser le système incer-
tain par un système nominal en rétroaction avec la matrice d’incertitudes. En effet, les
éléments de la matrice d’incertitudes sont bornés mais peuvent prendre des valeurs quel-
conques entre les bornes. Cette représentation permet l’étude de la stabilité robuste et
même de la performance robuste à l’aide de la µ-synthèse. Pour ce faire, toutes les incerti-
1Les incertitudes non structurées, sous forme additives ou multiplicatives, correspondent essentielle-
ment à la dynamique négligée du système à contrôler.
2Les incertitudes structurées représentent les incertitudes paramétriques et prennent en compte plu-
sieurs types d’incertitudes.
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tudes appliquées au système (additives, multiplicatives et paramétriques) sont regroupées
sous forme d’un unique bloc d’incertitudes structurées ∆(p).
La µ-synthèse allie le concept de valeur singulière3 structurée et la technique de com-
mande H∞. La valeur singulière structurée relative à la structure ∆(p) garantit une ro-
bustesse en performance et en stabilité si et seulement si [36] :
µ∆(M(jω)) < 1 ∀ω ∈ < (I.34)
La valeur singulière structurée µ∆(M) est défini par [37]
µ∆(M) =
1
min{σmax(∆), det(I −M∆) = 0} (I.35)
où M = Fl(P,K) est une LFT de P (p) et K(p), I est une matrice identité, et σmax(∆)
est la valeur singulière supérieure de ∆.
Nous appellerons µ-synthèse toute procédure permettant de calculer un correcteur
K(p) stabilisant le système et telle que la condition (I.34) soit satisfaite. La solution
explicite à ce problème n’est pas connue à l’heure actuelle. Il peut donc être résolu de façon
approchée, en utilisant l’algorithme D−K itération qui sont des algorithmes spécifiques.
Le schéma général du problème µ-synthèse est représenté à la figure I.17.
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Fig. I.17 : Problème de µ-synthèse.
L’approche µ-synthèse a été appliquée à un système de type deux-masses avec incer-
titude paramétrique au niveau de la constante de rigidité élastique [38]. L’objectif étant
de valider la robustesse d’une telle commande vis-à-vis des perturbations de charge et
des incertitudes paramétriques. Les résultats montrent l’impossibilité d’avoir à la fois
une robustesse aux incertitudes paramétriques et aux perturbations de charge. De plus,
3Les valeurs singulières d’un matrice A, sont les racines carrées des valeurs propres de AA∗ et AA∗
(A∗ désigne la transposée-conjuguée).
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cette approche conduit à des correcteurs dont l’ordre est beaucoup plus élevé que ceux
obtenus avec l’approche H∞. De la même façon, il est donc indispensable d’utiliser des
méthodes de réduction d’ordre qui permettent d’obtenir un correcteur de dimension plus
faible conservant ses caractéristiques essentielles.
La minimisation d’une norme mathématique, l’appel à des algorithmes spécifiques et
la réduction d’ordre du correcteur obtenu nous oblige à repenser le problème à la base
surtout en tenant compte de la complexité liée au comportement du convertisseur et du
courant bien souvent négligé dans toutes ces méthodes.
I.4.6.3.3 La commande CRONE
L’approche CRONE (Commande Robuste d’Ordre Non Entier) s’intéresse à la robus-
tesse du "degré de stabilité", l’objectif étant alors le maintien de la performance dyna-
mique fréquentielle ou temporelle que mesure ce degré (robustesse en performance). Le
degré de stabilité est mesuré par le facteur de résonance en asservissement et le facteur
d’amortissement en asservissement et en régulation. La commande CRONE a évolué pour
donner trois générations de stratégies de commande durant les dix dernières années [39].
La première génération appelée de phase constante, repose sur une phase constante
du régulateur autour de la pulsation de gain unité ωu. En effet, la phase non-entière du
régulateur est additionnée à la phase du système nominal dans un intervalle de fréquence
choisit [ωa ωb] de façon à ce que la marge de phase soit constante. Sachant que les
variations de marge de phase résultent des variations additives de la phase du système
nominal et de celle du régulateur autour de la pulsation de gain unité, la robustesse du
régulateur est directement liée à largeur de l’intervalle de fréquence [ωa ωb].
Un régulateur CRONE de la première génération est utilisé pour la commande en
vitesse d’une MSAP [40]. Les résultats montrent que le régulateur "n’est pas robuste"
en performance aà certaines variations paramétriques de la charge entraînée. Les auteurs
ont montré que ce type de contrôle est robuste en termes de dépassement, mais jamais en
termes de la dynamique du système (temps de réponse).
En [41] est présenté une commande robuste basée sur un contrôleur CRONE de la
troisième génération et un observateur de Luenberger pour un système quatre-masses
élastique avec jeu mécanique. L’observateur est responsable de l’estimation de couple de
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Fig. I.18 : Diagramme de bode d’un régulateur de type CRONE.
perturbation et de la vitesse de rotation de la charge mécanique. Le régulateur CRONE
est définie à partir du calcul de trois paramètres indépendants (comme dans le cas d’un
régulateur PID). Les résultats expérimentaux montrent que ce régulateur permet une
commande robuste à des incertitudes paramétriques. Par contre, à cause des dérivés para-
métriques le calcul du régulateur CRONE peut s’avérer très délicat. De plus nous pouvons
avoir des régulateurs d’ordre élevé si l’intervalle de fréquence [ωa ωb] est grand, ainsi que
des problèmes de discrétisation.
I.5 Conclusion
Dans ce chapitre nous avons présenté les principaux éléments qui font partie du sys-
tème électromécanique MSAPCEL ainsi que la modélisation en vue de la commande.
Les principales caractéristiques d’un tel système sont les incertitudes paramétriques de la
charge mécanique et le phénomène d’élasticité.
Nous avons montré que dans la plupart des applications industrielles de hautes pres-
tations dynamiques, les imperfections mécaniques ainsi que les variations paramétriques
doivent être prises en compte pour la synthèse des lois de commande dites optimisées.
Plusieurs approches (classiques et modernes) de commande en vitesse ou en position
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de systèmes d’actionneur électromécanique ont été citées, tenant en compte les critères
de performance et/ou robustesse. Néanmoins, nous observons que dans la majorité des
cas, les méthodologies de conception des contrôleurs sont assez complexes, évoquant des
algorithmes volumineux en terme de calcul et difficiles en compréhension. Ce sont les
principales raisons pour lesquelles ces méthodologies sont rarement utilisées dans le milieu
industriel.
L’objectif général de ce travail est de définir des méthodologies simples de synthèse des
lois de commande dites optimisées pour des systèmes électromécaniques de type MSAP-
CEL. Le système en boucle fermée doit être le plus "robuste" possible aux variations
paramétriques mécaniques et aux perturbations de charge. Les synthèses des lois de com-
mande doivent aussi prendre en compte des phénomènes physiques réels (couple et courant
maximum du moteur, tension maximale du bus continu de l’onduleur de tension, etc.).
De plus, elles doivent être facile à implementer dans le milieu industriel. Dans le chapitre
qui suit nous aborderons deux stratégies de régulation de vitesse basées sur régulateurs
de type PID.
Chapitre II
Le correcteur PID optimisé
Dans ce chapitre nous présentons deux approches de conception d’un régulateur PID
optimisé pour la commande en vitesse du système MSAPCEL. Une approche fréquentielle
itérative est comparée avec une méthode de synthèse basée sur un Algorithme Génétique
(AG). La performance et la robustesse de chaque méthode est validée par des résultats
issus de simulations et d’expérimentations.
II.1 Introduction
Depuis l’invention de la commande des systèmes par régulateurs PID dans les années
1910, et après les techniques de synthèse proposées par Ziegler-Nichols en 1942, la popu-
larité des régulateurs PID ne cesse d’augmenter [22]. Aucun autre régulateur ne propose
une facilité d’utilisation dans tous les domaines industriels.
De plus, pour le contrôle en vitesse/position des systèmes de type deux-masses élas-
tiques, le PID est le régulateur le plus répandu. Néanmoins, ce type de régulateur présente
de sévères limitations en performance lorsque le système à régler possède des incertitudes
paramétriques, des phénomènes non-linéaires ou des perturbations externes [10]. Il est
aussi évident que le système à régler peut même devenir instable si la conception du
contrôle en boucle fermée prend en compte seulement les valeurs nominales des para-
mètres mécaniques. Plusieurs techniques de synthèse ont été développées avec l’objectif
de le rendre plus "robuste" dans ce cas de figure, cependant la plupart de ces méthodes
sont assez complexes, exigeant un grand effort de calcul au niveau des algorithmes à
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mettre en œuvre souvent hors ou en ligne.
L’objectif de ce chapitre est de proposer des méthodes optimisées de conception du
régulateur PID, dans une boucle de vitesse, pour un système de type MSAPCEL avec des
incertitudes paramétriques, prenant en compte la limitation de couple et des courants de
l’actionneur et qui soient faciles à implanter dans le milieu industriel.
Initialement, nous présentons la structure du correcteur PID adoptée. Ensuite la boucle
de vitesse utilisée pour la commande en boucle fermée du système est brièvement détaillée.
Par la suite, les trois coefficients du premier régulateur PID sont déterminés à l’aide d’une
synthèse fréquentielle itérative. Dans une deuxième partie, un AG est utilisé pour la déter-
mination des paramètres optimaux du régulateur. Une forme ’standard’ de l’algorithme
sera utilisée et des règles simples pour le paramètrer seront exposés. Les résultats des
simulations du système, prenant en compte la boucle de courant interne et la boucle
de vitesse, ainsi que les résultats issus de l’expérimentation en utilisant le banc d’essai,
montrent la performance de chaque régulateur lorsque l’inertie de la charge mécanique
varie.
II.2 La structure du correcteur PID
La fonction de transfert du régulateur PID que nous utilisons comme base de notre
étude d’optimisation est la suivante :
GPID = Kp
[
1 +
1
Tip
+
Tdp
1 + aTdp
]
(II.1)
oùKp est le gain proportionnel, Ti la constante d’intégration, Td la constante de dérivation
et a est la constante du filtre sur la dérivée, généralement sa valeur varie entre 0 et 1. La
fonction de chaque paramètre peut être brièvement résumée :
– le gain proportionnel - assure une transmission instantanée du signal d’erreur (dif-
férence entre consigne de vitesse et vitesse mesurée) ;
– le terme intégral - le comportement intégrateur à basse fréquence permet d’annuler
l’erreur en régime permanent ;
– le terme dérivée - le comportement différentiel à haute fréquence permet d’amélio-
rer la rapidité de la réponse du régime transitoire et limite les dépassements (ou
l’instabilité au sens général) ;
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– le filtre - assure la causalité de la fonction de transfert et la limitation du gain en
haute fréquence.
En pratique, l’action dérivée idéale n’est ni réaliste, ni souhaitable car le gain du cor-
recteur PID tend vers l’infini lorsque la fréquence augmente. Il est donc excessivement
sensible aux bruits hautes fréquences et notamment à ceux que peuvent produire l’ondu-
leur de tension MLI. La dérivée doit donc être filtrée.
II.3 La boucle de vitesse
Les approches de conception du régulateur PID optimisé seront développées pour la
commande en vitesse du système MSAPCEL. Selon l’application industrielle et le type de
charge mécanique à commander, deux possibilités sont envisagées :
– commande en vitesse côté moteur électrique ;
– commande en vitesse côté charge mécanique.
La commande en vitesse d’un système de type servo-entraînement à partir de la me-
sure de la vitesse du moteur électrique est normalement utilisée lorsque nous n’avons pas
d’accès à la mesure de la vitesse de la charge entraînée. Des raisons économiques peuvent
aussi imposer une telle structure de commande, car un seul capteur de position est néces-
saire. En sachant que l’objectif est toujours de contrôler la position/vitesse de la charge
entraînée, la structure de commande basée sur la mesure directe de la vitesse de la charge
mécanique est la plus recommandée. Dans le cadre de notre travail nous adoptons a priori
cette dernière structure de commande.
Le schéma-bloc illustré par la figure II.1 représente l’asservissement en vitesse (boucle
de vitesse) de la charge mécanique du système MSAPCEL. Cette représentation schéma-
bloc ne prend pas en compte la boucle de courant (uniquement Kcm). Dans la section qui
suit, nous montrons la nécessité de prendre en considération la boucle de courant pour la
synthèse des régulateurs de type PID optimisé.
Le choix des paramètres du PID (Kp, Ti, Td), pour obtenir la réponse désirée, est
basé sur le comportement boucle ouverte (BO) du système. Nous devons aussi remplir les
objectifs fixés par le cahier des charges et/ou satisfaire un critère établi par la variable de
contrôle du système en boucle fermée à savoir la vitesse de la charge mécanique ωl.
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Fig. II.1 : Schéma-bloc du contrôle en vitesse de la charge mécanique (MSAPCEL) avec
régulateur PID.
Le régulateur PID doit être conçu afin d’augmenter la bande passante du système en
boucle fermée (diminution du temps de réponse) et d’obtenir une fréquence de coupure
ωc nettement inférieure à la fréquence de résonance mécanique ωnp. Il est évident que le
comportement dynamique du système MSAPCEL peut être complètement modifié, dans
le cas où son contrôle est basé sur la mesure de la vitesse du moteur électrique car nous
avons la présence d’une pulsation d’anti-résonance ωnz de valeur inférieure à la pulsation
de résonance ωnp.
Les limitations physiques de l’actionneur (MSAP) telles que le couple moteur maxi-
mum et le courant de phase maximum, doivent être prises en compte pour la détermination
du régulateur. Il est bien connu que le gain proportionnel Kp est employé pour augmenter
la bande passante du système, tout en sachant que la bande passante détermine la vitesse
de la réponse qui est limitée par les pôles dominants du système en boucle fermée. Le
choix du gain Kp, ou d’une manière équivalente, de la fréquence de coupure ωc doit être
un compromis entre la rapidité du système et son comportement amorti.
II.4 Évolutions des pôles du système
Avant de décrire les deux approches de synthèse d’un régulateur PID optimisé, nous
présentons une étude sur l’évolution des pôles du système nominal en boucle fermée uti-
lisant un régulateur de type proportionnel pour l’asservissement en vitesse. Le but est
d’analyser l’évolution des pôles du système en boucle fermée à partir du système méca-
nique décrit par la figure II.1. Dans ce cas de figure, nous n’avons aucune limitation en ce
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qui concerne le courant statorique et le couple moteur maximum, ainsi que ces dérivées res-
pectives dIs
dt
et dCem
dt
. En utilisant les paramètres mécaniques du moteur et de la charge en-
traînée (présentés en détail dans le chapitre IV), nous analysons les trois pôles du système
MSAPCEL en boucle fermée pour une variation deKp = [Kpmin Kpmax ] = [0, 0001 0, 01].
Nous ne considérons que trois pôles du système, car le quatrième pôle est compensé par
un zéro à l’origine (figure II.2).
Kpmax
Kpmax
Kpmax
Kpmin
Kpmin
Kpmin
<
=
Fig. II.2 : Évolution des pôles du système en boucle fermée pour une variation de Kp.
Les pôles conjugués complexes de fort module évoluent vers le demi plan complexe
positif (le système devient instable) même pour des valeurs de Kp extrêmement faible
(Kpmax inférieur à 0,01). Ceci vient du fait que nous n’avons pas imposé les contraintes
physiques réelles du système, par conséquent, nous permettons des variations de courant
et de couple instantanées (dIs
dt
et dCem
dt
) qui dans le cas pratique n’auront pas lieu car
nous avons des limitations : tension maximale du bus continu de l’onduleur, variation de
courant maximale limitée par les paramètres électriques du moteur, courant statorique
maximal,etc. Si nous ne considérons que le modèle mécanique (sans aucune saturation)
nous ne pouvons pas optimiser les paramètres du régulateur PID.
Afin de développer une méthode de synthèse du régulateur PID robuste, prenant
en compte les limitations physiques du système, nous optons pour utiliser le modèle de
régulation en vitesse représenté par la figure II.3 au détriment du modèle mécanique (figure
II.1). Le régulateur de courant étant un simple PI. Les paramètres du PI de courant sont
calculés de façon à respecter le principe de séparation des modes entre la boucle de vitesse
et la boucle de courant. Initialement nous limitons la tension maximale du bus continu
de l’onduleur. Dans un premier temps, nous considérons le modèle moyen pour le calcul
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des rapports cycliques de l’onduleur de tension, ce qui revient à idéaliser la Modulation
par Largeur d’Impulsion (MLI).
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Fig. II.3 : Schéma-bloc du système MSAPCEL avec la boucle de courant et la boucle
de vitesse.
II.5 L’approche fréquentielle itérative
Dans cette section nous présentons l’approche fréquentielle utilisée pour la conception
du régulateur PID optimisé. Nous définissons comme "robuste" le système restant stable
et ayant les dépassements et temps de réponse les plus identiques possible en présence de
variations paramétriques.
Dans un premier temps nous considérons comme paramètre incertain l’inertie de la
charge mécanique Jl. En nous appuyant sur les applications industrielles citées dans le
chapitre précèdent, nous définissons l’intervalle d’incertitude tel que :
Jl ∈ [Jlmin Jlmax ] = [0, 5Jlnom 4Jlnom ] (II.2)
où Jlnom représente l’inertie nominal du système.
L’objectif de l’approche fréquentielle qui est présentée dans cette section est de déter-
miner un ensemble de paramètres optimisés P = [Kpopt , Tdopt , Tiopt ] de façon à ce que la
réponse en vitesse du système en boucle fermée soit stable et la plus "robuste" possible
pour toutes variations Jl ∈ II.2.
Afin de déterminer la procédure fréquentielle d’optimisation du régulateur PID, nous
définissons les critères de "robustesse" ainsi que les contraintes auxquelles sera soumis
notre système :
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– un dépassement maximum de 5% de la vitesse de référence de la charge mécanique ;
– un temps de réponse inférieur à 0,3s (cohérent avec les applications industrielles
présentées dans le chapitre précédent) ;
– la valeur de la variable de commande u doit être inférieure à deux fois le couple
moteur nominal Cem en régime transitoire ;
– la stabilité du système doit être garantie.
De plus, nous considérons que l’inertie nominale de la charge est largement supérieure
à l’inertie du moteur synchrone Jlnom  Jm. Par conséquent, la valeur du coefficient de
résonance est supérieur à l’unité, Qres > 1. Les paramètres électriques et mécaniques du
moteur synchrone à aimants permanents sont bien connus et constants.
En tenant compte des informations ci-dessus, nous présentons les étapes séquentielles
de l’algorithme pour la détermination des paramètres optimisés du régulateur PID :
1. Nous adoptons trois valeurs différentes de l’inertie de la charge mécanique comme
référence :
– valeur inférieure de la plage de variation d’inertie (1) : Jl = Jlmin
– valeur nominale de l’inertie (2) : Jl = Jlnom
– valeur supérieure de la plage de variation d’inertie (3) : Jl = Jlmax
par conséquent nous avons trois systèmes de paramètres que nous pouvons définir
comme des systèmes représentant l’intervalle de variation. Nous pouvons assurer ce
dernier point car le système est linéaire pour tout l’intervalle de variation de l’inertie
de la charge mécanique.
A partir d’une expertise dans le domaine fréquentiel du système en boucle ouverte
et prenant en compte les fréquences de résonance et d’anti résonance, nous fixons la
valeur initiale de Td1 et de la constante a1. Les valeurs des paramètres Td1 et a1 sont
définis de façon à ce que les modes non-linéaires du système ne soient pas excités.
Dans un deuxième temps nous fixons le coefficient Ti1 selon la dynamique désirée
(temps de montée et temps de réponse). De plus, la valeur initiale du paramètre Ti1
est choisie pour qu’il n’y ait pas de modification de phase dans la zone de fréquence
importante pour la stabilité. Après avoir fixé ces deux paramètres, il reste comme
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seul paramètre Kp à étudier pour la suite.
2. Pour chaque référence d’inertie de la charge mécanique nous réalisons des itérations
par le moyen de simulations du système en boucle fermée (figure II.3) afin de calculer
le coefficient Kp en respectant les contraintes et les critères de robustesse imposés
au système. Comme résultat nous avons trois ensembles de paramètres du PID pour
chaque inertie Jl de référence :
– ensemble (1) : Kp1 , Ti1 , Td1 , a1
– ensemble (2) : Kp2 , Ti1 , Td1 , a1
– ensemble (3) : Kp3 , Ti1 , Td1 , a1
où : Kp3>Kp2>Kp1
Les paramètres du régulateur PID doivent forcement appartenir à l’espace de solu-
tion optimisé P , [(Kp1 , Kp2 , Kp3), Ti1 , Td1 ] ∈ P .
3. Pour chaque ensemble de paramètres du régulateur, l’évolution du dépassement de
la vitesse de la charge est analysée tandis que l’inertie de charge varie de Jlmin à
Jlmax . Les résultats d’évolution de dépassement sont montrés sur la figure II.4.
La première courbe de la figure II.4, correspondant au tracé réalisé à partir du pre-
mier ensemble de paramètres de contrôleur, ce qui donne un dépassement excédant
le critère de 5% tandis que l’inertie de charge augmente vers sa valeur maximale. Ce-
pendant, la stabilité du système est garantie sur toute la plage de variation d’inertie
de la charge.
L’évolution du dépassement illustrée par la courbe 2 de la figure II.4, montre qu’une
fois de plus le critère de dépassement n’est pas respecté sur toute la plage de va-
riation de Jl. Néanmoins, le dépassement maximum est nettement inférieur à celui
illustré par la courbe précédente. La stabilité du système est toujours préservée mais
le dépassement change largement sur l’intervalle.
En observant la quatrième courbe, nous notons que le critère de dépassement est
II.5 : L’approche fréquentielle itérative 49
Kp1
Kp2
Kpopt
Kp3
Jlmin Jlmax
courbe 1
courbe 2
courbe 3
courbe 4
D
ép
as
se
m
en
t
(%
)
Inertie de la charge
Fig. II.4 : L’évolution du dépassement de la vitesse de la charge mécanique lorsque
l’inertie varie entre Jlmin et Jlmax .
respecté dans presque toute la gamme de variation de la charge d’inertie. Cette re-
marque n’est pas vérifiée lorsque l’inertie tend vers sa valeur minimale Jlmin . A ce
moment, le système devient instable (flèche).
En conclusion, les trois ensembles de paramètres ne fournissent pas de résultats sa-
tisfaisants, car le compromis entre la stabilité et le dépassement n’est pas accompli.
Par contre ils serviront de base pour le calcul des paramètres optimisés.
4. Pour calculer le paramètre Kp optimum nous emploierons les deux ensembles de
paramètres PID qui ont donnés le meilleur compromis entre la stabilité et le dépas-
sement (variation de dépassement plus petite tout en restant stable). Ceci signifie
que la valeur optimale Kpopt doit se situer nécessairement entre Kp2 et Kp3 .
[Kp2 Kpopt Kp3 ] (II.3)
La recherche de la solution optimale de Kpopt est achevée lorsque que le dépassement
en vitesse de la charge mécanique du système est le plus petit possible, et que le
système est encore stable.
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Pour valider la stratégie d’optimisation des paramètres du régulateur PID, de nom-
breuses simulations du système MSAPCEL en boucle fermée ont été réalisées. Le coeffi-
cient proportionnel du correcteur PID varie entre Kp1 et Kpopt avec un pas de variation
de 0, 1. L’incertitude paramétrique de la charge mécanique est toujours donnée par la
relation II.2. Avec la variation de ces deux paramètres, nous traçons le dépassement de la
vitesse de la charge qui se définit comme sur (figure II.5).
Dans un second temps, nous tenons compte également du terme integrateur Ti. La
variation de ce dernier est choisie de façon à ce que la réponse du système MSAPCEL
reste toujours stable. Chaque nouvelle surface correspond à une valeur différente de Ti.
La flèche sur l’image indique la région où le dépassement est le plus petit possible, région
dans laquelle la valeur de Kp est optimale. La variation du coefficient Ti n’a pas changé
la région optimale (figure II.5).
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Fig. II.5 : Le dépassement de la vitesse de la charge mécanique avec une variation de
Kp, Jl et Ti.
Malgré les résultats obtenus qui montrent une certaine robustesse en stabilité du sys-
tème en boucle fermée, la robustesse en performance n’est toujours pas achevée. Partant
du principe que cette première approche a été basée sur l’optimisation d’un seul paramètre
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Kp , nous envisageons de développer une autre approche de conception prenant en compte
les trois degrés de libertés possibles du régulateur : Kp, Td, Ti. Le but est de trouver dans
un espace de solution tridimensionnel, les paramètres optimisés du PID. Pour se faire,
nous allons utiliser une approche basée sur un algorithme génétique.
II.6 L’approche basée sur l’Algorithme Génétique
Dans cette section nous traitons du problème d’optimisation des trois paramètres du
régulateur PID basé sur un Algorithme Génétique (AG). Dans un premier temps, nous
introduisons quelques généralités sur l’AG, ses opérateurs de base et les facteurs qui
affectent directement sa convergence. Par la suite, nous décrivons de façon exhaustive la
façon dont laquelle l’AG est utilisé pour le calcul des paramètres du PID, en considérant
les mêmes critères de robustesse et de performance qui ont été établit dans la section
précédente.
II.6.1 Généralités sur les AG
Les Algorithmes Génétiques (AG) sont des méthodes d’optimisation inspirées par les
mécanismes de l’évolution naturelle. Ils ont été introduits par John Holland et ses collègues
de recherche de l’université du Michigan aux États Units dans les années 1970. Néanmoins,
c’est grâce au livre de Goldberg (1989)[42] que nous devons leur popularisation.
Le principe d’un Algorithme Génétique repose sur l’analogie conceptuelle établie entre
une population d’individus évoluant dans leur milieu naturel et un ensemble de solutions
plus ou moins bonnes d’un problème d’optimisation quelconque. Suivant les règles de l’évo-
lution énoncées par Darwin, la population d’individus va évoluer de manière à s’adapter
au milieu qui l’entoure : les plus faibles vont disparaître tandis que les mieux adaptés
survivront et se reproduiront.
A partir des années 1990, quelques publications évoquent l’utilisation des AG pour
la résolution de problèmes d’optimisation dans le domaine de la commande de systèmes
électromécaniques [43][44]. Ils sont surtout appliqués à des problèmes multi-objectifs, avec
des contraintes, où l’espace de recherche de solutions est assez ample.
Le choix d’une telle méthode d’optimisation, pour la définition des paramètres du
52 Chapitre II : Le correcteur PID optimisé
régulateur PID, repose sur les principales caractéristiques des AGs à savoir :
– ils réalisent la recherche de la solution optimale sur une population de solutions
possibles, de façon parallèle.
– la recherche des solutions est basée sur des fonctions d’adaptation et non sur des
dérivées ou d’autres connaissances a priori.
– ils utilisent des lois probabilistes et non déterministes.
Le point de départ de l’AG est de définir l’ensemble d’individus qui représentent po-
tentiellement la solution du problème. Cette population initiale doit proposer un échan-
tillonnage représentatif de l’ensemble de l’espace de recherche de solutions. Les individus
sont normalement codés en utilisant le codage binaire, gray ou réel. Dans [43] les auteurs
montrent que la représentation binaire aboutit souvent à une moins bonne précision et
qu’en règle générale le gain en terme de temps de calcul de l’AG est négligeable. La conclu-
sion à laquelle ils arrivent est qu’une représentation plus naturelle du problème offre des
solutions plus efficaces, c’est ce que nous allons faire et qui va dans le sens d’une plus
grande possibilité de compréhension et de diffusion de cette approche.
Il est tout à fait possible de créer les individus de la population initiale de manière
aléatoire. Et cette méthode amène un concept très utile dans les AG : la diversité. Plus les
individus de la population de départ seront différents les uns des autres, plus nous aurons
de chance d’y trouver, non pas la solution parfaite, mais de quoi fabriquer les meilleurs
solutions possibles. Le choix de la population initiale d’individus conditionne fortement la
rapidité et l’efficacité de l’algorithme, par contre fixer la bonne taille et les bornes relève
encore de l’expertise du concepteur ou de quelques règles simples à suivre.
Les AG sont aussi des algorithmes itératifs où à chaque itération la population est
modifiée. Chaque itération d’un AG est appelée génération. Le principe fondamental des
AG est que la population puisse évoluer à chaque génération au moyen de quelques opé-
rations et en fonction de l’adaptation des individus à l’environnement jusqu’au point où
ils seront identiques, ce qui représente une solution unique au problème d’optimisation.
II.6.2 Les opérateurs de base d’un AG
Les opérateurs sont fondamentaux pour implanter le processus reproductif caractéris-
tique d’un AG. De nombreux opérateurs génétiques existent ainsi que différentes stratégies
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d’implantation. Par contre, dans ce paragraphe nous n’abordons que les opérateurs les plus
simples et les plus utilisés à savoir : l’opérateur de sélection, de croisement et de mutation,
pour ne pas complexifier la méthode et perdre le sens physique des paramètres de réglage.
Les opérations de sélection naturelle, le croisement et la mutation sont responsables de
la création d’une nouvelle génération. Le principe de base est que les individus les mieux
adaptés de la population à leur environnement ont plus de possibilités de perpétuer leurs
informations génétiques dans les générations futures. Le processus utilisé pour déterminer
quel est l’individu le plus adapté à l’environnement est appelé sélection naturelle.
L’évaluation de l’adaptation de chaque individu à l’environnement est réalisée au
moyen d’une fonction d’adaptation (fitness). Cette fonction attribue à chaque individu
une valeur qui représente son niveau d’adaptation. La fonction d’adaptation peut affecter
directement la qualité des résultats obtenus par l’AG ainsi que le temps d’exécution. Elle
est fonction du critère à minimiser.
La sélection naturelle est peut-être l’opérateur le plus important puisqu’il permet aux
individus d’une population de survivre, de se reproduire ou de mourir. Il existe plusieurs
méthodes pour la reproduction. La méthode la plus connue et utilisée est sans doute, la
roue de loterie biaisée de Goldberg [42]. Selon cette méthode, chaque individu sera dupliqué
dans une nouvelle population proportionnellement à sa valeur d’adaptation. Les individus
ayant une grande valeur d’adaptation ont donc plus de chance d’être sélectionnés.
Après la sélection, nous avons l’opérateur de croisement. Le croisement a pour but
d’enrichir la diversité de la population en manipulant la structure des individus. Classi-
quement, les croisements sont envisagés avec deux parents et gênèrent deux enfants. Il
consiste à échanger les gênes (information génétique la plus élémentaire d’un individu)
des parents afin de les donner aux enfants qui portent donc des propriétés combinées.
Bien qu’il soit aléatoire, cet échange d’information offre aux algorithmes génétiques une
part de leur puissance : quelque fois, de "bons" gènes d’un parent viennent remplacer
les "mauvais" gènes d’un autre et créent des fils mieux adaptés. Le taux de croisement
détermine le nombre de croisement effectué à chaque génération.
Quoi qu’il en soit, il se peut que l’action conjointe de la reproduction et du croisement
soit insuffisante pour assurer la réussite de l’AG. De façon à introduire le phénomène de la
mutation naturelle, la formation de la nouvelle génération est complétée par l’opérateur
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de mutation. Le rôle de cet opérateur est de modifier aléatoirement, avec une certaine
probabilité, la valeur d’un gêne de l’individu.
Après l’application des ces opérateurs génétiques nous avons comme résultat une nou-
velle population d’individus. Le processus se répète avec un nombre fini de génération
(notre cas) ou jusqu’au moment où les individus d’une génération sont presque identiques
où égales à un critère d’arrêt à epsilon prêt.
II.6.3 La convergence de l’AG
La convergence d’un algorithme génétique dépend d’une série de facteurs, les plus
déterminants étant : la dimension de la population, le nombre de générations, le taux de
croisement et le taux de mutation.
En effet, il est clair que plus la dimension de la population est élevée, plus grande
sera la diversité de matériel génétique. Cette observation a une influence très positive sur
la qualité du résultat final mais très pénalisante concernant le temps de calcul car une
augmentation du nombre de générations sera nécessaire pour que la population devienne
homogène. Ce dernier devient un facteur limitant dans le cas de problèmes complexes, pour
lesquels l’évaluation est longue. Par ailleurs, il est établi que la recherche est plus efficace
si le nombre de générations calculées est supérieur ou égal à la taille de la population. Un
nombre de génération trop faible pourrait alors ressembler à une génération aléatoire de
solutions.
Les probabilités de croisement et de mutation ont également un impact important sur
le déroulement de la recherche de la solution optimale. S’ils sont trop élevés, ils peuvent dé-
truire rapidement des structures prometteuses et même gêner la convergence. Par contre,
des valeurs trop faibles entraîneront un brassage des gènes peu efficace et une diversifica-
tion de la population peu importante, pouvant causer la stagnation sur des optima locaux.
Les valeurs généralement admises pour la probabilité de croisement sont comprises entre
0,7 et 0,9. Concernant, la probabilité de mutation, le taux est généralement faible, compris
entre 0,01 et 0,1, puisqu’un taux élevé risque de conduire à une solution sous-optimale.
En effet, le choix des valeurs des paramètres d’un AG (probabilité de mutation, pro-
babilité de croisement, taille de la population, etc) est motif de plusieurs travaux de re-
cherche. Nous allons prendre comme référence les travaux développés en [45]. Les auteurs
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présentent de façon détaillé le choix des paramètres de façon à maximiser la performance
d’un algorithme génétique.
II.6.4 Application des AG à l’optimisation du régulateur PID
Dans cette section nous détaillons les aspects de la mise en œuvre de l’optimisation
des paramètres du PID à partir de l’utilisation des AG. La structure du régulateur est la
même que celle qui a été présentée dans la section précédente. L’objectif est toujours de
trouver l’ensemble des paramètres optimisés P = [Kpopt , Tdopt , Tiopt ] de façon à ce que la
réponse en vitesse du système MSAPCEL en boucle fermée soit stable et la plus robuste
possible pour toute variation de Jl appartenant à l’intervalle (II.2). Nous considérons le
paramètre du filtre du régulateur PID constant (a = 0, 5).
Avec l’utilisation de l’AG il est possible de réaliser la recherche de la solution optimale
dans un espace tridimensionnel au détriment de la recherche quasi unidimensionnelle qui
a été mise en œuvre à partir de l’approche itérative. Chaque dimension de l’espace de
recherche tridimensionnel correspond à une variable de l’individu x que nous cherchons à
optimiser.
xi = [x1i , x2i , x3i ] = [Kpi , Tdi , Tii ] (II.4)
où l’indice i représente un individu quelconque de la population. A titre d’exemple, si la
population est formée par 10 individus, l’indice i varie entre 1 et 10.
De la même façon, que nous avons borné l’incertitude de l’inertie de la charge mé-
canique Jl selon l’intervalle donné par (II.2), une région d’espace D limite les valeurs
possibles des paramètres du régulateur PID, défini par les meilleurs coefficients pour les
bornes Jmin d’une part et Jmax d’autre part (II.5). A partir de quelques connaissances
sur le système à régler et sur la conception d’un régulateur de type PID, nous pouvons
borner la région de recherche de la solution optimale tout en garantissant l’optimisation
de l’approche, de façon à ce que le temps de convergence de l’AG soit largement réduit.
D = [x1in ]× [x2in ]× [x3in ] = [Kpmin Kpmax ]× [Tdmin Tdmax ]× [Timin Timax ] (II.5)
L’approche d’optimisation du régulateur PID par AG est définit dans les étapes sui-
vantes :
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a) Définition de la population initiale
La population initiale est choisie de façon aléatoire dans un espace de recherche de
solutions (II.5). L’intervalle de variation de chaque variable de D est définit de la
façon suivante :
1. Nous adoptons l’extrémité de la plage de variations de Jl comme référence pour
le système :
– Jl = Jlmin (1)
– Jl = Jlmax (2)
2. Pour chaque référence d’inertie nous calculons, à partir des simulations du
système completMSAPCEL en boucle fermée, les valeurs maximales de chaque
coefficientKp, Ti et Td en respectant le critère de robustesse et stabilité. Comme
résultat nous avons deux ensembles de paramètres du régulateur :
– ensemble(1) : Kp1 , Ti1 , Td1 ,
– ensemble(2) : Kp2 , Ti2 , Td2 ,
3. L’espace de recherche D est définit par :
D = [0 max(Kp1 , Kp2)]× [0 max(Td1 , Td2)]× [0 max(Ti1 , Ti2)] (II.6)
Pour la définition des limites de l’espace de recherche D la seule contrainte physique
imposée étant la tension maximale du bus continu de l’onduleur de tension. Aucune
limitation en ce qui concerne le couple ou le courant statorique maximum n’a été
imposée. De cette façon nous garantissons que les valeurs optimales du régulateur
PID sont incluses dans l’espace de recherche D.
x1opt = Kpopt ∈ [0 max(Kp1 , Kp2)]
x2opt = Tdopt ∈ [0 max(Td1 , Td2)]
x3opt = Tiopt ∈ [0 max(Ti1 , Ti2)]
(II.7)
b) La fonction d’adaptation
L’inverse de l’intégrale de l’erreur quadratique (ISE ) entre la vitesse de référence de
la charge mécanique ωlref et la vitesse réelle ωl est utilisée comme fonction d’adap-
tation à maximiser sur un intervalle T :
fad(x1i , x2i , x3i) =
1
1
T
∫ T
0
[ωlref − ωl]2dt
(II.8)
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La fonction d’adaptation des individus qui génèrent des pôles du système positifs
(instabilité) ou qui génèrent un couple moteur supérieur à deux fois Cem doit per-
mettre de fortement les pénaliser. De plus, l’adaptation de chaque individu d’une
population doit être calculée sur toute la plage de variation de l’inertie de la charge
mécanique. En sachant que le système en boucle fermée a un comportement linéaire
sur la variation paramétrique, nous calculons la fonction d’adaptation de chaque
individu selon l’équation suivante :
fad(x1i , x2i , x3i) =
1∑Jlmax
n=Jlmin
1
T
∫ T
0
(ωlref −L −1[Hl−C(p, n)] ∗ Cem)dt
(II.9)
où L −1 représente la transformation inverse de Laplace, et ∗ représente une convo-
lution temporelle. La fonction de transfert incertaine entre le couple moteur et la
vitesse de la charge HC−l(p, n), déjà vu prédemment est donnée par :
Hl−C(p, n) =
1
(fm + fl)
[
Jmn
Kt(fm+fl)
p3 +
(
Jmfl+fmn
Kt(fm+fl)
)
p2 +
(
(Jm+n)Kt+fmfl
Kt(fm+fl)
)
p+ 1
]
(II.10)
c) L’opérateur de sélection naturelle
Nous utilisons la méthode de sélection géométrique normalisée qui est une méthode
de sélection de rang basée sur une distribution géométrique normalisée. Cette mé-
thode limite la probabilité de sélection du meilleur individu au début des premières
générations. Avec cette méthode, la probabilité de sélection du ième individu dans
une population de taille np est donnée par [42] :
ps =
qs(1− qs)rs−1
1− (1− qs)np (II.11)
où qs est un coefficient de sélection du meilleur individu et rs est son rang. Le rang
d’un individu est l’indice de la population dans laquelle il a été remarqué comme
n’étant dominé par aucun autre individu. De l’ensemble d’individus d’une popula-
tion, vous sortez ceux qui ne sont dominés par aucun autre individu, et vous leur
attribuez le rang 1. Sur les individus qui ne sont pas sortis du lot, vous recommencez
l’opération, en cherchant ceux qui ne sont dominés par aucun des individus restants
et vous leur attribuez le rang 2 et ainsi de suite jusqu’à épuisement de la population.
Les individus jugés les meilleurs sont ceux de rang le plus faible.
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d) L’opérateur de croisement
Dans le cadre de notre étude nous utilisons le croisement arithmétique. Les croise-
ments sont envisagés avec deux individus d’une même population (pa1 , pa2), généra-
lement appelés pères. Comme résultat de ce croisement, nous avons deux nouveaux
individus (e1, e2), lesquels sont appelés fils. Ce type de croisement est défini de la
façon suivante :
e1 = pa1rc + pa2(1− rc)
e2 = pa1(1− rc) + pa2rc
(II.12)
où rc est une variable de pondération aléatoire, comprise entre 0 et 1. Le nombre de
fois que le croisement arithmétique doit être appliqué à chaque génération est défini
par la probabilité de croisement pc.
e) L’opérateur de mutation
Nous utilisons une mutation réelle du type uniforme. Chaque individu d’une po-
pulation quelconque est changé selon une certaine probabilité pm par une valeur
aléatoire tirée suivant une distribution uniforme sur l’intervalle des solutions pos-
sibles D ou sur un intervalle spécifique de mutation Dm. Dans notre cas de figure,
nous considérons que l’intervalle Dm est identique à l’intervalle D.
f) L’itération
Les étapes de l’Algorithme Génétique (a)-(e) sont exécutées jusqu’au moment où
la valeur de la fonction d’adaptation des individus n’évoluent plus, ou lorsque le
nombre maximum de générations ng est atteint.
Le tableau II.1 présente les valeurs des principaux paramètres utilisés pour l’exécu-
tion de l’algorithme génétique proposé. Le choix de ces paramètres est aussi basé sur de
nombreux essais de performance et de convergence de l’AG.
II.7 Les résultats issus de simulations
Pour vérifier l’efficacité des deux régulateurs, le PID itératif et le PID basé sur l’AG,
nous avons réalisé plusieurs simulations du système expérimental complet (onduleur MLI
- moteur synchrone à aimants permanents avec charge élastique incertaine MSAPCEL)
donné par la figure II.6. La commande interne (boucle de courant) est réalisée à l’aide de
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Paramètre symbole valeur
taille de la population np 50
nombre de générations ng 100
coefficient de sélection qs 0,08
probabilité de croisement pc 0,7
probabilité de mutation pm 0,05
Tab. II.1 : Paramètres de l’Algorithme Génétique.
la mesure des courants (phase a et phase b), du bus continu et à l’aide d’un régulateur
de courant de type PI. Les rapports cycliques responsables des ordres de commande des
drivers de l’onduleur de tension étant cette fois là déterminés à l’aide de la modulation MLI
(modèle instantané). Dans cette étape, nous cherchons à utiliser un modèle de simulation
qui soit le plus proche possible du système réel expérimentale.
Rapports
Cycliques
Onduleur
detension
MSAPCELPI
courant Inverse
de Park
Transf.
Transf.
de Park
Boucle de courant
θm
θm
ωl
ωl
ωlr
Idr Iq
Id
Vq
Iqr
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Isb
Ebus
Vd
GPID
Fig. II.6 : Schéma-bloc du système MSAPCEL complet avec la boucle de courant +
MLI.
Dans le cadre des simulations du système complet, les temps mort de l’onduleur de
tension ne sont pas pris en compte. Nous considérons que les mesures de courant et de la
position mécanique du moteur synchrone et de la charge mécanique ne sont pas bruitées.
La loi de commande dans l’axe dq impose un couple moteur maximum (Id = 0). Le courant
et la force électromotrice du moteur synchrone sont en phase. Un couple résistant Cl de
1,5N.m est imposé au moteur synchrone.
Nous avons choisi un régulateur de type proportionnel et intégral (PI) pour la régu-
lation de la boucle de courant. En effet, la relation entre tension et courant sur la phase
d’une machine étant du 1er ordre (sans les FEM) ce régulateur est relativement simple à
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réaliser et permet d’avoir une bonne réponse en dynamique avec un erreur nulle en régime
permanent. La fonction de transfert du PI de courant est donnée par :
GPI = Kpc(1 +
1
Ticp
) (II.13)
où Kpc et Tic sont respectivement le terme proportionnel et le terme intégral.
II.7.1 Le régulateur de vitesse
La structure du régulateur de vitesse dans le cadre des simulations est donné par la
fonction de transfert (II.1). Afin de limiter le courant statorique du moteur synchrone,
nous avons aussi imposé une structure d’anti saturation. La valeur de la saturation a été
imposée de façon à ce que le courant de la machine ne dépasse pas une valeur maximale
Imax égal à deux fois la valeur nominale. La figure II.7 montre le schéma-bloc d’une telle
structure de régulation. Le gain statique étant donné par Kst.
+
+
+
-
+
-
+
Tdp
1 + aTdp
Kst
Kp
eωl
Ir
Régulateur PID de vitesse
1
Tip
Fig. II.7 : Schéma-bloc du PID de vitesse avec anti-saturation.
II.7.2 Réponse du système MSAPCEL avec des incertitudes pa-
ramétriques
Les simulations du système complet, sont réalisées à l’aide du logiciel Matlabr et
Simulinkr. Dans un premier temps nous évaluons les réponses du système à un échelon
de vitesse de la charge mécanique. Ensuite, nous définissons un cycle de fonctionnement
II.7 : Les résultats issus de simulations 61
en vitesse afin d’observer le comportement du système à une vitesse variable. Dans tous
ces cas de figure, nous considérons que l’inertie de la charge mécanique est incertaine
selon l’intervalle définit par (II.2). Les valeurs des paramètres des régulateurs de vitesse
PID itératif et PID AG sont présentées sur le tableau II.2. Dans le quatrième chapitre
nous présentons la méthode utilisée pour le calcul des paramètres du PI de courant et ces
valeurs respectives.
PID itératif Kp = 1, 0 Ti = 0, 15 Td = 0, 00010
PID AG Kp = 1, 889 Ti = 0, 302 Td = 0, 00069
Tab. II.2 : Paramètres du PID de vitesse.
II.7.2.1 Réponse à un échelon de vitesse
Sur la figure II.8, nous montrons la réponse en vitesse de la charge mécanique lors de
l’application d’un échelon de vitesse de 30rad/s. Nous considérons que cette variation de
la référence est assez représentative pour la validation du comportement transitoire du
système MSAPCEL avec des incertitudes paramétriques. Dans toute la plage de varia-
tion d’inertie le système est toujours stable (robustesse en stabilité) dans le deux cas de
régulation (PID itératif et PID AG). Cependant, la robustesse en performance n’est pas
atteinte car le dépassement de vitesse n’est pas inférieur à 5% pendant tout l’intervalle
d’incertitude de l’inertie Jl et bouge largement. La réponse du système en utilisant le ré-
gulateur basé sur l’AG est relativement meilleur (moins de dépassement, temps de réponse
inférieur à 0,3s) que celle obtenue avec le régulateur itératif. Pour les deux méthodes de
synthèse, la variation du temps de réponse du système incertain (Jlmin et Jlmax) est très
élevée. Le tableau II.3 résume les résultats obtenus.
PID itératif PID AG
Dépassement maximum 14, 2% 5, 64%
Temps de réponse maximum (Jlmax) 0, 345s 0, 209s
Temps de réponse minimum (Jlmin) 0, 029s 0, 021s
Variation du temps de réponse 1.117% 996%
Tab. II.3 : Résumé des résultats des simulations, régulateur PID optimisé.
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Fig. II.8 : Réponse de vitesse de la charge mécanique à un échelon de 30rad/s. Résultats
issus des simulations.
Afin de valider le comportement de la boucle de courant du système MSAPCEL,
nous présentons sur la figure II.9 le courant en quadrature. La valeur de Iq est limitée à
deux fois sa valeur nominale. Nous constatons que pour la valeur maximale d’inertie Jlmax
le temps de limitation du courant est le plus élevé. Ce résultat est tout à fait cohérent
avec le phénomène physique. En régime permanent la valeur du courant Iq est directement
proportionnelle au couple résistant lequel est appliqué à la machine synchrone. Dans le
deux cas de figure, PID itératif et PID AG, la valeur maximale de courant pour chaque
inertie de référence est presque la même. Nous ne pouvons pas dire en terme d’effort de
l’actionneur quelle est la méthode la plus efficace.
II.7.2.2 Réponse à un cycle dynamique
Le but est d’analyser le comportement du système MSAPCEL à un régime de change-
ment de vitesse dynamique pour vérifier si dans ce cas les deux régulateurs vont générer
des réponses plus distinctes. En effet, nous cherchons à savoir, si dans ce cas de figure, l’ef-
fort nécessaire à la synthèse du PID AG, peut être compensé par une nette amélioration
du dépassement de vitesse.
La figure II.10 illustre le cycle dynamique imposé au système. La machine synchrone
subit une accélération jusqu’à la vitesse de référence de 30rad/s, suivi d’un palier de
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Fig. II.9 : Courant dans l’axe (q) du système MSAPCEL en réponse à un échelon de
30rad/s. Résultats issus des simulations.
vitesse et d’un freinage jusqu’à l’arrêt. Ce cycle dynamique est appliqué dans les deux
sens de rotation de la machine. Dans le cas des applications industrielles de type servo-
entraînements, les cycles de fonctionnements sont généralement moins sévères que ce der-
nier. De cette façon nous pouvons formuler les conclusions obtenues à partir de ce cycle
de fonctionnement à des applications réelles.
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Fig. II.10 : Cycle de fonctionnement.
La figure II.11 présente la réponse de vitesse de la charge mécanique du système
MSAPCEL lorsque nous avons appliqué le cycle de fonctionnement défini par la figure
II.10. Nous remarquons une erreur de traînage au niveau de la vitesse réelle de la machine
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dans le deux cas de régulation, avec PID itératif et avec PID AG. A part cette erreur de
traînage, la réponse du système est très satisfaisante pendant tout le cycle de fonctionne-
ment. En régime permanent (palier de vitesse) aucune erreur de vitesse n’est à signaler.
En utilisant le régulateur PID AG nous observons un dépassement de vitesse de référence
légèrement inférieur à celui observé avec le régulateur PID itératif. Les mêmes conclusions
en ce qui concerne le dépassement et l’incertitude paramétrique sont aussi constatées :
plus élevée est l’inertie de la charge mécanique et plus élevé est le dépassement de vitesse.
En régime dynamique de vitesse, les résultats obtenus avec l’utilisation des deux ap-
proches de synthèse des paramètres du PID de vitesse, sont similaires à ceux obtenus avec
un échelon de vitesse de référence. Une légère amélioration du dépassement du système est
obtenue avec le régulateur PID AG. Avec ce type de profil de vitesse, nous pouvons consi-
dérer d’une façon générale que les performances des deux régulateurs sont équivalentes.
II.8 Résultats issus des expérimentations
Afin de valider les approches que nous avons proposées dans ce chapitre ainsi que les
résultats des simulations, nous présentons dans cette section quelques résultats des essais
effectués sur la maquette expérimentale. Dans le chapitre IV nous décrivons de façon
détaillé ce banc d’essai.
Avec le banc d’essai nous pouvons mettre en test, les deux approches de régulateur
PID, tout en considérant les phénomènes physiques réels tels que : les temps morts de
l’onduleur de tension, les bruits de mesures de courant, de tension et de position, l’échan-
tillonnage de l’algorithme de commande et les imperfections mécaniques telles que le jeu
et le désalignement.
Dans le chapitre IV, nous montrons la nécessité de la compensation des temps morts
de l’onduleur de tension de façon à optimiser la commande et les formes d’onde de courant
de phase statorique. Nous rappelons que dans tous les cas précédents (simulations) nous
n’avons pas pris en compte ce phénomène. De plus, nous montrons aussi que les bruits des
mesures jouent un rôle très important sur la dynamique, la stabilité et sur la performance
des algorithmes de commande qui sont présentés dans ce texte. En effet, les bruits des
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Fig. II.11 : Réponse de vitesse de la charge mécanique à un cycle de fonctionnement.
Résultats issus des simulations.
mesures des courants statoriques du moteur synchrone vont limiter la vitesse maximale
réalisable. Puisque pour ne pas exciter les modes de résonance et antirésonance mécanique,
la bande passante de courant est limitée.
Les essais expérimentaux ont été réalisés selon plusieurs cas de figure : machine à
vide, machine avec charge résistant de 1, 5N.m et machine avec charge nominal. Nous
avons adopté la procédure suivante : avant de démarrer le système, nous effectuons un
pré calage afin de déterminer la position initiale de la charge mécanique. Ensuite, nous
choisissons la technique de commande et démarrons l’algorithme de contrôle. Par la suite,
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nous choisissons la vitesse ou le cycle de vitesse de référence et démarrons le moteur
synchrone.
Aucun filtre analogique n’est utilisé pour l’acquisition des mesures de courant du
moteur, de la tension du bus continu et des positions du moteur et de la charge. La
fréquence d’échantillonnage de la commande est de 5KHz. La fréquence de découpage de
l’onduleur de tension est de 15Khz.
II.8.1 L’incertitude de l’inertie mécanique
Dans toutes les expérimentations réalisées dans ce travail de thèse, l’incertitude de
l’inertie de la charge mécanique est en pratique représentée par des disques qui selon le be-
soin sont ajoutés ou retirés du système mécanique du banc d’essai (figure I.8). Nous consi-
dérons l’association suivante entre l’intervalle d’incertitude donné par II.2 et les disques
du banc d’essai :
– 0 disque = l’inertie minimale Jlmin
– 2 disques= l’inertie maximale Jlmax
L’intervalle réel de variation étant de :
Jl ∈ [Jlmin Jlmax ] = [0, 6Jlnom 3, 6Jlnom ] = [0disque 2disques] (II.14)
En effet les disques peuvent seulement être ajoutés ou retirés au système mécanique
lorsque le moteur synchrone est en arrêt. Nous ne pouvons donc faire varier l’inertie du
système MSAPCEL de façon dynamique. Par conséquent pour valider chaque ensemble
des paramètres du régulateur PID optimisé nous devons réaliser trois essais avec des
valeurs d’inertie différents : 0 disque, 1 disque, 2 disques.
II.8.1.1 Réponse à un échelon de vitesse
La figure II.12 présente la réponse expérimentale en vitesse du systèmeMSAPCEL à un
échelon de vitesse de 30 rad/s. La dynamique et le dépassement de vitesse du système en
utilisant les deux approches de synthèse de PID, sont presque identiques à celles obtenues
en simulation. Avec le PID itératif le dépassement de vitesse de la charge mécanique
est de 14, 17% lorsque l’inertie est maximale Jlmax . Cette valeur étant de 6, 67% pour le
régulateur PID AG. Les résultats obtenus en terme de performance sont présentés sur le
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tableau II.4. Le régulateur PID AG donne une amélioration de la réponse du système.
Cependant, nous ne respectons toujours pas le critère de performance lié au dépassement
maximum que nous avons imposé au début de ce chapitre.
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Fig. II.12 : Réponse de vitesse de la charge mécanique à un échelon de 30rad/s. Résultats
expérimentaux.
PID itératif PID AG
Dépassement maximum 14, 17% 6, 67%
Temps de réponse maximum (Jlmax) 0, 371s 0, 272
Temps de réponse minimum (Jlmin) 0, 029s 0, 021s
Variation du temps de réponse 1.240% 1.248%
Tab. II.4 : Résumé des résultats expérimentaux, régulateur PID optimisé.
Le courant en quadrature Iq est présenté sur la figure II.13. Ces résultats sont en
accord avec les courbes des simulations donnés par la figure II.9. Nous avons limité le
courant de phase de la machine synchrone à deux fois sa valeur nominale. Nous rappelons
que dans ce cas un couple résistant de 1,5N.m est imposé au moteur synchrone par le
frein à poudre.
Les résultats expérimentaux valident l’approche utilisée pour le calcul des coefficients
optimum des régulateurs PID, ainsi que le modèle complet de simulation du système
MSAPCEL avec la boucle de courant et la modulation par largeur d’impulsion.
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Fig. II.13 : Courant dans l’axe (q) du système MSAPCEL en réponse à un échelon de
30rad/s. Résultats expérimentaux.
II.8.1.2 Réponse à un cycle de fonctionnement
Le même cycle de fonctionnement (figure II.10) à été appliqué au système. La figure
II.14 montre les réponses de vitesse de la charge mécanique dans les deux cas de régulation
(PID par itération et PID AG). Le régulateur PID par itération se montre toujours un
peu moins performant en terme de dépassement. Nous constatons que de façon générale le
dépassement de vitesse, ainsi que l’erreur de traînage, sont très cohérents avec les résultats
issus des simulations, avec une remarque à considérer :
– aucun dépassement n’est présent lorsque l’arrêt du système est sollicité. Dans les
simulations nous avons constaté le même dépassement en démarrage et en freinage.
Nous pouvons déduire qu’un frottement sec peut être issu d’un défaut d’alignement
est le responsable de cette différence de performance entre le démarrage et l’inversion
de sens de rotation. La valeur de ce frottement n’étant pas la même dans les deux sens
de rotation. De plus, le frottement visqueux que nous avons considéré comme constant
dépend de la vitesse de rotation du système.
Il est aussi évident que notre modèle de simulation ne prend pas en compte tous les
phénomènes physiques qui peuvent être présents dans le cas expérimental (possibles non-
linéarités comme le jeu, des couples résistants issus des imperfections d’alignement, des
ondulations du couple de détente du moteur synchrone, etc).
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Fig. II.14 : Réponse de vitesse de la charge mécanique à un cycle de fonctionnement.
Résultats expérimentaux.
De façon générale, nous avons une bonne dynamique de la réponse du système avec
les deux approches de synthèse de régulateur PID. Les résultats obtenus avec le cycle
de fonctionnement dynamique valident les méthodologies utilisées. Nous rappelons qu’en
régime normal de fonctionnement les applications industrielles, ne sollicitent pas une dy-
namique autant sévère comme celle que nous avons imposée, car ce cycle peut produire
un échauffement de la machine synchrone.
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II.9 Conclusion
Dans ce chapitre nous avons présenté deux approches de synthèse d’un régulateur PID
optimisé : une approche itérative et une approche basée sur un Algorithme Génétique.
Les 2 approches nécessitent une expertise sur le système electromécanique (MSAPCEL),
ainsi que la connaissance de l’intervalle d’incertitude paramétrique.
Pour l’approche itérative il faut placer Td et Ti au début en fréquentiel puis calculer
Kp. Ce calcul sort très vite sur PC et grâce aux outils de simulation actuel et à la méthode
programmer sur Matlab et Simulink. La synthèse et assez rapide et facile.
Même sous forme simple, la mise en œuvre d’un algorithme génétique nécessite une
expertise sur le système pour être correctement paramétrée mais aussi nécessite des outils
spécifiques du domaine des algorithmes d’optimisation. La définition des paramètres de
l’AG peut être une tâche assez ardue et complexe. De plus, les calculs d’optimisation
exigent des ressources informatiques assez importantes.
Finalement les 2 approches d’optimisation effectuent d’un coté :
– des itérations avec des tests excluant des jeux de paramètres hors des critères de
jugement établis sur la réponse temporelle
– de l’autre : des probabilités/pénalités selon les résultats temporels pour accélé-
rer/rejeter les individus correspondants
Les résultats issus de simulation et expérimentation valident les 2 approches d’opti-
misation. L’expérimentation a été réalisée par le moyen d’un banc d’essai, dans le but
de valider les approches sur un contexte pratique industriel, avec la présence des bruits
de mesures, des phénomènes non-linéaires (temps morts, etc), du découpage de l’ondu-
leur, etc. Les résultats issus des expérimentations sont vraiment très proches (temps de
réponse, temps de montée, dépassement) à ceux obtenus avec les simulations du système
complet (boucle de courant et boucle de vitesse).
En analysant les résultats issus des expérimentations ou issus des simulations, nous
constatons que les deux approches d’optimisation génèrent des performances et des dy-
namiques de réponse de vitesse de la charge mécanique similaires. Dans les deux cas, le
système est toujours stable, le critère de dépassement inférieur à 5% n’est pas respecté
pour tout l’intervalle de variation Jl. Cependant, une diminution du dépassement et une
diminution du temps de réponse est obtenue avec le régulateur PID basé sur l’AG. En
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effet, nous pouvons déduire que le gain gagné avec l’AG peut être obtenu en ajustant les
coefficients de la méthode itérative après coup. Fixer au plus juste Td et Ti est la clé de
l’optimisation.
Il est évident qu’une synthèse classique d’un régulateur PID dans le domaine fréquen-
tiel n’est pas robuste en performance (temps de réponse, dépassement). En vue d’une
robustesse en performance et en stabilité nous développons dans le chapitre qui suit,
d’autres méthodes de synthèse de loi de commande du système MSAPCEL avec des in-
certitudes paramétriques basées sur des représentations d’état.

Chapitre III
La Commande Modale
Dans ce chapitre nous présentons trois approches de conception de régulateurs pour le
système MSAPCEL basées sur une représentation d’état. La première approche cherche
à optimiser le placement des pôles en boucle fermée du système incertain. Ensuite, nous
utilisons un critère de minimisation quadratique afin de déterminer les pôles du système
commandé tout en minimisant l’énergie du vecteur de commande (le couple du moteur
synchrone). La dernière loi de commande, associe la deuxième approche avec un observa-
teur d’état et de perturbation.
III.1 Introduction
Les techniques de commande basées sur la représentation d’état et l’utilisation d’un
formalisme matriciel sont très intéressantes pour la puissance de calcul et leur généralité.
Ces méthodes ont été développées à partir des années 1960. Ces techniques qui sont géné-
ralement nommées "commandes modales", permettent de traiter de façon systématique
les systèmes multivariables et donc d’asservir en même temps plusieurs sorties d’un même
processus, au travers de plusieurs commandes.
Dans le domaine des servo-entraînements, plusieurs travaux de recherches ont été réa-
lisés basés sur la commande modale [7, 27, 28]. En effet, nous remarquons que d’une
manière générale les auteurs de ces travaux évoquent des techniques de commande qui
soit ne prennent pas en compte les incertitudes du système, soit sont de conception assez
complexe. L’objectif de ce chapitre est de définir une loi de commande de type modale,
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la plus robuste possible en performance et en stabilité, qui prenne en compte des incer-
titudes du système et les limitations physiques. Cette loi doit être de conception et de
synthèse simple, de façon à ce qu’elle puisse faire face aux régulateurs de type PID dans
un contexte d’application industrielle.
Initialement, nous présentons le modèle d’état du système à régler et nous montrons
qu’il est "commandable". Ensuite nous présentons une technique de placement de pôles
dites optimisées. Pour le calcul de la matrice de régulation de cette structure nous prenons
en compte les incertitudes paramétriques qui sont analysées au moyen d’une étude des
pôles en boucle fermée. Par la suite nous développons une commande de type Linéaire
Quadratique Intégrale (LQI). Nous cherchons à définir des méthodes pour justifier le
choix des matrices de pondération, en sachant qu’elles sont responsables de l’imposition
de la dynamique du système. A la fin, nous présentons une commande par minimisation
quadratique à laquelle est associé un observateur d’état et de perturbation. Nous abordons
la construction de trois types d’observateur : un observateur d’ordre complet et deux
observateurs d’ordre réduit. La définition des coefficients de la matrice d’observation de
chaque observateur est justifiée. Afin de valider la performance de chaque approche, les
résultats issus de simulations sont également présentés. Quelques résultats expérimentaux
valident l’observateur d’ordre réduit basé sur la mesure de la vitesse du moteur synchrone.
III.2 Le modèle d’état du système MSAPCEL
Dans cette section nous présentons les équations d’état qui représentent le système
MSAPCEL. Ces équations d’état sont basées sur les équations qui représentent la dyna-
mique du système deux-masses tournantes (I.13) qui est utilisé pour modéliser la structure
mécanique du système à régler. Nous considérons que l’onduleur de tension est une source
de courant parfaite et que le couple moteur est directement proportionnel au courant en
quadrature (équation I.6).
A partir des considérations ci-dessus, nous exprimons dans un premier temps les équa-
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tions d’état du système MSAPCEL de la façon suivante :
ω˙m =
Kcm
Jm
Iq − fm
Jm
ωm +
Kt
Jm
θl − Kt
Jm
θm
ω˙l = −fl
Jl
ωl +
Kt
Jl
θm − Kt
Jl
θl
θ˙m = ωm
θ˙l = ωl
(III.1)
Nous pouvons écrire ce système d’équations sous la forme matricielle suivante :
˙
ωm
ωl
θm
θl

︸ ︷︷ ︸
=
x˙

− fm
Jm
0 −Kt
Jm
Kt
Jm
0 − fl
Jl
Kt
Jl
−Kt
Jl
1 0 0 0
0 1 0 0

︸ ︷︷ ︸
A

ωm
ωl
θm
θl

︸ ︷︷ ︸
+
x

Kcm
Jm
0
0
0

︸ ︷︷ ︸
Iq
B
(III.2)
où les variables d’état sont : la vitesse moteur ωm, la vitesse de la charge mécanique ωl,
la position du moteur θm et la position de la charge θl, le vecteur de commande étant
proportionel au courant en quadrature Iq. A priori nous ne considérons pas la présence
d’un couple de perturbation extérieure ou d’un couple résistant dans ce modèle d’état.
Avec cette répresentation d’état nous avons la possibilité de contrôler les positions ou les
vitesses du moteur ou celles de la charge mécanique.
En effet, l’ordre du système d’état donné par (III.2) peut être réduit dans le cas où nous
cherchons à contrôler uniquement la vitesse de la charge mécanique ou du moteur. Étant
donné que le couple transmis à l’arbre Csh est directement proportionnel à la différence
entre la position du moteur synchrone et la position de la charge mécanique (équation
I.11), nous pouvons réécrire le système d’équations d’état représentant le système MSAP-
CEL de la façon suivante :
˙
ωm
ωl
Csh

︸ ︷︷ ︸
=
x˙

− fm
Jm
0 − 1
Jm
0 − fl
Jl
1
Jl
Kt −Kt 0

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A

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
︸ ︷︷ ︸
+
x

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0
0

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Iq
B
(III.3)
76 Chapitre III : La Commande Modale
Ce système d’état étant caractérisé pour trois variable d’état, à savoir : la vitesse du
moteur, la vitesse de la charge et le couple transmis à l’arbre. Cette représentation d’état
sera utilisée pour la définition des lois de commande basée sur le placement de pôles
robustes et sur le critère Linéaire Quadratique.
Le système différentiel (III.3) définit l’évolution au cours du temps des grandeurs du
système (les variables d’état). La sortie du système s’exprime comme une combinaison
linéaire de ceux-ci. Dans le cas de notre travail, nous considérons comme variable de
sortie la vitesse de la charge mécanique que nous cherchons à contrôler de façon optimale.[
ωl
]
︸ ︷︷ ︸=
y
[
0 1 0
]
︸ ︷︷ ︸
C
[
ωm ωl Csh
]t
︸ ︷︷ ︸
x
(III.4)
III.2.1 La commandabilité
Avant de presenter les lois de commandes du système à régler basées sur le retour
d’état qui seront développées au cours de ce chapitre, nous devons montrer que le système
à piloter est commandable, c’est-à-dire, que nous sommes capable d’agir sur les variables
d’état par l’intermédiaire du couple moteur Cem ou du courant en quadrature Iq (grandeur
de commande).
Le critère de Kalman établit qu’un système est commandable si et seulement si le
rang de la matrice de commandabilité Qcom est égal à l’ordre du système. Par conséquent
il faut que le déterminant de la matrice de commandabilité soit différent de zéro.
Qcom = [B AB . . . A
no−1B] (III.5)
où no est l’ordre du système à régler.
En sachant que le système d’équations d’état (III.3) qui représente le modèle MSAP-
CEL est d’ordre 3 et en utilisant les matrices A et B que nous avons défini dans la section
précédente, nous déterminons sa commandabilité selon le critère de Kalman.
det(Qcom) = det[B AB A
2B] = −K
3
cmK
2
t
J3mJl
(III.6)
Donc, il est possible de commander le système à partir d’une commande par retour
d’état u = −Kx.
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III.3 Le placement de pôles
Dans cette section nous présentons une loi de commande basée sur les placements de
pôles dite "robuste". Nous rappelons que dans une commande par retour d’état, c’est
le placement des pôles du système en boucle fermée qui va déterminer sa dynamique.
Dans un premier temps nous présentons la structure de commande par retour d’état du
système décrit par l’équations (III.3). Ensuite, nous définissons la stratégie adoptée pour
le calcul des paramètres du régulateur. La robustesse de la méthode est validée à travers
des simulations du système en considérant la boucle de vitesse et la boucle de courant.
III.3.1 La structure de commande par retour d’état
La structure de commande par retour d’état que nous adoptons est présentée par la
figure III.1. Le retour d’état est assuré par le vecteur de gains Ks = [Ks1 Ks2 Ks3 ]. Dans
un premier instant, nous considérons que les trois variables d’état (ωm, ωl et Csh) sont
mesurées. Cette structure a comme caractéristique particulière, un terme intégral Kint/p
et un gain d’anticipation Gd. L’objectif du terme intégral est d’annuler l’erreur de vitesse
de charge en régime permanent. A cause du terme intégral, la vitesse de référence n’agirait
que de façon ralentie sur l’actionneur, pour cela nous introduisons un gain d’anticipation
Gd qui permet une action directe de la vitesse de référence sur l’actionneur synchrone.
+
+
-
-
-
u
Kint
p
xintx˙intωlref
Ks
ωl
ωl
ωm, ωl, Csh
Gd
MSAPCEL
Fig. III.1 : Structure de commande par retour d’état.
En effet, le terme intégral introduit une autre variable d’état xint au système défini
(III.3), cette variable doit être prise en compte lorsque nous définissons les pôles du
système à régler et par conséquent les gains d’états. La variable d’état de l’intégrateur
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agit sur la commande par l’intermédiaire du gain Kint et sa dérivée est donné par :
x˙int = ωlref − ωl (III.7)
où ωl est la vitesse de la charge mesurée et ωlref est la vitesse de référence. En combinant
(III.3) et (III.7), nous pouvons écrire les équations d’état du système commandé données
par la figure III.1 de la façon suivante :
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ωm
ωl
Csh
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0
0
0
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︸ ︷︷ ︸
Iq +
B˜

0
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1
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(III.8)
Nous montrons que ce nouveau système d’état est commandable, car en utilisant le critère
de Kalman nous avons :
det[B˜ A˜B˜ A˜2B˜ A˜3B˜] =
K4cmK
3
t
J4mJ
2
l
6= 0 (III.9)
Le vecteur de commande u étant donné par :
u = −Ktx˜+Gdωlref (III.10)
avec la matrice de gain du retour d’étatKt = [Ks1 Ks2 Ks3 Kint]. En replaçant l’équation
(III.10) dans le système d’équation (III.8), nous aboutissons au système d’équations final
que représente la dynamique du système à régler en boucle fermée.
˙˜x = [A˜− B˜Kt]︸ ︷︷ ︸ x˜+ Eωlref
Dbf
(III.11)
où la matrice E = [Gd/Jm 0 0 1]t.
III.3.2 Le calcul de la matrice de gain
Dans un premier temps, nous considérons que les coefficients de la matrice A˜ sont
constants, les paramètres de la charge mécanique et de l’actionneur sont connus et égaux
à leur valeur nominale. Nous déterminons une dynamique souhaitée par l’intermédiaire
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d’un polynôme de même ordre que celui du polynôme caractéristique de la matrice Dbf
et nous calculons les gains d’état par identification polynomiale.
Le polynôme caractéristique de Dbf est définit par le det(pI−Dbf ), où I est la matrice
identité. Le gain d’anticipation Gd introduit aussi un zéro au système qui peut interférer
sur la dynamique. Nous ne considérons pas ce zéro dans notre étude de robustesse, car
nous le plaçons très à gauche dans le plan complexe (un faible gain d’anticipation). De
plus, ce gain ne dépend pas de la variation de l’inertie de la charge mécanique.
Dans notre cas d’étude, nous imposons un polynôme souhaité avec deux pôles réels
et une paire de pôles conjugués. De plus, afin d’avoir un système avec une dynamique
équivalente à un système du premier ordre, nous imposons un pôle réel dominant. Les
valeurs des pôles du polynôme souhaité sont définies de façon à ce que les pôles dominants
du système en boucle fermée soient au moins dix fois "plus rapide" que les pôles dominants
du système en boucle ouverte. Dans notre cas de figure, avec un système nominal (sans
variations paramétriques) le pôle dominant est place à -20rad/s. Ce placement du pôle
dominant, nous permet d’avoir une réponse dynamique assez rapide (temps de réponse
inférieur à 0,3s). L’identification polynomiale qui permet le calcul des gains de la matrice
K est déterminé à l’aide du logiciel Mappler.
III.3.3 La variation paramétrique
Dans ce paragraphe nous présentons la méthodologie adoptée pour le calcul de la
matrice de gains d’état vis à vis de la variation paramétrique de l’inertie de la charge
mécanique donnée par (II.2). Les incertitudes paramétriques modifient les valeurs propres
de la matrice A˜, par conséquent, pour une matrice de gain d’état donnée, la dynamique
du système en boucle fermée va être directement affectée.
Initialement nous analysons dans un plan complexe les pôles du système incertain
MSAPCEL en boucle ouverte, afin de déterminer l’évolution selon l’incertitude paramé-
trique. Ensuite, nous calculons la matriceK prenant en compte l’incertitude paramétrique.
Deux cas de figure sont analysés selon l’intervalle incertain (II.2) :
– Jl = Jlmim
– Jl = Jlmax
Par conséquent, nous avons 2 matrices A˜ distinctes. A partir de l’identification poly-
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nomiale, considérant toujours la présence d’un pôle réel dominant, nous déterminons les
2 matrices de gains K, en considérant le même polynôme souhaité à chaque cas étudié :
– K1 = [K1s1 K1s2 K1s3 K1int ]
– K2 = [K2s1 K2s2 K2s3 K2int ]
Par la suite, nous analysons dans le plan complexe, l’évolution des pôles du système
incertain en boucle fermée pour chaque matrice de gain calculée (figure III.2). Nous avons
la présence de deux pôles conjugués complexes ayant un fort module par rapport à celui du
pôle dominant (même si leurs parties réelles sont plus faibles que celle du pôle dominant),
par conséquent ces pôles complexes n’interviennent pas sur la dynamique du système
(temps de réponse).
En prenant comme référence l’inertie minimale, le système va présenter une dynamique
caractéristique d’un système du deuxième ordre (pôles complexes dominants) lorsque
l’inertie de la charge évolue vers sa valeur maximale (figure III.2(a)), car les deux pôles sur
l’axe réel se regroupent puis se séparent pour former une paire de pôles conjugués com-
plexes . Un dépassement de vitesse de la charge du système MSAPCEL va se produire
(figure III.3(a)).
Dans le deuxième cas (figure III.2(b)), les pôles dominants sont réels pour toute la
plage de variation de Jl, donc nous n’avons pas de dépassement de vitesse (figure III.3(b)),
par contre une instabilité peut avoir lieu lorsque l’inertie de la charge est minimale à
cause des deux pôles conjugués complexes de fort module qui deviennent à partie réelle
positive. Le problème est alors de trouver un placement de pôle au sens du compromis
stabilité/dépassement et temps de réponse. Pour celui-ci, nous cherchons à définir une
région optimale pour les pôles du système en boucle fermée selon l’algorithme suivant :
1. Nous définissons les pôles du polynôme souhaité comme nous avons présenté précé-
demment.
2. A l’aide de l’identification polynomiale nous calculons la matrice de gain pour l’iner-
tie de référence maximale Jlmax .
3. Nous calculons les pôles du système en boucle fermée pour toute la plage de variation
et nous établissons la région de variation de ces pôles. Dans le cas où nous avons
un pôle positif ou des pôles complexes qui vont générer un dépassement supérieur à
5%, nous recommençons la procédure en changeant les pôles du polynôme souhaité
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(étape 1). Selon l’instabilité ou le dépassement nous augmentons ou diminuons la
valeur du pôle réel dominant.
4. Le pôle ou les pôles dominants sont identifiés et nous mesurons la norme (distance)
entre la variation de ces pôles selon la valeur minimale et maximale de l’inertie.
L’objectif étant de minimiser cette norme.
5. Un autre ensemble de pôles désirés est redéfini. Nous cherchons toujours à accélérer
le système tout en gardant la spécification du cahier des charges que nous avons
défini dans le deuxième chapitre. Nous réalisons les étapes (1-3). Les pôles qui ont
généré la plus petite norme (région de variation) sont pris comme les pôles optimum.
Le problème de cette procédure est de redéfinir les valeurs des pôles désirés en fonction
de l’analyse de la norme des pôles dominants car nous avons un système du quatrième
ordre. En effet, nous modifions seulement les valeurs des pôles réels, en considérant qu’ils
sont les pôles dominants du système, dans le cas où nous avons la connaissance des
paramètres mécaniques. Cette approche est aussi valable dans le cas où un éventuel pôle
complexe a un module très élevé par rapport au pôle réel dominant. Les valeurs des pôles
du système déterminées à partir de l’algorithme d’optimisation sont les suivantes :p1 =
−15rad/s, p2 = −20rad/s, p3 = (−350 + 8500i)rad/s et p4 = (−350− 8500i)rad/s.
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Fig. III.2 : Evolution des pôles du système en boucle fermée. Placement de pôles.
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III.3.4 Les résultats issus des simulations
Afin de valider l’approche du placement de pôles optimisés, nous présentons dans ce
paragraphe les résultats issus de simulations du système représenté par la figure III.1.
Nous considérons que la boucle de vitesse de la charge mécanique, la boucle de courant
(variable interne de commande) étant considérée idéale. Nous analysons la réponse du
système à un échelon de vitesse de charge constant.
Initialement, nous présentons les résultats obtenus en prenant Jlmin comme inertie de
référence pour le calcul de la matrice de gains K. La figure III.3(a) montre la réponse du
système sur toute la plage de variation de Jl. Un dépassement supérieur à 20% de la vitesse
de référence est présent lorsque l’inertie de la charge évolue vers sa valeur maximale. De
plus, la variation de la réponse du système en terme de temps de réponse est supérieur à
200%. Ensuite, nous utilisons l’inertie maximale Jlmax comme référence pour la définition
de la matrice de gain. La figure III.3(b) montre la réponse du système dans ce cas de
figure. Pour la valeur minimale d’inertie le système évolue vers l’instabilité.
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Fig. III.3 : Réponse de vitesse du système en boucle fermée à un échelon. Synthèse par
placement de pôles.
Les résultats obtenus avec l’approche optimisée sont présentés sur la figure III.4. La
réponse de vitesse de la charge mécanique à un échelon montre que le système est stable
pour tout l’intervalle de variation, ainsi qu’aucun dépassement n’est observé. Un pôle réel
dominant caractérise la dynamique du système incertain en boucle fermée. De plus, le
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temps de réponse est diminué lorsque l’inertie tend vers sa valeur maximale. Ces résultats
valident la méthodologie utilisée.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
Temps (sec)
Vé
lo
cit
é 
(m
/s)
Jlmin
Jlmax
(a) Réponse à un échelon de vitesse
−400 −350 −300 −250 −200 −150 −100 −50 0
−1
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
x 104
Axe Réel
Ax
e 
Im
ag
in
ai
re JlminJlmin
Jlmin
Jlmin
Jlmax
Jlmax
Jlmax
Jlmax
(b) Évolution des pôles du système
Fig. III.4 : Placement de pôles optimisé. Résultats issus des simulations.
Il faut souligner qu’avec cette méthodologie de placement de pôles, nous n’avons pas
pris en compte la limitation de couple et de courant statorique du moteur synchrone, des
couples résistants, etc. Par conséquent, nous pouvons avoir un placement de pôles dit
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"robuste" mais qui peut solliciter un effort de commande supérieur à deux fois le couple
maximum de la machine synchrone, des saturations et des instabilités peuvent alors avoir
lieux. De plus, avec cette méthode nous ne pouvons pas assurer une minimisation de
l’effort de l’actionneur. Afin, de résoudre cette problématique, nous présentons dans la
section suivante, une méthode de commande pour le système incertain MSAPCEL basée
sur un critère de minimisation quadratique.
III.4 Le critère Linéaire Quadratique Intégrale (LQI)
Nous avons montré que l’un des principaux problèmes auquel nous avons à faire face
c’est celui du choix des pôles (valeurs propres) désirées du système en boucle fermée, tout
en minimisant l’énergie nécessaire pour commander l’actionneur. Dans cette section nous
présentons initialement une méthode de synthèse de la commande qui permet d’obtenir
les valeurs propres, du système incertain à régler, a posteriori en fonction d’un critère
d’optimalité à satisfaire. Ensuite, une méthode de synthèse d’une commande LQI basée
sur un placement de pôles est développée.
III.4.1 La structure de la commande LQI
La structure de la commande par minimisation quadratique avec une action intégrale
est donnée par la figure III.5. Nous considérons toujours que toutes les variables d’état du
système sont mesurées. Cette structure de commande est identique à la structure utilisée
pour le placement de pôles optimisés à part le gain d’anticipation Gd. De cette façon la
dynamique du système en boucle fermée est seulement imposée par la matrice de gain
KLQ, car nous n’avons pas une action directe de la vitesse de référence sur l’actionneur
synchrone. En sachant que c’est l’action direct qui peut être responsable de la diminution
ou augmentation du temps de montée de la réponse du système.
Le système d’équations qui représente la dynamique du système en boucle fermée
s’écrit de la façon suivant :
˙˜x = A˜x˜+ B˜u (III.12)
où le vecteur d’état x˜, les matrices A˜ et B˜ sont définis en (III.8). La matrice de gain du
régulateur LQI étant donné par : KtLQ = [(Klq) Klqint ] = [Klq1 Klq2 Klq3 Klqint ].
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Fig. III.5 : Structure de commande LQI
III.4.2 Le calcul du régulateur LQI
En prenant le système d’état défini par l’équation (III.12) et représenté par la figure
III.5, la synthèse de commande LQ consiste à trouver la matrice du correcteur KLQ,
à partir de la minimisation d’un critère quadratique pondérant à la fois l’état x˜ et la
commande u.
JLQ =
∫
∞
0
(x˜tQx˜+ utRu)dt (III.13)
où Q est une matrice symétrique définie non négative x˜tQx˜ ≥ 0 et R est une matrice
symétrique positive utRu > 0. La matrice Q est une matrice de pondération d’état, elle
donne un poids à chaque composante du vecteur d’état x˜ dans le critère. Au travers de
la matrice de pondération de la commande R nous pouvons définir des poids à chaque
composante du vecteur de commande u.
La commande cherchée est une commande à retour d’état
u = −KtLQx˜, avec KLQ = R−1B˜Pr (III.14)
où Pr est la solution positive de l’équation de Ricatti
A˜tPr + PrA˜− PrB˜R−1B˜tPr +Q = 0
Dans le cadre de notre travail nous utilisons l’algorithme présenté en [46] pour la
résolution de équation de Ricatti. Cet algorithme est basé sur la matrice Hamiltonienne.
A partir des équations (III.12) et (III.14) nous constatons que les matrices de pondé-
ration Q et R ont une influence directe sur la dynamique du système en boucle fermée,
car le choix de ces matrices modifie les valeurs propres.
˙˜x = [A˜− B˜KtLQ]︸ ︷︷ ︸ x˜
Dlqbf
(III.15)
86 Chapitre III : La Commande Modale
De la même façon que pour une matrice de gain KLQ donnée, des variations pa-
ramétriques de la charge mécanique qui modifient la matrice d’état A˜ vont générer des
variations des valeurs propres de la matrice Dlqbf , donnant une altération de la dynamique
souhaitée. Nous avons donc déplacé le problème du placement de pôles vers le choix des
poids Q, R et nous allons dans qui suit donner quelques règles.
III.4.2.1 Les matrices de pondération
La structure de la matrice de pondération d’état Q a été dans un premier temps choi-
sie de façon à ce que le nombre de paramètres à régler des matrices de pondération soit
identique au nombre de paramètres du régulateur PID optimisé que nous avons déve-
loppé dans le chapitre précèdent. Pour cela, nous imposons une matrice Q diagonale, avec
seulement deux degrés de liberté (α et β).
Les matrices de pondération Q et R utilisées pour satisfaire les objectifs de contrôle
du système sont données par :
Q =

0 0 0 0
0 α 0 0
0 0 0 0
0 0 0 β
 (III.16)
R = (γ) (III.17)
où
α : paramètre qui détermine la performance du suivi de la vitesse de charge de réfé-
rence,
β : paramètre qui détermine la dynamique de la correction de l’erreur en régime
permanent car il pondère l’intégrateur,
γ : paramètre qui limite la variable de commande à savoir le couple moteur,
En effet, la principale difficulté de conception du régulateur LQI est de bien définir
les paramètres des ces matrices de pondération (α, β et γ), de façon à ce que les critères
de performance que nous avons définis dans le premier chapitre soient satisfaits pour tout
l’intervalle de variation de l’inertie Jl. Ce régulateur LQI à trois paramètres sera nommé
de LQI3.
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Dans la théorie classique du régulateur linéaire quadratique, les matrices de pondéra-
tion sont en général choisies à partir des considérations physiques et par essais successifs
[47]. Dans un premier temps, nous procédons de même ici mais en cherchant l’obtention
de réponses temporelles en boucle fermée satisfaisantes selon les critères établis, à partir
d’une connaissance à priori de la représentation en terme physique de chaque paramètre
à régler. De plus, nous développons une méthodologie qui s’appuie sur la connaissance de
l’intervalle d’incertitude de la charge mécanique.
III.4.2.2 Les essais successifs
Initialement nous essayons de clarifier les principales caractéristiques des paramètres
α, β et γ en relation avec la dynamique du système. Nous signalons que la dynamique
finale est le résultat de l’interaction des ces trois paramètres, néanmoins la connaissance
de l’influence individuelle de chaque paramètre va nous orienter vers une diminution de
l’espace de recherche des solutions (principe de la variable unique).
Initialement, les coefficients des matrices de pondération sont fixés à la même valeur
unitaire normalisée (αnorm, βnorm et γnorm) ensuite nous varions un seul des trois coeffi-
cients afin de voir l’effet de la variation de ce coefficient sur toute la plage de variation de
l’inertie de la charge mécanique. Par la suite, nous fixons un écart entre deux coefficients
et le troisième variera, l’objectif étant de vérifier si les caractéristiques inhérentes à chaque
paramètre restent toujours valables. En analysant les rapports entre les paramètres (α,
β et γ) et la réponse du système, nous cherchons a déterminer des équations qui doivent
être respectées afin de garantir la stabilité et le dépassement le plus petit possible.
– α impose des contraintes sur la dynamique de la vitesse de la charge mécanique.
Pour des valeurs élevées de α, la réponse du système en boucle fermée est ralentie,
par conséquent pour avoir un temps de réponse acceptable, la valeur de ce coefficient
ne doit pas être élevé. Par contre, une instabilité du système peut avoir lieu pour
une valeur de α extrêmement petite α = 0.1αnorm. Le degré de liberté que nous
avons pour la détermination de ce paramètre doit toujours prendre en considération
le compromis rapidité/robustesse.
– β impose la dynamique de la correction de l’erreur en régime permanent. Ce para-
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mètre a une grande influence sur la stabilité et sur le temps de réponse du système
contrôlé. Pour des valeurs élevées de β, la réponse du système à un échelon de vi-
tesse devient rapide (diminution du temps de réponse). Pour une faible valeur de ce
paramètre nous augmentons la robustesse du système, cependant nous le ralentis-
sons. Dans notre cas de figure, nous constatons que la valeur de ce paramètre dois
être inférieur à β = 50βnorm, de façon à ce que le système soit toujours stable. La
détermination de ce paramètre va être directement liée au cahier de charge que nous
avons établi (temps de réponse inférieur à 0,3s).
– γ est utilisé pour limiter la valeur maximale de la variable de commande du système
à savoir le couple électromagnétique Cem. Une valeur élevée de γ génère une forte
contrainte sur l’effort de l’actionneur synchrone. Par conséquent le temps de montée
et le temps de réponse sont augmentés. En effet, si γ → ∞ la commande est à
énergie minimale et si γ → 0 aucune limitation en terme d’énergie n’est imposée sur
la commande.
Sur la figure III.6, nous pouvons voir le placement des pôles de ce système en boucle
fermée. Le déplacement vertical des pôles du système représente la variation de
γ et son effet ne change pas de façon significative le pôle réel dominant. Cepen-
dant, le système tend vers l’instabilité lorsque la valeur de ce paramètre augmente
γ = 4.5γnorm tout en ralentissant la réponse du système.
Après plusieurs essais, en cherchant à optimiser les paramètres des matrices de pon-
dération, nous déterminons les rapports qui doivent être respectés afin de conserver la
stabilité et la robustesse du système :
β > α > γ
α
γ
< 30
β
γ
< 10000
(III.18)
Pour la définition des rapports entre les coefficients, nous avons pris en considération
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Fig. III.6 : Pôles du système en boucle fermée selon une variation de l’inertie de la
charge Jl et du paramètre γ.
la boucle de courant, la boucle de vitesse ainsi que le couple moteur maximum. De plus,
si nous avons des signaux des mesures bruités nous devons diminuer les coefficients de
la matrice de gain LQ, c’est-à-dire que nous devons avoir des écarts plus petits entre les
coefficients (α, β et γ).
La figure III.7 présente l’évolution des pôles du système en boucle fermée selon la
variation de l’inertie de la charge mécanique pour deux cas d’étude. Dans le premier
cas, nous avons des valeurs de γ et de α très faibles (pas de contrainte au niveau du
couple et de la vitesse de la charge) et une valeur de β élevée qui impose une dynamique
élevée, nous avons un système instable pour la valeur minimale de l’inertie Jlmin . Nous
ne respectons pas l’écart entre les coefficients établi par le système d’équations (III.18).
Dans le deuxième cas, le système est toujours stable, pôles réels positifs, la dynamique du
système est imposée par un pôle réel dominant, les paramètres des matrices de pondération
sont optimum.
III.4.2.3 L’algorithme
Pour la détermination des paramètres optimum des matrices de pondération de la
commande LQI3 vis-à-vis de l’intervalle incertain donné par (II.2), nous développons l’al-
gorithme suivant :
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Fig. III.7 : Pôles du système en boucle fermée. Régulateur LQI3.
1. la valeur maximale de l’inertie de la charge est utilisé comme référence pour la dé-
termination du système nominal (matrice A˜).
Nous avons choisi de prendre Jlmax basé sur les résultats obtenus avec la commande
par le placement de pôles. Si nous prenons l’inertie minimale comme référence un
dépassement peut avoir lieu lorsque l’inertie évolue vers sa valeur maximale ( figure
III.3). En utilisant Jlmax comme référence, nous pouvons réussir a ne pas avoir de
dépassement tout en minimisant l’énergie de l’actionneur. Par contre, nous avons
le risque de l’instabilité. Ce risque peut être maîtrisé dans le cas où la plage de
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variations du paramètre incertain est connue.
2. En utilisant les essais successifs nous déterminons un jeu de paramètres de LQI3
initial.
3. Les valeurs propres du système sont analysés lorsque l’inertie évolue de sa valeur
minimale vers sa valeur maximale. De plus, nous vérifions la réponse temporelle de
vitesse à un échelon ainsi que le couple du moteur.
4. Si les critères de performance sont respectés (temps de réponse minimale, dépasse-
ment inférieur a 5%, couple inférieur à deux fois le couple maximum du moteur),
nous obtenons le régulateur LQI optimisé à trois paramètres (LQI3). Dans le cas
contraire nous réalisons une nouvelle itération de l’algorithme à partir de la deuxième
étape.
En utilisant l’algorithme ci-dessus nous avons trouvé les paramètres optimaux sui-
vants : α = 50, β = 10000 et γ = 5. A partir de ces valeurs nous trouvons la matrice de
gain du régulateur LQI3 optimisé suivante : KtLQ = [0.1298 3.5376 0.0057 − 44.7214].
III.4.3 Le régulateur LQI basé sur un placement de pôles (LQI-
PP)
Dans ce paragraphe nous développons une autre méthode de calcul d’un régulateur
LQI basé sur un placement de pôles. L’objectif est d’utiliser une méthode où la définition
des matrices de pondération Q et R est plus facile à mettre en œuvre, avec moins d’essais
de simulation à faire. Nous rappelons que cette méthodologie a été développée en [32] et
a été déjà utilisée pour l’asservissement en position d’un système servo-moteur avec une
charge élastique sans variation paramétrique [28]. En effet, dans cette approche le choix
des coefficients de la matrice de pondération Q se résume à un simple placement de pôles.
Les matrices de pondération Q et R étant données par :
Q = ρddt, R = 1 (III.19)
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où ρ est un scalaire et d ∈ <4 est un vecteur colonne qui est déterminé à partir de la
résolution de l’équation suivante :
dt(pI4 − A˜)−1B˜ = m(p)
po(p)
(III.20)
où po(p) est un polynôme caractéristique de la matrice A˜ en boucle ouverte, et m(p) est
le polynôme caractéristique de (no − 1) pôles choisis. Ayant no = 4 l’ordre du système en
boucle fermée. Par conséquent, nous choisissons trois pôles (p1, p2 et p3) qui caractérisent
le polynôme m(p).
m(p) = (p+ p1)(p+ p2)(p+ p3) (III.21)
A partir des équations (III.20) et (III.21) nous pouvons établir les relations suivantes
entre les coefficients du vecteur colonne d et les pôles choisis.
d11 = Jm
d21 =
JmJl[(p1p2 + p1p2 + p2p3)Jl −Ktfl(p1 + p2 + p3 − flKt)−Kt]
JlKt
d31 = −Jm[Jl(p1 + p2 + p3) + fl]
JlKt
d41 =
JmJlp1p2p3
Kt
(III.22)
En [32] il est prouvé que lorsque ρ tend vers l’infini, les pôles du système en boucle
fermée tendent vers les pôles choisis et le quatrième pôle tend vers l’infini de l’axe réel
négatif, de façon à ce que nous pouvons le négliger. Pour éviter que les gains de la matrice
de pondération Q ne soient élevés, pour ne pas exciter fortement les variables d’état, la
valeur de ρ qui fait converger les pôles du système vers les pôles choisis doit être la plus
petite possible.
La problématique de cette méthode se résume aux choix des trois pôles désirés et du
paramètre de pondération ρ. Avec la méthodologie par placement de pôles robustes que
nous avons présentée antérieurement nous pouvons déjà bien définir les pôles souhaités,
il reste à optimiser la valeur de ρ. A cette fin, nous présentons sur la figure III.8 une
représentation de l’évolution des pôles du système par rapport une variation de ρ. En
considérant l’intervalle de variation de ρ représenté par ρmin = 1 et ρmax = 106 nous
arrivons aux conclusions suivantes :
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– pour de petites valeurs de ρmin les pôles du système ne convergent pas vers les pôles
désirés (p1, p2, p3). Le système est caractérisé par quatre pôles complexes.
– lorsque ρ évolue vers sa valeur maximale ρmax, le système a un pôle réel dominant
désiré et un autre pôle réel qui évolue vers la gauche du plan complexe. De la même
façon que les pôles complexes évoluent vers les pôles complexes désirés.
ρmax
ρmax
ρmax
ρmax
ρmin
ρmin
ρmin
ρmin
<
=
p1
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p3
−∞
Fig. III.8 : Évolution des pôles du système en boucle fermée pour une variation de ρ.
Afin d’éviter des valeurs de ρ trop élevées, nous nous concentrons que sur le placement
du pôle réel dominant. En effet, nous pouvons négliger les pôles complexes car ils ont
un module très grand par rapport au pôle dominant désiré. Le deuxième pôle réel doit
être au moins dix fois plus à gauche que le pôle dominant afin de ne pas intervenir sur la
dynamique du système en boucle fermée.
III.4.3.1 L’algorithme
Avec la méthodologie de placement de pôles robustes, nous avons déjà montré que
lorsque nous prenons l’inertie Jlmax comme référence, les pôles complexes du système
tendent vers le demi plan complexe positif pour l’inertie minimale Jlmin . A cause de la
limitation de la valeur maximale du paramètre ρ, nous ne pouvons pas donc placer ces
pôles complexes dans une région désirée afin d’éviter une instabilité pour une inertie
minimale. Pour cette raison nous prenons comme inertie de référence pour le calcul du
régulateur LQI-PP l’inertie minimale Jlmin . Les étapes de l’algorithme sont les suivantes :
1. la valeur de l’inertie minimale Jlmin est utilisée comme référence pour le calcul de
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Q ;
2. nous choisissons les trois pôles désirés (un réel et une paire conjugués complexes) ;
3. la valeur de ρ est définie afin de placer le pôle dominant désiré et le deuxième pôle
réel au moins dix fois plus à gauche. Ensuite, nous calculons la matrice de retour
KLQ ;
4. des simulations du système en boucle fermée sont réalisées afin d’analyser la réponse
en vitesse de la charge pour toute la plage de variation de Jl. Si les critères de per-
formance sont respectés, l’optimisation est achevée. Sinon, nous revenons à l’étape
trois et nous définissons une autre valeur de ρ.
Normalement, comme nous avons choisi l’inertie minimale comme référence nous pou-
vons avoir un petit dépassement sur la vitesse de la charge. En utilisant cette métho-
dologie nous trouvons la matrice de gain d’état du régulateur LQI-PP suivante :KtLQ =
[0, 2018 1, 6098 0, 0018 −25, 765]. Étant donné les pôles choisis égaux à p1 = −15rad/s,
p2 = (−15 + 1742i)rad/s, p3 = (−15− 1742i)rad/s et le paramètre ρ = 65000.
III.4.4 Les résultats issus de simulations
Dans ce paragraphe nous présentons quelques résultats issus des simulations du sys-
tème représenté par la figure III.9. Afin d’être le plus proche possible de la réalité, nous
introduisons dans cette structure la boucle de courant avec la commande par modulation
de largeur d’impulsion. Les valeurs des paramètres de la boucle de courant sont les mêmes
que ceux utilisées dans le chapitre précèdent.
Dans un premier temps, nous présentons sur la figure III.10 les résultats issus de simu-
lation du système, en utilisant des paramètres des matrices de pondération du régulateur
LQI non-optimisé. Le but est de comparer ces résultats avec le cas où nous avons opti-
misé la loi de commande. Avec le régulateur non-optimisé la dynamique du système est
largement modifiée avec la variation de l’inertie (temps de réponse, temps de montée,
dépassement, etc). Le dépassement du système est supérieur à 20% lorsque l’inertie de la
charge mécanique est maximale. Le couple moteur est toujours inférieur à deux fois la va-
leur nominale. En conclusion, ce régulateur ne présente pas une robustesse aux variations
paramétriques.
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Fig. III.9 : Schéma-bloc de la commande LQI avec la boucle de courant.
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Fig. III.10 : Réponse du système à un échelon de référence. Commande LQI non-
optimisé. Résultats issus des simulations.
La figure III.11 présente la réponse de vitesse de charge du système à un échelon de vi-
tesse de 30rad/s en utilisant le premier régulateur LQI optimisé à trois paramètre (LQI3).
L’inertie de la charge mécanique variant entre Jlmin et Jlmax . Les critères de performance
sont respectés, car nous n’avons pas de dépassement, le temps de réponse est inférieur à
0,3s, la stabilité est garantie et l’effort de l’actionneur ne dépasse pas deux fois sa valeur
nominale. La variation du temps de réponse pour Jlmin par rapport au temps de réponse
avec Jlmax est de 19, 71%.
Les résultats obtenus à partir du régulateur LQI-PP sont présentés sur la figure III.12.
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Fig. III.11 : Réponse du système à un échelon de référence. Commande LQI3 optimisé.
Résultats issus des simulations.
Les critères de performance sont respectés pour toute la plage de variation de l’inertie.
Un petit dépassement (inférieur à 1%) est présent pour l’inertie maximale. Ce résultat
a été déjà prévisible due à la méthode de synthèse du régulateur. Le temps de réponse
du système est cohérent avec la valeur du pôle réel dominant imposé (p1=-15rad/s). La
variation du temps de réponse (32, 24%) étant supérieure à celle obtenu avec le régulateur
LQI3 optimisé.
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Fig. III.12 : Réponse du système à un échelon de référence. Commande LQI-PP opti-
misé. Résultats issus des simulations.
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Dans les deux cas de figure, les ondulations présentes au niveau du couple moteur
(figure III.11(b) et III.12(b)) sont générées par la faible valeur de l’inductance de la
machine synchrone (L=1,9mH).
Les deux régulateurs possèdent une très bonne robustesse à l’incertitude du système
grâce à la méthodologique de synthèse que nous avons définie. Les résultats obtenus sont
résumés sur le tableau III.1. Un léger avantage en terme de performance est obtenu avec le
régulateur LQI3 par rapport au régulateur LQI-PP. Cependant, avec ce dernier la réponse
du système est légèrement plus rapide pour toute la plage de variation de l’inertie.
LQI3 LQI-PP
Dépassement maximum non 0, 81%
Temps de réponse maximum (Jlmin) 0, 206s 0, 202s
Temps de réponse minimum (Jlmax) 0, 172s 0, 152s
Variation du temps de réponse 19, 71% 32, 24%
Tab. III.1 : Résumé des résultats issus des simulations, régulateur LQI optimisé.
III.4.4.1 Comparaison entre les régulateurs PID et LQI
Afin de comparer les performances entre les régulateurs PID que nous avons développé
dans le chapitre précèdent et les régulateurs de type LQI optimisé, nous présentons sur
le tableau III.2 les résultats obtenus en terme de dépassement et temps de réponse pour
chaque cas.
LQI3 LQI-PP PID itératif PID AG
Dépassement maximum non 0, 81% 14, 2% 5, 64%
Temps de réponse maximum 0, 206s 0, 202s 0, 345s 0, 209s
Temps de réponse minimum 0, 172s 0, 152s 0, 029s 0, 021s
Variation du temps de réponse 19, 71% 32, 24% 1.117% 996%
Tab. III.2 : Tableau comparatif entre les régulateurs PID optimisés et les régulateurs
LQI optimisés (résultats des simulations).
En analysant les résultats présentés par le tableau III.2 nous arrivons à la conclusion
que les régulateurs LQI sont, sans aucun doute, beaucoup plus robustes à l’incertitude
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paramétrique de la charge mécanique par rapport aux régulateurs de type PID optimisé.
Tout en sachant que la réponse du système la plus rapide a été accompli avec le régulateur
PID AG. En effet, les régulateurs LQI sont pour la valeur d’inertie minimale Jlmin sept
fois plus lent que les régulateurs PID optimisés, donc ils sont normalement plus robustes.
III.4.5 Les résultats issus d’expérimentations
Les résultats présentés dans ce paragraphe sont issus des expérimentations réalisées
à l’aide de la maquette expérimentale. Nous cherchons à valider la performance du ré-
gulateur LQI3 optimisé et LQI-PP optimisé, pour un échelon de vitesse et un cycle de
vitesse de référence. La variation d’inertie du système est toujours implantée à travers
des disques d’inertie en respectant la relation donnée par (II.14). Nous rappelons que les
bruits de mesures des courants statoriques sont toujours un facteur qui limite la bande
passante du courant, pour cette raison nous ne réalisons pas d’essais expérimentaux à une
vitesse plus élevée que 30rad/s, afin de préserver la séparation entre les modes (boucle de
vitesse et boucle de courant).
Les trois variable d’état (ωm, ωl, Csh) du système à régler sont mesurées. En effet,
la vitesse du moteur et de la charge sont délivrées à partir de la dérivée de la position
mécanique du moteur/charge respectivement. Le couple transmis à l’arbre est délivré à
partir de la mesure de la position du moteur et de la charge, tout en considérant que la
valeur de la constante de rigidité en torsion est connue (Kt = 2000Nm/rad).
Les figures III.13 et III.14 montrent les résultats expérimentaux obtenus à partir de
l’utilisation du régulateur LQI3 optimisé et du régulateur LQI-PP optimisé respective-
ment. Ces résultats valident les résultats issus des simulations. La variation du temps de
réponse est de seulement (10, 55%) avec le régulateur LQI3. Tout en sachant que le temps
de réponse maximum et minimum sont légèrement supérieurs à ceux obtenus à partir
des simulations. Aucun dépassement n’est présent. Avec le régulateur LQI-PP nous avons
une augmentation de la variation du temps de réponse (38, 82%). Les deux régulateurs
se montrent robuste à l’incertitude de la charge mécanique. Le régulateur LQI-PP pré-
sente un avantage en terme de rapidité para rapport au régulateur LQI3. Cependant, en
terme de variation du temps de réponse ce dernier a un comportement plus homogène.
Le tableau III.3 présente les résultats obtenus.
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Fig. III.13 : Réponse du système à un échelon de vitesse de référence. Commande LQI3.
Résultats expérimentaux.
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Fig. III.14 : Réponse du système à un échelon de vitesse de référence. Commande
LQI-PP. Résultats expérimentaux.
Un autre avantage du régulateur LQI-PP vient du fait que les coefficients de la ma-
trice d’état KLQ ont des valeurs plus petites par rapport aux coefficients du régulateur
LQI3. Par conséquent, le système commandé sera moins sensible aux bruits de mesures
des courants et de position mécanique. Cela peut nous permettre d’augmenter la bande
passante de courant, ainsi que d’effectuer des essais à une vitesse plus élevée.
Les figures III.15 et III.16 montrent la réponse du système à un cycle de vitesse dyna-
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LQI3 LQI-PP
Dépassement maximum non non
Temps de réponse maximum (Jlmin) 0, 241s 0, 211s
Temps de réponse minimum (Jlmax) 0, 218s 0, 152s
Variation du temps de réponse 10, 55% 38, 82%
Tab. III.3 : Résumé des résultats expérimentaux, régulateur LQI optimisé.
mique en utilisant le régulateur LQI-PP optimisé et le régulateur LQI3 optimisé respecti-
vement. Le système a un comportement robuste pour toute la plage de variation, dans les
deux cas de figure, car tous les critères de performance sont respectés. Aucun dépassement
n’est présent. Le suivi de la vitesse de référence soit dans un sens positif ou négatif de
rotation du moteur a une très bonne dynamique, à part une erreur de traînage qui est
rattrapée en régime permanent. La vitesse de la charge mécanique est plus oscillante pour
le régulateur LQI-PP. En effet, pour cet essai expérimental nous avons augmenté la bande
passante de courant à cinq fois par rapport aux essais réalisés avec le régulateur LQI3. Le
but étant de montrer que la dynamique du système ne sera pas affectée, à l’exception des
oscillations qui sont amplifiées par les bruits de mesures. Ces bruits peuvent exciter les
modes de résonance et antirésonance du système mécanique.
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Fig. III.15 : Réponse du système à un cycle de vitesse de référence. Commande LQI3.
Résultats expérimentaux.
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Fig. III.16 : Réponse du système à un cycle de vitesse de référence. Commande LQI-PP.
Résultats expérimentaux.
III.4.5.1 Comparaison entre les régulateurs PID et LQI
Dans ce paragraphe nous présentons une comparaison des résultats expérimentaux
obtenus avec les quatre régulateurs à savoir : PID itératif, PID AG, LQI3 et LQI-PP.
Dans un premier temps, nous cherchons a comparer les réponses temporelles en vitesse
de la charge pour la valeur maximale et minimale d’inertie (figure III.17). Pour la valeur
minimale d’inertie Jlmin , nous n’avons pas de dépassement supérieur à 5% la vitesse de
référence. Les régulateurs PID sont beaucoup plus rapide que les régulateurs LQI (figure
III.17(a)). Les critères de performances sont respectés.
Lorsque l’inertie évolue vers sa valeur maximale Jlmax , les régulateurs PID n’ont pas un
comportement robuste car le dépassement de vitesse est largement supérieur à 5% pour
le PID itératif et légèrement supérieur à 5% pour le PID AG (figure III.17(b)). D’ailleurs,
le temps de réponse du système pour le PID itératif est supérieur à 0,3s.
En ce qui concerne les régulateurs LQI, ils ont une meilleure robustesse. Les variations
du temps de réponse sont bien inférieures à celles des PID (pour toute la plage de variation
de l’inertie). Aucun dépassement est observé. Tout en sachant que le meilleur compromis
rapidité/dépassement est atteint avec le régulateur LQI-PP.
Dans le tableau III.4 nous présentons un résumé des résultats obtenus en termes de
performances avec les régulateurs PID et les régulateurs LQI. D’une façon générale l’ap-
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proche algébrique (commande modale LQI) est souvent meilleure que l’approche fréquen-
tielle. Une des raisons vient du fait qu’avec la commande LQI nous avons trois informa-
tions mesurées (vitesse du moteur/charge et le couple d’arbre transmis) finalement au lieu
d’une (vitesse de la charge) avec la commande par régulateur de type PID. De plus, avec
la commande LQI nous avons une limitation de l’effort de l’actionneur, de façon que la
commande ne soit pas saturée.
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Fig. III.17 : Réponse à un échelon de vitesse de référence. Comparaison entre les régu-
lateurs PID et LQI. Résultats expérimentaux.
LQI3 LQI-PP PID itératif PID AG
Dépassement maximum non non 14, 17% 6, 67%
Temps de réponse maximum 0, 241s 0, 211s 0, 371s 0, 272s
Temps de réponse minimum 0, 218s 0, 152s 0, 029s 0, 021s
Variation du temps de réponse 10, 55% 38, 82% 1.240% 1.248%
Tab. III.4 : Tableau comparatif entre les régulateurs PID optimisés et les régulateurs
LQI optimisés (résultats expérimentaux).
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III.5 L’observateur d’état et de perturbation
Dans cette section nous présentons la loi de commande par retour d’état à laquelle est
associé un observateur d’état et de perturbation. Le retour d’état est réalisé au travers du
régulateur LQI optimisé qui a été défini dans la section précédente. L’objectif étant d’une
part d’estimer les variables d’état et d’autre part de compenser le couple de charge agissant
comme une perturbation extérieure au système incertain MSAPCEL. Avec l’observateur
d’état nous pouvons réduire les capteurs de mesures (position/vitesse) nécessaires pour la
commande par retour d’état (LQI), selon la structure d’observation utilisée. De plus, le
couple de charge résistant peut être une image des incertitudes paramétriques de la charge
mécanique. Dans ce travail trois structures d’observation sont présentées : l’observateur
d’ordre complet basé sur la mesure de la position du moteur, l’observateur d’ordre réduit
basé sur la mesure de la position moteur et de la charge (ORPMC) et l’observateur
d’ordre réduit basé sur la mesure de la vitesse du moteur électrique (ORVM). Les résultats
issus des simulations permettent de comparer l’efficacité de chaque structure ainsi que les
problèmes liés à leur implantation sur le système. Afin de montrer la performance de
l’observateur réduit basé sur la vitesse moteur, des essais expérimentaux ont été réalisés
à l’aide de la plate-forme expérimentale.
III.5.1 Le système augmenté
Dans cette partie nous présentons le système d’état augmenté à partir duquel est
construit l’observateur d’état et de perturbation. En effet, le couple de charge de per-
turbation Cl peut être considéré comme une variable d’état supplémentaire au système
d’équations (III.2). Nous supposons que ce couple de dynamique lente, reste inchangé
pendant une période d’échantillonnage ∆t.
C˙l = 0 (III.23)
Généralement les perturbations qui peuvent se produire dans un système réel de type
servo-entraînement sont de nature mécanique telles que les accoups de charge, les défauts
des roulements, etc. Ces perturbations ont des dynamiques beaucoup plus lentes que celles
des variables électriques du système. Étant donné que la perturbation de charge est difficile
à quantifier à travers des mesures par capteurs, un des rôles de l’observateur d’état et de
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perturbation va consister à réaliser l’estimation de ce couple afin de le compenser par les
algorithmes de commande.
Les équations d’état du système augmenté sont données par :
˙
ωm
ωl
θm
θl
Cl

=

− fm
Jm
0 −Kt
Jm
Kt
Jm
0
0 − fl
Jl
Kt
Jl
−Kt
Jl
− 1
Jl
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0


ωm
ωl
θm
θl
Cl

+

Kcm
Jm
0
0
0
0

Iq (III.24)
III.5.2 L’observabilité
Pour construire un observateur d’état, il faut déjà montrer que le système auquel nous
nous intéressons est observable. L’observabilité se réfère à la capacité d’estimer les états
d’un système à travers ses sorties. D’après le critère de Kalman, un système est observable
s’il remplit la condition suivante :
det

[C]
[C][A]
[C][A]
...
[C][A]no−1

6= 0 (III.25)
où no représente l’ordre du système à régler.
Nous cherchons, dans un premier temps, à étudier l’observabilité du système augmenté
III.24 en nous basant uniquement sur la mesure de la position angulaire de la charge
mécanique θl. Dans ce cas la matrice [C] prend cette forme : [C] = [0 0 0 1 0] et le critère
de Kalman donne le résultat suivant :
det [Qobs] = det

[C]
[C][A]
[C][A]2
[C][A]3
[C][A]4

=
K3t
J3l Jm
6= 0 (III.26)
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Nous en déduisons que le système est observable à partir de la mesure de la posi-
tion de la charge mécanique. Par conséquent, nous somme donc capable de reconstruire
l’ensemble des variables d’état du système à savoir (ωm, ωl, θm) et le couple résistant
de charge Cl. Il faut rappeler que cette reconstruction nécessite également la mesure du
couple électromagnétique ou des courants du moteur synchrone. En effet, nous utilisons
les mesures des courants, car les capteurs de couple ne présentent pas une bonne qualité
ni une bonne fiabilité de mesure et sont de prix élevé.
Ensuite, nous analysons l’observabilité du système en exploitant la mesure d’autres
variables d’état à savoir la vitesse du moteur, la vitesse de la charge mécanique et la
position du moteur. D’après le tableau III.5, le système n’est donc pas observable à partir
de la mesure de la vitesse du moteur et de la vitesse de la charge. Cela s’explique par
le fait que l’intégration de la vitesse ne donne qu’une information sur la variation de la
position et non sur la position initiale.
Variable mesurée [C] det[Qobs] observable
Vitesse du moteur [C] = [1 0 0 0 0] 0 non
Vitesse de la charge [C] = [0 1 0 0 0] 0 non
Position du moteur [C] = [0 0 1 0 0] K
3
t
J3mJl
oui
Position de la charge [C] = [0 0 0 1 0] K
3
t
J3
l
Jm
oui
Tab. III.5 : Observabilité du système augmenté.
Nous rappelons que dans notre cas de figure, l’état du système MSAPCEL est acces-
sible par le biais des capteurs de position (résolveur absolu et codeur incrémental) et leur
dérivation donne la vitesse du moteur et de la charge mécanique. La vitesse du moteur
synchrone et de la charge mécanique sont ici délivrées à partir de la dérivée de la posi-
tion mécanique du moteur/charge sur une période d’échantillonnage où sur une moyenne
glissante sur plusieurs périodes d’échantillonnage (IV.6.6). La notion d’observabilité nous
sera utile lors de la définition des structures de l’observateur.
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III.5.3 L’observateur d’ordre complet
L’estimation des variables d’état (ωm, ωl, θm, θl et Cl) est réalisée à partir de la
construction d’un observateur d’état d’ordre complet (ordre 5). Les seules mesures que
nous réalisons sont celles de la position angulaire du moteur et des courants statoriques.
Ces mesures vont permettre de satisfaire l’observabilité du système. De plus, la mesure de
la position présente l’avantage d’être moins bruitée qu’une mesure analogique simple de la
vitesse mécanique. Cela nous permet de fixer des dynamiques d’observation plus élevées,
car le résolveur (codeur de position absolu) que nous utilisons a une bonne résolution afin
de se prémunir contre les bruits de quantification, tout en considérant que les mesures des
courants ne sont pas trop bruitées. Nous avons préféré la position angulaire du moteur
au détriment de celle de la charge mécanique car cette dernière est parfois inaccessible
ou difficile à mesurer. La figure III.18 présente la structure de cet observateur. Avec l’ob-
servateur d’ordre complet toutes les variables d’état sont estimées (y compris la variable
mesurée θm).
L1
L2
L3
L4
L5
θmIq
1
p
Fobs
Bobs
˙̂x x̂
ω̂m
ω̂l
θ̂m
θ̂l
Ĉl
Cl
Observateur
Système Mécanique
Fig. III.18 : Structure de l’observateur d’ordre complet.
Le système d’équations de l’observateur complet basé sur le système d’état décrit par
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III.24 est donné par :
˙
ω̂m
ω̂l
θ̂m
θ̂l
Ĉl

=

− fmobs
Jmobs
0 −Ktobs
Jmobs
Ktobs
Jmobs
0
0 − flobs
Jlobs
Ktobs
Jlobs
−Ktobs
Jlobs
− 1
Jlobs
1 0 0 0 0
0 1 0 0 0
0 0 0 0 0


ω̂m
ω̂l
θ̂m
θ̂l
Ĉl

+

Kcm
Jmobs
0
0
0
0

Iq
+

L1
L2
L3
L4
L5

(y(t)− ŷ(t))
(III.27)
où y(t) = θm et ŷ(t) = [0 0 1 0 0][ω̂m ω̂l θ̂m θ̂m Ĉl]t. Dans ce système d’équations d’état,
les variables d’état de (III.24) sont remplacées par leurs estimées (ω̂m, ω̂l, θ̂m, θ̂m, Ĉl).
Étant donné que nous connaissons les paramètres de l’actionneur et les paramètres
nominaux de la charge mécanique, ces derniers sont a priori pris en compte comme les
paramètres de l’observateur à savoir Jmobs , Jlobs , fmobs , flobs et Ktobs .

Jmobs = Jm
Jlobs = Jlnom
fmobs = fm
flobs = fl
Ktobs = Kt
(III.28)
La convergence de l’observateur est assurée par la prise en compte de l’écart entre la
position mesurée et la position estimée du moteur. Le système d’équations (III.27) peut
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alors s’exprimée ainsi :
˙
ω̂m
ω̂l
θ̂m
θ̂l
Ĉl

=

− fmobs
Jmobs
0 (−Ktobs
Jmobs
− L1) KtobsJmobs 0
0 − flobs
Jlobs
(
Ktobs
Jlobs
− L2) −KtobsJlobs −
1
Jlobs
1 0 −L3 0 0
0 1 −L4 0 0
0 0 −L5 0 0

︸ ︷︷ ︸
Fobs

ω̂m
ω̂l
θ̂m
θ̂l
Ĉl

+

Kcm
Jmobs
0
0
0
0

︸ ︷︷ ︸
Iq
Bobs
+

L1
L2
L3
L4
L5

θm
(III.29)
Les coefficients L1, L2, L3, L4 et L5 correspondent aux termes de la matrice de gain de
l’observateur. Ces derniers permettent de fixer la dynamique d’observation. Le calcul de la
matrice L peut se faire par identification polynomiale à partir du polynôme caractéristique
de Fobs. En effet, à partir de la dynamique imposée par le cahier des charges, la résolution
du polynôme caractéristique basée sur une identification polynomiale va conduire à la
détermination des coefficients de la matrice L. A cette fin, nous devons imposer les cinq
pôles du polynôme souhaité. Le choix des pôles est déterminé à partir de la connaissance
des pôles du système MSAPCEL en boucle fermée lorsque nous avons utilisé le méthode
de placement de pôles robustes.
La dynamique d’observation doit être supérieure à la dynamique de la commande
LQI car la compensation du couple résistant est une compensation locale qui intervient
directement sur la grandeur de commande. Dans un cas réel, les mesures de position du
système et les mesures des courants statoriques peuvent être bruitées. Dans ce cas de
figure, nous ne pouvons pas avoir une dynamique élevée de l’observateur complet pour
qu’il ne répercute pas les bruits de mesure sur les variables estimées. En effet, les variables
estimées x̂ convergent le plus rapidement possible vers les variables x du système si les
valeurs propres de Fobs sont placées le plus à gauche possible du plan complexe. Plus, les
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valeurs propres de Fobs sont placées à gauche, plus nous augmentons la bande passante
effective de l’observateur par conséquent les bruits sur les variables estimées, due aux
bruits de mesures, vont aussi augmenter. Donc, les bruits de mesure sont aussi responsable
de la limitation de la rapidité avec laquelle les variables estimées convergent. En effet, il
est nécessaire de trouver un compromis entre la dynamique d’observation et l’influence
des bruits présents sur la mesure de position et/ou de courant. Les pôles de l’observateur
qui déterminent la dynamique de l’observation sont présentes sur le tableau III.6.
p1 = −150rad/s
p2 = −200rad/s
p3 = −8500rad/s
p4 = −8500rad/s
p5 = −1000rad/s
Tab. III.6 : Pôles de l’observateur d’ordre complet.
III.5.3.1 Les résultats issus des simulations
Après avoir présenté la structure de l’observateur d’ordre complet, nous cherchons
maintenant à mettre en évidence ses performances à l’aide des simulations du système
complet pour une régulation de vitesse de la charge mécanique (figure III.19). Le couple
de charge observé est injecté dans la commande par le biais du gain de compensation Gc.
Le calcul théorique du gain de compensation Gc est basé sur le principe que le couple
de charge observé est égal au couple de charge après convergence de l’observateur. Nous
pouvons considérer cette convergence assez rapide du fait que la dynamique d’observation
est supérieure à la dynamique de variation du couple de charge.
Gc = − 1
Kcm
(III.30)
En effet, si nous analysons le schéma qui décrit la loi de commande (III.19), la valeur de
Gc peut se justifier par le fait que le terme GcĈl correspond au courant équivalent qu’il
faut ajouter à la consigne de courant Iq pour compenser le couple estimé. En pratique la
valeur optimisée de Gc est achevée par des simulations. De plus, en [17] il est montré que
pour une compensation optimisée en régime transitoire (variation du couple de charge)
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la valeur de Gc ne doit pas dépasser de cinquante pourcent la valeur théorique maximale.
Après plusieurs essais nous choisissons la valeur de Gc = −0, 7.
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Fig. III.19 : Schéma-bloc de la commande avec l’observateur d’ordre complet.
Nous avons réalisés des simulations dans un contexte idéal (sans bruit de mesure) et
dans un contexte plutôt réel où un bruit gaussien blanc est pris en compte sur la mesure
de la position du moteur (capteur non idéal). Nous adoptons une vitesse de charge de
référence de 30 rad/s. Un impact de charge de 4N.m (50% du couple nominal du moteur)
est introduit au moment où le système est déjà en régime permanent. Nous comparons
ainsi le comportement du système avec et sans compensation de couple.
La figure III.20 présente l’évolution temporelle de la vitesse de la charge, du couple de
charge et du couple du moteur synchrone reconstruit par l’observateur d’ordre complet.
Le couple de charge est parfaitement reconstruit par l’observateur. Cependant, le bruit de
mesure de la position est interprété par l’observateur comme une perturbation extérieure
au système. Il se trouve que l’observateur permet non seulement de réduire le temps de
réponse mais également de minimiser la chute de vitesse suite à un impact de charge.
La dynamique du système en régime transitoire (démarrage du système) n’est pas
modifiée lorsque nous compensons le couple estimé par le biais de Gc. En effet, c’est le
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Fig. III.20 : (a,b) vitesse de la charge mécanique, (c,d) couple de charge estimé, (e,f)
couple moteur. Observateur d’ordre complet. Résultats issus des simulations.
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régulateur LQI et la régulation de la boucle de courant qui définissent la dynamique du
système car nous considérons que nous avons la connaissance des paramètres de l’action-
neur et de la charge mécanique.
En ce qui concerne, la dynamique de l’estimation du couple de charge, elle est définie
par les pôles de l’observateur. Nous imposons une dynamique modérée à l’observateur
(tableau III.6), le temps de réponse de l’estimation de couple s’élève à 0.1s. Concernant
la valeur moyenne du couple de charge estimé, nous obtenons les mêmes résultats en
présence ou en absence de bruit propre au capteur. Ce résultat s’explique par le fait que
la valeur moyenne du bruit introduit par le capteur est nulle. Les bruit de mesures des
courants ne sont pas pris en considération pour les simulations.
III.5.4 L’observateur d’ordre réduit
Dans la partie précédente nous avons présenté une structure d’observation d’ordre
complet basé sur la mesure de la position et des courants du moteur électrique. Cepen-
dant, c’est l’estimation de la position du moteur θ̂m que nous avons utilisé pour réaliser le
retour d’état (figure III.19). Du fait qu’il existe une erreur d’observation non nulle sur la
position lors des variations de couple de charge et qu’actuellement les capteurs de position
ont de bonnes résolutions, il vaut mieux utiliser la position mesurée au détriment de la
position estimée pour effectuer le retour d’état du systèmeMSAPCEL [48]. Ces remarques
permettent de justifier l’implantation d’un observateur d’ordre réduit. Les observateurs
d’ordre réduit présentés dans cette section sont basés sur la théorie de l’observateur mi-
nimal de Luenberger [18] où les variables mesurées ne sont plus reconstruites.
III.5.4.1 L’observateur d’ordre réduit ORPMC
L’observateur réduit (ORPMC) permet de reconstruire le perturbation de couple de
charge, la vitesse moteur et la vitesse charge à partir des mesures de la position du rotor,
de la position de la charge mécanique et des courants statoriques. Nous réécrivons le
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système d’équation du système à observer de la façon suivante :
˙
θm
θl
−−
ωm
ωl
Cl

=

0 0 | 1 0 0
0 0 | 0 1 0
−− −− · −− −− −−
−Ktobs
Jmobs
Ktobs
Jmobs
| − fmobs
Jmobs
0 0
Ktobs
Jlobs
−Ktobs
Jlobs
| 0 − flobs
Jlobs
− 1
Jlobs
0 0 | 0 0 0


θm
θl
−−
ωm
ωl
Cl

+

0
0
−−
Kcm
Jmobs
0
0

Iq =

A11 | A12
−− · −−
A21 | A22


y(t)
−−
xr
+

B1
−−
B2
 Iq
(III.31)
où y(t) = [θm θl] est le vecteur composé par les variables mesurées, xr = [ωm ωl Cl] est
le vecteur des variables que nous cherchons à estimer.
En utilisant la théorie de Luenberger et le théorème de Gopinath [18], les équations de
l’observateur réduit s’écrivent comme suit : z˙t = Frzt +BrIq + Toy(t)x̂r = zt + Ly(t) (III.32)
où x̂r = [ω̂m ω̂l Ĉl] est le vecteur des variables estimées, zt est un vecteur d’état inter-
médiaire, Fr = A22 − LA12, Br = B2 − LB1, To = FrL+ A21 − LA11. La matrice de gain
d’observation L est de dimension (n − nm × nm), où n est l’ordre du système et nm est
le nombre de variables mesurées.
Le schéma de cet observateur est donné par la figure III.21. Les coefficients de la
matrice L permettent de fixer la dynamique d’observation. Ces gains sont déterminés
par identification du polynôme caractéristique de l’observateur Pcarobs2 avec le polynôme
imposé par le cahier des charges et en considérant le système d’équations III.28.
Pcarobs2 = |p.I3 − Fr|
= p3 +
Jm(fl + L2Jl) + Jl(fm + L1Jm)
JlJm
p2 +
fm(fl + JlL2)Jm(flL1 − L3)
JlJm
p− L3fm
JlJm
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Fig. III.21 : Observateur d’ordre réduit (ORPMC).
Les coefficients de la matrice L prennent les formes suivantes :
L1 =
−Jl[J3mp1p2p3 + (p1p3 + p1p2 + p2p3)J2mfm + (p1 + p2 + p3)f 2mJm] + f 3m
Jmfm(Jlfm − Jmfl)
L2 =
Jm[Jmp1p2p3 + (p1p3 + p1p2 + p2p3)J
2
l fm + (p1 + p2 + p3)fmflJl + f
2
l fm]
Jmfm(Jlfm − Jmfl)
L3 =
p1p2p3JlJm
fm
(III.33)
Nous choisissons les valeurs de p1, p2 et p3 de façon à ce que la réponse des variables
estimées soient caractéristiques d’un système du premier ordre, c’est-à-dire un pôle réel
dominant. De plus, la dynamique de l’observateur doit être plus rapide que la dynamique
imposée par la commande LQI. Les valeurs des pôles de l’observateur réduit sont les
suivantes : p1 = −50rad/s, p2 = −1500rad/s et p3 = −3500rad/s. Ces pôles ont été aussi
choisis de façon à ce que le temps de réponse de l’estimation du couple de charge soit
inférieur à 0,1s.
L’implantation de telle structure est certainement moins coûteuse en terme de temps
de calcul des algorithmes de commande que pour l’observateur d’ordre complet. Le désa-
vantage vient du fait, que nous avons besoin d’avoir des capteurs de position avec une très
bonne résolution car les bruits des mesures et les phénomènes de quantification peuvent af-
fecter directement la dynamique d’observation et par conséquent la robustesse du système
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MSAPCEL.
III.5.4.1.1 Les résultats issus des simulations
Pour étudier le comportement de l’observateur d’ordre réduit nous réalisons des simu-
lations de la structure proposée par la figure III.22. Comme dans le cas de l’observateur
complet nous avons aussi introduit sur la mesure de la position angulaire du rotor et de
la charge un bruit blanc Gaussien de valeur moyenne nulle. Nous analysons la réponse de
vitesse de charge du système MSAPCEL à un échelon de vitesse de référence de 30 rad/s
dans le cas bruitée (capteur réel). Nous introduisons aussi un couple résistant de 4N.m
lorsque le système est en régime permanent. A priori nous considérons que les paramètres
de l’actionneur et de la boucle de courant sont parfaitement connus et identiques à ceux
utilisés pour l’observateur d’ordre complet. Le gain de compensation Gc étant toujours
égal à -0,7.
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Fig. III.22 : Schéma-bloc de la commande modale avec l’observateur réduit (ORPMC).
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La figure III.23 illustre l’évolution temporelle de la vitesse de la charge, du couple
de charge estimé et du couple moteur. Le dépassement de vitesse est négligeable lorsque
le couple de charge est appliqué au système. L’observateur d’ordre réduit permet une
amélioration du rejet de perturbation et du temps de réponse, sans un changement de la
dynamique du système lors du démarrage. Le tableau III.7 présent les résultats obtenus
lors de la perturbation de charge.
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Fig. III.23 : Observateur ORPMC avec bruits de mesures. Résultats issus des simula-
tions.
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Avec compensation Sans compensation
Dépassement non non
Chute de la vitesse 5, 0% 8, 1%
Temps de réponse 0,020 s 0,050s
Tab. III.7 : Résultats issus des simulations. Avec une perturbation de charge imposée.
Observateur d’ordre réduit (ORPMC).
III.5.4.2 L’observateur d’ordre réduit ORVM
Dans une grande partie des domaines d’applications industrielles de servo-entraînements,
telles que la robotique, nous n’avons pas accès à la mesure de la position/vitesse de la
charge mécanique. Ceci nous empêche d’utiliser la structure d’observation réduite présen-
tée antérieurement. Pour cette raison dans ce paragraphe nous présentons une structure
d’observation réduite basée sur la mesure de la vitesse du moteur synchrone et des cou-
rants de moteur synchrone (ORVM). De plus, cette structure nous permet l’utilisation
d’un seul capteur de position pour commander le système.
En utilisant le système d’équations d’état défini par (III.3) et les équations définis par
(III.23) et (III.28) nous redéfinissons le système d’état du système MSAPCEL de la façon
suivante :
˙
ωm
−−
ωl
Csh
Cl

=

− fmobs
Jmobs
| 0 − 1
Jmobs
0
−− · −− −− −−
0 | − fl
Jlobs
1
Jlobs
− 1
Jlobs
Ktobs | −Ktobs 0 0
0 | 0 0 0


ωm
−−
ωl
Csh
Cl

+

Kcm
Jmobs
−−
0
0
0

Iq =

A11 | A12
−− · −−
A21 | A22


y(t)
−−
xr
+

B1
−−
B2
 Iq
(III.34)
où y(t) = ωm est la variable mesurée, xr = [ωl Csh Cl] est le vecteur des variables que
nous cherchons à estimer.
A partir du critère de Kalman, nous montrons qu’il est possible de reconstruire la
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charge de perturbation, la vitesse de la charge et le couple transmis à l’arbre à partir de
la mesure de la vitesse moteur et du courant en quadrature Iq (système observable).
det [Qobs] = det

[C]
[C][A]
[C][A]2
[C][A]3
 =
−K2t
J3l Jm
6= 0 (III.35)
La figure III.24 montre la structure de l’observateur ORVM. Cet observateur est basé
sur le système d’équations donné par (III.32), avec Fr = A22−LA12, Br = B2−LB1, To =
FrL+A21−LA11. La matrice d’observation L est déterminée à partir d’une identification
polynomiale. En imposant, un polynôme souhaité avec trois pôles réels et en utilisant la
relation (III.28) nous déterminons de façon analytique les coefficients de la matrice L :
L1 =
Jm(p1p2 + p1p3 + p2p3)
Kt
− Jm
Jl
+
flJm(p1 + p2 + p3)
JlKt
+
f 2l Jm
J2l Kt
L2 = Jm(p1 + p2 + p3) +
Jmfl
Jl
L3 =
p1p2p3JlJm
Kt
(III.36)
L’avantage de cette structure d’observation vient du fait que nous avons besoin d’un
seul capteur de position pour réaliser l’autopilotage au détriment de l’observateur réduit
basé sur la mesure de la position du moteur et de la charge (ORPMC) où nous avons
besoin de deux capteurs de position, un pour la position du moteur et un autre pour
la position de la charge. De plus, dans un cas pratique nous n’avons pas la nécessité de
mesurer la vitesse du moteur synchrone car elle peut être dérivée de la position mécanique
du moteur. Dans notre cas, nous utilisons un résolveur pour la position du moteur et la
dérivé de la position pour le calcul de la vitesse moteur. La résolution du capteur est
d’extrême importance, car les bruits peuvent affecter la qualité des variables observées.
En analysant les coefficients de la matrice de gain d’observation L dans les deux cas
à savoir, observateur ORPMC et observateur ORVM, nous voyons que pour un même
III.5 : L’observateur d’état et de perturbation 119
L
ωm
Iq
1
p
Fr
Br
z˙t zt
ω̂l
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Fig. III.24 : Observateur d’ordre réduit basé sur la vitesse moteur (ORVM).
placement de pôles, les coefficients de la matrice L de l’observateur ORPMC sont lar-
gement supérieurs à ceux obtenus avec l’ORVM. Par conséquent, en utilisant ce dernier
nous diminuons l’influence du bruit de mesure sur la qualité des variables observées.
III.5.4.2.1 Les résultats issus des simulations
Pour étudier le comportement de l’observateur ORVM nous réalisons des simulations
de la structure proposée par la figure III.25. Afin d’analyser la réponse du système dans un
cas réaliste, nous introduisons un bruit de mesure sur la position du moteur. Le cas idéal ne
sera pas traité dans ce paragraphe (la dynamique d’observation (pôles de l’observateur)
et l’amplitude du bruit sont les mêmes que celles utilisées dans les résultats issus des
simulations de l’observateur ORPMC).
Les évolutions temporelle de la vitesse de la charge, du couple de charge estimé et du
couple moteur sont présentées sur la figure III.26. Le bruit de mesure n’a pas une grande
influence sur les variables estimées. Ce résultat était déjà attendu du fait des faibles
valeurs des coefficients de la matrice d’observation L. La dynamique de l’estimation de la
charge de perturbation étant inférieure à 0.1s, avec un couple moteur inférieur toujours
à deux fois la valeur nominale. Les résultats sont très semblables à ceux obtenus avec
l’observateur réduit ORPMC (tableau III.8).
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MLI
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Fig. III.25 : Schéma-bloc de la commande modale avec l’observateur réduit basé sur la
mesure de la vitesse moteur (ORVM).
Avec compensation Sans compensation
Dépassement non non
Chute de la vitesse 5, 2% 8, 6%
Temps de réponse 0,022 s 0,053s
Tab. III.8 : Résultats issus des simulations. Avec une perturbation de charge imposée.
Observateur d’ordre réduit (ORVM).
III.5.4.3 Les variations paramétriques
En considérant les résultats des simulations présentés dans les paragraphes précédents,
nous pouvons affirmer que les performances de l’observateur d’ordre réduit ORPMC et
de l’observateur réduit ORVM vis-à-vis du couple de charge de perturbation sont très
similaires. Pour cette raison et afin de ne pas alourdir ce manuscrit, dans ce paragraphe
nous analyserons que la robustesse de la loi de commande du systèmeMSAPCEL basé sur
l’observateur ORVM vis-à-vis des variations paramétriques. La grandeur dont la valeur
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Fig. III.26 : Observateur d’ordre réduit basé sur la mesure de la vitesse moteur (ORVM)
avec bruits des mesures. Résultats issus des simulations.
subira une variation paramétrique est l’inertie de la charge entraînée Jl. Pour se faire, la
plage de variation de cette grandeur est donnée toujours par l’équation (II.2).
Nous cherchons à optimiser les paramètres de l’observateur et définir une inertie no-
minale Jlobs propre à l’observateur. Trois cas de figure sont analysés : l’inertie de la charge
mécanique est surestimée (Jl/Jlobs > 1), sous-estimées (Jl/Jlobs < 1) ou égale à la va-
leur nominal Jlobs . Nous rappelons que les variations paramétriques qui peuvent affecter
l’observateur d’état et de perturbation ORVM sont définies dans le tableau III.9.
Dans un premier temps, nous analysons la robustesse de l’observateur lorsque nous
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Les valeurs des paramètres
(a) Nominal (b) Sous-estimés (c) Surestimés
Jmobs=Jm Jmobs=Jm Jmobs=Jm
Jlobs=Jlnom Jlobs<Jlmax Jlobs>Jlmin
fmobs=fm fmobs=fm fmobs=fm
flobs=fl flobs=fm flobs=fm
Ktobs=Kt Ktobs=Kt Ktobs=Kt
Tab. III.9 : Variations paramétriques de l’inertie de la charge mécanique qui affectent
l’observateur d’état et de perturbation.
nous plaçons dans le cas ou l’inertie est surestimée (cas (c) du tableau III.9). Cela si-
gnifie que l’inertie de l’observateur est égale à Jlmax . La figure III.27 illustre l’évolution
temporelle de la vitesse de la charge mécanique, du couple de charge estimé et du couple
moteur. Nous présentons l’évolution temporelle de ces différentes grandeurs pour le cas
ou le couple de charge est compensé. Une erreur d’estimation du couple de perturbation
de charge III.27(b) est observée lorsque l’inertie réelle est inférieur à Jlmax , cette erreur
s’explique par le fait que la différence d’inertie est interprétée par l’observateur comme
une perturbation de couple de charge.
Pour étudier la robustesse en régulation (rejet de perturbation), nous avons imposé une
perturbation de 4N.m au système. La rapidité de la convergence de l’estimation dépend
de la dynamique de l’observateur et de l’erreur entre l’inertie réelle et l’inertie présumée
de l’observateur. Le temps de réponse de l’estimation de couple de charge est inférieur à
0,1s pour toute la plage de variation de l’inertie. La convergence de l’observateur pour
Jl = Jlmim , est caractérisée par des petites oscillations (figure III.27(b)), due à l’erreur de
l’inertie. Dans toute la plage de variation de l’inertie nous constatons que la compensation
du couple de charge estimé réduit le temps de réponse et minimise la chute de la vitesse
de la charge mécanique. De même, nous ne notons aucun dépassement de la vitesse.
Lorsque l’inertie tend vers la valeur maximale, la compensation du couple de charge
devient optimale.
Dans un deuxième temps, nous étudions la robustesse de l’observateur lorsque l’inertie
de la charge est sous estimée (cas (b) du tableau III.9). La figure III.28 illustre l’évolution
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Fig. III.27 : Réponse de vitesse du système avec compensation du couple de charge
estimé par le moyen d’un observateur ORVM. Les paramètres de la charge mécanique
sont surestimés. Résultats issus des simulations.
temporelle de la vitesse de la charge entraînée, du couple de charge estimé et du couple
moteur. L’estimation du couple de charge présente une erreur positive assez considérable
pour des valeurs de Jl supérieurs à Jlmin . Cette erreur étant introduite à la commande par
le moyen du gain de compensation Gc. La compensation du couple de charge peut même
modifier la dynamique du système MSAPEL au démarrage. Dans notre cas de figure,
comme l’observation du couple de charge n’est pas extrêmement rapide nous n’arrivons
pas à modifier considérablement la dynamique du système.
Le couple de charge observé a une dynamique du deuxième ordre lorsque l’inertie de
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la charge est maximale (figure III.28(b)). En effet, lorsque Jl = Jlmin , le pôle dominant de
l’observateur est réel. Cependant, lorsque l’inertie évolue vers Jlmax les pôles dominants
sont complexes et plus rapides que dans le cas précédent (figure III.29). Ce comportement
va générer un petit dépassement (négligeable) de la vitesse de la charge mécanique lors
de la compensation du couple estimé. L’importance du dépassement dépend directement
de la dynamique d’observation.
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Fig. III.28 : Réponse de vitesse du système avec compensation du couple de charge
estimé par le moyen d’un observateur ORVM. Les paramètres de la charge mécanique
sont sous estimés. Résultats issus des simulations.
En analysant les figures III.27(c) et III.28(c), nous voyons que le couple moteur sollicité
lorsque les paramètres sont sous estimés est supérieur à celui obtenu pour le cas sur
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estimés. L’erreur d’estimation de couple de charge n’étant pas le même dans les deux cas
analysés.
R1 R2
C2
C1
R1R2
Jlmin
Jlmin
Jlmax
Jlmax
Jlmax
<
=
Fig. III.29 : Evolution des pôles de l’observateur pour des paramètres de la charge
sous-estimés.
Nous avons aussi évalué la performance de la loi de commande LQI optimisé + l’ob-
servateur d’ordre réduit ORVM par le moyen de la réponse du système selon le cycle
de fonctionnement donné par II.10. Le système est perturbé par un accoup de charge
résistant de valeur égale à 50% le couple maximale du moteur synchrone. L’accoup est
introduit pendant l’accélération (rampe) du moteur. Lorsque le système est à une vitesse
de référence nulle nous n’imposons plus cette perturbation. A ce moment nous avons une
erreur positive de la vitesse du système (figure III.30(a)). La compensation du couple
résistant de charge Cl permet une réduction de la chute de vitesse et une minimisation
du temps de rejet de la perturbation du système (figure III.30(b)) pour tout l’intervalle
de variation de l’inertie Jl.
Les conclusions basées sur les résultats des simulations effectuées précédemment sont
résumés dans le tableau III.10. Nous évaluons la dynamique de l’observateur réduit ORVM,
la compensation du couple estimée, la sous-estimation ou surestimation des paramètres
de la charge. L’observateur est qualifié par sa robustesse en performance et en rejet de
perturbation de charge. En effet, le choix des paramètres de l’observateur dépend des
limitations physiques du système et de la connaissance de la plage de variation de l’inertie
de la charge.
En général, lorsque l’inertie de la charge augmente, les risques d’instabilité sont moins
importants. Il est préférable de sous estimer la valeur de l’inertie lorsque nous connaissons
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Fig. III.30 : Réponse du système incertain à un cycle de fonctionnement donné. Régu-
lateur LQI optimisé + observateur ORVM. Résultats issus des simulations.
la plage de variation des paramètres du système et nous n’imposons pas des grandes
contraintes à l’actionneur, de cette façon nous n’avons pas le risque d’une saturation en
courant (ou couple) moteur. En revanche, si nous connaissons la plage de variation des
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paramètres et que nous imposons de grandes contraintes à l’actionneur, il est préférable
de sur estimer l’inertie de la charge. Par ce moyen, nous limitons les risques d’instabilité
à cause d’une saturation physique, tout en améliorant la robustesse en performance et en
rejet de perturbation du système. Tout en sachant que lorsque nous sur estimons l’inertie
une instabilité peut avoir lieu pour Jlmim si les paramètres du régulateur LQI ne sont pas
bien déterminés. Cette instabilité étant générée par le régulateur et non par l’observateur
réduit.
Observateur réduit ORVM
Variables mesurées ωm, θl
Variables estimées ωl, Csh, Cl
Comportement dynamique
Paramètre nominal 1er ordre
Paramètre sous-estimés 2éme ordre (Jl > Jlmin)
Paramètre surestimés 1éme ordre (Jl < Jlmax)
Erreur transitoire d’observation
Cl
Paramètre nominal négligeable
Paramètre sous-estimés Positif
Paramètre surestimés Négatif
Compensation du couple de
charge
Paramètre
nominal
Système stable
Temps de réponse réduit
Amélioration de la chute de ωl
Paramètre
sous-
estimés
Risque d’instabilité (Jl > Jlmax)
Dépassement de vitesse possible
Amélioration de la chute de ωl
Paramètre
surestimés
Risque d’instabilité (Jl ≤ Jlmin)
Temps de réponse réduit
Amélioration de la chute de ωl
Couple moteur
Paramètre sous-estimés possible saturation
Paramètre surestimés sans saturation
Tab. III.10 : Résume des résultats des simulations de le système MSAPEL avec l’ob-
servateur ORVM.
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III.5.4.4 Résultats issus des expérimentations
La performance de l’observateur d’ordre réduit basé sur la vitesse du moteur synchrone
(ORVM) est validée à l’aide de la plate-forme expérimentale. Dans un premier temps nous
validons les variables estimées à savoir la vitesse de la charge mécanique ωl, le couple de
charge de perturbation Cl et le couple transmis à l’arbre Csh. La loi de commande LQI3
optimisée est adoptée pour tous les essais expérimentaux. Les paramètres utilisés pour la
réalisation des essais sont présentés sur le tableau III.11. La vitesse moteur est calculé à
partir de la mesure de la position du moteur synchrone. Le couple transmis à l’arbre et la
vitesse de la charge mécanique sont estimés par l’observateur. Le couple de charge estimé
est compensé par la constante de compensation Gc.
La figure III.31 présente les variables estimées. Nous considérons la valeur maximale
d’inertie comme référence. La vitesse estimée converge vers la valeur mesurée très rapi-
dement. En régime permanent la vitesse estimée possède des oscillations supérieures aux
oscillations de la vitesse mesurée. Ce dernier est produit pas les bruits de mesures des
courants statoriques. Le couple de charge estimé possède la dynamique souhaitée (temps
de réponse inférieur à 0,1s), cependant une erreur d’estimation au démarrage du système
se produit. Le couple estimé étant en régime transitoire supérieur au couple de 2N.m im-
posé au système (dépassement du couple estimé). En ce qui concerne le couple transmis à
l’arbre, il converge vers le couple moteur, tout en sachant que le couple dû au frottement
moteur est très petit, même négligeable par rapport au couple moteur.
Afin de valider la robustesse de l’observateur vis-à-vis la variation paramétrique de
l’inertie de la charge, deux cas de figure sont envisagés :
– les paramètres de l’observateur sont sous-estimés ;
– les paramètres de l’observateur sont surestimés ;
Régulateur LQI KtLQ=[0.1298 3.5376 0.0057 -44.7214]
Matrice L (cas sous-estimé) L = [2, 025 − 3, 8845 − 0, 6160]t
Matrice L (cas surestimé) L = [2, 130 − 3, 8845 − 3, 9017]t
PI courant Kpc = 2, 5 Tic = 0, 0024
Constante de compensation Gc = −0, 7
Tab. III.11 : Paramètres des essais expérimentaux, observateur ORVM.
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Fig. III.31 : Comparaisons entre les variables estimées et les variables mesurées. Obser-
vateur d’ordre réduit (ORVM). Résultats expérimentaux.
Les résultats obtenus en considérant les paramètres de l’observateur surestimés sont
présentés par la figure III.32. Pour toute la plage de variation de Jl le système possède une
très bonne robustesse. Pour des valeurs d’inertie inférieurs à l’inertie Jlmax une erreur sur
l’estimation du couple de charge se produit. Ce résultat étant cohérent avec les simulations
réalisées. Le couple de charge estimé est considérablement bruité, cependant la valeur
moyenne correspond au couple imposé au système, à l’exception du dépassement du couple
observé pendant le démarrage du système.
La figure III.33 montre les résultats obtenus pour la cas où les paramètres de l’obser-
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Fig. III.32 : Résultats expérimentaux, observateur d’ordre réduit (ORVM), paramètres
de l’observateur : paramètres surestimés.
vateur sont sous-estimés. Le système a toujours une très bonne robustesse. Pour la valeur
maximale de l’inertie nous avons une légère modification de la réponse transitoire de vi-
tesse de la charge. En effet, l’erreur du couple estimé pour Jlmax est le responsable pour
cette modification de dynamique. Ce phénomène sera plus intense lorsque nous augmen-
tons la dynamique de l’observation. La dynamique du couple estimé respecte toujours le
placement de pôles imposé. L’estimation du couple de charge est nettement moins bruité
par rapport au cas précèdent. Le coefficient L3 de la matrice d’observation L pour le cas
sous-estimé est nettement inférieur à celui obtenu pour le cas surestimé.
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Fig. III.33 : Résultats expérimentaux, observateur d’ordre réduit (ORVM), paramètres
de l’observateur : paramètres sous-estimés.
III.6 Conclusion
Au cours de ce chapitre nous avons présenté trois synthèses de régulateurs dites "ro-
bustes" basées sur le retour d’état pour le système MSAPCEL à savoir : le placement de
pôles, la commande LQI et l’observateur de couple résistant + LQI. Une connaissance
de l’intervalle d’incertitude paramétrique de la charge mécanique ainsi que du système
mécanique élastique est utilisée pour la synthèse des régulateurs. Pour cela, nous avons
initialement établi le modèle d’état du système, ainsi que vérifié sa commandabilité et son
observabilité.
132 Chapitre III : La Commande Modale
La principale difficulté liée au placement de pôles robuste est lié à l’ordre du système
et à l’expertise nécessaire pour définir les pôles optimum. Avec le terme intégral qui a
été ajouté à la représentation d’état initiale, nous avons besoin de définir les quatre pôles
de façon à ce que l’incertitude paramétrique n’intervienne pas significativement sur la
dynamique du système en boucle fermée. Les résultats issus des simulations ont montré que
la conception du régulateur doit être de préférence basée sur la valeur maximale d’inertie
de la charge. De plus, nous avons une réponse de vitesse caractéristique d’un système du
premier ordre, sans aucun dépassement. Néanmoins, nous ne pouvons pas garantir une
limitation de l’énergie de l’actionner synchrone sur toute la plage de variation de l’inertie
Jl. Une saturation du couple moteur peut avoir lieu, avec des possibles changements de
la dynamique de la variable contrôlée et même une instabilité.
Afin de limiter l’effort de commande, nous avons développé une synthèse d’un régula-
teur optimisé, basée sur un critère de minimisation quadratique LQI. Deux méthodes ont
été développées. La première méthode étant basée sur une analyse approfondie des para-
mètres des matrices de pondération du régulateur. Le choix des paramètres des matrices
Q et R, qui imposent la dynamique du système, a été amplement détaillé selon un jeu
de règles et des essais successifs. La définition de ces matrices de pondération vis-à-vis de
la variation de l’inertie de la charge est considérée comme le cœur de cette méthode de
contrôle. La deuxième méthode LQI-PP est basée sur un placement de pôles. En effet, la
matrice de pondération Q est défini à partir d’un placement de pôles souhaités. Le grand
avantage de ce méthode vient du fait que nous pouvons régler la matrice Q par rapport
à la physique du système en boucle fermée tout en gardant les avantages du régulateur
LQI (compromis rapidité-énergie, stabilité). La première méthode a comme désavantage,
la nécessité de réaliser de nombreux essais afin de trouver les paramètres optimum. Ces
essais peuvent demander un temps d’analyse considérable afin de mettre en œuvre le régu-
lateur optimisé. Les résultats issus des simulations ainsi que les résultats expérimentaux,
valident la robustesse des deux méthodes de synthèse aux incertitudes paramétriques tout
en minimisant l’effort du moteur synchrone. De plus, les comparaisons entre les résultats
obtenus avec les régulateurs PID et les régulateurs LQI montrent la supériorité de ces
derniers en terme de robustesse.
La dernière stratégie de régulation associe le régulateur LQI optimisé à un observateur
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d’état et de perturbation. Nous avons en premier lieu présenté le principe de l’observation
du couple résistant et avons abouti à la construction d’un observateur complet qui estime
les variables d’état du système à partir de la position du moteur. Ensuite, nous avons utilisé
deux structures d’observation réduites, où les variables mesurées ne sont plus estimées.
L’observateur réduit (ORPMC) permet de fournir une observation des variables d’état à
partir de la mesure de la position du moteur et de la charge mécanique. Afin de réduire le
nombre de codeur de position, un autre observateur basé sur la mesure de la vitesse moteur
a été proposé. Cet observateur ORVM possède l’avantage de la structure d’observation
réduite (moins coûteux en terme de calcul numérique), et la possibilité d’utilisation d’un
seul codeur de position mécanique côté machine pour l’estimation de toutes les variables
d’état. Les paramètres de la matrice d’observation de l’observateur ORVM ont été définis à
partir des simulations du système en boucle fermée en considérant les bornes de l’intervalle
de variation de l’inertie. Notre étude a montré qu’il peut être avantageux d’implanter
l’observateur réduit ORVM au détriment de l’observateur complet ou de l’observateur
ORPMC. Grâce à la mise en œuvre d’un tel structure de commande (LQI + observateur
ORVM), nous pouvons obtenir une commande performante en rejet de perturbation et
robuste aux variations des paramètres mécaniques. Les résultats obtenus à partir des
simulations du système complet (boucle de courant et de vitesse) ainsi que les résultats
expérimentaux valident la robustesse de cette loi de commande.

Chapitre IV
Description de la plate-forme
expérimentale
Dans ce chapitre nous présentons le banc d’essai utilisé pour tester et valider les lois
de commande développées durant ce travail de thèse. La conception et l’implantation de
cette maquette d’essai constitue une partie très importante des travaux de thèse.
La maquette a été conçue de façon à ce que d’autres personnes puissent implanter
et exploiter leurs algorithmes de commande dans les plus brefs délais, sans même la
nécessité d’une grande connaissance des composants et du matériel utilisé. La souplesse
de la partie mécanique nous permet d’essayer de nombreuses configurations de montage
qui peuvent être utilisées pour valider les différents phénomènes liés aux imperfections
mécaniques (jeux, élasticité, etc). Les variations paramétriques peuvent être produites en
changeant les composants mécaniques du système, tel que l’accouplement élastique, les
disques d’inertie et les roulements.
En terme de protection matériel et personnel, le système possède des circuits de protec-
tion contre les sur tension et sur courant. Cette protection est réalisée de façon physique,
à l’aide de disjoncteurs et d’un module de sécurité Telemécanique "Preventa". De plus,
les algorithmes de commande protègent aussi le système en surveillant la tension du bus
continu, les courants du moteur, la vitesse maximale et le couple de charge imposé. Dans
le cas où une de ces variables dépassent la valeur limite établie, le système s’arrête.
Dans ce qui suit, le description du système électromécanique, du système de puis-
sance et du système de commande et d’acquisition de données est faite. Ensuite, nous
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abordons la méthodologie utilisée pour identifier les principaux paramètres mécaniques
du banc d’essai. Finalement, sont présentés les essais réalisés pour analyser les grandeurs
électriques et mécaniques du système.
IV.1 Description générale
La plate-forme expérimentale qui a été développée durant la thèse, est basée sur le
schéma synoptique décrit par la figure IV.1. Ce schéma nous permet d’introduire les
différents éléments constitutifs du banc et de voir les relations qui existent entre ces
éléments. Nous mettons en évidence trois différentes parties du montage :
– le système électromécanique ;
– le système de puissance ;
– le système de commande.
La plate-forme expérimentale est composée d’un moteur synchrone à aimants per-
manents autopiloté et alimenté par un onduleur de tension MLI. La position mécanique
absolue du moteur qui rend possible l’autopilotage est tirée d’un capteur de type "résol-
ver" qui est fixé au moteur. La connexion entre le moteur et le système mécanique est
réalisée au moyen d’un accouplement élastique. La charge qui est appliquée au moteur
synchrone provient d’un frein électromagnétique qui est installé sur l’arbre mécanique. Un
capteur de couple est accouplé directement au frein. La position de la charge mécanique
est déterminée grâce à un capteur de position incrémental fixé à l’extrémité de l’arbre. La
carte de commande dSPACEr réalise en temps réel le contrôle de la vitesse de la charge
mécanique ou du moteur synchrone et fournit également la référence de courant destiné
à la création d’une perturbation de charge.
Une photographie de l’ensemble de la plate-forme d’essais est présentée sur la figure
IV.2. Le système électromécanique est localisé dans la partie supérieure, nous y distin-
guons le moteur synchrone, le frein, les disques et le capteur incrémental. L’onduleur de
tension, la carte d’acquisition des données et d’adaptation du signal, et le module de com-
mande du frein mécanique sont installés dans la baie (côté droit de l’image). La source
d’alimentation continu se trouve dans le côté gauche inférieur.
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Fig. IV.1 : Schéma synoptique de la plate-forme expérimentale.
IV.2 Le système électromécanique
La figure IV.3 présente une vue rapprochée de la partie électromécanique de la plate-
forme expérimentale. La structure mécanique, les accouplements et les roulements sont
modulaires ce qui permet une grande diversité de configuration. Les disques sont utilisés
pour varier l’inertie mécanique de la charge Jl, prenant en compte l’intervalle d’incerti-
tude donné par II.14. En changeant l’accouplement élastique nous pouvons faire varier le
coefficient d’élasticité Kt. Pour accentuer le phénomène d’élasticité, un arbre mécanique
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Fig. IV.2 : Vue d’ensemble de la plate-forme expérimentale.
de 1300mm de longueur est utilisé. Un désalignement angulaire maximum de 0, 5◦ est
toléré au système grâce à l’accouplement élastique et aux roulements auto-adaptables.
Le capteur de position incrémental utilisé pour la mesure de la position mécanique de la
charge est monté sur l’extrémité de l’arbre mécanique à travers un accouplement flexible.
La vitesse maximale du système mécanique est de 8000tour.min−1, la limite venant du
moteur synchrone.
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Fig. IV.3 : Système électromécanique du banc d’essai.
IV.2.1 Moteur synchrone
Un moteur synchrone à aimants permanents à pôles lisses alimenté par un onduleur de
tension constitue l’actionneur du système électromécanique. Ce moteur possède un capteur
de position mécanique du type "résolver" relié à son rotor. Le moteur synchrone+capteur
résolver sont du fabricant Infranor, de type BLS-114, leurs paramètres de construction
sont présentés dans les tableaux IV.1 et IV.2 respectivement. Afin de valider les valeurs
des paramètres mécaniques du moteur (à savoir la constante de temps mécanique et le
moment d’inertie), nous présentons dans la section prochaine les essais expérimentaux
réalisés à cette fin. Nous montrerons que la valeur de la constante de temps mécanique
donnée par le fabricant est largement fausse.
IV.2.2 Frein à poudre
Le frein à poudre est destiné à "charger" le moteur synchrone. Différentes valeurs
de couple résistant peuvent être appliquées lors du démarrage du moteur ou en régime
permanent conformément à l’application désirée.
Le principe de fonctionnement du frein à poudre est simple. En fait, il suffit d’appliquer
un courant continu d’excitation dans la bobine du frein, créant un champ qui va agglomérer
la poudre magnétique placée dans l’entrefer. L’alimentation en courant du frein est régulée
en fonction du couple résistant qui est mesuré par un capteur de couple (couplemètre).
Ce capteur mesure le couple appliqué sur l’arbre mécanique du système. Les paramètres
du frein à poudre sont présentés dans le tableau IV.3.
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Paramètre Valeur Unité
Vitesse mécanique nominale 3300 tour.min−1
Vitesse mécanique maximale 8000 tour.min−1
Couple nominal 7,4 N.m
Couple maximum 63,9 N.m
Courant nominal (efficace) 9,25 A
Courant maximum (efficace) 79,6 A
Puissance nominal 2556 W
Constante de F.E.M. 0,50 Vs/rad
Constante de couple 0,80 Nm/A
Résistance 0,8 Ohm
Inductance 2,2 10−3H
Moment d’inertie 0,74 10−3Kg.m2
Constante de temps électrique 2,38 10−3 s
Constante de temps mécanique 1,49 10−3 s
Masse 7,4 Kg
Nombre de paires de pôles 4
Tab. IV.1 : Paramètres du moteur synchrone (donnés du fabricant).
Paramètre Valeur Unité
Tension d’alimentation maximale 10 V
Fréquence d’excitation maximale 15 103Hz
Nombre de paires de pôles 1
Erreur électrique ±10 min
Moment d’inertie 0,0123 10−3Kg.m2
Masse 0,230 Kg
Tab. IV.2 : Paramètres du résolver.
Un système de commande du frein a été développé afin de produire un couple résistant
en fonction d’un courant de référence. Ce système est composé d’une carte de contrôle
PID analogique, d’une carte d’adaptation de signal, et d’un module d’alimentation. Le
schéma représenté sur la figure IV.4 illustre le système de commande du frein.
IV.2 : Le système électromécanique 141
Paramètre Valeur Unité
Couple nominal 65 N.m
Couple minimum 0.63 N.m
Moment d’inertie du rotor 2 10−3Kg.m2
Masse 11 Kg
Puissance dissipée 250 W
Tab. IV.3 : Paramètres du frein à poudre.
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Fig. IV.4 : Schéma du système de commande du frein à poudre.
Le couple résistant qui est mesuré en permanence par le couplemètre, est conditionné
par la carte d’adaptation, ensuite ce signal est connecté à une entrée analogique de la carte
dSPACE. Après l’acquisition de ce signal, et l’exécution de la logique de commande du
frein qui est mise en œuvre dans la carte dSPACE, un courant de référence est produit. Le
couple nominal du frein à poudre étant presque neuf fois le couple nominal du moteur, la
précision du couple imposé peut se montrer relativement faible. Il existe aussi, la possibilité
d’un contrôle en mode manuel, où le courant de référence d’alimentation du frein est
déterminé par un potentiomètre local. Une vision frontale du système est présentée sur la
figure IV.5.
Le grand avantage du frein est basé sur le fait qui un seul équipement est capable de
"produire" différents types de charge qui existent dans le secteur industriel. Par exemple,
il est possible de réguler le couple résistant en fonction de la vitesse mécanique de rotation
du moteur.
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Fig. IV.5 : Vue frontale du module de commande et d’alimentation du frein à poudre.
IV.2.3 L’instrumentation
La mesure des grandeurs analogiques tels que les courants statoriques du moteur syn-
chrone et la tension du bus continu de l’onduleur de tension et leur mise en forme sont
effectuées par des cartes réalisées au cours de ces travaux.
IV.2.3.1 Mesure des courants
Les courants du moteur synchrone (Isa et Isb) sont mesurés grâce à des capteurs à effet
Hall du type LEM LA55-P. Ce type de capteur possède une bande passante de 200kHz
et un rapport de transformation entrée/sortie de 1/1000. La sortie de la carte analogique
de mesure de courant se fait en tension avec un câble blindé, à cet effet nous utilisons
une résistance de mesure en sortie du capteur LEM. Les signaux de sortie de tension sont
compris entre 0 et 5V.
IV.2.3.2 Mesure de tension
La mesure de la tension du bus continu est aussi effectuée par un capteur à effet Hall.
Ce capteur a été conçu pour mesurer des tensions jusqu’à 600V. La sortie de ce capteur
est aussi conditionnée avec une carte de mise en forme de façon à ce que la valeur de la
tension ne dépasse pas 5V.
IV.2.4 Les capteurs
Ce paragraphe est consacré à la description des trois capteurs mécaniques qui sont
présents sur le banc d’essai mécanique : le couplemètre, le résolver et le codeur incrémental.
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IV.2.4.1 Le couplemètre
Le couple du système est mesuré au travers d’un couplemètre TRS50 du fabricant
Merobel, qui est accouplé directement au frein à poudre. Ce capteur peut mesurer des
valeurs de couple jusqu’à 50N.m., ce qui correspond à presque sept fois la valeur du couple
nominal du moteur synchrone. En effet, le frein à poudre et par conséquent le couplemètre
sont sur dimensionnés par rapport au moteur synchrone. Cela rend difficile une mesure
précise et fiable du couple réel. De plus, en sachant que dans le régime transitoire le couple
du moteur synchrone peut atteindre une valeur maximale de 63, 9N.m, une erreur élevée
de mesure du couple va se produire lorsque le couple moteur est supérieur à 50N.m.
La carte d’adaptation du signal de couple qui est localisée dans le coffret de commande
du frein, est responsable de l’alimentation du couplemètre. Un calibrage préalable de cette
carte est nécessaire pour définir l’intervalle de tension du signal d’entrée équivalente à la
valeur inférieure et supérieure du couple du système (entre 0,6N.m et 50N.m). Le frein à
poudre possède un couple résiduel de 0,6N.m qui doit être pris en considération pour le
calibrage du couplemètre. Le couple mesuré est affiché directement sur le panneau frontal
du coffret.
IV.2.4.2 Le résolver
Un codeur de position absolu de type "résolver" est utilisé pour mesurer la position
angulaire absolu du rotor du moteur synchrone. A partir de cette mesure il est possible
de réaliser l’autopilotage du système commandé. La figure IV.6 montre le principe de
construction d’un résolver. Il est constitué de deux circuits magnétiques, un dans le stator
et un autre dans le rotor. Le stator est formé par deux enroulements en quadrature B1
et B2 tandis que le rotor possède seulement un enroulement B3 qui est alimenté par
l’intermédiaire d’un transformateur tournant.
L’enroulement du rotor est excité au moyen d’un signal sinusoïdal de fréquence de
10KHz. Le champ magnétique créé va générer une tension sinusoïdale U1 dont l’ampli-
tude est modulée en fonction de cos(θm) aux bornes de B1 et une tension sinusoïdale U2
dont l’amplitude est modulée en sin(θm) aux bornes de B2. La valeur de l’angle θm est
déterminée à partir de la mesure des deux valeurs U1 et U2.
Le résolver est un codeur de position très robuste mécaniquement, avec une grande
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fiabilité et une longue durée de vie, car il ne possède pas de contacts glissants. De plus il ne
contient pas d’électronique délicate et les signaux de sortie peuvent être transmis sur des
longues distances. Sa précision en considérant l’erreur électrique et l’erreur de conversion
des signaux est généralement de l’ordre de 15 minutes d’arc [50].
U1
U2
U3
B1B3
B2
θm
Fig. IV.6 : Schéma d’un codeur de type résolver.
Une carte analogique (carte résolver) a été développée pour calculer la position θm
à partir des mesures des tensions différentielles U1 et U2 et aussi pour générer le signal
d’excitation. L’objectif étant d’éviter que ce calcul soit effectué dans la carte de commande
dSPACE, de façon à optimiser le temps d’exécution de l’algorithme de commande du
système. La carte résolver est composée d’un circuit spécialisé du fabricant Analog Devices
AD2S1200, des buffers analogiques et d’un cristal de quartz. Avec cette carte nous avons
en sortie une position mécanique en numérique sur 12 bits. Ces bits sont envoyés vers
la carte dSPACE où nous calculons la position absolue finale à partir de l’algorithme de
commande. Si une erreur de position se produit, les deux bits d’erreur inhérents au circuit
AD2S1200 sont activés. Ces bits sont utilisés par l’algorithme de commande pour sécuriser
le fonctionnement du système MSAPCEL , en cas de défaut le système est mis en arrêt
immédiatement. Avec la carte résolver nous avons aussi la possibilité d’avoir en sortie
dans une période d’échantillonnage la mesure de la vitesse de rotation mécanique. Pour
ceci, nous avons besoin de commander les bits de sélection de type de sortie de la carte
résolver par le moyen de trois signaux externes décalés entre eux de 18ns et de fréquence
supérieur à trois fois la fréquence d’échantillonnage de la commande. Pour cette raison,
nous n’utilisons pas encore la carte pour mesurer la vitesse du moteur.
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IV.2.4.3 Le codeur incrémental
La connaissance de la position mécanique de la charge est extrêmement important pour
la validation des lois de commande dites "robustes", à l’exception de la loi de commande
LQI + observateur réduit ORVM. En effet, en régime transitoire la position mécanique
du moteur synchrone et de la charge ne sont pas forcement les mêmes. Pour la mesure de
la position mécanique de la charge, nous utilisons un codeur incrémental qui est installé
sur l’extrémité de l’arbre mécanique. Ces caractéristiques électriques et mécaniques sont
présentées sur le tableau IV.4.
Paramètre Valeur Unité
Tension d’alimentation maximum 5 V dc
Fréquence de commutation 300 103Hz
Résolution 3600 points.tour−1
Vitesse maximum 10000 tour.min−1
Moment d’inertie 0,00145 10−3Kg.m2
Masse 0,250 Kg
Tab. IV.4 : Paramètres du codeur incrémental.
Les signaux de sortie du codeur qui sont utilisés pour le calcul de la position de la
charge sont reliés directement à une entrée dédiée du module d’acquisition de la carte
dSPACE. Ce dernier fournit aussi une tension de 5V pour son alimentation.
La position mécanique est calculée par l’algorithme de commande du système. Pour
cela nous avons besoin de connaître la résolution du codeur. Le codeur incrémental ne
fournit pas une position absolue, par conséquent une procédure doit être réalisée pour
identifier la position initiale de la charge mécanique par rapport à la position initiale du
moteur. Plusieurs méthodes de calage de la position initiale d’un système sont connues.
En [49] est présenté une méthode de précalage du rotor. Elle consiste à initialiser le rotor
à une position connue et fixe, cela revient à forcer le rotor à se positionner à une valeur
désirée.
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IV.3 Le système de puissance
Cette section est consacrée à la description du système de puissance qui alimente le
stator du moteur synchrone. La figure IV.7 illustre le montage didactique SEMIKRON qui
est composé d’un redresseur à diodes, d’un onduleur de tension triphasé et d’un hacheur de
freinage. La caractéristique modulaire de ce montage permet à chaque convertisseur sta-
tique d’être utilisé séparément, ce qui rend possible différentes structures d’alimentation.
L’onduleur de tension peut être alimenté à partir du redresseur triphasé ou à partir d’une
source de tension continue. L’installation d’une inductance de lissage ou d’une résistance
de pré-charge est nécessaire dans le cas de l’utilisation du redresseur, pour cette raison
nous avons choisi d’utiliser une source réglable de tension continue pour l’alimentation de
l’onduleur. En effet, si la variation de tension aux bornes des condensateurs de filtrage est
importante, il peut y avoir des fortes sollicitations de courant qui peuvent endommager
les condensateurs.
La valeur maximale de tension du bus continu est de 750V , néanmoins par question
de sécurité, pendant la phase d’essais et de validations des algorithmes de commande,
l’onduleur est alimenté par une source de tension de 300V . Dans le cas de récupération
d’énergie (freinage, inversion de sens de rotation), le hacheur est commandé de façon à ce
que l’énergie accumulée dans les condensateurs soit dissipée dans le banc de résistance,
évitant ainsi une surtension. La valeur maximale du courant de ligne est de 30 A.
Fig. IV.7 : Vue du montage SEMIKRON.
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IV.3.1 L’onduleur de tension
L’onduleur de tension est constitué de trois bras utilisant deux interrupteurs du type
IGBT, bidirectionnels en courant et commandés à l’amorçage et au blocage. La stratégie
de modulation employée est la Modulation par Largeur d’ImpulsionMLI symétrique, avec
une porteuse de fréquence fm de 15kHz. Les drivers SKHI22 qui commandent chaque bras
de l’onduleur sont alimentés avec une tension continue de 15V. Les signaux de commande
des drivers (les ordres de commutation) sont de type C-MOS (0-15V). En cas de faute
d’alimentation ou d’une erreur des signaux de commande, les drivers sont bloqués et un
signal d’erreur est généré. Pour des raisons de sécurité, nous avons intégré ce dernier aux
algorithmes de commande du système MSAPCEL.
Les modules de puissance SKM50GB123D qui contiennent les interrupteurs IGBT’s
sont protégés contre des surtensions grâce à une résistance de "grille". L’objectif de la
résistance de grille Rg est de limiter la vitesse d’établissement du courant, évitant ainsi les
surtensions induites par l’inductance parasitaires (câbles). Le choix d’une valeur impor-
tante de Rg a comme effet la protection des IGBT’s contre les surtensions à l’ouverture
dans le cas d’un court circuit, en contrepartie cela augmente les pertes de commuta-
tion. Le driver SKHI22 est capable de détecter un court circuit en approximativement
4µs. L’IGBT peut supporter un courant de court circuit de 10 fois la valeur de courant
maximale (10x50A), avec une tension de (1200V), pendant 10µs.
Avec l’objectif d’éviter un court circuit direct au moment d’une ouverture et d’une
fermeture des IGBT’s complémentaires d’un même bras de l’onduleur, un "temps mort"
est géré par les drivers de commande. Pendant le temps mort, les signaux de commande
de driver n’exercent aucune commande sur l’état des IGBTs. L’onduleur du montage
didactique SEMIKRON possède un temps mort de Tdt = 6µs. En considérant la période
de découpage de Td = 66, 67µs, le temps mort de l’onduleur correspond à presque 10%
de Td. Une valeur élevée de Tdt a comme conséquence une déformation significative de la
tension imposée au stator du moteur synchrone. Afin de minimiser ces phénomènes non
linéaires causés par le temps mort sur l’alimentation du moteur, une compensation de
Tdt doit être mise en œuvre par la logique de commande du système MSAPEL et sera
présentée dans la section suivante.
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IV.4 Le système de commande
Dans cette section est présenté le système de commande qui a été développé à l’aide
d’une carte du type DS1104 du fabricant dSPACE. Ensuite, nous présentons le logiciel
d’interface homme-machine qui est utilisé pour la visualisation en temps réel des grandeurs
électriques et mécaniques du système MSAPEL ainsi que pour la variation des paramètres
de chaque régulateur.
IV.4.1 La carte de commande
La carte de commande DS1104 est une carte d’acquisition en temps réel basée sur la
technologie PowerPc, de bus PCI pour installation en PC, possédant un ensemble d’entrées
et des sorties, une interface intégrée pour codeur incrémental, une interface série (UART-
Universal Asynchronous Receiver Transmitter) et une carte esclave de type DSP, qui font
de cette carte contrôleur une solution idéale pour le développement de contrôleurs dans
divers domaines, tels que la technique des entraînements, la robotique et l’automobile. En
association avec Simulinkr, Matlabr cette carte facilite la vérification et l’optimisation
des algorithmes de contrôle.
La figure IV.8 illustre le schéma-bloc représentatif de la carte de commande DSs1104.
La grande puissance de calcul (250Mhz) du processeurMPC8240 est utilisée pour exécuter
les lois de commande que nous avons développé dans ce manuscrit. La carte contrôleur
calcule l’algorithme de contrôle d’après les valeurs mesurées (courant du moteur, tension
de l’onduleur, position du moteur et de la charge, couple) et détermine la modulation de
la largeur d’impulsion correspondante. Les signaux MLI triphasés sont générés au niveau
du sous-système DSP de la carte esclave. Les caractéristiques de la carte DS1104 sont
présentées sur le tableau IV.5.
Le signal d’interruption qui est primordial pour un système de commande digital, car il
permet d’imposer la fréquence d’exécution des algorithmes de commande, peut être défini
au travers d’un signal de référence externe ou interne, au travers de la carte esclave ou au
travers d’un codeur incrémental. Dans notre cas, nous avons utilisé un signal interne de
fréquence fixe de 5Khz (fréquence d’échantillonnage). Ce dernier impose que l’acquisition
des données, l’exécution de l’algorithme de commande et la sortie des signaux doivent
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DS1104PPCE/S
Bus PCI
DSP Esclave E/S
32 Mbyte
SDRAM
Interface PCI
Contrôle
de l’interruption
Registres
Mémoire
PowerPC 603e
8 MB
Mémoire
Flash
TMS32OF240
DSP
RAM
MLI
1x3-Phase
4x1-Phase
4 Entrées
Interface Série
Parallèle
E/S Digital
14 bits
Bus 24 bit I/O
CAD
4 chaînes16-bit
4 chaînes12-bit
CDA
8 chaînes
16-bit
Codeur
Incrémental
2 chaînes
E/S Digital
20 bits
Interface Seriel
RS232/RS485
RS422
Fig. IV.8 : Le schéma-bloc de la carte Ds1104.
être réalisées en un temps inférieur à 200µs.
IV.4.2 Commande en temps réel (RTI )
Les algorithmes de commande qui sont implantés dans la carte DS1104 sont dévelop-
pés dans l’environnement de programmation Matlab/Simulink. La Real-Time-Interface
(RTI ) qui est une bibliothèque créée pour le système DS1104, fournit des blocs Simulinkr
permettant une configuration graphique des entrées analogiques/digitales, des sorties digi-
tales/analogiques, des lignes d’E/S numériques, de l’interface codeur incrémental et de la
génération MLI. La RTI conjointement avec la Real-Time Workshop, gère de façon auto-
matique le code de l’algorithme de commande en temps réel qui est implanté directement
sur la carte de contrôle DS1104.
Dans le cadre de notre travail nous utilisons les blocs RTI suivants :
– Bloc DS1104ADC C5/C6, courant du moteur Isa et Isb (2 entrées analogiques).
– Bloc DS1104ADC C7, tension du bus continu de l’onduleur (1 entrée analogique).
– Bloc DS1104ADC C8, couple du moteur (1 entrée analogique).
– Bloc DS1104DCA C1, régulation du frein (1 sortie analogique).
– Bloc DS1104BIT OUT DO00 − 11, la position du moteur (12 bits d’entrées digi-
tales).
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Paramètre Spécification
Processeur principal Type
MPC8240 avec noyau PC 603e
64 bits
250Mhz
Mémoire
Mémoire Général 32MB SDRAM
Mémoire Flash 8 MB
Conversion A/D
Chaînes
4 multiplexées (1x16-bit)
4 parallèle (1x12-bit)
Temps de
conversion
Chaînes multiplexées :2µs
Chaînes parallèles :800ns
Conversion D/A
Chaînes 8 (1x16-bit)
Tension ±10V
Digital I/O
Chaînes
20-bit parallèles I/O
Sélection de bit Entré ou sortie
Tension Niveau TTL entrées et sorties
Interface de codeur
incrémental
Chaînes
2 chaînes indépendantes
Entrée TTL ou RS422
Résolution
24 bits
fréquence maximale de 1.65MHz
DSP esclave
Type
Texas instruments TMS320F240DSP
16 bits
20Mhz
Chaînes
I/O
10 sorties MLI
4 entrées
14 bits I/O
1 interface sériel périphérique
Tension
niveau d’entrée/sortie TTL
conversion A/D 0-5V
Interface série Configuration
Protocole UART
compatibilité RS232/RS422/RS485
Tab. IV.5 : Caractéristiques de la carte DS1104.
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– Bloc DS1104BIT OUT DO17 − 19, gestion de la carte résolver (3 bits de sorties
digitales).
– Bloc DS1104ENC POS C1, la position de la charge (interface codeur incrémental).
– Bloc DS1104DSP PWM3, les ordres de commande des IGBTs (sortie 3-phase
MLI).
IV.4.3 Logiciel d’interface homme-machine
Le logiciel d’interface homme-machine nommé ControlDesk fournit toutes les fonc-
tions nécessaires pour le contrôle, l’accompagnement et l’automatisation des essais en
temps réel. Avec ce logiciel nous pouvons modifier les paramètres des régulateurs des al-
gorithmes de commande en temps réel sans la nécessité de compiler le code source qui est
produit par le RTI à chaque modification. De plus, nous pouvons sauvegarder les signaux
qui représentent les variables électriques et mécaniques du système et les exporter vers
l’environnement Matlab.
Des modifications de l’interface de contrôle peuvent être effectuées en temps réel, même
quand le système est en fonctionnement. Il existe aussi la possibilité de bloquer l’autori-
sation de l’utilisateur à certains paramètres de commande de l’interface en garantissant
ainsi une sécurité aux essais expérimentaux.
A titre d’exemple nous présentons sur la figure IV.9 l’interface de contrôle qui a été
développée pour la commande du système MSAPEL basée sur les régulateurs de type
PID optimisé. Cette interface permet la modification des paramètres du PI de courant
et du PID de vitesse en temps réel ainsi que la visualisation de la réponse du système.
Les signaux des courants, de position et de vitesse du moteur synchrone, ainsi que les
ordres de commande des IGBTs et la tension du bus continu sont affichés en temps réel.
La vitesse de référence, la compensation du temps morts Tdt et les offsets de courant sont
introduits directement sur l’interface. La méthodologie utilisée pour la compensation des
temps morts de l’onduleur de tension sera présentée à la fin de ce chapitre.
Une erreur de la position mécanique du moteur est identifiée par deux bits LOT et
DOS qui sont gérés par la carte de gestion du résolver. Lot à l’état inactif (0) signifie une
erreur de position critique, par conséquence la commande du système est arrêtée. DOS à
l’état inactif (0) signifie une erreur de position de 15 degrés mécaniques, cette erreur peut
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évoluer et devenir critique, a ce moment le système est arrêté.
Dans un cas d’urgence, l’alimentation de l’onduleur est débranchée directement au
travers du bouton d’arrêt d’urgence. Dans ce cas, le hacheur est commandé de façon
automatique pour dissiper l’énergie qui est accumulée dans les condensateurs.
Fig. IV.9 : Interface homme-machine de contrôle du système MSAPEL.
IV.5 L’identification des paramètres mécaniques
La synthèse des lois de commande du système MSAPEL exige la connaissance préa-
lable des paramètres électriques et mécaniques qui caractérisent le système. A priori nous
considérons que tous les paramètres électriques du système (la résistance, l’inductance, et
le flux du moteur synchrone) sont connus et constantes. Néanmoins, les paramètres mé-
caniques doivent être identifiés : l’inertie totale Jt = Jm + Jl, le coefficient de frottement
ft = fm + fl et le couple résistant C0.
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Paramètre Unité Valeur
Inertie du moteur synchrone kg.m210−3 0,74
Inertie du frein du moteur kg.m210−3 0,03
Inertie du frein à poudre kg.m210−3 2,00
Inertie de l’arbre kg.m210−3 0,18
Inertie du résolver kg.m210−3 0,0123
Inertie d’une disque (poulie) kg.m210−3 20,0
Inertie totale (sans disque) kg.m210−3 3,0
Inertie totale (avec 1 disque) kg.m210−3 19,0
Inertie totale (avec 2 disques) kg.m210−3 35,0
Tab. IV.6 : Inertie du système calculé de façon théorique.
Dans un premier temps, nous calculons de façon théorique l’inertie de chaque com-
posant du banc d’essai, l’objectif étant de les comparer avec les résultats issus des expé-
rimentations. Ensuite, des essais sont réalisés pour déterminer l’inertie Jt, le frottement
ft et le couple résistant C0. Le tableau IV.6 montre les valeurs théoriques du moment
d’inertie de chaque composant du système électromécanique.
Pour établir les valeurs des paramètres Jt, ft et C0 plusieurs essais ont été réalisés
pour différentes valeurs de vitesse de la charge de référence dans un régime permanent.
Nous rappelons l’association entre l’intervalle d’incertitude et les disques de la plate-forme
expérimentale :
– système sans disque (inertie minimale Jlmin)
– système avec un disque
– système avec deux disques (inertie maximale Jlmax)
Pour chaque cas ci-dessus, nous mesurons le courant en quadrature Iq du moteur
synchrone, pour vingt valeurs de vitesse de charge différentes. À partir de ces mesures
et de la connaissance de la constante de couple électromagnétique Kcm nous traçons les
courbes qui décrivent l’équation mécanique du système en régime permanent.
Cem = KcmIq = ftω + C0 (IV.1)
La figure IV.10 présente les courbes obtenues issus des essais d’identification des pa-
ramètres. A partir de la droite, nous identifions le couple résistant et le coefficient de
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frottement pour chaque référence d’inertie.
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Fig. IV.10 : Courbes qui caractérisent l’équation mécanique du système en régime
permanent.
Après avoir déterminé la constante de couple résistant C0, la détermination expéri-
mentale de l’inertie Jt est réalisée à partir des essais de lâché. Après l’établissement d’une
vitesse de charge en régime permanent, l’alimentation du moteur est débranchée (ouver-
ture de chaque phase du stator du moteur synchrone). En mesurant la pente de la courbe
de vitesse, il est possible de calculer l’inertie Jt, car la pente est approximativement égale
à C0/Jt. Ce dernier étant vrai pour des faibles valeurs de vitesse en régime permanent,
afin que nous puissions négliger le frottement visqueux et le frottement sec. Pour valider
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la méthodologie utilisée, l’inertie du système a été déterminée pour plusieurs valeurs de
vitesse de référence. La figure IV.11 illustre les courbes qui caractérisent les essais de lâché
que nous avons réalisés pour les trois valeurs d’inertie de référence du système.
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Fig. IV.11 : Courbes caractéristiques d’essais de lâché.
Le tableau IV.7 présente les résultats obtenus. Les valeurs théoriques et expérimentales
de l’inertie du système sont suffisamment proches. Les erreurs existantes sont originaires
des phénomènes que nous n’avons pas pris en compte dans le calcul théorique, tels que
les non-linéarités, les désalignements, etc.
La valeur finale de CO et de ft est obtenue à partir de la moyenne des valeurs détermi-
nées au travers des essais expérimentaux. Une fois que nous avons déterminé les valeurs
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système sans disque Jlmin
Paramètre Unité Valeur
ft Nm/rad.s
−1 0,0038
C0 N.m 1,302
Jt kg.m
2 0,0061
système avec 1 disque
Paramètre Unité Valeur
ft Nm/rad.s
−1 0,0041
C0 N.m 1,289
Jt kg.m
2 0,0218
système avec 2 disques Jlmax
Paramètre Unité Valeur
ft Nm/rad.s
−1 0,0042
C0 N.m 1,3364
Jt kg.m
2 0,0376
Tab. IV.7 : Paramètres mécaniques issus d’expérimentions.
du coefficient de frottement total ft et de l’inertie pour chaque cas étudié (sans disque,
avec un disque, avec deux disques), pour bien modéliser notre système nous avons aussi
besoin de déterminer les paramètres du moteur synchrone. Il est essentiel de déterminer
avec une certaine précision le frottement moteur fm, tout en considérant que la valeur
d’inertie est cohérente.
La problématique pour la définition des paramètres du moteur à partir de la mesure du
courant statorique (couple), pour une vitesse quelconque donnée, vient du fait qu’avec le
moteur à vide les bruits de mesure des courants statoriques faussent les valeurs calculées.
Pour le calcul des paramètres nous nous appuyons sur des essais de lâché à une haute
vitesse (pour accentuer l’influence du frottement) et sur une modélisation du système
moteur réalisée à l’aide du logiciel Simulink. Nous cherchons à obtenir en simulation les
mêmes courbes trouvées en expérimentation en variant les paramètres fm et Cm0 . Le
tableau IV.8 présente les valeurs des paramètres utilisés pour le modèle final du système
MSAPCEL.
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Paramètre Variable Unité Valeur
Inertie du moteur synchrone Jm kg.m210−3 0,74
Inertie minimale Jlmin kg.m
210−3 6,0
Inertie maximale Jlmax kg.m
210−3 38,0
Frottement moteur fm Nm/rads−110−3 0,3
Frottement charge fl Nm/rads−110−3 4,1
Couple résistant C0 N.m 1,3
Tab. IV.8 : Paramètres du système MSAPCEL.
A partir de ces valeurs nous pouvons déterminer la constante mécanique du moteur
étant égal τm = 2, 46s. La connaissance de la constante mécanique est d’extrême im-
portance pour la synthèse de la commande d’un système réel. Si nous comparons cette
valeur avec la valeur fournie par le fabricant du moteur τm = 1, 49ms nous voyons un
énorme écart. En effet, la valeur donnée par le fabricant est largement fausse, car pour
cette valeur le frottement du moteur devait être de fm = 496Nm/rads−110−3, supérieur
au frottement total du système. De plus, si nous considérons cette donnée du fabricant, le
couple nécessaire pour attendre la vitesse nominale du moteur à vide dépasse amplement
le couple moteur maximum en régime transitoire.
IV.6 Analyses des grandeurs électriques et mécaniques
Dans cette section nous présentons quelques résultats issus d’expérimentations du sys-
tème en boucle fermée, l’objectif étant de valider les signaux des courants et de position
du moteur synchrone ainsi que la position mécanique de la charge. A cet effet, dans un
premier temps nous présentons le calcul du PI de la boucle de courant (boucle interne) et
la méthode de compensation du temps mort de l’onduleur de tension. Ensuite, sont pré-
sentés les courbes qui caractérisent les positions mécaniques du système. Une explication
succincte de la façon dont nous calculons la vitesse moteur/charge de rotation à partir de
la position moteur/charge est également présentée. La loi de commande qui a été utilisée
pour l’analyse des ces grandeurs électriques et mécaniques est basée sur un PID de vitesse
non-optimisé.
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IV.6.1 Le calcul des paramètres du PI de courant
Dans ce travail de thèse nous présentons plusieurs lois de commande dites "robustes"
pour un contrôle de vitesse de la charge mécanique du système MSAPCEL. Cependant,
avant même de bien définir les régulateurs de cette boucle, il est essentiel de bien contrôler
la boucle interne du système, c’est-à-dire la boucle de courant. Les régulateurs choisis à
cette fin sont de type PI et doivent donc assurer un suivi rapide et précis des courants
avec un minimum de retard et de dépassement. Dans ce paragraphe, nous développons le
calcul des paramètres des ces régulateurs. Nous réécrivons la fonction de transfert II.13
du régulateur PI de la façon suivante :
GPI = Kpc
(
Ticp+ 1
Ticp
)
(IV.2)
où Kpc est le terme proportionnel, Tic est le terme intégral du régulateur PI.
Le schéma présenté sur la figure IV.12 illustre la régulation de la boucle interne dans
les repères (dq) sur l’axe en quadrature. Dans ce schéma nous ne considérons pas le retard
introduit par l’onduleur de tension. Le modèle du moteur synchrone à pôles lisses à été
définit dans le premier chapitre de ce travail.
+
- +
+
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Fig. IV.12 : Schéma-bloc de la régulation de courant dans l’axe en quadrature.
Après avoir présenté la structure de contrôle de courant de la machine synchrone sur
l’axe en quadrature avec un régulateur de type PI, nous pouvons déterminer les constantes
du régulateur par le méthode de compensation du pôle dominant. Dans un premier temps
nous déduisons la fonction de transfert du moteur synchrone GMS entre la tension et le
courant en quadrature.
GMS =
1
Rs(1 +
Lq
Rs
p)
= m
(
1
1 + τep
)
(IV.3)
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où τe = Lq/Rs est la constante électrique du moteur synchrone et m = 1/Rs. Par la suite
nous déduisons, la fonction de transfert du système décrit par IV.12 en boucle ouverte.
BO = Kpc
(
Ticp+ 1
Ticp
)
.m
(
1
1 + τep
)
(IV.4)
Nous considérons que l’onduleur de tension peut être représenté par un gain unitaire, sans
aucun retard pur (Gond = 1). La femq est calculée a partir de la vitesse mécanique, et
de la position électrique du moteur synchrone. La fonction de transfert en boucle fermée,
avec la compensation du pôle dominant τe est donnée par :
BF =
Kpcm
Kpcm+ Ticp
=
1
1 + Ticp
Kpcm
=
1
1 + p
ωci
(IV.5)
où ωci est la bande passante de la boucle de courant.
Donc, les paramètres du régulateur PI sont définis par les relations suivantes :
Kpc = RsωciTic
Tic =
Lq
Rs
(IV.6)
La bande passante de la boucle de courant est choisie en fonction de la bande passante
du système qui est définie par la fréquence la plus élevée du système à savoir la fréquence
de découpage de l’onduleur de tension (fd = 15kHz), de façon à ce que ωdec ' 10ωci.
Pour une bande passante de courant de 1500Hz, les paramètres du régulateur PI sont les
suivants :
Kpc = 18, 09
Tic = 0, 0024
Cependant à cause des bruits de mesure des courants statoriques nous ne pouvons pas
utiliser à titre d’expérimentation cette bande passante. Dépendant de la technique de
commande adoptée à savoir PID optimisé ou LQI optimisé nous avons défini une bande
passante inférieure (entre 200 et 500 Hz) afin de ne pas exciter les bruits qui peuvent
rendre le système instable, ou fortement perturbé.
La limitation de la bande passante de courant est une forte contrainte qui restreint la
vitesse maximale de la charge mécanique. Afin de préserver la séparation de mode entre
la boucle de courant et la boucle de vitesse (une décade), nous avons choisi comme vitesse
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maximale de référence 30rad/s. A cette vitesse et en considérant que le moteur synchrone
possède quatre paire de pôles, nous avons une bande passante mécanique de 19Hz. La
valeur minimale du coefficient Kpc afin de respecter le mode de séparation doit être de
2,41.
Des solutions sont déjà envisagées pour minimiser les bruits de mesure des courants
statoriques. Une première solution est basée sur l’utilisation des filtres numériques du type
FIR (Filtre à réponse impulsionnelle finie) ou de type IIR (Filtre à réponse impulsionnelle
infinie). Les filtres analogiques ne peuvent pas être utilisés car ils peuvent déphaser les
signaux de courant. Une autre solution est basée sur l’utilisation d’un filtre de Kalman
pour la mesure de courant. Ces deux solutions peuvent être développées directement dans
l’algorithme de commande, en sachant que le temps d’exécution des algorithmes peut être
largement augmenté pour la deuxième solution.
IV.6.2 La compensation du temps mort
Dans ce paragraphe nous présentons la méthodologie utilisée pour la compensation
de temps mort de l’onduleur de tension. Nous allons montrer l’importance d’une telle
compensation dans notre cas de figure, car l’onduleur Semikron du montage didactique a
un temps morts de valeur assez élevée.
IV.6.2.1 Le temps mort
En considérant un bras de commutation de l’onduleur triphasé qui est décrit par la
figure I.7, lorsque l’IGBT du haut est commandé en conduction, celui du bas est commandé
en blocage et vice-versa. A priori, le signal logique de commande d’IGBT devrait donc
simplement être le complément de celui de l’autre. Mais nous savons que les commutations
des transistors ne sont pas instantanées : leurs mises en conduction et leurs blocages
surviennent avec un certain délai par rapport à la commande reçue. Nous risquons donc
de brèves mises en court-circuit de la source d’alimentation Ebus de l’onduleur au rythme
de chaque commutation : un IGBT n’est pas encore coupé que l’autre commence déjà à
conduire. Pour pallier ce problème, il faut modifier les signaux de commande appliqués
aux grilles des transistors en introduisant un léger retard à la mise en conduction sans
modifier le blocage. Ce retard est un des éléments qui caractérisent le temps mort de
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l’onduleur de tension.
Le temps mort est mesuré depuis l’instant dans lequel un transistor permute de son
état OFF jusqu’à l’instant dans lequel le transistor opposé permute à son état ON. Une
séquence de commande d’un bras d’un onduleur de tension est présentée sur la figure
IV.13.
T1
T1
I
Ebus
T1
T1
T1
T1
T1
T1
T1
T1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
L’ordresde commutation
du IGBT idéal
L’ordrens de commutation du
IGBT réel (avec le temps mort)
Temps mort T1 ON
Temps mort T1 ON
T1 et T 1 sont ouverts .
La tension de la diode
est imposée en fonction
du courant I.
En fonction du signe de I la durée
ON/OFF correspondant est modifiée
(tension appliqué)
I<0
I>0
MLI symétrique
Tension de référence
K1
1
0
Fig. IV.13 : Schéma de commutation d’un bras d’un onduleur de tension.
Le rapport cyclique qui détermine la commande de chaque IGBT est calculé à travers
une MLI symétrique régulière. L’ordre de commutation de chaque interrupteur est déter-
miné à l’aide d’une comparaison entre le signal de tension de référence et le signal de la
porteuse de fréquence fm. Lorsque le signal modulateur K1 reste en état haut, le signal
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de commande d’IGBT T1 est retardé pendant la durée Tdt. Pour K1 en niveau bas, le si-
gnal de contrôle T1 est également retardé de Tdt. Le temps mort produit une déformation
du vecteur tension de phase qui est appliqué au stator du moteur synchrone. Pendant le
temps mort, la tension Vs de chaque phase du moteur semble être flottante, néanmoins
les diodes conduisent. La conduction des diodes dépend du sens du courant pendant le
changement d’état du transistor. La valeur réelle de la tension appliquée au moteur est
définie par la équation suivante :
Vr = Vs −∆V, ∆V = TdtfdEbussigne(I) (IV.7)
où Tdt étant le temps mort et fd la fréquence de découpage de l’onduleur.
IV.6.3 La stratégie de compensation
Pour minimiser les phénomènes générés par le temps mort, la tension de référence de
chaque phase de la MLI doit être compensée de ∆V . La modification des tensions de ré-
férence a comme conséquence la modification des rapports cycliques. Cette compensation
peut être réalisée par l’algorithme de commande du système à régler où par un circuit
électrique externe, normalement composé de FPGA. Nous compensons le temps mort di-
rectement par l’algorithme de commande car la carte DS1104 nous permet de réaliser
cette compensation sans une grande augmentation du temps d’exécution de l’algorithme.
La figure IV.14 illustre le schéma-bloc qui a été développé pour la compensation du
temps mort. Dû aux oscillations de courant autour du passage au zéro, une zone morte Tz
est définie pour limiter la variation du signe de courant de chaque phase. La valeur de Tz
dépend directement des bruits des mesures et doit être établie à travers des essais expé-
rimentaux. De plus, après la transformation de Park, les courants de phases statoriques
sont filtrés pour minimiser l’effets des bruits sur la compensation des temps morts.
Les rapports cycliques de chaque phase étant donnés par :
αa =
1
2
+
1
2
Vsa
Ebus
αb =
1
2
+
1
2
Vsb
Ebus
αc =
1
2
+
1
2
Vsc
Ebus
(IV.8)
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Fig. IV.14 : Schéma-bloc de la compensation du temps mort.
où Vsa, Vsb, et Vsc sont respectivement les tensions de référence de phase a, b, c de la MLI.
Avec la compensation du temps mort nous réécrivons l’ensemble d’équations ci-dessus
de la façon suivante :
αa =
1
2
+
1
2
(Vsa −∆Va)
Ebus
αb =
1
2
+
1
2
(Vsb −∆Vb)
Ebus
αc =
1
2
+
1
2
(Vsc −∆Vc)
Ebus
(IV.9)
IV.6.4 Les courants statoriques
Des essais expérimentaux du système MSAPCEL en boucle fermée ont été réalisés
avec l’objectif d’évaluer la compensation du temps mort. La figure IV.15 présente les
courants statoriques du moteur synchrone à aimants permanents dans un cas de com-
pensation et non compensation. Lorsque le temps mort n’est pas compensé, le courant
statorique est similaire au courant de sortie d’un pont de diodes, des harmoniques de basse
fréquence vont produire un échauffement du moteur. De plus, le couple moteur n’est plus
proportionnel au courant en quadrature Iq désiré. La figure IV.15 (b) montre le courant
statorique lorsque nous modifions la tension de référence de chaque phase du MLI. Dans ce
cas, les courants sont plus sinusoïdaux. Ces résultats montrent la nécessité de compenser
le temps mort de l’onduleur du montage didactique Semikron.
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Fig. IV.15 : Courant statorique du moteur synchrone.
Les résultats issus d’expérimentations que nous avons présentés au cours de ce travail
de thèse, ont été obtenus avec l’implantation de la compensation du temps mort dans
l’algorithme de commande dites "robustes".
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IV.6.5 La position mécanique du moteur et de la charge entraînée
Dans ce paragraphe nous présentons les signaux expérimentaux de la position méca-
nique du moteur et de la charge synchrone. Nous cherchons à valider la carte résolver qui
a été développée au cours de ce travail de thèse pour le calcul de la position du moteur à
partir des signaux de sortie (sin(θm), cos(θm)) du résolver. Avant d’effectuer les mesures
de tels signaux, nous avons réalisé un pré-calage de la position de la charge mécanique car
le codeur incrémental ne permet pas une mesure absolue de la position. De cette façon
nous assurons que la position initiale du moteur et de la charge sont identiques au moment
du démarrage du système. La figure IV.16 présente la position mécanique du moteur et de
la charge pour une vitesse de référence de 30rad/s en régime permanent. Nous constatons
que les deux signaux sont vraiment propres, aucun bruit de mesure n’est présent.
Afin d’analyser la position mécanique du moteur lors d’une inversion de sens de rota-
tion du système, nous avons réalisé des essais selon un cycle de vitesse dynamique donné
par la figure IV.17(a). Les figures IV.17(b)-(c) présentent la position du rotor selon ce cas
de figure. A chaque inversion de sens de rotation, le sens de la position est aussi modifié
(pente positive ou négative). De plus, l’inversion du sens de rotation est réalisé en moins
d’un tour, ce qui correspond à une très bonne dynamique du système.
IV.6.6 La vitesse mécanique
Les lois de commande que nous avons développées dans ce manuscrit sont basées sur
un asservissement en vitesse de la charge entraînée. Plusieurs méthodes ou dispositifs
(tachymètres, accéléromètres, etc.) peuvent être utilisés pour le calcul ou pour la mesure
de la vitesse d’un système mécanique rotatif [51]. Dans notre cas de figure, nous n’utilisons
pas un dispositif spécifique pour mesurer la vitesse du moteur et de la charge. En effet,
nous optons pour calculer la vitesse du système à partir de la dérivée de la position.
Afin de limiter l’effet de l’erreur de quantification inhérente à la conversion analo-
gique/digital de la mesure de la position mécanique, et afin de minimiser l’effet des bruits
de mesure de la position, la vitesse mécanique est calculée par une moyenne glissante sur
25 périodes d’échantillonnage de la commande. Avec cette méthode nous minimisons le
bruit de la vitesse moteur/charge sans produire un retard de "mesure" de vitesse signifi-
catif pour déstabiliser le système en boucle fermée. Ce bruit ayant une valeur inférieure
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Fig. IV.16 : Position mécanique.
à 0.6rd.s−1 quelle que soit la vitesse de rotation du système. A titre d’exemple, la vitesse
calculée de la charge mécanique à une rotation de 30rad/s est présentée par la figure
IV.18.
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Fig. IV.17 : Analyse de la position mécanique du moteur en réponse à un cycle de
vitesse dynamique.
IV.7 Conclusion
Dans ce dernier chapitre, nous avons présenté les différentes parties qui constituent la
plate-forme expérimentale destinée à l’étude du système MSAPCEL. Cette plate-forme
présente une grande souplesse d’utilisation et d’usage. Sa caractéristique modulaire nous
permet d’exploiter des différentes structures d’alimentation électrique, ainsi que différentes
configurations de charge mécanique. De plus, elle dispose entre autre, d’une vaste instru-
mentation (capteurs de courant, de tension et de couple) ainsi que des codeurs de position
qui fournissent les informations sur les variables électriques et mécaniques nécessaires soit
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Fig. IV.18 : Vitesse de la charge mécanique (zoom).
à l’implantation des lois de commande du système, soit à la validation de ces dernières.
La carte de commande DS1104 permet le développement en temps réel des lois de
commande que nous avons présenté au cours de ce travail de thèse. L’interface homme-
machine permet une automatisation des essais ainsi qu’une analyse en temps réel des
résultats issus d’expérimentations.
Au point de vue expérimental, nous avons validé les grandeurs électriques (les cou-
rants du moteur) et mécaniques (position du moteur et de la charge) qui caractérisent le
montage. L’importance de la compensation du temps mort de l’onduleur a été discutée et
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illustrée par la figure IV.15. La commande numérique du système à été totalement validée.
Les paramètres mécaniques du moteur et de l’ensemble charge mécanique et moteur ont
été identifiés.
Néanmoins, nous constatons quelques problèmes de compatibilité électromagnétique
auxquels la plate-forme est sensible. Des bruits de mesures des courants statoriques sont
présents et limitant la bande passante de la boucle de courant par conséquent la vitesse
mécanique maximale du système. De plus, ces bruits peuvent influencer les performances
des lois de commande, surtout lorsque la machine synchrone est presque à vide (faible
couple résistant imposé) et/ou en très basse vitesse de rotation. Des solutions pour la
réduction de l’influence des bruits sur le système commandé ont été également proposées
(filtre numérique, filtre de Kalman). De toute façon, une étude détaillée doit être mise au
point afin de minimiser ces problèmes d’origine pratique.

Conclusion Générale
Ce travail de thèse a abordée la synthèse de méthodes de contrôle en vitesse d’un
système servo-moteur composé d’une machine synchrone à aimants permanents, d’un
onduleur de tension triphasé et d’une charge mécanique élastique d’inertie mal connue.
L’objectif était de développer des lois de commandes capables de prendre en compte les in-
certitudes paramétriques de la charge mécanique, tout en respectant la dynamique imposée
par le cahier des charges. Les algorithmes qui déterminent les paramètres des régulateurs
des lois de commande doivent être simples et faciles à synthétiser. Nous avons défini, des
lois de commande optimisées basées sur des régulateurs classiques de type PID, car ce type
de régulateur est encore le plus répandu dans le domaine des servo-entraînements. Ensuite,
trois lois de commande basées sur le retour d’état ont été développées afin d’améliorer la
robustesse en performance et en rejet de perturbation du système à régler.
Les divers résultats de ces travaux montrent en effet que l’association du régulateur
LQI optimisé avec l’observateur d’état et de perturbation d’ordre réduit ORVM permet
un contrôle robuste en performance et en stabilité du système MSAPCEL, ainsi qu’une
amélioration du rejet de perturbation de charge. La plate-forme expérimentale est de
grande importance pour la validation des ces performances dans un contexte industriel,
elle a donc été construite et supporte les essais expérimentaux.
Le premier chapitre est consacré à la modélisation du système MSAPCEL. Nous avons
négligé lors de l’élaboration du modèle de l’actionneur les phénomènes non linéaire tels
que le couple de détente, le saturation de l’entrefer, etc. Nous avons montré qu’il est
possible de considérer l’actionneur comme un générateur de couple. Cela nous permet de
modéliser le système mécanique élastique par un modèle de type deux-masses tournantes.
L’incertitude paramétrique de la charge est bornée selon un intervalle de variation pré-
défini. A la fin du chapitre nous avons présenté l’état de l’art des principales techniques
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de commande pour l’actionneur synchrone, proposées ces dernières années. Nous avons
classé ces solutions selon le type de contrôle : commande classique et commande moderne.
En cherchant à mettre en évidence les avantages et les désavantages pour chaque solution
analysée.
Une approche itérative et une approche basée sur un Algorithme Génétique pour
la synthèse d’un régulateur PID sont présentées dans le deuxième chapitre. L’approche
fréquentielle concentre l’optimisation sur le paramètre proportionnelKp. Avec l’algorithme
génétique il est possible d’optimiser les trois paramètres du régulateur à la fois. Cette
approche exige des ressources informatiques importantes, surtout si nous envisageons
une synthèse en ligne. A l’aide de la plate-forme expérimentale nous avons validé les
approches d’optimisation. Les résultats expérimentaux montrent une amélioration de la
performance du système lorsque nous utilisons les paramètres synthétisés par l’approche
génétique. La stabilité du système vis-à-vis de l’incertitude de la charge a été atteinte pour
les deux régulateurs. Cependant, comme nous avons prévu en simulation, le dépassement
de vitesse augmente avec l’évolution de l’inertie vers sa valeur maximale. En conclusion,
nous avons une robustesse en stabilité mais nous n’avons pas une bonne robustesse en
terme de dépassement et de temps de réponse.
En cherchant une robustesse en performance du système commandé, nous avons dé-
veloppé dans le troisième chapitre, trois lois de commande modale. Dans un premier lieu,
nous avons présenté une méthode de commande basée sur le placement de pôles du sys-
tème en boucle fermée. A partir d’une étude de l’évolution des pôles du système vis-à-vis
de la variation de l’inertie de la charge nous avons défini un algorithme pour le calcul de
la matrice de gain du contrôleur. Nous avons montré par le moyen des simulations qu’il
est préférable de choisir la borne supérieure de l’intervalle de variation d’inertie, pour
effectuer le calcul du contrôleur.
Nous avons ensuite présenté une commande basée sur un critère d’optimisation qua-
dratique. Deux stratégies pour le calcul des paramètres du régulateur LQI ont été déve-
loppées. La première approche est basée sur une méthode itérative. Nous avons détaillé
de façon exhaustive la méthode de conception des matrices de pondération qui imposent
la dynamique souhaitée. De nombreuses simulations du système complet (boucle de cou-
rant+MLI et boucle de vitesse) ont été réalisée afin de valider le choix des trois paramètres
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de ces matrices. Les règles de synthèse que nous avons établies peuvent être généralisées
à d’autres systèmes servo-moteurs incertains. Sur le plan pratique cette stratégie de com-
mande a montré de très bonnes dispositions pour appréhender les effets liés à la variation
de la charge. La deuxième méthode est basée sur un placement de pôles pour la déter-
mination des paramètres du régulateur LQI. Du point de vue pratique cette méthode est
plus facile à mettre en œuvre car elle exige moins d’essais et d’itérations du système en
boucle fermée. Les résultats issus de simulation ont montrés la robustesse aux incertitudes
paramétriques de la charge pour les deux méthodes de synthèse. Les essais expérimen-
taux ont montré une bonne robustesse en performance et en stabilité, même lorsque nous
imposons au moteur synchrone des cycles de fonctionnement sévères.
La dernière structure de commande est basée sur la commande LQI avec observateur
d’état et de perturbation. Avec l’observateur nous n’avons plus le besoin de mesurer toutes
le variables d’état. Parmi les structures d’observation possibles, nous avons présenté trois
structures d’observation : un observateur d’ordre complet et un observateur d’ordre réduit
basé sur la mesure de la position moteur/charge et un observateur réduit basé sur la mesure
de la vitesse moteur. Pour chaque structure nous avons défini les paramètres optimums
de la matrice d’observation. Avec l’observateur réduit ORVM nous avons pu optimiser le
rejet de perturbation de charge et le nombre de capteur de position, tout en conservant
la robustesse en performance obtenue avec le LQI. Les résultats expérimentaux valident
la robustesse de cette structure de commande.
Le travail que nous avons fait durant cette thèse, est entre autre, basé sur l’implan-
tation et la validation expérimentale systématique des lois de commande développées en
théorie. Pour cela, nous avons développé une plate-forme expérimentale qui peut être aussi
considérée comme un banc d’essai qui permet d’accroître la connaissance des phénomènes
mis en jeu au niveau du système mécanique et de l’actionneur synchrone. Dans le dernier
chapitre nous avons présenté les principaux éléments qui constituent ce banc d’essai.
En se basant sur les objectifs des travaux présentés et sur les résultats obtenus, nous
définissons les perspectives à développer. Ces perspectives sont concentrées sur l’aspect
énergétique/coût du système commandé, au développement des algorithmes de commande
déjà présentes, aux études et implantation d’autres méthodes de commande robuste et
sur les travaux expérimentaux où une amélioration de la maquette expérimentale est en-
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visagée. Il est fortement envisagé d’étudier et développer des techniques de commande qui
peuvent optimiser le rendement énergétique du système incertain MSAPCEL. Du point
de vue coût, il est envisagé de développer des lois de commande qui permettent l’utili-
sation d’un capteur de position du moteur de basse résolution, tout en garantissant la
performance et la robustesse du système. Du point de vue des algorithmes développés, il
est envisagé la réalisation d’une étude de sensibilité des lois de commande par rapport
aux paramètres mécaniques et électriques présumés constants (constante de rigidité, la
résistance statorique, le flux des aimants du moteur, etc). Avec cette étude nous pouvons
vérifier la robustesse des contrôleurs vis-à-vis des incertitudes du système comme un tout.
Une étude approfondie du lien gains de la matrice de commande et gains de la matrice
d’observation d’état est aussi envisagée. Le développement des lois de type H∞ doit être
considéré afin de comparer la robustesse des lois de commande ici développées avec les
lois de commande robustes. La problématique des bruits de mesure étant un point à mi-
nimiser. Pour cela une structure d’observation d’état basée sur un algorithme de Kalman
(observateur LQG) pourrait être utilisée. Des modifications du système de mesure de cou-
rant sont aussi envisagées (utilisation de filtres numériques, modification de la carte de
mesure).
Les résultats présentés dans cette thèse ont produit quatre publications en congrès
internationaux [52, 53, 54, 55].
Annexes

Annexe A
Hypothèses pour des moteurs de
construction classique
Pour la modélisation mathématique de la machine synchrone autopilotée, nous nous
contentons d’un cas simplifié où notamment :
– la machine est triphasée.
– la saturation du fer n’intervient pas, ce qui implique que les inductances ne dépen-
dront pas des courants (modèle linéaire).
– la perméabilité du fer est supposée infinie.
– la distribution des enroulements statoriques est également sinusoïdale.
– les trois phases de la machine sont connectées en étoile.
– les trois phases sont symétriques, i.e. leurs résistances et inductances sont identiques.
– le point neutre est flottant, i.e. non relié à la masse.
Nous négligeons donc notamment les harmoniques générées par les enroulements (dont
la distribution spatiale n’est en réalité pas parfaitement sinusoïdale) et les aimants.
Nous négligeons également le couple de détente qui résulte de l’interaction entre les
enroulements de la roue polaire et le circuit magnétique que constituent le rotor et le
stator. Lorsque le rotor se déplace par rapport au stator, les encoches créent des variations
d’entrefer. Le rotor se déplace naturellement vers une position qui minimise la réluctance
du circuit magnétique. Cette minimisation de réluctance correspond à la minimisation
de l’entrefer global qui crée des positions d’équilibre préférentielles du rotor. Ce couple,
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aussi appelé couple d’encochage, dépend de la constitution du circuit magnétique de la
machine, et plus particulièrement du nombre d’encoches [48].
Annexe B
Resumo da tese em língua portuguesa
Esta tese foi desenvolvida em cooperação com a Universidade Federal de Campina
Grande (UFCG), através de um acordo de cotutela de tese assinado entre a UFCG e o
Institut National Polytechnique de Toulouse (INPT). Por este motivo, neste apêndice é
apresentado um resumo de cada capítulo da tese, escrito na língua portuguesa, de modo
que a comunidade científica brasileira possa ter acesso aos resultados apresentados.
B.1 Introdução Geral
Em várias aplicações industriais do tipo robótica, elevadores, máquinas rotativas, lami-
nadores e etc, os servo acionamentos à velocidade variável são cada vez mais utilizados para
o controle preciso seja em velocidade ou em posição da carga mecânica. Geralmente, este
tipo de acionamento possui inevitavelmente elementos mecânicos de transmissão que in-
troduzem imperfeições mecânicas como elasticidade, folgas e possíveis variações de carga.
Um controle preciso para este tipo de acionamento esta diretamente relacionado ao conhe-
cimento dos parâmetros do acionador bem como da carga propriamente dita.
Este trabalho de tese é orientado à síntese de leis de controle "robusto" de um servo
acionamento a velocidade variável acionando uma carga mecânica elástica com incerti-
tudes paramétricas. Para a definição das leis de controle, as limitações físicas do sistema
(corrente e torque máximo do motor, velocidade máxima e etc) e as incertezas da carga
devem ser consideradas. Além disso, o sistema de controle deve respeitar as especificações
da carga (tempo de resposta, overshoot, resposta em regime transitório, erro em regime
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permanente e etc) e as especificações de robustez (estabilidade e desempenho) em relação
às incertitudes dos parâmetros da carga mecânica.
Este texto é dividido em quatro capítulos :
No primeiro capítulo é apresentada uma síntese bibliográfica das principais leis de
controle de sistemas do tipo servo acionamento a velocidade variável. As limitações e os
problemas de implementação de cada método de controle são brevemente apresentadas.
Igualmente são apresentados os principais componentes que constituem o servo aciona-
mento em estudo : motor síncrono à ímãs permanentes, inversor de freqüência e carga
mecânica elástica com incertitudes paramétricas. Este sistema será identificado pela sigla
MSAPCEL.
Dois métodos otimizados de síntese de um regulador PID para o controle de veloci-
dade do sistema MSAPCEL são apresentados no segundo capítulo. O primeiro método é
baseado num algoritmo frequencial iterativo, enquanto um algoritmo genético é utilizado
no segundo método de síntese do regulador PID. Nos dois métodos as incertezas da carga
mecânica são consideradas. Simulações e experimentações são realizadas para validar o
desempenho de cada método.
No terceiro capítulo são apresentados três métodos de síntese baseados na realimenta-
ção de estados : alocação de pólos, Linear Quadrático Integral e um observador de carga
de perturbação. O objetivo deste capítulo é desenvolver leis de controle que possam efe-
tivamente proporcionar um controle robusto em relação às variações dos parâmetros da
carga acionada. O primeiro método utiliza uma alocação de pólos desejada para garantir
uma certa robustez ao sistema. Em seguida, um critério de minimização quadrático inte-
gral é utilizado para garantir a robustez e a minimização do esforço do acionador síncrono
(compromisso entre a rapidez e a energia do acionador). Observadores de estado em as-
sociação ao regulador LQI são utilizados para obter ao mesmo tempo uma robustez em
termos de variação paramétrica da carga e de perturbação externa ao sistema. Resultados
experimentais permitem validar cada método apresentado.
Os principais componentes que constituem a plataforma experimental utilizada para
validar cada método de síntese desenvolvido neste trabalho de tese são apresentados no
quarto capítulo.
No último capítulo são apresentadas as conclusões e as perspectivas futuras deste
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trabalho de tese.
B.2 Capítulo I : Apresentação do sistema e estado da
arte
B.2.1 Motor síncrono à ímãs permanentes (MSAP)
Nos sistemas do tipo servo acionamento, o motor síncrono à ímas permanentes autopi-
lotado é cada vez mais utilizado em substituição ao motor de corrente contínua. A grande
vantagem do motor síncrono é que ele não possui contatos mecânicos (coletor, escovas,
como no caso do motor CC), aumentando a confiabilidade do sistema. Além disso, um
melhor desempenho dinâmico pode ser alcançado através da sua utilização.
Dependendo do tipo de estrutura do rotor, pode-se distinguir dois tipos diferentes
de motores síncronos : motor a pólo liso e motor a pólo saliente. Neste trabalho de tese,
considera-se que o acionador da carga mecânica é um motor síncrono a pólo liso. Este tipo
de estrutura sendo a mais utilizada nas aplicações industriais do tipo servo acionamento
devido a sua simplicidade de fabricação.
A partir de uma representação bifásica do MSAP em coordenadas dq, é possível mos-
trar que o torque eletromagnético do motor síncrono a pólo liso é definido pela seguinte
equação :
Cem = NpolψrIq = KcmIq (B.1)
sendo Kcm a constante de torque do motor, Npol a quantidade de pólos do rotor, ψr o
fluxo no entre-ferro criado pelos ímas e Iq a corrente na coordenada em quadratura.
Várias estratégias diferentes de controle podem ser utilizadas para controlar o motor
síncrono. No caso de aplicações industriais do tipo servo acionamento, onde existe a ne-
cessidade de se operar em velocidade variável, um inversor de freqüência é geralmente
utilizado para pilotar o MSAP. Atualmente a estratégia de controle mais utilizada para
este tipo de associação, motor síncrono e inversor de freqüência, é baseada no comando ve-
torial em corrente associado a uma autopilotagem do motor a partir da medida da posição
angular do rotor θm. O objetivo dessa estratégia de comando é de obter um torque ele-
tromagnético desejado a partir da corrente em quadratura Iq que é previamente imposta.
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A figura B.1 apresenta a estrutura deste tipo de comando que é relativamente complexa.
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Fig. B.1 : Esquema do comando vetorial de um MSAP.
B.2.2 Sistema mecânico
Nos sistemas do tipo servo acionamento existentes no setor industrial, o acoplamento
flexível é um dos principais elementos de transmissão entre o motor síncrono e a carga
acionada. Este tipo de acoplamento é utilizado principalmente para minimizar o efeito do
desalinhamentos do eixo de transmissão e para amortecer vibrações e choques de carga.
Normalmente estes acoplamentos possuem uma tolerância importante ao desalinhamento
radial e angular axial e uma folga de transmissão desprezível.
Contudo, este tipo de acoplamento introduz elasticidades ao sistema acionado. A elas-
ticidade é um dos principais fenômenos mecânicos que limitam o desempenho dos servo
acionamentos [11]. De fato, os modos de ressonância e de anti-ressonância do sistema
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estão diretamente associados à elasticidade da transmissão mecânica. Esses modos de res-
sonância podem produzir vibrações que vão afetar ou danificar diretamente a estrutura
mecânica do sistema [12].
Para definir as estruturas e os reguladores de controle de um servo acionamento é
necessário o conhecimento dos parâmetros mecânicos (momento de inércia, atrito, folga
de transmissão, etc) que caracterizam a carga. Na maioria das aplicações, alguns desses
parâmetros não são exatamente conhecidos ou variam de acordo com o modo de funciona-
mento do sistema (a folga de uma engrenagem aumenta com o tempo de funcionamento,
o atrito depende da temperatura, etc). Geralmente, no caso do momento de inércia da
carga, somente o intervalo de variação é conhecido.
Baseando-se nos parágrafos precedentes, foi definido a estrutura da carga mecânica que
é utilizado como referência para o estabelecimento das leis de controle robustas. A figura
B.2 apresenta o protótipo do modelo da carga mecânica. Discos metálicos são utilizados
para variar o momento de inércia da carga. Um acoplamento elástico é utilizado entre o
motor síncrono e o eixo de transmissão da carga. O conjugado de carga é gerado a partir
de um freio magnético instalado no eixo de transmissão.
motor s ncronoí
acoplamento el sticoá
eixo de transmissão
freio
discos
Fig. B.2 : Protótipo do sistema mecânico.
Este tipo de estrutura mecânica pode ser modelizada por um sistema do tipo duas
massas girantes que são acopladas entre elas através de uma elasticidade em torção (aco-
plamento elástico) [13, 14]. A primeira massa representa o motor síncrono e a segunda
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massa representa a carga mecânica. A figura B.3 apresenta esquematicamente o modelo
do sistema mecânico, onde ωm, θm, Jm, Cem representam respectivamente, a velocidade
de rotação angular, a posição angular, o momento de inércia e o conjugado do motor, ωl,
θl, Jl e Cl representam respectivamente a velocidade de rotação angular, a posição angu-
lar, o momento de inércia e o conjugado da carga mecânica, Csh representa o conjugado
transmitido ao eixo e Kt representa a constante de rigidez em torção.
Jm
Kt
Jl
ωm ωlCsh
Cem
Cl
θm θl
Fig. B.3 : Sistema duas massas com acoplamento elástico.
O sistema de equações que representa a dinâmica do sistema duas-massas é dado por :
Jm
dωm
dt
= −fmωm −Kt(θm − θl) + Cem
Jl
dωl
dt
= −flωl +Kt(θm − θl)− Cl
dθm
dt
= ωm e
dθl
dt
= ωl
(B.2)
O diagrama de bloco que representa as relações estabelecidas em B.2 é apresentado
pela figura B.4.
A partir da análise da função de transferência Hm−C(p) entre o conjugado motor Cem e
a velocidade do motor ωm e da função de transferência Hl−C(p) entre o conjugado motor
Cem e a velocidade da carga ωl, pode-se definir as pulsações de ressonância ωnp e de
anti-ressonância ωnz do sistema mecânico :
ωnp =
√
(Jm + Jl)Kt
JmJl
(B.3)
ωnz =
√
Kt
Jl
(B.4)
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Fig. B.4 : Diagrama de blocos do sistema duas-massas.
As pulsações de ressonância e de anti-ressonância dependem diretamente dos parâme-
tros mecânicos da carga acionada. Essas pulsações podem desestabilizar o sistema contro-
lado em malha fechada caso sejam excitadas pelo regulador. O problema em questão, é
definir um regulador robusto em desempenho e estabilidade que possa maximizar a banda
passante do sistema na presença de uma incertitude paramétrica do momento de inércia
da carga.
Jl ∈ [Jlmin Jlmax ] (B.5)
o intervalo de variação de Jl corresponde a um valor mínimo e a um valor máximo da
inércia da carga que é previamente conhecido.
O efeito da incertitude do momento de inércia da carga Jl sobre o sistema mecânico em
estudo, pode ser diretamente observado a partir dos diagramas de bode mostrados pelas
figuras B.5 e B.6. A variação da inércia da carga produz uma variação considerável do
valor da freqüência de anti-ressonância e do ganho do sistema. O conhecimento do modelo
mecânico na presença da incertitude paramétrica da carga é de extrema importância para
a realização de um regulador otimizado.
B.2.3 Estado da arte do comando de servos acionamentos
Mais de 90% dos motores elétricos presentes no setor industrial são controlados por
reguladores simples do tipo PID [22]. De fato, o regulador PID responde facilmente e de
forma eficaz à maioria dos problemas básicos de regulação. Geralmente os parâmetros
deste tipo de regulador são calculados a partir de uma síntese frequencial (Bode, Nyquist,
Black, Hurwitz), tomando-se como referência o modelo nominal do sistema controlado.
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Fig. B.5 : Diagrama de Bode da função de transferência Hm−C(p) considerando a va-
riação do momento de inércia da carga Jl.
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Fig. B.6 : Diagrama de Bode da função de transferênciaHl−C(p) considerando a variação
do momento de inércia da carga Jl.
Contudo, o desempenho deste tipo de regulador é fortemente prejudicado, quando o sis-
tema controlado possui incertitudes paramétricas. Vários trabalhos de pesquisa foram
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desenvolvidos com o objetivo de otimizar o desempenho e a robustez do regulador PID
[23][24]. Infelizmente, a maioria dos métodos de síntese desenvolvidos são relativamente
complexos, exigindo um especialista para o cálculo dos parâmetros do PID, além do fato
de que os limites físicos do acionador (corrente e conjugado máximo do motor) não são
normalmente considerados. No segundo capítulo são apresentados dois métodos de síntese
relativamente simples de um regulador otimizado do tipo PID para o controle do sistema
MSAPCEL com variações da inércia da carga mecânica.
Várias técnicas de regulação baseadas na realimentação de estados são igualmente
utilizadas para o controle dos servos acionamentos. Estas técnicas podem ser subdividas
em três grupos principais :
1. O controle baseado numa alocação de pólos.
2. O controle baseado num critério de minimização quadrático (LQ, LQG).
3. O controle propriamente robusto (Síntese H∞, µ síntese, LMI).
B.2.3.1 Alocação de pólos
A alocação de pólos consiste em determinar os valores da matriz de ganho do regulador
K em função da escolha dos pólos do sistema em malha fechada. Este tipo de controle é
normalmente baseado numa realimentação de estados o qual é representado pela seguinte
equação :
x˙ = (A−BK)x+Br (B.6)
os pólos do sistema em malha fechada são definidos pela relação (A − BK). Portanto,
pode-se calcular a matriz de ganho K a partir da escolha dos pólos do sistema. No caso
de uma variação paramétrica, os coeficientes de A são modificados, afetando diretamente
a matriz de ganho K. Neste caso, existe a necessidade de uma alocação de pólos robusta.
Vários estudos foram desenvolvidos a partir desta problemática [25]. Um dos mais recentes
utiliza o conceito das LMI (desigualdades matriciais lineares) [26] para a definição de
uma região no plano complexo onde devem estar localizados os pólos afim de garantir a
robustez do sistema. Estes métodos são bastante complexos, exigindo um grande esforço
computacional, conseqüentemente de difícil aplicação no setor industrial.
188 Annexe B : Resumo da tese em língua portuguesa
B.2.3.2 Regulador LQ
Neste tipo de controle, a matriz de ganho K do regulador, é definida a partir de um
critério de minimização quadrático que pondera ao mesmo tempo as variáveis de estado
e de comando.
J =
∫
∞
0
(xtQx+ utRu)dt (B.7)
A matriz de ganho K depende diretamente da escolha das matrizes de ponderação Q e
R.
Em [30] é apresentado um método que associa um regulador LQ e uma estrutura de
controle variável (VSC) para o controle de um MSAP com incertitudes paramétricas. Este
tipo de controle é não linear, motivo pelo qual não será abordado neste trabalho de tese.
No segundo capítulo, serão apresentado dois métodos de síntese de um regulador LQ com
um termo integral para o controle do sistema em estudo MSAPCEL.
B.2.3.3 Controle robusto
A robustez é uma noção que traduz a insensibilidade ou quase insensibilidade de um
sistema em relação às incertitudes de um modelo. Um sistema é caracterizado como ro-
busto se sua estabilidade e seu desempenho desejado é mantido mesmo na presença de
incertitudes ou perturbações exteriores. Entre as várias técnicas de controle robusto exis-
tentes, o comando H∞ é o mais utilizado para o controle de servos acionamentos [34][35].
O problema deste tipo de controle vem do fato de que a ordem dos reguladores é extrema-
mente elevada. Para uma aplicação industrial existe portanto a necessidade da utilização
de algoritmos de redução de ordem afim de obter um regulador de ordem conveniente.
A redução da ordem do regulador, além de exigir um esforço computacional, pode gerar
uma degradação da robustez do sistema. De modo geral, as técnicas de comando robusto
são pouco utilizadas no que diz respeito ao controle de servos acionamentos.
B.2.4 Conclusão
Neste capítulo foram apresentados os principais elementos que constituem o sistema
electromecânico MSAPCEL. Uma ênfase foi dada à definição e à modelização da carga
elástica com variação paramétrica que deve ser controlada de modo otimizado. Foi mo-
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strado que este tipo de carga está presente em grande parte dos sistemas utilizados no
setor industrial (robótica, elevadores, laminadores, etc).
Vários métodos de controle da posição ou da velocidade de acionadores electromecâ-
nicos desenvolvidos nos últimos anos foram brevemente apresentados. Contudo, a maioria
destes métodos de síntese de reguladores mostraram-se bastante complexos, exigindo a
implementação de algoritmos dispendiosos em termos de cálculo. Por estas razões estes
métodos são dificilmente utilizados no setor industrial.
O objetivo geral deste trabalho de tese é definir métodos de síntese de leis de controle
otimizadas para o sistema do tipo MSAPCEL. O sistema em malha fechada deve apresen-
tar uma robustez às incertezas da carga mecânica e às perturbações exteriores. Além disto,
os métodos de síntese devem ser simples de modo que eles sejam facilmente aplicáveis na
indústria.
B.3 Capítulo II : O regulador PID otimizado
Neste capítulo são apresentados dois métodos de síntese de um regulador PID oti-
mizado para o controle de velocidade do sistema MSAPCEL. Um método frequencial
iterativo é comparado com um método de síntese baseado num algoritmo genético (AG).
O desempenho e a robustez de cada método são validados pelos resultados obtidos através
de simulações e de experimentações.
A figura B.7 ilustra o diagrama de blocos do controle de velocidade da carga mecâ-
nica do sistema MSAPCEL. Neste modelo, duas malhas de controle são evidenciadas : a
malha de controle de velocidade (malha externa) e a malha de controle de corrente (malha
interna). A partir deste modelo, é possível de modo relativamente preciso, avaliar o com-
portamento e a resposta do sistema MSAPCEL. O regulador de corrente é um simples PI.
A tensão do barramento DC do inversor de freqüência é limitada. Inicialmente, a modu-
lação por largura de pulso (PWM) é idealizada. A função de transferência do regulador
PID o qual procura-se otimizar é dada por :
GPID = Kp
[
1 +
1
Tip
+
Tdp
1 + aTdp
]
(B.8)
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Fig. B.7 : Diagrama de blocos do controle de velocidade do sistema MSAPCEL.
B.3.1 Método frequencial iterativo
O objetivo deste método de síntese é definir um conjunto de parâmetros otimizados
P = [Kpopt , Tdopt , Tiopt ] de modo que a velocidade da carga mecânica do sistema MSAPCEL
em malha fechada seja estável e robusta para todo o intervalo de variação Jl .
Jl ∈ [Jlmin Jlmax ] = [0, 5Jlnom 4Jlnom ] (B.9)
onde Jlnom representa a inércia nominal do sistema. Este intervalo de incertitude da inércia
da carga foi definido baseando-se nas aplicações industriais citadas anteriormente.
Antes de definir o método propriamente dito, os critérios de desempenho e robustez
que o sistema deve respeitar são definidos :
– overshoot máximo de 5% da velocidade de referência da carga ;
– tempo de resposta máximo de 0.3s (coerente com as aplicações industriais)
– o valor da variável de controle u deve ser inferior a duas vezes o conjugado máximo
do motor Cem ;
– a estabilidade do sistema deve ser garantida.
O algoritmo utilizado para o cálculo dos parâmetros otimizados do regulador PID é
definido em quatro etapas :
1. Adota-se três valores diferentes de inércia da carga mecânica como referência : :
– valor inferior do intervalo de variação da inércia (1) : Jl = Jlmin
– valor nominal da inércia (2) : Jl = Jlnom
– valor superior do intervalo de variação da inércia (3) : Jl = Jlmax
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A partir de uma análise no domínio frequencial do sistema mecânico em malha
aberta e do conhecimento das pulsações de ressonância e de anti-ressonância, são
fixados os valores iniciais de Td1 e da constante a1. Em seguida o valor de Ti1 é
determinado de acordo com a dinâmica desejada do sistema.
2. Para cada referência de inércia da carga, iterações são realizadas a partir do modelo
de simulação do sistema em malha fechada (figure B.7) para calcular o coeficiente
Kp :
– conjunto (1) : Kp1 , Ti1 , Td1 , a1
– conjunto (2) : Kp2 , Ti1 , Td1 , a1
– conjunto (3) : Kp3 , Ti1 , Td1 , a1
onde : Kp3>Kp2>Kp1 . Os parâmetros do regulador PID devem pertencer ao espaço
da solução otimizada P , [(Kp1 , Kp2 , Kp3), Ti1 , Td1 ] ∈ P .
3. Para cada conjunto de parâmetros do regulador, a evolução do overshoot da veloci-
dade é analisada para todo o intervalo de variação de Jl (figura B.8).
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Fig. B.8 : Evolução do overshoot da velocidade da carga mecânica para uma variação
da inércia entre Jlmin e Jlmax .
192 Annexe B : Resumo da tese em língua portuguesa
A primeira curva da figura B.8, que corresponde ao traçado realizado a partir do
primeiro conjunto de parâmetros do regulador, apresenta um overshoot superior ao
critério de 5% para valores de inércia superior ao valor nominal. A mesma conclusão
pode ser obtida analisando-se a curva 2 (segundo conjunto de parâmetros). Contudo,
neste segundo caso o overshoot é consideravelmente reduzido. A quarta curva (ter-
ceiro conjunto de parâmetros) mostra que o critério de overshoot é respeitado para
quase todo o intervalo de variação da inércia da carga, todavia uma instabilidade
pode ocorrer para os valores de inércia mínimos (flecha).
4. Para calcular o parâmetro Kp ótimo, emprega-se os dois conjuntos de parâmetros
PID que proporcionaram o melhor compromisso entre a estabilidade e o overshoot.
Isto significa que o valor de Kpopt deve se situar necessariamente entre Kp2 e Kp3 .
[Kp2 Kpopt Kp3 ] (B.10)
A solução otimizada de Kpopt é obtida quando o overshoot da velocidade da carga
mecânica do sistema é o menor possível e o sistema é ainda caracterizado pela es-
tabilidade.
Para validar esta estratégia de otimização, várias simulações do sistema em malha fechada
foram realizadas, considerando-se desta vez uma variação da inércia da carga e dos parâ-
metros Ti e Kp. A flecha (figura B.9) mostra a região onde o overshoot é mínimo a qual
corresponde ao valor Kpopt do regulador PID. Cada superfície da figura B.9 representa um
valor diferente de Ti. De modo geral, uma variação de Ti não afeta a região ótima.
B.3.2 Método baseado num Algorítmo Genético
A partir da década de 90, os algoritmos genéticos têm sido aplicados na resolução de
problemas de otimização na área de controle de sistemas electromecânicos [43][44]. Eles
são aplicados principalmente em problemas com múltiplos objetivos, com grande número
de restrições e problemas com espaços de busca muito grandes. A escolha deste método
de otimização para o cálculo dos parâmetros do regulador PID, é baseada principalmente
nas características de que o algoritmo genético possui :
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Fig. B.9 : Overshoot da velocidade da carga mecânica para uma variação de Kp, Jl e
Ti.
1. realizam a busca sobre uma população de soluções de modo paralelo ;
2. a busca das soluções é baseada em funções de aptidão e não derivadas ;
3. utilizam leis probabilísticas e não determinísticas.
Através do AG procura-se definir um conjunto de parâmetros P = [Kpopt , Tdopt , Tiopt ] de
modo que a resposta da velocidade do sistema MSAPCEL em malha fechada seja estável
e robusta para toda variação de Jl pertencendo ao intervalo (B.9). Com o AG, é possível
realizar uma busca da solução ótima num espaço tridimensional, diferentemente da busca
quase unidimensional realizada com o método frequencial iterativo. Cada dimensão do
espaço de busca corresponde a uma variável do indivíduo x que procura-se otimizar.
xi = [x1i , x2i , x3i ] = [Kpi , Tdi , Tii ] (B.11)
A partir do conhecimento básico de um regulador do tipo PID, do conhecimento
do comportamento do sistema MSAPCEL e dos resultados obtidos através do método
frequencial iterativo anteriormente apresentado é possível limitar a região de busca da
solução ótima D.
D = [x1in ]× [x2in ]× [x3in ] = [Kpmin Kpmax ]× [Tdmin Tdmax ]× [Timin Timax ] (B.12)
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O método de otimização dos parâmetros do regulador PID baseado num AG é apre-
sentado nas seguintes etapas :
a) Definição da população inicial
A população inicial é escolhida de modo aleatório a partir do espaço de busca de
soluções (B.12). O intervalo de variação de de cada variável de D é dado por :
1. Os valores mínimo e máximo do intervalo de variação de Jl é tomado como
referência :
– Jl = Jlmin (1)
– Jl = Jlmax (2)
2. Para cada referência da inércia, os valores máximos de cada coeficiente Kp, Ti
e Td, respeitando os critérios de robustez e estabilidade, são calculado através
de simulações do sistema em malha fechada MSAPCEL :
– conjunto(1) : Kp1 , Ti1 , Td1 ,
– conjunto(2) : Kp2 , Ti2 , Td2 ,
3. O espaço de busca D é definido por :
D = [0 max(Kp1 , Kp2)]× [0 max(Td1 , Td2)]× [0 max(Ti1 , Ti2)] (B.13)
Para a definição dos limites do espaço de busca D, nenhuma limitação em termos
de corrente ou conjugado máximo do motor é imposta. Deste modo, é garantido que
os valores ótimos do regulador PID estão no espaço de busca D.
x1opt = Kpopt ∈ [0 max(Kp1 , Kp2)]
x2opt = Tdopt ∈ [0 max(Td1 , Td2)]
x3opt = Tiopt ∈ [0 max(Ti1 , Ti2)]
(B.14)
b) A função de adaptação
A integral do erro quadrático (ISE) entre a velocidade de referência da carga mecâ-
nica ωlref e a velocidade real ωl é utilizada como função de adaptação que deve ser
maximizada num intervalo T :
fad(x1i , x2i , x3i) =
1∑Jlmax
n=Jlmin
1
T
∫ T
0
(ωlref −L −1[Hl−C(p, n)] ∗ Cem)dt
(B.15)
onde L −1 representa a transformada inversa de Laplace e ∗ representa uma convo-
lução temporal.
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c) O operador da seleção natural
O método de seleção geométrica normalizada é utilizado. Neste tipo de seleção,
cada indivíduo da população é inicialmente ordenado de acordo com o seu valor
de aptidão. A posição do indivíduo determina a probabilidade ps do mesmo ser
escolhido para se reproduzir naquela geração. Essa probabilidade é calculada por
uma distribuição geométrica normalizada pela probabilidade de escolha do indivíduo
mais ápto. A probabilidade de seleção do i indivíduo numa população de tamanho
np é dada por [42] :
ps =
qs(1− qs)rs−1
1− (1− qs)np (B.16)
onde qs é um coeficiente de seleção do melhor indivíduo e rs é o posto do indivíduo
após a ordenação (o indivíduo com melhor aptidão tem r = 1).
d) O operador de cruzamento
O cruzamento aritmético é adotado. Os cruzamentos entre dois indivíduos de uma
mesma geração (pa1 , pa2), geralmente chamados pais, geram dois novos indivíduos
(e1, e2), que são chamados filhos.
e1 = pa1rc + pa2(1− rc)
e2 = pa1(1− rc) + pa2rc
(B.17)
onde rc é uma variável de ponderação aleatória, variando entre 0 e 1. O número de
vezes que o cruzamento aritmético deve ser aplicado a cada geração é definido pela
probabilidade de cruzamento pc.
e) O operador de mutação
A mutação real uniforme é utilizada. Cada indivíduo de uma população é modificado
de acordo com uma probabilidade pm por um valor aleatório tirado do intervalo de
soluções D a partir de uma distribuição uniforme.
f) Iterações
As etapas do AG (a)-(e) são executadas até o momento em que o valor da função
de adaptação é quase constante entre duas gerações, ou até o número máximo de
gerações do algoritmo ng.
A tabela B.1 apresenta os valores dos principais parâmetros do AG utilizado.
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Parâmetro símbolo valor
tamanho da população np 50
número de gerações ng 100
coeficiente de seleção qs 0,08
probabilidade de cruzamento pc 0,7
probabilidade de mutação pm 0,05
Tab. B.1 : Parâmetros do Algoritmo Genético.
B.3.3 Resultados de simulações e experimentações
Nesta seção são apresentados os resultados de simulações e experimentais obtidos
através dos dois métodos de síntese do regulador PID otimizado. O modelo do sistema
MSAPCEL utilizado para realizar as simulações é ilustrado pela figura B.7. A modulação
por largura de pulso (PWM) é utilizada para gerar as ordens de comando dos IGBTs. Os
valores dos parâmetros do regulador PID são apresentados na tabela B.2.
PID iterativo Kp = 1, 0 Ti = 0, 15 Td = 0, 00010
PID AG Kp = 1, 889 Ti = 0, 302 Td = 0, 00069
Tab. B.2 : Parâmetros do PID de velocidade.
Uma plataforma experimental que será apresentada no último capítulo desta tese, é
utilizada para validar os métodos de síntese desenvolvidos. A variação do momento de
inércia da carga é realizada através de discos metálicos que são instalados no eixo de
transmissão da carga segundo o seguinte intervalo :
Jl ∈ [Jlmin Jlmax ] = [0, 6Jlnom 3, 6Jlnom ] = [0disco 2discos] (B.18)
As figuras B.10 e B.11 apresentam a resposta da velocidade da carga mecânica a um
degrau de 30rad/s. Os resultados obtidos através das simulações e experimentações são
muito próximos, o que valida o modelo de simulação utilizado. Nos dois casos (simulação e
experimentação), o melhor resultado em termos de overshoot e tempo de resposta é obtido
pelo regulador PID AG. Para todo o intervalo de variação da inércia da carga o sistema
é sempre estável. Contudo, o critério de overshoot máximo de 5% não é respeitado. A
robustez do sistema não é garantida segundo os critérios impostos.
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Fig. B.10 : Resposta da velocidade da carga mecânica a um degrau de 30rad/s. Resul-
tados das simulações.
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Fig. B.11 : Resposta da velocidade da carga mecânica a um degrau de 30rad/s. Resul-
tados experimentais.
A tabela B.3 resume os resultados obtidos. Tanto na simulação quanto na experimen-
tação, o tempo de resposta do sistema é inferior a 0,3s no caso do regulador PID AG. As
pequenas diferenças entre os valores do overshoot e tempo de resposta obtidos nas simu-
lações e nas experimentações são justificados pelo fato que alguns fenômenos práticos não
foram introduzidos no modelo (atrito depende da velocidade, conjugado resistente, etc).
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Simulações Experimentações
PID iterativo PID AG PID iterativo PID AG
Overshoot máximo 14, 2% 5, 64% 14, 17% 6, 67%
Tempo de resposta máximo (Jlmax) 0, 345s 0, 209s 0, 371s 0, 272
Tempo de resposta mínimo (Jlmin) 0, 029s 0, 021s 0, 029s 0, 021s
Variação do tempo de resposta 1.117% 996% 1.240% 1.248%
Tab. B.3 : Resultado de simulações e experimentais, regulador PID otimizado.
B.3.4 Conclusão
Neste capítulo foram apresentados dois métodos de síntese de um regulador PID para
o sistema electromecânico MSAPCEL : um método frequencial iterativo e um método
baseado num algoritmo genético. O conhecimento do intervalo de variação da inércia da
carga é de fundamental importância para o desenvolvimento dos dois métodos de síntese.
O primeiro método de otimização é baseado em iterações e testes de desempenho que
excluem os conjuntos de parâmetro que geram respostas temporais da velocidade da carga
não conformes segundo os critérios de desempenho e estabilidade. Este método é quase
unidimensional, uma vez que somente o parâmetroKp é otimizado. Este método de síntese
é relativamente simples e de fácil implementação.
O segundo método exige um conhecimento dos algoritmos genéticos, para que uma
correta definição dos parâmetros do algoritmo seja possível. Além disso, existe uma ne-
cessidade de recursos computacionais importantes, caso os cálculos de otimização sejam
numerosos. De fato, a solução ótima do problema de otimização é encontrada através de
probabilidades e de funções de adaptação de cada conjunto de parâmetros do PID segundo
respostas temporais do sistema em malha fechada.
Os resultados de simulações e experimentais validam os dois métodos desenvolvidos. O
regulador PID AG apresenta um melhor desempenho em termos de overshoot e tempo de
resposta em comparação com o método frequencial iterativo. Esta conclusão foi eviden-
ciada seja em simulação ou experimentação. Contudo, o overshoot máximo obtido com o
regulador PID AG é superior ao limite estabelecido de 5%. A robustez do sistema não é
satisfeita.
É evidente que uma síntese clássica de um regulador PID no domínio frequencial não
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vai proporcionar uma robustez em desempenho. No capítulo seguinte são desenvolvidos
outros métodos de comando do sistema MSAPCEL baseados na realimentação de estados
em vista de uma robustez em desempenho e estabilidade.
B.4 Capítulo III : Realimentação de estados
Neste capítulo são apresentados três métodos de concepção de reguladores para o
sistema MSAPCEL baseados na realimentação de estados. O primeiro método busca uma
otimização da alocação dos pólos do sistema em malha fechada. O segundo método utiliza
um critério de minimização quadrática para determinar os pólos do sistema. O último
método associa uma minimização quadrática e um observador de estado e de perturbação.
O modelo de estados do sistema MSAPCEL é definido segundo o sistema de equações :
˙
ωm
ωl
Csh

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=
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
− fm
Jm
0 − 1
Jm
0 − fl
Jl
1
Jl
Kt −Kt 0
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(B.19)
onde as variáveis de estado são : a velocidade do motor ωm, a velocidade da carga ωl e o
conjugado transmitido ao eixo de transmissão da carga Csh. Este conjugado é diretamente
proporcional à diferença de posição entre a carga mecânica e o motor síncrono.
A velocidade da carga mecânica é a variável de estado que procura-se controlar de
modo robusto. [
ωl
]
︸ ︷︷ ︸=
y
[
0 1 0
]
︸ ︷︷ ︸
C
[
ωm ωl Csh
]t
︸ ︷︷ ︸
x
(B.20)
A partir do critério de Kalman, pode-se mostrar que o sistema de equações de estado
dado por B.19 é controlável, portanto um comando do tipo realimentação de estados
u = −Kx pode ser utilizado para controlar o sistema MSAPCEL.
B.4.1 Alocação de pólos
A figura B.12 apresenta a estrutura de controle por realimentação de estados. A rea-
limentação de estados é realizada através do vetor Ks = [Ks1 Ks2 Ks3 ]. Inicialmente é
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considerado que todas as três variáveis de estado são medidas. Esta estrutura tem como
particularidade um ganho de antecipação Gd e um termo integral Kint/p . O objetivo
deste termo integral é anular o erro da velocidade em regime permanente. O termo de an-
tecipação permite uma ação direta da velocidade de referência sobre o acionador síncrono.
+
+
-
-
-
u
Kint
p
xintx˙intωlref
Ks
ωl
ωl
ωm, ωl, Csh
Gd
MSAPCEL
Fig. B.12 : Estrutura de controle por realimentação de estados.
De fato o termo integral introduz uma outra variável de estado xint ao modelo de
estado do sistema MSAPCEL.
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(B.21)
A dinâmica do sistema em malha fechada é dada pela equação :
˙˜x = [A˜− B˜Kt]︸ ︷︷ ︸ x˜+ Eωlref
Dbf
(B.22)
onde E = [Gd/Jm 0 0 1]t e Kt = [Ks1 Ks2 Ks3 Kint].
Os cálculos dos coeficiente da matriz de ganho Kt é realizado a partir de uma identi-
ficação polinomial entre o polinômio característico da matriz Dbf e um polinômio previa-
mente definido. No nosso caso de estudo, o polinômio desejado possui dois pólos reais e
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um par de pólos complexos. Os valores dos pólos do sistema são escolhido de modo que em
malha fechada os pólos dominantes sejam ao menos dez vezes mais rápidos que os pólos
dominantes em malha aberta. Um pólo real dominante é alocado em -20rad/s, permitindo
uma resposta dinâmica relativamente rápida (tempo de resposta inferior a 0,3s). O valor
máximo do momento de inércia da carga mecânica Jlmax é utilizado como referência para
definir os coeficientes da matriz A˜.
As etapas do algoritmo que define uma região ótima (alocação robusta) para os pólos
do sistema em malha fechada em presença de uma incertitude do momento de inércia da
carga são :
1. definição dos pólos do polinômio utilizado para a identificação polinomial.
2. através da identificação polinomial e utilizando a inércia Jlmax como referência é
calculado a matriz de ganho K.
3. os pólos do sistema em malha fechada são calculados para todo o intervalo de varia-
ção da inércia da carga. Si um pólo positivo esta presente ou si um pólo complexo
gera um overshoot superior ao critério de robustez, o algoritmo é reinicializado a
partir da etapa 1, onde novos pólos do polinômio desejado devem ser escolhidos.
4. identifica-se o pólo dominante e a calcula-se a norma (distância) entre a variação
deste pólo de acordo com o valor máximo e mínimo da inércia da carga.
5. um outro conjunto de pólos é definido até o momento em que o valor da norma
do pólo dominante é inferior a um certo valor previamente definido. Os pólos que
geram esta norma são ditos "otimizados".
Os valores dos pólos ótimos obtidos através deste algoritmo de otimização são :p1 =
−15rad/s, p2 = −20rad/s, p3 = (−350 + 8500i)rad/s e p4 = (−350 − 8500i)rad/s. A
figura III.2 ilustra a resposta temporal do sistema e a evolução dos pólos. A estabilidade
do sistema é garantida, assim como o overshoot é inferior ao critério de 5% estabelecido.
Contudo, este método de síntese não garante uma minimização do esforço do acionador
síncrono, o que pode provocar um esforço de comando superior ao conjugado máximo
do motor. Para resolver este problema, um método de síntese baseado num critério de
minimização quadrático é apresentado em seguida.
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B.4.2 O critério Linear Quadrático Integral (LQI)
A estrutura de comando por minimização quadrática é apresentada pela figura III.5.
Esta estrutura de realimentação de estados é idêntica à estrutura previamente apresen-
tada com exceção do ganho de antecipação. A dinâmica do sistema em malha fechada é
representada pela seguinte equação :
˙˜x = [A˜− B˜KtLQ]︸ ︷︷ ︸ x˜
Dlqbf
(B.23)
ondeKtLQ é calculado a partir de um critério de minimização quadrático B.7 e da resolução
de uma equação de Ricatti.
KLQ = R
−1B˜Pr (B.24)
onde Pr é a solução positiva da equação de Ricatti.
A˜tPr + PrA˜− PrB˜R−1B˜tPr +Q = 0
A partir das equações acima apresentadas é possível constatar que as matrizes de
ponderação de estado Q e R influenciam diretamente a dinâmica do sistema em malha
fechada. O problema de síntese do regulador LQI é baseado na definição das matrizes
de ponderação de modo que o sistema seja robusto para todo o intervalo de variação do
momento de inércia da carga. Dois métodos de síntese são definidos. O primeiro método
denominado de LQI3 é baseado numa análise aprofundada dos parâmetros das matrizes
de ponderação Q e R. O segundo método denominado LQI-PP utiliza uma alocação de
pólos para a definição das matrizes.
B.4.2.1 Método LQI3
Inicialmente, a estrutura das matrizes de ponderação Q e R é definida de modo que o
número de parâmetros das matrizes seja equivalente ao número de variáveis do regulador
PID (três graus de liberdade).
Q =

0 0 0 0
0 α 0 0
0 0 0 0
0 0 0 β
 (B.25)
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R = (γ) (B.26)
Através de inúmeros testes iterativos (simulações do sistema em malha fechada são
realizadas) é possível determinar a influência de cada parâmetro das matrizes de pon-
deração sobre a dinâmica do sistema. De fato, a estabilidade e a robustez do sistema é
garantida si as inequações seguintes são respeitadas :
β > α > γ
α
γ
< 30
β
γ
< 10000
(B.27)
Para a definição dos parâmetros das matrizes de ponderação para o regulador LQI3,
considerando o intervalo de variação da inércia da carga B.9, o seguinte algoritmo foi
desenvolvido :
1. o valor máximo do momento de inércia Jlmax é escolhido como referência para a
definição da matriz A˜.
2. Através dos testes iterativos um conjunto de parâmetros inicial do regulador LQI3
é definido.
3. os pólos do sistema são analisados para todo o intervalo de variação de Jl. A resposta
temporal da velocidade da carga e do conjugado do motor são igualmente verificadas.
4. si os critérios de robustez são respeitados o regulador LQI3 otimizado é obtido. No
caso contrario, reinicializa-se o algoritmo a partir da segunda etapa.
A partir do algoritmo acima apresentado, obtém-se respectivamente os seguintes va-
lores dos parâmetros das matrizes de ponderação e da matriz de ganho do regulador LQI3
otimizado : α = 50, β = 10000, γ = 5 e KtLQ = [0.1298 3.5376 0.0057 − 44.7214].
B.4.2.2 Método LQI-PP
Neste método, os coeficientes da matriz de ponderação Q são definidos a partir de uma
simples alocação de pólos.
Q = ρddt, R = 1 (B.28)
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onde ρ é um escalar e d ∈ <4 é um vetor coluna que é determinado a partir da resolução
da seguinte equação :
dt(pI4 − A˜)−1B˜ = m(p)
po(p)
(B.29)
onde po(p) é o polinômio característico da matriz A˜ em malha aberta e m(p) é o polinômio
característico de (no− 1) pólos escolhidos. A ordem do sistema em malha fechada é dada
por no = 4. Conseqüentemente, somente três pólos que caracterizam o polinômio m(p)
devem ser escolhidos :
m(p) = (p+ p1)(p+ p2)(p+ p3) (B.30)
A partir das equações (B.29) e (B.30) é possível estabelecer as seguintes relações entre
os coeficientes do vetor coluna d e os pólos escolhidos.
d11 = Jm
d21 =
JmJl[(p1p2 + p1p2 + p2p3)Jl −Ktfl(p1 + p2 + p3 − flKt)−Kt]
JlKt
d31 = −Jm[Jl(p1 + p2 + p3) + fl]
JlKt
d41 =
JmJlp1p2p3
Kt
(B.31)
O problema deste método de síntese se resume na escolha dos três pólos do polinômio
m(p) e do valor do ρ. É demonstrado em [32] que para valores elevados de ρ os pólos
do sistema em malha fechada convergem para os pólos escolhidos. Valores elevados de ρ
implicam diretamente em valores elevados dos coeficientes da matriz de ponderação Q.
Como seqüencia, as variáveis de estados serão fortemente excitadas. Um compromisso
entre a convergência dos pólos e a excitação das variáveis de estado deve ser encontrado.
As etapas do algoritmo de otimização utilizado para o cálculo do regulador LQI-PP
são as seguintes :
1. o momento de inércia mínimo Jlmin é utilizado como referência para o cálculo de Q.
2. os três pólos do polinômio m(p) são escolhidos.
3. o valor de ρ é definido.
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4. simulações do sistema em malha fechada são realizadas. Si os critérios de robustez e
estabilidade forem respeitados, o algoritmo chega a seu término. No caso contrário,
um novo valor de ρ deve ser definido (reinicialização a partir da terceira etapa).
A partir do algoritmo previamente apresentado foram calculados os valores otimizados
da da matriz de ganho KtLQ = [0, 2018 1, 6098 0, 0018 − 25, 765]. Os pólos do
polinômio m(p) sendo p1 = −15rad/s, p2 = (−15+1742i)rad/s, p3 = (−15−1742i)rad/s
e o coeficiente ρ = 65000.
B.4.2.3 Resultados experimentais
A plataforma experimental foi utilizada para validar os dois métodos de síntese do
regulador LQI. A figura B.13 apresenta respectivamente os resultados obtidos a partir
da utilização do regulador LQI3 e do regulador LQI-PP. Nos dois casos, a resposta da
velocidade da carga mecânica obedece os critérios de robustez impostos ao sistema. Os
dois reguladores se mostram robustos às incertitudes do momento de inércia da carga.
O regulador LQI-PP apresenta uma ligeira vantagem em termos de tempo de resposta
em comparação ao regulador LQI3. Estas mesmas conclusões foram obtidas através de
simulações do modelo do sistema controlado representado pelo diagrama de blocos da
figura III.9.
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Fig. B.13 : Resposta do sistema a um degrau de referência da velocidade da carga.
Regulador LQI otimizado. Resultados experimentais.
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A figura B.14 apresenta a resposta da velocidade da carga mecânica obtida através
da utilização dos reguladores do tipo PID e dos reguladores LQI que foram desenvolvidos
neste trabalho de tese. O valor máximo e mínimo do momento da inércia da carga são
utilizados como referência para a análise comparativa da robustez entre os reguladores.
Para o valor mínimo da inércia Jlmin , o tempo de resposta obtido através da utilização
dos reguladores LQI é relativamente superior ao obtido com os reguladores PID. O critério
de overshoot máximo é respeitado. Para o valor máximo da inércia Jlmax os reguladores
PID não possuem um comportamento robusto tendo em vista que o overshoot é superior
a 5%. A tabela B.4 resume os resultados obtidos. A superioridade dos reguladores LQI é
considerável. O melhor compromisso em termos de tempo de resposta e overshoot é obtido
com o regulador LQI-PP.
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Fig. B.14 : Resposta a um degrau de velocidade. Comparação entre os reguladores PID
e LQI. Resultados experimentais.
B.4.3 Observador de estado e de perturbação
Este método de controle associa um regulador LQI otimizado, o qual foi definido na
seção anterior, a um observador de estado e de perturbação. O objetivo do observador de
estado é estimar as variáveis de estados e compensar as perturbações externas ao sistema
MSAPCEL. Através do observador de estado é possível reduzir o número de sensores de
velocidade e de posição necessários para realizar o controle por realimentação de estados.
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LQI3 LQI-PP PID iterativo PID AG
Overshoot máximo não não 14, 17% 6, 67%
Tempo de resposta máximo 0, 241s 0, 211s 0, 371s 0, 272s
Tempo de resposta mínimo 0, 218s 0, 152s 0, 029s 0, 021s
Variação do tempo de resposta 10, 55% 38, 82% 1.240% 1.248%
Tab. B.4 : Tabela comparativa entre os reguladores PID e os reguladores LQI (resultados
experimentais).
Vários tipos de estrutura de observação de estado foram desenvolvidas ao longo deste
trabalho de tese. Nesta seção, será apresentado o observador de ordem reduzida baseado
na medida da velocidade do motor síncrono (ORVM).
B.4.3.1 O observador de ordem reduzida ORVM
Na maioria das aplicações industriais que utilizam servos-acionamentos, normalmente
o acesso à medida da velocidade/posição da carga é extremamente difícil. O observador de
ordem reduzida ORVM permite o controle do sistema MSAPCEL a partir da informação
da velocidade do motor síncrono.
A partir do sistema de equações definido por (B.19) e das equações definidas por
(III.23) e (III.28), redefine-se o sistema de estados do MSAPCEL :
˙
ωm
−−
ωl
Csh
Cl

=

− fmobs
Jmobs
| 0 − 1
Jmobs
0
−− · −− −− −−
0 | − fl
Jlobs
1
Jlobs
− 1
Jlobs
Ktobs | −Ktobs 0 0
0 | 0 0 0


ωm
−−
ωl
Csh
Cl

+

Kcm
Jmobs
−−
0
0
0

Iq =

A11 | A12
−− · −−
A21 | A22


y(t)
−−
xr
+

B1
−−
B2
 Iq
(B.32)
onde y(t) = ωm é a variável medida, xr = [ωl Csh Cl] é o vetor das variáveis que devem
ser estimadas.
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A figura B.15 mostra a estrutura do observador ORVM. Este observador é baseado
no sistema de equações dado por (III.32), onde Fr = A22 − LA12, Br = B2 − LB1,
To = FrL + A21 − LA11. A matriz de observação L é determinada a partir de uma
identificação polinomial.
L1 =
Jm(p1p2 + p1p3 + p2p3)
Kt
− Jm
Jl
+
flJm(p1 + p2 + p3)
JlKt
+
f 2l Jm
J2l Kt
L2 = Jm(p1 + p2 + p3) +
Jmfl
Jl
L3 =
p1p2p3JlJm
Kt
(B.33)
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Fig. B.15 : Observador de ordem reduzida baseado na velocidade do motor síncrono
(ORVM).
A grande vantagem desta estrutura de observação de estado é que somente um sensor
é utilizado para pilotar o motor síncrono e controlar o sistema MSAPCEL como um todo.
De fato, num caso prático, a velocidade do motor síncrono pode ser obtida a partir da
medida da posição do motor. No nosso caso de estudo (plataforma experimental), um
"resolver" é utilizado para medir a posição do motor e a derivada da posição é utilizada
B.4 : Capítulo III : Realimentação de estados 209
para o cálculo da velocidade. A resolução do sensor é de extrema importância, devido ao
ruído que pode afetar a qualidade das variáveis observadas.
B.4.3.2 Resultado de simulações e experimentações
A figura B.16 apresenta o diagrama de blocos da estrutura de comando baseada no
observador de ordem reduzida ORVM e no regulador LQI. O conjugado de carga de
perturbação (variável estimada pelo observador) é compensado através do ganho de com-
pensação Gc. O valor teórico deste ganho de compensação é dado por :
Gc = − 1
Kcm
(B.34)
na pratica, vários ensaios foram realizados com o objetivo de definir o valor ótimo deste
parâmetro de compensação (Gc = 0, 7).
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Fig. B.16 : Diagrama de blocos do comando do sistema MSAPCEL baseado no obser-
vador de ordem reduzida ORVM.
Com o objetivo de validar a robustez do observador em relação à variação paramétrica
do momento de inércia da carga, dois casos de estudo são analisados :
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– os parâmetros do observador são subestimados ;
– os parâmetros do observador são sobre-estimados ;
Valores dos parâmetros
(a) Nominal (b) subestimados (c) sobre-estimados
Jmobs=Jm Jmobs=Jm Jmobs=Jm
Jlobs=Jlnom Jlobs<Jlmax Jlobs>Jlmin
fmobs=fm fmobs=fm fmobs=fm
flobs=fl flobs=fm flobs=fm
Ktobs=Kt Ktobs=Kt Ktobs=Kt
Tab. B.5 : Variações paramétricas do momento de inércia da carga em relação à matriz
de estados do observador de ordem reduzida ORVM.
Os valores dos parâmetros do observador ORVM são definidos na tabela B.6
Regulador LQI KtLQ=[0.1298 3.5376 0.0057 -44.7214]
Matriz L (caso subestimado) L = [2, 025 − 3, 8845 − 0, 6160]t
Matriz L (caso sobre-estimado) L = [2, 130 − 3, 8845 − 3, 9017]t
PI corrente Kpc = 2, 5 Tic = 0, 0024
Constante de compensação Gc = −0, 7
Tab. B.6 : Parâmetros dos ensaios experimentais e de simulações (observador ORVM).
A figura B.17 apresenta os resultados de simulação e experimentação obtidos para o
caso em que os parâmetros são sobre-estimados. Os resultados obtidos através das simu-
lações e experimentação são similares. Na simulação foi introduzido a 0,6s um conjugado
de carga de perturbação equivalente a 50% do conjugado do motor. Um erro de estimação
do conjugado de carga ocorre quando o momento de inércia da carga é igual a Jlmim . Este
erro de estimação vem do fato de que o observador interpreta a diferença de inércia como
uma perturbação externa de carga.
A figura B.18 apresenta os resultados obtidos para o caso em que os parâmetros são
subestimados. Um erro de estimação do conjugado da carga de perturbação ocorre quando
a inércia da carga é máxima Jlmax . É importante ressaltar que este erro de estimação pode
modificar a dinâmica do sistema que é imposta para o regulador LQI (figura B.18 (c)).
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Fig. B.17 : Resposta da simulação (a e b) e experimentação (c e d) do sistema MSAP-
CEL com compensação do conjugado estimado da carga através do observador ORVM.
Parâmetros da carga são sobre-estimados.
Uma aceleração da dinâmica do observador vai gerar uma amplificação desse fenômeno.
Para evitar uma possível instabilidade do sistema em malha fechada, um compromisso
entre a rapidez de estimação das variáveis do observador e o erro de estimação do conju-
gado de carga deve ser considerado.
Para evitar uma possível instabilidade do sistema MSAPCEL é preferível de utilizar
um observador de ordem reduzida ORVM com parâmetros sobre-estimados.
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Fig. B.18 : Resposta da simulação (a e b) e experimentação (c e d) do sistema MSAP-
CEL com compensação do conjugado estimado da carga através do observador ORVM.
Parâmetros da carga são subestimados
B.4.4 Conclusão
Neste capítulo foram apresentadas três estruturas de controle otimizadas baseadas
na realimentação de estados : alocação de pólos, LQI e observador de estados e de per-
turbação. O conhecimento do intervalo de variação do momento de inércia da carga foi
utilizado para cada método de síntese dos reguladores. A robustez de cada método foi
validade através de simulações e de experimentações.
A principal dificuldade da alocação de pólos robustos é relacionada à ordem elevada
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do sistema MSAPCEL. Uma otimização global (pólos ótimos) e a minimização do esforço
do acionador síncrono não podem ser totalmente garantidas através da utilização deste
método de controle. Uma saturação do conjugado do motor pode ocorrer e gerar uma
instabilidade do sistema em malha fechada.
A segunda estrutura de controle apresentada é baseada num critério de minimização
quadrática integral LQI. Dois métodos de síntese foram desenvolvidos : LQI3 e LQI-PP.
No primeiro método, as coeficientes das matrizes de ponderação Q e R, que definem
a dinâmica do sistema em malha fechada, foram definidas a partir de testes sucessivos
que comparam a resposta do sistema em malha fechada para cada variação possível de
Q e R. A definição das matrizes de ponderação em relação à variação do momento de
inércia da carga mecânica é considerado como ponto chave deste método de síntese. O
segundo método LQI-PP, utiliza uma simples alocação de pólos para definir as matrizes
de ponderação Q e R. Diferentemente do primeiro método, onde inúmeros testes são
necessários para definir os coeficientes das matrizes de ponderação, o método LQI-PP
exige poucas iterações, o que facilita sua implementação no setor industrial. Os resultados
das simulações e experimentações validam a robustez destes métodos de síntese LQI.
As comparações entre os resultados obtidos com os reguladores PID otimizados e os
reguladores LQI mostram a superioridade dos reguladores LQI.
A última estratégia de controle utiliza a associação de um observador de ordem redu-
zida ORVM e de um regulador LQI otimizado. Através deste método de controle pode-se
obter um controle robusto com ótimo desempenho em termos de tempo de resposta, over-
shoot e rejeição de perturbação. Além disso, somente um sensor de posição é utilizado
para pilotar o motor síncrono e para gerar a informação de velocidade necessária para
o controle do sistema em malha fechada. Os resultados experimentais mostram a alta
robustez deste método de controle.
B.5 Capítulo IV : Plataforma experimental
Neste capítulo é apresentada a plataforma experimental utilizada para validar as leis
de controle que foram desenvolvidas durante este trabalho de tese. A concepção e a imple-
mentação desta plataforma experimental constituem uma parte importante dos trabalhos
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realizados. A plataforma experimental foi projetada de modo que outros pesquisadores
possam implementar rapidamente seus algoritmos de controle. Várias configurações de
montagem podem ser realizadas a partir desta plataforma, de modo que diferentes fenô-
menos mecânicos possam ser reproduzidos (desalinhamento, elasticidade, folgas e etc.).
A figura B.19 apresenta o diafragma funcional da plataforma experimental. Três partes
principais podem ser destacadas : sistema eletromecânico, sistema de potência, sistema
de controle.
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Fig. B.19 : Diagrama funcional da plataforma experimental.
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O sistema eletromecânico é composto por um motor síncrono a ímãs permanentes, um
freio eletromagnético, sensores de posição e sensores de corrente e de tensão. O motor
síncrono é acoplado à carga através de um acoplamento elástico e de um longo eixo
de transmissão (1300mm). Discos metálicos são utilizados para produzir a variação do
momento de inércia da carga. O freio eletromagnético é utilizado para impor um conjugado
de carga ao motor. Este freio pode ser controlado através de um módulo de controle que
recebe sinais da carta de controle dSPACE. A posição da carga é medida por um sensor de
posição incremental instalado na extremidade do eixo de transmissão. A posição absoluta
do motor é medida através de um resolver instalado no eixo do motor. Os parâmetros
do motor, do resolver, do freio e do sensor incremental são respectivamente apresentados
nas tabelas IV.1IV.2IV.3IV.6. Uma visão geral da plataforma experimental é apresentada
pela figura B.20.
O sistema de potência é composto de um inversor de freqüência trifásico do fabricante
SEMIKRON e de uma fonte de tensão contínua (0-300 volts). A freqüência de comuta-
ção do inversor é 15kHz. Este inversor de freqüência tem como característica um tempo
morto elevado Tdt = 6µs. Este tempo morto corresponde a cerca de 10% do período de
comutação do inversor Td = 66, 67µs. Como conseqüência, a tensão do estator do motor é
fortemente deformada. Por este motivo, deve-se compensar o tempo morto, através de um
algoritmo de compensação. Em todos os resultados experimentais previamente apresenta-
dos, o tempo morto do inversor foi compensado através de um algoritmo de compensação
que foi desenvolvido juntamente com os algoritmos de controle.
O sistema de controle foi desenvolvido a partir de uma carta de controle DS1104 do
fabricante dSPACE. Esta carta de controle utiliza a tecnologia PowerPc. Ela possui tam-
bém uma carta do tipo DSP específica para gerar os sinais de comutação da modulação
por largura de pulso. Os algoritmos de controle são desenvolvidos no ambiente de pro-
gramação Matlab e Simulink. Uma interface homem-máquina (figura IV.9) possibilita o
controle do sistema em tempo real, a visualização e a modificação dos parâmetros de
controle e a visualização de todas as variáveis do sistema (velocidade e posição do motor
e da carga, corrente do motor, conjugado do motor, tensão DC do inversor e etc.)
Todos os ensaios experimentais foram realizados a partir desta plataforma experimen-
tal. Para cada método de controle utilizado (PID, LQI, observador de estados) foram
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Fig. B.20 : Fotografia da plataforma experimental.
desenvolvidos interfaces de controle homem-máquina próprias. Um procedimento de in-
icialização foi estabelecido para todas as experimentações. Inicialmente, deve-se assegurar
que a posição do motor e da carga mecânica são idênticas. Em seguida é escolhido o mé-
todo de controle, e os parâmetros do regulador que serão automaticamente carregados na
interface de controle. Uma vez carregados, os parâmetros podem ainda ser modificados
em tempo real. A velocidade de referência ou o ciclo de referência deve ser escolhido, a
partir de então o sistema está pronto para partir.
Os parâmetros mecânicos da carga, necessários para o cálculo dos reguladores, foram
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identificados experimentalmente. O momento de inércia foi medido para as três situações
possíveis de carga : sem disco, com 1 disco e com 2 discos. A tabela IV.7 apresenta os
parâmetros medidos da carga mecânica.
Todos os métodos de controle anteriormente apresentados foram baseados no controle
da velocidade da carga mecânica. Todavia, antes de controlar de modo robusto a velo-
cidade da carga, existe a necessidade de controlar de modo eficiente a malha interna de
corrente do sistema. Para este objetivo, foi utilizado um regulador do tipo PI. O diagrama
de blocos do controle interno de corrente é apresentado pela figura B.21.
+
- +
+
-
1
Rs(1 +
Lq
Rs
p)
Kpc(Ticp+ 1)
Ticp
GMS
Iq
Iq
Vq
femq
femq
Iqref
Fig. B.21 : Diagrama de blocos do regulador de corrente PI.
Os parâmetros do regulador PI foram calculados a partir de uma compensação de
pólos dominantes.
Kpc = RsωciTic
Tic =
Lq
Rs
(B.35)
onde ωci é a banda passante da malha de corrente, Rs é a resistência do estator do motor
e Lq é a indutância do motor na coordenada em quadratura. Os valores calculados para
uma banda passante de 1500Hz são os seguintes :
Kpc = 18, 09
Tic = 0, 0024
Infelizmente, devido aos ruídos de medida das correntes do motor, não foi possível
implementar esta banda passante. A limitação da banda passante de corrente limita a
velocidade máxima da carga mecânica, de modo a preservar a separação entre as malhas
de corrente e de velocidade. Por este motivo, os testes experimentais foram realizados a
uma velocidade máxima de 30rad/s.
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B.5.1 Conclusão
Neste capítulo foi apresentado a plataforma experimental utilizada para validar todos
os métodos de controle desenvolvidos durante este trabalho de tese. Esta banco de testes
pode ser utilizado de modo versátil, possibilitando o desenvolvimento de numerosos algo-
ritmos de controle. Todas as variáveis necessárias para o controle do sistema mecânico e
do motor síncrono (posição, corrente, tensão) são medidas através dos sensores de posição
e dos sensores de corrente e tensão.
A carta de controle DS1104 permite um desenvolvimento das leis de controle em tempo
real. Além disso, os algoritmos podem ser desenvolvidos diretamente no ambiente Mat-
lab/Simulink. A interface homem-máquina permite uma interação simples entre o usuário
e a plataforma experimental. Os parâmetros dos reguladores podem ser modificados em
tempo real.
Alguns problemas de compatibilidade eletromagnética e de ruídos de medidas foram
constatados. Por estes motivos, optou-se por reduzir a velocidade máxima da carga me-
cânica de modo que os resultados experimentais e de simulações sejam comparáveis.
B.6 Conclusão Geral
Esta tese abordou a síntese de métodos de controle de velocidade da carga mecânica
de um servo-acionamento composto de um motor síncrono, de um inversor de freqüência e
de uma carga elástica com variação paramétrica. O objetivo foi definir leis de controle de
caráter robusto de modo que o sistema seja estável e apresente um desempenho ótimo em
termos de tempo de resposta e overshoot para todo o intervalo de variação do momento
de inércia da carga. Os métodos de controle devem ser relativamente simples de modo
que eles possam ser utilizados no setor industrial. Vários métodos de controle otimizados
baseados nos reguladores PID, nos reguladores LQI e nos observadores de estados foram
apresentados.
Os diversos resultados deste trabalho mostram que a associação de um regulador LQI
otimizado com um observador de estados e de pertubação de ordem reduzida ORVM,
permite um controle robusto em desempenho e estabilidade do sistema MSAPCEL. A
plataforma experimental é de grande importância para a validação do desempenho deste
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método num contexto industrial.
No primeiro capítulo foram apresentados os principais componentes que constituem o
sistema MSAPCEL. O modelo da carga mecânica foi amplamente explorado. A elastici-
dade e a variação do momento de inércia da carga justificam a necessidade de um controle
robusto para o sistema em questão. No final deste capítulo foram apresentados o estado
da arte dos métodos utilizados para controlar os sistemas do tipo servo-acionamentos.
Cada método foi sucintamente criticado.
Um método iterativo e um método baseado num algoritmo genético para a síntese do
regulador PID foram apresentados no segundo capítulo. O método iterativo frequencial
possibilita uma otimização unidimensional dos parâmetros do regulador PID. O método
baseado no AG possibilita uma otimização tridimensional. Os melhores resultados expe-
rimentais e de simulações foram obtidos com o regulador PID AG. Através destes dois
métodos de síntese foi possível garantir a estabilidade do sistema para todo o intervalo
de variação do momento de inércia da carga, contudo a robustez do sistema (overshoot,
tempo de resposta) não foi obtida.
No terceiro capítulo foram apresentados métodos de controle baseados na realimen-
tação de estados. A alocação de pólos robustos mostrou-se pouco eficiente em termos de
garantia de minimização do esforço do acionador síncrono. Em seguida foram desenvol-
vidos dois métodos de síntese baseados num critério de minimização quadrática integral
(LQI). O primeiro método denominado LQI3 utiliza vários testes e simulações do sistema
em malha fechada para definir os três graus de liberdade das matrizes de ponderação Q e
R. O segundo método denominado LQI-PP utiliza uma alocação de pólos para definir as
matrizes de ponderação. Do ponto de vista prático, este segundo método é mais fácil de
ser aplicado no setor industrial pois ele não necessita de numerosas simulações e iterações
do sistema em malha fechada. Os resultados experimentais mostraram a robustez de cada
método de síntese. A última estrutura de controle utiliza um regulador LQI otimizado
e um observador de estados e de perturbação. O observador de estados permite a redu-
ção do número de sensores necessários para controlar o sistema (somente um sensor de
posição). Além disso, através da compensação do conjugado de carga, pode-se limitar o
efeito das perturbações externas ao sistema. Esta estrutura de controle mostrou-se ser a
mais robusta em termos de desempenho e estabilidade. Os resultados obtidos através da
220 Annexe B : Resumo da tese em língua portuguesa
plataforma experimental validam a robustez deste método.
O último capítulo apresenta os principais componentes que constituem a plataforma
experimental que foi utilizada para validar todos os métodos de controle que foram desen-
volvidos nesta tese. Uma grande parte dos trabalhos efetuados nesta tese foi consagrado
ao projeto, desenvolvimento e implementação desta plataforma.
Tomando-se como base os objetivos deste trabalho de tese e os resultados já obtidos,
algumas perspectivas de trabalho podem ser definidas. Do ponto de vista energético, é
desejável o estudo de técnicas de controle que possam otimizar o rendimento energético do
sistema como um todo. O desenvolvimento de métodos de controle que utilizam sensores
de posição menos precisos e que conservam o desempenho do sistema, é bastante inter-
essante do ponto de vista econômico. Do ponto de vista dos algoritmos desenvolvidos,
será interessante avaliar a robustez do sistema em relação à variação do coeficiente de
elasticidade do acoplamento elástico. O desenvolvimento de métodos de controle propria-
mente robustos (H∞) devem ser realizados afim de comparar os resultados obtidos neste
trabalho. Modificações da plataforma experimental devem ser realizadas para diminuir os
ruídos de medidas de corrente (modificação do algoritmo de medida de corrente, utilização
de filtro digital e etc).
Os resultados apresentados nesta tese serviram de base para a realização de quatro
publicações internacionais [52, 53, 54, 55].
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Acronymes
AG - Algorithme Génétique.
BF - Boucle Fermée.
BO - Boucle Ouverte.
FPGA - Field-Programmable Gate Array.
IGBT - Insulated Gate Bipolar Transistor (transistor bipolaire à grille isolée).
LFT - Linear Fractional Transformation (transformation linéaire factionnaire).
LQ - Linéaire Quadratique.
LQI - Linéaire Quadratique Intégrale.
LQG - Linéaire Quadratique Gaussien.
LMI - Linear Matrix Inequality (inégalité matricielle linéaire).
MSAP - Machine Synchrone à Aimants Permanents.
MSAPCEL - Machine Synchrone à Aimants Permanents avec Charge ÉLastique Variable.
MLI - Modulation par Largeur d’Impulsion.
ORVM - Observateur Réduit basé sur la mesure de la Vitesse du Moteur synchrone.
ORPMC - Observateur Réduit basé sur la mesure de la Position du Moteur synchrone et
de la Charge mécanique.
RTI - Real Time Interface.
RTW - Real Time Workshop.
VSC - Variable Structure Control (structure de contrôle variable).

Glossaire
a - Constante du filtre du régulateur PID de vitesse.
A - Matrice d’évolution dynamique des systèmes d’état.
B - Matrice d’application des commandes des systèmes d’état.
Bobs - Vecteur d’entrée de la grandeur de commande du moteur (observateur d’état com-
plet).
Br - Vecteur d’entrée de la grandeur de commande du moteur (observateur d’état réduit).
C - Matrice de sortie des systèmes d’état.
C0 - Couple résistant.
Cem - Couple électromagnétique nominal du moteur synchrone.
Cl - Couple de perturbation de charge résistant appliqué à l’actionneur.
Ĉl - Couple de charge estimé.
Csh - Couple transmis à l’arbre mécanique.
D - Matrice de transmission directe des systèmes d’état.
Dbf - Matrice dynamique du système commandé en boucle fermée.
D - L’espace de recherche de la solution optimale.
Ebus - Tension du bus continu de l’onduleur de tension.
fci - Fonction de connexion qui définit l’état des interrupteurs du haut de l’onduleur de
tension (i=1,2,3).
fd - Fréquence de découpage.
fl - Coefficient de frottement de la charge mécanique.
flobs - Coefficient de frottement de la charge mécanique de la matrice d’observation.
fm - Coefficient de frottement du moteur synchrone.
fmobs - Coefficient de frottement du moteur synchrone de la matrice d’observation.
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ft - Coefficient de frottement total (moteur synchrone + charge mécanique).
Fobs - Matrice dynamique de l’observateur d’état complet.
Gc - Coefficient de compensation du couple de charge estimé.
Gd - Coefficient d’intervention directe dans la structure de réglage d’état.
Hm−c(p) - Fonction de transfert en boucle ouverte entre le couple moteur et la vitesse
moteur.
Hl−c(p) - Fonction de transfert en boucle ouverte entre le couple moteur et la vitesse
charge.
Id - Courant dans l’axe direct.
Idr - Courant de référence dans l’axe direct.
Iq - Courant dans l’axe en quadrature.
Iq - Courant de référence dans l’axe en quadrature.
Isi - Courant statorique du moteur synchrone (i=a,b,c).
Jl - Moment d’inertie de la charge mécanique.
Jlobs - Moment d’inertie de la charge mécanique de la matrice d’observation.
Jlnom - Moment d’inertie nominal de la charge mécanique.
Jlmin - Moment d’inertie minimum de la charge mécanique (variation paramétrique).
Jlmax - Moment d’inertie maximum de la charge mécanique (variation paramétrique).
Jm - Moment d’inertie du moteur synchrone.
Jmobs - Moment d’inertie du moteur synchrone de la matrice d’observation.
Jt - Moment d’inertie total (moteur synchrone + charge mécanique).
L - Matrice de gain de l’observateur d’état et de perturbation.
Li - Coefficients de la matrice de gain de l’observateur (i=1,...,5).
Ld - Inductance synchrone longitudinale.
Lq - Inductance synchrone transversale.
K - Gain de retour d’état.
Kcm - Constante de couple moteur.
Kf - Gain du filtre de Kalman.
Kp - Gain proportionnel régulateur PID de vitesse.
Kpc - Gain proportionnel régulateur PI de courant.
Ks1 - Gain du retour d’état en vitesse moteur (commande par placement de pôles).
Glossaire 231
Ks2 - Gain du retour d’état en vitesse charge (commande par placement de pôles).
Ks3 - Gain du retour d’état en couple transmis à l’arbre (commande par placement de
pôles).
Kint - Gain du retour d’état de l’action intégrale (commande par placement de pôles).
Klq1 - Gain du retour d’état en vitesse moteur (commande LQI).
Klq2 - Gain du retour d’état en vitesse charge (commande LQI).
Klq3 - Gain du retour d’état en couple transmis à l’arbre (commande LQI).
Klqint - Gain du retour d’état de l’action intégrale (commande LQI).
KLQ - La matrice de gain du régulateur LQI.
Kt - Constante de rigidité en torsion.
Ktobs - Constante de rigidité en torsion de la matrice d’observation.
Ktmin - Constante de rigidité en torsion minimale (variation paramétrique).
Ktmax - Constante de rigidité en torsion maximale (variation paramétrique).
Ld - Inductance synchrone longitudinale.
Lq - Inductance synchrone transversale.
Lf - Enroulement d’excitation de la machine synchrone.
n0 - L’ordre du système à régler.
ng - Nombre de génération de l’algorithme génétique.
np - Taille de la population de l’algorithme génétique.
Npol - Nombre de paire de pôles.
p - Variable de la Transformation de Laplace.
pc - Probabilité de croisement arithmétique.
pm - Probabilité de mutation uniforme.
ps - Probabilité de sélection naturelle.
Pr - Solution de l’équation algébrique de Riccati.
Pt - Matrice de transformation de Park.
qs - Coefficient de sélection du meilleur individu.
Q - Matrice de pondération d’état d’un régulateur LQ.
Qres - Coefficient de résonance entre la pulsation de résonance et la pulsation d’antiréso-
nance.
rc - Variable de pondération aléatoire, comprise entre 0 et 1.
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R - Matrice de pondération de commande d’un régulateur LQ.
Rs - Résistance statorique du moteur synchrone.
Td - Gain du terme dérivée du régulateur PID de vitesse.
Tdt - Temps mort de l’onduleur de tension.
Ti - Gain intégral du régulateur PID de vitesse.
Tic - Gain intégral du régulateur PI de courant.
Tz - Zone morte qui limite la variation du signe de courant de chaque phase (compensation
de temps mort).
u - Vecteur de commande des systèmes d’état.
vka - Bruits d’état, (blancs centrés non corrélés), régulateur LQG.
Vd - Tension dans l’axe direct.
Vq - Tension dans l’axe en quadrature.
Vi - Tension statorique phase (i) de la machine synchrone (i=a,b,c).
Vi0 - Tension de sortie de l’onduleur de tension (i=a,b,c).
x - Vecteur d’état des systèmes d’état.
x̂ - Vecteur d’état estimé (observateur complet).
x̂r - Vecteur d’état estimé (observateur réduit).
xint - Variable d’état de l’intégrateur de la commande par retour d’état.
y - Vecteur de sortie des systèmes d’état.
ŷ - Vecteur de sortie estimé.
zt - Vecteur d’état intermédiaire (observateur réduit).
αi - Rapports cycliques de l’onduleur de tension (i=a,b,c).
θ - Position électrique du moteur synchrone.
θm - Position mécanique du moteur synchrone.
θ̂m - Position estimée du moteur synchrone.
θl - Position mécanique de la charge mécanique.
θ̂l - Position estimée de la charge mécanique.
wka - Bruits de mesures (blancs centrés non corrélés), régulateur LQG.
ωci - Bande passante de la boucle de courant.
ωm - Vitesse mécanique du moteur synchrone.
ω̂m - Vitesse estimée du moteur synchrone.
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ωl - Vitesse mécanique de la charge mécanique.
ω̂l - Vitesse estimée de la charge mécanique.
ωlref - Vitesse mécanique de référence de la charge entraînée.
ωnz - Pulsation de résonance du système deux-masses élastique.
ωnp - Pulsation d’antirésonance du système deux-masses élastique.
ψr - Flux dans l’entrefer créé par les aimants du rotor.
ψd - Flux dans l’axe directe.
ψq - Flux dans l’axe en quadrature.
τm - Constante mécanique du moteur synchrone.
τe - Constante électrique du moteur synchrone.
