We prove that Ω(n log n) comparisons are necessary for any quantum algorithm that sorts n numbers with high success probability and uses only comparisons. If no error is allowed, at least 0.110n log 2 n − 0.067n + O(1) comparisons must be made. Previous known lower bound is Ω(n).
Introduction
Needless to say, sorting, especially sorting by comparisons, has been a classical problem in computer science. Despite its enormous importance, the complexity, in terms of the number of comparisons needed, is simple to analyze. Straightforward information theoretical argument gives the tight lower bound of log 2 (n!), which is achieved by several simple sorting algorithms, for example, Insertion Sort, with an O(n) additive term. However, when quantum computer is deployed to sort, it is not obvious how fast it can be.
The sorting by comparison problem neatly fits in the framework of decision tree model. In this probably the simplest model of computation, the computer needs to make queries to an oracle which knows the input, once for a bit. The complexity measurement is the number of queries made in order to compute the desired task. For sorting by comparisons, the oracle is just the comparison matrix of the numbers being sorted.
Decision tree model has been studied intensively for classical deterministic and probabilistic algorithms, and lately, for quantum decision tree algorithms. Several problems have been identified such that quantum computers can make asymptotically fewer queries than any classical one. One of the most well known problems is finding the location of the only 1 in a n bit binary string. Clearly, any classical algorithm would require Ω(n) queries, while Grover [11] gives a striking quantum algorithm of O( √ n) queries. His algorithm has been adapted for other tasks that admit quantum speeding-up: for example, finding the minimum in O( √ n) [9] , counting the number of 1's [6] , and, Element Distinctness Problem in O(n 3/4 log n) [7] . Advancing shoulder to shoulder with fast quantum algorithms are works on lower bounds that unveil the limit of quantum computational power. For example, Grover's algorithm was soon shown to be optimal by several authors [4, 5, 13] , tight bounds for all symmetric Boolean functions shown by [3] , Ω(log n) for ordered searching by [1, 12] , Ω( √ n) for AND OF OR by [2] .
Sorting and the problem of searching in a sorted list are closely related.
[10] finds a 0.526 log 2 n algorithm and [12] a 0.631 log 2 n algorithm for the latter problem. Calling such algorithms as subroutine in Insertion Sort, quantum sorting can make as few as 0.526n log 2 n + O(n) comparisons. The Ω(n) lower bound for sorting is easy to obtain. For example, one can reduce to sorting the problem MAJORITY, which is already known to have complexity Ω(n) [3] . [1] first proves Ω(log n) lower bound for ordered search, however, it is not clear if the proof idea can be applied to sorting. The recent alternative proof for ordered search lower bound in [12] uses an improved technique from [2] , which we also use here to prove our Ω(n log n) lower bound to sorting. Now we turn to the proof ideas. The lower bound technique invented by [2] is as follows. Let T be the number of queries, and, for 0
σ be the state of the computer before the t + 1th query with the input being σ. Now we pick a set of input pairs {(σ, τ )}, the two inputs in each pair have different output values and are intuitively hard for the quantum computer to distinguish. We examine the value
Since all computations with different inputs start from the same initial vector,
and, for the algorithm to be correct, for each pair (σ, τ ) the corresponding final states φ (T ) σ must be far apart. Therefore,
for some small constant ǫ < 1. If we can bound
It is not hard to come up with the idea to extend the above s t to a weighted sum with a weight function w(σ, τ ), i.e.,
and then argue as in the above procedure. However, it is in [12] that this extra ingredient is shown for the first time to be useful -it improves the 1 12 log 2 n + O(1) lower bound to ordered search in [1] to 1 π log 2 e log 2 n + O(1). The usefulness of this weighted sum is again demonstrated in this paper.
We now go into more details of the proof idea. The weight function, or equivalently, the way we pairs the inputs, plays the essential
, the more entries in the comparison matrices differ, and thus the easier the algorithm can distinguish. Therefore we scale the inner products by 1/d.
Complete proofs are presented in Section 3, after the section for notations and lemmas.
Notations and lemmas
As in the above, σ, τ are permutations of {1, 2, · · · , n}. D σ ∈ M n (Z 2 ) is the comparison matrix that corresponds to σ, i.e., for all 1 ≤ i, j ≤ n,
Also note that M σ and M τ differ on only the following pairs of indices (1 ≤ i ≤ d):
A quantum sorting algorithm that uses only comparisons works in the Hilbert space
w , for some w ≥ 0}, where the qubits in W are the computer's working bits, these in I are indices of the two input numbers to be compared, and R is for the oracle to write down (XOR) the answer to the query. Mathematically, with input being the comparison matrix of σ, each oracle query is an operator:
A quantum algorithm that makes T compares, or queries to the comparison matrix, is a sequence of unitary operators on H: U 0 , U 1 , · · · , U T . A run of the algorithm with input numbers x i = σ(i) is the application of these operators interleaved with O σ , on the initial state | − → 0 :
We prefer using
(|0 ± |1 )} as the basis for l 2 (R), since we have
For 1 ≤ i < j ≤ n, let P i,j be the operator that projects a vector to the subspace
We say that a quantum algorithm sorts with error bounded by ǫ, for some 0 ≤ ǫ < 1/2, if there is a measurement M, such that for any input σ the probability that applying M on φ (T ) σ yields σ is at least 1 − ǫ. The weight function w is defined as follows:
As in the previous section, for 0 ≤ t ≤ T ,
Now we are ready to carry out the proof plan stated in the first section. We do not give proofs for most lemmas for their simplicity and only leave that for the main lemma in the next section. Let (nH n−1 − n + 1) = Ω(n log n) times.
Corollary 2.5 Any error-less quantum sorting must compare at least
times, where C E = 0.57721566 · · · is the Euler-Mascheroni Constant. 
we have,
In the above equations, a ∈ R n−1 , and, for 1 ≤ i ≤ n − 1,
K n−1 ∈ M n−1 is a Hankel matrix defined as
It is well known [8] that lim n→∞ K n 2 = A 2 = π, where A is the Hilbert matrix defined as (A) k,l = 1/(k + l − 1), for all 1 ≤ k, l < ∞. Therefore K n−1 2 ≤ π.
Also, note 
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