Abstract. We investigate the characterization of generators L of Lévy processes satisfying the Liouville theorem: Bounded functions u solving
where µ ≥ 0 is a so-called Lévy measure possibly unbounded for small z. In this paper, we focus on the pure nonlocal case σ = 0 and b = 0, where we assume in addition that µ is symmetric which corresponds to self-adjoint pure jump Lévy operators L = L µ . The case of general Lévy operators L = L σ,b + L µ will be considered in the forthcoming paper [1] . In our setting, we show that L µ [u] = 0 if and only if u is periodic wrt the subgroup generated by the support of µ. Therefore, the Liouville property holds if and only if this subgroup is dense, and in space dimension d = 1 there is an equivalent condition in terms of irrational numbers. In dimension d ≥ 1, we have a clearer view of the operators not satisfying the Liouville theorem whose general form is precisely identified. The proofs are based on arguments of propagation of maximum. 
Periodicity of the solutions of

Introduction
The classical Liouville theorem states that bounded functions u solving ∆u = 0 in the distributional sense are constant. We revisit this result for nonlocal (or anomalous) diffusion operators of the form
where µ ≥ 0 is symmetric and´(|z| 2 ∧ 1) dµ(z) < +∞.
Our motivation goes back to the result of Courrège [13] on linear operators satisfying the positive maximum principle. These operators can have an integro-differential part which is precisely L µ . Our symmetry assumption on µ means that we are considering self-adjoint operators. Operators of the form (1) coincides with generators of symmetric pure-jump Lévy processes [32, 3] . A famous example is the fractional Laplacian −(−∆) α 2 which corresponds to α-stable processes. Other examples from biology, mechanics, etc., are convolution operators J * u − u (cf. [14, 9, 8] ), relativistic Schrödinger operators m α I − (m 2 I − ∆) α 2 (cf. [21, 22] ), or finite difference discretization like (u(x + h) + u(x − h) − 2u(x))/h 2 ≈ ∂ 2 x u(x), as well as other general similar discretizations in R d for local and nonlocal diffusion operators (cf. [15, 16, 17, 18] ).
There is a huge literature on the Liouville theorem and we focus our attention on nonlocal PDEs. Such a result is more or less understood for the fractional Laplacian or variants [26, 6, 36, 10, 37, 11, 20, 5] , certain Lévy operators [4, 28, 33, 34, 29, 30, 15, 16] , relativistic Schrödinger operators [22] , or convolution operators [9, 8] . The techniques vary from Fourier analysis, potential theory, probabilistic methods, or classical PDEs arguments. Let us also refer to works on propagation of maximum which is a closely related topic (cf. [14, 12, 35, 15, 16, 9, 25, 8] ).
As far we know, there is not yet any complete classification of nonlocal operators for which the Liouville property holds. This is precisely what we provide in this paper for operators of the form (1) . Our main theorem is a periodicity result for the bounded solutions of L µ [u] = 0 (cf. Theorem 4.11). It states that L µ [u] = 0 if and only if u is periodic with respect to the subgroup G(supp(µ)) generated by the support. In particular, L µ satisfies the Liouville property if and only if G(supp(µ)) is dense (cf. Theorem 4.13). If d = 1, we give an equivalent condition in terms of irrationality of the ratio between points in the support (cf. Theorem 3.7).
We also precisely identify the form of the operators L µ which do not satisfy the Liouville property. In particular, every one dimensional nonpurely discrete measure corresponds to a nonlocal operator satisfying the Liouville theorem. This includes measures whose supports contain intervals like absolutely continuous measures (e.g. the fractional Laplacian) or singular continuous Cantor measures. Certain atomic measures may have the Liouville property as well like e.g.
To easily verify whether the Liouville theorem holds if d = 1, we provide an algorithmic procedure in relation with irrational numbers (cf. Corollary 3.8).
For general dimension d ≥ 1, measures containing balls in their supports like absolutely continuous measures enjoy the Liouville property. Other interesting examples are mean value operators with which we can recover the classical Liouville theorem (cf. Example 5.4), purely atomic measures with few points in the supports satisyfing a so-called Kronecker's approximation condition from group theory (cf. Corollary 5.7), or certain nonstandard discretizations of the Laplacian on nonuniform grids (cf. Example 5.10).
Our proofs are based on simple reasoning on irrational numbers, certain results on groups (cf. e.g. [19, 23, 27, 24] and the references therein), and pure PDEs arguments of propagation of maximum (cf. [14, 12, 35, 15, 16, 25, 9, 8] ).
Note finally that our periodicity result Theorem 4.11 not only implies the Liouville theorem for sufficiently nice L µ , but also charaterizes the bounded solutions of L µ [u] = 0 in every case. It is thus a natural extension of the classical Liouville theorem for general nonlocal operators. Moreover, it is possible to obtain a similar result for general generators of Lévy processes, or equivalently general linear operators with constant coefficients satisfying the positive maximum principle a la Courrège. This wider class includes local and nonlocal operators possibly nonself-adjoint. In a work in progress [1] , we are writing a complete characterization of such operators satisfying the Liouville theorem as a byproduct of an extended version of the periodicity result Theorem 4.11.
Outline of the paper. General assumptions are presented in Section 2. Section 3 concerns the case where d = 1 (1-d for short) whose main results are Theorem 3.7 and Corollary 3. General notation. The symbol ∧ denotes min. The symbol ⊆ denotes inclusion of sets and ⊆ is the negation. We define lim := lim sup.
Let B r (x) denote the ball of center x and radius r. A point x ∈ S ⊆ R is isolated in the set S if there exists r > 0 such that B r (x) ∩ S = {x}. If every point of S is isolated, S is discrete.
The function spaces
are the respective spaces of smooth functions with bounded derivatives of all orders and of smooth functions with compact supports.
Measures on R d \ {0}. We only consider nonnegative Radon measures µ on Ω := R d \ {0}, i.e. Borel measures finite on compact sets. Their supports are defined as
By definition, supp(µ) is a closed set of Ω = R d \ {0} and it does not contain zero. To avoid confusion, its closure in R d (which may contain zero) is denoted by supp(µ)
The support of a discrete measure does not need to be discrete. Here is a standard result that will be needed (cf. e.g. [31] ).
Standard assumptions and examples
We assume that L µ is an operator of the form (1) for some Radon measure
Remark 2.1. The symmetry means that µ(B) = µ(−B) for any Borel set. In particular, L µ is self-adjoint and the principal value in (1) makes sense
Remark 2.2. By the Lebesgue decomposition theorem (cf. e.g. [31] ), µ can be written in a unique way as
for some The measure f (z) dz is the absolutely continuous part, and µ s the nonatomic or diffuse singular part. All the three parts satisfy (A µ ). This means that
and
for some countable set D ⊆ R d \ {0} and ω : D → R such that ω > 0 and
To identify the discrete measure, we have used Lemma 1.1 with a rewritting of the formula taking into account the symmetry. 
where K is a modified Bessel function (cf. [21, Remark 7.3] ); (c) the convolution operator u → J * u − u with J ≥ 0, J(z) = J(−z), and J(z) dz = 1, corresponding to the absolutely continuous Lévy measure dµ(z) = J(z) dz (cf. e.g. [14, 2] 
; (e) the general multi-d discrete and self-adjoint diffusion operator (cf. [17, 18] )
for some D and ω(·) as in Remark 2.2, corresponding to the atomic Lévy measure µ(z) = a∈D ω(a)(δ a (z) + δ −a (z)); (f) or the mean value operator associated to the Laplacian
where dσ(z) is the surface measure of the unit sphere and c d its area.
Characterization in R in terms of irrational numbers
This section is devoted to the dimension d = 1. The main results Theorem 3.7 and Corollary 3.8 are given in Section 3.3 and their proofs in Sections 3.4 and 3.5.
3.1. Reminders on integers and irrational numbers. For any n, m ∈ Z\{0}, we let gcd(n, m) denote the greatest common positive divisor between n and m. The integers n and m are coprimes if gcd(n, m) = 1. Let us also precise that we use the notation N + := N \ {0}.
Let us recall the Bézout identity that will be needed later (cf. e.g. [23] ). Here is another basic result that will be needed (cf. e.g. [23] ). 3.2. An explicit condition on the Lévy measure. Along with (A µ ), the following condition will turn out to be necessary and sufficient for L µ in R to satisfy the Liouville theorem:
q ∈ Q with |p|, q ∈ N + and gcd(p, q) = 1. Note that:
Proof. Assume sup b∈supp(µ) Q(a 0 , b) = +∞ for some a 0 and take any other fixed a ∈ supp(µ). If ∈ Q for some b ∈ supp(µ), then Q(a, b) = +∞ and the proof is complete. In the other case,
, and therefore since 1 ≤ Q(a 0 , a) < +∞,
The proof is complete.
It will be useful to refer to the negated version of (A L ):
Remark 3.4. By Lemma 3.3, it suffices that sup b∈supp(µ) Q(a, b) < +∞ for just one a ∈ supp(µ) to deduce that (NA L ) is satisfied. is irrational for some a, b ∈ supp(µ), or (ii) there are a ∈ supp(µ) and {b n } n ⊆ supp(µ) such that q n → +∞ as n → +∞ where bn a = pn qn for |p n |, q n ∈ N + with gcd(p n , q n ) = 1. Remark 3.6. Later, we will see that (A L ) (resp. (NA L )) is a necessary and sufficient condition on supp(µ) to generate a dense (resp. discrete) subgroup of R (cf. Remark 4.14(a)-(b)).
3.3.
Main results and examples. Our first main result in R is the following:
, and let L µ be defined by (1). The following statements are equivalent: ∈ Q for some a n ; (ii) if supp(µ) has an infinite number of points, supp(µ) = {−a n , a n } n≥1 with 0 < a 1 < a 2 < . . . , then we write Proof. Part (b) is an immediate consequence of Theorem 3.7 and Remarks 3.4 and 3.5. For (a), we need Corollary 3.13 that will be proved later. Corollary 3.13 implies that if (NA L ) holds then supp(µ) ⊆ gZ for some g > 0.
But such an inclusion is not possible if supp(µ)
R has an accumulation point.
This means that necessarily (A L ) holds and we conclude again by Theorem 3.7. 
This follows from (bi) of Corollary 3.8 because 
The Liouville property follows from (a) of Corollary 3.8 (0 is an accumulation point of supp(µ) R ). See Section 5.1 for a similar discussion in multi-d. (c) A last illustrative example is given by a discrete measure with infinitely many rational and isolated points:
for {a n } n≥1 and {ω n } n≥1 satisfying
ω n < +∞, and a n = n 2 + 1 n .
Now the Liouville property follows from (bii) of Corollary 3.8. Indeed gcd(n 2 + 1, n) = 1 by the Bézout identity Lemma 3.1 and therefore since
Example 3.11 (Counterexamples for standard finite difference operators). By Corollary 3.8(bi), the usual discretization of the 1-d Laplacian
does not have the Liouville theorem, neither will any other discretization of the form
To preserve the Liouville property for a numerical scheme, one could consider nonuniform grids with irrational ratios between nodes as in (5). 3.4. Proof of the necessary condition. Let us now prove that (a) ⇒ (b) in Theorem 3.7. We will proceed by the contrapositive statement. This means that if (NA L ) holds, we can find a nonconstant function
. Let us start with elementary results.
The first lemma shows that 0 / ∈ supp(µ) R .
Proof. Assume by contradiction that µ is not the trivial measure and a 1 = 0. Then, by definition there exists a sequence {b n } n ⊆ supp(µ) ∩ (0, +∞) such that b n → 0 as n → +∞. Now take any a ∈ supp(µ)∩(0, +∞). If
qn with p n ∈ N + and gcd(p n , q n ) = 1, and therefore
and again we reach a contradiction with (NA L ).
Proof. If µ = 0 then supp(µ) = ∅ and the result is trivial. In the other case, let a 1 > 0 be given by Lemma 3.12.
where Q(a 1 , b) ∈ N + for any b ∈ supp(µ) by the definition (4). This supremum is therefore a maximum and there exists q ∈ N + such that
.
Note that Q(a 1 , b) divides q! by the above definition of q. Defining g := a 1 q! > 0 we conclude that b ∈ gZ. Since b was arbitrary in supp(µ) and the choice of g did not depend on b, the proof is complete.
The following proposition completes the proof of (a) ⇒ (b) in Theorem 3.7.
Proof. By Corollary 3.13, there exists g > 0 such that supp(µ) ⊆ gZ and thus µ is a discrete measure. By Lemma 1.1 and Remark 2.2,
3.5. Proof of the sufficient condition. We will now show the Liouville theorem given by the implication (b) ⇒ (a) in Theorem 3.7. Roughly speaking, we will use techniques from [14, 12, 9] (cf. Theorem 3.18 and Lemma 3.20) to deduce that u is constant on some abstract set, that we will rigorously identify to be the whole domain R under (A L ). Later, we will ameliorate the techniques of [14, 12, 9] to get a more general periodicity result valid for any dimension d ≥ 1 (cf. Theorem 4.11). This general result will imply the multi-d Liouville theorem as a byproduct (cf. Theorem 4.13). But let us first use more standard arguments and proceed in a serie of representative examples to shed light on the main ideas.
Example 1: Only two points with irrational ratio. Let us consider a prototypical operator satisfying (A L ) as in Remark 3.5(i). Let
Here supp(µ) = {−b, −a, a, b} since a = b.
Proposition 3.15. Assume µ is given by (6) and
Here the proof easily follows from the reasoning in [14, 12] and Lemma 3.2. Let us give detail for completeness.
Proof of Proposition 3.15. Without loss of generality assume that
and since each term in the sum is nonpositive by definition of w 1 , w 2 and M , we have that
and again by the nonpositivity of the terms we get
By induction, we find that
Since u is continuous the proof is complete by Lemma 3.2.
Example 2: Infinitely many points with asymptotic irrational ratio. Let us consider a prototypical operator satisfying (A L ) as in Remark 3.5(ii). Let (7)
as well as (8) a n > 0 and sup n≥1 Q(a 1 , a n ) = +∞.
Now we need the density result below to prove Proposition 3.16. 
From that identity and (A L ) the rest of the proof is obvious.
Proof of Proposition 3.16. Without loss of generality assume that
Let us again propagate this maximum as in [14, 12] . First note that
so that every term is 0, i.e u(±a n ) = M for all n ≥ 1. Now if u(ma n 1 + ka n 0 ) = M for some m, k ∈ Z, n 0 ≥ 1, and
, and every term in the sum is again 0. In particular, for n = n 0 , n 1 , we get
By induction, this shows that for all n 0 ≥ 1 and n 1 ≥ 1, we have u(x) = M = max u ∀x ∈ a n 0 Z + a n 1 Z.
Since (7)- (8) imply (A L ), we can then apply Lemma 3.17 to conclude the proof.
Case of general measures satisfying (A L ). We are now ready to prove that (b) ⇒ (a) in Theorem 3.7. Let us first recall a general result from [12] (cf. [14] ) which will give us a way of computing the set on which we can propagate the maximum. Let us state it in multi-d for later use.
, and u has a global maximum at x 0 . Then u = u(x 0 ) on x 0 + ∪ n≥0 A n where
Remark 3.19. This result apply for fully nonlinear PDEs in the context of possibly irregular viscosity subsolutions (cf. [12] for more details).
Theorem 3.18 is roughly speaking for the case where u reaches a global maximum as assumed in Propositions 3.15 and 3.16. For the general case, we need a technique developed in Step 1 of the proof of Lemma 7.2 in [9] , that we recall under the form of a lemma.
Lemma 3.20 (cf. [9] ). Assume (A µ ) and
Remark 3.21. This result works in R d but we will not need it. The lim is also in fact a true limit but we will not need it either.
Proof. Define v n (x) := v(x + x n ) where v ∈ C ∞ b (R). Then by the Arzelà-Ascoli theorem, v n → v ∞ locally uniformly on R for some v ∞ along a subsequence (denoted as the whole sequence to simplify). Taking another subsequence if necessary, we can assume that the derivatives up to second order locally uniformly converge too. Hence, we can easily take the limit in the equation
by local uniform convergence of v n . In particular min B R (xn) v → M (along a subsequence).
Proof of Theorem 3.7. The implication (a) ⇒ (b) was already proved in Section 3.5 (cf. Proposition 3.14). Let us consider the reciprocal assertion. We thus assume that (b) holds, u is merely bounded and solves L µ [u] = 0 (in R), and we would like to prove that u is a.e. equaled to a constant. 1. Reduction of the proof to smooth functions.
Let ρ ε be a mollifier such that ρ ε ∈ C ∞ c (R) and ρ ε * u → u in D (R) as ε → 0. If all ρ ε * u are constant, it will follow that u is constant since u x will be zero as limit in D (R) of (ρ ε * u) x = 0. But ρ ε * u ∈ C ∞ b (R) and we can also see that L µ [ρ ε * u] = 0 by taking ψ(y) = ρ ε (x − y) in (3) for fixed x. Hence, if we can prove Theorem 3.7[(b) ⇒ (a)] for smooth functions like ρ ε * u, the result will follow for merely bounded functions like u. Let us thus continue by assuming without loss of generality that
Uniform lower bounds on u x .
In the rest of the proof, we will prove that u x = 0 which implies that u is constant. We will only show that 
Let {x n } n ⊆ R and {ε n } n ⊆ (0, +∞) such that
where ε n → 0 as n → +∞. Let now ∪ k≥0 A k be defined in Theorem 3.18 i.e.
Since supp(µ) = − supp(µ), it is easy to see that
When (A L ) holds, Lemma 3.17 then implies that
An application of Lemma 3.20 with v = u x then shows that for all R ≥ 0 min B R (xn) u x → M as n → +∞ (up to a subsequence).
Conclusion.
If M > 0, then for any 0 < η < M and R > 2 u ∞ /(M − η), we can take a fixed n large enough such that
We obtain the contradiction that u(x n ) > u ∞ for this fixed n. This completes the proof that u x = 0, and thus the proof of the theorem.
Characterization in R d in terms of groups and lattices
Let us now consider the dimension d ≥ 1. Our general periodicity result Theorem 4.11 is given in Section 4. 
4.1.
Reminders on groups and lattices. Let us first recall some basic facts about groups that will be needed (cf. e.g. [23] , [7, Chapter VII] or [27, Section 1.1]).
The subgroup generated by a set S ⊆ R d , denoted G(S), is the smallest group containing S. 
Periodicity of the solutions of
L µ [u] = 0. Definition 4.9. Given S ⊆ R d , we say that u ∈ L ∞ (R d ) is S-periodic if R d u(x + s) − u(x) ψ(x) dx = 0 ∀s ∈ S, ∀ψ ∈ C ∞ c (R d ).
Remark 4.10. If u is continuous, then u is S-periodic if and only if it is s-periodic for any s ∈ S.
Here is our general periodicity result for arbitrary Lévy measures satisfying only the standard assumption (A µ ).
Proof. For notational simplicity, denote G := G(supp(µ)).
Case u smooth. Let us first show the theorem for
which proves the if part.
Fix an arbitrary g ∈ G, and define
If we show that v = 0 in R d , then the proof is complete. Let us first show that v ≤ 0. Let M := sup v and take a sequence {x n } n such that
Let us define u n (x) := u(x+x n ) and v n (x) := v(x+x n ) similarly than in the proof of Lemma 3.20 but with the new function v, and note that
Arzelà-Ascoli theorem implies that there exists v ∞ such that v n → v ∞ locally uniformly (up to a subsequence), and taking another subsequence if necessary, we can assume that the derivatives up to second order converge and pass to the limit in the equation
Thus by Theorem 3.18 we have v ∞ = M in ∪ k≥0 A k , where
Since supp(µ) = − supp(µ), it is easy to see that ∪ k≥0 A k is a subgroup containing A 1 = supp(µ) and therefore
It follows that v ∞ = M in G. Arguing with {u n } n as for {v n } n , there is some u ∞ such that u n → u ∞ as n → +∞ locally uniformly (up to a further subsequence if necessary to get the convergence of u n and v n along the same sequence). By construction v ∞ (x) = u ∞ (x + g) − u ∞ (x). For any m ∈ Z, we take
But since u ∞ is bounded, then the only choice is M = 0 and thus v ≤ M = 0. A similar arguments shows that v ≥ 0 and completes the proof when u ∈ C ∞ b (R d ).
Case u merely bounded.
We again consider the convolution ρ ε * u with a standard mollifier. Recall that ρ ε * u → u in L 1 loc (R d ) as ε → 0 and that ρ ε * u ∞ ≤ u ∞ . Now if u is G-periodic, then every ρ ε * u is also G-periodic:
and thus L µ [ρ ε * u] = 0 in R d by the previous step. Taking any test function
, and this is enough to pass to the limit in
This proves that
By the previous step, every ρ ε * u is G-periodic and at the limit ε → 0 we obtain that for any g ∈ G and
The proof is complete. 
This includes the trivial measure µ = 0 whose support is empty. (c) In practice, it might be easier to verify either (c) or (d) than (b). In Figure 1 , we explain the relations between (the negated version of) these properties. (9) G(supp(µ)) ⊆ H + cZ, for some vector space H ⊆ R d of codimension 1 and c ∈ R d . We can assume that c / ∈ H because if not we will have (9) for any c / ∈ H. In particular,
and for any x ∈ R d there exists a unique pair (x H , λ x ) ∈ H × R such that
Take now U (x) = cos(2πλ x ) and note that for any h ∈ H and k ∈ Z,
This proves that U is H + cZ-periodic and thus G(supp(µ))-periodic. By Theorem 4.11, L µ [U ] = 0 and the proof is complete.
4.4.
The class of operators not satisfying Liouville. We can have a clearer view of the operators which satisfy the following negated version of the Liouville theorem:
To understand the general result in mutli-d, it could be useful to first explain what happens if d = 1. 
for some g > 0 and ω n ≥ 0 such that n≥1 ω n < +∞, and where (11) can be understood in D (R) or equivalently as a normally convergent serie in L ∞ (R).
Remark 4.16. The largest possible g > 0 for which we can write L µ in the form (11) is uniquely determined as the generator of G(supp(µ)). The weights are also entirely determined as ω n = µ({ng}) (cf. Lemma 1.1 and Remark 2.2).
We omit the detailed verification of Proposition 4.15 because it is in fact an immediate consequence of the arguments already used in the proof of Proposition 3.14. Let us focus instead on the general case d ≥ 1 where we may have series of more general measures than Dirac masses. 
for some vector space V ⊆ R d , relative lattice Λ ⊆ R d , and family {µ a } a∈Λ of Radon measures on R d \ {0} such that
supp(µ a ) ⊆ V + a, and (15)ˆ(
where (12) has to be understood in D (R d ) and (14)- (15) hold for all a ∈ Λ. (12), the Lévy measure of L µ satisfies µ = a∈Λ µ a where Λ is a relative lattice thus a countable set (cf. Remark 4.4(a)). (c) By (13) and (15), supp(µ) ⊆ V ⊕ Λ = ∪ a∈Λ (V + a) which is a periodic superposition of parrallel affine subspaces V + a of dimension d V < d (cf. Figure 2 ). (d) Each µ a is supported by the affine space V + a ≈ R d V , and the theorem is written in such a way that some µ a could be the zero measure. In particular, supp(µ) may be just a subset of V ⊕ Λ. (e) The triplet (V, Λ, {µ a } a∈Λ ) in the decomposition (12) is however unique if we require also to have G(supp(µ)) = V ⊕Λ with V ⊥ Λ (cf. Corollary A.4 in Appendix A). (f) By (14), the measure µ 0 is symmetric and µ = a∈Λ µ a is as well although every other µ a may not be symmetric (cf. Figure 2) . (g) By (16), every µ a are bounded except eventually µ 0 which is the only measure whose support may contain the singularity z = 0 (cf. Figure  2 ). (h) For further representative examples of operators than the one in Figure  2 , see Section 5. (12) with V = H of codimension 1, Λ = cZ, and µ ±1 = µ ±c .
Proof of Theorem 4.17. Assume first that (12) holds and let us prove (10) .
Recall that µ = a∈Λ µ a by (12) and supp(µ) ⊆ V ⊕ Λ by (15) , where V ∩ Span R Λ = {0} by (13) . By Theorem 4.13(c), it suffices to have V = R d to get the negated version (10) of the Liouville theorem, but this is assumed in (13) which completes the proof of the if part.
Assume now that (10) holds and let us prove that L µ is of the form (12) . By Theorem 4.6, G(supp(µ)) = V ⊕ Λ for some vector subspace V ⊆ R d and relative lattice Λ ⊆ R d such that (17) V ∩ Span R Λ = {0}.
By Theorem 4.13 and (10), V ⊕ Λ = R d . It follows that V = R d and this proves (13) . It only remains to construct µ a satisfying (12) and (14)- (16). We will need to show that for any a, b ∈ Λ such that a = b,
To prove (18) , assume that x ∈ (V + a) ∩ (V + b) and let us find a contradiction. In that case, x = v + a = w + b with v, w ∈ V and by (17),
This gives us the contradiction that a = b and shows (18) . Now for any B,
The measures µ a (·) = µ(· ∩ (V + a)) satisfy (12) and (15) . They are also nonnegative since µ ≥ 0, and by the symmetry of µ,
since V = −V . This proves (14) . Using finally (A µ ),
a∈Λˆ(
where for any a = 0,
with the distance ε a := dist(0, V + a). The affine space V + a does not contain 0 if a = 0 which implies that ε a > 0.
To be more precise, we have
with the orthogonal projection onto V + a. Or equivalently,
If we can prove that
we will obtain the last property (16) from (19) and complete the proof.
But (20) is rather standard (cf. e.g. [27] ). Let us give details for completeness. We use that Λ is discrete by Lemma 4.5 to infer that there is some B ε (0) with ε > 0 such that B ε (0) ∩ Λ = {0}. Let us now assume by contradiction that (20) does not hold. This will imply the existence of some {a n } n ⊆ Λ ∩ B ε (0) c such that |a n − proj V (a n )| → 0 as n → +∞. Note then that b n := a n /|a n | converges to some b = 0 along a subsequence which satisfies
as n → +∞. The limit then satisfies
which is a contradiction with (17) and completes the proof.
Representative examples of multi-d operators
Let us illustrate Theorems 4.13 and 4.17 with model operators having or not having the Liouville property. 
Since supp(µ) = H + cZ with H = R d−1 and c = 0, the Liouville theorem fails by Theorem 4.13(d) (cf. Figure 3(b) ). + 1 points a 1 , . . . , a d+1 such that
By changing coordinates, it is sufficient to understand this situation for
where c = 0 and (e 1 , . . . , e d ) is the canonical basis. In that case
and the Kronecker theorem (cf. e.g. page 507 in [24] )) provides a necessary and sufficient condition to have cZ + Z d = R d . Let us recall this result. Consider the discrete Laplacian
. By Theorem 4.13(c), the Liouville theorem fails since G(supp(µ)) = hZ d is a lattice.
To get discrete operators satisfying Liouville, we need more nodes and they must be defined on nonuniform grids as in the following example: Example 5.10. Let h, ρ > 0. The following operator is a nonstandard discretization of the Laplacian
with measure
∈ Q. This is also a necessary and sufficient condition on L h to satisfy Liouville (cf. Figure 4) . Let us now prove the uniqueness. Assume that G = V ⊕ ⊥ Λ =Ṽ ⊕ ⊥Λ for vectors spaces V,Ṽ and relative lattices Λ,Λ. Since lattices are discrete by Lemma 4.5, there exists a ball B ε (0) of R d such that
We then claim that
Indeed, if x ∈ G ∩ B ε (0) then x = v + a for some v ∈ V and a ∈ Λ such that |v + a| < ε and v ⊥ a. In particular, |v + a| = |v| 2 + |a| 2 and it follows that |a| < ε. By (22), we deduce that a = 0 and thus x = v ∈ V with |v| < ε. This shows that
and since the reverse inclusion is obvious we deduce the first part of (23).
We argue similarly for the part inṼ and complete the proof of our claim (23) . But V = Span R (V ∩ B ε (0)) andṼ = Span R (Ṽ ∩ B ε (0)), and therefore
If now a ∈ Λ then a = v +ã with v ∈ V andã ∈Λ. It follows that v = a −ã ⊥ v and the only possibility is that v = 0. Hence a =ã ∈Λ and we conclude that Λ ⊆Λ. We show the reverse inclusion in the same way and conclude the proof.
Here is now a general decomposition result for Radon measures. and similarly µ(B) =μ a 0 (B). This shows that µ a 0 =μ a 0 for any such arbitrarily given a 0 ∈ Λ and completes the proof.
As an immediate consequence, we get the following uniqueness result on the decomposition (12) in Theorem 4.17. The proof uses elementary arguments (cf. e.g. [23] ). Let us give the details for completeness. To prove the result we assume by contradiction that inf G * = l > 0 for some l ∈ (0, a). Since l is strictly positive, we can find N ∈ N + such that 
it follows that ((N + 1) n k b a + 1)a < (N + 1)n k b, and hence, Moreover, since r < a by (24), we have r + (N + 1)ε k < a for k large enough, which by (25) This contradicts the fact that inf G * = l and concludes the proof.
Proof of Lemma 3.2. The only if part can be shown from e.g. Remark 4.8, but we omit the detail since it was not used during the proofs of our main results. Let us focus on the if part. It suffices to prove it for a, b > 0, which we assume together with b a / ∈ Q. Fix any z ∈ [0, +∞) and ε > 0. Consider the set G * = nb − n b a a : n ∈ N + as defined in Lemma B.1 and recall that G * ⊆ (aZ + bZ) ∩ (0, a) (cf. the proof of Lemma B.1). By Lemma B.1, there is z 0 ∈ G * such that 0 < z 0 < ε. We then take N ∈ N + such that N z 0 < z ≤ (N + 1)z 0 , and observe that |z −N z 0 | < z 0 < ε. Since z 0 = nb− n b a a for some n ∈ N + , z 0 obviously belong to aZ+bZ. We can do the same reasoning if z ∈ (−∞, 0] and we conclude that aZ + bZ is dense in R.
