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Abstract
The Flowfield-Dependent Variation Method (FDV) was created by Dr. T.J Chung at the University of
Alabama in Huntsville. It arose from the need to capture multiple complex physics regimes in fluid flows.
The seamless capture of turbulent and laminar boundary layers as well as viscous and inviscid regions of
supersonic and subsonic flows is important in high speed flows such as the hypersonic region of flight and
re-entry of spacecraft (Chung, 2002). The method works by using implicitness parameters that vary the
level of explicit to implicit emphasis in the solution. These parameters arise from the special Taylor
expansion, in time, of the conservation variables and use the local flow values to control the stability and
accuracy of the solution. The focus of this paper is to analyze the FDV method with its S parameters to
gage its applicability to highly complex physical flows (Chung, 2002) (Canabal, 2004) (Yoon, 1997)
(Richardson, 2009) and determine the effects of the implicitness parameters. It was found that there was
little diffusion when using the implicitness parameters in 1D and 2D problems, but the parameters did not
impact the solution as much in the 2D case. Additional examination of the implicitness parameters is
needed to justify their calculation and optimize their effect.
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Abstract
The Flowfield-Dependent Variation Method (FDV) was created by Dr. T.J Chung at the University of Alabama in
Huntsville. It arose from the need to capture multiple complex physics regimes in fluid flows. The seamless capture of
turbulent and laminar boundary layers as well as viscous and inviscid regions of supersonic and subsonic flows is
important in high speed flows such as the hypersonic region of flight and re-entry of spacecraft (Chung, 2002). The
method works by using implicitness parameters that vary the level of explicit to implicit emphasis in the solution. These
parameters arise from the special Taylor expansion, in time, of the conservation variables and use the local flow values to
control the stability and accuracy of the solution. The focus of this paper is to analyze the FDV method with its S
parameters to gage its applicability to highly complex physical flows (Chung, 2002) (Canabal, 2004) (Yoon, 1997)
(Richardson, 2009) and determine the effects of the implicitness parameters. It was found that there was little diffusion
when using the implicitness parameters in 1D and 2D problems, but the parameters did not impact the solution as much in
the 2D case. Additional examination of the implicitness parameters is needed to justify their calculation and optimize their
effect.
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1. Introduction
The solution of the Euler equations provides insight into the physics regimes of high speed flows. Of critical
importance is its ability to capture shocks. Shocks and discontinuities are present in many fields of physics, thus, the
ability to accurately resolve discontinuities numerically is of utmost importance. Euler’s equations allow for investigation
into strong shocks, expansion fans, and shock wave propagation. There are numerous numerical solutions to these
equations for different geometries. Because of this, the equations make a great benchmark for comparing new numerical
schemes to currently available solutions. However, it can be difficult, if not currently impossible, to analytically solve for
many flow geometries that are not convenient simple shapes [1,5]. As a result, there are several different methods
available for numerically solving flows. Finite Difference uses approximations to derivatives and reduces the equations to
multiple algebraic equations at the nodes [6]. Another approach is the Finite Volume approach. This method uses cells
that can be unstructured and calculates fluxes across the edges [1]. There are also particle methods such as Smoothed
Particle Hydrodynamics, which uses interacting particles in a Lagrangian reference frame to solve the flow [7]. All of the
methods work and many numerical schemes for shock capturing have been successfully implemented such as the
Monotone Upwind Centered Schemes for Conservation Laws (MUSCL) [1,4]. These schemes work very well for Finite
Difference and Finite Volume methods. Another method is the Finite Element Method (FEM) and is the preferred method
of the FDV scheme’s creator.
The Finite Element Method (FEM) has been in wide use for many years for structural problems [9,1,10,4,5]. It
has been studied for fluid flows and has gained influence in the fluid modeling community due to its merits [5]. FEM can
use unstructured grids, allowing for easier modeling and flexibility when working with a complex geometry, which is
important in fluid flow problems. The Finite Element method is also able to enforce either Dirichlet or Neumann
boundary conditions [5,1,9]. The Neumann boundary conditions arise naturally from the formulation of the weak form of
the equations [5,1,9]. A third merit of FEM is its ability to control spatial accuracy through the use of trial functions.
However the method is not without its drawbacks. It requires the formulation of a large sparse matrix that must be
inverted [11] and the integrations performed over the elements are calculation intensive. There are many methods that
perform the task of matrix inversion well but it still remains computationally rigorous. The code used for this analysis
employs the Generalized Minimal Residual (GMRES) method. The GMRES method uses the Arnoldi method coupled
with a modified Gram-Schmidt orthoganilization to invert the matrix [11,12]. The number of calculations within each
element is also considerable. Each element must have a loop for each node, a loop for each equation, and finally a loop for
each integration direction. This leads to many background calculations before the formation of the sparse matrix. Another
downside to the FEM is its ability to capture shocks. One of the biggest issues in fluid flows is shocks, and while Finite
Element in the standard Galerkin form works, it is not the optimal solution [5,11]. This leads to adjustments to better
capture shocks, such as the Streamline Upwind Petrov Galerkin Method (SUPG) [13], Discontinuous Galerkin methods,
and Roe schemes. The SUPG method applies a skewed weighting to the trial functions to put emphasis on the upwind side
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of an element, providing better capturing than the standard Galerkin method. However, the method can be difficult to
implement and if done incorrectly will cause excessive cross wind diffusion on a discontinuity [1,5].
The FDV method was created to address the issues of complicated flow problems. The ability to seamlessly move
from one flow regime to another is necessary for hypersonic flows where compressible flow and turbulent/laminar
boundary layer interactions are important [1,14,3]. Due to this need the FDV method was created in an attempt to bridge
the gap between flow regimes and calculate all flow regions simultaneously. By introducing the S parameters it modifies
the equations to put emphasis on the important flow physics in the region of interest. As the local flow parameters, such as
the Mach number, are adjusted, the equations are adjusted to maximize their efficiency in the local portion of the flow at
the present time [14]. The S parameters also act as controls for solution stability and accuracy, providing a type of
artificial viscosity, similar to SUPG, to the flow. They depend on strong gradients in the local flow to activate. The S
parameters will move between two bounds, the Crank-Nicolson method and the Streamlined Upwind Petrov Galerkin
method (SUPG). The S parameters perform this task by using local flow values to calculate a value between 0 and 1.
Verification of the S parameters has not been rigorous. Their control over the solution accuracy is stated but never
verified. It is the aim of this paper to lend credence to the S parameters by justifying their effects on the solution and
showing that they exist in between two accepted numerical schemes. The square wave advection problem shows how the
parameters can change the solution accuracy and gives a solution similar to Crank-Nicolson when the parameters are 0
and 0.5 and a SUPG solution when the parameters are set to 1.
The rest of the paper is as follows; first a derivation of the FDV method is performed, then a FEM descritization
of the equations is performed. This is followed by an analysis of the S parameters to show how they change the solution.
The results of the tests are presented in section 3, followed by the conclusion. Next the FDV method is compared to the
Crank-Nicolson and SUPG methods. This is followed by a suite of test cases that will demonstrate the FDV method as
compared to other methods or analytic solutions available. Finally, the FDV method will be analyzed and compared
holistically to other methods and its merits and demerits presented.

2. Physical and Numerical models
The Euler equations are a standard test model for evaluating a numerical scheme [5]. These equations are
normally constructed in the conservation form. Starting with the Navier-Stokes equations:
(1)
Where

(2)

The next step in the formulation is to perform a time descritization. FDV time descritization is done using a
special form of Taylor expansion. The expansion progresses as a normal expansion with the exception that it introduces
the S parameters to control the level of implicitness to explicitness in the solution:
(3)
Next we must substitute for the time derivatives in the equation:

(4)
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Substitution into the Taylor expanded equation:
(5)
Next we can introduce, by change of variables, the convection, diffusion, and diffusion gradient Jacobians. By taking a
change of variables for the F and G terms we arrive at:

(6)

Placing the expansions into the original conservation form of the equations:

(7)

Rearranging the derivatives to bring time into the parenthesis and bring the spatial derivative outside the parenthesis:
(8)
Substituting the first and second derivatives into the Taylor expansion:

(9)

(10)

(11)

(12)

(13)
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The third order diffusion gradient term is neglected.
This equation is independent of the solution method as it could be used in FDM, FVM, or FEM. To arrive at the
chosen solution technique, the appropriate descritization must be done. In the case of the finite element method, the
standard Galerkin method is used. Allowing the equation to be multiplied by a trial function and integrated:
(14)
Performing the integration by parts:
(15)
(16)

(17)

(18)
(19)
Since we are concerned with the Euler equations we will modify the above set of equations to take this into account:

(20)

Where ni is the direction cosines of the normal vector and the normal vector is defined as the vector normal to the
boundary element. Solving the elements will include the formation of a global stiffness matrix. This matrix will require
inversion to solve for the next solution in time.

2.1 A Qualitative Look at the Equations:
If the S parameters are set to particular values the FDV scheme will approximate similar well known schemes.
The Crank-Nicolson method, a popular finite difference technique for solving parabolic equations [15], can be recovered
if s1 = 0 and s2 = ½. Equation 13 will become:

(21)

7
If we simplify the equation to one dimension:

(22)

which is parabolic and similar to the Crank-Nicolson method. Another well known scheme, the Streamlined Upwind
Petrov Galerkin (SUPG) can be recovered if s1 = 1 and s2 = 1. Substituting this into equation 13:
(23)

Rearranging the equation the SUPG method is recovered:

(24)

Looking at the equations qualitatively, it can be seen that the FDV method will achieve the best possible solution for the
equations within the local flow region by adjusting the S parameters to take advantage of the accuracy of the CrankNicolson scheme with the diffusion of the SUPG scheme. With the proper conditions, it will solve similarly to the CrankNicolson scheme. If the solution requires added dissipation to control strong discontinuities, the S parameters adjust to the
SUPG method. However, the solution will often exist between the Crank-Nicolson method and the SUPG method, which
will be numerically verified in the test cases.

3. Test Cases & Results
Each test case was performed multiple times to allow for comparison between different S parameters and control
parameters (α, η), and to determine the ability of the S parameters to control the solution. Effects of the S parameters are
noticeable but depend on the discontinuities involved. Strong discontinuities, such as the square wave and the shock tube,
exhibit better performance and S parameter control then weak discontinuities like the reflecting shock.
The square wave advection test is a measure of the ability of the method to control convection. It gives an
analysis of how well a code can maintain stability in a flow with convection and a translating wave [4]. The square wave
was allowed to propagate for 0.001 seconds. The high side density was set to 0.2 kg/m3, and the low side density was set
to 0.05 kg/m3. Pressure was set to 5000 Pa. Temperature was calculated using the ideal gas law with gas constant of
287 J/(kg·K) and specific heat ratio of 1.4. The density wave was started with the center of the wave at a position of
0.5 m. The width of the wave was set initially to 0.2 m with a wave velocity of 100 m/s. A grid of 50 x 30 points was
used. Figure 1 shows the initial problem setup with the physical dimensions being 1 m in the x direction and 0.1 m in the
y direction.
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Figure 1: Square wave setup. A block of density is set to translate to the right at a
fixed velocity of 100 m/s. The pressure is constant across the grid.

A comparison of the square wave to the analytical result is presented in Figure 2. The solution is accurate in time
with the center of the wave being maintained as it propagates towards the right side of the grid. However, the diffusivity
of the problem is troublesome. The S parameters should maintain solution accuracy and stability, but the solution is
rounded and smears the discontinuity over seven elements on a side. A quantitative representation of the error is shown in
Table 3.

Figure 2: A comparison of the true analytical solution to the FDV solution.
The FDV solution maintains proper time integration, however, the solution
is diffusive and loses accuracy with time.

To gage the effect of the S parameters the same case was performed with the S
parameters fixed at s1 = 0 and s2 = 0.5. The result is presented in Figure 3. This should give a
result similar to the Crank-Nicolson scheme. The results show this to be the case as the
discontinuity is confined to a region of three elements. However, there is a significant amount
of Gibbs phenomena around the discontinuity edges. Next, the case was repeated with the S
parameters fixed to s1 = 1 and s2 = 1. This case was expected to be overly diffusive due to the
S parameters providing excessive dissipation. The results of the test case are presented in
Figure 4. The wave is dissipated over many elements which is consistent with the SUPG
method.

Table 1: The test matrix for
exploring the sensitivity of
the S parameters.

α
0
0.001
0.001
0.5
0.99
0.99
1

η
0.001
0.25
0.99
0.5
0.5
0.99
0.001
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Figure 3: Density wave propagation with the S parameters held
fixed. Here s1 = 0 and s2 = 0.5. Discontinuity is only over a few
elements, consistent with the Crank-Nicolson method.

Figure 4: Square wave propagation with the S parameters all set to 1.
Here the solution is smoothed but the wave has excessive dissipation
with the discontinuity spread over many elements.

The ability of the S parameters to improve stability and solution accuracy is clear, but the question remains if the
solution can be improved by changing the S parameters. The equations for the S parameters are given in equations 11 and
12. The two variables that are required in the calculation and activation of the S parameters are α and η, where α controls
the calculation of s1 and η controls the value of s2. The next step was to vary α and η to see how they would affect the
solution. The FDV square wave test was repeated for each case listed in Table 1, and a sampling of the results can be
seen in Figure 5. The results show that the critical parameter is α, since as α decreases more diffusion is present in the
system but less Gibbs phenomena is exhibited. The second parameter η does not provide a noticeable effect. The
Euclidean and maximum norms were calculated for each test, and the results for the tests with α varied and η held
constant are shown in Table 2. It can be seen that despite the increase in Gibbs phenomena, the error is lower for the
higher value of α. This leads to the choice of α to provide solution accuracy. If greater control of the square wave is
desired, a higher value of α should be chosen.
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Figure 5: Sampling of comparison tests for and η. From left to right, top to bottom: α = 0, η = 0.001;
α = 1, η = 0.001; α = 0.99, η = 0.99; α = 0.99, η = 0.5. The curve sharpens when α is increased, while there
is no noticeable change between η = 0.99 and 0.5.

Another test case was a shock tube problem, as it tested the ability of the code to handle complex physics. In this
case a contact discontinuity, a traveling wave, and an expansion fan were used. This is a classic problem with a known
analytic solution, which allowed for verification of the physics involved. The following shock tube problem setup was
used. The left side was the high density and high pressure
Table 2: Comparison of errors for α and η plots where η is held
side of the tube. The density was set to 1.23 kg/m3 and the
fixed and α is allowed to vary. The error decreases when α is
pressure was set to 101 kPa. The low side was set to 1/10 of
increased.
the values in the high side. Temperature was kept constant
Case
Euclidean Norm Maximum Norm
across the tube and was calculated using the ideal gas law
α = 0.0, η = 0.001
with a gas constant of R = 287 J/(kg·K). The grid was setup
Density
0.1253
0.0604
as a 1,000 x 3 grid. A length of 1 m in the x direction and a
Mach
#
0.7333
0.3812
length of 0.25 m in the y direction were used in the problem.
α = 1.0, η = 0.001
The shock was allowed to progress for a time of 0.0005s. A
Density
0.0886
0.0526
comparison of the numerical results to the analytical results
Mach
#
0.5158
0.3102
shows that the methods are in good agreement. However,
the shocks are smeared over about ten elements.
Figure 6 demonstrates FDV’s capabilities for a transient moving shock. Slight diffusion is seen at the edges of the
shock interface but it is not detrimental to the solution. The comparison of the shock tube results with different S
parameters is consistent with what was shown in the square wave problem. Setting the S parameters to s1 = 0 and s2 = 0.5,
the discontinuity is maintained over a few elements, but overshoot is observed. Setting s1 = 1 and s2 = 1 the results are
more diffusive and spread over many elements.
The reflecting shock problem goes several steps farther than the shock tube. It presents the code’s ability to
handle multidirectional physics. It also provides the code a chance to handle oblique shocks and boundary conditions
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while still having an analytical solution for comparison of the problem. For comparison purposes, this problem was run
with two different grid resolutions. A resolution of 60 x 30 elements was run before the grid was increased to 120 x 60
elements. The physical setup is 4.1 units in the x direction and 1 unit in the y direction. An incoming Mach number of 2.9
and a dimensionless density of 1 are specified on the left side of the problem. An inviscid wall is specified on the bottom
boundary. The top wall is specified with a density of 1.7, a Mach number of 2.37 and an angle of 29° is specified. The
right wall is a supersonic outlet condition with no specified Dirichlet values. All Neumann values are specified on the
right side. Figure 7 shows the setup of the reflecting shock problem.
Shock Tube

Figure 6: The pressure profile of the shock tube. The three plots are of the different S parameters. Going left to right then bottom, s1 = 0, s2 = 0.5,
proposed S parameter formulation, all S parameters set to 1. For the top left plot, the over and undershoot of the discontinuity is shown, however, the
shock is maintained over only a few elements. For the next profile, with the proposed S parameter formulation, no over or undershoot is present and
the profile experiences very little rounding. The final case experiences the most rounding, and while still acceptable, the expansion wave is overly
rounded.
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Figure 7: Setup of the reflecting shock problem. The top and left
sides are all supersonic inlet conditions and the bottom wall is an
inviscid wall. The right side is supersonic outflow.

The reflecting shock results are in good agreement with the analytic results. Figure 8 is a graph of the two
different grids contrasted with the analytic solution. The plot was taken at y = 0.5 which is the half way point in the
y direction. This gives a good representational cross section of the three regions. Figure 9 shows the change in Mach
number across the initial oblique shock and the reflecting shock. There is a slight amount of Gibbs phenomena around the
shocks but it quickly fades away. Overall the solution is maintained with good accuracy.

Figure 8: Comparison of the 60 x30 and 120 x 60 grids to the
analytical results for the reflecting shock. Gibbs phenomena is
apparent around the discontinuities but it dies away quickly,
allowing for solution accuracy.

Figure 9: The Mach number of the 60 x30 and 120 x 60 grids
with the analytical result.

The L1 and L2 norms can be viewed in Table 3. Both norms are below one, however, the grid increase does not seem to
have improved the norms of the solutions when viewed along the line plot. This may be due to the presence of Gibbs
phenomena, as the closer the norm is to the shock the steeper it is, causing more over and undershoot in the region.
Iteration convergence of the two grids is shown in Figures 8-9. Both solutions exhibit the same pattern in convergence.
The bump in the middle is due to the shocks being resolved in the solution. Once resolved the solution quickly approaches
a zero norm. A contour plot of the S parameters is presented in Figures 10-11. The S parameters mimic the flow field, as
certain regions become discontinuous the S parameters engage. This transforms the equations to handle the flow regions.
In the regions of the reflecting shock the S parameters are fully engaged. Unfortunately, the S parameters do not have as
much of an impact on this solution as on the shock tube and square wave. Running this case with different values of the S
parameters does not produce noticeable effects on the outcome of the solution, as can be seen in Figure 12.
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Table 3: Each problem had a three norms calculated for it, the L1, L2, and
Linf norms. The norms on the reflecting shock do not decrease with grid
resolution.

Figure 10: The s1 parameter. The s1 parameter becomes
significant when there is a strong shock. It activates to
apply dissipation and control the shock solution.

Figure 11: The s2 parameter. It follows a similar trend to
the s1 parameter. It activates to provide solution
correctness.

Figure 12: Plot of density for reflecting shock case. Left is plot with s1 and s2 equal
to 1 (maximum value), right is plot with s1 and s2 equal to zero (minimum value).
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4. Conclusion
Using a finite element formulation of FDV, numerical solutions to the compressible Euler equations have been
presented. The finite element form of FDV allows flexibility in problem setup and special accuracy. It also allows
boundary conditions to be treated easily for a wide variety of solutions. Flow in multiple dimensions can be analyzed and
accurate solutions acquired. FDV has strong merits in that the S parameters will adjust the equations to optimize the
equations for the local conditions. The FDV method works for both 1D and 2D problems and can accurately handle
shocks with some diffusion. The shock capturing for 2D works with little variation to the 1D formulations, however, the S
parameters do not control the results as seen in the 1D problems. While the S parameters perform their job, more work
needs to be done to justify the determination of their calculation, not only in the calculation for the actual S values, but
also for finding the optimal α and η values. Because they control how the equations react and which equations are solved,
better formulations for the S parameters will require insight into their calculation.
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