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Institute of Mathematics, University of Bucure~ti, Str. Academiei 14, 70109 Bucure~ti, Romania 
Abstract--Various types and degrees of symmetry in the set of real numbers are investigated. It is shown 
that symmetry and its polar opposite, antisymmetry, are submitted to similar restrictions. 
POINTS OF (LOCAL) SYMMETRY 
In its simplest form, in a one-dimensional Euclidean space, symmetry is defined with respect o 
one point. Given two points A and B in this space, the symmetric point C of A with respect o 
B is one such that the distance from C to B is equal to the distance from A to B, whereas the 
distance from C to A is the sum of these two distances. Given a set X of real numbers, it is 
symmetric with respect o the point B if for each point A in X its symmetric point with respect 
to B is also in X. One can weaken this property in the following way: B is a point of local symmetry 
for the set X if there exists an interval ! whose centre is in B, such that if the point A belongs 
to both I and X, then the symmetric point of A with respect to B also belongs to X. So every point 
of symmetry for X is a point of local symmetry for X, but the converse is not true. 
SYMMETRIC AND LOCALLY SYMMETRIC SETS 
The set X is said to be (locally) symmetric if ,I" is (locally) symmetric with respect o every point 
of X. Every symmetric set is locally symmetric, but, as we shall see, the converse is not true. 
Examples of symmetric sets: every open interval; every compact interval; the set of integers; the 
set of rational numbers; the set of algebraic numbers and the set of real numbers. It is not difficult 
to see that a symmetric finite set cannot have more than one point. For a proof, let us put the 
elements of a finite set in their increasing order at < • • • < a,. The symmetric point of a2 with 
respect o al is no longer in the set. But any finite set is locally symmetric in a trivial way, because 
in the interval I with centre in ai and small enough to contain neither ai_, nor ai+ t the condition 
of symmetry with respect o a~ is trivially fulfilled. 
IS ABSENCE OF SYMMETRY RELATED TO DISORDER? 
Beyond the interest in itself, symmetry in one dimension is a basic phenomenon which, by its 
simplicity, is a term of reference and a source of suggestions, models and metaphors for more 
complex phenomena of symmetry. Common sense tells us that symmetry implies order, whereas 
its absence implies disorder. This intuitive impression is to a large extent contradicted by a careful 
examination. It can be proved that antisymmetry, the polar opposite of symmetry, is to the same 
extent restrictive as symmetry. Moreover, the type of restrictions imposed by symmetry is the same 
for antisymmetry. In other words, the deep structure of symmetric sets is isomorphic to the deep 
structure of antisymmetric sets. However, before discussing this fact, we need some conceptual 
clarifications. 
POINTS OF NON-SYMMETRY 
Let us see what is the exact meaning of non-symmetry and of antisymmetry. Non-symmetry is 
the negation of symmetry, So, a set X is non-symmetric f there exists at least one point a of X 
with respect o which X is not symmetric; i.e. there exists at least one point x in X whose symmetry 
point with respect o a is not in X. An example of a non-symmetric set is the set of irrational 
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numbers: the symmetric point of x/~ with respect o x/~/2 is zero. Another example is any finite 
set of cardinal number at least equal to two. For instance, the set formed by the points -1 ,0 ,  
and 1 is symmetric with respect o zero, but it is not symmetric with respect to - 1 or 1. The point 
a is not of local symmetry for X if for every interval I centred in a there exists a point x common 
to I and X, such that its symmetric point with respect o a is not in X. Non-local symmetry implies 
non-symmetry, but the converse is not true. 
Antisymmetry is the polar opposite of symmetry, such as black is opposed to white. Nobody 
will confuse non-white with black. Non-white may mean red, yellow, black etc. So, a point a is 
of antisymmetry for the set A if for any point x in X its symmetric point with respect o a does 
not belong to X. For instance, any rational number is a point of symmetry for the set of irrational 
numbers, but any irrational number is a point of antisymmetry for the set of rational numbers. 
The point a is of local antisymmetry for X if there exists an interval I with the centre in a such 
that for each x common to X and I its symmetric point with respect o a does not belong to X. 
For instance, if X is the union of the set of negative numbers maller than - 2 and the set of positive 
numbers, then zero is a point of local antisymmetry for X [we can take as I the interval ( -  1, + 1)], 
but it is not a point of antisymmetry for X. 
THREE WAYS IN  WHICH SYMMETRY OF  A SET 
MAY BE TRANSGRESSED 
When dealing with a set, the polar opposite of (local) symmetry may be understood in two ways. 
One way consists of requiring to the set X to have each of its points as point of (local) 
antisymmetry. We get in this way the concept of (local) antisymmetric set. Another way is to require 
to X to have no point of (local) symmetry. We get in this way what we call a (local) asymmetric 
set. It is obvious that (local) antisymmetry implies (local) asymmetry and (local) asymmetry implies 
(local) non-symmetry. In other words, every (locally) antisymmetric set is (locally) asymmetric and 
every (locally) asymmetric set is (locally) non-symmetric. The converse is false for each of these 
implications. (The local variant requires that the considered property P is locally satisfied in each 
point of the set). Let us take some examples. The set E of prime numbers is not symmetric, because 
3 is not a point of symmetry for E [2 belongs to E, but its symmetric number with respect o 3 
(which is 4) does not belong to El. Moreover, E is asymmetric, because no prime number is a point 
of symmetry for E (let us assume the contrary: there exists a prime number p of symmetry for E; 
then the symmetric number of 2 with respect to p, which is 2p-  2, is no longer prime, in 
contradiction with our hypothesis; so no prime number is of symmetry for E). What about local 
symmetry? In a trivial sense, any set of integers is locally symmetric, because an interval I small 
enough and whose centre is an integer contains no other integer; so E is trivially locally symmetric. 
However, if we consider only intervals containing at least one prime number other than the centre 
of symmetry, then it is clear that there exists in E points of local symmetry; for instance, 5 is such 
a point, because 3 and 7 are prime numbers ymmetric with respect o 5. It follows that E is not 
locally asymmetric. An example of a perfect set which is locally asymmetric is the Cantor triadic 
set [containing those numbers in the interval (0,1) which have an infinite triadic development with 
no occurrence of the digit 1]. We have proved this result in Ref. [1]. 
ANTISYMMETRIC  SETS 
In order to give an example of antisymmetric set we shall use what is called a Hamel basis for 
the set R of real numbers. Such a basis, let us denote it by H, is a set of real numbers having the 
following properties: 1° any finite subset HI = (Xl . . . .  , x,)  of H is rationally independent, i.e. if 
r lx~ + r2x2  + • • • + rnx~ = 0, where r~, r2, • • •, rn are rational numbers, then r~ = r2 . . . . .  rn = 0; 
2 ° for any real number x which is not in H there exist a finite subset//2 = (Yl,Y2,... ,ym) of H 
and m rational numbers r~, r2 . . . .  , r,~ such that x = rlyl + r2Y2 + • " • + rmym.  The existence of a set 
with properties 1° and 2 ° has been proved by Hamel. It is obvious that H is antisymmetric. Indeed, 
let x ~ H, y ~ H. The symmetric point of y with respect o x is z = 2y - x, which cannot belong 
to H, because the set {x, y, z), as a subset of H, is rationally independent. 
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It follows that H is also locally antisymmetric. 
Another example of a (locally) antisymmetric set is the algebraically independent set defined by 
John yon Neumann. The set A of real numbers is algebraically independent if for any finite subset 
{al,a2 . . . .  ,an} of A the relation P (a~,a2,.. . ,an)=0 [where P(x~,x2 . . . . .  Xn) is a polynome 
whose coefficients are integers] is possible only when all coefficients are equal to zero. Von 
Neumann has given an example of an algebraically independent set having the power of the 
continuum (see Ref. [2]). It is easy to see that such a set is (locally) antisymmetric. 
A third example of a (locally) antisymmetric set is any anticonvex set in the sense of W.A.J. 
Luxemburg (the concept is discussed in Ref. [3]). A set S of real numbers is called anticonvex 
whenever for x and y in S, x different from y, the number (x + y)/2 does not belong to S. It is 
easy to see that any Hamel basis and any algebraically independent set are anticonvex sets. In a 
different context and in a different erminology, the notion of an anticonvex set was considered 
by H. Steinhaus, when he raised the following problem. What is known about a linear set A such 
that no point at the same distance with respect o two points in A belongs to A ? 
It is easy to see that a real set is antisymmetric f and only if it is anticonvex, so these two 
properties are equivalent. Another possible formulation of the same property is the following: the 
set contains no three points in arithmetic progression. 
SYMMETRY OF A SET A WITH RESPECT TO 
POINTS WHICH DO NOT BELONG TO A 
So far, symmetry of a set A was considered only with respect o a point which belongs to A. 
However, very often symmetry takes place with respect o points which do not belong to the set. 
An example in this respect is the set of irrational numbers, which is locally asymmetric (but has 
no point of local antisymmetry); this set is symmetric with respect o every rational point. This 
is possible because irrationality is not invariant by addition, whereas the sum of two numbers, one 
rational, the other irrational, is always irrational. An example of another type is the set Z of 
integers, which is symmetric; but there are numbers x which do not belong to Z, such that Z is 
symmetric with respect o x. Such a number x is the arithmetic mean of two consecutive integers. 
As we shall see later, symmetry of a set with respect to all types of points leads to a more restrictive 
property of symmetry; it will be called strong symmetry. 
MORE SOPHIST ICATED EXAMPLES OF SYMMETRIC SETS 
An interesting example of symmetric set is furnished by the so-called homogeneous sets 
introduced by Borel [4]. The real set E is homogeneous if for any x, y in E (x # y) the translation 
xy transforms E in itself. Obviously, the set Q of rational numbers is homogeneous, but it is also 
countable. Borel gives an example of an homogeneous non-countable s t of Lebesgue measure zero 
(a real set E is of Lebesgue measure zero if for any strictly positive number a there exists a sequence 
I,, I2,. •. ,  In,. • . ,  of open intervals having the following two properties: 1° the set E is contained 
in the union of the intervals I~, 12 . . . . .  I , , . . . .  2 ° the sum of the series formed with the lengths of 
the intervals I~, 12 . . . .  , In . . . .  , is smaller than a; any countable set is of Lebesgue measure zero, 
but the converse is not true). Borel raised the problem whether there exists a decomposition of R 
into a finite number n > 1 or into an infinite denumerable number of homogeneous mutually 
disjoint sets. In Ref. [5], Erdrs and Marcus have shown that the answer is negative with respect 
to finite decompositions and affirmative with respect o countable decompositions. 
Another type of symmetric sets are the Jensen convex sets. A real set X is convex in the sense 
of Jensen or J-convex if for any x, y in X the number (x + y)/2 is also in X. We have investigated 
the structure of these sets in Refs [6, 7], where it is proved that every J-convex set containing no 
interval is of interior Lebesgue measure (this concept will be defined later) equal to zero. A real 
set X has the Baire property if it is of the form (A - B)UC, where A is open, whereas B and C 
are meagre sets; a set is meagre if it is a countable union of non-dense sets; a non-dense set is one 
whose closure has its complementary everywhere dense, i.e. intersects any open interval. It is proved 
that every set with the Baire property, which is contained in a J-convex set whose complementary 
set is everywhere dense, is a meagre set. 
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STRUCTURAL IDENTITY  OF SYMMETRY AND 
ANTISYMMETRY 
In Ref. [8] we have shown that: 1 ° any Lebesgue measurable real set X for which every point 
of X is of local antisymmetry is of Lebesgue measure zero. The concept of Lebesgue measurability 
may be obtained as follows: the measure of an open set G is the sum of the series formed with 
the lengths of the intervals forming G. The exterior measure of a set X is the greatest lower bound 
of the measures of open .sets containing X. The measure of a closed set F contained in a bounded 
interval I is the difference between the length of I and the measure of the open set I - F. The interior 
measure of a bounded set X is the least upper bound of the measures of closed sets contained in 
X. The interior measure of a set cannot be greater than its exterior measure; if they are equal, then 
the set X is said to be Lebesgue measurable). It is important to precise that Lebesgue measurability 
is a very general property. The existence of a real set which is not Lebesgue measurable is equivalent 
to the axiom of choice due to Ernst Zermelo, which asserts that given a collection of non-empty 
pairwise disjoint sets, there exists as set containing exactly one element from every set of the 
collection. 
What about the measure-theoretic structure of a locally symmetric set? Generally speaking, there 
is no restriction concerning the measure of such a set, because the elementary example of the set 
R of real numbers hows that its measure may be infinite. However, the non-trivial case is that 
of a set having a void interior (the interior of a set is the largest open set contained in the set). 
We have proved [6] that any Lebesgue measurable set X whose interior is void and for which every 
point in X is of local symmetry is of Lebesgue measure zero. The apparent difference with respect 
to the measure-theoretic structure of an antisymmetric set is the requirement of a void interior; 
but it is easy to see that this requirement is obligatory fulfilled by every antisymmetric set (an open 
real set is a union of intervals, whereas an interval is never an antisymmetric set). So, from a 
measure-theoretic v ew point, symmetry and antisymmetry are submitted to the same restriction. 
There is a topological analogy of the above results. In Ref. [8] we have proved that any real set 
X having the Baire property and for which every point of X is of local antisymmetry is a meagre 
set. In Ref. [6] we have shown that every set X with the Baire property, with a void interior and 
which is locally symmetric is a meagre set. So, from a descriptive-topological view point, symmetry 
and antisymmetry are submitted to the same restriction. The structural identity of symmetry and 
antisymmetry is in this way completely proved. 
Some of the results in this sections are consistent with some theorems about J-convex sets in 
the preceding section. 
HOW RESTRICT IVE ARE ASYMMETRIC SETS? 
A natural question: Is asymmetry subjected to a restriction similar to that operating on 
antisymmetry? The example of the set of irrational numbers hows that the answer is negative. 
Indeed this set is asymmetric, has a void interior, but its Lebesgue measure, in any interval, is 
strictly positive; it has the Baire property, but it is not a meagre set. The only similarity with 
antisymmetry emains the following: any local asymmetric set has a void interior. To see this, it 
is enough to observe that if a real set X contains on open interval/, then any point in I is of local 
symmetry for X. 
D ISORDER MEANS COMBINATION OF SYMMETRY 
AND NON-SYMMETRY 
If, as we have seen, Symmetry and antisymmetry are equally submitted to constraints and the 
corresponding restrictions are of the same type, then they both define a certain order whose 
negation should be looked for somewhere between the polar opposites. So, we need a typology 
of intermediate situations, one of which being, for instance, the phenomenon of asymmetry, 
described in the preceding paragraph. However, it is difficult to say exactly where is the "middle 
of the way" between symmetry and antisymmetry, what should mean that a set is not "too 
symmetric" and not "too antisymmetric" at the same time. One possibility is to require a set A 
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to contain no point of local symmetry and no point of local antisymmetry. This is just the case 
of the set of irrational numbers. Another possibility is to  require A to have in each of its portions 
both a point of local symmetry and a point of local antisymmetry. If we denote by B the set of 
points of A which are of local symmetry for A and by C the set of points of A which are of local 
antisymmetry for A, we may expect hat many logical structural possibilities for B and C are in 
fact impossible. A general problem would be here to characterize those pairs (B, C )  of disjoint 
real sets, for which B is the set of points of local symmetry, whereas C is the set of points of local 
antisymmetry for the union of B and C. A more general problem would be the following: Given 
two disjoint real sets B and C and a set A containing the union of B and C, find necessary and 
sufficient conditions for A to be locally symmetric exactly at the points of B and locally 
antisymmetric exactly at the points of C. Another important problem is that obtained when we 
replace in the above formulation "antisymmetric" by "asymmetric" or "non-symmetric". 
SYMMETRY MODULO A NEGL IG IBLE  SET 
Another way to approach the problem of symmetry of A is to consider the possibility that only 
a subset AI of A be (locally) symmetric or (locally) asymmetric with respect o a given point of 
A. This situation is interesting mainly when the set A - A 1 is, in some sense, negligible. There are 
three main types of negligible sets: the finite sets and the countable sets are considered negligible 
from the viewpoint of cardinality (richness); the sets of (Lebesgue) measure zero are negligible from 
the metric point of view; the meagre sets are negligible from a descriptive-topological viewpoint. 
Any countable set is both meagre and of measure zero, but a meagre set (and even a non-dense 
set, such as the Cantor triadic set) and a set of measure zero may have the power of the continuum 
(i.e., they may have the richness of the set R of real numbers). The common features of these three 
classes of negligible sets are: 1 ° they are hereditary classes, i.e. each subset of a set in the class 
belongs to the class; 2 ° they are countably additive classes, i.e. any countable union of sets in the 
same class is also a set in the class. 
Now let us denote by ~ a hereditary and countably additive class of real sets. The set A is 
~-locally symmetric at x if there exists a set P in ~ such that x is a point of local symmetry for 
A -P .  A similar definition for ~-local antisymmetry. 
Another way to involve negligible sets in the study of symmetry is the following. The set A is 
said to be ~-locally symmetric if there exists a set P in ~ such that every point in A - P is of local 
symmetry for A. A similar definition for ~-local antisymmetry. Such concepts have not yet been 
investigated. 
STRONG SYMMETRY 
Symmetry of a set may be described in terms of the symmetry of a function. A functionf:R--.R 
is said to be symmetric at a if for every x in R we have f (x)  =f(2a  - x); f is said to be locally 
symmetric at a if there exists an interval I centred in a such that f (x )=f (2a  -x )  for every x in 
I [9-11]. In Ref. [11] Rusza proves that for every functionf:R--.A locally symmetric in every point 
there exists a real number q in A such that the set of points x where f (x )  is different from q is 
countable. This means that a locally symmetric function on R is very near to a constant. 
From (locally) symmetric functions we move to what we call strong (locally) symmetric sets. If 
X is a real set, let us define the characteristic function fx of X by f (x )  = 1 if x is in X andf (x )  = 0 
if x is not in X. We will say that X is strongly (locally) symmetric iffx is (locally) symmetric. Every 
strongly (locally) symmetric set is (locally) symmetric, but the converse is not true, as is shown by 
the set of rational numbers. Answering a query by Evans and Weil [12], Rusza proves that for every 
strongly locally symmetric subset S of R either the closure of S or the closure of R - S is countable. 
Clearly, this is not true for any locally symmetric set; for instance, for the set Q of rational numbers 
both its closure and the closure of its complementary set are R, thus they are not countable. 
A function f : I~R is said to be symmetrically continuous in x if l im[f(x + h) - f (x  - h)] = 0 
for h--,0. This concept was introduced by Hausdorff [13], who asked whether the set D I of points 
of discontinuities of a symmetrically continuous function on R may be uncountable. An affirmative 
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answer to this question was obtained by Preiss [14]. Another question raised by Hausdorff was 
whether for any real set A which is a countable union of closed sets there exists a symmetrically 
continuous function f for which D r = .4. A negative answer to this question was given by Fried 
[15], who proved that .4 must be a meagre set. This implies that the set C s of points of continuity 
is dense. Now let us take as f the characteristic function of a strongly locally symmetric set X. As 
we have seen, such a function f is locally symmetric in each point. However, local symmetry of 
f implies symmetric ontinuity o f f  [because f(x + h) - f (x  -h )= 0], so f has in every interval a 
point of continuity. For a characteristic function, this means the existence of a dense set of open 
intervals where f is constant. As it was shown by Davies [9], this yields that f is constant on an 
open set whose complementary with respect o R is countable; but this implies the Lebesgue 
measurability of the set X. 
Now let us recall that among the non-trivial examples of symmetric sets were the homogeneous 
sets in the sense of Borel and the Jensen convex sets. Homogeneous sets are involved in some 
decomposition theorems of Borel [4] which proposed in this respect wo problems: "La question 
reste ouverte de savoir si le continu peut-etre d6compos6 en un nombre fini ou une infinit~ 
d6nombrable d'ensembles homog6nes 6gaux, qui ne pourraient 8tre de mesure nulle si leur nombre 
est fini et ne seraient pas mesurables si leur infnit6 est d6nombrable." Erd6s and Marcus [5] have 
proved that the answer is negative in the fnite case ( > 1) and affirmative in the infinite case. We 
may ask whether in these two theorems we can choose the corresponding homogeneous sets to be 
strongly locally symmetric. The answer is affirmative for the finite case, but negative for the infinite 
case. Indeed, since strong local symmetry of a set implies its measurability and since Erd6s and 
Marcus [11] have shown that every homogeneous real set other than R is of interior measure qual 
to zero, it follows that any homogeneous strongly locally symmetric set other than R is of Lebesgue 
measure zero. However, no finite union of sets of measure zero can be equal to R. On the other 
hand, a denumerable union of sets of measure zero cannot be equal to R, which is not of measure 
zero. 
Measurability of strongly locally symmetric sets is an important aspect of their regularity. 
Another regularity of these sets is related to their topological aspect. Since, following the Davies 
argument, mentioned above, any locally symmetric function is constant on an open set whose 
complementary is countable, it follows that strongly locally symmetric sets have the Baire property 
(i.e. they are of the form G - A UB, where G is open whereas A and B are meagre sets). 
STRONG ASYMMETRY AND STRONG ANTISYMMETRY 
Local asymmetry of a set X was defined by absence in X of any point of local symmetry. Strong 
local asymmetry on the interval I should be defined by the property: no point in I is of local 
symmetry for X. Local antisymmetry of X was defined as local antisymmetry of X with respect 
to each of its points. Strong local antisymmetry of X on an interval I should be defined as local 
antisymmetry of X with respect o every point in I (belonging or not to X). 
Is strong antisymmetry really possible? The answer is obviously negative, because given two 
elements x and 3' of a set, they are symmetric with respect o (x + y)/2. As a special remark, no 
hope to have a Hamel basis which is strongly antisymmetric or an anticonvex set with this property 
(let us recall here that anticonvex sets were introduced by Luxemburg and discussed in Ref. [3]). 
What about strong local antisymmetry? Let us assume the existence of a set A which is strongly 
locally antisymmetric on the interval I. Such a set is locally antisymmetric on I ,  so, in view of 
a preceding theorem, the interior of A is empty in I, so I - A is dense in I. On the other hand, 
if there exists a subinterval J of I whose intersection with A is empty, then A is no longer locally 
antisymmetric in J. But this contradicts the hypothesis. It follows that A is dense in I. It is thus 
proved that both A and I -  .4 are dense in I -  A. Another consequence of strong local 
antisymmetry is that the cardinal of A is never greater than the cardinal of I - A; a similar situation 
for their measures (if they exist). The characteristic function of .4 has no point of local symmetry; 
moreover, it has no point of symmetric ontinuity (since the difference f(x + h) - f (x -  h) 
alternates the values 1 and 0 when h is approaching zero). 
The reader is challenged to check whether such a set A really exists. 
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SYMMETRIC CONTINUITY  
This concept, already used in the preceding sections, deserves more attention. Two main 
problems were considered; one concerns the structure of the set D z of discontinuities of a 
symmetrically continuous function on an open interval I, the other is related to the structure of 
the set Sg of points of symmetric ontinuity of an arbitrary real function g of a real variable. Let 
us first remark the elementary fact that continuity implies symmetric ontinuity. Continuity o f f  
in x means f (x  +h) - f (x )  is approaching zero when h is approaching zero. However, 
f (x  + h) - f (x  - h) =f (x  + h) - f (x )  +f (x )  - f (x  - h), so if f (x  + h) - f (x )  is approaching 
zero, the same happens withf(x + h) - f (x  - h). The converse is not true. Dirichlet function, equal 
to zero for x irrational and to one for x rational, is discontinuous at every point, but it is 
symmetrically continuous at each rational point. Against this discrepancy, we feel that symmetric 
continuity could have a global influence; such a function could not be "too discontinuous". This 
feeling is confirmed by a result of Preiss [14], stating that symmetric ontinuity in the interval I
implies continuity almost everywhere in I (i.e. the set D/is of Lebesgue measure zero). It is also 
known that D z is a meagre set [15]. Thus, for any symmetrically continuous function in I the set 
D/is both meagre and of measure zero. Since D z is anyway a countable union of closed sets, the 
following problem appears naturally: given a meagre set A of measure zero which is a countable 
union of closed sets, does there exist an everywhere symmetrically continuous funct ionfwhose set 
D: of points of discontinuity is equal to A ? The answer is negative, because we have shown [1] that 
there exists no symmetrically continuous funct ionffor  which D z is the Cantor ternary set. We recall 
that this set is formed by those numbers x between 0 and 1 whose development in base 3 contains 
no occurrence of the digit 1. Cantor's ternary set is non-dense, perfect( = closed and dense in itself) 
and of measure zero. 
Since D z is both meagre and of measure zero, it is interesting to direct attention towards a new 
class of negligible sets called porous sets, introduced by Dol~enko [16] (see also Zajicek [17] and 
defined as follows. Let E be a real set. Denote by I(E, x, d) the length of the longest interval in 
(x - d, x + d), ~vhich is disjoint with E. The porosity of E at the point x is defined by the superior 
limit of l(E, x, d)/d when d-~0. The set E is said to be porous at x if its porosity at x is strictly 
positive. The set E itself is porous if it is porous at each of its points. A it-porous et is a countable 
union of porous sets. Any a-porous set is meagre and of measure zero, but the converse is not 
true. Pu [18] asked whether given a real porous set E which is a countable union of closed sets, 
there always exists a symmetrically continuous funct ionfsuch that Dz= E. Since Cantor's ternary 
set is porous, the answer to Pu's question is negative. 
The following problem remains open: characterize the set D z of points of discontinuity of a 
symmetrically continuous function f :R ---}R. 
THE SET OF POINTS OF SYMMETRIC CONTINUITY  
Let us refer now to the other problem quoted in the introduction of the preceding section. Given 
a function f:R---}R, what can be said about the structure of the set S/of  its points of symmetric 
continuity? In Ref. [19] we have proved that given an arbitrary set A which is a countable 
intersection of open sets, there exists a function f whose set S/is equal to A. This result is similar 
to what happens with the usual property of continuity: given an arbitrary set A which is a countable 
intersection of open sets, there exists a function fwhose  set C /o f  points of continuity is equal to 
A. However, here the converse is also true: for any function f, the set C r is a countable intersection 
of open sets. What about the corresponding situation for symmetric continuity? Is, for any function 
f, the set S/a countable intersection of open sets? The answer is negative. An example in this respect 
is the Dirichlet function, the characteristic function of the set of rational numbers. For this 
function, the set S: is equal to the set of rational numbers, which is not a countable intersection 
of open sets. So, the following problem remains open: find a necessary and sufficient condition for 
a set A to be the set Sf of a suitable function. 
OTHER ASPECTS OF SYMMETRIC CONTINUITY  
One of the strongest example of discrepancy between continuity and symmetry continuity is due 
to Erd6s [20], who has shown that if the continuum hypothesis (which asserts that there is no 
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cardinal number greater than that of countable sets and smaller than that of the set of real numbers) 
is assumed, then there exists an additive subgroup G of R of measure zero, such that G fq I is a 
meagre set for no interval L The characteristic function of G is symmetrically continuous at each 
point of G, but continuous nowhere. 
In Ref. [21] it is shown that if a sequence of symmetrically continuous functions on R converges 
uniformly on R to the function f:R--*R, then f is symmetrically continuous. Since the limit of a 
pointwise convergent sequence of symmetrically continuous functions is not always symmetrically 
continuous, it would be interesting to investigate a possible "symmetric classification" of functions; 
i.e. a classification where the functions of class zero are the symmetrically continuous functions, 
whereas the pointwise limit of a sequence of functions Of class n is a function of class n + 1. 
How effective is such a classification? For what values of n do there exist functions whose class 
is exactly n?. 
In the same order of ideas we may look for a characterization f that type of convergence which 
could be called symmetric onvergence. How to define it in order to have the following theorem: 
the limit of a convergent sequence of symmetrically continuous functions on R is a symmetrically 
continuous function on R if and only if the convergence is symmetric? This question was answered 
by Popescu [22]. 
LOCALLY SYMMETRIC FUNCTIONS 
A function f :R ~R is said to be locally symmetric at the point x in R if there exists a positive 
number 6ix such that for every h strictly between 0 and 6x the equality f (x  -h )  =f(x  + h) holds. 
In Ref. [21] it is proved that every locally symmetric function on R is the limit of a sequence of 
continuous functions on R. Thus, a classification starting with the locally symmetric functions as 
the class zero will remain within the framework of the classical classification starting with 
continuous functions as functions of class zero. How effective is such a locally symmetric 
classification? Do there exist, for every n, functions ot" the exact class n? Since the limit function 
of a pointwise convergent sequence of  locally symmetric functions is constant on the complement 
of a countable set [21], it follows that higher locally symmetric classes contain only functions which 
are constant, excepting a countable set. 
A few words about the temptation to define a property of uniform local symmetry as follows: 
there exists a positive number 6 such that f (x  - h) =f(x  + h) for any x and any h with 0 < h < 3. 
It is easy to see that the only functions satisfying this property are the constant ones. Thus, 
non-trivial ocal symmetry is never uniform. A natural problem arises: for a locally symmetric 
function f what properties of a real set A will guarantee that from uniform local symmetry on 
R -A  follows the identification o f f  to a constant on R? 
NON-TRIV IAL  SYMMETRIC CONTINUITY  IS NEVER UNIFORM 
Trying to impose to symmetric ontinuity a condition of uniformity, we get the following 
definition: a function f:I--* R (where I is an arbitrary real interval) is said to  be uniformly symmetric 
continuous if for every number e > 0 there exists a number /> 0 such that if I h I < r/and both x - h 
and x + h are in L then [f(x + h) - f (x  - h) I < e for any x in L In contrast with symmetric 
continuity, uniform symmetric ontinuity is meaningful not only on open intervals, but on an 
arbitrary interval. This fact is a consequence of a more general one: uniform symmetric continuity 
is equivalent to uniform continuity. Indeed, we can reformulate the new definition as follows:f:I-*R 
is uniformly symmetric ontinuous if for every ~ > 0 there exists r /> 0 such that for any pair x, y 
in I satisfying Ix -Y l  <2~/ we have I f (y ) - f (x ) l<~.  In other words: non-trivial symmetric 
continuity is never uniform. 
Let f : I~R (I open) be a symmetrically continuous function. Let A be a subset of I on which 
the symmetric ontinuity of F is uniform; i.e. for every e > 0 there exists ~/> 0 such th~at if I h I < r/ 
then If(x + h) - f (x  -h ) l  < ~ for every x in A. Obviously, ~if I -  A is finite, then f is uniformly 
symmetric ontinuous on / ,  i.e. it is uniformly continuous on L It seems interesting to determine 
cases when, under the conditions given above, with I - A infinite, uniform symmetric ontinuity 
on A implies uniform continuity on L It would also be interesting to find another type of 
uniformity, which transgresses the trivial case. 
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SYMMETRY STRUCTURE OF A SET AND OF A 
FUNCTION: AN OPEN PROBLEM 
Given a set A, under what necessary and sufficient conditions there exists another set B 
containing A and such that B is locally symmetric with respect o every point in A and only with 
respect o these points? (In order to avoid trivial situations, we exclude from consideration isolated 
points.) 
We will not answer this question in the general case, but we will give an example showing the 
surprising nature of this problem. Namely, we will prove that given a compact interval [a, b] there 
exists no set B for which the above set .4 is [a, b]. Indeed, if such a set B would exist, then b would 
be a point of local symmetry for B. This implies the existence of a point c between a and b, such 
that the symmetric point with respect o b, of any point in B tq(c, 2b -c )  belongs to B. However, 
[a, b] is contained in B and contains the interval (c, b), thus the symmetric point with respect o 
b of any point in (c, b) belongs to B. It follows that the interval (b, 2b -c )  is contained in B, 
thus b is interior to B. It results that any point between b and 2b - c is a point of local symmetry 
for B; but this contradicts the hypothesis that A contains all points of local symmetry for B. Thus, 
no set B exists having A as its set of points of local symmetry. The result remains valid in the more 
general case when A is a finite union of compact intervals. 
When dealing with symmetric ontinuity, we are forced to work with functions defined on 
an open interval. However, we may consider a compact interval [a, b] contained in the open 
interval (c, d) and ask whether there exists a function defined on (c, d) and symmetric continuous 
at x if and only if x belongs to [a, d]. The answer is affirmative. Indeed, starting from a function 
which is symmetrically continuous on (a, b) and for which f(b -h )  tends to zero when h tends 
to zero, we may define a function g on (c,d) by g(x)=f (x )  if x belongs to [a,b] 
and g(x)=f (b -h)+ q~(x),h >0, where x = b +h [we assume that (c,d) is smaller than 
(a, b)] whereas tp is a function which is symmetrically continuous at no point in (b, c), tends to 
zero when x ~b. 
SYMMETRIC DERIVATIVES: THEIR HISTORICAL ORIGIN 
The concept of symmetric derivative is historically the first in the study of symmetry in 
mathematical nalysis. The initial motivation is related to the study of trigonometric series in the 
last two centuries (Riemann, Lebesgue, Fatou, Denjoy etc.). A trigonometric series has as its 
general term the expression an cos nx + b, sin nx and is the main tool in the investigation ofperiodic 
phenomena in physics. Under adequate circumstances (for instance, uniform convergence) a 
trigonometric series is the Fourier series of its sum, i.e. the coefficients an and bn are expressed by 
means of the integral of the sumf(x)  multiplied to cos nx and sin nx, respectively (with a constant 
factor). The dream of mathematicians i terested in this problem was to transform every convergent 
trigonometric series in a Fourier series of its sum. However, the concept of a Fourier series is 
dependent on the considered concept of integral. With the classical Riemann integral, many 
convergent trigonometric series are not Fourier series. At the beginning of our century, Lebesgue 
introduced a new concept of the integral, more general than the Riemann integral. With the 
Lebesgue integral the class of Fourier series is considerably enlarged, but still remains a convergent 
trigonometric series which is not a Fourier series. A decisive attempt o transgress this gap was 
made by Arnaud Denjoy, who introduced in 1912 a concept of integral (more general than that 
of Lebesgue) allowing to integrate any finite derivative, by means of a Newton-Leibniz formula 
type. Unfortunately, although the class of Fourier-Denjoy series is considerably arger than that 
of Fourier-Lebesgue s ries, there still remains ome convergent trigonometric series which are not 
Denjoy-Fourier series. An example in this respect is obtained by a series of general term a, sin nx, 
where (an) is a decreasing sequence with limit equal to zero and such that the series of general term 
a,,/n is divergent. The sum of this series is not integrable in the sense of Denjoy. 
Due to this failure, the problem to express the coefficients of a convergent trigonometric series 
be means of its sum took another orientation. The classical problem of finding a primitive of a 
continuous function was replaced by another one, where instead the ordinary derivative some other 
derivatives are considered. This is the moment when the idea of symmetry penetrates into the study 
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of the trigonometric series. In fact, this idea appears very early, with Riemann, but it only takes 
a systematic development i  our century. Two main types of symmetric derivatives are considered; 
they will be presented in the next sections. By means of these, Denjoy was able to completely solve 
the problem of coefficients of a convergent trigonometric series. Such a solution by means of a 
"primitive of the second order" was announced by Denjoy in 1921, but the details came very late, 
in a series of volumes published by the same author during the 1950s. Some other solutions of the 
coefficients problem came concomitantly. 
SYMMETRIC DERIVATIVE 
The symmetric derivative of the function f : I - ,R  at the point x in I is the limit of 
[ f (x  + h) - f (x  - h)]/2h, where h --,0 (if this limit exists; if not, we consider the upper and the lower 
limit of the same expression and we get the upper and the lower symmetric derivative o f f  at x). 
We denote the symmetric derivative at x (the upper and the lower symmetric derivatives) by f~(x) 
(by fS(x) and fS(x), respectively). In 1928, in an article published in Fundarnenta Mathematica, 
Sierpinski posed the question whether there is a non-measurable function whose symmetric 
derivative isequal to zero at every x. In 1971, Preiss [14] gave a negative answer, by showing that 
a real function having a finite symmetric derivative at every x is continuous almost everywhere, 
thus measurable. Larson posed then a new problem: is f measurable iffS(x) exists (finite or not) 
at every x? An affirmative answer to this question is obtained by Uher [23]; a second proof of the 
same result is given by Pu [24]. 
From the regularity ( = measurability) of a function with symmetric derivative we move to the 
regularity of the symmetric derivative. Improving aprevious result by F. M. Filipczak, Laxson [25] 
shows that an arbitrary symmetric derivative is in the first class of Baire (i.e., it is the limit of a 
sequence of continuous functions). 
SYMMETRIC DERIVATIVE VERSUS ORDINARY DERIVATIVE 
An important problem is to establish minimal conditions under which symmetric derivative is
ordinary derivative. The existence of the latter implies the existence of the former and their equality 
[because f (x  + h) - f (x  - h) = f (x  + h) - f (x )  + f (x )  - f (x  - h)], but the converse is not true. 
However, globally the converse may be partially true. For instance, a classical result asserts that 
if f is a continuous real valued function whose symmetrical derivative f; (x) exists everywhere, then 
f ' (x )  exists exception on a set which is both meagre and of measure zero. An important class of 
functions having symmetric derivative verywhere is formed by those functions f which have at 
every x finite right and left derivatives (the difference of two concave upward functions is an 
example in this respect); for any function of this type, the exceptional set where the ordinary 
derivative f ' (x)  does not exist is at most countable. In the general case of existence of symmetric 
derivative verywhere, situation is different. Foran has given an example of a continuous function 
f such that f ' (x )  exists everywhere but f '(x) fails to exists on an uncountable s t [10]. However, 
as Foran shows, the exceptional set of his example is "small", i.e. of Hausdorff dimension zero 
[it is an enumerable s t along with a perfect set which can be covered with 2 n- I intervals of size 
2n(n!)-2]. Foran raises the question whether the dimension of the exceptional set can be increased 
or whether any perfect set of measure zero can be the exceptional set. 
SYMMETRIC DERIVATIVE AND MONOTONICITY 
It is known from elementary mathematical analysis that for any differentiable function on an 
interval I monotonicity is equivalent to the fact that the derivative does not change its sign on/ .  
Further investigations have shown that monotonicity is a consequence of some weaker conditions 
than those mentioned above. Improvements concern the possibility to ignore the behaviour of the 
derivative on some negligible sets and/or to replace the derivative by upper or lower derivative or 
by one of the derivates of the function i.e. the upper and lower limits at right and at left of 
[ f (y ) - f (x ) / (y  -x ) ]  when y is approaching x.
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In the light of the above facts, a natural question arises. Can we obtain sufficient conditions of 
monotonicity expressed in terms of symmetric derivative? Several results have been obtained in this 
respect, but we shall quote only one of them, which seems to be one of the most significant. Evans 
[26] has proved that for any function f :R - ,R  with the Darboux property [for any two points 
u and v and for any value 2 between f(u) and f(v) there exists between u and v a point w 
such that f (w)= 2] and of the first Baire class, for which the lower symmetric derivative f~(x) is 
negative for no x in R the function f is non-decreasing if and only if f is measurable and 
lim inff(t)<~f(x)<, lim supf(t)  when t---,x. In order to understand the generality and power of 
this result, let us observe that any continuous function is an ordinary derivative, any finite 
derivative is of first Baire class and has the Darboux property and any function in the classification 
of Baire is measurable. 
Another significant result in the area of symmetry and monotonicity belongs to Belna et a/.[27]. 
A real valued function defined on the real line R is said to be non-decreasing at x if there exists 
a positive number 6x such that f (x -h )  <, f (x )~f (x  +h), for all 0 < h < 6x; f is said to be 
symmetrically non-decreasing at x if there exists a positive number 6~ such thatf (x  - h) <~f(x + h) 
for all 0 < h < 6x. Let us put M = {x; f is non-decreasing at x} and S = {x; f is symmetrically 
non-decreasing at x}. M is contained in S. Belna et al. show that the discrepancy between 
M and S is not important. The set S - M is of measure zero for any measurable function f ;  
S -  M is a meagre set for any function f fulfilling the Denjoy property: if the set 
.4 = {x; ~ <f (x )  < t ,  a < x < b} is not empty, then ,4 is of positive measure. 
SCHWARTZ SYMMETRIC FUNCTIONS 
Another type of derivative imposed by the study of trigonometric series is the direct second order 
derivative or Schwartz derivative defined by 
limf(X + h) + f (x  - h) - 2f(x) D~f(x) 
h~O 4h 2 
A concrete problem related to this derivative is to find a continuous function f when we know its 
direct second order derivative D2f. 
It was proved that i f f  is a function of the first Baire class, if it has the Darboux property and 
if D~f(x) is negative at no point in R, thenf is  convex (see, for instance, Larson [25]). This result 
stresses the way in which Schwartz symmetric derivative (called sometimes Riemann derivative or 
second order symmetric derivative) generalizes the ordinary second order derivative. 
How discontinuous can be a function f having at each point a finite Schwartz symmetric 
derivative? Tran [28] has recently shown that such a function may be measurable, but at the same 
time discontinuous on an uncountable set. Pu [29] has generalized a result following which for any 
measurable function f having everywhere a finite Schwartz symmetric derivative the set of points 
where the upper left derivate is different from the upper right derivate or the lower left derivate 
is different from the lower right derivate is a meagre set. 
OTHER RESULTS, PROBLEMS AND SUGGESTIONS 
Since important ideas of symmetry were inspired by the theory of trigonometric series and since 
these series are mainly related to periodic functions, it seems interesting to check possible relations 
between local symmetric sets and functions on the one hand and periodic sets and periodic and 
almost periodic functions, on the other hand. We recall that a real valued function f of a real 
variable is almost periodic (in the sense of Harald Bohr) if for any a > 0 there exists b > 0 such 
that every interval of length b contains at least one point y for which we have [f(x + y) - f (x )  I < a 
for any x in R. Bohr defined this property for continuous functions, but the condition of continuity 
can be sometimes dropped or weaken. 
The symmetric oscillation tos(f, x, y) of f  on the interval [x - y, x + y] is defined as the supremum 
of the set { Lf(x + h) - f (x  -h)[;  [h[~< y}. The symmetric oscillation tos(f, x) of fa t  x is defined 
as the infimum of the set {o~s(f, x,y); y in R+ }. It is easy to see that ¢%(f,x,y) is non-decreasing 
114 S. MARCUS 
with respect to y. So, we have a~s(f, x )= lim ogs(f, x, y) when y ~0. What is the behaviour of the 
symmetric oscillation to,(f, x)? It is equal to zero if and only i f f  is symmetrically continuous at 
x. For the usual oscillation a~(f, x), defined as the infimum of the oscillations o f f  on various 
intervals centred at x, it is known that e93(f, x )= o92(f, x) for any f:R ~R, and for any x in R 
(a~2(f, x) = o~[to(f, x), x], o93(f, x) = ~o[e92(f, x), x]. For other types of oscillation, obtained by 
neglecting various types of exceptional sets (countable, meagre, of measure zero, finite etc.). 
Blumberg has shown that in most cases oscillations of order higher than two are not identical [30]. 
When only the valuef(x) is ignored, we get the so-called reduced oscillation co0(f, x), investigated 
by Froda [31], who showed that for any positive integer n we may have eg~ (f, x) different from 
ogg÷l(f,x). In the light of these situations and taking them as a term of reference, it would be 
interesting to investigate he iterated symmetric oscillations of an arbitrary function and of some 
special classes of functions. 
Another interesting topic could be the investigation of the possible relations between locally 
symmetric functions and locally recurrent functions [32, 33] defined by the property that every 
deleted neighbourhood f x contains a point y such that f(x) =f(y).  
Erdrs [34] has proved that given an infinite set S in the k-dimensional Euclidean space, there 
exists a subset St of S having the same cardinal as S, such that all the distances between points 
of St are distinct. When k = 1, the property of St is stronger than that of local antisymmetry. 
Another result (by Erdrs and Kakutani) asserts that the equality between the cardinal of the 
continuum and the cardinal aleph one is equivalent to the statement that the real line is the union 
of countably many Hamel bases [34]. Let us recall that any Hamel basis is an antisymmetric set, 
so we find out the possibility to express the real line as a countable union of countably many 
antisymmetric sets. On the other hand, as we have seen, the real line is also the union of countably 
many symmetric sets. We get in this way a new structural analogy between symmetry and 
antisymmetry. 
Recently, we have received from Janusz Jaskula and Bozena Szkopinska letter announcing 
some new results concerning the set of points of symmetric continuity of an arbitrary function. 
These authors obtain some necessary conditions, on the one hand, and some sufficient conditions, 
on the other hand, that a given set be the set of points of symmetric continuity for some function 
f:R--*R. The concept of symmetric oscillation introduced in Ref. [35] is used in this respect. It is 
shown the existence of a set which is not the set of all points of symmetric continuity for any 
function f:R ~R. The considered example is, at the same time, an example of a function f:R ~R 
for which the set of points of symmetric continuity is not measurable (this is done without using 
the continuum hypothesis, as in Erd6s example quoted above). Let us also recall that Belna [36] 
has shown that for any function f:R--,R the set of points where f is both discontinuous and 
symmetrically continuous i of interior measure zero. 
Larson has published a survey article on symmetrical real analysis, mainly towards the problems 
of symmetric differentiability. Among the open problems he mentions, let us quote the following: 
"It is unknown whether symmetrically continuous functions are in any Baire class." [25] 
SOME CONCEPTUAL AND PHILOSOPHICAL DIFFICULTIES 
Symmetry is a kind of constraint, of restriction, of regularity. At the same time, symmetry is
a kind of repetition. Since any regularity is a kind of repetition, there is a tendency to extend the 
status of symmetry to any regularity. But regularity means presence of some rules. So, we arrive 
at the paradoxical moment of our concern: rules are equally unavoidable when dealing with various 
types of non-symmetry. This happens because imposing the absence of a definite rule is still a rule. 
The culminant point of this situation is represented by antisymmetry, where the basic restrictions 
are identical to those operating on symmetry (as it was shown above). 
How can we transgress this difficulty? We are afraid no answer in this respect exists. A similar 
experience is significant for our problem too: various attempts to define, to characterize 
randomness. Randomness may mean very different hings: absence of rules; generality (arbi- 
trariness); imprevisibility; high complexity; great entropy; chaotic behaviour etc. Although these 
aspects interfere, they are not mutually equivalent. When dealing with randomness, we have to 
precise everytime in what sense is it considered. Many confusions follow from imprecision i  this 
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respect. There is no example of a intuitively satisfactory random sequence because in order to make 
explicit such an example we need a rule. The same happens in the field of symmetry, where no total 
absence of symmetry can be made explicit. Beyond its proper, precise mathematical meaning, 
symmetry may mean order, regularity, law, repetition etc. These meanings are not mutually 
equivalent and, in fact, their mathematical models are different. 
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