Introduction
Lately there has been a great deal of interest in spaces of Lorentz type, which some authors have started to call spaces of Lorentz--Marcinkiewicz. These spaces are defined in the following way: given a non-negative function w on (0, o~), the space Aq(w), 0<q<-~, consists of those functions defined on a a-finite measure space M, fixed from now on, for which [11] , [12] and [13J, and in particular if ~0 (t)= t o one obtains the classical real method of interpolation developed by J. L. Lions and J. Peetre (see [1] , Chapter 3). When we consider interpolation by the complex method of A. P. Calder6n [2] , this question has not been treated. This is the problem we are going to address in this paper.
There are two ways to attack this problem. The first one is to find a relation between the real interpolation method with a function parameter and the complex interpolation method ofA. P. Calder6n. (See [1] , page 102, for a relation of this type when we consider the classical real interpolation method.) This relation is as follows: given a pair of compatible Banach spaces A0, A1 and a pair of functions ~00, 91 in fl,, we prove the equality 
The other approach is based on an idea of Calder6n [3] Similarly there is a result for S*: If u=v~w and (1.7), or equivalently (1.8), holds, we write wEIr(S) and similarly wEWq(S*) when (1.9), or equivalently (1.10), holds. We will denote by C(S; q, w) the infimum of the constants C that appear on (1.7), and we shall use C(S*; q, w) for the smallest constant that could be used in (1.9) (here u=v=-w).
Using non-negative functions wEWq(S)nVv~(S*), we can identify the intermediate spaces of Aq(w) in the complex method of interpolation. The result is when u,j~WqflS)c~WqflS*),0 ql .]=0, 1. Details can be found in Section 3. qbe idea of using generalized Hardy inequalities in connection with interpolation has appeared also in [8] and [16] .
There is a discrepancy between the parameters used in (1.4) and (1.11). The result in (1.11) is more general than that of (1. [4] . A summary of this method is given in Section 2. The CaIder6n method of interpolation is a particular case of this more general method.
We call the reader's attention to the fact that some of the methods used here are valid only for Banach spaces, so that we only treat the interpolation of the spaces in the ease l_<-q~oo. The case 0<q<l requires other techniques which will be the object of a forthcoming paper.
A reiteration theorem
A relation between the real interpolation theory with a function parameter and the complex method of interpolation for families of Banach spaces is proved in this section (see Theorem 2.6). For the reader's convenience we start by reviewing the methods of interpolation used below.
The complex method of interpolation
We describe the complex method of interpolation for families of Banach spaces as given in [4] . Let T={zEC: [z[=l}; to simplify notation we shall write OET instead of ei~ Let {B(O)}oe T be a family of Banach spaces. We say that this family is an interpolation family of Banach spaces ( 
[[v<=k(O)[Ib][~(o) for all bE~, with log + k(O)ELa(T).
The space ~ is called the log-intersection space of the given family and U is called the containing space. Other properties of these spaces, such as the interpolation property and reiteration can be found in [4] and [5] . The only one we shall need in this paper is the following subharmonicity property, which is contained in proposition (2.4) of [4] :
-ze -i---------~) is the Poisson Kernel olD Jor evaluation at z.
Another type of subharmonicity property ~hich will be used in the sequel is the "fundamental inequality" of [9] (Proposition 3.1) ~hich we state below.
Suppose that the function p:
for some zC D (and hence for all z). 
Proposition 2.2. For a p-admissible function F we have log IluF(z, 9 )IIL,(=) <= f (log !I F(O, 9 )ilL,,o,)P-_(O)dO where ur(z,x)=ex p [fr(log lF(O,x)l)a=(O)dO], zEO, and a~(o) is the analytic function whose real part is P~(O) and H,(0)=Pz(0).

The real method of interpolation with a function parameter
']a,'~,q ~ (f: [9(t)-l K(t, a)]q d-~--/ ) 1/q <~
where K(a, t) is the K-functional used in the classical real method of interpolation (see [1] ). Notice that when ~o(t)=t ~ 0<0< 1, (A0, A1)~,q=(Ao, AOo, q. Several properties of these intermediate spaces can be found in [6] , [11] , [12] and [13] .
In what follows we shall need several properties of the class B o . It turns out that B~, is contained in a class of functions B K introduced by T. F. Kalugina in I11] (see [6] 
0) q,(t) ~ CO(t) -~; (2) CO(st) ~= CO(s)CO(t), s, tCR + (CO is subnndtiplicative) ;
::[ {+)1"-
(:: .,':"
) if 9(B r then there is a function g~.Bo such that ~o and g are "equivalent" in the sense that there are two positive constants cz and co_ such that clg(t)<-q)(t)<= c2g(t), t>O.
We shall now give some properties of the spaces .4~.q which we shall use below and which cannot be found in the literature.
Proposition 2.4, Let qo~Bo, a~Ao+ A~ and l ~q:-~. Then
{:: <~o Then Jor aE Ao, ~ we have Let q~EB, and l_q= .
The proof is the same as in the case of qo(t)=t ~ 0<0< 1, so that details are left to the reader. Observe that (1) and (2) of Proposition 2.6 can be used to obtain discrete characterizations of .4~,,~.
Main result and consequences
In this section we shall deal with functions F: TXR + ~R + such that F(O, t) = _ F0(t) is measurable on 0 for every t>0 and Fo6B~ for every 0ET. Given q: T-+[1, ~) measurable, the basic assumption on F is the following condition S: 
Proof. We begin by showing that F~B0 for all zC.D so that it makes sense to write (Ao, AOF=,~(~). For FoEB~, we set Go(t)=(tFo(t))/Fo(t) so that a simple exercise in ordinary differential equations sho~s (2.4) F0(t) = exp [fl (Go(s)/s)ds).
Thus F~( 0 = exp {fx [f~ (Go(s)/s)ds) P~(O)dO} -exp {f~ (Gz(s)/s)ds} where Gz(s)=_G(z, s) is the Poisson integral of G(., s). Hence Gz(t)=(tF~(t)/Fz(t)).
The maximum principle and the continuity of F(O, .) show that supt>o (G,(t))< supt>0 supoE T Go(t)< 1 and similarly inft>o G=(t)>0. This shows that F:EB 0, as we wanted.
Our next step is to prove that {A(O)}oET is an interpolationJamily. To see this, observe that A(O)c-~Ao+A1 and by Proposition 2.4. tla]J.4o+A<-k(O)[Ia[la(o), with k(O) = (f: [(Fo(s))-l min (l, s)]~(~ d-~-f } -1/'~~ so that by (2.3), log + k(O)ELI(T), which is all we needed to show.
We now come to the main part of the proof. We first prove the inclusion By the subharmonicity of log K(t,f(z)) (see Lemma 4.1 of [10] ) and the definition of F~(t), we obtain:
_< {f? [F~(t)-I exp (f~ log K(t, f(O))]e(O)ao}l '(~, d~) 1'~`~,
= [~ [exp (fT log [F0(t)-lg(t, f(0))] .ez(O)dO)] q`z, 5)l/q,z,.
Using Proposition 2.2 and the inequality (2.6), we deduce
la][v"q(~)<= exp (f r log [(J~0 [F~176 ~)t/q(O)] Pz(O) dO} = exp (fT tlog If(O)ll~o,q(o)]P~(O) dO) ~ Ilfl[~ -<-Ilal,(1 +~).
The inclusion (2.5) now follows with norm less than or equal to 1 upon letting e ~0. In order to prove the inclusion Proof. Since K(t, a)~min (1, t)lalaonA,, we deduce .,o, (so
Ilall=o,q(o) <--Ilallaona~ [Fo(t)-lt] q(O) -[-[Fe(t)-z] ~(e) 9
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Using (5) and (6) Fix t>0 and let (7(~, t), {ED, be the harmonic conjugate of G(., t) normalized by G(z, t)=0. Similarly let (l/q({))-be the harmonic conjugate of l/q({) such that We are going to show that A,, is bounded for every n. In fact, 
(1/q(z)) ~ =0. Set W({, t)=G(~, t)+iG({, t), ~ED, and (1/s({))=(1/q({))+ tH' (~, t) i(1/q(~)) ~ , ~ED. Let H(~, t) be so that W(~, t)=--, that is, H(~, t)=
f2" G(~, s) ds) <= 2",
IH
O, t 6(2") "
These two estimates give the desired result. We now show that (1.3) can be deduced from Theorem 2.7. To prove this we need to observe that for any pair B 0 and B 1 of Banach spaces, if then (2.9) (see [5] ). Take
and
observe that FO(S)----[~O0(S)]I--O[~OI(S)]O=(O(S )
Hence, using (2.9) and theorem (2.7) we obtain and
A similar argument shows that (1.4) can be deduced from Corollary 2.9. In fact, with q(r as above and 
IWo(S)
if
(O,s)=wo(s)t-~176
Hence, using q(0) q0 ql q (2.9) and Corollary 2.9 we obtain:
Weighted inequalities for the Hardy operator and interpolation
In this section we shall identify the intermediate spaces of the family {A~(~ O, .))}e~w using weighted inequalities for the Hardy operator and its dual.
We first summarize a method of interpolation for families of Banach lattices which was introduced in [9] and prove some results needed in the sequel.
The Calder6n product for families of Banach lattices
A subclass X of a class of measurable functions on a a-finite measure space We let I[/11 z-11 flItx(0)l= be the infimum of the values of 2 for which such an inequality holds. Several properties of the spaces [X(0)] ~ can be found in [9] .
The Banach lattices we are interested in here are the following: for qE [1, ~o] and w=>0 on (0, co), Xq(w) will denote the class offunctionsfon (0, oo) such that We shall prove that under some conditions on M and on w, Aq(w) is a particular case of an X* space. which holds for non-atomic measure spaces and can be found in [15] . Let fE (Xq(w) [A "(~ (w (0,.))]" = A q(') (w (z,-)).
Since q(0)<~, we also have q(z)<~ and, by (3.3), [Aq(~ .))]z has the dominated convergence property needed to apply Theorem 6.1 of [9] . Upon applying this theorem and using (3.3) we obtain [Aq(~ .))]==A'(')(w(z, .)), which is the desired result, i
Notice that (1.11) follows from Theorem 3.3 by an argument similar to the one given at the end of Section 2. This theory would be more general than the existing ones.
