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Cite as: Crawford 1997). While Phase 1 focuses mostly on dramatic phase transitions at Rc1 -the 'edge of order', Phase 2 complexity scientists focus mostly on Rc2 -the 'edge of chaos' (Lewin 1992; Kauffman 1993 ) -chaos occurs where there are so many tensions occurring at the same time that agents can't agree about which tension to respond to. The Region of Emergence exists between the two Edges.
Focusing on living systems (Gell-Mann 2002) , Phase 2 emphasizes the spontaneous co-evolution of entities (usually termed 'agents') in a complex adaptive system. Agents restructure themselves continuously, leading to new forms of emergent order consisting of patterns of evolved agent attributes and hierarchical structures displaying both upward and downward causal influences. The signature elements within the melting zone are self-organization, emergence and nonlinearity. Kauffman's (1993) 'spontaneous order creation' begins when three elements are present: (1) heterogeneous agents; (2) connections among them; and (3) motives to connect -such as mating, improved fitness, performance, learning, and so on. Remove any one element and nothing happens.
According to Holland (2002) we recognize emergent phenomena as multiple level hierarchies, bottom-up and top-down causal effects, and nonlinearities. Nonlinearity often stems from scalability reflected as power-laws (see below). Although Holland (1988) said there is no 'global controller', Westerman et al. (2014) note that employees in the middle of an organization 'have strong rolls to play' but 'leaders at the top must actively drive the effort'.
>>>Insert Table 12 .2 about here<<<
<B>12.2.3 Self-organized Criticality and Adaptive Variability
In his now classic book, How Nature Works, Bak (1996) explained power-law (PL) distributions by looking at how sandpiles build up: falling grains of sand are allowed to slowly accumulate in a pile.
Eventually the sandpile becomes high enough and its slope steep enough to trigger sand avalanches of varying sizes. These restore stability to the slope. The steepness of the slope depends on two elements: (1) gravity and (2) the sharp irregular shape of the individual sand grains. Take away gravity and there is no force causing the grains to slide down past each other -call the influence of this force the tension effect. Take away the irregular shape of the individual grains, on the other hand, and they become frictionless, unable to resist the downward force exerted by gravitysomewhat like smooth M&M candies, they will then scatter, unable to cohere enough to build up a pile. Call the influence of the friction the connectivity effect. Bak observed that sand-grain movements varied from the frequent but barely perceptible movement of a few isolated grains to the rare but gigantic avalanches in which thousands of sand grains move in unison. The size and frequency of sand grain avalanches are PLD (Bak, Tang and Wiesenfeld 1987) .
The nonlinear tensions and connectivities that lead to extreme outcomes (the largest avalanches)
are key elements of complexity science. Bak labeled the results of the nonlinear interplay of tension and connectivity, 'self-organized criticality' -when the force of gravity encounters the frictioninduced resistance of irregularly shaped grains of sand, these will move so as to maintain the sandpile's slope in a precarious state of equilibrium. The rate and volume of sand moving at any given instant is (1) nonlinear, (2) unpredictable, and (3) occasionally results in extreme events. In addition to the normally-distributed phenomena characterizing much of physical, social, and organization science -and described by Gaussian statistics (data points assumed to be i.
i.d.).
Many researchers, however, have discovered an ever-increasing number of phenomena -from physical to biological to social to organizational and financial -that are best described by skew distributions and more specifically PL distributions. These skew distributions begin from random 'tiny initiating events' [what Holland terms 'small inexpensive' inputs or 'lever-point phenomena'
(2002)], a few of which grow into rank/frequency distributions of outcomes that are PL distributed (Andriani and McKelvey 2007) and often can be explained by scale-free theories (Newman 2005; Andriani and McKelvey 2009) . These tiny initiating events, as we interpret them, exhibit novelty (that is, non-normal) characteristics, similar to outliers. When the accumulation of many small initiating events are interconnected, thereby creating a network, they can reach a critical threshold, and often trigger unpredictable and extreme outcomes -such as giant companies like Apple, ExxonMobil, Carrefour, Walmart, Tata, and so on. PLs are indicators of emergent co-evolution and networks among companies comprising an industry that has become non-normally distributed and exhibits one or more extreme outcomes. Since PLs mostly appear to be the result of selforganization, they often -if not always -signify active processes that indicate some kind of selforganized criticality -meaning that a company keeps showing its ability to stay ahead of its competitors and keep coevolving and growing in its competitive ecosystem. This calls for a Method that accomplishes the following:
M1: A Method that validly identifies when a PL distribution exists. We note, especially, that the key forces defined by the concepts, variables, and indicators stemming from complexity science -briefly described in Tables 12.1, Consider Microsoft's ecosystem -described by Iansiti and Levien (2004) ; it includes 28 categories of companies: some of which are: 7,752 'systems integrators' (the smallest firms); 2,252 'small specialty firms'; 1,253 'Internet service providers'; 653 'consumer electronics companies'; 238 'media stores'; 46 'e-tailers'; 13 'office superstores'; 5 'applications integrators'; and 3 giant firms out at the extreme end of the distribution (at the right-hand end of the X-axis in Figure 12 .1).
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Despite increasingly larger size, each company buys/makes and sells software products -all in the same ecosystem and more or less competing with each other (especially in each niche). The technology-and competition-based causes of repetitive formation are the same at each level and hence are explained by a 'scale-free' theory. This feature defines the ecosystem as 'fractal'. The numbers of the firms in the 28 categories show a traditionally-defined PL distribution (that is, a straight line of the data when plotted on log-log scales) of the total number of Microsoft's 38,233 ecosystem companies.
>>>Insert Figure 12.1 about here<<<
Fractals are most often shown to result from mathematical formulas -as in Mandelbrot's 'Fractal Geometry' (1983 same effects hold for merger and acquisition activities in business niches, which Park et al. (2009) empirically confirm with a century's worth of data.
PLs act as good indicators of fractal structures. A well-formed Pareto R/F distribution plotted using double-log scales appears as a PL distribution -an inverse sloping straight line, as stylized in Figure 12 .1b. PLs often take the form of rank/size expressions such as F ~ N - , where F is frequency, N is rank (the variable) and, the exponent, is constant. In a typical 'exponential' function, for example, p(y) ~ e (ax) , the exponent is the variable and e is constant. The now famous PL 'signature' dates back to the early 20th century (Auerbach, 1913; Zipf, 1929 Zipf, , 1949 Crawford et al. 2015) .
In these distributions, the data are highly skewed to the right. are out at the end of the X-axis -this makes the distribution look like a playground slide. Figure   12 .2b is the same data, plotted on log-log scales. Extant research demonstrates that few phenomena adhere to a PL over all values; instead, the PL most often applies for values greater than some minimum or threshold, represented by the dashed vertical line separating the Gaussian and Paretian worlds in Figure 12 .2b.
>>>Insert Figure 12.2 about here<<<
PL distributions also characterize nearly all network data. Barabási (2002) (Zipf 1929 (Zipf , 1949 Newman 2005) , scalability (Brock 2000) , and scale-free causes (Zipf 1949; West and Deering 1995; Andriani and McKelvey 2009) It is also worth noting that the tip of the downward-pointing bracket in Figure 12 .2b. While the point implies that this is the mean of the distribution, it is probably closer to the median. In skewed distributions like the ones we study here, extreme values on the right often pull the mean beyond the lower bound of the PL tail -we will revisit the practical aspects of this when we discuss the results.
Moreover, as the value of α decreases, the tail becomes heavier, where the total value of all observations in the tail increases as a percentage of the entire distribution. In other words, as α moves closer to one, it indicates that the outliers in the distribution become more influential on the statistical and behavioural properties of other observations. nonlinearity of events can be assumed, that is, the critical threshold. We show the location of this critical point in the distribution, labeled the 'Critical Threshold' (xmin) point, in Figure 12 .3. In the following section, this critical point is calculated as the parameter xmin. Later in the chapter, in
Figures 12.4 and 12.5, we reveal the actual data plots and empirical parameters from our analysis.
These figures are conceptually important and provide a foundation for discussing additional descriptive statistics and parameter estimates. The above calls for the following:
M2: A Method that identifies the critical threshold in the distribution, where data tip from linear to nonlinear, and effects become co-evolutionary.
>>>Insert Figure 12 .3 about here<<<
<A>12.4 METHOD
This section describes a robust maximum likelihood estimation (MLE) method for finding whether or not a given distribution is actually a PLD and, if it is, identifies where the data tip from a normal to a PL distribution (that is, the xmin point). Using this method, we are able to calculate the relative influence that outliers have on the rest of the distribution. More explicitly, we utilize of the parameter estimates generated by the analysis to identify basic propositions about self-organized criticality and other foundational complexity concepts. Specifically, we propose that when the value of a variable approaches the tail of the distribution, the variable becomes critical, and has a disproportionate potential to influence nonlinear growth at multiple levels of analysis. Below, we briefly outline the samples and data analysed, then describe the MLE techniques that allow researchers to quantitatively test basic complexity science propositions.
<B>12.4.1 Linking Complexity-Science Concepts to Empirical Samples
We use data from both Crawford, McKelvey, and Lichtenstein (2014) premise of these two studies is that a new-venture founder's inputs have the potential to cause nonlinear interactions with would-be stakeholders; above some critical threshold, inputs get positive feedback, become recursive and, subsequently, exhibit self-similar patterns of outcomes at multiple stages of venture development.
We draw M4: Describe, authenticate, and demonstrate a Method that validly identifies the xmin tipping point at which a Normal distribution changes to a PL distribution extending out on the X-axis.
In the past, distributions were considered to follow a PL if a histogram of the data exhibited a straight line when plotted on log-log scales -this traditional method can be seen in the data from Iansiti and Levien's (2004) ; shown in Figure 12 .1. Without a quantitative measure of goodness-offit, however, it is difficult to assess how well data approximates a PL. Moreover, a quantitative goodness-of-fit enables the identification of possible interesting phenomena that could be causing the distribution to deviate from a PL. Since simple visual-based techniques for fitting a PL distribution, grounded on linear fitting of log-log transformations and data binning, tend to provide biased estimates for the exponent (α, the scaling parameter), we utilize the MLE method, which produces more accurate and robust estimates (Mitzenmacher 2005) . We enhance the readability and relatability of our chapter by explaining the mathematical calculations therein and provide descriptions of the data analysis process in the Appendix.
<A>12.5 ILLUSTRATING HOW THE METHODS ARE USED
Before displaying the results, we have a few cautionary words about the process of analysing and interpreting the data. First, be aware that estimates become biased when there are fewer than 50 data points analysed (Clauset, Shalizi, and Newman 2009) , so interpretations of the results of small samples should include an explanation of how this might limit the robustness of the analysis.
Second, this method is very computationally taxing on a computer. Quite often, runs on large sample sizes (~2000+) or on variables with many extremely large values (for example, millions and billions) can crash the computer or take more than 30 hours to complete, even on a relatively updated system (in our case, an Intel i7 quad-core 3.1 GHz 64-bit CPU with 12GB of memory). We recommend that, unless you have significantly more processing power on your primary computer, you should use a separate computer for word processing, spreadsheets, music, and the like to avoid 227 Table 12 .4 shows results from the fitting of a PL form of distribution to the input and outcome variables, using the procedures and format described by Clauset, Shalizi, and Newman (2009) 
in the
Appendix. A variety of descriptive statistics are included, including the number of observations (n), median (med), mean, skewness (skew), standard deviation (sd), and the maximum value in the data (max). These values can be calculated in Excel; we use MATLAB (R2013b) to calculate the remaining parameters, which are italicized to indicate that they are estimates. Table 12 .4 also includes xmin (the critical threshold) and α (the negative slope of the PL's tail); ntail indicates the number of observations in the tail of the distribution (and identifies the percentage of the total observations that are in the tail). The model's goodness of fit, calculated by the KolmogorovSmirnov test (K-S), measures how well the observed data fit to a hypothesized power law distribution. As Clauset, Shalizi, and Newman (2007, p.11) explain "if this value is suitably small we can say that the power law is a plausible fit to the data." Consistent with other studies, we propose a suitably small K-S value to be below 0.10, while values above 0.10 rule out a PL explanation for the data. Finally, as described at length in Clauset, Shalizi, and Newman (2009) , the p-value is the fit between all empirical data points in the tail of the distribution and a perfect maximum likelihood estimation line based on synthetically generated data -we explain this in more detail later. Below, we describe some ways to interpret the results of is significantly higher than the mean, as is the case with all of our variables. We also point out the significant skewness -the measure of asymmetry about a distribution's mean -for all the variables. Greene (2011) suggests that data must be statistically manipulated to maintain adherence to Gaussian assumptions if a distribution's skew is above 3. Our calculations show the smallest skew of 7, the largest skew of 40, and the average skew of 22 among our distributions. This, along with maximum values of each distribution that exhibit nearly infinite variance from the 'average' observations, validates the foundational premise that Gaussian methods -and the assumptions that underlie them -are not likely to yield accurate descriptions of the complex phenomena they study.
As confirmation, Table 12 .4 shows that all ten of our K-S statistics are significant, that is, below 0.10, suggesting that both inputs and outcomes of the venture emergence process could be plausibly described as power law distributed; as well, indirectly, these findings suggest that the data are most
likely not able to be described as normal, Gaussian distributions. This result is consistent with the parameter estimates for mean, median, standard deviation, skewness, and maximum value described above: Pareto-based methods like our MLE technique are more likely to provide more appropriate theory-testing techniques than those based on Gaussian assumptions.
Interpreting p-values, seven of the ten variables have estimates above the 0.10 threshold to support a PL explanation for the data (Clauset, Shalizi, and Newman 2009 ). Based on the calculated K-S statistic, the p-value quantifies the fit of the empirical data to a 'perfect' PL, one that is synthetically generated from 10,000 Monte Carlo bootstrapped distributions with the same α and xmin (the process for which is described in the Appendix). As shown in the parameter values for INC 5000 Employees, there is a significant K-S statistic of 0.02 and a significant p-value of 0.80; this is evident in Figure 12 .4, where almost all of the observations (in blue circles) fall directly on the MLE line. In contrast, the p-value for INC 5000 Annual Revenue 0.01 is not significant. As reflected in Figure 12 .5, there is a large percentage of the observations that fall considerably far from the MLE line. When the K-S is significantly small, but the p-value is not, it suggests that an alternative heavy-tailed, non-power law distribution (like a log-normal or exponential) would more accurately describe the empirical data. In many cases, when the p-value is not significant, there is likely to be some sort of constraint on the system. In this case, with significant estimates for
Employees, but not Revenue, an example of a constraint for the fastest growing firms growing firms in the US could be a federal corporate tax policy that provides loopholes or incentives for adding employees without similar policies for growing revenue.
>>>Insert Figures 12.4 & 12.5 about here<<<
The parameter xmin is the tipping point between the Normally-distributed data and the PLdistributed data, that is, the point of criticality, the critical threshold. As noted by Miller and Page (2007) , a system self-organizes when an aggregation of individual action produces an organized pattern at the macro-level, and a system is critical when small events can trigger large cascades. Our xmin estimates make intuitive sense as they relate to the co-evolutionary process we illustrate in Figure 12 .3. The input variables are highly consistent with the emergence of a new venture and its potential to influence stakeholders at higher levels of analysis, either when the venture starts with outlier endowments (like a founder with net worth above $835,000), or once it emerges to some critical threshold of interactions (like a founder putting in 4,000 hours of work). Moreover, the outcome variables demonstrate that it takes more employees and more revenue at each subsequent level of emergence (that is, PSEDKFSINC) to create co-evolutionary effects. We discuss this emergence more extensively in the following section.
The parameter α indicates the negative slope of the MLE line. The lower the α, the longer the tail of the distribution, the more of the total value of the distribution resides in the tail, and the more influential each outlier becomes on the statistical and behavioral aspects of other observations in the distribution (Crawford et al. 2015) . Whereas scaling parameters typically exist between the range 2 < α < 3, exponents lower than this are usually indicators of early emergent dynamics in newer systems (Kohli and Sah 2006; White, Enquist and Green 2008; Zanini 2008 ). Given our attention to different stages of firm development, we would expect nascent entrepreneurial ventures to exhibit exponents below 2; for a sample of operational firms, we would expect most of the distributions to exhibit exponents between 2 and 3 where, as Newman (2005) suggests, black-swan (Taleb 2007) type (for example, rare, extreme, unpredictable) outcomes are more likely to occur due to each firm's relatively larger size and higher degree of interconnectedness with other firms. Andriani and McKelvey (2009) suggest that alphas below 2 are critical to understanding the potential scalability of ventures. Additionally, Thietart (2015) , agreeing with Morel and Ramanujam (1999, p.282) , proposes that an alpha less than two is "the most conspicuous signature of a selforganized criticality phenomenon." As shown in the alphas of outcomes of the PSED (newly emerging ventures) and INC (fastest growing companies in the US) -those most likely to have a co-evolutionary effect -are all below 2. We posit that the alphas above 2 for both employees and revenue for firms in the KFS sample are indicators that they are more stable than those in the PSED and less likely to experience a catastrophic event (that is, go bankrupt and fail).
The ntail parameter indicates the number of observations in the tail of the distribution. In normal distributions, all of these observations would be considered outliers. Keep in mind that many studies have shown that just one outlier in the distribution can cause significant errors in analysing and interpreting the data, including the misrepresentation of direction and relative effect of causal relationships among constructs (c.f., O'Boyle and Aguinis 2012). As a reminder, Gaussian statistics suggest that outliers are random and the probability of an outlier event is 0.03 percent. As Table   12 .4 shows, the distribution of each variable has exponentially many more outliers (on average ~24 percent of all observations) than traditional statistics would lead us to believe (0.03 percent of all observations). Thus, coupled with α, the ntail parameter can lend insight as to how influential outliers are on statistical and behavioural properties of the rest of the observations in the distribution.
Next, we link some of the parameter estimates from our empirical analysis to seminal concepts from complexity science. We begin by continuing our discussion on self-organized criticality, emergence, and nonlinear, co-evolutionary effects, as demonstrated by the process in Figure 12 .3.
<B>12.5.2 Linking Some Empirical Results to Complexity Concepts
As Sornette (2006, p.396) notes: "A sub-critical process has exponentially decaying activity, always dying out." In other words, if a system is below a critical threshold (that is, below xmin), it is less likely to survive than systems above the threshold. Looking at outcome variables from bills, fund expansions, or upgrade facilities, among a plethora of other things that could increase the legitimacy and probability of survival for a new venture.
Additionally, in small work environments, a founder's relationship with the employees becomes interdependent (Wiklund, Davidsson and Delmar 2003) , where any decision to expand or cease operations has the potential to influence everyone in the company. When a business has no employees, however, there is little opportunity for nonlinearity and little possibility for adaptive efficacy. Without a single employee, to either pick up the slack (for example, continue administrative work if the founder is sick for a few days) or to provide some additional slack (for example, answer a company phone call while the founder greets a new client at the door), all of a founder's attention must be focused on proximate tasks and her ability to efficaciously adapt is reduced. While having two employees may not appear to be an 'extreme' event, it is important to note that the median and the mode of the distribution are zero.
Consistent with seminal and recent complexity science research ( founder and each employee may be reduced, the influence of the firm's outcome cascades to a different environment. New job creation of this magnitude could affect a local economy and potentially revitalize a small town; as well, a firm of this size may extract premium offers from corporations looking to acquire it -all of these could be considered positive extreme events. As mentioned, once a system reaches a critical state (that is, above xmin), there is also a greater probability of a negative extreme event. Therefore, with more than 22 employees, as tie strength and interdependence are decreased between a founder and each employee, there is less relational embeddedness and an increased incentive for the founder to actually sell the firm, thereby indirectly affecting the employees. Thus, given complexity science's postmodernist epistemology (Cilliers 1998) , selling the firm could be viewed as a negative extreme event from an employee's perspective. Given our explanations above about using xmin, we could make the case that self-organized criticality is the mechanism that drives PLDs in entrepreneurship. However, any conclusions about whether a specific mechanism drives PLDs in a specific domain must examine and consider the full realm of statistics drawn from the MLE method we describe here. While we use xmin to inductively interpret emergence and criticality and the co-evolutionary effects of outliers, the parameter α can also lend insight about the generative mechanisms that drive the emergence of PLDs. As we mention in the previous section, α is a measure of the underlying dynamics of the observations in the tail. When there are consistent alphas across datasets that measure the same variable at different levels of analysis, this could be an indication of a consistent mechanism driving the emergence of PLDs. To support any proposition of one generative mechanism, the distribution of variables under study must have significant p-values. As Clauset, Shalizi, and Newman (2009, p.22) proffer, "If … our goal is to infer plausible mechanisms that might underlie [power law distributed phenomena], then it may matter greatly whether the observed quantity follows a true power law or some other form."
We point out that there is significant undercurrent in PL research and theorizing as to whether a particular distribution is a 'pure' or 'true' PL, as opposed to an alternative distribution, such as a log-normal or exponential distribution. Some research suggests that, even when PLDs are shown to be plausible explanations for the data (with significant K-S statistics and p-values), if an alternative distribution has a higher p-value, then there is less support for a PL hypothesis and, thus, no support for a proposed mechanism. One example of this is work by Brzezinski (2014) 
<A>12.6 DISCUSSION AND CONCLUSION
At the beginning of the chapter, we asked the questions that guided our content and method. We now briefly answer these questions before we move on to our conclusions.
What causes the emergence of power law distributions?
Mechanisms where interdependent tensions drive repeated, self-similar interactions among connected agents.
How do we know if it's really a PLD?
It is really a PL distribution when the maximumlikelihood bootstrap analysis estimates the K-S value to be suitably small, below 0.10, and the pvalue to be above 0.10.
At what point in the distribution do observations begin to shift from a normal distribution to a PLD?
The data tip from normal to a PLD at the critical threshold in the distribution; in our method, the parameter for this critical point is xmin.
How influential are PLD outliers on the rest of the distribution?
The influence of outliers can be measured with the parameter α (when the closer it gets to 1, the more of the total distribution is from those in the tail) and with the parameter ntail (which identifies how many outlier observations are in the distribution).
How can we test which mechanism(s) might cause PLDs?
With all of the proposed mechanisms, the p-value of each variable's distribution must be significant (above 0.10) and specific parameter estimates should be nearly identical. When proposing a mechanism that spans across similar levels of analysis and multiple units of analysis, scholars need only to have significant p-values. When proposing a mechanism that spans across multiple levels of analysis with similar units of analysis, scholars should look for consistent values of alpha among all variables.
While symmetrical, bell-shaped Gaussian distributions help characterize data when there are reasons for limited divergence from a norm, like a person's height or analysing team-based interactions, most phenomena in social systems have no such limits. Pre-existing limits don't exist for things like a company's revenue or an entrepreneur's wealth and, subsequently, interdependent phenomena like these can result in extreme outcomes. When PLs are present, we know that the data in the Paretian tail have a disproportionately large effect on the entire ecosystem the firms are in and, contrarily, that most of the data in the body of a Gaussian distribution of firms have a negligible effect (Sornette 2006) . By formally identifying the xmin point we extend complexity theory by including both linear and nonlinear data into a single framework. Rather than focusing on one to the exclusion of the other, our chapter shows how both can be incorporated into a single framework, highlighting the broad value of complexity science for explaining all aspects of social phenomena.
While we feel our MLE method and interpretation of results are robust, they could be enhanced with nonlinear correlation analysis (for example, Spearman's Rho) and agent-based modelling. As Sornette (2006, p.223) explains, "correlations are the signatures that inform us about the underlying mechanisms"; and, as Axtell (1999) notes: "You have to grow it to know it", suggesting that agentbased computational modelling (Epstein 2006; McKelvey 2013d) , with consistent experiments and validation with empirical data, is the only way to truly build theory about generative mechanisms and the emergence of new order.
In conclusion, PLs in particular and complexity science in general provide tools for uncovering the linear and nonlinear dynamics of social systems. In combination, they can explain the entire spectrum of human interactions and outcomes, offering increased validity and relevance to our research and productivity to practice. From a Darwinian selectionist perspective, the theory with the most utility -that which most accurately describes and reliably predicts -wins. With its robust and growing cadre of methods (in this chapter and the rest of this book), complexity science is making a case for the theoretical perspective with the highest utility for describing generative mechanisms, extreme events, and the creation of new order -the changes that drive the evolution of social systems.
The thoughts above, however, must be taken with a humble pill. In the design of future research projects, keep in mind this important observation: Without proper alignment of theoretical and methodological assumptions; without internal consistency among concepts, variables, and data analysis; without communicating esoteric concepts in a manner that potential stakeholders can comprehend and utilize, complexity science often appears as a very large hammer looking for nails.
We hope that this chapter provides a solid foundation for moving complexity scholars from loose qualitative metaphors to robust qualitative analysis.
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Note: The data underlying this figure are from Iansiti and Levien (2004) , p.71. This appendix briefly describes the procedures to assess the presence of a PL in the data. We use MATLAB software (R2013b) and follow the protocol and techniques for calculating PL fit as described by Clauset, Shalizi, and Newman (2009) . Given the research community's interest in PL phenomena, we note that this article is one of the most influential in the last decade, with more than 3,600 citations as of October 2015. We encourage the reader to explore this article, the descriptions of the computations at www.santafe.edu/~aaronc/powerlaws/, as well as our online companion. The mathematical formulae that underlie each technique, as well as the computational scripts for MATLAB and R can be found that the previous link. Below, we describe the mathematics and scripts using MATLAB software.
The method described by Clauset, Shalizi, and Newman (2009) includes the following five-steps: <NL> 1. Determine the best fit of the power law (PL) to the data, estimating both the scaling parameter alpha and the cutoff parameter xmin.
2. Calculate the Kolmogorov-Smirnov statistic (K-S) for the goodness of fit of the best-fit power law to the data and calculate the standard errors of the estimates in Step 1 using a semi-parametric bootstrap analysis.
3. Generate a large number of synthetic datasets using the procedure above and calculate the K-S statistic for each fit.
4. Calculate the p-value as the fraction of the K-S statistic for the synthetic datasets whose value exceeds the K-S statistic for the real data.
5. A PL is a plausible fit to the data if the K-S statistic is "suitably small" (we suggest below 0.10); however, if the p-value is small (below 0.10), the PL distribution can be ruled out.
</LIST>
To set up MATLAB most efficiently, we use the command matlabpool to use all available cores for processing.
For
Step 1, we use the script plfit.m (accessed April 14, 2015) to reliably estimate α. The plfit script estimates xmin and alpha according to the goodness-of-fit based method described in Clauset, Shalizi, and Newman (2007) . x is a vector of observations of some quantity to which we wish to fit the PL distribution p(x) ~ x^-alpha for x >= x min . plfit automatically detects whether x is composed of real or integer values, and applies the appropriate method. For discrete data, if min(x) > 1000, plfit uses the continuous approximation, which is reliable in this regime.
As a rejoinder, a quantity mathematically obeys a PL if it is drawn from a probability distribution
The first step utilizes equation (2) to estimate α
And equations (3) and (4) to estimate xmin
where is the value of the conventional log-likelihood at its maximum. This type of approximation is known as a Bayesian information criterion (BIC), where the maximum of the BIC with respect to xmin then gives the estimated value, and (4) which is the K-S statistic that minimizes the distance between the cumulative distribution functions of the data and the fitted model. The estimate of xmin is the value that minimizes D.
For steps 2, 3, and 4, we use the parplva2.m script takes α and xmin from step 1, and computes the corresponding K-S statistic and p-value. The fitting procedure generates the synthetic datasets in MATLAB with the command [alpha, x min , n tail ] = plvar(x) using equation x = (1-rand(10000,1)).^(-1/(2.5-1))
which generates 10,000 synthetic datasets using Monte Carlo simulations on randomly generated power law distributions with the same alpha (in this case 2.5); this command also estimates the number of observations in the tail of the distribution, ntail.
