The asymptotic normality of the Koenker-Bassett estimators of parameters of a nonlinear regression model with discrete time and independent errors of observations is studied in the paper.
Introduction
We study the asymptotic normality of the Koenker-Bassett estimators [1] (in other words, the generalized least modules estimators) of parameters of a nonlinear regression model that are generalizations of the usual least modules estimators to the case where the errors of observations are nonsymmetric random variables (in the sense that the distribution function of errors at zero does not equal 1 2 ). The generalized least modules estimators belong to the class of M -estimators [2] . The most studied among M -estimators are the least squares estimators and least modules estimators [3] .
The consistency of generalized least modules estimators of parameters of a nonlinear regression model is considered in [4] . There is another paper [5] devoted to the Koenker-Bassett estimators, but the results of [5] are wrong.
Main assumptions and results
Assume that the observations X j are random variables assuming values in (R 1 , B 1 ) and having the distribution P j (here R 1 stands for the set of real numbers, B 1 is the σ-algebra of Borel subsets of R 1 ). Assume also that the unknown distribution P j belongs to some parametric family {P iθ , θ ∈ Θ}. The triple E j = {R 1 , B 1 , P jθ , θ ∈ Θ} is called the statistical experiment generated by an observation X j .
We say that a statistical experiment E n = {R n , B n , P n θ , θ ∈ Θ} is a product of statistical experiments E i , i = 1, . . . , n, if P n θ = P 1θ × · · · × P nθ (R n is n-dimensional Euclidean space and B n is the σ-algebra of its Borel subsets). We say in this case that a statistical experiment E n is generated by n independent observations X = (X 1 , . . . , X n ).
Consider a nonlinear regression model 
A1.
The ε j are independent identically distributed random variables with zero mean, and the distribution function P is continuous at zero. Let
Definition. Any random vector
is called the generalized least modules estimator of the unknown parameter θ ∈ Θ constructed from observations X j , j = 1, . . . , n, of the form (1.1) where = n j=1 (this notation is used throughout the paper) and
The function ρ β (x) is called the risk function of the generalized least modules estimator.
Below we list some assumptions posed on the random variables ε j :
where H < ∞ is some constant.
Example. The random variable ξ = χ 2 2m − 2m where χ 2 2m is a χ 2 random variable with an even degree of freedom is an example for which conditions A1-A3 hold and whose distribution function at zero differs from 1 2 . To prove that P(0) = 1 2 it is sufficient to show that the equation
has no solutions for a positive integer m. This is, indeed, the case, since the left-hand side of the equation
is an irrational number, while its right-hand side is a rational number. By C q ⊂ B q we denote the class of all convex Borel subsets in R q . Let T ⊂ Θ be a compact set. We introduce the following notation:
We change the variable u = n −1/2 d n (θ)(τ − θ) in the regression function; that is,
assuming that θ is the true value of the parameter. The parametric set Θ is transformed into U n (θ) = n −1/2 U n (θ) under this change where U n (θ) = d n (θ)(Θ − θ). The main advantage of this change is that the generalized least modules estimator θ n is transformed into the normalized random vector u n = n −1/2 d n (θ) θ n − θ whose consistency is proved in [4] . Below we study the asymptotic normality of the vector n 1/2 u n . By k we denote positive constants. Assume that B1. The functions g(j, θ), j ≥ 1, are continuous on Θ c together with all their first partial derivatives and, in addition, g i (j, θ), i = 1, . . . , q, j ≥ 1, are continuously differentiable in Θ; moreover,
It follows from (1.5) that
Assume that the generalized least modules estimator is consistent, that is, C. For all r > 0,
Some sufficient conditions for C are given in [4] . Let
The matrix I(θ) is symmetric and nonnegative definite. Let λ min (I(θ)) be the minimal eigenvalue of the matrix I(θ).
Below we make use of the following condition. B2. For n > n 0 , inf
Let l be an arbitrary direction in R q and let τ ∈ Θ. Then
where " * " stands for "≤" if ∇g(j, τ ), l ≥ 0 or for "<" if ∇g(j, τ ), l < 0.
Let r 0 be the distance between T and R q \ Θ. If the event {|θ n − θ| < r} occurs for θ ∈ T and r < r 0 , then
for an arbitrary direction l. We use this observation in the proof of the following result.
Theorem. If conditions A1-A3, B1, B2, and C hold, then
In other words, this result claims that the normal distribution
is the accompanying law for the distribution of the normalized estimator d n (θ)( θ n − θ).
Auxiliary results
Our proof below is based on the idea of the proof of the asymptotic normality of least modules estimators [3] and uses the method of partitioning the parametric set due to Huber [2, 6] .
Let l 1 , . . . , l q be positive directions of coordinate axes. Consider the vectors S ± β (τ ) with the coordinates
It is clear that
. Lemma 1. If all the assumptions of the theorem hold, then
for all > 0 and sufficiently small r > 0.
Proof. We prove the result for z + n (θ, u). For simplicity, we consider the case of r = 1 and T = C 0 in (2.1), where
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Using N 0 = O(ln n) cubes C (1) , . . . , C (N 0 ) we cover C 0 as follows. Let t ∈ (0, 1) be a certain number. Let
We cover every one of the sets C (m) by cubes whose edges are of length
and then assign a number to every cube. The system of these cubes forms a necessary covering
Let m 0 = m 0 (n) be such that
Note that the | · | 0 -distance between C (j) and 0 is equal to
is an element of the covering of the set C (m) , then
Without loss of generality, we assume that the number of cubes C (j) of the covering of every set C (m) does not depend on m, thus also on n. Indeed, consider an arbitrary octant in R q . The volume of the common part of the set C (m) and this octant is
Therefore, the number of cubes C (j) that belong to the common part of C (m) and the octant does not exceed
Since m 0 = O(ln n), we have N 0 = O(ln n). Fix θ ∈ T . Then
We estimate every term in (2.2) separately. The general entry of the matrix of derivatives D n (u) of the mapping
Considering (1.6), (1.7), and the inequality
On the other hand,
It follows from (1.5) and (1.8) that the terms in the square brackets are bounded by
We find a bound for the second term on the right-hand side of (2.4) by using condition A3 and inequalities (1.5):
(2.5)
It follows from condition B2 that the matrix
is positive definite. Thus the above reasoning implies that
for sufficiently small u (for simplicity, we assume that u ∈ C 0 ) and some k 0 > 0.
Let l = N 0 and v ∈ C (l) be an arbitrary point. Using (2.6) we obtain sup
It follows from (1.8) that
where
Note also that (1.5), (1.7), and A3 imply that
Similarly,
By the mean value theorem,
Bounds (2.7)-(2.11) show that there are constants k 6 and k 7 such that (2.12)
Note that
if t is sufficiently small. Using the Chebyshev inequality and (2.11) we estimate the probability on the right-hand side of (2.12) by
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Then 
Inequalities (2.13) and (2.17) yield for l = 1, . . . , N 0 − 1 and some
Consider the case of l = N 0 . It is obvious that
The random variable whose absolute value stays in the probability on the right-hand side of (2.19) can be represented as the sum of vectors
It is easy to see that
≤ k 2 n 1/2−γm 0 /m 0 (2.24) for |u| 0 < n −γm/m 0 , where k 1 and k 2 are the same numbers as in (2.7) and (2.8), respectively. 
for < . It follows from the assumptions of the theorem that E n θχj ≤ k 5 n −γm 0 /m 0 , j = 1, . . . , n;
thus it is sufficient to estimate the probability P n θ n −1/2 (χ j − E n θχj ) > ≤ ( ) 2 k 5 n −γm 0 /m 0 for arbitrary > 0. Since all the estimates hold uniformly in θ ∈ T , the lemma is proved for z + n (θ, u). The case of z − n (θ, u) is considered in the same way.
Put E n θ S ± β (θ n ) = (E n θ S ± β (τ )) τ =θ n . Lemma 2. If the assumptions of the theorem hold, then Proof. Consider the events
Relation (1.11) and Lemma 1 imply that
Note that S ± β θ n ≥ 0 for the event {|θ n − θ| < r}, r < r 0 , whence we deduce that relation (2.24) holds also for the events
On the other hand, S + iβ (θ) + S − iβ (θ) = |g i (j, θ)|χ{ε j = 0} = 0 (mod P n θ ) and the events B − i (θ) have the same probabilities as 
for < q −1 , that is,
