We consider posterior sampling in the very common Bayesian hierarchical model in which observed data depends on high-dimensional latent variables that, in turn, depend on relatively few hyperparameters. When the full conditional over the latent variables has a known form, the marginal posterior distribution over hyperparameters is accessible and can be sampled using a Markov chain Monte Carlo (MCMC) method on a low-dimensional parameter space. This may improve computational efficiency over standard Gibbs sampling since computation is not over the high-dimensional space of latent variables and correlations between hyperparameters and latent variables become irrelevant. When the marginal posterior over hyperparameters depends on a fixed-dimensional sufficient statistic, precomputation of the sufficient statistic renders the cost of the low-dimensional MCMC independent of data size. Then, when the hyperparameters are the primary variables of interest, inference may be performed in 1 big-data settings at modest cost. Moreover, since the form of the full conditional for the latent variables does not depend on the form of the hyperprior distribution, the method imposes no restriction on the hyperprior, unlike Gibbs sampling that typically requires conjugate distributions. We demonstrate these efficiency gains in four computed examples.
Introduction
Suppose we have a hierarchical model structure in which the data model depends on a highdimensional latent structure X, which in turn depends on a low-dimensional hyperparameter vector Θ. That is, f Y |X,Θ (·|x, θ) models the data Y , and the joint prior distribution for X and Θ is defined by the hierarchical structure
This is a very common hierarchical structure present in many statistical analyses (for example Banerjee et al., 2004; Bardsley, 2012; Gilavert et al., 2015; Papaspiliopoulos et al., 2007; Wikle et al., 2001 ). The posterior distribution is then
Indeed, in most relevant circumstances the normalizing constant
is intractable and we must rely on Monte Carlo methods to explore the posterior distribution.
A convenient, but restrictive, common method is to define conditional conjugate prior distribution such that all of the full conditionals are of a known form and may be sampled from, and then progress by Gibbs sampling. In the following, we require that the prior of the latent structure f X|Θ (x|θ) has some sort of conjugancy to make the full conditional f X|Θ,Y (x|θ, y) of a known form. However, the prior for the hyperparameters f Θ (θ) may have arbitrary form.
Let us assume then that the full conditional for the parameters X f X|Θ,Y (x|θ,
belongs to a known family of distributions. This means that, in principle, by comparing this distribution with the numerator in (1), one can identify the θ-dependence of the normalizing constant in the denominator of (2), that is
Hence, if the full conditional for X belongs to a known family of distributions, we should be able to determine the marginal posterior distribution over hyperparameters
excepting the normalizing constant f Y (y). This allows us to perform MCMC on the lowdimensional marginal posterior distribution over the hyperparameters, for which automatic MCMC methods are available, and other customized MCMCs may be designed. We discuss automatic methods in Section 2.2.
In many cases this marginal posterior distribution has a sufficient statistic of fixed low dimension that can be precomputed. Consequently, the cost of evaluating f Θ|Y (θ|y) at each iteration of an MCMC may grow not at all, or only slowly, with data size. This improvement may become critical over the alternative of Gibbs sampling (or any other MCMC) on the joint posterior distribution over X, Θ|Y since the cost of performing MCMC on the joint posterior distribution grows with the dimension of X which, in many analyses, grows linearly with data size. Moreover, correlations between X and Θ that can adversely effect the computational efficiency of Gibbs sampling from the joint posterior distribution are irrelevant to MCMC on the marginal posterior distribution (Rue and Held, 2005) .
Note that once we have (pseudo) independent samples, after burn-in and thinning, of Θ|Y , namely θ (i) for i = 1, 2, . . . , T , if inference on the latent structure is also required then we simply simulate
independent samples from the joint posterior f X,Θ|Y (·, ·|y). That is, the complete results of the original Gibbs sampling are recovered. However, performing MCMC on the marginal posterior distribution has at least three potential advantages: the improved computational efficiency for 'big data' just mentioned, an easier MCMC since correlations in a very high-dimensional posterior are now avoided, and greater freedom of prior choice. Rue and Held (2005) proposed a similar decomposition to give the one-block algorithm.
From (2) the marginal posterior over hyperparameters is evaluated using the expression
with x * suitably chosen, restricted to f X|Y ,Θ (x * |y, θ) > 0. This approach was proposed in Rue and Held (2005) and Simpson et al. (2012) for linear Gaussian models. Fox and Norton (2016) in the same setting canceled the terms in x on the right-hand side of (4) to give an expression that does not depend on x. Indeed, as noted above, since f X|Y ,Θ (x * |y, θ) has a known form, this cancellation appears to be always possible and the selection of x * is unnecessary. This is the procedure followed in the four examples we present in Section 3. In common with the one-block algorithm, the calculation that we use in (3) does not require any special form of the hyperprior distribution f Θ (θ), as opposed to the usual Gibbs sampling that requires conjugate distributions to be employed so that all full conditionals are available. The approach we take is also related to partially collapsed Gibbs samplers (Park and Min, 2016; van Dyk and Park, 2008; Liu et al., 1994 ) that perform strategic integrations and then apply Gibbs sampling on a reduced set of variables. We are proposing an extreme version of partially collapsed Gibbs sampling by "collapsing" over all latent variables and then sampling. However, we do not then apply Gibbs sampling to the marginal posterior distribution, so we do not fit completely under the aegis of partially collapsed Gibbs samplers. Note also that we do not actually perform any integration, but use the algebraic route implied by (3). Our first example in Section 3 is the 'pump failure data' analyzed by Gelfand and Smith (1990) , that sparked off the widespread use of Gibbs sampling. Back then, analyzing a model with more than three parameters was in most cases prohibitive, and, consequently, Bayesian statistics had a very marginal impact until that turning point. The fact that Gelfand and Smith (1990) showed a way to analyzing and sampling, in principle, from arbitrarily large models and provided an example with 11 parameters was revolutionary to most statisticians. However, practically, Gibbs sampling may become arbitrarily inefficient with high correlations (Belisle, 1998) and certainly in latent structures with large data sets.
We now have a range of automatic, semiautomatic, and customized algorithms that we may employ to deal with an arbitrary MCMC (with no conjugancy), over 10 to 15 parameters, to sample the hyperprior parameters, and therefore the need and applicability of our approach. The next section describes a measure of computational efficiency of MCMC methods, to achieve a quantitative comparison of conventional Gibbs and our approach. This is followed by four examples of sampling from the marginal posterior distribution to demonstrate its advantages over sampling from the joint posterior distribution. We finish with some discussion.
Overly technical details are in the appendix.
Computational considerations 2.1 Statistical and Computational Efficiency
The statistical efficiency of (geometrically convergent) MCMC algorithms can be measured by the integrated autocorrelation time (IACT, see Geyer, 1992) for some real-valued statistic of interest, often one component of the state, or the log target density. Let h be the statistic of interest. The IACT for h is defined by
where ρ k is the autocorrelation coefficient of h at lag k. We estimate τ
int using twice the IACT value computed using the (Matlab) function provided by Wolff (2004) since in the physics literature IACT is defined as τ int /2 (see also Sokal, 1989) . IACT has units of iterations, or steps, of the MCMC. We prefer the statistics definition in (5) since it may be thought of as the length of the chain that has the same variance reducing power as one independent sample. That is, the lag required in the chain to obtain a pseudo independent sample for the statistic h.
IACT suffers from a second more common ambiguity which is how one defines an 'iteration', or step, of the MCMC. For example, when running a Gibbs sampler on a multivariate target distribution, one iteration could be the conditional sampling in one coordinate direction, or could be one sweep over all coordinates. For reversible Gibbs (eg. Roberts and Sahu, 1997; Fox and Parker, 2016) one iteration could be the forward then backwards sweeps over all coordinates. In each case the IACT depends on how one wishes to define an iteration. The ambiguity is further exacerbated by MCMC algorithms that have very unequal compute costs per iteration; for example, in the delayed acceptance of Christen and Fox (2005) the cost of a rejection is much less than the cost of an acceptance. There are examples of new sampling algorithms that are correctly reported as decreasing IACT, while the CPU effort required to achieve a given variance reduction is actually increased.
To measure the computational efficiency of MCMC methods we use computational cost per effective sample (CCES, see Gilavert et al., 2015) CCES = T N eff where T is the compute time required to simulate the chain of length N and N eff is the effective sample size (Goodman and Sokal, 1989; Liu, 2001, p. 125 )
Thus, CCES measures the compute time required to reduce variance in estimates of h by the same amount as one independent sample. In our simulations, h is usually one component of the hyperparameter Θ.
Tuning-free MCMCs for low-dimensional distributions
When there are a small number of hyperparameters (say, fewer than 15) the task of sampling from the marginal posterior distribution over hyperparameters represents a case of MCMC sampling over a low-dimensional space. There are now several excellent tuning-free algorithms for sampling from continuous distributions that are efficient in low-dimensional problems with no special form, for which computer codes are readily available. We mention here some of these, that may be useful for our hyperparameter sampling problem. Independent doubly adaptive rejection Metropolis sampling (IDARM), available in the IA2RMS Matlab package http://a2rms.sourceforge.net/, is a development of the adaptive rejection sampler (ARS), for sampling from univariate distributions. It can be thought of as an independence Metropolis algorithm with the proposal distribution tending to the target distribution, almost everywhere, as iterations progress. Thus, asymptotic in sample size, IDARM produces a chain of independent samples from the target distribution at the theoretical cost of one evaluation of the density function per independent sample. Hence, IDARM is particularly efficient for drawing many samples from a univariate distribution of unchanging form, as occurs in the examples that have a single hyperparameter. However, this package is currently functional, but not robust.
The adaptive Metropolis (AM) algorithm is a random-walk Metropolis (RWM) algorithm that uses a multivariate normal proposal, with the covariance being primarily a scaled version of the sample covariance over the existing chain. The scaling may be chosen to be optimal in certain settings. The resulting algorithm is asymptotically ergodic, and thus AM is suitable for automatic sampling from general multivariate distributions. A delayed-rejection version of AM may be found in the Matlab package DRAM (see http://helios.fmi.fi/~lainema/dram/).
The t-walk algorithm (t-walk, see Christen and Fox, 2010 ) also enables automatic sampling from multivariate distributions over a continuous state space. The t-walk algorithm maintains a pair of states and is strictly a non-adaptive Metropolis-Hastings algorithm on the product space, though shows adaptive properties on the original space and provides effective tuning-free sampling in many settings. It is available in R, Python, C and Matlab, http://www.cimat.mx/~jac/twalk/.
A measure of the efficiency of these sampling algorithms may be gained by calculating the IACT when sampling from a d-dimensional normal distribution with zero mean. We considered IACT for one component of the state variable, and for the log target density function, which gave similar results for these algorithms. Since AM and t-walk are both close to invariant to affine transformations, the structure of the covariance matrix is not crucial for these two algorithms. Asymptotic in the chain length, AM has τ int ≈ 5d, while t-walk has τ int ≈ 12d for d ≥ 3 (Christen and Fox, 2010) . However, even when initializing with a state in the support of the target distribution, AM can suffer from a long burn-in period when convergence of the proposal covariance is slow. For example, for d = 10, overestimating the initial proposal covariance by a factor of 2 in AM leads to a burn-in length of around 10 4 . The delayed rejection variant of AM (DRAM) improves this dramatically, though compute cost per iteration is roughly doubled, and burn-in is around 10 3 when the proposal covariance is either over-or under-estimated. For the same compute cost as this DRAM burn-in, t-walk will have generated about 160 effectively independent samples, which may be sufficient for some purposes. IDARM may also be applied within Gibbs sampling to draw from multivariate distributions. Fox and Parker (2016) showed that the (distributional) convergence of the Gibbs sampler is exactly the same as for Gauss-Seidel iteration applied to the precision matrix, so convergence may be determined using standard results from numerical methods. For example, when sampling from a bivariate normal distribution with correlation ρ the asymptotic average reduction factor (called the convergence rate in statistics, see Robert and Casella, 2004) per sweep is exactly ρ 2 , and hence is both problem and parametrization specific. Since the implementation of IDARM in IA2RMS has a burn-in of order 10 function evaluations, the cost of a sweep is ≈ 10d and IACT can be estimated by 10d(1 + ρ 2 )/(1 − ρ 2 ), which is greater than for either AM or t-walk.
Accordingly, for tuning-free automatic sampling, we use IDARM for sampling univariate distributions, and either AM or t-walk for multivariate marginal posterior distributions.
Examples 3.1 Pump failures
This example, originally presented in Gaver and O'Muircheartaigh (1987) , has been used as an example in several papers on analysis of the MCMC (see Robert and Casella, 2004, p. 385 and references therein) and was presented as an example for the Gibbs sampler in the original Gelfand and Smith (1990) paper. We present it here to demonstrate the feasibility of working with the marginalized posterior distribution. Running times t i and number of failures p i are recorded for pumps i = 1, . . . , n. The hierarchical model structure is
for known positive parameters α, β, γ and δ. We use the convention that β and δ are rate parameters of the gamma distribution. It is easily seen that
and hence, Gibbs sampling is possible for this example.
Identifying p = (p 1 , p 2 , . . . , p n ) with y, λ = (λ 1 , λ 2 , . . . , λ n ) with x and θ with β we see that f X|Θ,Y (x|θ, y) is a product of gamma distributions and from (3) it is easily shown that the marginal posterior distribution over β satisfies
This one-dimensional distribution remains one dimensional as sample size increases, in con- trast to the joint posterior distribution that increases in dimension as sample size increases. However, since there is no fixed-dimension sufficient statistic, the cost of evaluating f B|P (β|p) will increase (naïve evaluation increases linearly) with sample size, so we still expect computational efficiency of MCMC to remain dependent on sample size. Nevertheless, we can exploit the fact that the marginal posterior distribution is onedimensional to improve efficiency, by employing the IDARMS sampler that constructs an independent proposal for the Metropolis-Hastings algorithm that converges to f B|P (β|p). We used the original data presented in Table 1 and parameters α = 1.8, γ = 0.01 and δ = 1.
Results comparing IDARMS targeting f B|P (β|p) and Gibbs sampling over the joint posterior distribution are given in Table 2 . Even for this small problem, sampling from the marginal distribution for β was almost an order of magnitude faster than Gibbs sampling from the full posterior distribution including latent variables λ i . This results from the sampler over the marginal posterior distribution having both smaller IACT and smaller compute time per sample. For problems with larger n, we expect that IDARMS will still beat Gibbs sampling even though the cost of both algorithms grows linearly with n. Moreover, it is not guaranteed that, with a hypothetical larger sample size, the Gibbs sampler will continue to perform well. That is, the IACT for the Gibbs sampler divided by the dimension will need to remain roughly constant, which only happens in optimal cases (Roberts and Rosenthal, 2001 ).
Censored data
A classical example used to illustrate the Gibbs sampler is using latent variables in Gaussian censored data. Suppose y i is observed with right censoring, that is, if y i > a then only an "observation above a" is recorded. Let y 1 < y 2 < · · · < y m be the uncensored observations and let there be n − m additional censored observations. It is assumed that observations are normally distributed with unknown mean µ and precision λ. It is further assumed that µ|λ ∼ N(µ 0 , (k 0 λ) −1 ) and λ ∼ Ga(α, β), with k 0 = α = 1 and β = 0.1. Here (k 0 λ) −1 is the variance of the normal distribution and β is the rate of the gamma distribution. It follows from (3) that
for parameters α 1 = α+
) dependent on the uncensored data. This is a two-dimensional posterior distribution, with sufficient statistics m, m i=1 y i , and m i=1 y 2 i . Hence, once these statistics have been computed, the cost of sampling from the marginal posterior distribution is independent of sample size whatever MCMC method we use. Moreover, we have seen that IACT for the integrated case remains constant for increasing sample size and hence CCES is also independent of sample size.
The conventional approach to this problem is to add latent variables x i for the unobserved data, that is x i = y m+i , and use block-Gibbs sampling. The full conditional of µ, λ|y, x is a normal-gamma distribution and each x i |µ, λ, y full conditional is an independent and identically distributed truncated normal distribution. This creates a block Gibbs sampler with increasing dimension as the sample size increases. A sweep of block-Gibbs sampling is sample µ, λ|y, x by sampling λ|y,
where
We generated synthetic data using µ = 2, λ = 1 and a = 3, and compared block-Gibbs with t-walk for sampling from (6). In Figure 1 we see that IACT remains approximately constant for increasing sample size so the computational efficiency of each method scales in the same way as computation time; linearly for block-Gibbs and constant for t-walk. Burn 0 500 1,000 1,500 2,000 2,500 3,000 3,500 4,000 4,500 5,000 in was 10 times IACT and chain length was 1000 times IACT.
The AM algorithm will give better performance than t-walk for sampling this marginal posterior distribution, though one can see from the CCES in Figure 1 that this is a mute point since t-walk already provides fast sampling at all sample sizes. In this case, the Gibbs sampler may become arbitrarily inefficient, in comparison to the marginalized alternative. Box and Tiao (1973) analyzed data regarding batch variations in yields of dyestuff. The OpenBugs software (Lunn et al., 2009 ) also uses this example. Let y ij be the yield of sample j from batch i. The model is y ij |µ i , t w ∼ N(µ i , t −1 w ) for i = 1, . . . , B and j = 1, . . . , S where µ i |θ, t b ∼ N(θ, t −1 b ). We are trying to infer the hyperparameters θ, t w and t b from data. From (3) the posterior distribution marginalized over µ = (µ 1 , . . . , µ B ) satisfies
Dyes: Variance component model
where f Θ (θ), f Tw (t w ) and f T b (t b ) are hyperprior distributions and
y ij , and r 3 = 1 BS
Notice that there is so far no restriction on how we choose the hyperprior distributions and it is not necessary for them to be conjugate priors. Moreover, the complexity of sampling from this distribution does not increase with B nor S since we may precompute r 1 , r 2 , and r 3 . In particular, the cost of evaluating the marginal posterior distribution in this example is independent of sample size. Therefore t-walk or DRAM, or any other MCMC method, will have computational cost that is independent of B and S. However, the likelihood part of (7) does not decay as t b → ∞, so, depending on the choice of prior for T b , (7) may have a heavy tail in the t b coordinate direction. Thus, MCMC methods utilizing local moves, such as t-walk and RWM, including AM, could perform poorly even though the cost per iteration is independent of B and S.
Instead of working directly with (7) we perform a simplifying coordinate transformation
Then (7) becomes
where R 2 = r 1 − r 2 2 and R 3 = r 3 − r 1 . Further details of the coordinate transformation are left to the appendix.
After hyperprior distributions are chosen, we apply a tailor-made MCMC method to sample from f Θ,X,W |Y (θ, x, w|y). The effect of the coordinate transformation and hyperprior choice is that we can extract two full conditional distributions from known families of distributions from f Θ,X,W |Y (θ, x, w|y), so we choose our tailor-made MCMC method to be a Metropolis within Gibbs (MwG) method.
3.3.1 Tailor-made MCMC to sample from f Θ,X,W |Y (θ, x, w|y)
To apply MwG to f Θ,X,W |Y (θ, x, w|y) we choose the same conjugate hyperpriors as for Gibbs sampling,
with m = 0, λ = 10 −10 , and a = b = c = d = 10 −3 . This choice of hyperpriors allows two of the three full conditional distributions of f Θ,X,W |Y (θ, x, w|y) to be from known families of distributions,
The remaining conditional distribution satisfies
To sample from f W |Θ,X,Y (w|θ, x, y) we perform 5 iterations of RWM with proposal
We used 5 iterations of RWM to make the cost of drawing from f W |Θ,X,Y (w|θ, x, y) comparable to drawing samples from f Θ|X,W,Y (θ|x, w, y) and f X|Θ,W,Y (w|θ, w, y), and u was chosen to be twice the standard deviation of w values after a training run of length twice burn in. In this case t-walk does not perform sufficiently well and therefore the need for the above tailor-made MwG algorithm. However, t-walk requires very little effort to use and so is included in this example for comparison.
Simulations
The more conventional approach to sampling for this problem is to perform Gibbs sampling on f M,Θ,Tw,T b |Y (µ, θ, t w , t b |y), which includes latent variables µ, with conjugate hyperprior distributions. Then
We expect the cost of Gibbs sampling from f M,Θ,Tw,T b |Y (µ, θ, t w , t b |y) to increase at least linearly with B since µ has B dimensions.
To compare these MCMC methods we performed simulations using data in Table 3 and initial values θ = 1500 and t w = t b = 1. The comparison between Gibbs on f M,Θ,Tw,T b |Y (µ, θ, t w , t b |y), our tailor-made MCMC, and t-walk on f Θ,X,W |Y (θ, x, w|y) is summarized in Table 4 for the parameters θ, s w = 1/t w and s b = 1/t b . We found that our tailor-made MCMC on f Θ,X,W |Y (θ, x, w|y) outperforms (in both IACT and compute time) Gibbs sampling from f M,Θ,Tw,T b |Y (µ, θ, t w , t b |y), but t-walk is not competitive when data size is small.
For this example, the main advantage of sampling from the marginal posterior distribution, rather than working with latent variables, is that the computational cost remains constant for increasing data size, in particular, as the number of batches increases. Figure 2 demonstrates this with larger data sets constructed by generating additional artificial batches of size S using parameters θ = 1527, t s = (3002) −1 and t b = (2264) −1 . We see 4e-4 4e-3 6e-4 5e-5 7e-4 2e-4 2e-2 6e-2 1e-2 Table 4 : Results of Gibbs sampling from f M,Θ,Tw,T b |Y (µ, θ, t w , t b |y), our tailor-made MCMC method, and t-walk for sampling from f Θ,X,W |Y (θ, x, w|y) for the Dyes example.
that CCES grows linearly with B for Gibbs sampling, whereas CCES remains independent of data size for both MCMC methods for sampling from f Θ,X,W |Y (θ, x, w|y). IACT values appear to remain approximately constant for large B for this problem. The large initial drop in IACT for s w and s b could be attibuted to the extra data becoming informative about the values of s w and s b .
3.4 Rat pups: a linear mixed model West et al. (2007) , model 3.1, used a linear mixed model to model weights of rat pups from litters with different treatments. The model is
where w ij is the weight of rat pup i in litter j; t 1j = 1 if treatment to litter j is 'high', 0 otherwise; t 2j = 1 if treatment to litter j is 'low', 0 otherwise; s ij = 1 if rat pup i in litter j is male, 0 otherwise; l j is the size of litter j; u j ∼ N(0, s u ) is the random effect on litter j; and ǫ ij ∼ N(0, s ǫ ) is the error. We use data on n = 322 ratpups from q = 27 litters from the webpage for West et al. (2007) , http://www-personal.umich.edu/~bwest/almmussp.html. In matrix form the model is
where y ∈ R n is a vector of rat pup weights, X ∈ R n×7 , β = (β 0 , β 1 , . . . , β 6 ) T , Z ∈ R n×q and u = (u 1 , u 2 , . . . , u q ) T , and ǫ ∈ R n . This linear effects model is used in many applications, particularly in plant and animal genetics applications where data sets may be very large, see −2 for this range of B. Extrapolating linear growth of CCES for Gibbs θ and s w we expect t-walk to eventually beat Gibbs when B > 2.6 × 10 5 (approximately).
for example Aguilar et al. (2011); VanRaden (2008) .
Note that Z T Z is a diagonal matrix. Then y|u, β, s ǫ ∼ N(Xβ + Zu, s ǫ I) and u|s u ∼ N(0, s u I).
From (3) the posterior density function marginalized over u is (8) where
We could also marginalize over β. Instead we choose to retain the diagonal matrix structures in f and g in (8), that are also available in Gibbs sampling (see the expression for u|y, β, s u , s ǫ later). We perform the simplifying coordinate transformation (
so that ds ǫ ds u = s λ 2 dsdλ. The density function in the new coordinate system satisfies
As for a similar model in Hobert and Casella (1996) , we assume a uniform prior distribution on β and hyperprior distributions on s ǫ and s u such that
for some parameters a, b ∈ (−1, ∞). For our data, Rank(P Z) = 23, where P = I − X(X T X) −1 X T , so Theorem 1 of Hobert and Casella (1996) This choice of prior distribution allows us to apply both Gibbs sampling over the joint posterior distribution and our version of a MwG over the marginal posterior distribution.
Metropolis within Gibbs for β, s, λ|y
With our prior choice we obtain
, and InvGa(r, s) is an inverse gamma distribution with probability density function π(t) ∝ t −(r+1) exp(− 1 st ) for t > 0. In particular, to draw a sample from β|s, λ, y we first construct the matrix X T W X and vector X T W y, compute a Cholesky factorization of
To draw a sample from s|β, λ, y we compute f (β, λ), sample z ∼ Ga(
To obtain a sample from λ|β, s, y we perform one iteration of RWM with proposal λ ′ ∼ N(λ, w 2 ) for some w, then accept or reject according to Metropolis. If λ ′ < 0 then we always reject. The target density function for λ|β, s, y is
Thus, efficiency of our MwG sampler depends on our ability to efficiently assemble X T W X, X T W y, as well as evaluating f (β, λ) and g(λ). Since f (β, λ) = β T X T W Xβ − 2β T X T W y + y T W y, we can reduce our computing list to X T W X, X T W y, y T W y and g(λ).
In the appendix we show how to reduce the number of operations requried to compute all of these quantities so that they depend only on the maximum litter size. Note that the expected maximum litter size is a very slowly increasing function of q since we assume litter size is Poisson distributed with a finite mean, so the cost of MwG is almost sample size independent.
Simulations
We compare our calculations using MwG sampling for β, s, λ|y with the usual Gibbs sampling method for β, µ, s u , s ǫ |y, which iteratively draws independent samples from
In our implementation we use the fact that z ∼ Ga(r, s −1 ) implies z −1 ∼ InvGa(r, s),
for this rat pup model, and we pre-compute (X T X) −1 and a Cholesky factorization of X T X to efficiently compute the action of (X T X) −1 and samples from N(0, X T X).
Chain length was 10 5 after a burn in of 10 3 . We used initial s ǫ = 0.16 and s u = 0.105, and for Gibbs we also used initial β = (X T X) −1 X T y and µ = Z T Z + and s ǫ = 0.1648 (mean values from the previous Gibbs chain) and l equal to the mean of the rat pup litter sizes for the genuine data, we generated additional artificial data. For each additional rat pup litter we choose l j ∼ Po(l), treatment uniformly, and u j ∼ N(0, s u ). We then choose each rat pup within a litter to have uniformly random gender, and weight given by the model with ǫ ij ∼ N(0, s ǫ ).
In Figure 3 , as expected, CCES for our MwG sampler remains constant, while it grows linearly for Gibbs. When calculating CCES we ignored the setup cost because it is similar for both algorithms (slightly more for MwG given the additional precomputing steps and training run).
However, Figure 3 also shows that data size needs to grow substantially before our MwG sampler outperforms Gibbs sampling. In part, this is due to the already good performance of the Gibbs sampler for this example; since Z T Z is a diagonal matrix the Gibbs sampler only costs order q operations per iteration. In other mixed linear models, if Z T Z or the covariance matrices s u I or s ǫ I are not diagonal (VanRaden, 2008) then we would expect the cost per iteration to be order q 2 per iteration and marginalizing over u would lead to greater efficiency gains.
Discussion
In hierarchical models for which the full conditional posterior distribution over latent variables belongs to a known family of distributions, we can evaluate the density function for the posterior distribution over the hyperparameters allowing us to perform MCMC on a lowdimensional state space. This should provide efficiency gains since correlations between the hyperparameters and latent variables, that can adversely effect MCMC on the joint posterior distribution, are irrelevant.
For large data sizes, the computational bottleneck becomes the cost of evaluating the marginal posterior density function, whatever MCMC method is used. If we are lucky, then we can also derive a low-dimensional, sample size independent, sufficient statistic for the marginal posterior distribution that can be precomputed. The 'on-line' cost of evaluating the marginal posterior density function is then dependent on the complexity of the sufficient statistic, rather than data size.
Armed with a cheap way of computing the marginal posterior density function, the user is then free to apply whatever MCMC they wish to use to draw samples from the posterior distribution over hyperparameters. A good 'no-think' method is t-walk because it requires very little additional input from the user. However, for the price of a little bit more work, efficient bespoke methods can also be implemented.
If the user is interested in quantities that depend on the latent variables then they should still perform MCMC over the hyperparameters first. Once independent hyperparameter samples have been obtained, the user can then draw independent samples from the full conditional posterior distribution over the latent variables. The result is an independent sample from the joint posterior distribution. This technique could be called marginal then conditional (MTC) sampling.
Our approach challenges the conventional approach of applying a Gibbs sampler in situations where full conditional posterior distributions over all variables are available, especially in high dimensions when the cost of Gibbs grows with the number of latent variables.
We can also avoid choosing conjugate prior distributions simply because they make Gibbs sampling possible. Our approach lets the prior choice of hyperparameters be determined from modeling considerations rather than computational convenience.
Even in the case when a fixed-dimensional sufficient statistic cannot be found for the marginal posterior distribution over hyperparameters, we still think that efficient MCMC is possible. Our intuition originates from the observation that the marginal posterior density function tends to be a slowly varying function of the hyperparameters, and it should be possible to approximate that function efficiently.
