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  Abstract  
 
This thesis deals with implementing intelligent control Maximum Power Point Tracking (MPPT) 
algorithms for a photovoltaic grid-connected system and comparing them to the conventional 
hill-climbing methods.  
In the first part of the thesis, a grid-connected system is modeled. A Shockley diode PV model is 
connected to a boost converter that outputs a voltage equivalent to the grid. A six legged, 3-
phase DC-AC inverter is used to output the voltage needed to connect to the grid. The two most 
common hill-climbing techniques, Perturb and Observe (P&O) and Incremental Conductance 
(IC), are simulated on EMTP-RV and their performance is studied. Two intelligent control 
algorithms are then simulated in EMTP-RV, Fuzzy logic (FL) and Neuro-fuzzy networks (NF). 
Comparison between these methods and their performance is made. Results from simulations 
illustrate the potential of the intelligent control techniques in MPPT applications.  
In the second part of the thesis, sensitivity analysis was made to the passive storage elements, 
inductors and capacitors, of the system. The effects of changing the values of the elements are 
studied. Optimization of the elements in study will result in a reduction in size and cost. 
Intelligent control methods are proved to be better in tracking the maximum power point than 
the traditional hill-climbing methods. The optimization of the inductance and capacitance 
values of the boost capacitor and the inverter AC filter are studied by altering their values. The 
elements are reduced to certain values that will not violate the standards of operation.  
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General Background and Research Goals 
 
1.1 – Introduction 
 
Photovoltaic (PV) solar energy is a source of clean and renewable energy that is attracting 
attention both as a research topic and industrial application. With the futile disputes 
regarding numerous aspects of fossil fuels, more and more people are looking for a cleaner, 
more sustainable alternative energy sources. Solar energy, in general, tops other 
prospective sources of renewable energy in terms of long service life and high reliability. 
Nevertheless, photovoltaic solar energy suffers from a few drawbacks, including high cost of 
implementation and low efficiency. Due to the shortcomings of the photovoltaic solar 
energy, it contributes less than other energy sources. Therefore, it is a necessity to increase 
the efficiency of photovoltaic in order to increase the market penetration and the 
commercial acceptance of PV cells.  
PV cells can be divided into two categories according to their application: 
 Stand-alone 
 Grid-connected 
This thesis focuses on the grid-connected PV cells. The diagram scheme shown in Figure 1.1 







Figure 1.1 - Block Diagram of a Grid-integrated System 
As shown in Figure 1.1, a PV panel produces a DC voltage that needs to be elevated to the 
appropriate level. Therefore, a boost converter is needed to increase the DC voltage. A DC/AC 
inverter is then used to convert the DC voltage to 3-phase AC voltage that can be connected to 
the grid. 
The main problems of such a scheme are [27]:  
 High DC voltage level connection  
 Safety 
 Cables losses 
 Risk of DC arcs  
The primary focus of research in such systems is the DC-DC boost converter. A closed loop 
scheme has to be used in order to track the change of the output current or voltage of the solar 
panels and change the switching rate of the boost converter to maximize the power output of 
the solar panels. 
In recent years, a lot of interest has been created in applying intelligent control methods in the 
field of power electronics in general. Previous research in the area of PV grid-integration 
included applying fuzzy logic controllers and artificial neural networks [1-5, 28, 30] which was 







DC/DC Boost converter DC/AC inverter Grid 
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1.2 - Research Motivation 
Photovoltaic solar cells are an evolving technology. The efficiencies of the solar cells in 2013 
reached 44.7% [32]. On the other hand, high oil prices, pollution and political pressure to 
reduce Carbon Dioxide emissions are few of the major reasons that drive governments to 
consider renewable energy sources. The increasing demand of electric energy drives nations to 
consider renewable and sustainable energies.  
 Several inverter topologies are being introduced to minimize losses and cost as well as provide 
a better performance [31]. With the demand for more reliable solar maximum power point 
tracking (MPPT), further work should be considered regarding the control aspects of the 
inverter to overcome the drawback of the traditional hill-climbing techniques. The PV solar cells 
model a challenging application field since the changes in the solar irradiance and the 
temperature are not known. This nonlinear and highly complex system of a grid-connected PV 
cells can be stimulating to control engineers. 
Various adaptive control methods, both considering the possible variations (intelligent control) 
[1, 2, 5, 17, 30, 31, 36] and not considering the possible variations (hill climbing) have been 
studied in the past [6, 12, 19]. PV cell inputs are highly indeterminate; it is not possible to 
model the system mathematically. Therefore, there is a need for a control method that takes 
into consideration the following issues: 
 Inability to model the mathematical system accurately  
 Operation under a wide operational range 
 Adaptation to unforeseen system changing parameters and conditions 
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 Insensitivity to nonlinearity 
 Simplicity of implementation and design 
Intelligent control systems such as artificial neural networks (ANNs), fuzzy logic (FL) as well as 
meta-heuristic optimization methods meet the characteristics listed above [5, 13, 16, 17].  The 
intelligent control has presented some promising results. Commonly, researchers would use 
only one intelligent control technique, ANNs, FL, or evolutionary computing. The combination 
of ANN and FL has proven to be effective in several applications.  The ANN compensates for the 
lack of learning capability and the limited adaptability of the FL. The FL, on the other hand, is a 
great way to model linguistic information [24]. Combining the two methodologies provide a 
hybrid structure that is capable of dealing with systems involving different types of knowledge. 
 
1.3 - Problem Definition 
Increasing the efficiency of the renewable energy sources is an important concern. This 
research will address the control of a PV grid-integrated network through intelligent control. 
There has been insufficient research in applying intelligent control in the application of 
Photovoltaic maximum power point tracking. Both fuzzy logic and neural networks have been 
proven to be efficient in other applications and have a lot of potential in this specific 
application. This research is looking to enhance the maximum power point tracking ability of a 
PV integrated system in comparison with the traditional Hill-climbing methods as well as fuzzy 




The main disadvantages of the Hill Climbing methods are:  
- Local maximum: a relative maximum that is not the absolute maximum point of the 
function. 
- Plateau: a horizontal surface where the two neighbors have equal scores. 
- Ridge : The orientation of the high region, compared to the set of available moves, 
makes it impossible to climb up. However, two moves executed serially may increase 
the height. 
The proposed work deals with solving the problems of the hill climbing methods and 
implementing NF controller for a better performance compared to neural networks or fuzzy 
logic. Overall, intelligent control is tested in the photovoltaic grid-integrated application to 
observe the performance.  
 
1.4 - Literature Review 
This section surveys previous research done to investigate the efficiencies of various Maximum 
Power Point Tracking (MPPT) techniques. In the literature, most of the previous work focuses 
on tracking the MPP without studying the effect the MPPT block has on the rest of the system. 
Traditional Hill climbing [6, 20, 38, 39], FL controllers [1, 3, 4, 13, 19, 38, 39] and NN [19, 31, 39] 
methods are reviewed to explore their efficiencies to track the MPPT.  Active research is being 
carried out to integrate the NN and FL to further enhance the performance of the tracking [5, 
16, 30, 36].  
6 
 
The authors in [22] clearly explain the effects of solar irradiance, the temperature and the shunt 
and series resistance of the PV model on the output power curve.  Due to the non-linearity of 
the PV I-V curve, Power curve is shifted whenever the temperature or the irradiance factors are 
changed. Changes in the power curve repositions the MPP and Hill climbing techniques have 
shortcomings when the MPP is a local maximum or when there is a plateau power curve. Fuzzy 
controls are shown to overcome this problem [4, 13, 19]. 
The P&O algorithm is widely used in PV systems. P&O algorithm continuously perturbs the 
terminal voltage and compares the output power with the previous perturbation. The direction 
of the perturbation remains the same as long as the output power is increasing; otherwise the 
algorithm changes the direction of the perturbation. As can be seen in Figure 3.1, once the 
maximum point is determined, the algorithm will keep oscillating around the MPP.  
All the papers studied during this review, have almost the same ideology of fuzzy 
implementation. An MPPT is based on fuzzy heuristic rules. The basic structure of any fuzzy 
interference system is the database of rules and the reasoning mechanism which includes 
turning the input and output to and from fuzzy variables.  
In [2], four blocks are used for the fuzzy control logic. The fuzzifier block converts the crisp input 
into a fuzzy point. The inputs have to be fuzzified in order to apply the compositional rule of 
inference. Single pairs of a member and its membership function (X, µ(x)) are used as fuzzifiers. 
The Larsen interference engine is used because of simplicity and efficiency. For the crisp output, 
the paper uses the most common form of ‘defuzzification’ which is the center average. The 
fuzzy computation output is used as an input to the PID controller which is connected to the 
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plant. The difference in the error between the plant (represented as a transfer function) input 
and output is measured. The error, the error difference and the incremental difference in the 
input signal; all three are normalized on the following domain (membership function). 
The rule base is 2-dimensional. The rules are based on the characteristics of the step response.    
The following notation is used: P is positive, N is negative and each has 3 ranges (small (S), 
medium (M), big (B)). Ziegler-Nicholas method is used to obtain the initial values of the PID 
controller gains. The member functions of the tables above are linearly interpolated to make it 
easy to obtain the triangular and trapezoidal member functions. The defuzzification process 
contains mainly a product, a sum and a gain block. The product block performs an algebraic 
product fuzzy conjunction. The product and the gain implement Larsen implication. The sum is 
used to get the maximum s-norm rule aggregation.  
Now we consider another approach from other authors [1]. In this paper, the authors used 
three main blocks for the fuzzy control; 1-fuzzification, 2-fuzzy algorithm and 3-defuzzification. 
Like the previous paper, there are two input variables (power (P) and voltage (U)) and one 
output. The output is the increase of voltage at the next sampling instant. The same theory is 
applied where the MPP is determined when both ΔP and ΔU are equal to zero. The membership 
function of the power input is assigned five values ranging from negative big to positive big. 
Unlike the power input, the voltage input is only assigned three fuzzy sets; positive, zero and 
negative. The output voltage ΔU(k+1) is assigned seven fuzzy sets.  
The fuzzy rules are derived through understanding of the system. Unlike the previous paper, 
this paper uses Mamdani’s method with max-min operation fuzzy combination [8]. 
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The difference between Mamdani and Larsen’s methods was noticed in [8]. The only difference 
is that Mamdani takes the intersection of the two membership functions. After applying the 
fuzzy rules, a crisp output is needed. The same ‘center of gravity’ method as [2] used. This 
paper will also look at another publication yet implementing the same fuzzy control 
methodology to regulate an inverter. 
 The authors of [4] used a self-adapting fuzzy PID controller that measure the parameter of 
object under control and makes a real time adjustment. 
 The fuzzy controller has two inputs and 3 outputs (Gains) to the PID controller. The PID 
controller is then connected to the plant or the unit under test. The output is looped back to 
calculate the error which is fed as an input to the fuzzy controller. The two input variables and 
the three output variables have seven fuzzy sets each. The Fuzzy sets are the same as the 
previous papers; ranging from Positive Big to Negative Big (PB, PM, PS, Z, NS, NM, NG). All the 
subjection functions of the fuzzy subsets are isosceles triangles. ΔKP, ΔKI and ΔKD have the 
following control regulation if ‘e’ AND ‘ec’ then ΔK. Below are the fuzzy rules for the three gain 
outputs.  
The authors of [5] used recurrent fuzzy neural networks to track the maximum power point. 
They used a recurrent neural network controller with four stages simulating a fuzzy inference to 
output a signal u that controls the duty cycle of the MOSFET. With correct resistance matching, 
maximum power point is obtained. The authors of [5] used radial basis function to supply the 
neural network with a missing input. The neural network is trained using expert knowledge 
from a traditional fuzzy controller. Training of the NN provides a more stable starting point 
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compared to randomizing the starting variables. The recurrent fuzzy neural network controller 
is proven to have better results than the traditional fuzzy controller.  
After examining several different publications with the purpose of enhancing the performance 
of a PV inverter operation using fuzzy logic, the results of different software simulations will be 
examined. To observe the efficiency of the advancements of the fuzzy control, the results are 
compared with non-fuzzy control methods. Some of the output graphs show the error of the 
signals, while some outputs display the stability of the signal in the presence of a step change in 
the input parameters (Solar irradiance or Temperature). The simulation of the fuzzy logic is 
compared to the simulation of a PV array with a variable step based MPPT incremental 
inductance method.  The difference in results between [5] and [1] shows the enhanced 
performance of fuzzy control methods over the traditional hill climbing methods. 
The authors in paper [2] also compare the performance of the fuzzy control with two other 
controllers. The first type of controller that the fuzzy method is compared with is the 
conventional PI controller. The conventional PI controller takes the current difference between 
the plant output and the input from the PV as an input to the PI controller with no correction 
logic. The second benchmarking technique is the PI-like fuzzy controller. The PI-like controller 
does not utilize a PID controller at all. Instead, one fuzzy algorithm implemented on the two 
gains of the fuzzy controller is implemented on the current difference. The output current 
difference is fed into the fuzzy algorithm and the fuzzy control output is delayed and fed as the 
plant input.  
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In [4], the fuzzy PID controller is compared to the average PID controller. The output voltage 
waveforms and the error signals are compared. The dynamic response of the fuzzy PID 
controller is faster than the traditional PID controller.  
From [5], It is noticed that the duty ratio signal comparison between the traditional fuzzy logic 
controller and the proposed neural network controller. The output regulated voltage signal 
converges faster with fewer ripples than the fuzzy controller. 
Fuzzy logic is implemented in numerous different fields today. Research interest in fuzzy logic is 
increasing because of the proof of its efficiency over traditional methods. This review paper 
overviewed several papers implementing fuzzy logic to enhance the performance of power 
electronics. The look for green energy will be the focus of nations in the future and researchers 
are looking to output the maximum efficiency. Fuzzy logic is shown to be better than the 
standard methods of reaching the MPP. Simulations show fast convergence, better error 
tracking, better real time dynamic performance, better rising time, percentage maximum 
overshoot and settling time than the other traditional non-fuzzy control methods. 
The fuzzy control methodology used in grid-connected PV application contains three parts in 
general. The first part is turning the crisp input into fuzzy variables. The second part is applying 
fuzzy rules on the input variable.  For the fuzzy implication methods, Mamdani’s application for 
the control of the dynamic plant is used [9]. Simulations show that there is no dramatic 
difference between Mamdani and Larsen’s methods. Mamdani assigned seven basic subsets for 
the variables but some authors used less than seven. The papers in study used different 
numbers of members in their functions. Nevertheless, the procedure is the same. The inputs 
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are assigned a subset of membership functions variations. The membership functions vary 
being triangles and trapezoids. A two dimensional table comparing two inputs will determine 
the membership function of the output. The membership functions are interpolated instead of 
being a step for linearity.  
The FL control not only provides better performance in comparison with non-fuzzy methods, 
they tackle many issues that the standard non fuzzy methods could not solve. The most 
important advantage of the fuzzy logic is the tracking of the signal as there is a shift in the curve 
due to the change in irradiance or temperature. The normal MPPT methods (Hill climbing 
methods) do not track well the signal as there is a sudden change in the input parameters. This 
is practically very useful because it is applicable in real life. A large cloud may pass by changing 
the solar irradiance dramatically over a short period of time. Practically, fuzzy control methods 
are easy to implement on hardware. The fuzzy control can be implemented on DSP and FPGA 
hardware. The fuzzy control systems also allow a wide range of industry sized applications. The 
fuzzy controls can be implemented on large systems as well as small systems.  
One of the drawbacks may be the complexity of the software simulations as we increase the 
accuracy. The Mamdani method used seven fuzzy subsets. If the number of subsets is 
increased, the accuracy is increased as well as the computational complexity. Another 
drawback of the fuzzy logic is that it is digital in nature. That means that the input parameters 
must be digitized before getting processed. That might be a disadvantage compared to other 
techniques that can be utilized in the analog and digital sense. Another disadvantage of the 
fuzzy control system is that it depends on the PV array. Other methods such as the hill climbing 
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method are PV array independent. The authors of [10] compare almost all control schemes that 
can be used to obtain MPPT.  
Neuro-fuzzy system is proven to be an excellent non-linear approximator. Neuro-fuzzy systems 
are effective MPPT techniques according to recent research and literature [49-52]. 
The authors in [50] used an adaptive neuro-fuzzy inference system to create a trained system 
with membership and functions to track the MPP. A MATLAB function is used determine the 
fuzzy rules and the membership functions. The inputs to the system are the temperature and 
the solar irradiance, while the output of the system is the maximum voltage of the solar array. 
The system used is multidimensional and is proven to work well with nonlinear plants. The 
authors used Gaussian membership functions for the inputs and a triangular membership 
function as the output fuzzy set.  The modeled system is tested under changing solar irradiance 
and the results show that the controller output tracks the MPP well.  
Authors in [51] utilized neural networks, fuzzy logic and neuro-fuzzy controllers to obtain the 
MPP from a PV cell. Fuzzy logic is used to generate an actuated signal based on the PV output 
voltage and short circuit current. They used neural networks to continuously approximate the 
perturbation step size. With the information from both the neural network and the fuzzy logic 
controller, a neuro-fuzzy logic controller is used to control the duty cycle of the converter.  
The neuro-fuzzy controller is trained using the error-back propagation learning algorithm using 
30-samples of input-output power.  Learning is achieved with 7124 iterations based on a 
stopping criterion of half squared error performance index of 0.001 (51). With disturbance of 
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10% of the desired input power is applied at the steady-state, the system is proven to be 
robust. The system correctly tracks the MPP with abrupt changes in weather conditions.  
A five layered adaptive neuro-fuzzy controller is utilized in [52] to generate the duty cycle 
controlling the converter in order to obtain the MPP. The Sugeno fuzzy model was used for its 
high interpretability and computational efficiency. Each layer output of the neuro-fuzzy system 
is explained. The two inputs of the system are the error and the difference in the error. The 
system modeled uses 7 triangular membership functions for each input giving a total of 49 rules 
in the rule base. The authors used 500 epochs to train the neural network.  The system is tested 
with a 200 W/m² step decrease of solar irradiance and a 25° decrease in temperature and is 
proven to have good performance.  
Current research is being conducted to optimize the fuzzy and neuro-fuzzy control methods in 
tracking the MPP of operation. 
 
1.5 – Research Objectives 
This thesis looks into applying Fuzzy logic and Neuro-fuzzy networks as MPPT algorithms along 
with P&O and IC as the traditional hill climbing methods. The system simulated is a PV grid-
integrated system. The traditional hill-climbing methods are not efficient and have many 
drawbacks in several cases with changing weathering conditions but are still used because of 
their simplicity. Intelligent control methods provide an easy and efficient tool to overcome the 
drawbacks of the hill-climbing method. A better tracking of the changing weather leads to 
increased power generated efficiency. 
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Intelligent control has proven to be successful in many optimization fields. The proposed work 
attempts to apply the techniques to the field of renewable energy and power electronics. In 
this thesis a PV grid integrated system is modeled and four MPPT algorithms are modeled and 
tested in the simulation package EMTP-RV.  
For each MPPT technique, sensitivity analysis of the system is conducted. The results of the 
analysis of the four algorithms are compared. Sensitivity analysis is conducted on the 3 major 
storage elements of the system. Furthermore, fault analysis is conducted to notice the voltage 
alteration after the AC filter.  
The four algorithms are evaluated against step changes in the solar irradiance and linear 
changes in temperature. The system is simulated using EMTP-RV. 
 
1.6– Thesis Outline  
This thesis consists of 5 chapters. Chapter 1 introduces the problem, briefly explains the 
objectives and goals and this thesis and provides background information as well as previous 
word done in the field. In chapter 2, the components of the system are defined and each 
component is considered on its own. In chapter 3, several MPPT control schemes are 
introduced and outlined. In chapters 4 and 4b, Fuzzy logic and Neuro-fuzzy systems are further 
studied. The implementation of the system and the different MPPT techniques in EMTP-RV is 
shown in chapter 5. Results of the simulation as well as the sensitivity analysis results are 






Photovoltaic Grid-Integrated System 
 
2.1 – Introduction 
PV cells convert light energy into electric energy. Some of the photons emitted by the sun are 
absorbed by the semiconductor layers causing the electrons to be freed. These free electrons 
move to the positive layer of the p-n junction causing a voltage drop. If a load is connected to 
the PV cell, a current is produced. To increase the voltage and the current of the PV cells, the 
cells should be connected in series and parallel respectively. The variation of the intensity of the 
sunlight throughout the day is inconsistent, thus resulting in changing the output of the PV 
module. The change in the output of a PV module is resulting from changes in temperature and 
solar irradiance. To maximize the efficiency of the solar cell, it is important to extract the 
maximum power output. The DC-DC boost converter is used to track the maximum power point 
coming out of the PV module. The boost converter controls the magnitude of the voltage by 
changing the duty cycle of the switch. Pulse width modulation (PWM) techniques are used to 
control the on-off period of the switch, producing the firing pulses. The DC-AC inverter then 
changes the DC signal coming out of the boost converter to integrate it to the grid. A three 
phase voltage source converter is used to convert the DC signal into AC. An RC filter is used to 
remove the harmonics introduced by the inverter. A feedback loop from the secondary bus 
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with a phase locked loop (PLL) is used to control the switching of the inverter. PWM is also used 










Figure 2.1 PV Grid-integrated System Block Diagram with Control Blocks 
 
The PV grid-integrated system has four main blocks: the photovoltaic generation, the DC-DC 
boost converter, the DC-AC inverter and the grid representation connection. The control of the 
boost converter will be the primary focus of this thesis. Figure 2.1 represents the test PV grid-
integrated system used. The system is modeled using EMTP-RV and is connected to a grid 
model.  
2.2 – Type of PV Grid-integrated systems 
There are two types of PV grid-integrated systems, PV grid integrated with storage and PV grid 
integrated systems without storage elements.  
2.2.1 PV grid-integrated system with storage 
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PV grid-integrated systems are rarely used. The system utilizes a battery bank after the DC-DC 
converter to store energy in case of any islanding conditions. The batteries act as a backup 
power for specific loads in case of grid failure. In case of any presence of storage elements, a 
buck-boost converter is used to accommodate the voltage ranges of both the grid and the 
batteries. Storage elements come in different forms including mechanical (pumps), chemical 
(batteries) and thermal (molten salt storage). The most common storage element used in small 
voltage applications, mainly households, is batteries. 
 
2.2.2 PV grid-integrated system without storage 
PV grid-tied systems do not have storage elements and are connected directly to the grid. It is 
more common in small applications such as the one considered in this thesis. The power 
supplied from the solar panels supply the loads and if there is excess, it is supplied to the grid. 
There usually is a meter to control the flow between the unit in study and the utility to 
compute the power flow, and accordingly the cost. The absence of storage elements eliminates 
the need for a buck converter. The absence of storage elements result in a system that is 
cheaper, smaller and less liable to maintenance.  
 
2.3 – Components of PV grid-integrated system 
The process of changing sunlight to AC electricity requires a series of blocks to produce the 
output necessary to connect to the grid. In such a series of processes, control methods need to 
be applied to few blocks to ensure the quality and the efficiency of the system. The DC output 
of the PV cell is fed to a boost converter to increase the voltage level. To connect the output 
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voltage to the grid, an inverter is needed to change the voltage to AC. The PV model is explored 
next.   
2.3.1 Photovoltaic model 
Calculations that model the PV characteristics are usually taken from the manufacturer’s data 
sheet. The I-V characteristics are best modeled at a specific solar irradiance and operating 
temperature. Mathematical models are used to model the behavior of the PV cell in terms of 
open circuit voltage, short circuit current and maximum power point voltage and current. The 
most common approximate model is the single diode model (SDM) shown in figure 2.2. This 





Figure 2.2 PV Representation Models 
 
A more simple representation of the SDM is the ideal single diode model (ISDM). The ISDM, 
shown in figure 2.2, does not account for the series and shunt resistances. The ISDM model 
assumes 𝐼 = 𝐼𝑝ℎ − 𝐼𝑑. The SDM model is used in this thesis since it is widely used, fairly simple 
and accurate.  
The model of the equivalent PV circuit consists of a current source in parallel with an inverse 
diode and a parallel resistor. All elements are assumed to be ideal; therefore there is no 
snubber circuit included with the diode. The current source represents the current generated 
by the photons [30]. The solar module characteristics change with variation in the irradiation 
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pattern and the ambient temperature. PV models can be represented using one equation 
relating the output current and the output voltage. The modeling equations are obtained from 
[28] where K is the Boltzman constant; Np and Ns are the number of parallel and series 
connected cells respectively; Eg is the band gap of the semiconductor; Tc and Tr are the cell and 
the reference temperature respectively in Kelvin, A and B are the diode ideality factors with 
values varies between 1 and 2; Φn is the normalized solar irradiance; Isc is the short circuit 
current given at standard condition; It and Ior are constants given at standard conditions. 
Where Iph represents the cell photocurrent; Rp and Rs are the intrinsic shunt and series 
resistance of the cell respectively; Id is the diode saturation current; Vo and Io are the cell 
output voltage and current respectively. The following are the simplified equations describing 
the cell output voltage and current:  





− 𝟏]                                                   (2.1) 
















                                                                      (2.4) 
 
Table 2.1 
PV Model Characteristics  
q K 𝑻𝒓 𝑹𝒔 𝑹𝒑 
1.6 × 10−19C 1.38 × 10−23𝐽/𝐾 298 1 mΩ 10 kΩ 
A 𝑵𝒑 𝑵𝒔 𝑲𝑰 𝑰𝒔𝒄 




Solar cells are assumed to be made out of Copper indium gallium selenide (CIGS) 
semiconductors. Cells made with CIGS have high efficiency and belong to the thin-film category 
of the photovoltaics.  The band gap of such semiconductors range from 1.04 - 1.7 eV. For the 
current application, we assume that 𝑬𝒈 = 1 eV for maximum efficiency. The following IV and PV 
characteristics are simulated using EMTP-RV.  
 
Figure 2.3 Photovoltaic I-V and P-V Characteristics 
 
To obtain the maximum efficiency of the PV cell, we need to obtain the Maximum Power Point 
(MPP). The MPP is obtained when the change of the power over the change of voltage equals 
zero. To obtain the MPP, we must implement any of the Maximum Power Point Tracking 
(MPPT) techniques. The most famous and widely used techniques are the “Hill Climbing” 
methods. The most common Hill Climbing methods are the P&O and Incremental Conductance.  





Figure 2.4 P-V Plot With Varying Solar Irradiance ∅𝒏 
 
Figure 2.5 P-V plot With Varying Temperature (𝑻𝒄) 
 
2.3.2 – Boost Converter 
The Boost converter increases the voltage coming from the PV model to the appropriate level. 
The regulated voltage is always higher than the input voltage. The modeled DC-DC boost 
converter is a non-isolated converter. In order to obtain high efficiencies, the voltage drop on 
devices should be reduced and there should be low switching losses. The basic mode of 
operation is as follows: when the switch is on, the diode is reversed biased, isolating the output 
stage. When the switch is off, the output energy is obtained from the input as well as the 
inductor. There are two modes of operation for the boost converter that depend on the duty 




   
   
   
   
   






   
   
   
   
   







Figure 2.6 DC-DC boost converter model 
The DC-DC converter needs to be regulated by a PWM signal. The PWM signal controls the 
opening and closing of the switch (or the transistor) hence controlling the duty cycle. The signal 
is generated by comparing a level control voltage with a triangular waveform with a constant 
voltage amplitude and frequency. The control voltage represents the scaled error between the 
desired voltage and the actual value of the voltage. When the control voltage is greater than 
the saw tooth waveform, the signal is high and the switch is open. When the control voltage is 
lower than the sawtooth waveform, the switch is closed. The sawtooth frequency is kept 
constant. The duration of the on period to the off period decides the average output voltage; 
hence the duty cycle varies. The duty cycle, which is the percentage of the on period in the 
cycle, is represented as 
D = 
𝑉𝑐𝑜𝑛𝑡𝑟𝑜𝑙
 𝑃𝑒𝑎𝑘 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑎𝑤𝑡𝑜𝑜𝑡ℎ 𝑤𝑎𝑣𝑒𝑓𝑜𝑟𝑚
                                                       (2.5) 
The PWM generator is modeled in EMTP-RV (Appendix X). The error, represented by a sine 
wave, is the compared to the sawtooth waveform to generate the PWM switching signal.  
2.3.3 DC-AC Inverter 
Inverter topologies are divided into single stage (two-level) inverters and multi-level inverters. 
Introduced in 1975, the multi-level inverter topologies were developed so that solid-state 
switching devices can accommodate the use of high power. The concept behind multi-level 
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inverters is the use of a series of power semiconductor switches with several low voltage 
sources to form a staircase voltage waveform. There are three major types of multi-level 
inverters: diode clamped, flying capacitors and cascade H-bridges.  Multi-level inverters have 
the ability to operate at fundamental switching frequency as well as high frequency PWM. 
Drawing low distortion input current and a staircase waveform (low distortion output voltages) 
are among the other advantages of multilevel inverters [41]. A few drawbacks of multilevel 
inverters include the increasing number of semiconductor switches which translates to a higher 
cost, larger space, increased complexity and more losses.  
The inverter used is a three-phase two-level inverter. The three phase inverters are the most 
commonly used inverters to supply three-phase loads compared to single phase inverters. 
Three separate single-phase inverters can be used to produce output signals that are displaced 
by 120° from one another but since an access to each of the three phases is not available in our 
application, this approach is inapplicable. DC-AC inverters can be either current source inverters 
(CSI) or voltage source inverters (VSI). Voltage source inverters are used in PV applications since 
VSI are usually used to supply inductive loads. For the application in study, the grid is modeled 
as a resistive-inductive load. The frequency and the voltage of the AC side are fully determined 
by the inverter. A VSI can be supplied by any DC source (whether it is PV, utility grid or a 
batter), nevertheless, in this study the input voltage is regulated by the boost DC-DC converter 
presented earlier. For VSI, a capacitor is needed at the input to hold the DC voltage constant 
during switching timescale and to provide low impedance. The most commonly used inverter is 





   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   





Figure 2.7 Inverter Model  
Figure 2.7 shows the inverter used in the study. Each phase is derived from a leg of the inverter; 
therefore, the output of each leg is a phase-ground voltage. The output voltage is independent 
of the output load current. [25] 
Two switches are connected simultaneously. Figure 2.8 displays the modeled switch. The 
modeled switch has an antiparallel diode in reverse to the switch. Each element of the switch is 
coupled with a snubber circuit to model the realistic component instead of an ideal one.  









Figure 2.8 Switch model 
 
A PWM scheme is necessary to control the switching of the IGBT to control the Boost converter 
as well as the inverter. The methods to produce PWM signals are discussed in the next chapter. 
The square wave modulation is used to control the DC-AC inverter while a Bipolar PWM scheme 
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is used to control the DC-DC boost converter. A PID controller is used to track the input signal. 
The output of the PID controller is compared to a triangular waveform to produce the duty 
cycle of the DC-DC boost converter. 
The control for voltage source inverters can be divided into three main categories; PWM, 
square wave control and single phase with noise cancellation. Square wave modulation is used 
where the magnitude of the DC input voltage controls the output voltage. The output voltage 
magnitude is uncontrolled. The line to line voltage is expressed in equation 2.6. The line to line 
voltage does not depend on the load [25]. ℎ is the harmonics amplitude in terms of the order 𝑛.  
 
𝑉𝑙𝑙,ℎ =  
0.78
ℎ
𝑉𝑑                                                                  (2.6) 
ℎ =  6𝑛 ± 1                                                                   (2.7) 
The amplitude of the harmonics decreases with the increasing order as shown in equation 2.7. 
Figure 2.9 shows a sample of the DFT of the inverter output voltage. Since the fundamental 





Figure 2.9 Inverter output frequency harmonic analysis 
 
The switching signals needs to be modulated in order to control the frequency. A 6-pulse firing 
pulses bridge is used to supply a pulse width modulation scheme. PWM switching cancels out 
the DC component (the negative bus) in the line to line voltage. Thus, we only consider the 
harmonics that is present in the line-line voltage. Only odd harmonics exist around the 
modulation frequency and its multiples. The phase difference between the line-neutral voltages 
is 120°. The resultant phase difference will be equal to zero if the modulation frequency is off 
and a multiple of 3. [25] Therefore, the even harmonics will be removed. A low pass RC filter is 
implemented on each phase to pass the 60 Hz frequency of the grid only.  
On the other hand, a square wave PWM is used to control the 6 switches of the 3-legged DC-AC 
inverter. A firing pulse block is used in EMTP to produce single pulsing to the six switches. The 
inputs to the block are the three phases, a delay signal, a block binary signal and the width of 
the pulses. The three phase inputs are directly coming from the PLL which tracks the changes in 
the three phase output of the grid-connection. Equation 2.7 shows the output voltage of the 
half wave symmetry.  
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𝑣𝑜 =  ∑
2𝑉𝑑
𝜋ℎ
sin(ℎ𝜔𝑡)ℎ=1,3,5,..                                                         (2.8) 
Figure 2.9 shows the square wave PWM. The frequency of the control signal is 60 Hz and the 
difference between the first three signals is 60°.  Signals 1-4, 3-6 and 5-2 are the inputs to the 
two switches that control the inverter IGBTs respectively.  Sensitivity analysis of the AC filter of 
the inverter will be discussed in chapter 6. 
 
Figure 2.10 Inverter PWM waveforms 
2.3.4 Filters 
Filters are divided into two categories; passive and active. Passive filters are built using simple 
blocks consisting of passive elements. Those blocks are connected in a cascade or chain 
topology using the same blocks or different blocks. Furthermore, the blocks are divided into 
two main divisions: balanced and unbalanced. Some of the unbalanced topologies include: L-
section, T-section and Π-section. Some of the balanced topologies include: C-section, H-section 
and box-section. There is a need for an EMC filter on the output of the inverter. The filter allows 
decoupling of the inverter from the grid while improving the signal connected to the grid. A 
simple low pass passive LC filter is used in this thesis for simplicity and effectiveness. The 
damping resistor values of the inductors are kept as small as possible and vice versa, the 
damping resistors of the capacitors have large values. The delta connection eliminates the triple 








Figure 2.11 AC Filter 
2.3.5 Grid Representation 
Representing the grid is a complex task that needs a large number of considerations. Before 
representation, one should consider the purpose of the representation, the analysis to be 
performed, hardware limitations and speed to converging solutions. Some of the attributes to 
consider that contribute to the complexity include linear versus nonlinear representation, 
discrete versus continuous, static versus dynamic, plain simulation versus optimization driven 
and so on. [42] At this stage, only a simple representation is used for simplicity; later on, a more 
complex model may be used. A Thevenin’s equivalent representation is used to model the 
transmission lines and the grid. A simple RL representation is used before a 3 phase voltage 
source representing the inductive nature and the internal resistance of the transmission line.  
 
2.4 – Summary 
The PV grid integrated system in study was discussed in this chapter. To increase the efficiency 




The MPPT will control the switching of the boost converter. A different control algorithm is 
needed to control the duty cycle of the DC-AC inverter. In chapter 3, different MPPT control 




























With the changing weather conditions, the generated power of the PV cell changes. For 
maximizing the generated power of the cell, tracking the maximum power operating point is 
necessary. As discussed in section 2.3.1, a PV panel has a maximum operating power point. This 
maximum operating power point is in continuous shift due to changing solar irradiance and 
operating temperature.  In this chapter, several MPPT control methods are introduced in brief 
and will be discussed in later chapters in more detail. 
3.2 MPPT control schemes 
A control block is needed to track the MPP and manipulate the duty cycle of the boost 
converter. In this section several control mechanisms are explored and implemented. Two of 
the traditional Hill climbing methods will be compared to FL controllers and NF controllers 
3.2.1 Perturb and Observe (P&O) 
Perturb and Observe is the most commonly used Hill-climbing method to track the maximum 
power point. The simplicity and ease of implementation makes it an attractive method to use. 





















Figure 3.1 Perturb & Observe algorithm flowchart 
 
The idea of the algorithm is to continuously perturb the PV terminal voltage and compare the 
corresponding power with the power from the previous perturbation. The direction of the 
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movement of the reference voltage stays the same as long as the output power increases or 
decreases with the perturbation.  
The PV model is perturbed by a small increment which results in changing the power. If the 
power is positive then the direction of the perturbation is correctly moving towards the MPP. If 
power is negative after the perturbation, then the direction should be reversed. The controller 
adjusts the voltage by a small amount from the array and measures power; if the power 
increases, further adjustments in that direction are tried until power no longer increases. It 
depends on the rise of the curve of power against voltage below the maximum power point, 
and the fall above that point. 
One of the major drawbacks of this algorithm is the oscillation around the MPP. Once the 
algorithm reaches a maximum point (local or global), it will keep oscillating back and forth 
around it by a value of ΔV. The perturbation size corresponds to the power oscillation around 
the MPP. The perturbation size also determines the speed of the convergence; a larger ΔV will 
lead to a faster tracking of the maximum power point but will lead to a larger oscillation. Each 
perturbation consumes power and the continuous oscillation around the MPP results in a 
power loss. P&O algorithm is proven to be an efficient MPPT technique and is widely used 






3.2.2 Incremental Conductance 
The Incremental Conductance method can overcome some of the drawbacks of the P&O 
method. It is still a popular method although it is more complex than the P&O. The MPP is 
tracked by comparing dI/dV by I/V.   
Electrical conductance is the reciprocal of electric resistance. dI is the increment of the current 
while dV is the increment of the voltage. I/V is considered to be the array conductance and 
dI/dV is the incremental conductance. The algorithm computes the incremental conductance 
and the array conductance and if both values are equal then the algorithm has reached the 
MPP, that is if dV=0 and dI=0, then the atmospheric conditions have not changed and the MPPT 
is still operating at the MPP. If dV=0 and dI>0, then the amount of sunlight has increased, 
raising the MPP voltage. This requires the MPPT to increase the PV array operating voltage to 
track the MPP. If dV=0 and dI<0, the amount of sunlight has decreased, lowering the MPP 
voltage and requiring the MPPT to decrease the PV array operating voltage. If the changes in 
voltage and current are not zero, the direction in which the voltage must be changed in order 
to reach the MPP is determined. Thus, the PV array voltage must be increased to reach the 
MPP. Similarly, if and the PV array operating point lies to the right of the MPP on the PV curve, 
meaning that the voltage must be reduced to reach the MPP.  
IC algorithm’s implementation in EMTP-RV is shown in appendix C. The main difference 
between IC and P&O is that IC does not oscillate around the local maximum. Previous literature 
proves IC to be a good MPPT algorithm with a slightly enhanced performance compared to 
P&O. Figure 3.2 shows the flowchart of the IC algorithm. 
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3.2.3 - Fuzzy Logic (FL) 
FL controllers are used mainly in a system that is complex to represent or if the knowledge is 
incomplete [24]. Since tracking a maximum power point in a PV grid-integrated system is 
difficult to model mathematically (transfer function), FL is an ideal control methodology to 
consider for this application.  
FL is based on the theory of turning fuzzy qualitative information into crisp precise data. A fuzzy 
set theory dictates that all elements of a fuzzy set belong to a degree given by a membership 
function. The shape of the membership function assigns a fuzzy input to a normalized domain. 
Fuzzy logic proved to be a superior control method when data presented is imprecise or 
incomplete.  Moreover, FL has the ability to incorporate expert knowledge into the system 
design which is extremely beneficial in making correct decisions and taking the correct action 
[34, 35].  
Unlike crisp logic where the truth is represented by precise values, fuzzy logic provides a 
platform for handling approximate knowledge. A rule base or expert knowledge of the system is 
required to process the system parameters. The rule base is implemented using If-Then rules in 
an inference engine which is used to deduce the control action.  
The design of the Fuzzy Logic Controller consists of three main blocks: Fuzzification, Inference 






            
 
 
Figure 3.3 Fuzzy Logic block diagram 
The control action starts with fuzzifying the crisp process variable. The fuzzified data is then 
matched to the rule base using compositional inference. The control inference is defuzzified 
into crisp data that acts as a control variable in the system.   
A low level converter is applied, increasing the fuzziness in the control system. Ideally, a 
stronger computational controller can be put in the lower level using fuzzy logic as an upper 
level controller. 
3.2.4 Neuro-fuzzy Logic 
Neuro-fuzzy (NF) hybrid systems are a combination between fuzzy logic and neural networks. 
This class of intelligent control systems combines the advantages of both logic controllers and 
neural networks. Fuzzy logic permits the accurate representation of a given system using a rule 
base. Nevertheless, FL is not able to tackle knowledge stored in numerical data. ANN have the 
ability to learn and approximate nonlinear system mapping with high accuracy. The main 
drawback of the ANN is the lack of implicit representation of knowledge (black box) [24]. Hybrid 
NF systems use the numerical representation power of NN to represent linguistic information. 











cooperative NF systems, the neural network-driven fuzzy reasoning systems and the hybrid 




















Fuzzy logic control 
 
4.1 Introduction 
Fuzzy logic represents human knowledge and inference in specific situations. Humans tend to 
act based on experience and according to a set of laws. This translates to if-then rules that can 
mimic the human judgment. Fuzzy logic has several stages to process the information starting 
with fuzzification, applying the fuzzy rules and defuzzification.  
4.2 Basics of Fuzzy control logic 
4.2.1 - Fuzzification 
Fuzzification is the representation of crisp knowledge by a membership function. Although the 
fuzzification process takes away from the precision of the data, it assigns the measured value a 
grade of membership. The membership function gives the degree to which a certain element 
belongs to a fuzzy set. A prior knowledge is required to shape the membership functions.  
The membership function maps the elements of the universe on to numerical values in the 
interval [0,1]. 
µ𝐴 (𝑥): 𝑋 → [0,1]                                                             (4.1) 




µ𝐴 (𝑥) is the membership function of the fuzzy set A in the universe in X. [24] 
There are two variables that control the efficiency of the fuzzification process: 
1- The shape of the membership function (triangular, Gaussian ..etc), the width of the 
function which control how much of the universe is included in the fuzzy membership 
and the distribution (linear or polynomial). 
2- The number of the fuzzy sets which controls the fuzzy resolution through intermodal 
spacing. 
4.2.2 - Fuzzy Rule Base  
Fuzzy rule base is where the intelligent inference is applied. The rule base depicts a human-like 
decision to make a corrective action to control the system. The fuzzy base rule is made up of If-
Then rules that are stored offline. The number of rules depends on two things; the number of 
input and output variables and the number of membership functions.  
Fuzzy Implications are the decision making approach. The implications provide a significant 
fuzzy control output from the If-Then rules. There are several methods of implications 
including: Larsen, Mamdani, Zadeh and Dienes-Rescher. Larsen and Mamdani are among the 
most popular implications methods. 
Larsen Implication [24] 
µ𝐴→𝐵(𝑥, 𝑦) =  µ𝐴(𝑥)µ𝐵(𝑦)                                                    (4.3) 




Mamdani Implication [24] 
µ𝐴→𝐵(𝑥, 𝑦) =  min[ µ𝐴(𝑥), µ𝐵(𝑦)]                                          (4.4) 
∀𝑥 є 𝑋, ∀𝑦 є 𝑌 
µ𝐴→𝐵(𝑥, 𝑦)represents the membership function of the relation. Both Mamdani and Larsen 
implications use the T-norm operator to provide the fuzzy output. The main difference between 
the two methods is locality (Larsen implication is the strongest). Product is used as a T-norm in 
Larsen implication while min is used as a T-norm in Mamdani.  
The compositional rule of inference determines the influence of each membership function in 
the rule.   
Assuming two inputs (e and Δe) and one output (y), let the fuzzy rule base take the form: 
IF e is 𝐴𝑛𝑎𝑛𝑑 𝛥𝑒 𝑖𝑠 𝐵𝑛 𝑇𝐻𝐸𝑁 𝑦 𝑖𝑠 𝐶𝑛 
The membership function can be expressed as 
µ𝑅𝑖(𝑎, 𝑏, 𝑐) = min[ µ𝐴𝑖(𝑎), µ𝐵𝑖(𝑏), µ𝐶𝑖(𝑐)]                                        (4.5) 
Because there can only be one rule applied, the individual rules are joined by an OR operator 
which is represented by a MAX operation. This way the entire rule base can be represented as 
µ𝑅(𝑎, 𝑏, 𝑐) =  
𝑚𝑎𝑥
𝑖
µ𝑅𝑖(𝑎, 𝑏, 𝑐) =  
𝑚𝑎𝑥
𝑖
min[ µ𝐴𝑖(𝑎), µ𝐵𝑖(𝑏), µ𝐶𝑖(𝑐)]                    (4.6) 
The compositional rule of inference is used to compute the corresponding control inference 
µ𝐶′(𝑐) =  𝑠𝑢𝑝𝑎,𝑏 min[µ𝐴′(𝑎), µ𝐵′(𝑏), µ𝑅(𝑎, 𝑏, 𝑐)]                             (4.7) 
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4.2.3 - Defuzzification 
In order to change the fuzzy control action into a crisp value that will be used for actuation in 
the physical system, a defuzzification method should be applied. Center of Gravity and Mean of 
maxima are the most popular defuzzification methods.  
The center of gravity method is expressed as: 
ĉ =  
∫ 𝑐µ𝐶(𝑐)𝑑𝑐𝑐є𝑠
∫ µ𝐶(𝑐)𝑑𝑐𝑐є𝑠
                                                                (4.8) 
The Mean of maxima method is expressed in equation 4.9 where p is the number of discrete 
elements in the universe discourse, 𝑐𝑖 is the value of the discrete element and µ𝑖 is the 
membership value.  







                                                                      (4.9) 
 
The third method is the threshold where the α-cut takes the advantages of both the mean of 
maxima and the centroid method. It is a more complete representation than the mean of 
maxima since it takes into consideration the size and shape of the membership function. 











This chapter provides a brief background on artificial Neural Networks (ANN) and neuro-fuzzy 
systems. Neuro-fuzzy systems are a combination of neural network and fuzzy logic. The 
integration of fuzzy logic and neural networks produces different structures with several 
features that fit many applications. There are three types of NF systems; cooperative neuro-
fuzzy systems, the neural network-driven fuzzy reasoning systems and the hybrid neural 
network-based systems. This thesis utilized the hybrid neural network based architecture in 
finding the MPP. The NF system used will be explained in detail later in this chapter.   
5.2 Artificial Neural Networks (ANNs) 
ANNs are intelligent systems that depict the human brain neurons in a simplified manner. The 
human brain contains millions of neurons that act as processing units connected to each other. 
The neuron receives and combines inputs from several other neurons. If the signal is strong, it 
causes the neuron to fire an output signal.  The neurons have transfer functions and are 
connected to other neurons using synapsis. The synapsis have weights that change during the 
adaptation process. The neurons are formed into vertical layers. Elements in the layers are 
usually connected fully or randomly between successive layers. The number of neurons 
changes according to the processing time, complexity and the nature of the system. The ANN 
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goes through a learning process by interacting with the system and employing data on its 
behavior [24]. Neural networks are excellent non-linear approximators with memory and high 
computing power. The output of a single neuron, y(t), can be represented as follows where 𝑤𝑜is 
the threshold, 𝑤𝑖 is the current weight of the neuron connecting the 𝑖
𝑡ℎinput to the neuron.    
𝑦(𝑡) = 𝑓[∑ 𝑤𝑖𝑥𝑖 − 𝑤𝑜
𝑛
𝑖=1 ]                                                        (5.1) 
Few of the most commonly used transfer functions include sigmoid, step and signum functions. 
This transfer function can be a threshold function which passes the information only if the 
combined input reached a certain level, or it can be a continuous function of the combines 
input. The first layer is the input layer where the data is represented. The output layer contains 
the same number of neurons as the output variables.  Neural Networks have two topologies in 
terms of information flow; the feed-forward topology and the recurrent architectures. The 
feed-forward topology is unidirectional where recurrent networks have feedback loops. The 
feedback of the nodes in recurrent architectures provide some sort of memory to the system. A 
feed-forward architecture is used in this thesis where information flows from the input layer to 
be processed in the hidden layers and then on to the output layer.  
Acquisition of knowledge is obtained through learning. Learning algorithms allow neural 
networks to adjust their parameters to respond to unpredictable changes without prior 
knowledge of the system model. There are three types of learning algorithms: supervised 
learning, unsupervised learning and reinforced learning. Supervised learning utilizes examples 
to train the NN. An input vector is applied and the output vector calculated is compared to a 
target value. During the training process, the difference between the output and the desired 
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output is minimized to reach an acceptable limit. The error is fed back to the network and the 
weights are changed according to an algorithm.   
On the other hand, unsupervised learning does not need prior knowledge of the system. The 
output of the NN is used as feedback to adjust the synapsis weights.  
5.3 Hybrid Neuro-fuzzy system 
The hybrid NF system acts as one entity that utilizes the parallelism of the ANN and the 
functionality of FL. The architecture of the hybrid NF system is represented in figure 5.1 [24].  
 
Figure 5.1 Hybrid Neuro-fuzzy logic structure [24] 
The system implemented is four-layer ANFIS architecture with the hidden layers performing the 
tasks of the fuzzy inference system. The NF system has 2 inputs and 1 output. The first layer 
fuzzifies the two crisp inputs, the second layer has the fuzzy rules and applies the antecedent IF 
part, the third layer is the consequent THEN part of the logic and the fourth layer defuzzifies the 
fuzzy output from layer 3. A mathematical model is not needed to represent the system. The 
major drawback on the other hand is once the parameters of the system are set, it acts like a 
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blackbox. The NF controller can either be trained offline or online. The offline training requires 
prior knowledge of the input and the output while the online training is adaptive.  
The system implements a feed-forward architecture where the flow of information moves in 
one direction (input to output).  
The backpropagation learning algorithm is used to train the weights of the hidden layers. The 
algorithm solves an optimization problem based on the gradient descent law, which involves 




 ∑ [𝑡(𝑘) − 𝑜(𝑘)]2𝑞𝑖=1                                               (5.2) 
N is the number of training patterns, which is in this case is not predefined since the training 
will be done online. Vector w denotes the network weight vector with components 
corresponding to the interconnection weights. The cost function that needs to be minimized is 
(5.3). 
𝑚𝑖𝑛𝐸(𝑘) = 𝑚𝑖𝑛 
1
2
 ∑ [𝑡(𝑘) − 𝑜(𝑘)]2𝑞𝑖=1                                               (5.3) 




                                                                    (5.4) 
ᶑ𝐸(𝑘)
ᶑ𝑤
 is the gradient of the error E(k) with respect to w. η is the learning rate which is fixed 
throughout the simulation. The learning rate is initialed with a small value to avoid convergence 
problems. Usually a momentum is added to provide fast convergence and fewer oscillations. 
The momentum is not accounted for in the EMTP simulations. Therefore the weigh updates will 
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be according to 5.4. The first step in the training is initializing the weights and the threshold. 
The threshold of all hidden layers is initialized to 0.5 and the weights are initialized to 0.25. The 
weights are initialized to a small random number, hence why the 0.25 is chosen. Since the 
training is done online, the input pattern obtained from the voltage and power profile of the PV 
model. The output of the NF system is compared to the power output of the PV model and the 
error is calculated for each sampling period. The error is then propagated backward to each 
layer using 5.4 and the weights are updated. The maximum tolerable error is set to be 1% 
tentatively.  
Input Layer Fuzzification Layer
Backpropagation and weight updating mechanism 
Output Layer
 
Figure 5.2 Backpropagation algorithm schematic 
5.4 – Summary 
In this chapter, the theory behind neuro-fuzzy systems was explained in details. In the next 
chapter, software simulation results are presented with the exact methodology used in the 






System Model Simulation 
 
 
6.1 – Perturb and Observe 
EMTP-RV software package is used to simulate the P&O algorithm. Appendix C shows the 
building blocks used to build the algorithm. Two control blocks implement the increase and 
decrease of the perturbation. Delay blocks are used to implement the step sampling of 0.1 ms. 
The perturbation step is set to 0.01 s. EMTP simulation ran for 16 s with 0.75, 0.5 and 0.25 step 










(a)                                                                               (b) 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
 
Figure 6.1 P&O Solar Irradiance simulation results 
a) Solar Irradiance        d) Boost converter output voltage 
b) Boost input voltage      e) Inverter voltage output waveform 






The Line to line voltage is calculated to be:  
𝑉𝐿𝐿= √3 × 𝑉𝐿𝑁 = 381.05 𝑉                                                        (6.1) 
Figure 6.1a shows the irradiance variations, in per-unit value, introduced to the PV model. 
Figure 6.1b illustrates the P&O MPP tracking ability by showing how well the boost converter 
voltage output matches the PV power profile. The rise time and fall time shown in figure 6.1b 
are significant. Figure 6.1c is the DC-AC inverter voltage output. The voltage profile shown in 
figure 6.1c is at the switching frequency of the inverter. Figure 6.1e shows the square wave 
voltage output of the DC-AC inverter. Figure 6.1f shows the 3-phase voltages after applying a 
second order LC filter.  Numerical results and analysis will be discussed in section 6.6.  
The algorithm is next studied for a ramp change in temperature of 5% decrease over 2 s 
followed by a delayed 5% increase over 3 s. Ramped change in temperature is chosen to 










(a)                                                                               (b) 
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
Figure 6.2 P&O Temperature change simulation results 
a) Temperature        d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 







Figure 6.2a shows the change in temperature introduced to the PV model. The change in 
temperature will result in the voltage output shown in figure 6.2b. The P&O MPPT algorithm 
controls the duty cycle which controls the boost converter voltage output illustrated in figure 
6.2d. Figure 6.2e shows the unfiltered square waveform line-line voltage output of the DC-AC 
inverter. After applying a second order LC filter, the 3-phase signals will be 120° apart as shown 
in figure 6.2f. The filtered signals are within the appropriate level to be connected to the 
secondary bus and onto the grid. 
 
6.1.1 Sensitivity Analysis 
The implemented system is studied for optimization. Optimizing the system will lead to a better 
performance, a lower cost and smaller components. The design has no control over some 
aspects such as the internal resistance of switching elements that leads to the power losses of 
the non-ideal elements. A smaller value of inductors and capacitors translate to lower cost, a 
smaller time constant and a smaller size. Studying the system at large, there are two areas 
where we can apply sensitivity analysis; the capacitor at the end of the boost converter that 
stabilizes the DC input voltage for the inverter and the LC filter after the inverter.  
There are three elements to consider for the sensitivity analysis, 2 capacitors and an inductor. 
Since modeling the system into a transfer function is a complex task, 2 elements will be set 
constant and the change of the component in focus will be studied. In this section, sensitivity 
analysis will be performed on the P&O algorithm. First, the stabilizing capacitor at the end of 
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the boost converter is examined. The LC values of the AC filter are set to 250 mH and 500 µF. 
The values of the capacitor tested are graphed in figure 6.3 with values 1 mF, 500 µF, 250 µF 
and 100 µF respectively.  
(a)                                                                              (b) 
 
Figure 6.3 P&O: Change in boost capacitor  
 
Decreasing the stabilizing capacitor value after the boost converter leads to a lower settling 
time. As the value of the capacitor decreases below 100 µF, the signal becomes distorted as 
shown in figure 6.3 b. Changing the value of the boost capacitor has little effect on the 
harmonic distortion of the output three-phase signal.  
Examining the AC filter after the inverter, the capacitor at the end of the boost converter is set 
to 100 µF and the inductor of the AC filter to 500 mH and the capacitance value of the AC filter 
is altered to study the change.  




Figure 6.4 P&O: Change in AC filter capacitor (Red: 1mF, Blue: 1 nF) 
Figure 6.4 shows the unfiltered transient response of the unfiltered inverter line-line voltage 
output. It can be inferred from figure 6.4 that the higher the AC capacitor value, the higher the 












(a)                                                                              (b) 
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
 
(g)                                                                              (h) 
 
Figure 6.5 P&O: Comparison between 2 inductor values of the AC filter  
a) 10 mH inverter output voltage harmonic analysis     b) 1 H inverter output voltage harmonic analysis 
c) 10 mH Inverter output voltage    d) 1 H Inverter output voltage  
e) 10 mH 3-phase voltage waveforms   f) 1 H 3-phase voltage waveforms 
g) 10 mH 3-phase filtered voltage harmonic analysis  h) 1 H 3-phase filtered voltage harmonic analysis  
 
Figure 6.5 compares the voltage waveforms of the inverter output and the 3-phase voltage 
waveform after the second order LC filter between 10 mH and 1 H inductor values. Figures 6.5a 
and 6.5b compare the inverter voltage output harmonics between the two inductor values. 
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Discrete Fourier transform is used to analyze the harmonics in both signals. Figure 6.5 shows 
the dramatic increase in harmonics resulting from decreasing the AC inductor value from 1 H to 
10 mH. Figures 6.5c and 6.5d show the square wave voltage output of the DC-AC inverter. 
Figures 6.5e and 6.5f show the 3-phase filtered signal for values of 10 mH and 1 H respectively. 
The decrease in the inductor value results in a distorted 3-phase signal that is not suitable to be 
connected to the grid. The 3-phase discrete Fourier transform for both inductor values is 
illustrated in figures 6.5g and 6.5h respectively. 
6.2 – Incremental Conductance 
To test the Incremental Conductance algorithm, the system needs to be studied under changing 
temperature and solar irradiance. 
First, step changes in the normalized solar irradiance were introduced. Two second wide steps 




















(a)                                                                              (b) 
 
(c)                                                                              (d) 
 
(e)                                                                              (f) 
 
Figure 6.6 IC Normalized Irradiance change  
a) Normalized Irradiance      d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 





The step changes to the normalized solar irradiance over time are shown in figure 6.6a. The 
higher the increased in normalized irradiance in pu value, the more the radiation on the PV cell 
surface. Figure 6.6b shows the voltage output of the PV panel that is fed into the boost 
converter. The boost voltage output that is shown in figure 6.6d shows that tracking of the 
voltage using the controller with IC. The DC-AC inverter output is shown in figure 6.6c at the 
switching frequency of the inverter. Figure 6.6e shows the line-line output voltage of the 
inverter. The unfiltered square wave output voltages of the inverter shows a small overshoot 
and undershoot whenever there is a change introduced in the solar irradiance. Figure 6.6f 
shows the 3-phase filtered voltage after the LC second order filter. A ramp change in 
temperature will be introduced to the system as shown in Figure 6.7a. Figure 6.7 shows the 











(a)                                                                              (b) 
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
Figure 6.7 IC temperature change  
a) Temperature       d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 






Figure 6.7a shows the temperature variation in Kelvin over time applied to the PV cell. The 
ramp increase and decrease of temperature will result in voltage change that is shown in figure 
6.7b. This voltage is fed into the boost converter. The voltage output of the boost converter 
after the fuzzy controller duty cycle is shown in figure 6.7d. The output voltage of the boost 
converter shows how well the fuzzy controller tracks the MPP. Figure 6.7c is the voltage 
overview of the DC-AC inverter output; it shows how the voltage level varies with changing 
temperature. The voltage shown in figure 6.7c is at the inverter switching frequency. Figure 
6.7e is the line-line voltage output of the inverter before the second order LC filter. It is 
noticeable that there are some harmonics in the square waveform. The undershooting and 
overshooting of voltages resemble Figure 6.6e. Figure 6.7f shows the 3-phase voltage filtered 
waveform. The 3-phase filtered voltage has the appropriate voltage and harmonic levels to be 
introduced to the grid. 
 
6.2.1 Sensitivity Analysis 
The same elements mentioned in section 6.1.2 will be manipulated. First, the value of the 







(a)                                                                              (b) 
 
Figure 6.8 IC: Change in boost capacitor (Red: 500nf, Green: 150 µF, Blue: 500 µF) 
a) Transient Response       b) Inverter output voltage waveforms 
 
Changing the capacitor value has a direct effect on the voltage ripple and the settling time. 
Figure 6.8 shows that the higher the capacitor value leads to a lower the voltage ripples and a 
higher the settling time. Figure 6.8a shows the transient response of the boost converter 
voltage output. Figure 6.8b shows the DC-AC inverter voltage output with changing boost 
capacitor values. Figure 6.9 illustrates the results of changing the LC filter inductor value on the 
transient response and the voltage output signal of the DC-AC inverter.  
(a)                                                                              (b) 
 
Figure 6.9 IC: Change in AC filter inductor (Blue: 1 mH, Red: 500 mH, Green: 1 H) 




Figure 6.9a shows that there is not a big difference in the voltage output of the DC-AC inverter 
between 500 mH and 1 H. Decreasing the value of the inductor to 1 mH increases the voltage 
overshoot dramatically and leads to oscillations. Values of the AC filter capacitor are changed to 
study the effect on the system.  




Figure 6.10 IC: Change in AC filter capacitor (Red: 100 µF, Blue: 100 nF, Green: 100 mF) 
a) Harmonic Analysis (DFT)     b) Inverter output voltage waveforms 
c) phase-phase filtered waveforms        
 
Changing the AC filter has direct effect on the voltage ripple, the resonance frequency and the 
peak voltage values. Figure 6.10a shows the differences in the discrete Fourier transform for 
the three capacitor values. The capacitor value is inversely proportional to harmonic distortion. 
The differences between the voltage output levels can be noticed in figures 6.10b and 6.10c. 
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Figure 6.10b shows that the capacitor value around 100 nF produces the optimum square wave 
output from the DC-AC inverter.   
6.3 – Fuzzy Logic 
A FLC is simulated in EMTP to track the MPP. The FLC is inspired from [36]. Figure 6.11 is the 





Figure 6.11 Fuzzy Logic block diagram 
Inside the Fuzzy block, the following equations represent the two inputs to the FL block. 
𝐸(𝑘) =  
𝑃(𝑘)−𝑃(𝑘−1)
𝑉(𝑘)−𝑉(𝑘−1)
                                                                 (6.2) 
𝛥𝐸(𝑘) =  𝐸(𝑘) − 𝐸(𝑘 − 1)                                                     (6.3) 
A five membership function has been used to fuzzify each input.  
Figure 6.12 Membership function waveforms 








Table 6.1  
Fuzzy logic controller rule base 
 
  ΔE 
  NB NS ZE PS PB 
E 
NB NS ZE PB PB PB 
NS ZE ZE PS PS PS 
ZE PS ZE ZE ZE NS 
PS NS NS NS ZE ZE 
PB NB NB NB ZE PS 
 
The 3 dimensional representation of the fuzzy rule base can be seen in figure 6.13. The 
dimensionality of the surface representation depends on the number of inputs and outputs. 
The X and Y axis represent the fuzzy input values and the Z axis represents the consequent part 
of the rule base.   
 
Figure 6.13 3D Rule base diagram 
The Error (E) and the difference in error (ΔE), discussed earlier, are calculated before they are 
input to the fuzzy controller. The 5 membership functions can be divided into two main 
categories based on their shapes: triangular and trapezoidal membership functions. Negative 
Small (NS), Zero (ZE) and Positive Small (PS) have triangular shapes while Positive Big (PB) and 
Negative Big (NB) have trapezoidal shapes. There are two ways to implement the fuzzification 
process in EMTP, either by Truth tables or by applying a mathematical function. Modeling using 
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mathematical functions is chosen for accuracy. The Triangular membership functions can be 
represented using equation 6.4 where a is the starting point, b is the maximum and c is the 
ending point [38]. EMTP function blocks are used to model each membership function in 6.4. 
                                            0,        x ≤ a 
                                             
𝑥−𝑎
𝑏−𝑎
     a ≤ x ≤ b                                                                                              (6.4) 
                                            
𝑐−𝑥
𝑐−𝑏
     b ≤ x ≤ b 
                                            0,        c ≤ x 
 
 
This expression can be represented as  






), 0)                                                                                           (6.5) 
The trapezoidal membership function comes in two forms that resemble the Z-shaped function 
and the sigmoidal function as shown in figure 6.14a and 6.14b respectively.  
        (a)                                                            (b) 
 
Figure 6.14 NB & PB Z-shaped membership functions 
 
The Negative Big membership function can be expressed as: 
trimf(x: a, b, c) =                
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trapmf (x: a, b) = max( min( 
𝑏−𝑥
𝑏−𝑎
, 1), 0)                                                                                                (6.6) 
The Positive Big membership function can be expressed as:  
trapmf (x: a, b) = max( min( 
𝑥−𝑎
𝑏−𝑎
, 1), 0)                                                                                                (6.7) 
 Mamdani implication is applied; hence the minimum block is used in EMTP. The rule base is 
applied as a gain block instead of accessing a truth table, which contributes to the 
computational speed. Finally, the center of gravity is used as a defuzzification method explained 
in the previous section. The output of the fuzzy controller is normalized to act as the reference 






Figure6.15 displays the result of 0.75, 0.5 and 0.25 increments to the normalized solar 









(a)                                                                              (b)    
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
 
Figure 6.15 Fuzzy controller normalized irradiance change  
a) Normalized Irradiance      d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 






Figure 6.15a shows the increase of the normalized solar irradiance over time. Step changes 
from the nominal normalized irradiance (0.25 pu) are applied to study how effective the MPPT 
algorithm is. A step increase in the irradiance models sudden increase of solar radiation 
exposure on the PV cell. Figure 6.15b shows the output voltage profile of the PV panel. This 
voltage is fed into the boost converter. Figure 6.15c shows the overview of the voltage output 
of the DC-AC inverter. The voltage in 6.15c is shown at the switching frequency of the inverter. 
The voltage shown is the line-line voltage since a delta connection is used after the inverter. 
The waveform of 𝑉𝐿𝐿 is shown in figure 6.15e. The unfiltered sinusoidal signal is a square wave 
that is distorted. Figure 6.15f shows the filtered 3-phase signal after the second order LC filter. 
The sinusoidal waves are connected to the secondary bus which is connected to the isolating 
transformer and the grid. 















(a)                                                                              (b) 
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
Figure 6.16 Fuzzy controller temperature change  
a) Normalized Irradiance      d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 





Figure 6.16a shows the temperature variation in Kelvin over time applied to the PV cell. The 
ramp increase and decrease of temperature will result in voltage change that is shown in figure 
6.16b. The voltage shown in figure 6.16b is fed into the boost converter. The voltage output of 
the boost converter after the fuzzy controller duty cycle is shown in figure 6.16d. The output 
voltage of the boost converter shows how well the fuzzy controller tracks the MPP. Figure 6.16c 
is the voltage overview of the DC-AC inverter output. It shows how the voltage level varies with 
changing temperature. The voltage shown in figure 6.16 is at the inverter switching frequency. 
Figure 6.16e is the line-line voltage output of the inverter before the second order LC filter. 
Figure 6.16f shows the 3-phase voltage filtered waveform. The 3-phase filtered voltage has the 
appropriate voltage and harmonic levels to be introduced to the grid. 
 
6.3.1 Sensitivity Analysis 
First, the boost converter capacitance is changed to study its effect on the system. Since the 
capacitor is located at the end of the boost converter, changing the values of the capacitance 





Figure 6.17 Fuzzy: Change in boost capacitor (Red: 1 mF, Blue: 500 µF, Green: 150 µF) 
 
Figure 6.17 illustrates the effect of changing the capacitor before the DC-AC inverter on the 
boost converter output. Figure 6.17 shows that increasing in the voltage overshoot resulting 
from changing the value of the boost capacitor. Increasing the boost capacitor value leads to a 
lower settling time and less voltage ripples in the boost converter output. Changes in the 
inductor values of the AC filter are applied next with a fixed AC filter capacitance of 100 µF and 









(a)                                                                              (b) 
 
(c)                                                                              (d) 
 
Figure 6.18 Fuzzy: change in AC filter inductor (Blue: 1 H, Red: 1 mH) 
a) 1 H 3-phase waveforms      c) Harmonic analysis (DFT) 
b) 1 mH 3-phase waveforms      d) Inverter output voltage 
 
Figure 6.18 illustrates how changing the AC filter inductor affects the DC-AC inverter output and 
the sinusoidal filtered waveform. Figures 6.18a and 6.18b show the difference between the 3-
phase sinusoidal waveform of the two inductor values 1 H and 1 mH. The lower the inductor 
value, the more distorted the filtered signal. Figure 6.18c is the discrete Fourier transform of 
the two sin waveforms after the AC filter for the two different values of L, 1 mH and 1 H. 1 mH 
leads to higher harmonic distortions as seen in figure 6.18c. Figure 6.18d is the inverter voltage 





Figure 6.19 Fuzzy: Inverter voltage output with different inductor values (Red: 500 mH, Blue: 1 mH, Green: 1H) 
 
Fixing the boost capacitance to 150 µF and the AC filter inductor to 500 mH, the AC filter 
capacitance is changed to study the effect on the system. 
(a)                                                                              (b) 
 
(c)                                                                              (d) 
 
Figure 6.20 Fuzzy: Change in AC filter capacitor (Red: 100 nF, Blue: 100 µF) 
a) 3-phase output waveforms      c) Inverter output voltage 




Figure 6.20 illustrates the effects of changing the AC filter capacitor values on the DC-AC 
inverter voltage output. High capacitor value leads to a lower the settling time and the voltage 
overshoot. The discrete Fourier transform in Figure 6.20d shows the increase in harmonic 
distortion of the inverter voltage output with the decrease of capacitor value.  
 
6.4 Neuro-fuzzy controller 
The NF controller has 3 membership functions that are in a universe discourse [-6,6], 
represented in figure 6.21. The membership functions are graphed using MATLAB Fuzzy toolbox 
and implemented in EMTP. 
 
Figure 6.21 NF membership functions 
 Layer 1, fuzzification layer, has 6 nodes. Layer 2 has 9 nodes and it is responsible for the 
antecedant part of the logic. The output of this layer gives the strength of each rule using the T-
norm. Since Mamdani implication is applied, the MIN block is used. The output of the neurons 
in layer 2 is given by the equation 6.8: 






















𝑜𝑙2𝑖(𝑒, 𝛥𝑒) =  µ𝐴𝑖(𝑒) × µ𝐵𝑖(𝛥𝑒)                                                (6.8) 
e and Δe represent the crisp inputs, µ𝐴𝑖(𝑒) and µ𝐵𝑖(𝛥𝑒) represent the membership values of 
the fuzzified inputs and  𝑜𝑙2𝑖(𝑒, 𝛥𝑒) is the output of the nodes in layer 2.  
Layer 3 is responsible for the consequent part of the inference logic. A feedback loop, learning 
algorithm, is applied to this layer so the weights are adapted and a minimum error value is 
reached. The output of this layer is a singleton fuzzy set, meaning the membership grade is 
either ‘1’ or ‘0’. The output of each node is given by equation 6.9 where 𝑜𝑙3𝑖(𝑒, 𝛥𝑒) is the 
output of each node in the third layer and 𝑤𝐶𝑖  is the singleton output of the consequent layer.  
𝑜𝑙3𝑖(𝑒, 𝛥𝑒) =  𝑜𝑙2𝑖(𝑒, 𝛥𝑒) × 𝑤𝐶𝑖                                                (6.9) 
The weights of the third layer are updated using the steepest descent learning algorithm. The 
idea of the learning algorithm is to minimize the square error using the Delta Rule. Equation 




 (𝑜𝑑 − 𝑜𝑎)
2                                                          (6.10) 
The weights are updated according to the Gradient Descent Law as shown by equation 6.11.  
𝛥𝑤𝑖(𝑡 + 1) =  𝑤𝑖(𝑡) + 𝛥𝑤𝑖                                                    (6.11) 
𝛥𝑤𝑖 =  𝜂 × (𝑜𝑑 − 𝑜𝑎) ×
𝑜𝑙2𝑖(𝑒,𝛥𝑒)
∑ 𝑜𝑙2𝑖(𝑒,𝛥𝑒)
                                             (6.12) 
The two parameters that affect the efficiency of the learning process are the learning rate and 
the momentum. To test the algorithm, 3 step changes with different amplitudes are introduced 
to the solar irradiance. 
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   (a)                                                                              (b) 
 
(c)                                                                              (d) 
 
(e)                                                                              (f) 
 
Figure 6.22 NF normalized irradiance change 
a) Normalized Irradiance      d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 
c) Inverter output voltage      f) 3-phase filtered signal   
 
Figure 6.22a shows the increase of the normalized solar irradiance over time. Step changes 
from the nominal normalized irradiance (0.25 pu) are applied to study how effective the NF 
controller tracks the MPP. A step increase in the irradiance models sudden increase of solar 
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radiation on the PV cell. Figure 6.22b shows the output voltage profile of the PV panel. The 
voltage is fed into the boost converter. Figure 6.22c shows the overview of the voltage output 
of the DC-AC inverter. The voltage is shown at the switching frequency of the inverter. The 
voltage shown is the line-line voltage since a delta connection is used after the inverter. The 
waveform of 𝑉𝐿𝐿 is shown in figure 6.22e. The unfiltered sinusoidal signal is a square wave that 
is distorted. Figure 6.22f shows the filtered 3-phase signal after the second order LC filter. The 
sinusoidal waves are connected to the secondary bus which is connected to the isolating 
transformer and the grid. The normalized solar irradiance is set to 0.25 and a ±5% change in 













(a)                                                                              (b) 
 
 
(c)                                                                              (d) 
 
 
(e)                                                                              (f) 
 
Figure 6.23 NF temperature change 
a) Temperature      ` d) Boost converter output voltage 
b) Boost input voltage       e) Inverter voltage output waveform 




Figure 6.23a shows the temperature variation in Kelvin over time applied to the PV cell. The 
ramp increase and decrease of temperature will result in voltage change that is shown in figure 
6.23b. This voltage is fed into the boost converter. The voltage output of the boost converter 
after the fuzzy controller duty cycle is shown in figure 6.23d. The output voltage of the boost 
converter shows how well the fuzzy controller tracks the MPP. Figure 6.23c is the voltage 
overview of the DC-AC inverter output. It shows how the voltage level varies with changing 
temperature. The voltage shown in the figure is at the inverter switching frequency. Figure 
6.23e is the line-line voltage output of the inverter before the second order LC filter. Figure 
6.23f shows the 3-phase voltage filtered waveform. The 3-phase filtered voltage has the 
appropriate voltage and harmonic levels to be introduced to the grid. 
6.4.1 Sensitivity analysis 
The capacitor value of the boost converter will be changed to examine its effect of the system. 
The AC filter has an inductance value of 1 H and a capacitance value of 100 nF. 
 




Figure 6.24 shows the transient response with different boost capacitor values. The higher the 
capacitor value, the lower the voltage overshoot. Low capacitor values increase the voltage 
variations. Examining the AC filter inductor variation, figure 6.25 shows the results of the 
simulation. 
 
Figure 6.25 NF: Transient response with change in AC filter inductor (Green: 1H, Red: 500 mH, Blue: 1mH) 
Figure 6.25 shows the differences in the transient response for changing AC filter inductor 
values. The higher the inductor value, the lower the voltage over shoot and the lower the 
voltage ripple. 
 
Figure 6.26 NF Inverter voltage output with change in AC filter inductor (Red: 1 H, Green: 500 mH, Blue: 1mH) 
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Figure 6.26 shows the inverter voltage output with the changing AC inductor values. Results 
from figure 6.26, show that increasing the inductor value leads to decreasing the voltage ripple. 
Studying the AC Filter capacitor, figure 6.27 shows the results of the simulation. 
 
Figure 6.27 NF ph-ph filtered voltage with change in AC filter capacitor (Blue: 500 µF, Red: 500 mF, Pink: 1 µF, Green: 1 F)  
Figure 6.27 illustrates the phase changes resulting from the changes in the AC capacitor value.  
6.5 – Fault Analysis 
A temporary fault is simulated after the insulation transformer on the distribution section of 
the grid. A fault is caused by a sudden disturbance in the electric current flow. A three-phase 
(LLL) balanced symmetrical fault occurs for 100 ms starting from 1 second. Figure 6.28 below 
shows the voltage disturbance for the three phases after the AC filter of the FL controlled 





Figure 6.28 3-Phase balanced fault 
 
6.6 Discussion of Results 
 
The same system settings are applied to the four algorithms; switching characteristics, filter 
values, PV characteristics … etc. The capacitor at the end of the boost converter is set to 150 µF, 
while the AC filter and the transmission line after the inverter have the following values: 
 R = 26.5 Ω 
 L = 1 H 
 C = 100 µF  
 
Figure 6.29 AC filter diagram 
The simulation results are not considered at run time t=0. The system is given 1 second to 
stabilize before altering temperature and irradiance values. The transient behavior at t=0 can 





















not known or it can be the transient behavior of starting the system from an idle state. Either 
way, the first 0.2 seconds are not considered for analysis. The nominal voltage is the voltage 
taken at idle conditions (temperature of 298 K and Normalized Irradiance of 0.25). The voltage 
ripple (ΔV) is calculated from the maximum voltage reading. The maximum voltage and the 
voltage ripple are calculated for each step change of the solar irradiance. Table 6.2 shows the 
boost converter voltage output readings for different S, in which S is the normalized solar 
irradiance in pu.  
Table 6.2 
Voltage measurements for the four algorithms at different normalized irradiances 
 
Algorithm V @ S=1 V @ S=0.75 V @S=0.5 𝑽𝒏𝒐𝒎𝒊𝒏𝒂𝒍 
P&O 23.35 19.68 15.81 13.88 
IC 22.18 21.46 20.06 17.05 
Fuzzy 40.95 40.95 28.57 16.14 
Neuro-fuzzy 35.43 26.34 17.28 16.64 
 
Table 6.3 shows the nominal voltage and voltage ripples of the boost converter output. The VSI 
utilizes a PWM to produce a modified sine waveform as an output. Since the PWM has no 
control over the voltage, the inverter output voltage is controlled by the input voltage levels. 
Table 6.3 
 
Nominal voltage and voltage ripples for the four algorithms 
 
Algorithm 𝑽𝒏𝒐𝒎𝒊𝒏𝒂𝒍 ΔV 
P&O 8.96 17.92 
IC 16.88 33.76 
Fuzzy 15.12 30.24 




The NF system produces a lower nominal voltage, thus producing a less voltage ripple. Voltage 
ripple translates to smaller values of filters in later stages, therefore less costly elements. The 
NF controller tracks change in temperature and irradiance better than the other algorithms. 
The superior performance of the NF controller comes at the cost of implementation complexity. 
The NF controller is designed to perform the sequential behavior that is inhibited by the neural 
network logic. Therefore, a delay in the processing is caused by the simulation step size. The 
fuzzy controller has more parallelism but more sequential blocks. The processing blocks all 
perform a simple function (adder, multiplier... etc.) which requires less processing compared to 
a logic block.  





It is noticed that with the exact AC filter, the 3 phase filtered signal is almost the same in all four 
algorithms with an error of 0.8%. The boost stabilizing capacitor has a noticeable influence on 
the settling time as shown in the previous subsections in this chapter. Table 6.4 shows the 
results of changing the boost capacitor values on the boost output voltage. 
Table 6.4 
Effect of boost Capacitor change on the converter output voltage 
Capacitor  Settling time (ms) Overshoot (V) Undershoot (V) ΔV 
150 µF 118.84 171.71 -59.28 34.80 




The increase in capacitor value leads to a longer settling time, a lower voltage ripple and a 
lower impulse overshoot. The sensitivity analyses of all four algorithms confirm the same 
results. A lower capacitor value translates to low cost, a better transient response and lower 




Boost capacitor value versus settling time 
 







Considering the AC inductor values, the higher the inductor value, the higher the voltage 
overshoot and the less voltage ripple variation in the unfiltered inverter output. A low 
inductance value produces a distorted inverter voltage signal. Higher inductor values lead to 
lower harmonics in the filtered phase-phase output voltage signal. The inductor value is also 
directly proportional to the settling time. The harmonics produces by a low value of inductance 
may not be acceptable to the standards. Table 6.6 summarizes the ripple of voltage of different 
inductor values from the Fuzzy controller. 
Table 6.6 
AC filter inductor value versus voltage ripple 
 
Inductor Value ΔV (volts) 
1 mH 56.88 
500 mH 73.12 




Table 6.7 shows data from the IC controller simulation comparing the effect of two different 
values of inductances on the boost converter voltage output. The higher inductor values has 
less voltage ripple, smaller overshoot and undershoot voltages but a longer settling time.  
Table 6.7 
Effect of AC filter inductor value change on the converter voltage output 
 
Inductor Value ΔV Overshoot (V) Undershoot (V) Settling time (ms) 
1 mH 5.04 168.21 -41.82 290.18 
1 H 59.00 63.17 -27.28 390.26 
 
Figure 6.30 shows the total harmonic distortion of different inductance values for the P&O 
algorithm.  
 
Figure 6.30 THD with changing AC filter inductance 
 
As shown in figure 6.30 and table 6.7, altering the capacitance values of the AC filter has a 
direct effect on the filtered output phase-phase voltage and the harmonics. The higher the 
capacitance value, the lower the output filtered phase-phase voltage. Sensitivity analysis of the 









values from 500 mF to 500 nF. The output filtered signal has to comply with ANSI C84.1-




















Conclusion and Recommendations for Future Work 
 
 
7.1 – Conclusion 
Yvo de Boer, the executive secretary of the UNFCCC wrote the foreword in the Uniting On 
Climate document:  “The world has recognized that climate change is no longer solely an 
environmental problem. Rather, it has become an economic, trade and security issue that will 
increasingly dominate global and national policies as its impacts become more apparent.” [48]  
The drive to seek clean, renewable sources of energy is not just driven by a sole environmental 
factor. Solar power is considered the most sustainable source of energy to be harnessed. 
Nevertheless, efficiencies are not as high as other generation sources, which put the solar 
energy generation in an unattractive position industrial, financial and technical wise. Efficiency 
of a PV generation unit depends on the tracking of the MPP with changing weather conditions.  
In this thesis an EMTP-RV model of a PV grid integrated system was simulated with the 
following MPPT algorithms: 
 Perturb and Observe 
 Incremental Conductance 
 Fuzzy Logic 
 Neuro-fuzzy controller 
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First, the PV is modeled with realistic parameters. The characteristics of the PV model are 
confirmed through simulation. A boost converter is modeled and tested with its duty cycle 
controller by the MPPT block. A DC-AC inverter is designed with square wave PWM control unit 
that syncs with the waveform from the primary bus. A simple Thevenin representation of the 
grid is used.  
Simulations have been carried out to identify and study the different MPPT techniques and the 
effects of optimizing the storage elements on the balance of system. All algorithms are tested 
under separate changing weather conditions; solar irradiance and temperature. In order to 
realistically model changing weather, the solar irradiance change is abrupt while temperature 
change is gradual. The P&O, Incremental conductance, Fuzzy and Neuro-fuzzy algorithms are 
modeled and tested as a part of the Balance of System (BOS). The following observations are 
made from the results: 
 The Neuro-fuzzy algorithm has a superior performance compared to the other three 
algorithms.  
 NF controller had the lowest voltage ripple but the highest settling time (same as the 
fuzzy controller) 
 NF controller has the lowest transient voltage overshoot. 
 Increasing the value of the capacitor at the end of the boost converter leads to a smaller 
voltage ripple, a smaller voltage overshoot and undershoot but a longer settling time. 
 Decreasing the inductor value leads to a smaller voltage ripple but a larger voltage 
overshoot, a less settling time and a larger THD in the phase-phase voltage. 
 Changing the capacitor value of the AC filter leads to a change in the voltage of the 
output filtered signal and a phase difference.  
 The sensitivity analysis for all four algorithms confirmed the same results. 
This works compares different MPPT techniques and their performance with changing weather 
conditions. The performance of the MPPT technique affects the efficiency of the power output 
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of the PV cell. As seen from the results, the NF controller proves to be an overall better MPPT 
algorithm compared to the more common P&O algorithm.  
7.2 – Recommendations for Future Work 
Based on the work done in this thesis, the following recommendations are made for further 
work in this area: 
 Other intelligent control techniques, genetic algorithms and swarm optimization for 
example, can be further studied and compared.  
 Representing the system using a multi-objective transfer function; optimization can be 
applied using population based algorithms with restrictions indicating the realistic 
parameters (or standard implementation). 
 A cost analysis can be performed to compare optimized parameter and their financial 
impact. 
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ANSI/IEEE standard 929-1988, IEEE Recommended Practice for Utility Interface of Residential 
and Intermediate Photovoltaic (PV) Systems, refers to other IEEE and ANSI standards for 
regulations of voltage ratings, harmonic control and reactive compensation of static power 
converters.  
ANSI C84.1-2006, American National standard for Electrical Power Systems and Equipment – 
Voltage Ratings (60 Hertz) outlines the nominal system voltage (5 – 10% below the maximum 
system voltage of design). 
It states the System voltage class of use as follows: 
 Low Voltage (LV) :  ( ≤ 1000 volts) 
 Medium voltage (MV) : 1000 > MV > 100 KV 
 High Voltage (HV) : 100 KV ≥ HV ≥ 230 KV 
 Extra-high Voltage (EHV) : 230 KV > EHV > 1000 KV 
 Ultra-high Voltage (UHV) : ≥ 1000 KV 
There are two voltage ranges to consider in your design, range A and range B. Range A service 
voltages define the limitations of operation of electric supply systems. Range B includes 
voltages above range A that result from practical design and operating conditions. Range B 
conditions should be limited in extend, frequency and duration. They are considered abnormal 
behavior and therefore, necessary corrective action should be taken to adjust the voltages back 
within range A within 2 seconds. Protective measures should be taken if voltages fluctuate 
beyond range B.  
Suggested design targets for voltage and current harmonic limits given in EPRI AP.EM-3142-










This section addresses the efficiency of the balance of system. The individual components of 
the modeled system are considered for efficiency evaluation.  
Photovoltaic model 
The PV model can be represented in several combinations of PV cells. The hierarchical structure 
of a solar panel starts with a PV cell. A PV cell is the smallest representation of a solar panel. 
Constructing several PV cells in parallel and series makes a solar array. Usually, the number of 
parallel and series cells is specified to output specific current and voltage. The specific 
arrangements of PV cells construct a PV module. PV modules can be constructed and taken as a 
building block to a larger structure. This might be due to the size restrictions or output 
capabilities. For example, the manufacturer cannot build one large solar panel or the need for 
high voltage vs. high current. Solar panels act as voltage and current sources, they obey 
Kirchhoff’s laws (internal resistance, voltage and current calculations when adding them in 
series and/or in parallel).  
Calculating the efficiency of a PV cells depends on many parameters, including the p-n junction 
doping, the wiring of the cell (wire resistance), material used and so on. Losses for a PV cell can 
be calculated using the Shockely-Queisser limit. Assuming a single junction solar cell, the 
efficiency is calculated as a function of bandgap energy. Depending on the material used, 
maximum efficiency can be obtained at a certain bandgap.  
Losses are a result of blackbody radiation, radiation recombination and mainly spectrum losses. 
Spectrum losses result from the inability to absorb a wide range of light from the spectrum. 
Majority of losses are a resultant of spectrum losses (52% losses).  
The PV specs are modeled after a Kyocera KD140 F, SX series panel. (1) is the datasheet of the 











PV panel specifications 
HIGH EFFICIENCY MULTICRYSTAL  
Parameter Value 
𝑃𝑀𝑃𝑃 140 W 
𝑉𝑀𝑃𝑃 17.77 V 
𝐼𝑀𝑃𝑃 7.91 
𝐼𝑆𝐶  8.68 A 





EMTP is used to model the PV module using the Shockely diode equations. The IV and PV 
characteristics are shown below.  
 
Figure B-1 EMTP-RV PV Model 
After modeling the solar cell, efficiency can be calculated as follows: 






= 19.13 % 
The fill factor can be calculated as follows: 







The higher the fill factor, the lower series resistance and the higher shunt resistance. The 
commercial solar panels have fill factors greater than 0.7. A large fill factor translates to less 




















































































































The boost converter used is represented in figure B-2 below.  
 
Figure B-2 Boost converter EMTP-RV model 
 Identifying the areas of losses is necessary to calculate the efficiency of the boost converter. 
The power losses of the circuit can be summarized in: 
 Inductor conduction loss 
 Diode conduction loss 
 Diode reverse recovery loss 
 Switching loss 
 Switch conduction loss 
 Switch charge energy loss 
To minimize the losses mentioned above, several parameters need to be optimized: 
 PWM switching frequency 
 Inductor current rating 
 Inductance value 
 Switch voltage and current rating 
 Diode current and voltage rating 
The MOSFET is simulated as a switch with series resistance and a snubber circuit. With this 
model, the series resistor value affects the conduction loss while the snubber circuit affects the 
switching loss and the leakage loss. To realistically model the MOSFET, the values reflect the 

































Figure B-3 Switch and Diode EMTP-RV Models 
Changing one parameter will affect other losses. Theoretically, optimization of the values is 
necessary for an ideal design but since a more realistic figure is needed, the parameters are 
tuned based on real components.  Approximated efficiency of the boost converter is calculated 
using the following equations:  








𝑃𝑑𝑖𝑜𝑑𝑒 = 𝑉𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝑑𝑟𝑜𝑝 × 𝐼𝑜𝑢𝑡 + 𝑅𝑑𝑖𝑜𝑑𝑒 × 𝐼𝑜𝑢𝑡
2 
𝜂 =  




To realistically model the boost converter, the overall performance is modeled after the 
SVP1020 boost converter with built-in MPPT. For the purpose of this thesis, the boost converter 
characteristics are only considered in this thesis. MPPT algorithms are modeled differently.  
Impedance matching is important for maximum power transfer. The rest of the system is 
considered as a load for the PV model. Maximum power transfer occurs when both impedances 
match. Considering the characteristics of the PV model, the equivalent resistance needs to 
intersect with the maximum power point of operation. Since the resistor has a linear VI 
relationship, the MPP load resistance is easily calculated.  
𝑅𝑒𝑞𝑢𝑖𝑣𝑎𝑙𝑒𝑛𝑡 = (1 − 𝐷)





























The inverter is based on the Schneider Conext TX 5000 Grid Tie Inverter. The characteristics are 
shown in table B-2.   
Table B-2 
DC-AC Inverter Specs 
 
Parameter Value 
Input Voltage 200—550 V CEC MPPT 
Output Voltage 240 𝑉𝑟𝑚𝑠 based on [45] 
Average Power 3.8 KW AC 
Efficiency 95.5% CEC 
Power Factor ≈1 
Harmonic distortion ≤3% 
 
Transformer 
The isolation transformer used is assumed ideal. The main losses associated a transformer 
include dielectric losses, hysteresis losses and eddy currents. The transformer designed needs 
to meet the IEEE C57.154-2012 standard [46].  
Transmission line 
It is difficult to specify the exact length and type of the transmission lines used to connect the 
system to the grid, the average US transmission line losses were taken as a reference. [47]  
Balance of System efficiency evaluation  
Table B-3 
Balance of System efficiency 
 



















































































































































Figure C-3 IC algorithm implemented in EMTP-RV 
 
 




































































































































Figure C-5 Fuzzy logic block 
 





























































































































































































Figure C-7 Membership function representation block in EMTP-RV 
 
Figure C-8 Neuro-fuzzy Layer 1 
 


















































































































































Figure C-10 NF controller Layer 3 
 
 






















































































































































































Figure C-12 PWM EMTP-RV Model 
 

































Figure C-14 Firing pulses 
 
































Figure C-16 Inverter EMTP model 
 
 
Figure C-17 3-phase balanced Fault Simulation 
 
 
Figure C-18 EMTP switch model 
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