In this paper, linear-quadratic optimal control without timeconsistency requirement is studied for a class of linear discretetime systems with multiplicative stochastic disturbances. Both the open-loop and the closed-loop time-consistent solutions are investigated. Necessary and sufficient conditions on the existence of the open-loop time-consistent equilibrium control and the closed-loop time-consistent equilibrium strategy are obtained, respectively. Specifically, the existence of the open-loop time-consistent equilibrium control for all the initial time-state pairs is equivalent to the solvability of two coupled constrained linear difference equations and two coupled constrained generalized difference Riccati equations; the existence of the closed-loop time-consistent equilibrium strategy is equivalent to the solvability of another two coupled constrained generalized difference Riccati equations. It can be found that Riccati equations for the open-loop formulation do not admit symmetry structure, while the ones for the closed-loop formulation do have symmetric solutions.
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Introduction
By the Bellman optimality principle, we know that an optimal control for an initial pair will stay optimal thereafter. This property is also referred as the time-consistency of an optimal control, according to which one needs only to solve an optimal control problem for a given initial pair and the obtained optimal control is also optimal along the optimal trajectory. So, the timeconsistency provides a theoretical foundation of the dynamic programming approach. In this paper, a class of stochastic linear-quadratic (LQ) optimal control problem is considered. Different from our recent works about meanfield LQ problems [8] [9] , a new feature of the considered problem is that the conditional expectations of the state and control appear quadratically in the cost functional. In this case, the smoothing property of conditional expectation cannot ensure the time-consistency of the optimal control. A particular example of this case is the well-known mean-variance utility [2] [3].
We may ask: How to deal with the time-inconsistent optimal control problems? Let us take a look. Roughly speaking, finding an optimal control is a dynamical optimization problem, as time variable is involved. For a time-inconsistent optimal control problem, we could find an optimal control for an initial pair, and this control is optimal only viewed at the initial time or in a static sense. Alternatively, it is more reasonable for a decision maker to commit to his policy in an infinitesimal manner. In this case, some kinds of time-consistent equilibrium solutions are concerned with. This is mainly motivated by practical applications such as in mathematical finance and economics, and has attracted considerable interest and efforts. Recently, [4] and [5] studied the non-exponential discounting problems both for simple ordinary differential equations and stochastic differential equations, and introduced the notion of time-consistent control, while [3] started with the problems of general Markovian time-inconsistent stochastic optimal control. Concerned with the deterministic continuous-time LQ problems, [11] and [12] addressed it by an essentially cooperative game approach. This line is followed by a part of [14] to consider the stochastic LQ problem of meanfield type, which is called the closed-loop formulation there. Different from [11] [12], [6] studied another kind of time-consistent equilibrium control, which is an infinitesimally open-loop optimal control. As an application, a mean-variance portfolio selection problem is considered, and an equilibrium control is explicitly obtained. In [14] , the author investigated both the open-loop and the closed-loop time-consistent solutions for general meanfield stochastic LQ problems; it is shown that the existence of the open-loop equilibrium control and the closed-loop equilibrium strategy is ensured via the solvability of certain Riccati-type equations.
In this paper, both the open-loop and the closed-loop time-consistent solutions are investigated for a general time-inconsistent discrete-time meanfield stochastic LQ problem. Here, we do not pose the definite constraint on the state and the control weighting matrices. Roughly speaking, the open-loop time-consistent solution is concerned with the time-consistency of an open-loop control, while the closed-loop solution is focusing on the time-consistency of a closed-loop strategy. In Section 2, the open-loop timeconsistent equilibrium control of Problem (LQ) is introduced. It is shown that the existence of an open-loop equilibrium control for an initial pair is equivalent to the solvability of a set of forward-backward stochastic difference equations (FBSΔEs) with stationary condition and convexity condition. Moreover, the existence of the open-loop equilibrium control for all the initial pairs is shown to be equivalent to the solvability of two coupled linear difference equations (LDEs) and two coupled generalized difference Riccati equations (GDREs). In Section 3, the closed-loop time-consistent equilibrium strategy is investigated, whose existence is equivalent to the solvability of another two coupled GDREs. It is worth noticing that the GDREs for the open-loop formulation do not have symmetric structure, i.e., their solutions are not symmetric, although the ones for the closed-loop formulation have symmetric structure.
A static mean-field stochastic LQ optimal control problem is investigated in [9] , where the expectations of the state and control appear quadratically in the cost functional. Deeply investigating the results of [9] , we can see that the static mean-field LQ problem is indeed time-consistent. This is essentially different from what we are considering here. Furthermore, a time-inconsistent stochastic LQ problem is studied in [7] , where the system equation and the cost functional are depending explicitly on the initial time.
The rest of this paper is organized as follows. Section 2 and Section 3 are considering the open-loop and closed-loop formulations, respectively. In Section 4, an example is presented and the paper ends with the concluding remarks in Section 5.
Open-loop time-consistent equilibrium control
Let us consider the following stochastic linear system with multiplicative disturbances
where A k , C k , ∈ R n×n and B k , D k ∈ R n×m are deterministic matrices; {X t k , k ∈ T t } X t with T t = {t, t + 1, . . . , N}, and {u k , k ∈ T t } u are the state process and the control process, respectively. The cost functional associated with system (1) is
where 
which is a set of the random variables such that any ξ ∈ L 2 F (t; R n ) is F t -measurable and E|ξ| 2 < ∞. The noise {w k , k ∈ T} is assumed to be a martingale difference sequence defined on a probability space (Ω, F, P ) in the sense that
Problem (LQ). Considering (1)(2) and the initial pair
For the feature of time-inconsistency of Problem (LQ), the notion "optimality" should be defined in an appropriate way. Instead of solving Problem (LQ) for the static pre-committed optimal control, we adopt the concept of dynamic equilibrium control, which is optimal in an "infinitesimal" manner and is consistent with the dynamical nature of Problem (LQ).
is called an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x) if X t,x, * t = x, and
holds for any k ∈ T t and any u k ∈ L 2 F (k; R m ). Here, u t,x, * | Tk and u t,x, * | Tk+1 are the restrictions of u t,x, * on T k and T k+1 , respectively, and
Furthermore, such a u t,x, * is called an open-loop equilibrium control for the initial pair (t, x).
Note that u t,x, * | Tk+1 appears in both sides of (5). For any given k ∈ T t , we denote
Hence, (5) implies
and y,
In (9), X k is the solution of the following equation
and similar meaning holds for other terms.
To characterize the open-loop equilibrium control, we now calculate the first order and second order directional derivatives ofJ(k, X 
and
we need some calculations. Note that
Then, we have the first order directional derivative ofJ(k, X
Another round of lengthy calculations yield the second order directional derivative with the directionsū k andû k
Note that the right side of (13) is independent of u
Furthermore, we could show thatJ(k, X t,x, * k ; u k ) is infinitely differentiable in the sense that the directional derivatives of all orders exist. By classical results on convex analysis [4] , we know that the convexity of the map
Therefore, we have the following result.
Lemma 2. The following statements are equivalent.
(
F (t; R n ), the following statements are equivalent.
i) There exists an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x).
(ii) There exists a
with the stationary condition
and the convexity condition
In the above, X t,x, * is given by
In this case, u t,x, * given in (ii) is an open-loop equilibrium control.
Proof. (i)⇒(ii). Let (X t,x, * , u t,x, * ) be an open-loop equilibrium pair of Problem (LQ) for the initial pair (t, x). Noting that (14) is independent of u k , the minimizing point u
; u k ) is characterized by the first and second order derivatives: 
Taking expectations in both sides of the backward SΔE, we have
Similarly, we have
Furthermore, by (12) one can get
, we have the stationary condition (17).
(ii)⇒(i). Noting (19) and the solvability of (16) and (17), we have
Combining this and (15), we know that u
. This means that (8), or equivalently, (5) holds for k ∈ T t . Therefore, u t,x, * is an open-loop equilibrium control of Problem (LQ) for the initial pair (t, x). This proves the conclusion.
By [10] , for a given matrix M ∈ R n×m , there exists a unique matrix in R m×n denoted by M † such that (ii) The coupled constrained LDEs
and the coupled constrained GDREs
Furthermore, an open-loop equilibrium control for the initial pair (t, x) is given by
where X t,x, * is given in (6) .
Proof. (i)⇒(ii)
, * . By Theorem 3, for each k ∈ T t , the FBSΔE (16) admits a solution with the stationary condition (17) and the convexity condition (18). Furthermore, from the forward SΔE of (16) and (6), we know that
Letting e i be a R n -valued vector with the i-th entry being 1 and other entries 0, we have
Noting that e 1 , . . . , e n is the identity matrix and by Lemma 4, we have
Considering Problem (LQ) for the initial pair (N − 2, x) with x ∈ L 2 F (N − 2; R n ), we can similarly prove
Continuing above procedure backwardly, we then have the solvability of (22) and (24). Furthermore, by adding and subtracting
From (18) and (25), we have
(ii)⇒(i). Letting (21) and (22) be solvable, we now prove that for any initial pair (t, x), Problem (LQ) admits an open-loop equilibrium pair.
Introduce a dynamics
and a control
As the backward state does not appear in the forward SΔE, the FBSΔE
admits an adapted solution. We further have
whereP = P − P andT = T − T . In fact, by (26) and (27), we have
Hence,
Therefore, we have
By deduction, we can get (28).
From Lemma 4 and (28), we have
From Theorem 3, Problem (LQ) for the initial pair (t, x) admits an open-loop equilibrium pair, and ( X t,x, * , u t,x, * ) is an equilibrium pair. This completes the proof.
Closed-loop time-consistent equilibrium strategy
Let L 2 (T; R m×n ) be a set of R m×n -valued deterministic processes such that
The following definition is concerned with the time-consistency of the feedback strategy.
Definition 6. Φ ∈ L 2 (T; R m×n ) is called a closed-loop equilibrium strategy of Problem (LQ) if for any
and (ΦX t,x, * )| Tk , (ΦX k,uk,Φ )| Tk+1 are defined by
Furthermore, Φ is required to be independent of all the initial pair.
Though the notation X t,x, * is also used in the previous section, throughout this section X t,x, * will denote the solution of (30). Noting that
with u k but also replacing X t,x, * in (ΦX t,x, * )| Tk+1 with X k,uk,Φ . This is essentially different from the case of the open-loop formulation. Briefly speaking, here we will focus on the property of the strategy instead of the control.
Theorem 7. The following statements are equivalent. (i) There exists a closed-loop equilibrium strategy of Problem (LQ). (ii) There exists a
with the following stationary condition
Here,
In this case, Φ in (ii) is a closed-loop equilibrium strategy.
Proof. By some calculations, one can get
, which is independent of u k and λ.
Then, we can get (36), which implies
Noting
we have similarly to (12)
, and Y k,ûk,Φ being similarly defined as (36). If u k =ū k , then it holds that
Based on this and the proof of Theorem 3, we can achieve the desired result of Theorem 7.
From above theorem, we can derive a result which characterizes the existence of the closed-loop equilibrium strategy via the solvability of two coupled equations.
Theorem 8. The following statements are equivalent. (i). There exists a closed-loop equilibrium strategy of Problem (LQ). (ii). The following coupled difference equations
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ S k = Q k + Φ T k R k Φ k + A k + B k Φ k T S k+1 A k + B k Φ k + C k + D k Φ k T S k+1 C k + D k Φ k , S k =Q k + Φ T kR k Φ k + A k + B k Φ k TS k+1 A k + B k Φ k , S N = G,S N =Ḡ, O k ≥ 0, O k O † k L k − L k = 0, k ∈ T (42) are solvable in the sense that O k ≥ 0, O k,k O † k,k L k,k − L k,k = 0, k ∈ T, hold. In (42), O k , L k and Φ k are given by ⎧ ⎪ ⎨ ⎪ ⎩ O k = R k + B T k (S k+1 +S k+1 )B k + D T k S k+1 D k , L k = B T k (S k+1 +S k+1 )A k + D T k S k+1 C k , Φ k = −O † k L k .
In this case, a closed-loop equilibrium strategy is given by
Proof. (i)⇒(ii). By Theorem 7, we have the solvability of (32) with properties (33) and (34). We now characterize Φ. Noting that Z
Therefore, from the expression of Z k,Φ we have
Furthermore, we have
which together with (33) imply
Concerned with Problem (LQ) for the initial pair (N
as x can be arbitrarily selected. From Lemma 4, it follows that
where
Then, by (44) we have
Repeating the analysis between (44) and (45), we can get the results except
To this end, we prove
(ii)⇒(i). By reversing above procedure, we can get the results.
If (42) is solvable, then we have
In this case, we call (42) has the symmetric structure. Instead, the GDREs (22) for the open-loop formulation do not have symmetric structure. Let S k = S k +S k , k ∈ T and G = G +Ḡ. Then, (42) can be rewritten as
Let us review a static mean-field stochastic LQ problem, denoted as Problem (sLQ), whose system equation is (1) and the cost functional is
So, the expectations in (47) are different from those in (2) that are the conditional expectations. This is why we call Problem (sLQ) a static problem. From [9] , the existence of optimal control of Problem (sLQ) for all the initial pairs is equivalent to the existence of the closed-loop optimal strategy and is also equivalent to the solvability of the following equations ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩
Here, (48) is called solvable if 
Example
In this section, an example is presented to illustrate the theory developed in above sections. On the other hand, concerned with the closed-loop equilibrium strategy, from (46) 
Conclusion
In this paper, the open-loop equilibrium control and the closed-loop equilibrium strategy of a time-inconsistent mean-field stochastic LQ optimal control are investigated. Necessary and sufficient conditions are, respectively, presented for these two cases. Concerned with the existence of the openloop time-consistent equilibrium control for all the initial pairs, two coupled constrained LDEs and two coupled constrained GDREs are introduced. On the other hand, the existence of the closed-loop time-consistent equilibrium strategy is equivalent to the solvability of another two coupled constrained GDREs. Interestingly, GDREs for the open-loop formulation do not have symmetry structure, while the ones for the closed-loop formulation do have symmetric solutions. For future researches, we would like to study timeinconsistent stochastic LQ problems with other types of time-inconsistency.
