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Abstract
Biomolecular transport processes allow the exchange of ions and other molecules across
the membranes of organelles and cells. Here, we studied selected membrane-bound
transport processes by means of molecular dynamics simulations, with a special focus
on the interaction of membrane proteins with their environment.
As a model system, the cation-selective gramicidin channel in both the channel
and non-channel conformation embedded in a phospholipid bilayer was chosen. Upon
application of external electric fields a stabilizing effect of gramicidin on the membrane
could be shown. Due to favorable interactions between lipids and cations at the chan-
nel entrance a significantly decreased free energy barrier for potassium ion permeation
through the non-channel conformation was found, a result which underlines the impor-
tance of environmental effects for the function of membrane proteins. In order to improve
the combined treatment of proteins and lipids in simulations, a new lipid force field based
on the generalized AMBER force field was developed, yielding a marked improvement
on the structural properties of DOPC membranes as compared to existing force fields.
Proton transport in bulk water and close to membranes was addressed by the semi-
empirical Q-HOP method. In excellent agreement with experiments we found a linear
dependency of proton diffusion on temperature and observed single events with large
lateral diffusion distances close to membranes.

Zusammenfassung
Biomolekulare Transportprozesse erlauben den Austausch von Ionen und anderen
Moleku¨len u¨ber die Membranen von Zellen und Organellen hinweg. In dieser Arbeit
haben wir unter Verwendung der Methode der Moleku¨ldynamiksimulation ausgewa¨hlte
membrangebundene Transportprozesse untersucht.
Als Modellsystem wurde der in eine Phospholipiddoppelschicht eingebaute katio-
nenselektive Gramicidinkanal sowohl in der Kanal- als auch in der Nichtkanalkonforma-
tion ausgewa¨hlt. In externen elektrischen Feldern konnte ein stabilisierender Einfluß des
Gramicidins auf die Membran gezeigt werden. Attraktive Wechselwirkungen zwischen
Lipiden und Kationen am Kanaleingang fu¨hrten zu einer signifikant reduzierten Freie
Energiebarriere fu¨r den Transport von Kaliumionen durch die Nichtkanal-Konformation.
Dies unterstreicht die Bedeutung von Umgebungseffekten fu¨r die Funktion von Mem-
branproteinen. Um eine konsistente Behandlung von Proteinen und Lipiden in Simula-
tionen zu ermo¨glichen, wurde ein auf dem generalisierten AMBER Kraftfeld basierendes
Lipidkraftfeld entwickelt, das die strukturellen Eigenschaften von DOPC Membranen
merklich verbesserte.
Schließlich wurden der Transport von Protonen in Wasser sowie nahe einer Mem-
bran mittels der semi-empirischen Q-HOP Methode untersucht. Die gefundene lineare
Abha¨ngigkeit der Protondiffusion von der Temperatur sowie einzelne Ereignisse einer
langreichweitigen Diffusion nahe der Membranoberfla¨che stehen in exzellenter U¨berein-
stimmung zu Experimenten.
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Chapter1
Introduction
The importance of membranes for the viability of biological cells has become increasingly
apparent. As the boundary of the cell (as well as of the organelles) and the platform for
hosting about one-third of all the protein machineries, membranes are found not only to
act as a passive barrier but also to actively participate in most of the interactions between
the cell and its environment, and between different compartments within the cell [1].
Specifically, the plasma membrane was found to be the key component in sensory and
signaling pathways [2, 3]. In addition, membranes are involved in all sorts of molecular
transport in the cell [4].
Computational studies of biological processes have received increasing attention
due to their interpretative power and the ability to create different levels of model ab-
stractions. In particular, the method of Molecular Dynamics (MD) simulation allows an
atomistic description of the system evolving in time through the laws of classical mechan-
ics. Therefore, MD simulations are the method of choice for studies of time-dependent
biological processes, such as molecular transport and pathways [5–7], ligand binding [8–
11], protein folding [12–15], or of the conformational dynamics [16–18] of proteins.
With the improvement of force fields for the modeling of lipid membranes during
the past decade [19–21], the study of biological processes occuring in or close to mem-
branes via MD simulations became feasible. Investigated processes included ion perme-
ation through membrane channels [22–25] and their gating mechanisms [26–29], parti-
tioning of small molecules into membranes [30, 31], formation of lipid domains [32, 33],
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electroporation [34–36], protein insertion and folding [37, 38], etc.
In this thesis, the roles and impacts of lipid membranes and ion channels in molec-
ular transport are studied by means of Molecular Dynamics simulations. Overviews of
the biological basis of both proteins and membranes are presented in the following sec-
tions. In addition, current experimental techniques and computational methods to study
membrane systems are described.
1.1 Lipids and membranes
The primary role of biological cell membranes is the formation of a semi-permeable bar-
rier to separate the cytosolic content from the environment. The major constituents of
membranes are amphiphatic molecules, so-called lipids. The number of lipid species
differing in headgroup and acyl chain composition is huge (in the order of 103 in the
eukaryotic cell [39, 40]). Membranes in different parts of the cell and in different organ-
isms are found to contain distinct mixtures of lipids [41, 42]. The composition is adjusted
depending on the developmental stages of the cell and additionally affected by various
environmental factors such as temperature and pH. The most important class of mem-
brane lipids are the phosphate-containing glycerolipids. As shown in Fig. 1.1, they are
composed of fatty acids esterified at position 1 and 2 of the glycerol backbone (so-called
diacylphosphoglycerides), and the phosphate at position 3. The name of the lipid is de-
rived from the moiety attached to the phosphate group, the length of the fatty acid chains
and the number of unsaturated segments along the chains.
The amphipathic nature of lipids – the hydrophilic headgroup at one side and the
hydrophobic carbon tails at the other – is the main factor driving their self-association
into membranes. Although lipids occur in different shapes (inverted conic, cylindrical,
or conic shapes) and pack into different structural phases (micelle, bilayer, and hexagonal
phases, respectively, see also Fig. 1.2) when dissolved in aqueous systems, they stabilize
into the bilayer structure in the living cell at physiological condition. The hydrophilic
headgroups form an ionic interface which interacts with the environmental aqueous sol-
vents. Thereby, the hydrophobic tails are completely shielded from the solvent in the
bilayer core.
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Figure 1.1: Structure of a glycerophospholipid. A phosphate-based glycerolipid is made up of
the glycerol backbone, two fatty acid chains and a phosphate group attached with a headgroup
moiety, such as choline (here), ethanolamine, serine, etc.
Figure 1.2: The different structural phases of amphiphilic lipids in 2D schematic represen-
tation (from left to right): inverted cone shaped lipids favor a micelle structure, cylindrica
formed lipids favor a bilayer, and cone shaped lipids preferentially adopt the hexagonal (HII)
phase. The hydrophobic regions are colored in yellow.
Lipid bilayers exist in different phases [43]. At low temperatures, lipids are highly
ordered and the hydrocarbon chains are arranged into all-trans conformation with a pre-
ferred tilting angle with respect to the bilayer normal, the bilayer is in the so-called
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gel phase (Lβ). Upon heating, the bilayer undergoes an endothermic phase transition.
The lipids exhibit an enhanced disorder in the tails, and the bilayer adopts the liquid-
crystalline state (Lα). The topology of the lipid matrix in this state is not static but rather
dynamic. Lipids show considerable motions such as gauche-trans isomerization, rota-
tion, translation, and even interchange between the lipid leaflets (flip-flop). The temper-
ature at which this transition occurs (transition temperature) depends on the nature of the
acyl chains, the headgroups and the environmental conditions (such as pressure, pH, ion
concentration, etc.) [44–50].
The increasing interest in biological membranes in recent years has deepened our
understanding of the biological functions of membranes. In the conventional fluid mo-
saic model proposed by Singer and Nicholson [51], the bilayer was considered simply
as a rather homogeneous-passive-unperturbed environment embedding freely-diffusing
proteins at low concentration. However, it could be shown that not only the cell interior
but also biological membranes are crowded (protein/lipid ratio is in the range of 0.25
to 5 [52]), and vary in composition and thickness to great extent [53]. Lipid mixtures
enriched with cholesterols and sphingolipids can undergo phase separations forming
microdomains called rafts, which is probably of importance for compartmentalizing the
membrane and fencing related proteins in order to achieve signaling cascades [54] and
trafficking [55]. In conclusion, membranes can no longer be looked at as passive barri-
ers only. There is increasing evidence that they also actively regulate various biological
processes eventually accomplished by membrane proteins.
1.2 Membrane proteins
In general, there are two classes of membrane proteins: integral membrane proteins are
permanently embedded into the membrane, and peripheral membrane proteins are only
temporarily attached to the bilayer, or to other integral membrane proteins. Integral
membrane proteins span through the whole hydrophobic core of the bilayer (also termed
transmembrane proteins) and usually consist of three parts: the intracellular domain, the
transmembrane region and the extracellular domain. The membrane spanning region
frequently adopts an α-helical structure (or β-barrel) in order to maximize the hydro-
gen bonding of the peptide bonds, thereby shielding polar groups from the hydrophobic
environment. The polypeptide chains can pass the bilayer several times, adjusting as a
bundle of helices which together may form a functional unit directly coupled to solu-
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ble domains. For example, the cytosolic headpiece of the sarcoplasmic reticulum Ca2+-
ATPase binds and unbinds the Adenosine-5’-triphosphate (ATP) to induce translocation
of calcium ions through the pore [56]. The famous signaling protein family, the G-protein-
coupled receptors (GPCRs), couple the binding of signaling molecules (ligands) from the
cell exterior to the activation of specific G proteins on the cytoplasmic side initiating a
signal transduction cascade [57].
As the gates of the cell, membrane proteins are involved in a wide variety of biolog-
ical processes including molecular transport, signal transduction, respiration, enzymatic
activity, cell-cell recognition, and others. Structure determination of membrane proteins
is an extremely challenging task. The first three-dimensional structure of a membrane
protein, bacteriorhodopsin, was determined in 1975 [58]; not until 10 years later, the high-
resolution structure of the Rhodopseudomonas viridis photosynthetic reaction centre was
solved using X-ray crystallography [59]. To present, there are about 220 unique mem-
brane protein structures determined [60] (as of Jan 2010) as compared to 15,600 solu-
ble proteins [61]. Considering that about 30% of the genome codes for membrane pro-
teins [62], the knowledge about membrane proteins is still very limited.
Among membrane proteins, the pore-forming ion channels are of particular inter-
est. They regulate the electrolytic composition across the cell by selectively controlling
the transport of different physiological species across the hydrophobic barrier. The cen-
tral pore of channels frequently feature a hydrophilic interior surface, which faciliates the
diffusion of polar or charged species by lowering the permeation barrier. The pores may
appear in structurally different open and close conformations enabling gating regulated
by external factors: E.g. the binding of a ligand in the toxin-binding site of Nicotinic
acetylcholine receptors induces opening of the cation-selective pore [63]; in the action
potential, depolarization of the membrane activates the voltage-dependent K+ channels
whereas repolarization deactivates the channels [64]; mechanical stresses applied to a
membrane open the nonselective pore of mechanosensitive ion channels to allow an in-
crease in compensatory solute flux [65]. The structural complexity of ion channels is
diverse. It can be as simple as one helical pore like the model peptide Gramicidin [66],
or as complicated as the family of large voltage-gated channels, which are multidomain
complexes with pores surrounded by bundles of helices [67]. Also, it is not uncommon
that one channel allows simultaneous transport and countertransport of different molec-
ular species in one reaction cycle. For example, the Ca2+-ATPase transports two calcium
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ions and countertransports 2–3 protons [56]; the sodium-potassium pump moves three
Na+ ions out of the cell and takes two K+ ions in exchange [68].
Around membrane proteins, distinct annular shells of lipids with restricted mobil-
ity are formed [69]. When the hydrophobic thickness of these lipids is different from the
thickness of the protein’s nonpolar surface, either protein or membrane or both of them
are distorted. This so-called hydrophobic mismatch may be minimized by lipid stretch-
ing, tilting of the membrane protein, or compression of the membrane. For a membrane
protein with a rigid interface, often little or no effect is observed on the structure of the
membrane protein. Instead, the surrounding lipids deform to match the protein. Ori-
ented circular dichroism spectra (OCD) and X-ray diffraction patterns showed that the
shorter DLPC and the longer DMPC approached to a common thickness with embedded
β-helical Gramicidin in the membrane [70] but not with the α-helical transmembrane
peptide WALP which is less structurally rigid [71]. The outer membrane protein OmpA
can fold to the same stable β-barrel structure regardless of the thickness of the bilayer [72].
The strength of lipid binding to the β-barrel trimer OmpF showed a lipid chain length
dependency, which suggests that thinning and thickening of lipids occur around the pro-
tein structure [73]. In contrast, for less tightly anchored or less rigid proteins, the free
energy cost to tilt or even to deform (parts) of the protein may be comparable or smaller
than required for local compression or stretching of the membrane. For example, the he-
lical bundle K+ channel from Streptomyces lividans KcsA [74] and the mechanosensitive
channel MscL [75] tilt in accordance with the change in the lipid chain lengths; and for
Ca2+-ATPase the enzymatic activity is affected when incorporated in lipid bilayers with
too short (< 14C) or too long (> 20C) carbon chains [62]. Aromatic residues of the pro-
tein near the ends of transmembrane helices may play a role in adjusting the effective
hydrophobic length of the protein by rotating relative to the protein tilting [76].
In addition, specific interactions between proteins and lipids, depending on the
type of the lipid headgroup, are frequently reported (See [42, 77] for reviews, and [78–
81] for recent studies). Lipids carrying a net charge are usually able to bind at defined
grooves on the protein surface or at the interface of oligomers, and thus can have a
marked influence on the structure and function of a membrane protein. E.g., the neg-
atively charged cardiolipin lipid (CL) that binds at the interface of the two monomers
of the Cytochrome c Oxidase was found to be crucial for the electron transport activity
of the protein [42, 82]. A recent study has also shown that deformed membranes due
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to hydrophobic matching or bilayer bending possibly induce coupled conformational
changes of neighboring membrane proteins by attractive or repulsive interactions over
distances [83].
1.3 Experimental studies of membrane systems
In order to understand the physicochemical and biological properties of membranes at
the cellular level while avoiding the complexity of the biological membrane in vivo, dif-
ferent model bilayer systems have been devised for biophysical investigations. The con-
ventional model is the black lipid membrane (BLM) [84, 85]. It consists of a phospholipid
bilayer formed across a 1 mm hole placed between two chambers of organic solution.
Pore-forming proteins such as ion channels can then be inserted into the bilayer and the
channel activity observed by measuring the current through the hole. The setup of a BLM
is simple but the bilayer has only a short lifetime (a few hours). A more robust model are
solid supported lipid bilayers (SLB) [86], in which a stable bilayer is formed on top of a sub-
strate surface with a thin intermediate hydration layer. The main advantage of SLB is
that surface analytical techniques such as atomic force microscopy (AFM) can be used
directly to probe e.g. protein-membrane interactions on the membrane surface [86].
Another popular membrane model are liposomes, i.e. lipid bilayers forming spher-
ical vesicles. In general, these are formed by dispensing dried lipids into aqueous solu-
tion by different mechanistic ways [87]. Hydrophobic interactions of the lipid acyl chains
force the formation of a closed vesicle. Liposomes can take the form of a single layer
(unilamellar) or of a stack of concentric bilayers (multilamellar) [88]. Their sizes vary
from tens of nanometers to some hundred micrometers. The application of liposomes
is diverse [89]. As the lipids and reconstituted molecules in the liposomes can diffuse
freely, their usage is advantageous for the study of dynamic properties such as domain
formation, fluctuations, permeability, fission, and fusion.
The most important methods to determine the structure of membranes are X-ray
and neutron diffraction [88]. In X-ray diffraction experiments, beams of X-rays are di-
rected at oriented multilamellar stacks of membranes containing thousands of lipid bi-
layers [90]. X-rays scattered by the electrons produce a diffraction pattern character-
ized by 5–10 sharp Bragg reflections [88]. The intensity data is analyzed to yield the
one-dimensional electron density profile along the bilayer normal. Structural parameters
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such as volume and bilayer thickness, etc. can be deduced [91]. Whereas quantities such
as the area per lipid or the volume of the component groups cannot be deduced directly
from the density profile, they may be inferred from the changes in the electron density
between measurements of the fluid phase and the gel phase bilayer with the same head-
group [91, 92]. By combining data obtained independently from X-ray and selectively
deuterated neutron diffraction experiments, it is possible to derive the positional distri-
bution of each individual molecular segment in the bilayer [93].
Apart from the membrane structure, knowledge about the membrane dynamics is
crucial to elucidate on the function of membranes. Characteristics like the lipid order (or
the orientation) [94] and the motional behavior of lipids can be studied using spectro-
scopic techniques such as nuclear magnetic resonance (NMR), infrared and Raman spec-
troscopy, or electron paramagnetic resonance (EPR) on selective isotopic labels. Different
types of lipid motion have distinct correlation times [95]. For example, gauche-trans iso-
merization in the acyl chain occurs on the picosecond time scale (order of 10−10 s), lipid
rotation and lateral diffusion on the nanosecond time scale (≈ 10−8 to 10−7 s), collective
motions like undulations on the microsecond time scale (≈ 10−6 to 1 s), and translayer
movement or flip-flops on the millisecond to second time scale (≈ 10−3 to 104 s). Depend-
ing on the operational time scale of each experimental technique, experimental results are
thus either obtained as weighted average over all conformers within the measured time
(motions with shorter correlation time) or as superposition of signals from different states
(motions with longer correlation time) [95].
1.4 Computational studies of membrane systems
Biological membranes are extremely complex systems (Section 1.1 and 1.2). Membranes
occur in different states, their temperature- and composition-dependent properties, and
the inserted or adsorbed proteins impose difficulties in experimental studies. Often, only
macroscopic characteristics can be determined from experiment, while the microscopic
details are difficult or impossible to assess with current methods.
Theoretical and computational studies allow the fragmentation of the relatively
complex system into different levels of abstraction, from which the physical concepts can
be studied in detail. The tools employed in computational studies of biological systems
include ab initio simulations [96], classical molecular dynamics (MD) simulations [97] at
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different coarsening levels [98], Monte Carlo (MC) [99], Brownian dynamics (BD) sim-
ulations [100], and continuum studies [101]. Each of these methods has strengths and
weaknesses depending on the degree of approximation.
Among these methods, MD simulations are particularly interesting because they
allow to study the system at the atomic level on time scales of up to a few microsec-
onds [102, 103]. In MD, snapshots of the system as a function of time (called trajectory)
are generated by numerical integration of the Newton’s equations of motion. The qual-
ity of the results depend crucially on the parameterization of the underlying force field.
The parameterization is performed by fitting parameters in the defined functional forms
to experimental and theoretical results, the latter are e.g. obtained from ab initio calcula-
tions on small molecules. Most importantly, the parameterization determined in this way
is assumed to be transferable between different problems. Often, simulations are used to
provide a molecular interpretation of experimental observables. As an example, Feller
could link atomic motions of phospholipids in a MD simulation to rates of magnetiza-
tion transfer within a bilayer, thereby providing an atomic-level description of complex
NOESY cross-relaxation rates observed in NMR experiments [104]. A different study by
Bo¨ckmann et al. succeeded to relate macroscopic rates for the formation of electropores in
lipid vesicles to pore formation kinetics in MD simulations of comparatively small lipid
bilayers. Thereby, a four-state pore formation model giving hints to the nature of the pore
intermediates could be suggested [105].
In addition to studies on the structure and dynamics of phospholipid bilayers, MD
simulations are increasingly used to shed light on the intricate interactions between mem-
brane proteins and membranes. Successfully investigated systems include membrane
channels and transporters [106, 107], G-protein coupled receptors [108–110], ATP syn-
thases [111, 112], and membrane surface-bound proteins [113, 114], etc. Recent studies
have also examined the solvation and partitioning behavior of amino acids into lipid
bilayers [115, 116]. This helps to predict the stability of proteins in membranes and to un-
derstand the relation of important residues to the function of proteins. For example, the
low transfer free energy of aromatic tryptophan to the bilayer-water interface explains
its functional role in positioning membrane proteins in the bilayer [117–119]. Likewise,
the high cost of burying an arginine into the bilayer core [116] justifies the enhanced wa-
ter penetration around the voltage-sensor (VS) domain containing four arginines [120],
where the motion of the VS domain is believed to be coupled to the gating of the chan-
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nel [121].
For the initial setup of a membrane-protein system for simulation, the protein has to
be inserted and oriented e.g. within a pre-equilibrated lipid bilayer. Apart from the sim-
ulation conditions such as the temperature, the pressure, or external fields, it is essential
to have a consistent force field at hand describing both lipid and protein atoms. Major
biomolecular force fields include AMBER [122], CHARMM [123], GROMOS [124] and
OPLS-AA [125]. Each of them has developed consistently for protein simulations, and
evolved its unique parameterization strategy over years. For example, in AMBER atomic
charge fitting using quantum calculations was performed on molecular fragments in vac-
uum whereas solute-water dimers were used in CHARMM [122]. Unlike AMBER and
CHARMM, charges were fitted for functional groups in the OPLS force field such that
they are transferable between molecules [126]. In GROMOS, values from fitting to quan-
tum calculations serve only as an initial guess for atomic charges, they are subsequently
calibrated together with other nonbonded parameters to reproduce experimental data
such as the heat of vaporization and densities. While in AMBER the torsional parameters
were only fit to quantum mechanical conformational energies of target molecules, pa-
rameters in CHARMM are refined further to attain agreement between protein backbone
angles of simulations and experiments [122].
Within the last years, the above biomolecular force fields have been extensively
optimized especially for treating protein molecules, and the results are generally good.
However, the progress in the development of lipid force fields is much slower, which is
due to the long simulation times required to test the parameter sets, and partly due to
insufficient or inaccurate available experimental data (e.g. lack of structural information;
controversial dipole potential of membranes [20]) to guide the development and verifi-
cation of the results. Nevertheless, there are two lipid force fields commonly in use –
the CHARMM [127] lipid force field as part of the CHARMM distribution, and the AM-
BER/OPLS based so-called Berger [128] lipid force field. For the simulation of mixed
protein-lipid system, CHARMM offers a consistent framework; however, the CHARMM
force field shows deficiencies for phospholipid systems. In contrast, the Berger force field
was optimized to reproduce experimental observables of phospholipids but does not of-
fer a consistent link to a protein force field [129]. With the recently published general
AMBER force field (GAFF) [130], new lipid force fields can now be developed [131, 132]
and used consistently with the AMBER force field for proteins and nucleic acids.
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In spite of the vast advances in computer power, the length scale and time scale of
simulations are still limited. Typical membrane systems consisting of about 104 to 106
atoms may be simulated for 100 ns to a few microseconds in atomic detail. These size
and time limitations confine the types of biological processes that can be studied by con-
ventional MD. Therefore, non-equilibrium simulation techniques such as umbrella sam-
pling [133] and steered molecular dynamics [134] are frequently employed as a remedy
to the time scale problem. E.g. in order to study the free energy barrier for ion transport
through an ion channel, it would suffice to compute the free energy profileG(Z) from the
projected ion density ρ(Z) along the channel axis Z according to G = −kBT lnρ(Z). Since
spontaneous passage of ions is too slow, an additional umbrella potential may be added to
ions placed along the channel axis. Deconvolution of the biased potential then yields the
true free energy profile. For large system sizes, coarse-grained approaches [98, 135–137]
with significantly reduced number of degrees of freedom – e.g. by replacing groups of
atoms by effective, coarse atoms [138] selectively reduce uninteresting degrees of free-
dom may be preferable.
Future challenges for membrane simulations point into two directions: Starting
from simple homogeneous phospholipid bilayers the field develops towards systems
with a more physiological composition of both lipid mixtures and of organic compounds
in order to study the functionality of membrane proteins or even close-to-physiological
biological membranes. The interactions between these heterogeneous molecules are cru-
cial for their structure and function. There is a compelling demand for further optimiza-
tion of force fields for improved lipid models and molecular interactions. Additionally,
polarization effects are probably of importance for the hydrophilic-hydrophobic inter-
face [139]. Polarizable models became mature during the past few years and will be
computationally feasible also for membrane systems in the near future. On the other
hand, coarse-grained models will be continuously in demand to uncover the time scales
and length scales inaccessible by atomistic models. Major efforts will be devoted to the
development of scale-crossing models between atomistic and coarse-grained descrip-
tions, allowing to combine micro- or even millisecond dynamics of large systems with
the nanosecond dynamics of lipids or proteins, and even to the quantum dynamics of
e.g. proton transfer process.
12 CHAPTER 1. INTRODUCTION
1.5 Organization of the thesis
In this thesis, the roles of membranes and channel proteins in the transport of molecular
species along and across the membranes were studied. The work of this thesis can be di-
vided into three parts: applications, force field development, and method development.
For the former, we studied selected transport mechanisms of both membranes and of a
membrane-embedded ion channel. The biotechnologically relevent electric-field induced
pore formation – enhancing the transport through membranes – was compared for pure
phospholipid bilayers and protein-containing bilayers mimicking more biological mem-
branes. Cation-selective transport through membranes was studied for the ion channel
Gramicidin. In order to enhance the description of the protein-lipid interaction, new
lipid force field parameters were devised in the second part. Finally, a semi-empiricial
methodology to simulate proton transfer reactions was reimplemented and tested on the
bulk water and membrane systems within classical MD simulation algorithms. The men-
tioned topics will be addressed in the following chapters:
Chapter 2 This chapter gives a brief account of the methodologies used in this
work, including MD simulation, free energy calculation, and the semi-empirical proton
hopping algorithm implemented within a conventional MD algorithm.
Chapter 3 Many known biological transport mechanisms in the cell are strongly
coupled to changes in the membrane potential. Electric fields, either created by ionic
gradients across the membrane or applied externally, may induce local perturbations of
membranes and result in the formation of electropores. Through these pores, molecules
such as ions, proteins, and DNA, etc. can be exchanged between the cell or organelle
interior and exterior. Electric fields were also observed to have direct influence on the
function of channel proteins by changing the channel conformations, and thus can pro-
mote or impede the transport of molecules through the pores. Here we report the effect of
the change in membrane potentials on a membrane-protein system by applying different
strengths of external electric fields. The influence of the embedded channel Gramicidin
on the membrane properties is examined with a focus on the membrane stability with
respect to external electric fields. Additionally, the properties of water permeation and
ion diffusion through the pores were investigated.
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Chapter 4 This chapter extends the study of the Gramicidin channel to the calcula-
tion of the free energy profile of potassium permeation. As ion passage is a rare event on
the time scale of computer simulations, a biasing sampling method was employed in MD
to obtain reliable energy profiles. In this work, the ion transport through the two main
conformations of Gramicidin was analyzed and compared. A significiantly decreased
free energy barrier for potassium permeation was found for the so-called “non-channel”
conformation of gramicidin. Importantly, our study revealed the importance of lipids in
promoting or supporting the protein functionality as a channel.
Chapter 5 The focus of both experimental and theoretical studies on biological
membranes increasingly turned during the last year towards an understanding of the
protein-lipid interaction. As lipid membranes forms the environment for membrane pro-
teins regulating the transport of drugs into or out of cells and organelles, computational
models that accurately describe the properties of lipids and in particular the interactions
of lipids with proteins and drugs are required. Here, we report the development of a new
lipid force field based on the general AMBER force field, which can consistently be used
for the combined simulation of phospholipids with proteins, DNA, or drugs. Compar-
ison to existing lipid force fields indicate remarkable improvements in reproducing the
structure and dynamics of phospholipid bilayers.
Chapter 6 Proton transport is one of the most abundant reactions in the biologi-
cal cell. However, purely classical MD simulations cannot be used to study the proton
transport as it involves the frequent breakage and reformation of molecular bonds, i.e.
the quantum nature of the proton is crucial e.g. for its diffusion. The method of choice to
study proton transfer and transport pathways on long time scales is the semi-empirical Q-
HOP method [140]. In this chapter, submicrosecond simulation studies of proton transfer
in bulk water and in a membrane-water system are reported. A particular focus is on the
examination of the Q-HOP method by comparing the simulation results to known exper-
imental values. The proton diffusion behavior on the membrane surface and in different
ionic concentrations were additionally analyzed. Our results show that membranes, al-
though reducing the mobility of protons in their vicinity, can extend the lateral diffusion
distance of protons as compared to that in bulk water.
Chapter 7 summarizes the different research studies of this thesis and provides a
brief discussion of this and related computational studies in membranes and membrane
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proteins. Future methodological development for the study of biological transport pro-
cesses will be addressed.
Chapter2
Methodology
2.1 Molecular dynamics simulation
Molecular Dynamics (MD) is a method that allows to simulate the time evolution of a
system of atoms within the context of classical mechanics. In MD, the rapid motion of
the electrons is averaged out assuming that they adjust instantaneously to the compar-
atively slow motion of the heavy nuclei (Born-Oppenheimer approximation). Thereby,
the Schro¨dinger equation can be separated into a time-dependent equation for the nuclei
and a time-independent Schro¨dinger equation for the electron degrees of freedom. The
Hamiltonian of the time-dependent Schro¨dinger equation can be written solely as a func-
tion of the positions of the nuclei. In a second approximation, the Schro¨dinger equation
for the nuclei is replaced by the Newton’s equation of motion. The electronic potential is
exchanged by an empirically derived force field (see below). In the equations of motion,
the total force Fi acting on a particle i is given as the negative derivative of the potential
energy of the system:
Fi = miai = mi
d2ri
dt2
= −∇Vri(r1, ..rN ). (2.1)
Given an initial state, the equations of motion are solved numerically to generate
a trajectory describing the time-evolution of the system. At any instant in time, the total
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energy of a system is the sum of the kinetic and the potential energy:
E =
3N∑
i=1
1
2
miv
2
i + V (r1, ..rN ), (2.2)
where the potential energy V (r1, ..rN ) is a function of the particle coordinates ri
using an empiricial force field, namely a set of simple functions describing the bonded
interactions (bond length b, angles θ, and torsions φ) and the non-bonded interactions
(electrostatics and van der Waals interactions) between atoms:
V (r1, ..rN ) =
∑
bonds
kb(b− b0)2 +
∑
angles
kθ(θ − θ0)2 +
∑
torsions
kφ[1 + cos(nφ+ δ)]
+
∑
nonbonded−pairs
(
qiqj
rij
+
Aij
r12ij
− Cij
r6ij
)
. (2.3)
The bonded energy terms penalize derviations from the respective equilibrium or
reference values for the bond length (b0), the angle between three bonded atoms (θ0), and
the equilibrium states of torsions around a bond (n,δ). For non-bonded interactions, the
potentials are a function of the distance rij between pairs of particles (i,j). The electro-
static interactions are described by Coulomb’s law. Particles in a molecule usually do
not carry full electron charge, instead the charge distributions are represented by partial
atomic charges qi centered at the nuclei. The short-ranged repulsive (Pauli repulsion) and
the dispersion forces, i.e. the van der Waals interactions, are commonly described by a
Lennard-Jones potential. The repulsive part prevents particles from overlapping; while
the attractive part, quickly decaying for long distances, models the cohesive property of
dipole-dipole interactions.
A good integrator for the numerical integration of the equations of motion (Eq. 2.1)
should conserve energy and momentum of the system and be time-reversible. A popular
algorithm fulfilling these characteristics is the Verlet scheme [141], which is based on the
finite difference method to approximate solutions to the differential equations employing
a Taylor expansion. The time is discretized into intervals of small time steps ∆t (1–5
femtoseconds). New atomic positions are propagated from positions ri and forces Fi
from the current and the previous time steps:
ri(t+ ∆t) = 2ri(t)− ri(t−∆t) + Fi(t)
m
∆t2. (2.4)
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In the original Verlet algorithm, the velocity vi of atom i is not coupled to the calculation
of the position, instead it is derived until the position in the next step is obtained:
vi(t) =
ri(t+ ∆t)− ri(t−∆t)
2∆t
. (2.5)
A variant of the Verlet algorithm which improves on this problem is the leap-frog algo-
rithm. It evaluates the atomic positions at the whole time step based on the velocity
calculated at intermediate time steps:
ri(t+ ∆t) = ri(t) + vi(t+
∆t
2
)∆t, (2.6)
vi(t+
∆t
2
) = vi(t− ∆t2 ) +
Fi(t)
m
∆t. (2.7)
In this case, positions and velocities are coupled but are out of phase by a half
time step. Another popular variant of the Verlet algorithm is the velocity Verlet algorithm,
which yields the position, velocity and acceleration within the same time step:
ri(t+ ∆t) = ri(t) + vi(t)∆t+
Fi(t)
2m
∆t2, (2.8)
vi(t+ ∆t) = vi(t) +
Fi(t) + Fi(t+ ∆t)
2m
∆t. (2.9)
Note that two force evaluations are required in the procedure which makes velocity Verlet
more expensive. In the Verlet scheme, the error in the position calculation is of the order
O(∆t4), while the error in the calculation of the velocity is only of the order O(∆t2). Both
the leap-frog and the velocity Verlet algorithms improve the velocity estimation and thus
provide a better stability for the integration of the equations of motion.
According to the equipartition theorem, each degree of freedom contributes on av-
erage kBT/2 to the energy in thermal equilibrium at temperature T , where kB is the
Boltzmann constant. Thus the system temperature T can be estimated according to
3N∑
i=1
1
2
miv
2
i =
3
2
NkBT. (2.10)
The pressure P is calculated according to the virial equation as the sum of the prod-
uct of positions and the forces F acting on this position due to all other particles in the
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system:
PV = NkBT +
1
3
N∑
i=1
riFi, (2.11)
where V is the volume of the system. A standard MD simulation generates an
NVE ensemble (constant number of particles, volume and energy). It is also possible
to generate other ensembles such as the NPT (constant number of particles, pressure
and temperature) by adjusting the velocities or the sizes of the box through coupling
to an external heat bath and/or pressure bath. A widely used method is the Berendsen
coupling algorithm [142]. In Berendsen temperature coupling, the change in temperature
is proportional to the difference between the heat bath and the system temperature with
the strength of the coupling controlled by the coupling parameter τ . The coupling is
achieved by scaling of the velocities with the scaling factor λ:
λ =
√
1 +
∆t
τ
(
Tref
T (t)
− 1
)
. (2.12)
Constant pressure can be achieved analogously by scaling of the atomic coordinates
to obtain the desired pressure within the box.
Simulations of the bulk phase of molecules are hampered by the size limits of simu-
lation systems and the (artificial) effects of system boundaries. One remedy to this prob-
lem is to use the periodic boundary conditions (PBC), in which particles in the central box
are replicated in all directions to infinity. Particles moving across the box boundary re-
enter the system from the opposite side. Different shapes of periodic boxes can be used.
Their choice depends on the type of the system simulated, the structure of the molecule,
and the total amount of solvent molecules required to fill the box.
Under PBC, the number of pairwise interactions is enormously increased because
interactions not only between the “real” particles, but also between the real and the im-
age particles have to be considered. For short-range interactions (such as the quickly
decreasing Lennard-Jones potential, 1
r6
), a cutoff distance rc is employed. The cutoff
distance has to satisfy the minimum image convention such that rc is no more than half of
the shortest box length. In this way, interactions between atoms and their images are
prevented. For the long-range electrostatistics interactions ( 1r ), the use of a cutoff leads
to significant artefacts [143–145]. Instead, lattice summation methods such as the Ewald
summation method are enable to consider full electrostatistics in an efficient manner.
In the Ewald method [146], the sum over all pairwise interactions is converted
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into two rapidly converging series, namely the direct (real-space) sum and the reciprocal
(Fourier) sum. A neutralizing charge density having exactly the same total but opposite
charge centered at each point charge is introduced. Thereby, the electrostatic interac-
tions between point charges are screened, and the long-range interactions can be safely
neglected.
The total Coulomb potential then consists of three contributions:
Vcoul = Vdirect + Vrecip + Vself . (2.13)
The short-range Coulomb interactions of the screened charges (the direct sum) can
easily be calculated using a cutoff in real space:
Vdirect =
N∑
i6=j
qiqjerfc(
√
αrij)
rij
, (2.14)
where rij = |ri − rj |, α the cutoff range, and erfc(x) the complementary error function.
Note that the screening function is a Gaussian.
To correct for the added charge density, a compensating charge density has to be
included. Its contribution to the electrostatic potential is evaluated by solving the Poisson
equation in reciprocal space using the Fourier transformed charge density [141].
Vrecip =
1
2V
∑
i
qiφ
c(ri)
=
1
2V
∑
k 6=0
N∑
i,j=1
4piqiqj
k2
exp(ik(ri − rj))exp(−k2/4α), (2.15)
where k is the reciprocal lattice vector, φc(ri) the electrostatic potential at a point ri due
to compensating charges. and V the volume of the unit cell.
Finally, the self-interaction introduced in Vrecip has to be cancelled:
Vself = −α
pi
N∑
i=1
q2i . (2.16)
By varying the shape of the Gaussian function, the rate of convergence of the two
sums can be controlled. The optimal Ewald method was found to scale as O(N3/2) [141].
20 CHAPTER 2. METHODOLOGY
An improvement to further speed up the algorithm toO(N logN) is to use the fast Fourier
transform (FFT) in the reciprocal sum computation. For that purpose, the charges are
mapped on a grid by interpolation, the so-called particle-mesh techniques [147].
A frequent purpose of simulations is to study phenomena in comparison between
experiments and simulations. Observables from MD simulations are obtained by statis-
tical mechanics: Each configuration sampled in trajectories can be seen as a microstate
of the system (consists of the positions of particles and their momenta). The probability
of a state follows the Boltzmann distribution, i.e. it is proportional to exp(− EkBT ) with
the energy E of the state. Under the ergodic hypothesis, the expectation value of an observ-
able averaged over an ensemble of configurations (ensemble average) is equivalent to the
time average of the observable obtained from an experiment or a MD simulation. While
in Monte Carlo (MC) simulations observables are computed on ensembles of structures
lacking time information, MD simulations allow to study properties as a function of time.
Essential for both MC and MD is the approximate sampling of the complete accessible
phase space.
In MD simulations, configurations are generated as a function of time, the sampling
on very long time scales follows according to the ergodic hypothesis the Boltzmann dis-
tribution. The thermodynamic average of an observable A is then obtained by simple
averaging over the configurations or microstates of the system:
〈A〉 = 1
M
M∑
i=1
A(ti), (2.17)
where M is the total number of sampled configurations. The statistical uncertainty of
this average value is inversely proportional to the square root of the number of sampled
points (if independent). If the system was simulated for a sufficient time and reached
equilibrium, the calculated value can directly be compared to experiment.
2.2 Free energy calculations
In statistical mechanics, the free energy A is defined in terms of the canonical partition
function Z,
A = −kBT lnZ = −kBT ln
〈
exp
(
− E
kBT
)〉
, (2.18)
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where Z is the sum of the Boltzmann weights of all possible microstates of the system.
This sum is equivalent to the ensemble average of exp(−E/kBT ). While the Boltzmann
factor is dominated by low energy states, an MD simulation preferentially samples high-
energy regions in phase space. Thus, a direct calculation of the absolute free energy from
simulations is rarely possible.
The problem can be largely simplified if one focuses on the free energy difference
between two well-defined states (0 and 1) of the system instead of the absolute free en-
ergy of a particular state. In this case, one aims to solve ∆A = A1 − A0, where A0 is the
initial state and A1 is the final state,
∆A = −kBT lnZ1
Z0
. (2.19)
To allow a smooth (and in most cases unphysical) transition from A0 to A1, usu-
ally a coupling parameter λ that varies from 0 to 1 is employed in the definition of the
Hamiltonian of the system,
H(λ) = λH1 + (1− λ)H0. (2.20)
Three methods are commonly used to solve ∆A using the method of MD simula-
tions, namely the Free Energy Perturbation (FEP), the Thermodynamic Integration (TI),
and the potential of mean force (PMF).
2.2.1 Free energy perturbation and thermodynamic integration
In FEP [148], the free energy difference is derived as the ensemble average of the Hamil-
tonian difference:
∆F =
λ=1∑
λ=0
−kBT ln
〈
exp
(−(H(λ+ ∆λ)−H(λ))
kBT
)〉
λ
. (2.21)
In each step, separated by ∆λ, only one λ-ensemble is used to obtain the free energy
difference, so the two neighboring states λ and λ + ∆λ should be sufficiently close. It is
recommended that the free energy changes for each step should not exceed 2 kBT [149].
Both forward and backward calculations can be performed to measure the statistical un-
certainty in the calculation.
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Figure 2.1: The thermodynamic cycle for calculating the free energy of molecular solvation.
Alternatively, the relative free energy can be obtained from a integral sum of free
energy changes along the transition path defined by the coupling parameter λ. The
derivative of the free energy can be rewritten as the ensemble average of the derivative of
the Hamiltonian [149]. This method is called Thermodynamic Integration (IT) and reads
as
∆F =
∫ 1
0
∂F (λ)
∂λ
dλ =
∫ 1
0
〈
∂H(λ)
∂λ
〉
λ
dλ. (2.22)
Like in FEP, the right hand side integral can be approximated by using successive
discrete λ values with small intervals.
As a state function, the value of ∆F is independent of the path between the two
states. One can make use of thermodynamic cycles and integrate along paths computa-
tionally more convenient. Such paths can be real physical/chemical processes or non-
physical ones. An example of the thermodynamic cycle commonly used to calculate the
hydration free energy of a molecule is shown in Fig. 2.1. “Dummy” is the molecule which
has only intramolecular interactions for cavity creation but does not interact with its en-
vironment. From the cycle, we obtain ∆FHyd = ∆F3−∆F1+∆F2. The free energies of the
alchemical pathways ∆F1 and ∆F3 can easily be computed by letting the molecule dis-
appear (switching off the nonbonded interactions of the molecule with the environment
in the Hamiltonian), and ∆F2 is zero.
2.2.2 Potential of mean force
For many problems not only the free energy difference between two states is required, but
also the change in free energy as a function of a reaction coordinate, the so-called potential
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of mean force (PMF). Firstly introduced by Kirkwood [150], the PMF is the average force of
all microstates of the rest of a system on a selected, fixed set of atoms. It is defined from
the average density of states 〈ρ(ξ)〉 along the chosen reaction coordinate ξ in reference
to some arbitrary constants W (ξ∗) and 〈ρ(ξ∗)〉 (e.g. the density of an ion along a path
through an ion channel) [133].
W (ξ) = W (ξ∗)− kT ln
[ 〈ρ(ξ)〉
〈ρ(ξ∗)〉
]
(2.23)
The ensemble-averaged density is obtained from the weighted Boltzmann average
〈ρ(ξ)〉 =
∫
dr δ(ξ′(r)− ξ)exp(−V (r)kBT )∫
dr exp(−V (r)kBT )
. (2.24)
The function ξ′(r) converts the atomic coordinates r into the reaction coordinate ξ
which typically consists of only a few degrees of freedom. For reactions involving a high
activation barrier (> 1.5 kBT [151]), the distribution function ρ(ξ) does not converge in
standard MD simulations due to insufficient sampling of the low energy region. Non-
Boltzmann sampling techniques such as umbrella sampling [152] are required to solve
this problem. In this method, a biasing potential (e.g. a harmonic function) confining the
sampling region to the coordinate ξi is added to the original potential function,
V ′(r) = V (r) + wi(ξ) = V (r) +
1
2
K(ξ − ξi)2 (2.25)
A series of (window) simulations is performed using the modified potential along
the reaction coordinate yielding a set of biased ensembles. To obtain the final underlying
PMF, the results have to be unbiased and recombined by solving the free energy constant
introduced to each window simulation. An efficient way to generate the unbiased PMF
is the weighted histogram analysis method (WHAM) [153]. It constructs an optimal es-
timate of the unbiased distribution function as a weighted sum of all unbiased window
distributions:
〈ρ(ξ)〉 =
Nw∑
i=1
ni〈ρ(ξ)〉(i) ×
Nw∑
j=1
njexp
(
−wj(ξ)− Fj
kBT
) , (2.26)
where Nw is the number of biased window simulations, ni is the number of independent
data points in constructing the biased distribution function 〈ρ(ξ)〉(i) in window i.
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Fj , which is the free energy constant associated with the introduced biasing poten-
tial wi, is computed as:
exp
(
− Fi
kBT
)
=
∫
dξ exp
(
−wi(ξ)
kBT
)
〈ρ(ξ)〉. (2.27)
The two equations ( 2.26) and (2.27) have to be self-consistent. To do this, an initial
guess of the free energy constants will be generated, and then the equations are solved
iteratively until convergence is reached.
2.3 A semi-empirical proton transport method (Q-HOP MD)
Due to the abundent transfer of protons between different chemical moieties and the
small mass of a proton particle, an accurate description of the motion of proton can only
be achieved by quantum chemical techniques. However, as the computational cost of ab
initio methods is huge, the size and the time scale of the system studied will be extremely
limited. A semi-empirical method providing an efficient way to model the proton trans-
fer (PT) process was proposed by Lill and Helms in a series of publications [140, 154, 155].
The PT reaction is modeled as an instantaneous process of migrating the proton from the
donor molecule to the acceptor molecule. The transition probability for the proton hop-
ping was fitted by an analytical expression to probabilities dervied from the solution of
the time-dependent Schro¨dinger equation for simplified systems. The latter include the
donor-acceptor distance and the change in interaction energy of the donor-acceptor pair
to the environment as variables.
This method was successfully applied to study PT in various biological systems,
such as a hydronium ion in aqueous solution [140], the proton shuttle in green fluores-
cent protein [156], the proton exclusion mechanism in the Aquaporin-1 channel [157], and
the protonation equilibrium of solvated acetic acid [158]. Recently, the parameterization
was extended to PT between all titratable amino acids and thus the method allows also
the study of proton hopping among protein residues.
Q-HOP was firstly implemented in the ARGOS simulation package [159], later in
NWChem [160], and recently by us in GROMACS [161]. In the following sections, we
present the methodology of the Q-HOP method, whereas details of the implementation
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evaluations will be given in Chapter 6.
2.3.1 Potential of the proton transfer process
In general, the PT reaction may be described by the double-well shaped energy potential
as a function of the proton transfer distance as shown in Fig. 2.2. The probability of a
successful proton transfer event is coupled to the rate of barrier crossing in the energy
potential surface from one minimum (the donor-bound state) to the next minimum (the
acceptor-bound state).
The shape of the potential surface is largely influenced by two important factors:
the distance between the donor and the acceptor, and the arrangement of other molecules
in the system environment. As pointed out by Huggins [162] using a simple Morse func-
tion for Coulombic interaction and later by Lu et al. [163] and Lill et al. [164] using ab initio
calculations, the height of central barrier of the double-well energy surface of a PT system
in vacuum varied at different donor-acceptor distances. At a sufficiently small distance,
the barrier even vanished. This corresponds to the case where a proton is symmetrically
shared between the donor and the acceptor molecule. The PT barrier can be lowered fur-
ther to that in vacuum, when ligand molecules such as water are involved, depending on
their distances from the reaction site. Therefore, to provide a good approximation of the
proton transfer, both the donor-acceptor distance as well as the momentary configuration
of the system have to be considered.
2.3.2 The Q-HOP model
In the Q-HOP method, the PT reaction is modeled as an instantaneous process of migrat-
ing the proton from the donor molecule (D) to the acceptor molecule (A). The proton
hopping probability is then estimated from the donor-acceptor distance (RDA), the na-
ture of the donor/acceptor molecules, and the energy difference between the two energy
minima E12 (see Fig. 2.2). The latter can be approximated by adding the electrostatic
influence (the instantaneous Coulombic interactions) of the environment to the energy
difference between the two reaction states in vaccum E012 [154]:
E12 = E012 + (E
env
2 − Eenv1 ) (2.28)
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Figure 2.2: The general one-dimensional double-well potential of the proton transfer process
as a function of the distance between the donor atom and the proton. The first minimum
corresponds to the state with the proton bound to the donor, the second minimum to the state
with the proton bound to the acceptor.
where E012 is obtained from an empirical fit to the calculated energy barrier which
depends only on distance RDA. Eenv is the Coulombic interaction between the reaction
center and the rest of the system in the donor-bound state (state 1) and the acceptor-
bound state (state 2).
E012 = α+ βRDA + γR
2
DA (2.29)
Eenv1 =
∑
i∈{D−H,A}
∑
j∈{env}
qiqj
4pi0|ri − rj | (2.30)
Eenv2 =
∑
i∈{D,H−A}
∑
j∈{env}
qiqj
4pi0|ri − rj | (2.31)
Note that the coefficients in blue (α, β, γ) are tabulated parameters of the pairs of
donor-acceptor chemical groups [140, 154, 155, 165]).
Depending on the distance RDA and the interaction energy E12 of a PT reaction,
three different cases have to be distinguished to calculate the proton transfer probability
(see Fig. 2.3):
1. TST regime: For large distances RDA and large energy differences E12, the transi-
tion state theory (TST) [166] is used to estimate the free energy barrier for PT and
2.3. A SEMI-EMPIRICAL PROTON TRANSPORT METHOD (Q-HOP MD) 27
the transition probability [154]. The probability is calculated based on the modi-
fied rate equation taking into account the zero-point energy correction }ω/2 and
the tunneling effect κ(T ):
pTST = κ(T )
kBT
2pi}
exp
(
−E
→
b − }ω/2
kBT
)
∆t (2.32)
E→b is the forwarding barrier in the energy surface, which shows a quadratic de-
pendence on E12, whereas the coefficients S, T , and V are simple functions of RDA:
E→b = S(RDA) + T (RDA)E12 + V (RDA)E
2
12 (2.33)
S(RDA) = sA(RDA − tA)2 + vA (2.34)
T (RDA) = sB (2.35)
V (RDA) = sC exp(−tc(RDA − 2A˚)) + vC (2.36)
For the zero point energy, the motion of the proton is approximated using a quan-
tum harmonic oscillator at the educt well. The values of }ω/2 show an exponential
dependence on E→b :
}ω/2 = f exp(−gE→b ) + h (2.37)
The tunneling effect is accounted for in the transmission coefficient κ as a ratio of
the quantum transfer rate and the classical transfer rate, κ = kQM/kclassical. It is
estimated from EM and the temperature T :
κ(T ) = exp(P (T ) +Q(T )EM +R(T )E2M ) (2.38)
P (T ) = p1 (2.39)
Q(T ) = q1 + q2T + q3T 2 (2.40)
R(T ) = r1 + r2T + r3T 2 (2.41)
whereEM = min(E→b , E
←
b ) is the minimum of the forward and the backward trans-
fer barrier.
2. Schro¨dinger regime: When the PT barrier is insignificant due to small RDA and
E12, transition state theory is no longer valid. By following the time evolution of the
probability density of a proton by solving the time-dependent Schro¨dinger equa-
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Figure 2.3: The three regimes in the Q-HOP model. Depending on which regime is valid, the
proton transfer probability in Q-HOP is calculated either in the Schro¨dinger regime, in the
TST regime, or by interpolation between the two.
tion, the probability of a proton crossing a barrier within a period of time can be
obtained. This probability varies depending onRDA andE12. By fitting of the prob-
abilities for different RDA and E12 combinations, one obtains an empirical function
to estimate the proton transfer probability in the Schro¨dinger regime [155]:
pSE = (0.5 tanh(−K(RDA)E12 +M(RDA)) + 0.5) ∆t10 fs (2.42)
K(RDA) = k1 exp(−k2(RDA − 2.3A˚)) + k3 (2.43)
M(RDA) = m1 exp(−m2(RDA − 2.3A˚)) +m3 (2.44)
Note that a characteristic time of 10 fs is introduced here, which is the observed time
scale for the proton transfer process in a strongly hydrogen bonded system [155].
3. Intermediate regime: The validity limit for the TST regime, ER12, is defined as
exp( E
→
b
kBT
) ≥ 100, where the forward energy barrier E→b is much larger than ther-
mal fluctations (kBT). For the Schro¨dinger regime, EL12, the calculated probability
is considered valid for pSE > 0.1.
In the intermediate regime – i.e. between the TST regime and the regime where
the transfer probability is best described by the Schro¨dinger approximation – the
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transfer probability is linearly interpolated on a logarithmic scale:
log10pGAP = log10pSE(EL12) +
log10pTST (ER12)− log10pSE(EL12)
ER12 − EL12
(E12 − EL12) (2.45)
In a typical Q-HOP MD simulation, at each Q-HOP step (every 10 fs) the proton
donors and the potential acceptors are identified. The proton transfer probability for
each donor-acceptor pair is calculated. It is then compared to a random number to decide
whether hopping occurs or not. If hopping is allowed, the system topology is updated by
attaching the proton to the acceptor molecule and removing it from the donor molecule
before the next MD step.
It should be pointed out that as each PT process performs an immediate change in
the system configuration, a (short) period of inequilibrium is introduced. In addition, the
energetic difference between the donor-bound state and the acceptor-bond state results
in a non-conserved change in system energy upon PT.
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Chapter3
Electric Field Effects on Membranes:
Gramicidin A as a Test Ground
Shirley W.I. Siu and Rainer A. Bo¨ckmann. J. Struc. Biol. 157 (2007), 545-556. 1
Summary
Electric fields due to transmembrane potential differences or ionic gradients across the
membrane are presumably crucial for many reactions across membranes or close to mem-
branes like signal transduction, control of ion channels or the generation of neural im-
pulses. Molecular dynamics simulations have been used to study the influence of exter-
nal electric fields on a mixed gramicidin/phospholipid bilayer system. At high field
strengths, formation of membrane electropores occurred both close and distal to the
gramicidin. Gramicidin was found to stabilize the membrane adjacent to the protein
but also at larger distances of up to 2 – 3 nm. As a result, membrane pore formation was
found to be significantly suppressed for the mixed gramicidin/DMPC system. Moderate
field strengths only weakly affected the structure and dynamics of the gramicidin. Spon-
taneous potassium passage events in external electric fields were observed for both the
head-to-head helical conformation as well as for the double helical conformation of gram-
icidin A. The double-helical conformation was found to facilitate ion passage compared
to the head-to-head helical dimer.
1Reprinted from Journal of Structural Biology, Copyright (2006), with permission from Elsevier.
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3.1 Introduction
Membranes play an important role in biology. Their permeability for water, ions and
larger molecules as well as their influence on the structure and function of integral and
peripheral membrane proteins are of crucial importance for almost all aspects of cell life.
Electric field effects both on artificial lipid bilayer membranes as well as on cell mem-
branes attract increasing interest. External electric fields induce local perturbations of
vesicle or cell membranes, largely dependent on the field strength, and the pulse form
and length. These perturbations are often followed by the formation of reversible hy-
drophobic or hydrophilic pores. The reversible electroporation of membranes is used to
transfer drugs and gene DNA [167] into cells, for electrochemotherapy [168, 169], in elec-
trogenetherapy [170], in vaccination [171, 172], and in RNA transfection [173, 174]. But
also under physiological conditions, potential differences across membranes in the order
of 200 mV corresponding to electric fields of 0.4 MV/cm are present. Membrane poten-
tials play a crucial role e.g. for voltage-gated ion channels, or in mitochondrial protein
import [175, 176], and drive central processes like the ATP synthesis (see e.g. [177, 178]).
In protein import, membrane potentials are thought to drive the insertion of charged
presequences and the opening and closing of the protein conducting pores [176]. In ATP
synthesis, transmembrane potential differences of 150 mV or larger are necessary to drive
the F1Fo-ATP synthase molecular motor [179]. It has further been speculated that local
destabilization of cell membranes by electric fields followed by electropermeabilisation
is the relevant mechanism in exocytosis [180] and may also play a role in apoptosis [181].
Studies of the effect of electric fields on cells, membranes, or lipid bilayers range
back by almost 50 years: The observation of an electrical breakdown of membranes [182],
the killing of bacteria by high electric fields [183], and the finding of short-lived perme-
ability changes induced by electrical fields [184] were followed by numerous theoretical
and experimental studies elucidating, e.g the influence of electric field strength and pulse
forms and of the membrane composition on the mechanism of pore formation [185–187].
Recently, simulation studies on pure lipid bilayers revealed the molecular mechanism of
electropore formation at the atomic level [34–36, 188–190].
Molecular dynamics (MD) simulations gave an unprecedented view of the first
steps of electropore formation in lipid bilayers, starting with a both structurally and dy-
namically asymmetric tilting of the dipolar phospholipid headgroups, which depends
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on the orientation of the bilayer inside the external electric field. This tilting is followed
by the formation of a closed water file across the membrane often associated by lipid
headgroup protrusions into the membrane. Finally a small (≈ 1 nm) hydrophilic pore
is formed by intertwined lipid headgroups inside the hydrophobic core of the mem-
brane [34–36, 190]. It was experimentally shown that addition of gramicidin to lipid
bilayers significantly increases the voltage threshold to electroporation and the mem-
brane area expansivity modulus [191]. However, the molecular interactions of membrane
spanning proteins with the lipids causing membrane stabilization with respect to electric
fields are largely unknown. Also the influence of membrane potentials on the structure
and dynamics of membrane proteins remains elusive.
Here, we study the influence of moderate to large external electric fields on grami-
cidin A embedded in a dimyristoylphosphatidylcholine (DMPC) bilayer as a model sys-
tem using the method of MD simulation. Gramicidin is a polypeptide antibiotic forming
a channel selective for the transport of monovalent cations across membranes. Several
crystal and NMR structures of gramicidin A are known to date (see [192] for a review),
and its function as a cation channel has been studied in great detail both experimentally
and by MD simulations (see e.g. [193–198]). The energetics of cation permeation can be
obtained from MD simulations by computing the potential of mean force (PMF) along the
channel axis (or the free energy profile) by umbrella sampling generating distributions of
ion positions along the channel at fixed positions [199, 200]. Several other properties of
this miniprotein have been studied as well, e.g. the lipid-protein interaction [201], the wa-
ter permeability [196], or the importance of protein elasticity on water motion [194] and
on ion permeation [202]. Gramicidin has also been used as a model system in studies of
the effect of anesthetics on membrane channels [203] or as a test ground for molecular
dynamics force fields [199].
In this study, we investigate the dynamics of this channel protein in different con-
formations subject to external electric fields and discuss the influence of this membrane
protein on the adjacent and on the distal membrane structure. We demonstrate that the
electropore formation in membranes is drastically influenced by the presence of gram-
icidin. Already for the dilute gramicidin/DMPC concentration investigated (1:63) the
pore formation time is considerably increased with respect to a pure DMPC bilayer. Ad-
ditionally, the transport properties of the gramicidin channel both for water molecules
and for potassium ions in an external electric field are analyzed. Differences in the pro-
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tein and water dipole moments between the head-to-head helical conformation and the
double helical conformation of the gramicidin will be discussed.
3.2 Materials and methods
Gramicidin A (gA) mainly adopts two conformations which have been resolved by both
X-ray crystallography and by NMR spectroscopy: a double-helical structure (DH) called
the pore form and a head-to-head helical dimer conformation (HD) referred to as the
channel form [192]. These two conformations are favored depending on the specific con-
ditions [192], e.g. on the bilayer thickness [204], on the temperature, or the ion type [205].
The biologically active form is still a matter of debate [206–208]. In this study, both con-
formations were used to study the influence of external electric fields.
The initial conformations of the gA were taken from the PDB database: PDB entry
1AV2 for the double-helical structure [209] and 1MAG for the helical dimer [210]. A pre-
equilibrated DMPC bilayer (kindly provided by Peter Tieleman) was used as a starting
structure and equilibrated for another 4 ns, applying a different force field (see below).
The model system (Fig. 3.1 A) consisted of a gramicidin embedded in this DMPC bilayer
of 125 lipids solvated with 6,140 water molecules.
We followed the procedure of [211] to insert the gA into the bilayer: Firstly, the
protein was transferred to the center of the bilayer with the channel axis parallel to the
normal of the bilayer. Lipids completely overlapping with the protein were removed and
the volume of the protein defined by its molecular surface was generated. Then, a simu-
lation was performed to expel atoms from inside the protein volume by applying forces
normal to the protein surface. Five water molecules were placed inside the gramicidin
channel. This procedure was performed both for the DH and the HD structures sepa-
rately to obtain the initial systems.
The initial configurations were energy-minimized using the steepest descent algo-
rithm (3000 steps), followed by a MD run with harmonic position restraints (force con-
stant 1000 kJ mol−1 nm−2) applied to all heavy atoms of the protein for 200 ps. This pro-
cedure allowed the lipids and the water molecules to relax around the protein after its
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Figure 3.1: Simulation system (A).All simulations have been started from a gramicidin A in HD
or DH conformation (B) embedded in a fully hydrated DMPC lipid bilayer. The simulation
systems consist of more than 30,000 atoms. To simulate cation passage the green colored water
molecules (C) have been replaced by a potassium cation in separate simulations. For cations
positioned in the upper entrance an external electric field pointing downwards has been ap-
plied and vice versa for cations placed at the lower channel entrance. Those positions marked
by an arrow led to complete cation passage. Figs. (D) and (E) show pore formation events close
to the gramicidin (DH, in surface representation) and in a pure phospholipid bilayer. Lipids
with headgroups protruded into the hydrophobic core of the bilayer are highlighted in blue,
pore water molecules in red.
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insertion. The systems were pre-equilibrated for 10 ns with constraints on bonds to H-
atoms only.
To examine the effects of external electric fields on the gA and its surroundings,
further simulations were performed based on the equilibrated systems. Electric fields
of strength -0.20 V/nm, 0 V/nm, and 0.20 V/nm were applied normal to the membrane
plane. Each simulation (for DH and HD) was run for 20 ns. Results were compared to
the equilibration without external electric field and to a 16 ns simulation of a pure DMPC
bilayer (128 lipid molecules). In a second setup we added K+Cl− at a concentration of
460 mM (in the solvent) at random positions to the solvent phase of the simulation system
and analyzed the ion distribution at a field strength of E = 0.2 V/nm (40 ns trajectory).
In order to accelerate the passage of potassium ions through the gramicidin channel ten
simulations were started with one cation placed at different positions close to or inside
the channel entrance (at 460 mM K+Cl− concentration). The respective starting positions
for the cations are shown in Fig. 3.1 C.
Membrane electroporation was studied from 18 simulations at field strengths 0.3
and 0.35 V/nm for a pure DMPC bilayer (128 DMPC molecules, approximately the same
dimensions of the periodic box as for the mixed system) and for the gA/DMPC system
(gA in DH conformation). The pore formation time was defined as the time at which a
closed water file was formed across the membrane.
The total simulation time adds up to ≈ 300 ns.
All simulations were performed using the GROMACS package [161, 212], apply-
ing the OPLS/AA force field [125] for the protein and the TIP4P water model [213]. For
the DMPC molecules, we used the Berger force field [128], applying however the OPLS
combination rules for the mixed Lennard-Jones parameters instead of the GROMOS com-
bination rules (see also [214]). Since the formyl and the ethanolamide groups of grami-
cidin A were not predefined in the force field, they were created by assigning the force
field parameters of the most similar groups in other amino acids.
Periodic boundary conditions were used in all directions. The system was cou-
pled to a temperature bath at 310 K separately for the protein, the lipids, and the water
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molecules with a coupling constant of 0.1 ps−1 [142]. As for the pressure, semi-isotropic
coupling was adopted (pressure coupling separately for the lateral and for the normal
direction) with a coupling time τp = 1 ps. The isothermal compressibility was set to 4.5
× 10−5 bar−1. Bonds to H-atoms were constrained using the LINCS [215] or the SETTLE
algorithm [216], allowing for an integration step size of 2 fs. The non-bonded pair list was
generated every 10 steps with a cutoff at 1.0 nm. For the short range vdW interactions, a
cutoff distance of 1.0 nm was used. In treating the long-range electrostatics, the Particle-
Mesh Ewald (PME) method with a grid spacing of 0.12 nm and cubic interpolation was
adopted. Atom positions were written every 1 ps.
In the MD simulations, an electric field was applied along the membrane normal z,
i.e., perpendicular to the DMPC bilayer surface. The field E is defined as the gradient of
the potential Φ,
Ez = − ∂
∂z
Φ . (3.1)
Tin-foil boundary conditions were applied [217]. The simulation conditions ensure
a potential difference of ∆Φ = E · d across the simulation box with box vector d =
(dx, dy, dz). The potential drop ∆Φm across the membrane is given as
∆Φm =
(
1 +
dw
dm
m
w
)−1
∆Φ . (3.2)
Inserting a dielectric constant for water of w = 78 and of m ≈ 3 for the mem-
brane [36], about 93% of the total potential difference ∆Φ drops across the membrane
(water slab thickness dw ≈ 4.5 nm, thickness of the hydrophobic core of the membrane
dm ≈ 2.2 nm).
The cross-sectional area of the gramicidin channel along the membrane normal
(binning size 0.15 nm) has been determined by applying two-dimensional Voronoi tes-
selation analysis [218] for all protein and lipid atoms. The average gramicidin area was
computed to 232 A˚2 for the HD conformation and 244 A˚2 for the DH conformation (after
averaging along the membrane normal and over 20 snapshots of the respective equilibra-
tion simulations).
A measure of the ordering of the lipid acyl chains is given by the order parameter
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Sii, defined by [94]
Sii =
1
2
〈3 cos2 θi − 1〉 (i = x, y, z) , (3.3)
where 〈cos2 θi〉 is the time average of the angular fluctuations of the ith molecular axis and
the bilayer normal. In the simulations, a united-atom model for the acyl chain carbons
lacking explicit hydrogen atom positions has been used. Therefore, the molecular axis
is defined as the vector connecting the two acyl chain carbons Cn−1 and Cn+1. In this
way, no order parameters were obtained for the outermost carbon atoms C1 and C14
(see also [219]). Experimentally, the deuterium order paramter SCD is measured. It is
connected to the above order parameter by the following relation:
SCD =
2
3
Sxx +
1
3
Syy . (3.4)
3.3 Results and discussion
3.3.1 Electric field effects on the membrane
Electric fields of different strengths (0.2 – 0.35 V/nm) were applied on the mixed grami-
cidin/DMPC system and on a pure DMPC bilayer to examine their respective influence
on the structure and function of the gramicidin, on the lipid environment, and to eluci-
date the influence of the membrane channel on the stability of the membrane.
Area per lipid
The pure DMPC bilayer adopts an area per lipid of 61.6 ± 0.7 A˚2 (see Table 3.1), in good
agreement with experimental values for the area per lipid of pure DMPC bilayers at 310 K
which range from 60 A˚2 to 66 A˚2 [220–222]. For the gramicidin A (DH conformation)
embedded in the DMPC bilayer, the size of the simulation box was 6.22(±0.06) nm ×
6.22(±0.06) nm× 8.38(±0.15) nm, resulting in 57.9(±1.1) A˚2 for the area per lipid (59.3 A˚2
for the HD conformation, substracting the area of gA in the xy plane, see Methods), i.e.,
the average area per lipid for DMPC is decreased by ≈ 5% after insertion of gramicidin.
External electric fields show no significant influence on the area per lipid. Previous stud-
ies applying different lipid force fields showed a too large area per lipid (67 A˚2 in [199],
≈ 70 A˚2 in [223]) or fixed the area per lipid [224] at a predefined value.
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Table 3.1: Area per lipid in simulations of a pure DMPC bilayer (DMPC) and of the grami-
cidin/DMPC system (DH, HD) at different external electric field strengths.
System EF (V/nm) area per lipid (A˚2)
DMPC 0.0 61.6±0.7
DH 0.0 57.9±1.1
0.2 57.8±0.8
–0.2 58.2±0.7
HD 0.0 59.3±0.8
0.2 59.3±0.7
–0.2 58.3±1.3
Lipid order parameters
As a measure of the lipid acyl chain ordering we determined the (deuterium) lipid order
parameters |SCD| [94] at various distances of the gramicidin. Overall, for the pure DMPC
lipid bilayer the values are slightly below those determined in NMR experiments (green
symbols and green line in Fig. 3.2 [225, 226]).
The deuterium lipid order parameters of those lipids in close proximity to the
gramicidin in HD conformation (gray lines in Fig. 3.2) show only small deviations from
the order parameters derived for a pure DMPC bilayer (diamonds); an average order
(sn-1 and sn-2, average taken over carbon atoms C2 –C13) of 0.18 (close to gA) vs. 0.182
(pure DMPC) is observed. An order decrease is seen for carbons close to the headgroup
which is more pronounced for the sn-1 chain. For lipids adjacent to the gramicidin in DH
conformation (not shown), this decrease is more pronounced, the average order of the
sn-1 chain decreases from 0.19 for the pure DMPC bilayer to 0.17 for the DH/gA system.
Hydrocarbon chains from the second shell around the protein (dashed line) and the
residual lipids show a significant increase of order especially for the tail carbons close to
the bilayer center. This is in contrast to a previous study on the 1 ns timescale reporting
increased lipid order parameters adjacent to the protein [227] and a negligible effect for
more remote lipids.
The decreased lipid order parameters close to the gramicidin and the increased or-
der parameters distal to the gramicidin are in accord with NMR data for the sn-2 chain of
a mixed DMPC/gramicidin A system [225]: At 15 wt % gramicidin (red line, correspond-
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Figure 3.2: Hydrocarbon-chain order parameters of DMPC molecules around gramicidin A in
HD conformation, separately for the sn-1 and the sn-2 chain of lipids close to the protein (gray
line, lipid headgroups within approx. 14 A˚ distance of gramicidin channel), of the lipids in a
second shell around the protein (dashed line), and of the residual lipids with a distance larger
than 22 A˚ from the channel (solid black line). Errors are shown only for order parameters of
close and distal lipids for clarity. Additionally shown are NMR data for the sn-2 chain of a
pure DMPC system (green symbols [226] and green line [225]) as well as of mixed DMPC/gA
systems ( [225], red and blue lines). Distances are measured between the carbon atom at posi-
tion 2 of the respective phospholipid glycerol group and the channel entrances. The latter are
defined by the centers of mass of the backbone oxygens of residues A8, A10, A12 and B8, B10,
B12 for the HD conformation.
ing to a lipid:gA ratio of 15:1) the overall order of the lipid acyl chains was increased
while it was decreased for 50 wt % gramcidin (blue line, lipid:gA ratio of 3:1). The de-
crease in order for adjacent lipids was interpreted [225] by a disordering effect due to the
filling of spaces between amino acid side-chains by the boundary lipid acyl chains. The
neighboured lipids then form a smooth surface for the more distal lipids.
The change in the lipid order parameter is accompanied by a change in the thick-
ness of the lipid bilayer (measured as the average distance between the phosphates of
both monolayers): the membrane adjacent to the gramicidin has a thickness of 3.26 ±
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Table 3.2: Membrane thickness in different lateral separations from the gramicidin (region 1:
<1.4 nm; region 2: <2.2 nm; region 3: >2.2 nm).
DH (nm) HD (nm) pure DMPC (nm)
region 1 3.26± 0.14 3.26± 0.10 3.50± 0.02
region 2 3.67± 0.07 3.58± 0.08 3.50± 0.02
region 3 3.73± 0.09 3.65± 0.05 3.50± 0.02
Distances are measured between the carbon atom at position 2 of the respective phospholipid glycerol group
and the channel entrances. The latter are defined by the centers of mass of the backbone oxygens of residues
A8, A10, A12 and B8, B10, B12 for the HD conformation, and of residues A3, A5, B14 and B3, B5, A14 for the
DH conformation.
0.10 nm (similar for both gA conformations, see Table 3.2), about 0.25 nm less than a pure
DMPC bilayer. The membrane thickness increases, however, to about 3.7 nm at larger dis-
tances from the membrane channel. Thus the hydrophobic thickness of DMPC (≈ 2.2 nm)
does not fit to that of the gramicidin dimer, different from what has been expected from
structural comparison [228]. By thinning, the DMPC bilayer adjusts to the protein hy-
drophobic region.
Pore formation in pure DMPC vs. gramicidin/DMPC membrane
We investigated the time until a first electropore is formed, i.e. the pore formation time,
for pure DMPC lipid bilayers and for the system containing gramicidin in conformation
DH. Experimentally, it is known that gramicidin at peptide/lipid ratios of 1:500 (for the
sample) or larger significantly increases the electroporation voltage threshold [191] (by
16% at a concentration of 1:500 applying rectangular voltage pulses of defined length on
giant unilamellar vesicles). At this concentration (and assuming that the concentration of
the sample is retained in the mixed bilayer), the gramicidin itself only occupies ≈ 0.5%
of the total area. Including adjacent lipids the fraction of area modified by the gramicidin
increases to roughly 2.5%, still small compared to its influence on the electroporation.
Thus a stabilizing effect of this channel protein also on more distal parts of the mem-
brane appears probable.
In total, 18 simulations were carried out each for up to 17.5 ns at two different field
strengths (0.3 and 0.35 V/nm), 8 for the pure DMPC bilayer system (see Methods sec-
tion) and 10 for the mixed DMPC/gramicidin A system (DH conformation). Pores could
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Figure 3.3: Pore formation times observed in MD simulations for a pure DMPC lipid bilayer
(black diamonds) and for a mixed gramicidin/DMPC system (black triangles, gramicidin in
DH conformation) at two different field strengths (0.3 and 0.35 V/nm). Small gray symbols
denote the simulation lengths of further simulations in which pore formation could not be
observed. The total simulation time exceeds 120 ns.
be observed in all simulations of the pure DMPC bilayer and in four simulations of the
mixed system. Two out of four pores for the mixed gA/DMPC system formed close to
the gramicidin. Typical snapshots of the initial phase of membrane pore formation are
shown in Fig. 3.1 for a pore formed along the gramicidin surface (D) and for a pore in a
pure DMPC bilayer.
The pore formation times (black symbols) as well as the simulation lengths for those
simulations without pore formation (gray symbols) at the accessible simulation times are
summarized in Fig. 3.3. At both investigated field strengths, the pore formation for the
gA/DMPC system (average pore formation time τ¯0.30 ≥ 11.5 ns at 0.3 V/nm, τ¯0.35 ≥
6.9 ns at 0.35 V/nm) is significantly suppressed with respect to the pure DMPC bilayer
(τ¯0.30 = 3.7 ns, τ¯0.35 ≥ 2.6 ns), the pore formation times are at least a factor of two larger.
Thus gramicidin stabilizes the membrane with respect to enhanced membrane potential
differences.
3.3.2 Gramicidin A in an external electric field
The influence of an external electric field on gramicidin A was analyzed only for moder-
ate field strengths (E = ±0.2 V/nm) for which no electroporation was observed within
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Figure 3.4: Root mean square deviation (rmsd) of the gramicidin A in DH and HD conforma-
tion from the respective equilibrated structure in response to applied external electric fields of
given strength. The rmsd was calculated for the complete peptide after fit to the backbone.
the simulation time of 20 ns. Fig. 3.4 shows the root mean square deviations (rmsd) of
gramicidin A in the two conformations from their (equilibrated) starting structures as
a function of simulation time separately for the simulations at different field strengths
(gray: E = 0 V/nm, dotted: E = 0.2 V/nm, black line: E = −0.2 V/nm). For all in-
vestigated field strengths and conformations, the structure of gramicidin A is retained.
Deviations in the rmsd curves reflect side-chain conformational changes mainly of Trp.
The dynamics of the peptide was accessed by calculating the root mean square fluc-
tuations (rmsf) for all amino acids (see Fig. 3.5). As expected, the largest rmsf values are
observed at the capping regions close to the hydrophilic headgroup region of the lipid
bilayer, i.e. residues For1, Val2, Gly3, Ala4, Trp16, Eta17 for DH gA, and residues Trp13,
Trp16, Eta17 for HD gA (formyl and ethanolamide groups abbreviated as For and Eta, re-
spectively). These are the residues guarding the entrance and exit of the ion-conducting
channel. Motion of the Eta, together with the neighboring residues, in closing and open-
ing the gA channel was frequently observed. The fluctuations do not vary significantly
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Figure 3.5: Root mean square fluctuations (rmsf) of the gramicidin A in DH and HD conforma-
tion from the respective equilibrated structure in response to applied external electric fields of
given strength. The rmsf has been calculated over the full simulation period of 20 ns.
upon application of external electric fields.
Dipole moments
The dipole moments of the two gA conformations differ significantly (see Table 3.3 and
Fig. 3.6). For the intertwined helical structure (DH), the two monomers possess dipole
moments of similar magnitude (taken normal to the membrane, 10 – 12 D) but of oppo-
site direction resulting in a total protein dipole moment of ≈ 0 D. With external electric
field switched on, the dipole moments of both monomers are increased by 0 – 3 D in the
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Table 3.3: The average dipole moment of the gramicidin monomers and the total protein dipole
moment (given in Debye, averaged over 20 ns).
EF (V/nm) monomer 1 (D) monomer 2 (D) total (D)
DH 0.0 –11.44 ± 1.64 10.52 ± 1.40 –0.91 ± 2.09
0.2 –11.44 ± 1.55 12.57 ± 1.88 1.14 ± 2.53
–0.2 –12.49 ± 1.60 7.81 ± 2.01 –4.68 ± 2.07
HD 0.0 2.93 ± 2.58 1.08 ± 2.02 4.01 ± 3.70
0.2 4.41 ± 2.55 5.22 ± 3.02 9.64 ± 3.00
–0.2 –4.44 ± 2.70 –1.33 ± 2.63 –5.76 ± 3.52
respective direction of the applied field.
For the head-to-head helical dimer (HD), both monomers possess a slightly posi-
tive dipole moment (total dipole moment of 4 D). External electric fields normal to the
membrane induce a larger change of the dipole moment of the monomer close to the re-
spective anodic leaflet of the membrane.
Also the DMPC lipids re-orient in the applied external fields: the absolute value of
the average dipole moment of DMPC phospholipids normal to the membrane of 7.5 ±
0.2 D is increased by ≈ 0.8 D or decreased by 1.3 D for fields directed parallel or anti-
parallel to the lipid dipoles, respectively. The dipole moment of the lipids in each mono-
layer is counter-balanced by orientation of water dipoles in the lipid headgroup region
(see Fig. 3.7), resulting in a positive membrane potential (not shown, see also [229]).
As can be seen in Fig. 3.7, the water file inside the gramicidin channel in HD confor-
mation is highly oriented even without external electric field, similar as found in previous
studies [200, 230]. The water file adopts an orientation directly opposed the weak protein
dipole moment. Water molecules close to both channel entrances have a vanishing dipole
moment normal to the membrane (see Figs. 3.7 and 3.8). In contrast – in the DH channel
– two opposite orientations of the water chains exist simultaneously, occupying half of
the channel each.
Frequent cooperative flipping of the channel water molecules by 180o is observed
for the DH conformation, resulting in large fluctuations of the total dipole moment of
the water file (for E = 0.0 V/nm, see Fig 3.8). On the contrary, the water file in the HD
46 CHAPTER 3. ELECTRIC FIELD EFFECTS ONMEMBRANES
Figure 3.6: The changes in the monomer dipole moment normal to the membrane over the sim-
ulations. Shown are the dipole moments of the two monomers separately for the two grami-
cidin A conformations. The dashed black lines are to guide the eyes.
channel exhibits a strong negative dipole moment. Two almost complete albeit very short
transitions of the channel water dipole moment are observed on the simulation timescale
of 20 ns (see Fig. 3.8). A transition may be hindered by the opposed dipole moment of
the gramicidin.
With external electric field (E = 0.2 V/nm), the dipole moment of the water file for
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Figure 3.7: Average dipole moment of all water molecules along the z-axis (normal to the mem-
brane) with and without external electric fields.
both the DH gA and the HD gA orients completely in field direction on the timescale of
0.1 ns.
A summary of the protein and water file dipole moments for the two different gA
conformations (no external electric field) is shown in Fig. 3.9: In HD, the two monomers
on top of each other favor a similar dipole orientation (black arrows). Accordingly, the
water file dipole (gray arrow) in gA HD adopts the reverse orientation. In contrast, the in-
tertwined monomers in the DH conformation energetically favour opposite large dipoles.
These monomer dipoles cancel each other, that allows the confined water molecules to
adopt the respective preferred orientations of the water molecules close to the channel
entrances. The orientation of these water molecules is determined by the phospholipid
headgroups.
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Figure 3.8: Color-coded dipole moment (in Debye) of water molecules confined inside the
gramicidin channel without external electric field. The dipole moment has been calculated for
slabs of 1 A˚ thickness perpendicular to the membrane normal. The lower panel shows the sum
of the dipole moments of these water molecules separately for both gramicidin conformations.
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Figure 3.9: Schematic drawing of the protein and water file dipole moments for the two dif-
ferent gramicidin conformations (no external electric field). The gramicidin monomer dipole
moments are shown as black arrows, those of the water molecules inside the channel as gray
arrows.
Water permeation
Due to the highly collective motion of water molecules inside the channel [196] the water
diffusion coefficient depends strongly on the status of the channel entrances, i.e. whether
they are open or blocked by e.g. phospholipid headgroups or by the ethanolamide
groups. The latter were found to block one or both entrances of the DH gA for 14%
of the simulation time (E = 0 V/nm) and of the HD gA even for 97% (see Table 3.4).
For DH, the blockage times are increased in the presence of external electric fields. The
channel water diffusion coefficients show only weak dependence on the conformation of
the gramicidin or on external electric fields. The diffusion coefficient is larger by ≈ 50%
inside the DH channel compared to the HD channel (Table 3.4).
Spontaneous water passages were observed in all simulations, i.e. channel water
eventually exited from either side of the channel, but only one full permeation event (in
DH gA with E = 0.2 V/nm) was found. Twice as many water passages were found for
the DH (6) conformation as compared to HD gA (3). For the DH gA, the spontaneous
water passages amount to only about 35% of what has been reported earlier [196]. In
contrast, for the HD conformation, no water molecules left the channel in the former
study [196]. Reasons for this discrepancy may be due to the different force fields (GRO-
MOS vs. OPLS/AA) or due to insufficient sampling of the channel opening or closing.
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Table 3.4: Diffusion coefficient of water molecules confined to the gramicidin channel and
spontaneous water passage events.
EF (V/nm) diffusion coef. (10−6cm2s−1) water passages % opened
DH 0.0 1.58± 0.15 6 86
0.2 1.52± 0.18 8 54
–0.2 0.80± 0.07 2 14
HD 0.0 1.05± 0.08 3 3
0.2 1.24± 0.06 4 7
–0.2 0.95± 0.08 1 3
The diffusion coefficients have been computed from the slope of the mean square displacement of the water
molecules as a function of time (between 10 ps and 100 ps). Additionally, the percentage of simulation time
with both channel entrances opened is given in the last column. A channel entrance was defined as closed if
the distance between the center of mass of the ethanolamide group and the channel entrance was less than
3 A˚.
Ion permeation in external electric fields
During a 40 ns simulation with applied external electric field (E = 0.2 V/nm) and a
K+Cl− concentration of 460 mM no ion passage through the gramicidin A channel (DH
conformation) could be observed. Passage of potassium ions on the accessible timescale
was made feasible only after pre-insertion of one cation at defined positions at the chan-
nel entrance (see Fig. 3.1 C). Without external electric fields all pre-inserted cations left
the channel entrances on timescales of a few hundred picoseconds. With external field
(E = 0.2 V/nm) only in three out of ten simulations (three DH gA and seven HD gA start-
ing conformations) with different starting conditions the cation passed the channel. Two
passages through the DH gramicidin and one through the HD gramicidin are shown in
Fig. 3.10: In the case of the cation placed at the lower entrance of DH, we observed a slow,
step-wise passage of the cation through the channel on a timescale of 10 ns (Fig. 3.10 A).
For the cation placed at the upper entrance with reversed field, the cation passage is con-
siderably faster (≈ 1.3 ns, not shown). For both permeation events through DH gA, two
water molecules are dragged by the cation with an orientation reverse to the applied elec-
tric field.
Only in one out of seven simulations with the cation pre-inserted deeply into the
channel (marked by an arrow in Fig. 3.1 B), spontaneous passage through the HD gA
was observed. Due to closure of the lower entrance of the HD channel (Fig. 3.10 B) by
the ethanolamide group no water molecules could be dragged by the cation during its
passage. Thus, after passage, the channel is empty.
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Figure 3.10: Snapshots of potassium cation passage through the DH gramicidin (A) and
through the HD gramicidin (B). The projection of the cation position as a function of time on
the gramicidin channel axis as well as representative snapshots during the passage are shown
(potassium ion in blue, water molecules in red).
Flipping of the water file dipole moment from -15 D to +15 D during cation passage
through HD gA has been reported applying umbrella sampling calculations [200]. The
found dipole reversal during passage would hamper the entrance of a second ion [200].
This complication for multiple ion permeation is absent for the DH conformation of gA:
the water file dipole orientation close to the channel entrances is enforced to point to-
wards the membrane center (see Fig. 3.8). Small transmembrane potentials (unlike those
applied in this study) will presumably not change this orientation. Thus an approaching
cation will always find a correctly directed water file when approaching gramicidin in DH
conformation.
3.4 Summary and conclusions
We studied the properties of a gramicidin/DMPC membrane subject to external electric
fields of various strengths in comparison to the field-free case. The main results are:
First, gramicidin A considerably suppresses membrane electropore formation. Close to
gramicidin, the phospholipid bilayer is thinned due to a hydrophobic mismatch between
the protein and the hydrophobic core of the bilayer. Distal to gramicidin (2 – 3 nm), the
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bilayer thickness is increased, thereby decreasing the probability for closed water files
across the membrane. The latter is the time-limiting step for electropore formation. The
applied membrane potentials for electropore formation of approximately ∆Φm = 2.5 –
3.0 V appear quite high. However, please note that the same membrane potential would
be achieved by a charge difference on both sides of the membrane of four elementary
charges, or only two calcium ions. A small charge imbalance across a lipid bilayer has
recently been shown to be sufficient for electropore formation in a simulation study [190].
Second, our results demonstrate the structural stability of both gramicidin A con-
formations for large transmembrane potential differences. The spontaneous water pas-
sage through the channel is only weakly affected by external electric fields. Both gA
conformations differ significantly in the dipole orientation and dynamics of the single-
file water molecules: Complete flipping of the confined water molecules dipole moment
was not observed on the 20 ns timescale for the HD conformation. In contrast, the dipole
moment of the channel water molecules in the DH conformation fluctuates on the sub-
nanosecond timescale with frequent dipole reversals in the central region, strongly influ-
enced by the preferred bulk water dipole moment in the phospholipid headgroup region.
Third, spontaneous cation passage of pre-inserted cations was found for both con-
formations, albeit at a higher rate for the DH conformation. The frequent closure of one
or both channel entrances by the ethanolamide groups at the C-termini likely hampers
both water and thereby cation passage mainly through HD gA.
The currently favored biologically active conformation of the gA channel is the
head-to-head helical dimer (see e.g. [197]). However, the conformational preference of
gramicidin A is strongly dependent on the specific environmental conditions like the
fatty acid chain length and even on the bilayer preparation (see [192] for a review). Thus
no universal answer to the question of the biologically active conformation can be given
to date. Despite enormous efforts, free energy calculations on ion permeation through gA
in the HD conformation still yield a potassium conductance which is 4–5 orders of magni-
tude too small as compared to experiment (see [198] and references therein). Our results
contain hints to a decreased free energy barrier for ion passage in DH compared to HD:
the increased water permeation rate in DH as it was also found earlier [196], the frequent
reversals of the water file dipole moment in DH, and the large open rate of the channel
entrances in DH. Free energy calculations by e.g. applying the umbrella sampling tech-
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nique could provide more insight into the properties of the double-helical conformation
as an ion channel.
Acknowledgements
We thank Alexander Benedix for help with preparation of the simulation system, Beate
Griepernau, Bert de Groot, Helmut Grubmu¨ller, and Volker Knecht for valuable discus-
sions, and BG for critical reading of the manuscript. Shirley W. I. Siu is supported by the
Deutsche Forschungsgemeinschaft (Graduate School Structure Formation and Transport in
Complex Systems, No. 1276/1). As a member of the Center for Bioinformatics, Rainer A.
Bo¨ckmann is supported by the Deutsche Forschungsgemeinschaft Grant BIZ 4/1.
54 CHAPTER 3. ELECTRIC FIELD EFFECTS ONMEMBRANES
Chapter4
Low Free Energy Barrier for Ion
Permeation Through Double-Helical
Gramicidin
Shirley W. I. Siu and Rainer A. Bo¨ckmann. J. Phys. Chem. B 113 (2009), 3195-3202. 1
Summary
The pentadecapeptide gramicidin forms a cation-specific ion channel in membrane envi-
ronment. The two main conformations are the head-to-head helical dimer (HD) known
as the channel conformation and the intertwined double helical form (DH) often referred
to as nonchannel conformation. In this comparative study, the energetics of single potas-
sium ion permeation by means of the potential of mean force (PMF) for both gramicidin
conformations embedded in a DMPC bilayer has been addressed by molecular dynamics
simulations. A significantly decreased free energy barrier by ≈ 25 kJ/mol for potassium
ion passage through DH as compared to HD is reported. Favorable electrostatic side
chain – cation interactions in HD are overcompensated by phospholipid – cation interac-
tions in DH. The latter are coupled to an increased accessibility of the channel entrance
in DH due to distributed tryptophans along the channel axis. This result underscores the
importance of the lipid environment of this channel not only for the equilibrium between
1Reproduced with permission. Copyright 2009 American Chemical Society.
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the different conformations but also for their function as cation channels.
4.1 Introduction
Gramicidin A (gA) is the major component of the antibiotic gramicidin from the soil bac-
teria Bacillus brevis. Each monomer is made up of 15 alternating L- and D-amino acids
capped at the two ends by a formyl group and an ethanolamine group. When dimerized,
gA functions as a cation-selective transmembrane channel. In contrast to most struc-
turally resolved ion channels, the unique sequence of the gA peptide is able to adopt a
wide range of conformations based on various environmental factors, such as solvent his-
tory (incorporating solvents used to cosolubilize gramicidin and phospholipids), peptide
concentration, types of lipids, temperature, and binding of cations [231–236]. Mainly, two
folding motifs of gramicidin were reported in experimental structural studies, namely
the single-stranded head-to-head helical dimer (HD) [237, 238] and the double-stranded
helical dimer (DH) (Fig. 4.1) [209, 236], which can be further categorized according to
their handedness. In the past three decades, extensive experimental measurements were
performed to discriminate the biological active conformation in the membrane from the
non-active one, and the head-to-head dimer has been considered as the concensus model
(for reviews see [66, 192, 239]).
An important argument for the existence of head-to-head dimerization in mem-
branes was given by Urry et al. [241] who showed that the dimers with covalently linked
N-termini displayed conductivity. Bamberg et al. and Apell et al. [242, 243] showed that
modification at the N-terminus of the peptide but not at the C-terminus affected the sin-
gle channel conductivity. Shift reagent NMR experiments indicated that both N-termini
of the dimer were buried deeply within the bilayer while the C-termini were located near
the surface of the membrane [244]. Furthermore, the circular dichronism spectrum (CD)
of the channel embedded in a bilayer [245] was found to be qualitatively different from
the spectrum obtained from channels in various organic solvents, in which the double
helical dimer conformation is predominant. Thereafter, CD spectra were conventionally
used in laboratories to validate the peptide conformation in the samples.
While the head-to-head dimer was believed to be the thermodynamically more
stable form in membrane environment, some experiments demonstrated that the pep-
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Figure 4.1: The two major conformations of gramicidin drawn in its solvent accessible sur-
face (water radius 1.4 A˚: the head-to-head (HD) and double-helical dimer (DH). The figure was
prepared using Pymol [240].
tide might as well adopt a conformation different from the HD structure by virtue of
a different incorporation protocol. Using CD, Killian [231] observed that gramicidin
prepared in ethanol preserved the antiparallel double-helical dimer conformation in the
membrane. At room temperature, conversion to the HD form was very slow and thus
the membrane was regarded as an environment of minimal conversion. Applying the
High-Performance Liquid Chromatography, Bano [233] demonstrated that the double-
stranded dimer coexists with the single-stranded form in the membrane in certain ratio.
The finding of a right-handed double-stranded helical dimer conformation that showed
agreement with the measured 15N-NMR pattern [209] again arose disputes [206–208] on
the biologically active conformation of gramicidin in a lipid environment.
Despite the ongoing controversies, due to its small size and the well-defined chan-
nel pore gramicidin has been a popular model system for studying the properties of an
ion channel and the mechanism of ion conduction. Previous computational studies fo-
cused on the energetics of ion and proton permeation through the HD dimer. They cover
continuum electrostatics calculations (see for example [151, 246–248]), semi-microscopic
models [249–251], as well as microscopic models [224, 252–259]. The latter are partic-
ularly interesting for the level of detail which can be obtained. Potentials of mean force
(PMF) for ion permeation through the HD channel derived from classical atomic-detail
molecular dynamics showed an unexpectedly high central energy barrier and relatively
weak binding sites at the channel entrances. Improved PMF profiles in reasonable agree-
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ment to observables could be obtained by correcting for system boundary and polariza-
tion effects [249, 254]. Nevertheless, resulting barrier for potassium ion through HD is
still in the range of 25 kJ/mol [254], at least a factor of two too large compared to the
experimentally derived barrier [151].
On the other hand, the DH conformation hardly studied in simulations has been
shown to translocate a water column at an increased rate as compared to HD [196, 260].
The double-stranded conformation allows for an orientation of channel water dipoles fa-
vorable to a cation entry on both sides. Spontaneous water dipole restoration observed
after ion passage suggested a facilitation of multiple ion passages in the DH as compared
to HD [260].
Here, in a comparative study we focus on the ion conduction properties of both DH
and HD conformations using a non-polarizable force field. The potential of mean force
for one-ion permeation through the channel is computed. Our results reveal a decreased
free energy barrier and an increased structural flexibility for DH as compared to HD.
While the PMF profiles might be sensitive to the force field parameters, tests using a
modified ion-protein interaction retained a decreased PMF barrier for the DH channel.
4.2 Methods
4.2.1 System setup
The gramicidin embedded membrane system was prepared by the same procedure as
described in our previous work [260]. It consists of a gramicidin, 124 dimyristoylphos-
phatidylcholine (DMPC) lipids and 6,142 water molecules. The initial structures of gram-
icidin were taken from the PDB database: 1MAG [210] for the head-to-head helical dimer
(HD) and 1AV2 [209] for the intertwined double helix (DH). The system was equilibrated
for 40 ns. The average area per lipid was approximately 60 A˚2, which is in agreement with
experiment [261]. Bulk water molecules were replaced by K+ and Cl− ions to achieve an
ionic concentration of 200 mM. The system was further equilibrated to prepare for the
free energy simulations.
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4.2.2 Potential of mean force calculations
The potential of mean force (PMF) [150] of ion permeation is the Helmholtz free energy
W defined from the average distribution function of the sampled ion along the chosen
permeation path ξ, in reference to the bulk value [133]:
W (ξ) = W (ξ0)− kBT ln
[ 〈ρ(ξ)〉
〈ρ(ξ0)〉
]
(4.1)
For the PMF of ion permeation, the ion’s positions along the gramicidin channel
have to be sampled. Since ion permeation is a process with an activation barrier well
above 1.5 kBT [151], classical MD simulations would yield an insufficient sampling. One
way to circumvent this is to employ the umbrella sampling technique; by introducing a
biased potential, the ion movement is restrained to positions along the reaction pathway.
The PMF is then calculated by unbiasing and combining the ion density distributions of
the window simulations using the weighted histogram analysis method (WHAM) (see
[153] and [133] for a review). The coordinate parallel to the bilayer normal was chosen as
the reaction coordinate, and the protein’s center of mass as the origin. The entire path-
way covering the range of [-30, 30] A˚ was divided into 0.5 A˚ intervals summing up to a
total of 121 windows.
To ensure similar starting conditions for the window simulations, we selected a
trajectory from the classical simulations such that both the channel tilting angle and the
channel length were equilibrated. For HD, convergence was reached in 20 ns (protein
mean rms 0.15 nm, tilt angle 15.8 ± 2.5 ◦, channel length 2.0 ± 0.02 nm) and for DH in
24 ns (protein mean rms 0.19 nm, tilt angle 5.0 ± 2.2 ◦, channel length 1.6 ± 0.02 nm).
The increased tilting of HD as compared to DH can be attributed to its increased channel
length. The tilt enables polar interactions of the channel terminal tryptophans with the
lipid hydrophilic headgroup region.
Starting structures for the window sampling were selected from the last 5 ns of the
equilibration based on the following criteria: (a) the channel must be filled with water
molecules and (b) a water molecule is found close to the center of the window (typically
within 0.1 A˚ distance). The water molecule closest to the center of the respective window
was exchanged with a potassium ion in the bulk. Throughout the unbiased simulations,
both the HD and DH channel were partially closed by a nearby lipid. Similar headgroup
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protrusions were reported previously in other MD studies of the HD conformation of
gramicidin using different types of lipids [230, 258]. In order to obtain starting structures
for windows in the channel entrance region, we performed additional classical simula-
tions exchanging the water molecule in the single-file close to the blocked entrance with
a potassium ion. The inserted ion escaped from the channel within about 2 ns simulation
time for the HD and 7 ns for the DH. Window selection for the channel entrance regions
was based on these simulations applying the same selection criteria as above.
Molecular dynamics simulations were performed using the GROMACS package
[161, 212] applying a combination of the GROMOS96 53a6 force field for gramicidin [124]
and the Berger [128] lipid force field. The vdW parameters for K+ and Cl− ions were
taken from Straatsma [262], while parameters for the D-amino acids were obtained by
reflecting the backbone dihedral angle of the respective L-amino acid, and charges for
the formyl and ethanolamide groups were assigned according to the parameters from
the peptide backbone and the serine residue of the GROMOS 53a6 force field.
In the window simulations, a harmonic potential with a force constant of 4,000
kJ mol−1 nm−2 was employed to restrain the sampled ion around the center of the win-
dow. Systems were simulated applying periodic boundary conditions with the temper-
ature coupled to 310 K and pressure coupled semi-isotropically to 1 bar. All H-bonds
were constrained using LINCS [215] or SETTLE algorithm [216], allowing for an integra-
tion step size of 2 fs. Pairlists were generated every 10 integration steps. The cutoff for
LJ interactions and for short-range electrostatics was set to 1.0 nm, while the long range
electrostatics was treated with the particle-mesh Ewald method (PME) [147]. Trajectories
were written every picosecond and umbrella sampling data (ion position with respect
to the window center) were collected at every integration step. All window simulations
were equilibrated for 500 ps; 2.5 ns simulations were followed for data production. In the
WHAM, a sampling bin size of 0.05 A˚ and tolerance of 0.001 kT were used to check the
convergence. Free energies at a distance of 30 A˚ from the channel center were chosen as
the bulk reference. The effect of channel tilting on the free energy profile was estimated
by additional window simulations removing the rotational motion of the protein around
its center of mass at every integration step. Symmetrized PMF profiles were obtained by
averaging the density of states between both sides of the profile.
Note that free energy calculations based on MD simulations are subject to arti-
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facts from the use of PME, periodic boundary conditions, and finite system sizes [254,
263]. The error introduced by Ewald summation is inversely proportional to the system
size [264]. Concerning lateral periodicity of the membrane-gramicidin system, Allen et
al. [254] derived an error of ≈ 0.1 kJ/mol for the system size used here.
4.3 Results
4.3.1 Potential of mean force
The PMF for potassium permeation is obtained by averaging over the sampled conforma-
tional states for every ion position along the membrane normal. PMF calculations using
the umbrella sampling technique require a set of window simulations covering the entire
reaction pathway. Depending on the equilibration time of the investigated system and
the level of convergence required, each window simulation may take from a few hundred
picoseconds [256] to some nanoseconds [254] in order to obtain sufficient statistics.
In this study, each window simulation was run for 3 ns (in total 363 ns of simula-
tion time for each dimer conformation). To test for convergence, the PMF profiles were
calculated for different time window length. As shown in Fig. 4.2 (left panel), the root-
mean-square deviation (rmsd) between the profiles obtained for the first 500 ps and for
the time window between 0.5 and 1.0 ns were 15 (HD) and 17 (DH) kJ/mol. This indi-
cates a rather quick relaxation from the starting configuration in both cases. The first
500 ps of the trajectories were discarded for the PMF calculations to avoid artefacts from
equilibration. Despite the structural symmetry of gramicidin, PMF profiles are typically
asymmetric due to slow fluctuations not sufficiently sampled in nanosecond simulation,
that is, membrane undulations, fluctuations in the lipid packing, or channel tilting. Er-
rors from insufficient sampling are accumulated and may even not be eliminated by ex-
tensively long simulation time (see [252]).
The rmsd between the left and the right side of the potential around the protein
center (at z = 0) after different simulation time lengths (500 ps, 1 ns, 1.5 ns and so on) were
26, 23, 18, 14, 14 and 15 kJ/mol for HD, and 26, 13, 8, 9, 9 and 8 kJ/mol for DH. This trend
of decreasing rmsds implies that the asymmetry is improved at drastically increased sim-
ulation times. Typically, the obtained profiles are symmetrized (Fig. 4.2, right panel).
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Figure 4.2: Time evolution of the asymmetric and symmetric HD (upper panel) and DH (lower
panel) PMF profiles. The first 500 ps of the simulations were discarded for subsequent analy-
ses. The 1D-PMF curves are only well defined within the channel constriction zone (approxi-
mately |z| ≤ 1.6 nm).
The symmetrized PMF profiles of the two gramicidin conformations show a re-
markable difference in stabilizing a K+ ion along the gramicidin channel. As shown in
Fig. 4.3 (solid lines), the HD profile displays a large central barrier of about ≈ 40 kJ/mol.
A wide shallow well is observed at the interface of the channel and the lipid headgroup
region. The ion entering the channel experiences a stepwise increase in free energy. Re-
sults obtained in this study for the HD conformation are in good agreement with previous
free energy calculations for the barrier height. An internal binding site was reported ap-
plying the CHARMM and AMBER force fields [254, 256, 265] (see Table 4.1); however,
for both GROMOS87 [254] and for the more recent GROMOS96 (this study), this internal
binding site cannot be identified.
In contrast to HD, the DH profile has a much less rugged energy profile with a
decreased central barrier of only 14 kJ/mol, at least a factor of three lower than for HD.
Binding sites both at the channel entrances as well as in the lipid interfacial region are
clearly seen. Experimentally, it was observed that gramicidin contains two symmetrically
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Table 4.1: Comparison of our PMF results to former MD studies (energy values are given in kJ
mol−1).
forcefield barrier well depth total barrier height
this study (HD) GROMOS96 39.1 – 39.1
-3.6 at 1.6 nm
this study (DH) GROMOS96 10.7 -3.0 at 1.0 nm 13.7
-3.7 at 1.5 nm
Allen (HD) S CHARMM27 40 -6 at 1.13 nm 46
Bastug (HD) † CHARMM27 38 -12 at 1.10 nm 50
Bastug (HD)‡ CHARMM27 33 -17 at 0.97 nm 50
Allen (HD) S GROMOS87 63 – 63
The barrier is measured at the point of largest energy in the channel, typically around the central region,
the total barrier height is measured with respect to the internal well depth. ValuesS were taken from the
uncorrected PMF in Figures 4 and 14 of ref [254]. Values† were taken from ref [265] and ‡ from ref [256].
Figure 4.3: Comparison of the PMF profiles for K+ permeation through the gramicidin channel
in HD and DH conformation (symmetrized). The 1D-PMF curves are only well defined within
the channel constriction zone (approximately |z| ≤ 1.6 nm). The potassium (K+) and thallium
(Tl+) profiles of Olah et al. [266] were estimated from the experimental electron density data
by dG = −RTln(ρdiffρmaxdiff ), where ρdiff is ρ(ion sample)-ρ(salt-free sample). Hence, the profiles are
plotted in arbitrary units. Additional peaks outside of the channel (|z| = 2nm) are probably
due to small lamellar spacings used in the experiments.
related binding sites at both ends of the channel [266–268]. However, the exact location
and width of the binding sites are slightly different for different cations (e.g. for K+ and
Tl+, see Fig. 4.3). In our study, the position of the binding site at the channel entrances
observed for DH in the simulations are in very good agreement with the binding sites
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derived from difference electron density profiles between gramicidin in a KCL solution
and a salt-free solution [266] (binding sites 10.1 A˚ from the channel center). Also the
central dip in the experimental profile compares favorably with the profile for the DH
conformation.
Because the sampled ion is unbound outside the channel, the PMF in the channel
entrance region may be dependent on the extent of sampling [254]. For the HD confor-
mation, Bastug et al. [269] showed that the PMF with a restrained potassium differs by
≈ 1 kT from the unrestrained one. Similarly, for the case of DH, we tested the effect of a
flat-bottom lateral restraint (confining the ion radial displacement to within ≈ 0.8 nm to
the center of the channel axis) in the channel entrance region on the PMF profile (data not
shown). The resulting PMF profile was similar to the unrestrained profile, the measured
total barrier height was increased by less than 1 kJ/mol.
In both equilibration and window simulations, the gramicidin channels are tilted
at varying degrees with respect to the membrane normal. HD showed a large average
tilt angle of 15◦ while DH is fairly perpendicular to the membrane plane with a tilt angle
of ≈5◦. The HD has a channel length of 2.0 nm (measured as the distance between cen-
ters of mass of the backbone Cα-atoms forming the last helical turn at the channel ends)
as compared to only 1.6 nm for DH. Evidences of transmembrane helix tilting were re-
ported in numerous NMR and Infrared spectroscopic studies using gramicidin [270–273]
and WALP peptides [274, 275] (Leu-Ala core of α-helix flanked by pairs of Trp residues
at N- and C- terminals). However, the cause of helix tilting has so far not been fully un-
derstood. It was observed as a consequence of membrane hydrophobic mismatch (e.g.,
membrane thickness, see ref [276] for a review) or the preferential disposition of aromatic
residues such as tryptophans in the membrane interface [274]. The magnitude of tilt-
ing was found to be affected by the type of lipid headgroup [273], length of the bilayer
hydrophobic core [275], ordering of the lipid tails [270, 273], peptide length [277], and
packing of aromatic residues [278]. Channel tilting of gramicidin was also reported in
previous computational studies [254, 258], but the effect of this tilting on the free energy
profiles of ion permeation was not quantified. To answer this question, we performed
window simulations with additional restraints on the protein rotational motion, such
that the protein helical axis is oriented parallel to the membrane normal.
As to be expected, the PMF profiles obtained from the restrained simulations are
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more symmetric as compared to the nonrestrained ones. After 3 ns, the rmsd between
the left and the right side of the profile decreased to 4 kJ/mol for HD and 3 kJ/mol for
DH. As shown in Fig. 4.3 (red and blue dashed-dotted lines), the free energy barrier of
the restrained HD is increased by 18 kJ/mol as compared to the flexible HD, while the
external binding site is even more shallow. There is no significant change in the ion
permeation barrier for the restrained DH, but both internal and external binding sites
are slightly shifted inward (to the protein) with a small increase in well depth by 3 and
1 kJ/mol, respectively.
4.3.2 Pore radius of gramicidin
Ion translocation through the narrow gramicidin channel occurs in a single-file mode. To
some extent, the initial increase of the PMF is due to partial dehydration of the potassium
ion upon channel entrance [197]. Inside the narrow channel, the cation is coordinated by
two water molecules [193]. The loss of desolvation is partially compensated by attrac-
tive electrostatic interactions to the backbone carbonyls [193, 199, 267, 268] which are
deflected toward the passing cation. Thus these carbonyls play an important role in co-
ordination of the ion translocation process.
The structural change of the channel in response to the presence of a K+ ion is re-
flected by changes in the pore radius. As shown in Fig. 4.4, the DH conformation has a
pore with a uniform radius of ≈ 1.7 A˚ in the ion-free state. In contrast, the pore is more
narrow for the HD at the channel entrances, increasing toward the channel center. In the
window simulations, both DH and HD adapt to the bound ion by reorientation of the
carbonyls towards the ion, thus resulting in smaller pore radii. Drastic changes close to
the channel openings were observed in DH which amounts to a mean reduction of about
50% in the pore radius, reflecting the high flexibility of the double-helical conformation
to the conducting ion. As expected from its more narrow pore in the ion-free simulation,
the HD is contracted by less than 20% along the channel while maintaining its overall
pore shape.
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Figure 4.4: Radius of the channel along the helical axis at the restrained cation positions (solid
line). The calculation was done by the HOLE program [279] using a sampling plane distance
of 0.25 A˚, and averaged over snapshots from every 10 ps. The channel radius for the ion-free
state is shown as a dashed line.
4.3.3 Energy decomposition
The enthalpic contributions to the PMF can be estimated by analysis of the non-bonded
interaction energies of the ion with the protein and the environment. For both HD and
DH conformations, the largest contribution to the stabilization (see Fig. 4.5A) of the ion
in the pore interior as well as in the binding sites is due to the protein backbone, in
agreement with the finding that ion passage is coordinated by the backbone carbonyls.
The enhanced backbone contribution for the DH in the channel core is due to the de-
creased channel length of DH (1.6 nm) as compared to HD (2.0 nm), i.e. the carbonyls
have a larger density in the DH core. This attractive contribution is overcompensated by
the large positive energies between the potassium ion and the membrane (including the
electrolyte) resulting in an energetic barrier for ion permeation. A similar picture was
previously reported by Allen et al. [200] for the HD by virtue of the mean force decom-
position.
Comparison of the energies of the sampled ion in HD with those in DH (see Fig. 4.5B)
reveals more favorable potassium interactions to the phospholipid and the bulk solution
for the intertwined double-helical gramicidin. In total, the potassium ion is stabilized by
≈ 90 kJ/mol in DH as compared to HD.
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Figure 4.5: (A) Interaction energies E of the sampled ion with different components of the
environment calculated for each umbrella window. E is calculated as the sum of Coulombic
and Lennard-Jones interaction energies. The reference energy (leftmost bulk value) is set to
zero. Note that the bulk component consists of both water molecules and ions. (B) The differ-
ence interaction energy ∆E = EHD − EDH (symmetrized). Positive values in the plot indicate
favorable interactions in DH as compared to HD.
Interestingly, the protein-potassium interactions at the channel entrances are more
favorable in HD as compared to DH (≈ 100 kJ/mol). However, this attractive contribu-
tion is outbalanced by a considerably more strong repulsive interaction of the cation to
the lipids and the bulk solution in HD (≈ 180 kJ/mol). These results reveal the deter-
mining role of the protein-surrounding lipids (and their hydration shells) in stabilizing
the cation at the pore entrance. To investigate this in more detail, we calculated the cu-
mulative radial distribution functions (cdf) of the lipid choline and phosphate groups to
the potassium ion when the cation is restrainted at distances of ±0.8, ±1.0, and ±1.2 nm
to the protein center of mass (see Fig. 4.6). It is evident that the phosphate groups (net
charge -1) of DH (dashed lines) can reach closer to the pore cation than those of HD.
Obviously, the arrangement of the surrounding lipids to the gramicidin is affected by its
conformation, as illustrated in Fig. 4.7. In the head-to-head dimer conformation (HD) all
tryptophans are located at the channel entrances while they are distributed along the he-
lical axis for the intertwined DH. As seen in the snapshot of HD, the tryptophan cluster
at the channel entrances sterically hinders interaction of lipid headgroups with the ion at
the channel entrance. In contrast, the DH conformation allows for tighter interaction of
the bound ion to surrounding lipids.
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Figure 4.6: Cumulative radial distribution functions (cdf) of the DMPC choline (blue) and
phosphate group (orange) to the sampled potassium ion in umbrella windows (λ indicates
the center of the respective window in z dimension). Results for HD are shown as solid lines,
those for DH as dashed lines.
4.3.4 PMF with the modified potassium-carbonyl oxygen parameters
The GROMOS biomolecular force field used here for the gramicidin was parametrized
to reproduce the free enthalpies of solvation in polar and apolar solvents of represen-
tative compounds derived from amino acids [124]. In contrast, protein-ion interactions
that were not included in the parametrization procedure are typically approximated by
conventional combination rules. For these, the Lennard-Jones (LJ) parameters for ions
derived in a separate study by Straatsma et al. [262] were chosen. These were fitted to re-
produce the free energy of ionic hydration in simple point charge (SPC) water. Therefore,
the actual interaction between the ion and the protein inferred in this way could possibly
be under- or overestimated.
This deficiency of nonpolarizable biomolecular force fields was reported previously
in computational studies using the popular CHARMM and AMBER forcefields, and also
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Figure 4.7: Snapshots of simulations with a potassium ion (colored green) restrainted to the
channel entrances. Spatially closed lipids are shown in ball-and-stick representation. Yellow
dashed lines indicate the interactions between the ions and the lipid phosphorus atoms (col-
ored orange).
for the earlier version of GROMOS87 [254, 280]. Indeed, the microscopic interaction en-
ergy between a potassium ion and the model protein NMA in these force fields is larger
by 2 (CHARMM) to 37 kJ/mol (GROMOS87) [254] as compared to ab initio studies. For
the GROMOS96 force field version 53a6 the deviation to ab initio data is decreased to
26 kJ/mol (data not shown) as a result of increased partial charges of the backbone atoms
as compared to GROMOS87.
As demonstrated by Allen et al. and Roux et al. [254, 280] using the CHARMM
force field, a more accurate representation of the protein-ion interactions based on the
current potential functions could be obtained by reducing the potassium σ-value of the
LJ potential in the interaction to carbonyl oxygens. Here, we tested the effect of similar
reductions in the σ value in the GROMOS96 53a6 force field on the PMF. Two modified
potentials were tested by performing window umbrella sampling simulations with σ0.95
and σ0.90 (multiplying σ by the indexed factor). As shown in Fig. 4.8, the free energy
profiles are sensitive to the change in the potassium LJ parameters, but the influcence in
the profile was more drastic in HD as compared to DH: The overall profile was shifted
downward and broad internal binding sites at the channel entrances emerged. Interest-
ingly, while the total barrier height (the central barrier plus the well depth) for σ0.95 was
decreased (from 39.1 kJ/mol with the unmodified σ) to 35.5 kJ/mol, further reduction of
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Figure 4.8: Comparing the PMF profiles obtained with calibrated K+-O LJ interactions by ad-
justing the atomic separation distance σ. The 1D-PMF curves are only well defined within the
channel constriction zone (approximately |z| ≤ 1.6 nm).
the σ-value resulted in an increase in the total barrier height (51.9 kJ/mol for σ0.90) due
to an overenhanced stabilization of the binding well. In DH, a scaling of σ by 0.95 had
only minor influence on the free energy profile; for σ0.90, the well depths became more
pronounced, similar to the HD case. A conformation-dependent influence of the ion in-
teraction parameter on the PMF profile was expected due to the different distributions of
the backbone carbonyls in the channels. The larger effect of the shifted LJ interaction on
the HD conformation as compared to DH may be explained by the smaller pore radius
of HD and thereby increased sensitivity on the potassium-carbonyl oxygen interaction.
For all investigated cases, the total barrier in the HD channel exceeded the DH barrier
by 20 – 30 kJ/mol, underlining the increased stability of potassium in the DH channel as
compared to HD.
4.4 Discussion and summary
In this study, we have analyzed the PMF for single potassium ion permeation both through
the head-to-head helical dimer conformation and through the double-helical dimer con-
formation of gramicidin. The shape of the profile and the barrier height of 39.1 kJ/mol
obtained for HD using the GROMOS96 53a6 force field is in agreement with earlier stud-
ies applying the GROMOS87 and the CHARMM force fields [254, 256, 265]. However,
DH gramicidin embedded in a DMPC lipid bilayer displayed a significantly decreased
free energy barrier for potassium ion permeation as compared to HD (13.7 kJ/mol).
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Assuming that DH forms a stable channel our result seems to contradict experi-
ments which suggested the HD conformation as the conducting conformation of grami-
cidin (channel form) while DH was termed the nonchannel conformation [241, 242, 244].
Conductance experiments by Bamberg et al. [242] and Apell et al. [243] adding
bulky negatively charged pyromellityl groups to the N- or C-termini of the peptide ob-
served channel activity only for gramicidin modified at the C-terminus. N-terminal-
modified gramicidin, impeding the formation of HD dimers, was suggested to act as a
detergent rather than an ion channel. The authors concluded that the gramicidin channel
is formed by head-to-head association of the monomers rather than by the DH conforma-
tion. However, also the latter conformation was shown to have channel-like properties:
For desformylated gramicidin probably predominantly existing in the double-stranded
conformation [196, 281] a potassium conductivity of 7 pS was reported (KCL concentra-
tion 0.1 M) [281], the same order of magnitude as compared to HD with conductivities
of 9–26 pS (KCL concentrations between 0.1 and 1 M [282–284]). It is important to note,
however, that the desformylation introduces a positive charge at the N-terminus which
might both decrease the potassium concentration at the channel entrances and modu-
late the interaction of the gramicidin to the lipid environment (see below). This is in
line with a study on cation transport in mitochrondria by gramicidin and by desformy-
lated gramicidin: At high ion concentrations, desformylated gramicidin was reported to
be nearly as effective as gramicidin in collapsing the mitochrondrial membrane poten-
tial [285]. The ions were suggested to stabilize the channel structure. It should be noted,
however, that the charges introduced by desformylation will be screened more effectively
at large ion concentrations. Therefore, desformylated gramicidin is probably showing an
increased functional similarity to gramicidin in DH conformation at large salt concentra-
tions. The experimental results on desformylated gramicidin together with our finding
of a decreased barrier for potassium permeation through DH gramicidin as compared to
HD hint at a biological relevance of gA in DH conformation also.
The molecular basis for the decreased free energy barrier for ion permeation through
the nonchannel conformation of gramicidin is obtained from a decomposition of the en-
thalpic contributions to potassium ion stabilization in the gramicidin channel. Neglect
of the influence of the lipid and bulk water environment results in a stabilization of the
potassium ion in the channel gramicidin (HD) as compared to the nonchannel gramicidin
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(DH). Thus our results suggest that changes in the lipid environment (and the associated
coupled hydration shells) not only change the equilibrium between different gramicidin
conformations like those observed experimentally [204] but may have a profound influ-
ence on the conductance properties of the channel also without changing the specific
channel conformation. Lipids with a modified lipid headgroup are likely to decrease the
favorable lipid-ion interaction observed here for the DMPC – DH system. Thus whether
the gramicidin in a specific conformation acts as a channel or not is expected to crucially
depend on the chosen lipid environment. For that reason, we expect also modifications
at the channel entrances to affect channel conductance, for example, by modulating the
interaction to the environment. In addition, the channel conductance will also be affected
by the tilting angle of the gramicidin which might, for example, probably be affected by
the thickness of the hydrophobic core of the chosen membrane environment; for HD a
significantly increased free energy barrier was observed for a straigthened channel.
Indole-containing tryptophans along the gramicidin channel have a 2-fold effect on
the permeation characteristics of the channel. First, by lipid headgroup interactions they
are (co−) responsible for anchoring of the peptide in the membrane and thereby also de-
termine the conformation-dependent arrangement of boundary lipids around the chan-
nel (microenvironment). Second, tryptophans assist ion permeation through the channel
by favorable electrostatic interactions to the ion, strongly dependent on their localization
along the peptide axis and their orientation. The latter was also expected from experi-
ments revealing a reduced conductance of tryptophan-replaced HD channels [117, 118].
We note that the combination of the Berger force field for the phospholipids and
the GROMOS96 force field for the protein may overestimate the protein-lipid interac-
tion [129]. The here reported difference in the environment of the gramicidin channel
entrances is, however, due to sterical reasons and should thus not severely be influenced
by this shortcoming. Although the barrier height for HD applying the recently developed
GROMOS96 53a6 force field is comparable to results reported for the CHARMM27 force
field, the inner binding site for the HD conformation could not be reproduced. Probable
reasons for this deficiency are the smaller carbonyl dipole strength used in GROMOS96 as
compared to CHARMM27 and the nonideal potassium Lennard-Jones parameters. The
strong dependency of the PMF (for HD) on the potassium ion-carbonyl oxygen interac-
tion (see also Allen et al. [254], a 5% change in the force field parameter decreased the
central barrier for HD by more than 10 kJ/mol) underlines the need for consistent force
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fields in the study of membrane-embedded proteins (see also Siu et al. [132]). Current
nonpolarizable force fields only implicitly take polarizability to a different degree into
account, the optimal approach to simulate interfaces (protein, membrane, and bulk) in
which induced dipole effect has been considered especially important is to use polariz-
able force fields [139]. Concerning gramicidin, inclusion of membrane polarizability has
already been shown to improve the PMF profiles [200, 249, 254].
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Summary
Phospholipid force fields are of ample importance for the simulation of artificial bilayers,
membranes, and also for the simulation of integral membrane proteins. Here, we com-
pare the two most applied atomic force fields for phospholipids, the all-atom CHARMM27
and the united-atom Berger force field, with a newly developed all-atom generalized
AMBER force field (GAFF) for dioleoylphosphatidylcholine molecules. Only the latter
displays the experimentally observed difference in the order of the C2 atom between
the two acyl chains. The interfacial water dynamics is smoothly increased between the
lipid carbonyl region and the bulk water phase for all force fields; however, the water
order and with it the electrostatic potential across the bilayer showed distinct differences
between the force fields. Both Berger and GAFF underestimate the lipid self-diffusion.
GAFF offers a consistent force field for the atomic scale simulation of biomembranes.
1Reprinted with permission. Copyright 2008, American Institute of Physics.
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5.1 Introduction
Membranes are an indispensable constituent of biological cells. Apart from their ap-
parent role in compartmentalization, they provide a unique hydrophilic and hydropho-
bic platform for the adsorption or anchoring of proteins to the interface, or for trans-
membrane proteins interacting mainly with the hydrophobic core. Lipid bilayers pro-
vide a highly modulative environment interacting, presumably affecting and possibly
also keeping control of the function of, e.g., membrane ion channels and pores. The
lipid-protein interaction is exerted both by hydrophobic interactions between the lipid
acyl chains and the protein surface and by polar interactions at the lipid-water inter-
face. Changes in the interaction profile may be attained by variations in the (local)
membrane composition or that of the surrounding solvent or by changes in the tem-
perature or pressure. Thereby, also the characteristic lateral pressure profile across the
membrane is modified which may induce a shift of conformational equilibria between
different states of membrane proteins, e.g., between the open and closed states of mem-
brane channels [286, 287]. Molecules strongly interacting with membranes are, e.g.,
cholesterol [288, 289], anesthetics [290, 291], and monovalent [229, 292] and divalent
cations [293, 294]. The latter bind tightly to the carbonyl oxygens of phospholipids and
thereby increase the lipid packing density as well as modify the lipid headgroup orien-
tation [229, 294]. Only recently, the importance of membrane thermodynamics for the
understanding of propagating nerve pulses [295] or of the macroscopic effect of general
anesthetic action [296] has been stressed.
Molecular dynamics (MD) simulation has been proven to be a powerful tool for
the study of structural and dynamical properties of lipid membranes in atomic detail [19,
297, 298]. In recent years with the dramatic increase in computing power, membrane sim-
ulation has reached an unprecedented time scale, allowing the study of processes such as
membrane assembly, fusion, domain formation, and protein/peptide/DNA interactions
to be simulated while attaining statistical significance. In MD simulations, the intra- and
intermolecular interactions of the lipids (also with the environment) are represented by
specific potential functions (known as force fields). Parameters of the force fields are op-
timized empirically to reproduce both ab initio data and experimental observables. It was
shown recently that – apart from appropriate simulation conditions – the quality of the
force field is a crucial ingredient in obtaining reliable computational results in simula-
tions of lipid bilayers [299].
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There are two most commonly used lipid force fields nowadays. The all-atom
model CHARMM27 [127], evolved from the old CHARMM22 [300], was optimized on
the condensed phase properties of alkanes. Similarly, the united-atom model of Berger
et al. [128, 301] (aliphatic hydrogen atoms implicitly treated), based on the united-atom
version of Optimized Potential for Liquid Simulations (OPLS) [302], was parametrized
against pentadecane. Both models have been applied extensively in a variety of mem-
brane and membrane-protein studies and proved to show fairly agreeable results. Often,
the Berger force field is preferred due to the greatly reduced computational cost with
respect to all-atom lipid force fields [129]. Frequently, the united-atom force field for
lipids is combined with the all-atom OPLS [125] force field for the simulation of protein-
membrane systems instead of the more consistent CHARMM force field for both lipids
and proteins. The combination of different force fields, however, is not straightforward
and requires careful investigation [129].
The main focus in parametrizations and tests of the lipid force field is typically
on the reproduction of experimentally accessible lipid bilayer properties such as the
electron density profile, the area per lipid, the lipid order parameters, and the thick-
ness of the membrane. These are generally well reproduced, with a few exceptions like
the measured difference in the order parameters of the C2 atoms between the two acyl
chains (typically similar in the force fields) or a too low lipid headgroup hydration at
low water content [299]. Also protein-lipid interactions in combined Berger/GROMOS
or Berger/OPLS lipid-protein simulations are possibly overestimated, resulting in drastic
changes of lipid properties upon insertion of proteins [129, 260]. This is a consequence of
the lack of experimental data on protein-lipid interactions to be used in parametrizations.
Deviations from experiment were also observed for the partitioning of anesthet-
ics in lipid membranes: MD simulations of the spontaneous insertion of 1-alkanols of
varying chain lengths into phosphatidylcholine bilayers applying the united-atom Berger
force field for the lipids and the GROMOS force field for the 1-alkanols resulted in sat-
isfying partition coefficients for the long-chain 1-alkanols [30]. However, for ethanol the
partition coefficient was increased by a factor of 7 – 200 with respect to experiment, de-
pending on the force field chosen for ethanol [30, 219]. Similar large ethanol partition
coefficients were also obtained by consistently applying the CHARMM27 all-atom force
field [303].
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Recently, the general all-atom AMBER force field (GAFF) was developed [130]. In
contrast to CHARMM and the previous version of AMBER, it is designed to be a gen-
eral purpose force field, allowing extension to arbitrary organic molecules while keeping
consistency with the parameters and forms of the existing force field. In principle, GAFF
can also be used in membrane simulations, and in fact, Jo´ja´rt and Martinek [131] reported
a tens of nanosecond test on GAFF in palmitoyoleoylphosphatidylcholine (POPC) lipid
bilayer simulations in various ensembles, which showed its potency in good agreement
with experimental values. Thus, GAFF is expected to open the lane toward a consistent
all-atom force field for proteins, lipids, and other arbitrary organic molecules.
Here, we developed the all-atom GAFF for dioleoylphosphatidylcholine (DOPC)
combined with restrained electrostatic potential (RESP) [304, 305] atomic partial charges.
In a first step, structural and dynamical properties of a fully hydrated DOPC bilayer were
compared to those obtained applying the united-atom force field of Berger et al. and with
the all-atom CHARMM27 force field. Besides the structural and dynamical properties of
the lipid bilayer, special emphasis was put on water properties close to the lipid-water
interface and the resulting electrostatic potential across the phospholipid bilayer. Despite
overall agreement in the reproduction of coarse properties of lipid bilayers, the force
fields showed distinct differences in the phospholipid headgroup orientation, the water
content of the interfacial region, the orientation of the carbonyl group, and the order of
the two acyl chains. For the latter, only GAFF reflected the experimentally found order
asymmetry at the beginning of the chains.
5.2 Methods
5.2.1 Initial structures
Two different systems of DOPC bilayers were set up for this study: A full-atomistic model
(with 72 DOPC lipids) for use with the general AMBER (GAFF) [130] and the CHARMM
force fields [127], and a united-atom model (128 DOPC lipids) for use with the Berger
force field [128, 301].
A full-atomistic, pre-equilibrated DOPC bilayer [306] (1,500 ps snapshot, available
from [307]) was taken as the starting structure. It consists of 72 lipids at low hydration
with only five to six water molecules per lipid. To ensure full hydration, the simulation
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box was enlarged, and additional water molecules were added to the water phase to at-
tain a water to lipid ratio of 37.9 (above the suggested experimental value of 32.5 [308]).
In total, the simulation system contained 2727 water molecules, forming a water slab of
about 1.8 nm thickness. The simulation system consists of 18 117 atoms.
The united-atom model was created from a pre-equilibrated POPC membrane model
of 128 lipids (100 ns) used in our previous study [229]. To convert to the DOPC model,
two additional –CH2– groups were added to the palmitoyl chain of each POPC lipid in
a trans configuration. Additionally, the single bond between carbon atoms 9 and 10 was
changed to be double bonded. The number of water molecules was 4798 resulting in a
water to lipid ratio of 37.4. The total system size was 21 279 atoms.
5.2.2 Force fields parameters
Three popular force fields were chosen in this study. The lipid parameters for the united-
atom model of DOPC were based on Berger. Parameters for the unsaturated carbons,
however, were taken from the GROMOS87 force field [309]. The CHARMM27 force field
for DOPC was converted to GROMACS topology (conversion script kindly provided
by Mark Abraham). Note that the conversion is not exact and dihedrals were fitted to
Ryckaert–Bellemans dihedrals to reproduce the CHARMM27 [127] force field the best.
For GAFF, the atomic charges for the lipids were evaluated using antechamber with the
RESP potential fit method [304, 305] after an ab initio HF/6-31G* calculation using the
Gaussian03 program package [310] and fitting the electrostatic potential at points se-
lected according to the Merz–Singh–Kollman scheme. The RESP fitted charges from 72
lipid conformations taken from the Feller model were averaged and rounded to two dec-
imal points. The rounding was done with preference to conserve the total charge on a
chemical group.
As shown in Table 5.1, the total charges on the choline and phosphate groups, on
the glycerol backbone, on the carbonyl groups, and the acyl chains are similar for all in-
vestigated force fields. Differences are especially seen in the charge distribution of the
choline group: the nitrogen atom is almost uncharged in GAFF but highly negatively
charged in the CHARMM27 and in the Berger force field. The acyl chain atoms are neu-
tral in the Berger force field; for GAFF only the beginning of the chain (C2 atom), the
unsaturated carbons and the attached hydrogens, as well as the terminal methyl groups
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carry charges significantly different from 0. In contrast, all atoms of the acyl chains have
non-negligible charges in the CHARMM27 force field.
For the DOPC bilayer simulation applying the Berger force field the Simple Point
Charge (SPC) water model [311] was chosen as this force field was developed with SPC
water. For the same reason, the bilayer applying the CHARMM27 lipid force field was
solvated with TIP3P water [312]. For the newly developed GAFF, both the Extended Sim-
ple Point Charge (SPC/E) [313] water model and the TIP3P water model (starting from a
snapshot of the SPC/E system after 100 ns) were chosen for comparison.
Table 5.1: (Left) The atom-types and the partial charges of all atoms used in the respective force fields. (Right) Schematic drawing of
the DOPC lipid and the naming convention used in this manuscript.
GAFF CHARMM27 BERGER GAFF CHARMM27 BERGER
name type charge type charge type charge name type charge type charge type charge
choline ∑ 1.1 ∑ 1.1 ∑ 1.4 acyl chain ∑ 0.0 ∑ 0.1 ∑ 0.0
N1 n4 0.02 NTL -0.60 LNL -0.50 C2 c3 -0.12 CTL2 -0.08 LP2 0.000
C2 c3 -0.12 CTL5 -0.35 LC3 0.40 H2a/b hc 0.05 HAL2 0.09
H2a/b/c hx 0.11 HL 0.25 C3 c3 -0.02 CTL2 -0.18 LP2 0.000
C3 c3 -0.12 CTL5 -0.35 LC3 0.40 H3a/b hc 0.02 HAL2 0.09
H3a/b/c hx 0.11 HL 0.25 C4 c3 -0.03 CTL2 -0.18 LP2 0.000
C4 c3 -0.12 CTL5 -0.35 LC3 0.40 H4a/b hc 0.02 HAL2 0.09
H4a/b/c hx 0.11 HL 0.25 C5 c3 -0.02 CTL2 -0.18 LP2 0.000
C5 c3 -0.01 CTL2 -0.10 LH2 0.30 H5a/b hc 0.01 HAL2 0.09
H5a/b hx 0.09 HL 0.25 C6 c3 -0.02 CTL2 -0.18 LP2 0.000
C6 c3 0.16 CTL2 -0.08 LC2 0.40 H6a/b hc 0.01 HAL2 0.09
H6a/b h1 0.06 HAL2 0.09 C7 c3 -0.02 CTL2 -0.18 LP2 0.000
H7a/b hc 0.02 HAL2 0.09
phosphate ∑ -1.28 ∑ -1.2 ∑ -1.4 C8 c3 0.04 CTL2 -0.18 LP2 0.000
O7 os -0.42 OSL -0.57 LOS -0.80 H8a/b hc 0.03 HAL2 0.09
P8 p5 1.12 PL 1.5 LP 1.70 C9 c2 -0.25 CEL1 -0.15 LH1 0.000
O9 o -0.78 O2L -0.78 LOM -0.80 H9 ha 0.13 HEL1 0.15
O10 o -0.78 O2L -0.78 LOM -0.80 C10 c2 -0.24 CEL1 -0.15 LH1 0.000
O11 os -0.42 OSL -0.57 LOS -0.70 H10 ha 0.13 HEL1 0.15
C11 c3 0.02 CTL2 -0.18 LP2 0.000
glyercol ∑ -0.1 ∑ -0.32 ∑ -0.2 H11a/b hc 0.03 HAL2 0.09
C12 c3 0.06 CTL2 -0.08 LC2 0.40 C12 c3 -0.01 CTL2 -0.18 LP2 0.000
H12a h1 0.08 HAL2 0.09 H12a/b hc 0.01 HAL2 0.09
H12b h1 0.08 HAL2 0.09 C13 c3 -0.00 CTL2 -0.18 LP2 0.000
C13 c3 0.14 CTL1 0.04 LH1 0.30 H13a/b hc 0.00 HAL2 0.09
H13 h1 0.13 HAL1 0.09 C14 c3 -0.00 CTL2 -0.18 LP2 0.000
C14 c3 0.01 CTL2 -0.05 LC2 0.50 H14a/b hc 0.00 HAL2 0.09
H14a h1 0.10 HAL2 0.09 C15 c3 -0.02 CTL2 -0.18 LP2 0.000
H14b h1 0.10 HAL2 0.09 H15a/b hc 0.01 HAL2 0.09
O15 os -0.40 OSL -0.34 LOS -0.70 C16 c3 -0.01 CTL2 -0.18 LP2 0.000
O16 os -0.40 OSL -0.34 LOS -0.70 H16a/b hc 0.01 HAL2 0.09
C17 c3 0.02 CTL2 -0.18 LP2 0.000
carbonyl ∑ 0.28 ∑ 0.22 ∑ 0.2 H17a/b hc 0.01 HAL2 0.09
C1a c 0.71 CL 0.63 LC 0.80 C18 c3 -0.13 CTL3 -0.27 LP3 0.000
O1a o -0.57 OBL -0.52 LO -0.60 Ha/b/c hc 0.03 HAL3 0.09
C1b c 0.71 CL 0.63 LC 0.70
O1b o -0.57 OBL -0.52 LO -0.70
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5.2.3 Simulation conditions
All simulations were performed using the GROMACS package [161, 212]. Periodic bound-
ary conditions were applied in all directions. The system was separately coupled to a
temperature bath at 310 K for the lipids and the water molecules with a coupling time
constant of 0.1 ps−1 [142]. Bonds to H-atoms were constrained using the LINCS [215]
and the SETTLE algorithms [216]. This allowed for an integration step size of 2 fs. The
nonbonded pair list was updated every ten steps with a cutoff of 1.0 nm. For the short
range van der Waals interactions, a cutoff distance of 1.0 nm was used. In treating the
long-range electrostatics, the particle-mesh ewald method with a grid spacing of 0.12 nm
and cubic interpolation was adopted.
Two systems were simulated at constant pressure (GAFF all-atom and Berger united-
atom, systems A and E in Table 5.2), applying a semi-isotropic pressure coupling with a
barostat relaxation time of 1 ps at a pressure of 1 bar [142]. In order to ensure an area per
lipid in agreement with experiment, DOPC bilayers simulated applying all-atom force
fields were additionally subjected to a surface tension γ (γ = 22 dyn/cm per surface; sys-
tems B, C, and D). In the following, constant temperature and pressure conditions will be
termed NPT ensembles, simulation conditions including surface tension NPγT ensem-
bles. However, note that the Berendsen thermostat and barostat do not strictly provide a
correct NPT ensemble. The volume compressibility was chosen to 4.5× 10−5 bar−1. Data
were collected every picosecond.
All simulation systems were energy minimized with the steepest descent method
and subsequently simulated for 100 ns each. For the analyses, the first 20 ns were disre-
garded due to equilibration effects. Table 5.2 gives a summary of the simulation systems
presented in this manuscript. With a combination of different force fields, pressure cou-
pling methods, and water models, a total of five systems were studied and compared.
5.2.4 Analysis
Lipid order parameter
The lipid order parameter, SCD, is a direct measurement of the acyl chain order or dis-
order from the quadrupolar splitting in the NMR experiment. For the simulations, the
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Table 5.2: Overview of the simulation systems presented in this study.
system # lipid #water lipid force field water model ensemble
A 72 2727 GAFF all-atom SPC/E NPT
B 72 2727 GAFF all-atom SPC/E NPγT
C 72 2727 GAFF all-atom TIP3P NPγT
D 72 2727 CHARMM all-atom TIP3P NPγT
E 128 4789 Berger united-atom SPC NPT
molecular order parameter is given by [19]:
Sij =
1
2
〈3cosθicosθj − δij〉 (5.1)
where θi is the angle between the ith molecular axis (i, j = x, y, z) and the bilayer nor-
mal. When the CnH bond vector is used as the molecular axis (say, z), then Szz gives the
experimentally measured SCD value [314]. For the united-atom model which contains no
explicit hydrogen atoms in the carbon tails, the segmental vector Cn−1 to Cn+1 is taken
as the molecular axis of the Cn methylene group, about which the segment motion is
assumed to be axially symmetric. Then, the deuterium order parameter SCD is approxi-
mated by the following relations for saturated and unsaturated carbon tail atoms [315]:
− SsatCD =
2
3
Sxx +
1
3
Syy and (5.2)
− SunsatCD =
1
4
Szz +
3
4
Syy ∓
√
3
2
Syz . (5.3)
Lipid and water diffusion
The self-diffusion coefficient D of molecules can be calculated from the Einstein relation
on Brownian motion:
2dfD = lim
t→∞
1
t
〈(r(t)− r(0))2〉 (5.4)
where df is the number of translational degrees of freedom (for lateral diffusion df = 2),
and r(t) is the position of the molecule at time t. In practice, the lateral self-diffusion co-
efficient is estimated from the slope of the molecule’s mean-square displacements (msds)
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(e.g., taken on the center of mass (c.m.) coordinates) in a defined time window averaged
over all molecules N [229]:
d2(t) =
1
N
∆t
T − t
N∑
i=1
T−t−1∑
t0=0
|r(t0)− r(t0 + t)|2 . (5.5)
The first sum runs over the N molecules and the second sum runs over all time frames
smaller than T − t, where T is the sampling time (∆t is the time between two subsequent
conformations).
For the lipids, the lateral msds were corrected for the c.m. motion of the respective
monolayer [229]. c.m. removal allows a correction for correlated unidirectional motions.
For the investigated system sizes the c.m. removal likely yields a too small value for
the lipid diffusion [316]. However, without c.m. removal the diffusion coefficient might
be severely overestimated due to correlations even with the second lipid shell around
a molecule: Transitions will propagate over distances larger than the box size [316] (for
the 72 lipid system). The errors were estimated by splitting the trajectories into pieces of
20 ns length (block averaging).
To obtain a spatially resolved water diffusion coefficient, the simulation box was
divided into 40 slabs (i.e., ≈ 2 A˚ per slab) and the lateral diffusion in each slab was cal-
culated by considering only the water molecules located in the same slab at time t0 and
at time t0 + t. Block averaging from 5 ns pieces of the production trajectory was used to
obtain the mean and standard error of the coefficients. For comparison, additional sim-
ulations of pure water boxes (containing 2182 water molecules, 5 ns simulation length
each) yielded bulk water diffusion coefficients for the investigated water models.
Electrostatic potential
The electrostatic potential across the phospholipid bilayer was calculated by double inte-
gration of the averaged charge density ρ across the bilayer,
φ(z)− φ(zo) = − 1
o
∫ z
zo
dz′
∫ z′
zo
ρ(z′′)dz′′ . (5.6)
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Figure 5.1: Area per lipid for the five investigated systems in 100 ns simulation time smoothed
by a sliding window of 1 ns length. Larger fluctuations were observed for systems applying
surface tension (B, C, and D) as compared to those using semi-isotropic pressure coupling (A
and E). Note that the experimental area per lipid for DOPC was measured to be 0.721 nm2 at
30◦ C [317].
5.3 Results
5.3.1 Area per lipid
The area per lipid is frequently used as a measure for the equilibration of the lipid bilayer
system or to monitor phase transitions. In practice, the area per lipid is obtained as the
lateral area of the simulation box (the xy-plane) divided by the number of lipids in one
monolayer. In Fig. 5.1, the area per lipid for the 100 ns trajectory of each simulation sys-
tem is presented. Equilibration in the area per lipid is reached after approximately 20 ns
for each system, and the analyses were conducted on the final 80 ns of the trajectories.
For a DOPC simulation appying the CHARMM27 force field without surface ten-
sion (data not shown) the area per lipid decreased to 0.56 nm2 within 16 ns. This transi-
tion to a gel-like state was previously observed for a dipalmitoylphosphatidylcholine
(DPPC) bilayer applying the same force field in the NPT ensemble [318, 319]. Also,
in a comparative simulation study of a DOPC bilayer at low hydration between the
CHARMM and Berger force field in the NPT ensemble, a too small area per lipid was
reported for the CHARMM27 force field [90]. The transition to a gel-like state can be pre-
vented by application of a surface tension γ = 22 dyn/cm (system D). Also for GAFF in
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Table 5.3: Averages and errors of the membrane structural parameters calculated by block av-
eraging (block length 20 ns).
system area per lipid (nm2) membrane thickness (nm)
expt† 0.721 3.71
A 0.62 ± 0.01 4.00 ± 0.05
B 0.72 ± 0.01 3.61 ± 0.04
C 0.74 ± 0.03 3.51 ± 0.13
D 0.71 ± 0.01 3.63 ± 0.13
E 0.66 ± 0.01 3.72 ± 0.11
The membrane thickness was measured as the distance between the two peaks in the system electron density
profiles. Errors in the area per lipid for systems D and E were rounded to 0.01 nm2. †The experimental values
were measured by Liu and Nagle [317] using fully hydrated DOPC bilayers at 30o C.
the NPT ensemble the area per lipid was well below the crystallographic value (0.62 nm2
versus 0.72 nm2). Test simulations showed the best agreement to experimental data in the
NPγT ensemble by applying the same surface tension γ as for the CHARMM27 system
(tested values γ = 22, 30, 35 dyn/cm).
Table 5.3 shows that the area per lipid agrees favorably with the experimental value
of 72 A˚2 for the GAFF and CHARMM27 systems (B, C, and D). However, lipids simulated
in the Berger force field (NPT, system E) were too densely packed (area per lipid 8% below
experiment).
5.3.2 Lipid headgroup orientation
Differences among the force fields in the lipid headgroup region are reflected, e.g., in
the headgroup tilt with respect to the bilayer normal. The headgroup tilt was taken as
the angle between the vector connecting the phosphorus and the nitrogen atoms and the
bilayer normal. The most probable orientations as well as the width of the distribution
of tilt angles are summarized in Table 5.4. The largest lipid headgroup tilt angles were
observed for the Berger force field (86o, system E) and the smallest for GAFF (59o for
system A, 67o for system B). The distribution of tilt angles is broad for all investigated
force fields, with a width at half maximum from 62o (CHARMM27) to 88o (Berger). The
difference in the lipid headgroup tilt is also reflected in the electron density profiles across
the bilayer (see below). The straightened headgroup orientation in the CHARMM27 force
field and in GAFF enabled an increased water content in the interfacial membrane-water
region.
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Table 5.4: Distribution of lipid headgroup orientations and the lipid dipole moments.
system most probable orientation (o) width at half maximum (o) M ± σ (D) Mz (D)
A 59 79
(
+46
−33
)
23.2± 3.8 4.3
B 67 74
(
+36
−38
)
23.2± 2.8 4.0
C 69 82
(
+39
−43
)
23.3± 2.7 3.5
D 73 62
(
+32
−30
)
23.7± 3.2 2.1
E 86 88
(
+32
−56
)
27.1± 3.8 8.1
The headgroup orientation is computed as the angle between the vector connecting the phosphorus and
the nitrogen atoms and the bilayer normal. Both the maximum of the distribution – the most probable
orientation – and its width are given. The last two columns give the most probable total dipole moment (in
Debye) of the individual lipids in the respective force fields (± the width of a fitted Gaussian distribution)
as well as the average of the dipole moment along the bilayer normal (z-direction).
5.3.3 Lipid order parameter
The ensemble averaged deuterium lipid order parameters |SCD| of the two carbon tails
are separately shown in Fig. 5.2. All systems displayed the general trend of decreasing
order along the chain toward the core of the bilayer with a prominent dip close to or at
the double-bond segment (carbon atoms 9 and 10). Similar characteristics were observed
for the oleoyl chain of POPC by deuterium NMR [320] and in MD simulations (see e.g.,
the recent work by Pandit et al. [321]), and on DOPC by the DROSS NMR technique [322].
Both 2H-NMR and 2H-13C DROSS NMR found the dip located at the C10 atom.
In the MD simulations, however, the position of the central discontinuity differed
among the investigated force fields: It occurred in both chains at C9 for CHARMM27 (D),
and at C10 for Berger (E), while for GAFF (B) the dip is seen at C11 for the sn-1 chain and
at C10/C11 for the sn-2 chain (see Table 5.1 for the naming). Atoms more far away from
the glycerol backbone (C12 – C18) showed the same order for both chains in all force
fields, which is in agreement with NMR data. This finding was even observed for the
saturated and unsaturated chains of POPC [320].
In contrast, deuterium NMR revealed differences close to the glycerol backbone
even for identical chains: In studies on DPPC [323] and POPC [320] a distinctly smaller
order was observed for the C2 atom of the sn-2 acyl chain as compared to the sn-1 chain.
This inequivalence of the chains close to the glycerol backbone was found to be indepen-
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Figure 5.2: Deuterium order parameters, |SCD|, for the two acyl chains of DOPC lipids ana-
lyzed for systems B, D, and E. Error bars indicate the errors of the means from block averaging
(blocks of 20 ns length). Experimental values are given for the POPC sn-1 (black squares) and
sn-2 chain (gray squares) at 27◦C [320], and for DOPC sn-2 at 37◦C [322] ( symbols). Note that
the double-bonded carbon atoms are at position 9 and 10.
dent of the polar headgroup and thus to be a general feature of phospholipids within
membranes [320]. From NMR results it was concluded that the orientations in the be-
ginning of the chains differ significantly with chain 1 being oriented perpendicular and
chain 2 parallel to the bilayer surface [323]. The suggestion of different conformations of
the beginnings of the two chains was supported by x-ray diffraction studies [324]. Only
the new GAFF for DOPC reflected the general order characteristics with a significantly
enhanced order for the C2 atom of the sn-1 chain. The Berger and CHARMM27 force
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fields show similar profiles for both chains close to the glycerol backbone as was also ob-
served in earlier studies based on multinanosecond simulations [30, 292, 325]. For DPPC,
the C2 order for the sn-1 chain was even reported to be smaller than that of the sn-2 chain
applying the CHARMM27 force field [127]. A previous study on DOPC [326] applying a
modified GROMOS96 force field [327] reported tiny differences for the C2 order parame-
ters between the chains, together with the dip located at the C9 [326] atom similar to the
CHARMM27 force field or at the C10 atom [327].
The conformation in the beginning of the acyl chain is described by the orientation
of the vector connecting the C1 and the C2 atom: For both CHARMM27 and GAFF lipids,
chain 1 is oriented perpendicular to the bilayer surface (maximum of the probability dis-
tribution of angles to bilayer normal ≈ 180o, data not shown). While the distribution is
only slightly shifted to smaller angles for chain 2 in CHARMM27 (163o, width 44o), the
second chain adopts a significantly different orientation with respect to chain 1 in GAFF
(133o, width 27o). Like for CHARMM27, the orientations of the C1–C2 vector for the
Berger force field are similar with 160o and 144o for the two chains.
In the deuterium NMR experiment [320], two signals were observed at C2 indicat-
ing a nonequivalence of the two hydrogen positions only in this segment, due to different
average orientations [328]. For the all-atom GAFF and CHARMM systems, the order pa-
rameter of each individual C–H bond can be determined separately. In the simulations
(data not shown) the order of the two hydrogens is very similar in all methylene segments
including in the C2 segment. The difference of the mean between the two hydrogens in
C2 is only 0.01 for GAFF and is 0.02 for CHARMM, while the experimental difference is
about 0.05. Hence, the nonequivalent feature at C2 cannot be reproduced by any of the
tested force fields.
5.3.4 Density profile and membrane thickness
Electron density profiles of the simulated membrane systems can directly be compared
to x-ray experimental data. Fig. 5.3 shows the overall electron density and the electron
densities of individual chemical groups of the bilayer.
The total electron density of the GAFF system without surface tension (A) shows
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Figure 5.3: The (symmetrized) electron density profiles of the overall and individual chemical
components of all simulation systems. The profiles are centered at the core of the bilayer, and
the standard errors (as shown here in gray lines) are calculated by dividing the trajectories
into blocks of 20 ns length. The profile was computed by placing the appropriate number of
electrons at the center of atomic nuclei binning along the direction of the membrane normal
(bin width of 0.3 A˚). The experimental density profile [317] is shown as a dashed line.
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Figure 5.4: Comparison of the electron density profiles at the membrane-water interface (cen-
tered on the lipid bilayer) for force field combinations GAFF-SPC/E, CHARMM27-TIP3P, and
Berger-SPC (systems B, D, and E).
good agreement with the x-ray data in the hydrophobic core region. However, the mem-
brane thickness measured as the distance between the maxima of the electron density
profiles is increased by ≈ 3 A˚ with respect to experiment (see Table 5.3). The GAFF-
SPC/E system applying surface tension (B) revealed overall excellent agreement with
the experimental profile. Using the TIP3P instead of the SPC/E water model together
with GAFF (C) resulted in a decreased density at the membrane-water interface.
Also the electron density profile obtained for the CHARMM27 system (D) agrees
well with the experimental profile, except for the region of the central methyl groups
for which the density is significantly enhanced with respect to experiment. Interestingly,
systems with the TIP3P water model showed enhanced bilayer fluctuations, resulting in
increased error bars for the membrane thickness (Table 5.3).
Although the membrane thickness is best modeled by the Berger force field (E),
the electron density profile is at variance with the x-ray data. The headgroup region is
broadened, and the methyl group region is underestimated.
For comparison between the investigated force fields, Fig. 5.4 shows a close-up
view of the membrane-water interface for the GAFF-SPC/E, CHARMM27-TIP3P, and
Berger-SPC force field combinations. Although the membrane thickness is similar for all
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three force fields, both GAFF and CHARMM27 show a drastically increased water con-
tent (blue lines) in the lipid headgroup region as compared to Berger (with root mean
square deviations, rms, of 37 and 27 e/nm3, respectively), coupled to a decreased DOPC
electron density (red lines, with rms of 31 and 20 e/nm3, respectively). While the mem-
brane thickness between Berger and the all-atom systems differs only by 1 A˚, the carbonyl
groups are shifted for Berger-SPC by ≈ 2 A˚ towards the headgroup region. The hydra-
tion of the carbonyl oxygens is significantly lowered for Berger lipids with respect to
CHARMM27 and GAFF: The cumulative radial distribution yielded an average of only
1.5 water molecules around both carbonyl oxygens for Berger (taken at the first minimum
of the radial distribution function, 0.55 for the sn-1 chain), but 3.4 (1.7) and 2.9 (1.4) water
molecules for CHARMM27 and GAFF lipids, respectively.
5.3.5 Lipid and water diffusion
Lipids in the liquid crystalline phase diffuse in the plane of the bilayer due to thermal
agitation. This diffusive movement can roughly be classified into two regimes: Fast fluc-
tuation of the lipid in the local solvation cage [329] and a relatively slow but long distance
diffusion in the bilayer. Different experimental methods acting on different time scales
therefore obtain lipid diffusion coefficients differing by two to three orders of magnitude.
As shown in Fig. 5.5 (upper panel) the lipid msd for all systems clearly showed the
existence of both long-range and short-range diffusion behaviors of lipids, with a smooth
transition between the two regions. In order to determine the linear segment in the msd
curve (long-range diffusion), the diffusion coefficient D was calculated using different
time windows for the linear fit.
The values for D (Fig. 5.5, lower panel) converged between 3 ns (for systems A, B,
and E) and 5 ns (C and D). Therefore, the diffusion coefficients for long-range lipid dif-
fusion were consistently computed from a linear fit to the msd between 5 and 10 ns. The
data are summarized in Table 5.5. With the exception of the bilayer simulated applying
the CHARMM27 force field (system D), all computed diffusion coefficients are smaller by
a factor of 2 – 8 as compared to the experimental value of D = 13.7× 10−8 cm2s−1 (NMR
on oriented bilayers at 308 K [330]). Interestingly, the DOPC diffusion is also strongly
dependent also on the force field used for the water molecules: While GAFF combined
with SPC/E water yields a lipid diffusion coefficient of D = 3.1 ± 0.9 × 10−8 cm2s−1,
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Figure 5.5: Lipid diffusion coefficients calculated for different time lengths of the simulations
by block averaging: The trajectory was divided into 20 ns pieces and the msd (upper panel)
was calculated separately for each block. Diffusion coefficients (lower panel) computed for
different time ranges were obtained by fitting different time windows of the msd curve. For the
short-range diffusion (colored  symbols), shorter time windows of 100 ps (fit starts between
10 and 500 ps) and 500 ps (fit starts between 500 ps and 6 ns) were used. For the long-range
diffusion (colored symbols) fitting was done on the linear segment of the msd curve between
5 and 10 ns.
the diffusion is almost enhanced by a factor of 2 for GAFF combined with TIP3P water.
Thus the increased bulk water diffusion of TIP3P with respect to SPC/E (see below) has
also a pronounced influence also on the lipids in a bilayer. Although the area per lipid
is similar for both systems, the long-range lipid diffusion is about two times larger for
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Table 5.5: The calculated mean lateral diffusion coefficient for water molecules and for DOPC
molecules.
system water diffusion (×10−5cm2s−1) lipid diffusion (×10−8cm2s−1)
expt 13.7†
A 2.27 ± 0.03 1.79 ± 0.51
B 2.07 ± 0.03 3.13 ± 0.94
C 4.31 ± 0.08 5.71 ± 1.06
D 4.60 ± 0.08 11.76 ± 3.39
E 3.63 ± 0.02 5.52 ± 1.00
For water diffusion, the average was calculated from all water molecules in the system regardless of the
distance to bilayer. For lipid diffusion, the long-range diffusion coefficients are shown here while the short-
range diffusions are depicted in Fig. 5.5. †The experimental lipid diffusion coefficient is taken from pulsed
field gradient NMR experiments on oriented bilayers at 308 K [330].
the CHARMM27-TIP3P system as compared to GAFF-TIP3P. The CHARMM27 diffusion
coefficient is, however, subject to a large error.
The diffusion coefficients obtained on the subnanosecond time scale decayed expo-
nentially with increasing time scale. Values for the diffusion coefficient range between
5×10−8 and 82×10−8 cm2s−1, depending on the time scale and on the applied force field,
and are in agreement with experimental diffusion coefficients obtained for DPPC of (10–
100)×10−8 cm2s−1 [329, 331, 332].
The (lateral) water diffusion close to the phospholipid bilayer and in the interfa-
cial region strongly depends on the water model applied in the simulation (see Fig. 5.6).
While SPC/E water in GAFF simulations was largely immobilized in the interfacial re-
gion (blue and black lines, see also Lopez et al. [333]), both Berger-SPC and CHARMM27-
TIP3P resulted in a comparingly large water diffusion of (1–3)×10−5 cm2/s. This is at
least partially caused by the enhanced bulk diffusion values for these water models [334]
as compared to experiment (2.92× 10−5 cm2/s at 35oC, see [335]).
5.3.6 Electrostatic potential and dipole moment
The electrostatic potential, or the dipole potential, is known to be an important factor
for the permeation of ionic species through membranes, and the insertion and proper
function or regulation of membrane proteins. Lipid polar headgroups, glycerol esters,
as well as water molecules were found to contribute to the total electrostatic potential,
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Figure 5.6: The lateral diffusion coefficients of water molecules (solid lines) at the membrane-
water interface. The dashed lines mark the normalized DOPC electron density profiles (super-
imposed at the descending slope) to indicate the location of the bilayer. The respective values
for bulk water diffusion are shown as dashed-dotted lines (errors in gray shading). All diffusion
coefficients (and standard errors) were measured by fitting the slope between 2 and 200 ps of
the msd curves, using block averaging of length 5 ns.
which arises from the nonrandom orientation of lipids and hydrated water in the bilayer.
Experimentally, a fully saturated phospholipid was measured to have an electrostatic po-
tential in the range of 220 – 280 mV [336, 337]. Introducing one unsaturated segment to
the acyl chains would decrease the value of the potential by as much as 30 mV [338].
Fig. 5.7 shows the calculated electrostatics potential of all investigated force fields.
Quantitatively, all profiles are larger by a factor of 3 – 4 as compared to experiment. Nev-
ertheless, they are qualitatively in agreement with experiments [339], and in accord with
previous simulation studies (see, e.g., [229, 340, 341]): the potential is positive inside
the bilayer, the phospholipid headgroups contribute a negative potential (solid lines in
Fig. 5.7, lower panel) which is overcompensated by the opposed water dipole orientation
(dashed lines) in the interfacial region, resulting in a total positive electrostatic potential.
The orientation of water dipoles was previously found to be reduced in the presence of
salt ions [229].
Both all-atom force fields have a distinct potential maximum at the bilayer center,
caused by the nonzero partial charges on the terminal methyl groups. While the total
electrostatic potential for the CHARMM27 system rises first in the region of the carbonyl
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Figure 5.7: Total electrostatic potential (upper panel) and contributions (lower panel) due to
the lipid dipoles (solid lines) and due to water dipole orientation (dashed lines) at the mem-
brane/water interface across the DOPC bilayer (symmetrized). The potential was averaged
over the final 80 ns of the simulation.
groups, the potential for the GAFF system steeply increases in the choline/phosphate re-
gion (similar for both investigated water models). For the latter, the potential decreases
slightly towards the unsaturated carbons of the chains followed by the central maximum.
The Berger force field showed a flat potential in the region of the hydrocarbon chains
which is due to the uncharged hydrocarbon tail atoms.
Besides the PC headgroup, mainly the fatty acid carbonyl groups contribute to the
molecular dipole moment (see also distribution of partial charges in Table 5.1). In crystal
structures at very low hydration (two water molecules per lipid) an asymmetry between
the carbonyl orientations of the sn-1 and sn-2 was observed [342, 343]. The sn-1 carbonyl
oriented parallel to the bilayer plane and the sn-2 carbonyl was found in two different
conformations, both pointing toward the water phase (partially negatively charged oxy-
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Figure 5.8: Average water dipole moment along the membrane normal. The large fluctuations
inside the hydrophobic core of the lipid bilayer are due to individual water molecules sponta-
neously permeating the membrane.
gen pointing out of the hydrophobic core).
All force fields showed broad gaussian-like distributions of C=O orientations with
respect to the bilayer normal (data not shown). Within the Berger force field, the most
probable angle φ between the C=O vector and the membrane normal was shifted from
60o to 31o between the sn-1 and sn-2 carbonyls, the probabilities of finding angles below
90o (carbonyl pointing to the water phase, carbonyl dipole toward hydrophobic core) are
86% and 97%, respectively. For GAFF (with surface tension, SPC/E water), an increase
in φ from 54o to 69o was observed, and the probability of finding a carbonyl pointing to
the water phase is 93% for the sn-1 and 76% for the sn-2 carbonyl. The most probable car-
bonyl angles for the acyl chains in the CHARMM27 force field are 44o and 69o; however,
the probabilities for angles ≤ 90o were similar for both chains with 70%.
The water order in the interfacial region is further investigated in Fig. 5.8 show-
ing the mean dipole moment of water molecules depending on their position relative to
the lipid bilayer. Both Berger and GAFF systems revealed two regions of positive water
dipole moment (pointing into the membrane, opposite to the lipid dipoles), one in the
region of the choline and phosphate groups and the second at the hydrophobic interface
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close to the carbonyl groups. The water orientation is more pronounced for the Berger
force field. This is due to the increased total dipole moment of Berger lipids (≈ 15% with
respect to GAFF and CHARMM27) and the two times larger component of the dipole
moment normal to the membrane (Table 5.4).
For the CHARMM27 system (D), the water dipole orientation at the interface
headgroup-hydrophobic core is reversed with respect to the other force fields. Both the
water model (TIP3P) and the significant amount of carbonyl dipoles pointing into the
hydrophobic core (≈30%) for CHARMM27 are presumably the cause for this reversed
water dipole orientation.
5.4 Discussion
All three investigated lipid force fields were shown to correctly describe the coarse prop-
erties of phospholipid bilayers. However, the general feature of distinctly different C2
order parameters between the two acyl chains is observed only in the newly developed
GAFF for DOPC. Neither of the investigated force fields could reproduce the experimen-
tally observed C2 splitting in the sn-2 chain, and indeed the two methylene hydrogen
positions were found equivalent along the acyl chains in both all-atom models. The C2
splitting was suggested to be due to two different conformations of the lipid molecule
or due to the magnetic inequivalence of the C2 deuterons in the NMR experiment [320].
The simulations did not provide any evidence for different C2 order parameters cou-
pled to different lipid conformations. Possibly, a polarizable lipid force field can in-
duce an inequivalence of the two protons due to differential shielding at the hydropho-
bic/hydrophilic interface.
Also the different orientations in the beginning of the two chains with respect to
the bilayer normal appear to be best described by GAFF. Interestingly, Jo´ja´rt and Mar-
tinek [131] did not observe significant differences between the C2 atom orders of the
palmitoyl and the oleyl chains of POPC applying GAFF. This might be due to high sen-
sitivity of RESP charges to the conformation of the molecule (charge calculation on 12
conformations [131] versus 72 conformations here). Order parameters reported for the
recently developed GROMOS96 45A3 force field for phospholipids [344] also show an
enhanced order for the C2 atom of the sn-1 chain (DPPC). However, the latter two stud-
ies were probably based on too short sampling times (4 ns and 300 ps, respectively). A
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recent reparametrization of the partial charges in the CHARMM27 force field enabling
simulations of the fluid phase in the NPT ensemble [319] did not yield improved C2
atom orders with respect to the original CHARMM27.
Both structural and dynamical properties of the aqueous solution at the water-
phospholipid bilayer interface (for a thorough review on this topic see Berkowitz et
al. [298]) were shown to depend on the phospholipid force field: The ordering of wa-
ter molecules within the lipid-water interface crucially depends on the chosen lipid force
field. For CHARMM27, the total electrostatic potential was shown to rise first in the re-
gion of the carbonyl groups. Together with the experimental finding that removal of the
carbonyl groups only partly accounts for the positive electrostatic potential inside lipid
bilayers [339] this may question the applicability of the CHARMM27 force field in cases
where the potential is crucial to, e.g., the structure or function of membrane-associated
proteins or in the electrostatically driven binding of molecules to membranes.
Also the water dynamics close to membrane interfaces is crucially dependent on
the applied force field: CHARMM27 was developed applying the TIP3P water model,
the Berger force field together with SPC water, and GAFF may be used with both TIP3P
and with SPC/E. Only the SPC/E water correctly reflects the bulk water diffusion coef-
ficient, TIP3P overestimates the bulk water diffusion by more than a factor of 2. For the
CHARMM27 lipid bilayer simulation, the used 38 water molecules per lipid were not suf-
ficient to reach full hydration, since the water diffusion between periodic bilayers did not
reach the increased bulk water diffusion for the TIP3P water model. In contrast, for SPC
and SPC/E water this hydration level was sufficient to reach the bulk water diffusion.
The lateral diffusion coefficient for lipids is too small for GAFF and the Berger force field
applying the SPC/E and SPC water models, respectively. In contrast, the CHARMM27
lipid force field shows a diffusion close to the experimental value. One possible reason
may be due to the noteworthy charges on the acyl chain atoms in the CHARMM27 force
field. Also, the diffusion is partly enhanced due to the large diffusion coefficient for wa-
ter molecules applying the TIP3P model. Note that due to long-range correlations the
lateral diffusion is dependent on the system size for small systems [316]. Here, due to
the removal of unidirectional correlated motions the obtained results for the diffusion
coefficient are likely too small.
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5.5 Conclusion
In the present study we show simulation results for a DOPC membrane employing a
newly developed all-atom force field based on GAFF. The performance of this force field
against two existing parametrizations (the all-atom CHARMM27 and the united-atom
model by Berger) is tested on a range of physical observables. The presented GAFF re-
produces both the coarse properties such as the bilayer thickness and also the experimen-
tally found differences in the structure and the order of the two acyl chains. In addition,
GAFF offers a consistent force field for both lipids and membrane embedded proteins,
thereby enabling detailed studies of the interaction between lipids and proteins. The ex-
tension of GAFF to other phospholipids is straightforward.
It has been argued that the NPT ensemble is appropriate for lipid bilayer simula-
tions [128, 345, 346]. Both GAFF and the CHARMM27 lipid force field showed a transi-
tion to a gel-like state in this ensemble, making the use of a surface tension mandatory
in simulations of the fluid (Lα) phase. The applied surface tension in our GAFF simu-
lations was found to be approximately independent of the size of the bilayer patch (a
four times larger bilayer did not show significant changes in the area per lipid, data not
shown), and should be multiplied by the number of bilayers in the simulation system.
Membrane-embedded proteins will modify the membrane pressure profile in a local en-
vironment around the protein. However, for melittin embedded in a DMPC bilayer (121
lipids), even similar lateral pressures were determined for the protein-lipid system (ap-
plying CHARMM27) as compared to the pure lipid bilayer [347]. Therefore, we expect
the surface-tension to be only slightly affected for comparable dilute protein-lipid sys-
tems.
In case of CHARMM27, a reparametrization of the partial atomic charges has re-
cently been shown to pave the way towards fluid phase simulations in the NPT ensemble
for DPPC [319]. One possible reason for deviations from the fluid-like behavior of bilay-
ers simulated in the NPT ensemble applying all-atom force fields may be the neglect of
polarizability. Especially the large fields occuring at the interface between the highly
polar water phase and the low-dielectric hydrocarbon interior underline the need for a
careful investigation of polarization effects. To this end, development and tests of a po-
larizable model are currently under way.
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Apart from the polarization issue, future studies will focus on the lipid-protein in-
teraction in the different force fields. However, comparison to experimental data is cur-
rently limited due to the scarcity of detailed experimental studies on these interactions.
Since GAFF easily allows extension to arbitrary organic molecules it can also be applied
to systematic studies on the partitioning of solutes between the solvent and the bilayer,
of great importance for a more thorough understanding of dose – response relationships
in medicine. Knowledge about the binding characteristics may additionally prove useful
for future drug development.
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Chapter6
Simulating Proton Transfer Using the
Semi-Empirical Q-HOP Method
Summary
Although proton transfer (PT) is an important chemical reaction occurring in the cell,
computational studies of the PT phenomena involving a large number of molecules in
equilibrium are still a formidable task. Due to the quantum nature of the light-mass pro-
ton and the alternation of chemical bonds during proton transfer, an accurate description
of PT requires computationally expensive quantum chemical techniques. A simplified
semi-empirical model (Q-HOP) [140] allows the extension of PT studies to system sizes
of the order of 104 atoms and nanosecond time scales. In the Q-HOP method, the proton
hopping probability is calculated on-the-fly with analytically fitted functions depending
only on the donor-acceptor distance and the change of the electrostatic energy of the sys-
tem upon proton transfer from the donor to the acceptor.
In this study, we have implemented the Q-HOP method in the simulation pack-
age GROMACS. In addition to the original implementation, improvements were made
to ensure energy conservation in the PT process. Also, different from the original imple-
mentation using a cutoff radius for electrostatics, long-range electrostatics was properly
taken into account. This implementation allows for the simulation of PT processes in
comparatively large systems on long time scales. In this way, PT processes can be effi-
ciently used also in classical MD simulations.
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Additionally, the Q-HOP method was applied to study the PT in bulk water and
in presence of a glycerol 1-monooleate (GMO) membrane. The obtained proton diffusion
coefficient in the bulk is very good agreement to the known experimental value. An
almost linear dependency of the proton diffusion coefficient on the system temperature
was obtained, in excellent agreement to experiments. In the presence of a membrane,
although the proton mobility in the membrane interfacial region is reduced (by as much
as 80%), long distance diffusions of protons in the vicinity of the membrane of up to
6–7 nm were observed in the simulations.
6.1 Introduction
Proton transport is one of the fastest and the most abundant chemical reactions occurring
in the biological cell. It plays a fundamental role in energy conversion processes such as
photosynthesis and cell respiration, and in many other catalytic reactions [348]. In nature,
a proton (H+) is unstable to exist by its own but in most of the time chemically bonded
to protonatable species such as water to form an ion. Besides the normal mass diffusion,
proton transport is achieved by successive shuffling of the proton from one molecule to
another via hydrogen-bonded networks maintained among the molecules. In the course
of proton migrations, topological changes are taking place by breaking and forming of
covalent bonds of the proton with the donor and the acceptor atom, respectively. This so-
called Grotthuss structural diffusion [349] is the major transport mechanism contributing
to the unusually high mobility of protons in water observed experimentally. Its diffusion
coefficient is five times larger than that of cations having similar size (e.g. Na+) [350].
In liquid water, the excess proton H+ is solvated by surrounding water molecules to
form different complexes. In particular, the two limiting complexes are the Eigen cation
(H9O+4 ) [351] in which the hydronium is located in the center of three water molecules
hydrogen-bonded to it; and the Zundel cation (H5O+2 ) [352] in which the excess proton
is equally shared between two water molecules. While contradicting opinions [353–355]
exist about which one of the complexes is the dominating one at equilibrium in bulk, it
is generally accepted that rapid transition from one complex to the other takes place to
achieve the fast proton diffusion supported by both experimental [356, 357] and compu-
tational [358–360] studies.
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Indeed, the advances in computational techniques have undisputably contributed
to the understanding of the proton transport mechanism per se, and the behaviour of
the excess proton in different biological environments. Computational techniques to
study the solvated proton structures and dynamics in biomolecular systems are con-
stantly evolving to improve the accuracy of the underlying model and the efficiency of
the method. Major works include the development of the ab initio Molecular Dynamics
based on the Car–Parrinello method [361] (see [362] for a review), hybrid QM/MM meth-
ods [363–365], Warshel’s Empirical Valence Bond method (EVB) [366] and its derivatives
(e.g. [367, 368], multi-state EVB models from Voth and co-workers [369–371]), and the
semi-empirical Q-HOP method [140, 154, 155, 165]. These methods are different in the
sense that different levels of approximation are used.
For example, in ab initio MD, forces are derived directly from the electronic struc-
tures using a first-principles description based on density functional theory. It is, there-
fore, deemed to be the most predictive method [362]. However, the extreme computa-
tional cost limits the application of this method to rather small systems (a few hundred
atoms) and for short simulation times (up to a few hundred picoseconds). For the multi-
state EVB model (MS-EVB), the state of a chemical reaction is represented by a linear
combination of a number of valence bond states, thus it is able to model a delocalized
proton. To this purpose, a multi-dimensional Hamiltonian matrix containing energies of
all considered states has to be built and diagonalized to solve the ground state eigenfunc-
tion, which in turn is used to calculate forces. Because the potential energy functions used
to define the elements in the Hamiltonian, and also the force field parameters are empiri-
cally adjusted, their correctness is crucially depending on the reliability of these empirical
methods. In addition, the large computational cost connected with the complex MS-EVB
procedure currently allows only short simulations of a few nanoseconds. The Q-HOP
method, on the other hand, focuses on an approximation for the one-dimensional energy
surface for the proton transfer between the donor and the acceptor. The proton transfer
probability between donor and acceptor is expressed as a function of the donor-acceptor
distance and the environmental electrostatic effect only. The proton transfer probability
functions are simple fitted formulas derived from the time-dependent Schro¨dinger equa-
tion and the transition state theory, where the final hopping reaction is determined by
a stochastic process. The proton transfer reaction is then simulated as an instantaneous
proton shuttle from the donor to the acceptor. In Q-HOP, by neglecting the quantum
structural details of the delocalized proton, the computational procedure is greatly sim-
plified. Therefore, this method, when well-integrated into the MD simulation procedure,
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will allow the study of proton transfer processes in larger biomolecular systems for longer
time scales. Successful applications of the Q-HOP method include the study of protona-
tion equilibria of titratable amino acids and molecules in bulk water [158, 372], the study
of proton transport in the green fluorescent protein [156], at the air-water interface [373],
inside the Aquaporin water channel [157], and at the pore entrance of proton pumping
proteins [374].
The first version of Q-HOP was implemented in ARGOS [159], and later in NWChem
[375]. Parameter sets including all titratable amino acids were compiled in previous
work [165]. The method allows simulating proton transfer not only in the bulk wa-
ter but also among protein residues, making Q-HOP suitable for the study of complex
biomolecular systems. To this end, we have re-implemented the Q-HOP method into the
fast and popular simulation package GROMACS [161]. Taking the advantage of an ef-
ficient MD code and a fast parellel processing routine, the new code exhibits a marked
increase in performance compared to the existing implementations. To test the validity of
the implementation and the predictive power of the Q-HOP method, we have simulated
and analyzed long time scale dynamics of the hoppable proton in bulk water and at the
membrane interface.
The theoretical background of the Q-HOP method is covered in Section 2.3. Here,
the details of our studied systems are given.
6.2 Methods
The Q-HOP implementation in GROMACS [376] was tested by simulating an exccess
proton (H3O+) in a (periodic) box of 1,004 water molecules and one chloride counter-ion.
Simulations were performed in a wide range of temperatures, from 240 K to 340 K. The
systems were coupled to a Berendsen thermostat [142] using a time constant of 0.1 ps.
The pressure was (isotropically) coupled to a pressure bath at 1 bar with a time con-
stant of 1.0 ps using the Berendsen barostat [142]. For the non-bonded interactions, a
linear shift function was applied between 1.2 nm and 1.3 nm to allow forces to decay
smoothly to zero. Long-range electrostatic interactions were treated with the Particle
Mesh Ewald (PME) method [147]. An integration time step of 1 fs was employed for the
simulations, and trajectory data were collected every picosecond. The SPC/E (extended
simple point charge) water model was used as it was shown to reproduce the structural
and dynamic properties of bulk water at ambient conditions [377]. The Lennard-Jones
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Table 6.1: Partial atomic charges for the hydrogen and oxygen atoms of the hydronium ion.
Charge set qo(e) qh(e) ref
Palazzo -0.4167 0.4722 [379]
Voth -0.5 0.5 [370]
Helms -0.749 0.583 [140]
SPCE (water) -0.8476 0.4238 [378]
parameters of the oxygen and hydrogen atoms in the hydronium ion were taken from
the SPC/E model [378]. The bond length for O-H was set to 0.1 nm and the angle for
HOH to 109.47o. To investigate the influence of the hydronium partial charges on pro-
ton diffusion, different previously published charge sets were tested. These include the
potentials derived from ion-water pairs by Palazzo and co-workers [379], the potentials
based on the Zundel complex and an ion in water clusters by Voth and co-workers [370],
and the parameters used in previous Q-HOP simulations [140]. The different hydronium
charge sets are summarized in Table 6.1.
The Q-HOP procedure was invoked every 10 fs, which is the minimum duration
for a single proton-transfer event [155]. After a successful transfer, the Q-HOP method
was disabled for some femtoseconds. This waiting time was set to 20 fs in previous Q-
HOP studies [140], and corresponds to the approximate transfer time of the proton from
the donor to the acceptor. The value depends on the magnitude of the donor-acceptor
distance and the relative energy of the hydrogen donor-bound state and the acceptor-
bound state. Lill et al. [155] estimated the transfer time to 10 – 40 fs in a strongly hydrogen
bonded network. The effect of this transfer time on diffusion was tested for time intervals
of 10 to 200 fs, see Fig. 6.1. For time intervals between 20 and 100 fs the mean diffusion
coefficient of hydronium was determined to 10×10−5cm2s−1, close to the experimental
value of 9.3 × 10−5 cm2 [380]. With increasing waiting times the probability for a back-
ward hopping from the acceptor to the original donor molecule significantly decreased as
compared to forward hopping (proton hops to a new acceptor). For a short waiting time
of 10 fs, more than 80% of the hopping events can be assigned to backward hopping, the
mobility of the proton was thus substantially retarded. In contrast, large waiting times
(> 100 fs) caused excess reduction on forward hoppings, and led to a decrease in proton
diffusion. In conclusion, proton diffusion is insensitive to changes in the waiting time
between 20 – 100 fs. For our simulations, a waiting time of 20 fs was chosen.
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Figure 6.1: Diffusion coefficients of hydronium at 300 K as a function of the waiting time ().
Each simulation had a length of 10 ns. Additionally given are the average hopping rates (•),
and the hopping rate of the forward (→) and backward (←) hops. Simulations were done
applying the Helms charge set (see Table 6.1).
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Figure 6.2: Chemical structure of the GMO molecule. The numbering of the heavy atoms C
and O used in the text are shown in blue and red respectively.
Proton diffusion at the membrane-water interface was studied for a glycerol 1-
monooleate (GMO) membrane bilayer system at different salt concentrations. The sys-
tems consisted of 150 lipids, 6,500 water molecules, and one hydronium molecule. The
system contained a total of 30,000 atoms. For the GMO lipid, an all-atom force field
based on the general AMBER force field (GAFF) was developed. This force field was
previously shown to reproduce the main properties of lipid bilayers [132]. The atomic
charges of the all-atom lipid were evaluated using antechamber with the RESP potential
fit method [304, 305] after an ab initio HF/6-31G* calculation using the Gaussian03 pro-
gram package [310]. The final charges were averaged over the charges fitted for 256 GMO
molecules taken from a preequilibrated GMO bilayer using the GROMOS [124] force field
(see Table 6.2). The SPC/E water model [313] was applied in these simulations.
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Table 6.2: The GAFF atom types and the partial atomic charges for the GMO molecule.
group atom∗ chg† atom chg group atom chg atom charge
CH3 C1 (c3) -0.07 H (hc) 0.01 CH2 C13 (c3) -0.02 H (hc) 0.00
CH2 C2 (c3) 0.03 H (hc) 0.00 C14 (c3) -0.01 H (hc) 0.01
C3 (c3) -0.01 H (hc) 0.00 C15 (c3) 0.00 H (hc) 0.01
C4 (c3) -0.01 H (hc) 0.00 C16 (c3) 0.00 H (hc) 0.01
C5 (c3) 0.00 H (hc) 0.00 C17 (c3) -0.12 H (hc) 0.04
C6 (c3) -0.01 H (hc) 0.00 COO C18 (c) 0.79 O1 (o) -0.60
C7 (c3) 0.00 H (hc) 0.01 O2 (os) -0.44
C8 (c3) 0.06 H (hc) 0.03 CH2 C19 (c3) 0.01 H (h1) 0.11
CH C9 (c2) -0.25 H (ha) 0.13 CHOH C20 (c3) 0.20 H (h1) 0.08
C10 (c2) -0.25 H (ha) 0.13 O3 (oh) -0.68 H (ho) 0.43
CH2 C11 (c3) 0.06 H (hc) 0.03 CH2 C21(c3) 0.12 H (h1) 0.05
C12 (c3) 0.01 H (hc) 0.01 OH O4 (oh) -0.66 H (ho) 0.43
∗See Fig. 6.2 for the atom numberings. GAFF atom types are given in parenthesis.
†Atomic charge is in unit e.
Three sets of membrane simulations were performed: a hydrated GMO bilayer
with water only, with 200 mM NaCl electrolyte, and with 500 mM NaCl electrolyte.
With the new GAFF parameters, the GMO systems were subject to 200 steps of
energy minimization and up to 80 ns of equilibration. Different snapshots from the equi-
libration trajectories were used as the starting structures for subsequent Q-HOP simula-
tions. The simulation conditions were the same as for the water box, except that surface
tension pressure coupling was applied with γ = 22 dyn/cm per surface, adapted from
DOPC lipid bilayer simulations [132]. Coordinates and energies were collected at a fre-
quency of 5 ps−1.
For each electrolytic condition, four separate Q-HOP runs were performed starting
from different snapshots of the respective equilibration trajectory or the same snapshot
using different start up velocities. The total simulation length for each environment was
115 ns.
It should be pointed out that in membrane simulations with Q-HOP only hoppings
between water molecules were taken into account, as experiments and ab initio simula-
tions rendered the protonation of lipid headgroups unlikely (personal communication
with Peter Pohl and Udo Schmitt).
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The self-diffusion coefficient (D) of a molecule can be approximated by the slope
of its mass-weighted mean square displacement (MSD) averaged over time using the
Einstein relation:
D =
1
2df
lim
t→∞
d
dt
〈(r(t)− r(0))2〉 (6.1)
where df is the number of translational degrees of freedom and r(t) is the position
of the molecule at time t. Here, block averaging was applied to calculate the average dif-
fusion coefficient and its error bar. For membrane simulations, the lateral diffusion of the
hydronium ion as a function of distance to the membrane was analyzed: The simulation
box was divided into 20 slabs along the membrane normal (about 5 A˚ per slab). The slab
lateral diffusion Dxy(s) considers the lateral displacements of the hydronium ion within
the slab windows [slabs−1, slabs+1]. The slab MSD curves were fitted in the range of 0.2
to 25 ps.
The dynamics of the hydronium ion in bulk water or in the membrane hydrophilic
region can be characterized by the autocorrelation function, C(t), for hydrogen bonds [376]:
C(t) = 〈hi(t0)hi(t0 + t)〉 (6.2)
where hi(j) = 1 if the hydrogen bond of a donor-and-acceptor pair i (e.g. an ion-water
pair or an ion-GMO oxygen pair) exists at time j, and hi(j) = 0 otherwise. Note that
this function does not require a continuous existence of a hydrogen bond, but allows for
the transient breakings and reformings of the bond due to local diffusive and librational
motion (so-called intermittent hydrogen bonds [381, 382]). Thus, the long-time structural
relaxation of hydrogen bonds can be captured in this correlation function. A rough esti-
mate of the hydrogen bond lifetime τHB can be derived from the integral over C(t).
6.3 Proton diffusion in bulk water
6.3.1 Diffusion
In classical simulations, the calculated diffusion coefficient of the hydronium molecule
(D) at 300 K is approximately 1.0 × 10−5 cm2 s−1, almost independent of the applied
charge set (triangles in Fig. 6.3). Thus in standard MD simulations the hydronium dif-
fusion is smaller by a factor of 9 as compared to experiment. In contrast, applying the
6.3. PROTON DIFFUSION IN BULKWATER 111
Figure 6.3: Diffusion coefficients (D) of the hydronium ion as a function of the temperature and
of the applied hydronium charge set. Results from Q-HOP simulations are labeled with (),
from classical simulations are labelled with (4), and experimental values of proton diffusion
in bulk [383] with red crosses. D was calculated by fitting to the slope of the mean square
displacement (MSD) curve in the range of ∆t=10 – 100 ps. The means of ten 1-ns blocks are
plotted, standard errors of the means are shown by vertical bars.
Q-HOP procedure, the mean hydronium diffusion coefficient was in the range of 8–10×
10−5 cm2 s−1, in very good agreement to the experimental value of 9.3× 10−5 cm2 s−1 [380].
Similar to the classical case, the choice of the hydronium charge set had only a small ef-
fect on the diffusion coefficient.
The temperature dependency of proton diffusion was well reproduced by Q-HOP
(Fig. 6.3), showing an almost linear increase with temperature. This increase in proton
diffusion is caused by an increase in the forward hopping rate (proton hopping to a dif-
ferent water molecule than a previously visited one) with increasing temperature while
the number of back hoppings (proton hopping back to the previous donor) increased
to a smaller degree (Fig. 6.4). Thereby, the mean residence time of a proton on a water
molecule decreased from 0.6 ps at temperature T = 240 K to 0.37 ps at T = 340 K.
6.3.2 Regimes of the proton transfer reaction
The choice of the regimes which determine the hopping probability is a function of the
distance between the oxygens of the donor hydronium molecule and the tentative ac-
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(a)
(b)
Figure 6.4: (a) Number of proton hopping events and (b) proton mean residence time in water-
box simulations. The same color scheme as in Fig. 6.3 is used here.
ceptor water molecule, RDA, and the relative energy of the proton donor-bound state
and the acceptor-bound state, E12. The regimes in proton transfer reactions are depicted
in Fig. 6.5 (see also Fig. 2.3 in the Methodology chapter for comparison). The three de-
fined regimes Schro¨dinger, transition state theory (TST), and intermediate are separated
by the validity limits, namely EL12 (solid line) and E
R
12 (dashed line). In average, about
two-third of the hops take place in the Schro¨dinger regime, one-third in the intermediate
regime, and relatively few hops in the TST regime (See Table 6.3). With an increase in
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Table 6.3: The distribution of proton transfer reactions taken place in the three defined regimes.
Values are given in percentage.
Temperature (K) Schro¨dinger (%) Intermediate (%) TST (%)
240 66.53 32.57 0.90
250 66.79 32.39 0.82
260 66.80 32.46 0.74
270 67.40 32.12 0.47
280 67.63 31.92 0.45
290 68.41 31.36 0.22
300 69.37 30.58 0.05
310 70.18 29.80 0.02
320 70.02 29.95 0.02
330 71.09 28.87 0.04
340 71.49 28.50 0.01
Figure 6.5: Regimes of all hopping events from a Q-HOP simulation at 300 K using the Helms
charge set.
system temperature, even a larger percentage of the hopping events were found within
the Schro¨dinger regime. This is a consequence of the decreased energetic difference E12
between the donor-bound state and the acceptor-bound state at elevated temperature
shown in Fig. 6.6 (left panel). Also shown is the distribution of donor-acceptor distances
RDA which was almost invariant to changes in temperature (right panel).
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Figure 6.6: Distribution forE12 andRDA from proton hopping reactions in Q-HOP simulations
using the Helms charge set. For clarity, only three simulations at different temperatures are
shown.
6.3.3 Structure of the hydronium solvation shell
Microscopically, the proton transfer reaction initiates a change in the system configura-
tion followed by reorganization of the surrounding water molecules around the protona-
tion site. The distribution of the water molecules in simulations with proton hopping is
thus expected to be different from classical simulations. In Fig. 6.7, the radial distribu-
tion function gOO(r) (rdf) of water molecules around the hydronium (solid lines) shows
that while the location of the first solvation peak remained the same (at ≈0.25 nm), the
magnitude of the peak in the Q-HOP simulation was significantly reduced and the curve
was broadened close to the first minimum. This indicates that the neighboring water
molecules of the hydronium were less ordered and more diffusive probably due to the
frequent changes in system configuration. Similar first solvation peaks in the range of
0.24–0.26 nm were reported in previous studies using various computational models (see
e.g. [369, 384, 385]). The influence of a “hoppable” proton was seen to extend up to the
second solvation shell. Integrating gOO(r) yields a coordination number of ≈3. The rdfs
for water hydrogen atoms around the hydronium oxygen gOH(r), dashed lines in Fig 6.7,
show a broad peak at ≈0.32 nm, which can be attributed to a fourth water molecule at-
tracted to the top of the tetrahedral hydronium, in agreement to the experimentally de-
rived rdf from neutron diffraction [386].
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Figure 6.7: The radial distribution function of water oxygen gOO (solid lines) and of water
hydrogen gOH (dashed lines) around the hydronium oxygen for the water box simulation in
300 K using the Helms charge set. Also shown are the coordination numbers of water oxygens
(dotted lines).
The hydrogen bonded (HB) network centered around the hydronium ion can be
quantified by counting the occurrence frequencies of different types of hydrogen bonds
defined in [387]. In brief, type Di indicates that the HB involves a proton donated from
a molecule of the solvation shell i (shell 0 is the hydronium molecule itself). Similarly,
type Ai is a HB that involves a proton accepted by a molecule in the solvation shell i,
except those emanating from the protonated center. Solvation shells are straightly de-
fined by the cutoff distances, while HBs are defined by both an O–O cutoff distance (of
3.25, 3.40, 3.45, 3.50 A˚ for D/A0 to D/A3, respectively according to [387]) and by the
hydrogen-donor-acceptor angle of 30◦. From Fig. 6.8, it is seen that the charged hydro-
nium strongly oriented the first shell waters. All three protons of the hydronium were
typically hydrogen-bonded to the first shell water molecules (D0), but rarely protons
were accepted (A0). HBs from the first shell waters bonding outwards were more relaxed
– only about 65% of the waters had two D1 bonds in the Q-HOP model as compared to
over 80% in MS-EVB2. First shell waters which are not strongly bonded to the hydro-
nium can fluctuate and network with the other neighboring water as acceptor, as shown
by the line A1. Finally the behavior of the third shell waters were observed to already
display bulk-like properties.
The comparison of the solvation structure of the hydronium obtained from Q-HOP
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Figure 6.8: Distribution of the hydrogen bond types of hydronium and water molecules in the
0/1/2-solvation shell centered around the hydronium at 300 K. Results from Q-HOP simulation
with Helms charge-set are in solid lines, whereas those from [387] are in dashed lines. The green
bullets show the distribution for bulk water.
simulation to the one from MS-EVB2 model by Markovitch et al. (dashed lines in Fig. 6.8)
shows that although structures from the two models are fairly similiar, the interchange
of the bonding pattern in D1 and A1 indicates a disturbed first solvation shell in Q-HOP.
This is due to the essential rearrangement of the shell waters after spontaneous hopping
in Q-HOP. A small difference may also arise due to the use of different water models
(SPC/E vs. TIP3P in MS-EVB2). A difference in the water structure between the classical
hydronium simulation and the MS-EVB2 results is seen mainly for A1 and A2 bonds
(difference for A1 is 0.21, A2 is 0.39).
6.4 Proton diffusion at the membrane-water interface
Proton diffusion in the presence of a membrane-water interface was studied on fully
hydrated GMO lipid bilayer systems. As shown in Table 6.4, three systems with differing
in their salt concentrations were simulated: NaCl 0 mM, 200 mM, and 500 mM. For each
system, four separate runs of different lengths were performed, summing up to a total
of 115 ns Q-HOP simulation for each system. The average area per lipid for the three
systems varied between 38 A˚2 and 39 A˚2, which is in very good agreement to the known
experimental value of 38.6 A˚2 [388].
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Table 6.4: Average area per lipid (in A˚2) of GMO bilayers in Q-HOP membrane simulations at
310 K.
sim 1 sim 2 sim 3 sim 4 block
simulation 10 ns 25 ns 40 ns 40 ns average
NaCl 0 mM 39.7 38.6 39.1 38.3 38.8 ± 0.2
NaCl 200 mM 39.4 39.1 39.6 39.0 39.3 ± 0.2
NaCl 500 mM 39.0 38.9 38.6 38.5 38.7 ± 0.2
The last column gives the block average (10 ns blocks) and standard error calculated from all simulation
runs. The initial snapshots for sim 1–4 were taken from the corresponding equilibration trajectories at 20, 60,
60, and 80 ns respectively, where sim 2 and sim 3 ran with newly assigned velocities.
Figure 6.9: The average densities of different groups as a function of the distance to the mem-
brane center. Simulations of different ionic concentrations are shown with different line types.
Density curves are normalized for clarity, except for the sodium curves.
In the GMO membrane systems, the hydronium ion traveled rapidly from the
membrane interface to the bulk, and then back to the membrane. No preferential de-
position of the hydronium in the membrane was observed regardless of the ionic concen-
trations (see Fig. 6.10). In all cases, the outer hydrophilic region of the membrane which
has an increased water accessibility, was more frequently visited by the hydronium.
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Table 6.5: The diffusion coefficient of the hydronium ion in GMO systems and in the water
box systems.
DGMO3d D
GMO
xy DGMOz Dwaterbox3d
NaCl 0 mM 10.32± 0.25 11.45± 0.25 8.07± 0.45 10.03± 0.34
NaCl 200 mM 9.11± 0.27 10.18± 0.36 7.20± 0.23 9.54± 0.41
NaCl 500 mM 8.17± 0.16 8.92± 0.24 6.69± 0.26 8.77± 0.36
The diffusion coefficient D is obtained by fitting the MSD curve in the range of 10–100 ps applying the block
averaging procedure (10 ns per block). The value in the table has the unit of 10−5cm2s−1. The subscript
3d indicates that the diffusion is three dimensional, xy is lateral diffusion in the direction of the membrane
plane, and z is the one-dimensional diffusion along the membrane normal.
6.4.1 Proton mobility
In the presence of the GMO membrane, the hydronium ion was observed to diffuse non-
isotropically, i.e. it moved faster in the direction of the membrane plane than in the di-
rection of the membrane normal. As shown in Table 6.5, although the three-dimensional
diffusion coefficients of the hydronium ion in GMO systems were similar to those in
pure water, the diffusion of the hydronium in the direction of the membrane plane was
slightly enhanced whereas the diffusion in the direction of the membrane normal was
slightly suppressed, regardless of the salt concentrations.
The lateral diffusion of water molecules was shown to be slowed down in the
DOPC membrane-water interfacial region [132]. A similar reduction in hydronium dif-
fusion was also observed in GMO systems. By using sliding windows of about 15 A˚ in
thickness along the membrane normal, the slab lateral diffusion of hydronium as a func-
tion of the distance to the membrane was analyzed. As shown in Fig 6.10, the hydronium
mobility was drastically reduced when approaching the membrane. In the hydrophilic
lipid headgroup region (indicated with pink color in the figure), the hydronium diffusion
was decreased by at least 80% with respect to that in the bulk. The forward hopping rate
of protons (1.21 hops/ps) was similar to the one in bulk (1.19 hops/ps); however, the
backward hopping rate was increased by 13%.
Microscopically, the hydronium ions were seen to move rapidly in the water phase
and make frequent visits to the membrane hydrophilic region. Four oxygen-containing
groups in the GMO lipids are the potential hydronium attractors: the ester oxygens O1
and O2, and the hydroxyl oxygens O3 and O4. The hydroxyl groups are in the outermost
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Figure 6.10: The slab lateral diffusion coefficients of the hydronium ion (solid lines, smoothed)
and water (dashed lines) in the GMO simulations. The Dxy(s) values were obtained by fitting
the MSD curve in the range of 0.2–25 ps (hydronium) and 1–25 ps (water), where the MSD con-
siders displacement of the molecule within the slab windows [slabs−1,slabs+1]. The pink area
indicates the GMO headgroup region, and the grey area the carbon tail region. The hydronium
lateral diffusion in the bulk are also shown as reference (dotted lines).
part of the hydrophilic region, thus they are fully hydrated in the bulk water; whereas the
ester groups adjoining the hydrophobic core are less accessible to water. Both the water
accessibility of the lipid atoms and the local electrostatic potential influence the spatial
preference of the hydronium. It is seen from Fig. 6.11 that the ion stayed most of the time
in the bulk, i.e. at least two hydration shells away from any lipid oxygens. At the same
time, ion shuttlings between lipid atoms frequently occurred. A round-trip travel of the
hydronium (that goes from the bulk to the membrane, and then back to the bulk) was as
short as 0.4 ps. In the membrane simulations without salt, the mean time for a round-trip
travel reaching to the surface hydroxyl groups was 2.5 (O3) and 1.1 (O4) ps, whereas it
was 5.3 (O1) and 3.6 (O2) ps for the less hydrated ester oxygens. Also long term burial of
the hydronium ion in the membrane of up to 50 ps was rarely observed.
During each round-trip travel of the hydronium into the membrane, the hydro-
nium ion diffused for some distance before returning to the bulk. The lateral distance
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Figure 6.11: (top) Travelling of the hydronium ion from the bulk to the membrane and back
in GMO simulations (NaCl 0mM). The ordinate indicates the presence of the ion either close
to the headgroup atoms O1–O4 (distance < 0.6 nm), or in close contact with the membrane (<
0.4 nm to lipid tail atoms), or in the bulk. Note that four trajectories were concatenated in this
plot, so the total time length is 115 ns. (bottom) Close-up of the ion travelling behaviour for
100 ps from sim 2. In total, 14 hydronium round-trips to the membrane were recorded. Within
this period, the longest round-trip travel was 33.4 ps, from 7929.2 ps to 7962.6 ps (enclosed with
green bars) for a lateral distance of 1.9 nm. Snapshots of the hydronium diffusion on the mem-
brane surface are depicted in Fig. 6.12, and the trajectories taken for the images are indicated
here with letters a–d.
between the point of entry into (or close to) the membrane and the point of exit followed
an approximate Gaussian distribution. As shown in Fig. 6.13, the distance distributions
for round-trips reaching the deeper esters O1 and O2 are broad, i.e. the hydronium trav-
elled larger distances in the membrane than for round-trips reaching only the surface O3
and O4 groups. About 50 instances of long distance diffusions of 1-2 nm were observed
within 115 ns of Q-HOP simulation.
It is known that in the presence of salts, the Grotthus mechanism is suppressed
and the proton diffusion is decreased [389]. Indeed, our results show that the influence
of salts on hydronium diffusion is significant. At moderate to high salt concentrations,
hydronium diffusion was decreased by 5 – 13% in bulk water, whereas it was reduced
6.4. PROTON DIFFUSION AT THE MEMBRANE-WATER INTERFACE 121
(a) Diffusing onto the membrane surface (4 ps) (b) Wobbling back and forth (3.4 ps)
(c) Hopping across the lipids (16 ps) (d) Jumping back into the bulk (10 ps)
Figure 6.12: Snapshots of the 1.9-nm hydronium diffusion along the membrane surface ob-
served in sim 2 within a time window of 33.4 ps. Hydronium ions are drawn in light blue, and
the ones of the final frames in the shown trajectories are drawn in deep blue (see the letter a–d
in Fig. 6.11). GMO oxygens within 0.6 nm of the deep blue hydronium are indicated in red. In
total, the hydronium ion hopped 81 times and ran across the headgroups of 13 GMO lipids.
further by 5 – 7% in the presence of GMO membranes. As shown in Fig. 6.14, the mean
residence time of the excess proton on a water molecule was only slightly affected in
the presence of salts (colored •), however, the localization of proton between water pairs
was increased (colored ×). The computed forward hopping rates of the proton in the
membrane interfacial region were reduced by 7% and 12% for systems at 200 mM and
500 mM NaCl, respectively, while in bulk water the reduction was 5% and 9%.
Interestingly, in the membrane region the presence of salts affected the proton dif-
fusion differently in the inner hydrophilic region and the outer hydrophilic region. The
round-trip travel time of hydronium reaching O1 was increased from 5.3 ps to 5.6 ps in
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Figure 6.13: The normalized distributions of the lateral distance between the point of entry
and the point of exit of the hydronium round-trip travels in the membrane (without salt). The
mean µ and the standard deviation σ of the fitted gaussians are (O1) 0.16±0.31, (O2) 0.14±0.34,
(O3) 0.13±0.20, (O4) 0.12±0.16. For reference, two original histograms (O1 and O4) are shown
in thinner lines.
200 mM and to 5.8 ps in 500 mM NaCl. Also for reaching O2, the travel time was increased
from 3.6 ps to 4.2 ps for both salt concentrations. No salt-dependency was observed for
round-trips to strongly hydrated O3 and O4 atoms. Thus, the results show an increased
residence time for hydronium close to the hydrophobic tail region of the GMO bilayer in
the presence of NaCl.
So far, we described the diffusion behaviour of the excess proton within and in close
vicinity (<0.6 nm) of the membrane. With this small cutoff, the lateral distance that the
hydronium can travel is short, typically within 2 nm. However, it is not clear to which
cutoff distance the hydronium diffusion is affected by the existence of the membrane,
and how it compares to bulk water. To answer these questions, we calculated the lateral
diffusion distance distributions using cutoffs ranging from 0.3 nm to 2.3 nm (note that
2.5 nm is half the thickness of the water slab), and compared the distributions to the case
of a pure water box. The results are shown in Fig. 6.15: For small cutoffs of < 0.8 nm, the
distance distributions of the membrane system and water box were similar. For cutoffs
> 0.9 nm, the lateral distances travelled by the hydronium in membrane system are sig-
nificantly increased with respect to the distances in a pure water box, visualized as long
tails in the distributions. While bulk-like behaviour was not yet observed for a cutoff of
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Figure 6.14: Comparison of the mean residence time of the excess proton with a water molecule
or between a pair of water molecules. The former can be seen as the mean life time of the
hydronium ion. Shown are results for the pure water box simulations as well as for the GMO
simulations.
2.3 nm, a simulation system with an increased water layer thickness would be needed to
evaluate the maximum distance from the membrane within which the membrane is still
influential. Nevertheless, it is shown that the lateral proton diffusion close to surfaces is
significantly enhanced.
6.4.2 Proton solvation in the membrane
In the hydrophilic region of the GMO bilayer, the hydration of the GMO oxygens as ana-
lyzed from the radial distribution functions (data not shown) followed the sequence O4>
O3 > O1 > O2 with 2, 1.7, 0.7, and 0.2 water molecules in the first solvation shell, respec-
tively. Similarly, the hydronium ion which made also frequent visits to the GMO bilayer
had contacts with the headgroup oxygens following the same sequence. As shown in
Fig. 6.16, the hydronium radial distribution functions involving the GMO hydroxyl oxy-
gens O3 and O4 exhibit pronounced peaks at 0.26 nm, but for the esters O1 and O2 only
a small or no peak were found. For the former, the first peak is at the same distance as
the first peak of the corresponding rdf of water. This demonstrates that the hydronium
ion succeeds in penetrating into the first solvation shell of the GMO hydroxyl oxygens
distributed in the outer hydrophilic region of the membrane.
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Figure 6.15: The distribution of the lateral distance travelled by the hydronium in the GMO
system (parallel to the membrane surface) and in the pure water box. The distance is defined
as the lateral distance from the point of entry into the membrane (within a cutoff from the
membrane) to the point of exit of the hydronium. For the water box system, an imaginary
plane at different z coordinates was defined for the cutoff calculation. Here, different cutoffs
were used and indicated with different colors in the plots. Note that the water slab thickness
of the membrane system is about 5 nm. Considering the periodic boundary conditions and the
fluctuation of the system size, results for cutoffs beyond 2.3 nm were not considered.
The hydronium ion forms hydrogen bonds with the lipid headgroup atoms. The
dynamics of the hydronium ion in the membrane may be characterized by the hydrogen
bond time correlation function, C(t). The existence of a hydrogen bond is defined us-
ing geometric criteria with a donor-acceptor cutoff distance of 0.35 nm and a hydrogen-
donor-acceptor angle of < 30◦. Only for 0.35% of the total simulation time (115 ns) a
hydrogen bond is found between the hydronium and a lipid. It is therefore statistically
insufficient to calculate a smooth correlation curve and the hydrogen bond lifetime τHB .
But still, C(t) may be used to obtain the trend of the structural relaxation of the hydro-
nium in the membrane region.
The hydronium formed hydrogen bonds mostly with the hydroxyl groups in the
outer hydrophilic region of the bilayer (see also rdf, Fig. 6.16), with the hydronium ion
acting as donor. 56% of all hydrogen bonds to GMO lipids were formed to the O4 hy-
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Figure 6.16: The radial distribution function of the GMO oxygens around the hydronium oxy-
gen.
droxyl group, about 38% to the O3 hydroxyl group, and less than 6% to the carbonyl O1.
As the O2 atom has exceedingly low water accessibility and posseses a smaller partial
charge as compared to other GMO oxygens, the potential to interact with the hydronium
is expected to be very small (0.7% of hydronium hydrogen bonds to O2). Therefore, the
following correlation analysis is focused on the hydrogen bonds with O1, O3, and O4.
Fig. 6.17 shows the structural relaxations of the hydronium hydrogen bond with
different lipid oxygen groups. In all cases the hydronium-lipid hydrogen bond relaxation
times were smaller than those for hydrogen bonds to bulk water molecule. The lifetime
τHB to water is 2.20 ps while it is 20 % smaller for hydronium-lipid oxygen hydrogen
bonds (τHB=1.69 ps, 1.95 ps and 1.70 ps for O1, O3 and O4, respectively).
Notably, the rates of water relaxations in the bilayer (see the inset) are found to be
distinctly related to the locations of the oxygen groups in the bilayer – the deeper it is to
the hydrophobic core, the slower the decay of the correlation function, and vice versa. A
similar behavior was observed for the distance time correlation of charged Na+ ions to
GMO oxygens in 200 mM electrolyte (data not shown). This behavior is probably due to
a faster exchange of water molecules on the surface of the GMO bilayer.
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Figure 6.17: The autocorrelation function of hydrogen bonds between the hydronium ion and
the lipid polar headgroups involving the oxygens O1, O3, and O4 in Q-HOP membrane sim-
ulations. The dashed line gives the reference hydrogen bond relaxation of the hydronium as
calculated for the pure waterbox simulation. For comparison, the hydrogen bond time correla-
tion between GMO atoms and water in the classical simulation is displayed in the inset.
6.5 Conclusion and future work
In this work, we have re-implemented the Q-HOP method into the simulation package
GROMACS. Q-HOP is an efficient but approximate technique to simulate proton trans-
fer reactions in biomolecular systems. It is approximate meaning that structural details of
the proton particle at quantum level are neglected. Nevertheless, in Q-HOP, the Grotthus
mechanism is simulated by instantaneous hopping of a proton from the donor to the
acceptor molecule depending on the donor-acceptor distance and Coulombic environ-
mental effects. The current implementation as well as the method itself was evaluated
rigorously by long simulations of hydronium ions in bulk water (in total 200 ns) and in
the presence of bilayer membranes (in total 345 ns), a time scale which could not be ad-
dressed by previous implementations.
It was shown that with the Q-HOP method the proton diffusion coefficient at room
temperature could be reproduced quantitatively to the known experimental value, con-
firming previous Q-HOP simulation studies [140]. In additon, an almost linear depen-
dency of the proton diffusion coefficient on system temperatures from 240 K to 340 K was
obtained, in excellent agreement with the experimental observations [383].
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In Q-HOP simulations, the direction of proton hopping is not always linear and
one-directional (as in most schematic drawings of the Grotthuss mechanism); instead, the
proton hops quickly back and forth between water pairs before hopping to a new close-
by water molecule. At room temperature, the mean residence time of a proton on one
water molecule and between water pairs are 0.4 ps and 0.9 ps respectively. Additionally,
the radial distribution function and the hydrogen-bonded structure of the hydronium in
bulk water were investigated. Our results show that both the proton solvation structure
and dynamics are in reasonable agreement to the observations from experiment and the
more realistic albeit very slow MS-EVB model.
The proton mobility in the presence of a membrane interface was found to be
markedly different from that in bulk water. Our results have shown that although the
membrane slows down the diffusion of a proton in its vicinity as much as 80% to that in
the bulk, a proton may laterally travel along the membrane surface for larger distances.
Long distance proton travels in the vicinity of the membrane of up to 6 – 7 nm were ob-
served. Unlike water molecules being tightly captured in the membrane hydrophilic
region (exhibited by slow hydrogen bond relaxation rate), protons rapidly escape from
the bound lipids, and hop to neighboring lipids via bridging waters or retract back to the
bulk. This observation of long distance migration of protons along the membrane surface
is in agreement with experiments [390, 391]: Protons released by the integral membrane
protein Bacteriorhodopsin to the extracellular side of the purple membrane were detected
by fluorescein dyes attached in the cytoplasmic side. As the detection of protons in the
bulk is much delayed (0.8–1 ms longer), the existence of long range diffusion of protons
along the membrane surface is well justified. In the presence of salt, the diffusion of pro-
tons was decreased. In particular, longer detainment of the hydronium was observed in
the inner hydrophilic region, as compared to the salt-free condition.
In conclusion, the use of the Q-HOP method in studying proton transfer in biomolec-
ular systems is fruitful, as demonstrated by the previous work [157, 158, 372–374] and
presented here by our water and membrane results. As many interesting biochemical
phenomena take place in the regime of long time scales, fast and efficient methods al-
lowing the study of these systems are desirable. Future work will mainly focus on the
inclusion of proton hopping to titratable amino acids and investigate the effects of differ-
ent membrane compositions, also including membrane proteins, on proton diffusion.
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Chapter7
Summary & Conclusions
Biological transport is the key to maintain the living of the cell. It is ubiquitous and in-
volves ions and molecules of different sizes that are exchanged across the cell interior and
exterior, and between the cell compartments [1]. To understand such transport processes,
three fundamental questions need to be answered: What are the mechanisms of transport
along and across the boundary? What are the factors affecting these processes? And how
do the required substances arrive at the right place (supply) in the cell where the exchange
takes place?
In this thesis, we tried to shed some light on selected topics along this line by means
of molecular dynamics simulations. In particular, we investigated the influence of pro-
teins on the stability of membranes in electric fields [260], important e.g. for the rate of
spontaneous membrane pore formation [105]. Apart from its probable biological role e.g.
in ion transport, electropore formation by externally applied fields is widely used for the
delivery of drugs into cells [167], in electrofusion [180, 392], or for the site-specific deliv-
ery of drugs for the treatment of skin cancer [168, 169]. Another focus of our work [25]
was on the influence of the environment – in particular of lipids – on the transport of
ions through the simple ion channel gramicidin [192]. However, current force fields for
MD simulations can only be used with great care in combined studies of both phospho-
lipids and proteins or drugs as their development for different molecular species typ-
ically followed separate lines. Thereby, the validity of their combination in studies on
mixed membrane-protein systems may be questioned [129]. As a first step to solve this
discrepancy, we reported the development of a consistent force field for phospholipids
based on the generalized AMBER force field [132]. While the classical MD method is
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sufficient to simulate the interactions of proteins and lipids, the simulation of transport
processes such as proton transfer that involves chemical bond breaking and formation
is not possible. To this end, the quasi-classical Q-HOP method [140] was improved and
re-implemented in a fast simulation package. In this way, the long time scale diffusion of
protons in bulk water and in the presence of a membrane interface could be studied.
From our studies on gramicidin-DMPC systems (Chapters 3 and 4), two impor-
tant factors affecting the ion conduction through gramicidin channels were observed: the
conformation of the channel and the nearby lipid and water environment. Simulations of
the two experimentally determined main conformations of gramicidin with and without
applied external electric fields revealed that the so-called “non-channel” conformation
of gramicidin (DH) [209, 236] has both higher rates for water and for ion permeation as
compared to the “channel” conformation (HD) [237, 238]. For the former, the free energy
barrier of ion permeation was significantly decreased by ≈25 kJ/mol with respect to the
“channel” conformation. While the energetically favorable environment for ion perme-
ation inside the channel is crucially dependent on the organization of the atoms lining the
channel interior (in particular the carbonyl oxygens of the protein backbone), the stabi-
lization of a potassium ion at the pore entrance is determined mainly by the surrounding
lipids and their hydration shells. It was shown that lipid-ion interactions stabilize potas-
sium at the channel entrance with a favorable enthalphic contribution of ≈ –180 kJ/mol
in DH with respect to HD while this type of interaction is sterically largely hindered in
HD. Our results suggest that a different lipid species may not only affect the preferred
gramicidin conformation but also the strength of the lipid-cation interaction at the chan-
nel entrances.
Beside the transport through pore-like channels, non-protein regulated transport
through momentarily formed electropores can occur [180]. The formation of electropores
is strongly coupled to the transmembrane potential [392] and also to the composition of
membranes. In the study of gramicidin-DMPC systems with applied external electric
fields (Chapter 3), the gramicidin as a membrane protein was observed to have a sig-
nificant effect on the pore formation rate. When embedded in the bilayer, gramicidin
enhanced the membrane stability by increasing the lipid chain order and the membrane
thickness. Even this small transmembrane protein effectively decreased the probability
of forming a closed water file across the membrane as the initial step of electropore for-
mation.
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Unlike the transport across membranes which occurs in a localized region of the
cell, transport processes to specific sites are even more challenging due to increased time-
and length-scales. In this thesis, we have chosen to study the proton transport in bulk
water and close to a membrane surface due to its biological importance (Chapter 6). By
the use of the semi-empirical Q-HOP method [140] and our improved re-implementation
in a fast simulation packages [161], long simulations on the submicrosecond time scale
were feasible. Our results revealed that proton transport in the bulk water is a random
walk, whereas in the presence of a membrane surface, the proton mobility is laterally in-
creased with respect to that in the bulk. Although the proton diffusion in the vicinity of
membranes is significantly reduced, protons may laterally diffuse along membrane sur-
faces for large distances. On biological membranes, this surface diffusion may even be
further enhanced as shown in experiments [390, 391]. It may be speculated that this fast
2-dimensional diffusion of protons on the confined surface of cells or organelles greatly
simplifies the supply of ion/proton-pumps with protons with respect to 3D diffusion of
protons e.g. in the cytoplasma.
Both proteins and lipid membranes play a fundamental role in all biomolecular
transport processes. Thus, the predictive power of computational studies involving pro-
teins and membranes crucially depends on the underlying force fields and the combina-
tion of the lipid and protein force fields [129]. To this end, we developed a lipid force field
for DOPC and for GMO molecules based on the general AMBER force field [130] that was
parameterized consistently for proteins, DNA and other organic molecules (Chapter 5).
Our new lipid force field showed improved structural properties of DOPC membranes as
compared to existing popular lipid force fields. Although different lipid force fields dis-
played similar macroscopic properties, the molecular details like the hydration of lipid
head groups differed significantly.
In the following we will briefly outline current and relevant future directions for
the characterization of biological transport processes on the molecular level involving
method development, application studies, and necessary further force field develop-
ment.
Regarding computer simulations of biomolecular transport processes, on the one
hand, the length scale and the time scale of the studied processes will be further ex-
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tended to approach macroscopic level. To this end, coarse-grained models [98, 138]
which were available only since a few years will likely be one method of choice. Sim-
ilar to the atomic force field, coarse-grained models demand a vast amount of time and
effort in development and in validation, the baseline for acceptance will be their abilities
to produce results complying with experiments and atomistic models qualitatively and
semi-quantitatively. On the other hand, the intricate details involved in molecular trans-
port mechanisms win importance not least because of the quickly growing interest in the
design of new proteins within the emerging field of synthetic biology. Methods which
combine the accuracy of ab initio methods [362] and the efficiency of classical methods
yield a level of detail which cannot be provided by either of them alone. In this respect,
the various hybrid models (QM/MM models [365, 393]) serve as good starting points.
The focus of these models will probably be in solving the boundary problems inherent
in the mixing of systems of different scales described by different approximations. The
success of the Q-HOP method in studying proton diffusion prompts us for continuing
in extending the model to other titratable molecules within the framework of the GRO-
MACS program package [161].
For simulation applications, as more experimental structures of membrane pro-
teins are going to be uncovered, studies of the often sophisticated transport mechanisms
of large and complex channels are compelling. Our current work along this line includes
the study of the voltage-gated potassium channel (Kv) [394] and the calcium ATPase
channels [395]. For the latter, crystal conformations at different stages of the transport
process together with intermediate conformations sampled by MD simulations are ex-
pected to yield a complete picture of the transport mechanism.
As the predictive power of computational methods, in particular of MD simula-
tions, relies largely on the computational models and the underlying force fields, the
development of consistent force fields for lipids, proteins, and other organic molecules
will continue to be an important and indispensable focus of current research. In addi-
tion, consideration of polarization effects [139], which were observed to be prominent
at the hydrophobic-water interface, will gain considerable importance with further in-
creasing computational power and increasing demands on the predictive power of MD
methods. Current simulations of membranes mostly involve single homogenous lipid bi-
layers. However, the influence of the membrane composition with various biochemically
relevant lipids and membrane-anchored molecules on transport processes is receiving
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great attention. Model membranes mimicking more physiological biomembranes will be
a basic requirement for realistic studies of transport processes. Besides the developed
general AMBER force field for DOPC, we are currently working on the development of
force fields for other phospholipids such as DMPC, POPC, and anionic lipids such as
POPG and POPS, which are known to have a significant influence on the function of
membrane proteins. Finally, currently modeled systems including several finite bilayers
will for the first time allow unbiased studies on membrane fusion and fission [396].
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