To support atmospheric remote sensing applications, line positions, intensities, self-and nitrogen-broadened linewidths and their temperature dependences and pressure-induced shifts in line positions at room temperature were measured up to JЈ and NЈ ϭ 22 for the oxygen A band at 13 122 cm Ϫ1 . Line intensities were obtained with 1% precisions and 2% absolute accuracies using absorption spectra recorded at Doppler-limited (0.02 cm Ϫ1 ) resolution with the McMath Fourier transform spectrometer (FTS) located at Kitt Peak National Observatory/National Solar Observatory in Arizona. The oxygen line positions were calibrated using near-infrared transitions of the 2-0 and 3-0 bands of CO as secondary standards. The intensities and positions of seven H 2 O lines near 13 900 cm Ϫ1 were also remeasured to validate the FTS performance. The O 2 intensities fell within 1% of the values currently assumed for the molecular databases, but it was found that broadening coefficients and line positions should be revised for the A band of molecular oxygen.
INTRODUCTION
The accuracies of the molecular parameters are a limiting factor in the determination of the atmospheric quantities like pressure and temperature from remote sensing spectra (1) . The most important of these are the line intensities. However, as seen in Table 1 , the scatter among published bandstrength measurements for the A band of O 2 (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) is significantly larger than the 1% accuracies required for current monitoring technologies; in fact, Table 1 omits several studies that reported more divergent values (see Refs. 9 and 13 and the references therein). Most of the bandstrengths in Table 1 fall into one of two groups. Some values (generally absorption obtained through broadband integration of observed spectra) give an averaged total intensity of 2.13 ϫ 10 Ϫ22 cm Ϫ2 /(molecule ϫ cm Ϫ1 ), while other values (bandstrengths often reported from line-by-line analysis of high-resolution spectra) result in a mean value of 2.28 ϫ 10 Ϫ22 cm Ϫ2 /(molecule ϫ cm Ϫ1 ). Values far from these two groups (2) (3) (4) 14) are viewed as spurious.
For the 1996 version of the HITRAN database of molecular line parameters (15, 16) , the line intensities of the oxygen A band at 760 nm (13 122 cm Ϫ1 ) were revised using the work of Ritter and Wilkerson (12) , even though their results were 8 -10% higher than bandstrengths then available in the literature. The change represented an increase of 16% from the values assumed in earlier editions of HITRAN (17) . This present study was undertaken at the end of 1997 primarily to validate the 1996 HITRAN intensities for EOS (Earth Observing Satellite) investigations like SAGE III (18) which desire 1% accuracies. Concurrently, independent studies of intensities and pressure broadening were performed by investigators using different spectrometers. Avetisov and Kauranen (7) measured two transitions using a two-tone frequency modulation with diode lasers while Newnham and Ballard (9) used a Bruker FTS; these two studies supported a lower value of integrated intensity. More recently, Schermaul and Learner (13) obtained bandstrengths and self-broadened linewidths at different temperatures from the measurement of some 65 individual transitions; their bandstrength fell close to the higher value of Ritter and Wilkerson. Finally, VanZee et al. (11) measured one transition with a cavity ring-down spectrometer which matched the higher intensities. As will be described in this paper and shown in Table 1 , our bandstrengths agree with HITRAN values to within 0.2%, and our self-broadened widths are within 2% of those reported by Ritter and Wilkerson. We also measured nitrogen-broadened widths, pressure-induced shifts in line positions, and the temperature-dependent coefficients for the widths. From these we computed corresponding airbroadened coefficients. Finally, we calibrated the O 2 line positions using the 2-0 and 3-0 bands of CO near 4260 and 6350 cm Ϫ1 (19, 20) , respectively. These form the basis for specific improvements in the database for the oxygen A band.
THEORETICAL BACKGROUND
The A band plotted in Fig. 1 arises from the (0 4 0) vibration levels of the b 1 ⌺ g ϩ -X 3 ⌺ g ϩ electronic transition of molecular oxygen through its magnetic dipole moment (21) . The rotational levels are described (22) by the angular mo-menta N and J, where J is total angular momentum equal to the sum of the rotational (N) and spin (S) angular momenta. The triply degenerate ground state X 3 ⌺ g ϩ is comprised of levels designated by JЉ ϭ NЉ Ϫ 1, NЉ, NЉ ϩ 1, with only odd values of N being allowed by symmetry. In the b 1 ⌺ g ϩ upper state with S ϭ 0, the only available states are those with even values of N and N ϭ J. The A band is then comprised of four types of transitions involving ⌬N NЉ ⌬J JЉ, limited to PP, PQ, RQ, and RR. The expressions required to model the observed energies and the line intensities are essentially those given by Watson (22) and thoroughly described in previous studies (12, 13, 16, (23) (24) (25) (26) .
For the HITRAN database (15), the ground state levels for the main isotope of molecular oxygen were obtained from the studies of Rouille et al. (23) and Zink et al. (24) . The upper state levels of the A band were computed from the analyses of Zare et al. (25) and Albritten et al. (26) using atmospheric and air-broadened laboratory data from the 1948 measurements by Babcock and Herzberg (21) . As indicated earlier, the A-band intensities were taken from Ritter and Wilkerson (12) . It was intended (as described in Table 3 of Gamache et al. (16) ) that the air-and self-broadened widths for the A band and the B band also be based on the work of Ritter and Wilkerson (12) who had reported self-broadened widths and measured a few air-broadened lines. However, above 10 000 cm Ϫ1 , all the oxygen widths from the 1992 HITRAN (17) were inadvertently retained; the older widths were higher by 5-15%. The temperature dependence of the widths in both databases was set to Table 2 ). The spectral transmission is in arbitrary units. 0.71, and no pressure shifts were given. The present empirical measurements were undertaken in hopes of improving the 1996 HITRAN values.
EXPERIMENTAL DETAILS
Special care was taken in performing the experiment in order to obtain the best possible precisions and accuracies. Spectra were recorded using the FTS located at the National Solar Observatory on Kitt Peak Mountain in Arizona. The FTS is a folded Michelson interferometer with a total internal path of approximately 12 m from inputs to outputs. The maximum path difference produced by the movable cat's-eye mirrors is 1 m. The optical beam is passed through a circular aperture to the beamsplitter and is ultimately imaged onto two outputs which have complementary phases so that the sum and difference in the signals produced by two matched detectors can be used to record the interferogram.
Over three dozen laboratory absorption spectra were obtained in four different sessions at Kitt Peak between October 1997 and March 1999. The optical source was a quartz projection lamp, the detectors were Si photodiodes, and the beamsplitter was made of dynasil (fused silica) with a silver coating. The spectra were integrated for 70 -80 min in order to achieve signal-to-noise ratios of 300 to 1 with a band pass from 8700 to 15 000 cm Ϫ1 ; a sample unapodized spectrum is shown in Fig. 1 . Since the full-width of a Doppler-broadened oxygen line at 13 100 cm Ϫ1 is 0.028 cm Ϫ1 , at 0.02 cm Ϫ1 resolution, even the spectra recorded with the gas sample at low pressure were Doppler-limited.
The gas sample conditions are summarized in Table 2 . The scans involving pure oxygen samples (Set A) consisted of nine scans at room temperature and six at cold temperature (from 202 to 224 K) from which the line intensities, self-broadening widths, temperature dependencies, and pressure-induced shifts in line positions at room temperature were obtained. The nitrogen-broadening coefficients were obtained from the runs labeled Sets B and C in Table 2 . The nitrogen-oxygen mixtures (Set B) were made in the absorption chamber by adding increasing amounts of nitrogen for each successive scan. The resulting oxygen abundance ranged from 6 to 9%. Synthetic dry air (Set C) from a cylinder was used for the six cold temperature scans. Ambient air at room temperature with 1% water (Set D) was obtained by drawing air from the room into the absorption cell containing a few Torr of water; the partial pressure of oxygen was determined by subtracting the water pressure from the total and multiplying the resulting pressure by 0.2095 (27) . Sets E and F were acquired to check of the FTS performance and to calibrate the oxygen line positions, respectively.
Three absorption cells were used. For most scans, a quartz single-pass cell 2.4-m long and a stainless steel multi-pass (white) cell of 6-m base were placed simultaneously in the optical beam (as in Ref. 28) . Then transitions in the 3 3 regions of H 2 O near 10 900 cm Ϫ1 (29) or C 2 H 2 near 9600 cm Ϫ1 (30) were scanned simultaneously (with the oxygen samples) so that positions could be normalized to a common scale in order to determine the pressure shifts at room temperature. The footnote in Table 2 indicates which species were used for the calibration in specific scans. For the cold sample spectra, a coolable, stainless steel, 1-m-base multipass chamber was employed by itself. As a result, a consistent calibration was difficult to achieve from run to run so that the temperature dependence of the pressure shifts was not determined. The external path between the cells and the FTS were purged vigorously with the effluent from two liquid-nitrogen Dewars. Empty cell scans were done to confirm that the purge was effective in removing absorptions of both water and oxygen arising from the atmosphere.
Temperatures and pressures were continually monitored during the scanning. For pressure, three (10, 100, and 1000 Torr) new differential capacitance manometers were used with a turbo pump evacuating the reference side of the gauge. The readings of the gauges near 0, 10, and 100 Torr were compared to insure internal consistency. When the 1000 Torr gauge was cross-calibrated against a mercury manometer, it read within 0.3% at 600 Torr. Temperatures were determined to 1.5 K for the room-temperature scans using thermistors and to 10 K for the cold data using three platinum resistance thermocouples (imbedded in the barrel of the cold cell). The larger uncertainty for the cold data arose from some undetermined systematic problem with the thermocouples. Ultimately, for the cold scans, the rotational temperature of the gas was determined using Eq. 6b in Ritter and Wilkerson (12) with the retrieved intensities at room and cold temperature. The effective temperatures were 5-7 K higher than the recorded values.
Experimental line parameters were retrieved from individual spectra using nonlinear least-squares curve-fitting software described previously in Ref. (31) . As in Fig. 2 , the differences between the observed and computed spectra are minimized by adjusting the values of the positions, intensities, and widths. The measurements become the values used in the last iteration of the synthetic spectrum. A Voigt lineshape computed using Humlicek (32, 33) and convolved with a sinc function for the instrumental lineshape was sufficient for shorter path data because the optical depths were generally less than 30% (as in Fig. 2 ). However, for three room-temperature scans (listed with 25-m paths in Table 2 ), the optical depths increased to 85%, and the effective signal-to-noise across the strongest lines became sufficient to reveal the characteristic "w-shaped" residual associated with a Galatry (34) profile being modeled with a Voigt lineshape. The intensities retrieved from the longer path scans using the Galatry profile were within 0.5% of those obtained from the scans reduced with the Voigt lineshape, but the Galatry widths were 1.5-2.5% higher than the Voigt widths.
When performing any empirical study, it is always wise to check the performance of the spectrometer by remeasuring known transitions. Unfortunately, in this spectral region there was a dearth of calibration standards for intensities (and also for frequencies (35) ). However, a search of the literature revealed that the intensities of seven H 2 O lines near 13 900 cm Ϫ1 had been measured previously by four studies (36 -39) , and in addition, four H 2 O spectra had already been recorded using the Kitt Peak FTS. In Table 3 , the seven H 2 O lines are shown with corresponding intensities obtained by averaging the individual values; the differences between the average and the values reported by each study are listed as well. To check the operation of the FTS during the present effort, five additional spectra of H 2 O (Set E in Table 2 ) were obtained during the sessions for the oxygen data using exactly the same resolution, detectors, cells, pressure gauges, and optical alignments. These data confirmed that the FTS had a good zero (from 0.1 to 0.8%) for totally saturated features and that, as seen in Table 4 , the retrieved line intensities of the standard H 2 O lines could be reproduced to within 0.9% (Ϯ1.4%) of the averaged values. Two additional low-pressure spectra of CO were also obtained (not listed in Table 2 ). The 3-0 band line intensities retrieved from these spectra agreed within 2.0% of the independent measurements by Henningsen et al. Table 2 ). The spectral transmission is in arbitrary units.
TABLE 4 Check of the FTS Performance by Remeasuring Water Intensities † TABLE 3 Intensity Standards for the Visible Wavelengths Based on Measured Water Lines †
the intensities from the CO spectra are being combined with the new data recorded with a Bomem and reported separately (42) .
To calibrate the oxygen A-band line positions, a broadband spectrum covering the 3800 -15 000 cm Ϫ1 region was also obtained to reference the O 2 line positions to the positions of the 2-0 and 3-0 bands of CO (19, 20) . For this run, a Si photodiode and an InSb detector were used simultaneously, in the manner done previously with the Kitt Peak FTS by Mandin et al. (36) . The sample conditions involving a mixture of water, carbon monoxide, and oxygen in the long path cell and acetylene in the 2.4-m cell are listed in Table 2 (Set F). Some two dozen transitions of the 2-0 band of CO from 4294 to 4336 cm Ϫ1 and 33 transitions of the 3-0 band of CO from 6270 to 6400 cm Ϫ1 were matched to the reported values of Pollock et al. (19) and Picque and Guelachvilli (20) , respectively, to determine the multiplying correction factor of 1.0000000018 [33] for the observed positions. The rms agreement for the calibrated lines in the two CO bands was 0.00018 cm Ϫ1 , and the difference between the calibrated and "raw" O 2 positions was only 0.00025 cm Ϫ1 . The uncertainty for the calibration factor implied that the absolute accuracy of the oxygen positions above 10 000 cm Ϫ1 was 0.001 cm Ϫ1 at best. This is somewhat verified by the comparison of water positions shown in Table 4 using lines previously calibrated by Mandin et al. (36) using the same FTS and lines of N 2 O previously referenced to 2-0 band of CO (19) . Therefore, the precisions of the positions seem to be at least Ϯ0.0003 cm Ϫ1 , and the absolute accuracies are thought to be 0.0015 cm Ϫ1 or better. Satisfied with these checks of the instrument, we then proceeded with the systematic reduction of the data. Spectra involving the pure oxygen were used to obtain the line intensities along with the self-broadened widths (␥ ϭ half-width at half-maximum) and pressure-induced shifts in line positions (␦ ϭ (shifted) Ϫ 0 ). The room-and cold-temperature widths of each transition were combined to determine the temperature dependence coefficient "n" from ␥/␥ 0 ϭ [T 0 /T ] n for each upper state J,N. The pure-oxygen Lorentz widths from Set A data were fitted to the linear expression ln
For the cold scans, the effective temperature T was the rotational temperature of the gas obtained from the measured intensities. T 0 was set to 296 K so that a least-squaredfitted width at 296 K could be obtained from the intercept ln[␥ 0 ]. The [␥ 0 ] widths from the cold and warm data combined were generally within 1% of the widths obtained from the room temperature data alone. For the pressure shifts, the observed line positions from the various scans, including low pressure spectrum from Set F, were calibrated using water or acetylene transitions, and a linear fit of shift vs pressure was performed for each transition. For the retrieval of the nitrogen-broadening coefficients, the self-broadened linewidths and shifts of the present experimental results were used to remove the selfbroadened contribution from the total observed total width and shift in order to compute the N 2 contribution. The pressure shifts obtained from the moist air spectra (Set D) were found to be in general agreement with the observed shifts from data sets A and B.
Although not used for the final determination of intensity shown in the next section, the derived A-band line intensities obtained from the nitrogen-oxygen mixtures and moist ambient air were also considered. In Table 5 , the observed/calculated intensity ratios are given for four data sets; the linecalculated intensities are taken from the 1996 HITRAN database (15) . The number in parentheses is the rms in percent for some 44 measured lines. The three sets (A, B, and D in Table 2 ) involving pure oxygen, mixed nitrogen with oxygen, and moist ambient air agree with an rms of 0.5% (Ϯ1%). One very surprising result is that the intensities from a few additional spectra using commercial dry air at room temperature (labeled dry air in Table 5 ) produced intensities that were 10.5% lower. An oxygen abundance of 20.95% was assumed for both the "synthetic dry air" and "moist room air," and yet the A-band intensities obtained were very different. Because of this discrepancy, the room-temperature dry air runs are not listed in Table 2 , and they were used only to determine the actual abundance of oxygen (18.7%) in the cold sample scans (Set C). The cylinder of dry air had been purchased three or four years earlier, and perhaps some oxidation had occurred changing the partial pressure of oxygen. This is not the first instance in which synthetic dry air from a cylinder contained less oxygen than natural atmospheric air; Liebe et al. (43) noted a 2.5% oxygen deficit with a cylinder of synthetic dry air. One of course immediately wonders if this variation in the air sample could have contributed to the variation of intensity results for the A band, but in fact very few investigators (9) have used synthetic dry air for the intensity measurements.
In a sense, we have performed the intensity portion of the experiment three times using three different types of gas samples (pure oxygen, oxygen plus nitrogen mixed in the cell, and moist ambient air), and the observed intensities from the three sets agree within 0.5 Ϯ 1.0%. Our experimental intensities of seven H 2 O line and some 30 CO transitions are within 1.5-2% of values in the literature. These comparisons thus lead us to believe that our absolute accuracies for intensities are 2.0% or 
RESULTS AND DISCUSSION
The individual measurements for 44 transitions of the oxygen A band listed in Table 6 are grouped according to the upper state quantum number JЈ ϭ NЈ. The observed positions and line intensities in natural abundance (without correcting for the isotopic abundance) are shown along with the upper state value of J (ϭN). The positions are retrieved from data set F, and the intensities are taken from Set A spectra. These are followed by the nitrogen-and self-pressure-broadened coefficients: the linewidths (HWHM) and pressure-induced shifts. The last entry is the quantum assignment showing ⌬N NЉ ⌬J JЉ. The units are, respectively, wavenumbers (cm Ϫ1 ) for the positions, cm Ϫ2 /atm at 296 K for the intensities in natural abundance, and cm Ϫ1 /atm at 296 K for the widths and shifts. The values in parentheses give the experimental uncertainties based on the rms of measurements from the individual spectra. These are expressed in percent for intensities and widths. For pressure-induced shifts, the uncertainty of the last digit is shown in the parentheses.
The line intensities are considered first. The experimental precisions are confirmed to be Ϯ1% by comparing experimental and calculated values in Fig. 3 . For this comparison, the calculated intensities in normal isotopic abundance are taken directly from the 1996 HITRAN database (15) which had adopted (16) the intensities of Ritter and Wilkerson (12) . The mean differences between the 44 observed and calculated intensities are Ϫ0.2% with an rms of 1%, thus confirming the HITRAN calculated intensities and the Ritter and Wilkerson measurements. As was seen in Table 1 , the present values fall within 1% of results reported by Ritter and Wilkerson (who used a diode laser spectrometer) and Schermaul and Learner (13) (who used a Bruker FTS). Moreover, with a cavity ringdown spectrometer, VanZee et al. (11) obtained a intensity of the PQ (9) which implied a bandstrength 1% lower than Ritter and Wilkerson. In contrast, the two transitions of Avetisov and Kautanen (7) and the integrated intensity of Newnham et al. (9) (who also used the same Bruker FTS as Schermaul and Learner) are both closer to the lower set of band intensities (most of which were determined by integrating the whole spectrum). With 1% precision and measurements to only J ϭ 24, we are not able to confirm the Herman-Wallis factor of F ϭ 1 ϩ 0.0005 m obtained by Schermaul and Learner from their room-temperature data involving transitions up to J ϭ 34.
There is no clear explanation why lower resolution studies obtain lower values of bandstrengths compared to most of the high-resolution studies that measure individual lines (with the exception of Avetisov and Kautanen (7)). We do note that the absolute accuracy of the measurements in the earlier decades are estimated to be 4 -8%, and this contributes to part of the differences. However, given the number of attempts to measure the intensities, it is surprising that the global average of measured bandstrengths do not match recent high-accuracy determinations. In any case, given the good agreement of present results with the HITRAN calculation and with three line-byline studies (11-13) which used different types of spectrometers, no further analysis for bandstrength and dipole moments was performed in the present study. The present study indicates that the atmospheric requirement that intensities of the oxygen A band be accurate to 1% is being met by the 1996 HITRAN database.
The pressure-broadening coefficients listed in Table 6 are interesting in themselves. As seen in Figs. 4 and 5 , where the self-and nitrogen-broadened widths are plotted as a function of the upper state J ϭ N, these coefficients vary smoothly according to the upper state quanta. The difference of widths at the highest J indicates a breakdown of the experimental precision, but the observed widths of the low N ϭ J lines, particularly R1R1, are thought to be representative of their true behavior rather than poor measurement. The experimental precisions of the widths of Ϯ1.5% or better (based on the %rms agreement between spectra) are easily validated because, as seen in Table 6 and Figs. 4 and 5, the oxygen A-band transitions to the same upper state energy level have the same widths. This behavior is in contrast to the widths of other diatomic molecules like HF (44) or NO (45) for which transitions of the same "m" have similar widths (where m is JЉ for P-branch lines and JЉ ϩ 1 for R-branch lines); for example, the widths of P3 and R2 are nearly equal in HF and NO. For each A-band transition of oxygen, the self-and N 2 -broadened widths are also nearly equal, as seen in Table 6 . The selfbroadened widths are slightly smaller at low J and become slightly larger than the N 2 -broadened widths near JЈ ϭ 14. This is consistent with the observations of Ritter and Wilkerson who measured five air-broadened widths and reported the ratio of air-/self-broadened widths to vary from 1.025 at JЈ ϭ 0 to 1.002 at JЈ ϭ 20.
Because the widths vary in this manner as a function of the upper state quantum numbers, widths for the four transitions associated with the same upper state can be averaged together to achieve better precision (but not absolute accuracy); these are shown in Table 7 . In the middle columns are shown the averaged widths, the experimental uncertainty (%rms based on the average of four values) and also an observed Ϫ calculated width in percent; the calculated widths are obtained by fitting the observed widths to quadratic expressions given in the lower half of Table 7 . The rms of the observed minus calculated widths is 1.2 and 1.1% for the self-and nitrogen-broadened widths, respectively, confirming an experimental precision based on agreement between individual spectra. In the last column of Table 7 , the air-broadened widths are computed from the averaged observed self-and N 2 -broadened widths assuming a "natural air" with 20.95% oxygen and the remain- Ϫ5 cm Ϫ2 /atm at 296 K and widths and pressure shifts in cm Ϫ1 /atm at 296 K. The value in parentheses is the computed rms of the average in % for intensities and widths and in 0.0001 cm Ϫ1 /atm for the shifts; these should be taken to be the precision, not the absolute accuracy.
‡ The average shift is computed using shifts for N 2 -and self-broadening; it can be used for the air-broadened pressure shift.
der assumed to be nitrogen (thus ignoring the 0.9% argon abundance). While there have been numerous studies in which a few selected linewidths of oxygen were measured (such as Refs. 46 -50 and the references therein), only the two studies of the A band which measured self-broadening through the whole band at high resolution (12, 13) are being considered for detailed comparison. Both Ritter and Wilkerson and Schermaul and Learner give plots of self-broadened widths vs quantum numbers for a number of other studies; since the present self-broadened results overlay the Wilkerson and Ritter values so closely, the reader is referred to these papers. Instead, the J,N-averaged self-broadened widths of the present study from Table 7 are compared to the corresponding J,N-averaged values computed from Refs. (12) and (13) . For this, the ratios of the J-averaged widths of the other studies to the present values are plotted in Fig. 6 as a function of JЈ. The Ritter and Wilkerson study is only 2% higher than the present study, but the Schermaul and Learner values are 11-19% higher. It is important to note that the present FTS data were reduced assuming a Voigt shape for the higher pressure data, whereas the Ritter and Wilkerson study modeled their diode laser spectra with a Galatry profile. Schermaul and Learner (13) did not have a Galatry profile implemented, so they instead used the Voigt expressions and decreased the effective oxygen Doppler width based on the Galatry narrowing coefficient. As a result, their widths are in a sense a "nonstandard" result. Therefore it would not be appropriate to attempt to obtain more precise and accurate linewidths by simply taking averages of widths of Ritter and Wilkerson, the Schermaul and Learner, and the present study. Attention must be given to what lineshape will be used in a given application. To facilitate the computation of the Lorentz widths, the polynomials at the bottom of Table 7 are recommended for applications that assume a Voigt profile. The comparison in Fig. 6 suggests that corresponding Galatry widths may be obtained by a ϩ2% scaling of these computed Lorentz widths. It is thought that the present widths have an overall precision of 1.2% and an absolute accuracy of 2.5%.
The widths at cold temperatures displayed similar variation with JЈ ϭ NЈ. Therefore, the fitted temperature-dependence coefficients of four individual transitions involving the same upper state levels were averaged together to obtain the values listed in Table 7 . The temperature coefficients decrease with increasing JЈ, NЈ, going from a high of 0.77 to 0.6. The percent uncertainty in parentheses is the rms agreement between the "n" values for the four individual transitions; this rms should be taken as an upper limit for precision since the precisions for the individual transitions are generally no better than 10%. Since the self-and nitrogen-broadened temperature dependences are so similar, we reason that more precise values can be obtained by averaging these two coefficients at each JЈ, and we recommend these averages (shown in the last column of Table 7 ) be used for air-broadening temperature dependences in the databases. Based on the width uncertainties and the unexpected gas temperature uncertainties, the absolute accuracies of the temperature coefficients are estimated to be only Ϯ15%. A large error source in the determination of these coefficients is the fact that the rotational temperatures of the gas based on the line intensities were some 6 K higher than the temperatures indicated by the thermocouples. Despite these large uncertainties, the present values do compare well with the average temperature dependence coefficient of 0.69 reported by Schermaul and Learner (13) for self-broadened widths and the value of 0.71 assumed in the 1996 HITRAN database (15, 16) for air-broadened widths; as shown in Table 7 , the average of all present computed air-broadened temperature dependence coefficients is 0.70.
The line positions listed in Table 6 are determined from a spectrum recorded with two absorption cells containing mixtures of CO, O 2 , H 2 O, and C 2 H 2 at low pressure (Set F in Table   TABLE 7 2). The sets of empirical upper state energies in Table 7 are obtained by adding the calculated ground state from the 1996 HITRAN database to the four transitions that involve the same upper state level. The rms agreement of the energies levels shown in parentheses indicates the line center precisions to be 0.00035 cm Ϫ1 . Unfortunately, the absolute accuracy of the calibration can not be confirmed because the reported positions in the literature differ greatly (by as much as a factor of 30 compared to our precision). As seen in Table 8 , the present positions are 0.0015 (Ϯ0.0007) cm Ϫ1 higher than the "uncalibrated" positions given by Schermaul and Learner (13) Ϫ1 so that a new fit of the ground state may be needed). If the absolute positions and self-broadened pressure-induced shifts could be validated, the A band of oxygen would be a convenient calibration standard for the visible region. However, because of these current discrepancies, detailed analysis of the positions is being deferred until new investigations can be attempted.
The high-resolution studies (present, Schermaul and Learner, and Phillips et al.) show that the positions being used in the HITRAN database (15, 17) have systematic differences that change with quantum number. For example, in Table 8 the differences between the present positions and 1996 HITRAN values vary from 0.0128 cm Ϫ1 at low J to 0.0046 cm Ϫ1 at J ϭ 20. This is partly because HITRAN A-band positions are based on old line data (21) in which the line centers were pressureshifted; the "gas sample" of Babcock and Herzberg was an open air path of 30 m, and their calibration standards were Ne lines. The old rotational constants for the upper state levels have in a sense absorbed the effects of the pressure shifts, and better values of B and D are now available from the work of Phillips and Hamilton (54) . However, before the line positions can be revised in the databases, the band center must be validated.
For atmospheric remote sensing, the air-broadened shifts must also be known. In principle, the values in Table 6 provide the necessary information for shifts. Like the widths and temperature coefficients, the present self-and nitrogen-broadened shifts often have similar values for each transition. Therefore the precisions of the air-broadened pressure shifts can be improved by simply averaging the measured self and N 2 shifts; these have been listed in Table 6 in the column labeled "average." Unfortunately, other reported laboratory measurements of shifts in the literature (54 -58) are scarce or inconsistent with the present results. As seen in Table 9 , the self-broadened shifts of two transitions reported by Avetisov and Kauranen (7) are similar to the present values: for R15Q16, Ϫ0.00575(10) vs the present Ϫ0.0053(3) cm Ϫ1 /atm and for R17R17, Ϫ0.00610(15) vs the present Ϫ0.0051(7) cm Ϫ1 /atm. Older studies (55-58) for self-and air-broadened shifts also reported averaged shifts between Ϫ0.004 and Ϫ0.008 cm Ϫ1 /atm. However, the present results do not agree with a recent study by Phillips and Ham- ilton (54) who measured the most individual transitions. As indicated in Table 9 , unlike the present study, their self-and nitrogen-broadened shifts are not nearly equal, and the size of the shifts are much larger than the present values; their selfbroadened shifts range from Ϫ0.007 to Ϫ0.017 cm Ϫ1 /atm while their nitrogen-broadened shifts range from Ϫ0.016 to Ϫ0.021 cm Ϫ1 /atm. The lack of validation from other experiments and the scatter within the absolute wavenumber calibration of the positions therefore cause some concern about the absolute accuracies of the pressure-induced shifts listed in Table 6 . The wavenumber scales for the oxygen spectra at 13 122 cm Ϫ1 have been normalized using C 2 H 2 at 9600 cm Ϫ1 and H 2 O at 10 600 cm Ϫ1 and perhaps there may be systematic errors arising because the lines of the two calibration species are 2500 -3500 cm Ϫ1 below the oxygen A band. The absolute accuracy of the shifts is therefore taken to be no better than Ϯ0.0015 cm Ϫ1 /atm (even when the computed precisions shown in Table 6 are a factor of 5 smaller). However, if one assumes that the widths are at least internally consistent, then the plots of self-and nitrogenbroadened shifts in Figs. 7 and 8 , respectively, highlight some interesting trends vs the upper state J ϭ N. Both set of shifts are negative and become increasingly more negative with increasing upper state J. For the N 2 -broadened shifts, the PPand PQ-type transitions are generally larger than the corresponding RQ and RR type at each JЈ up to J ϭ 15; a similar pattern is barely discernible in the self-broadened shifts. Therefore, unlike the widths, the shifts for lines to the same upper state levels are not exactly the same at each JЈ and NЈ. Additional effort is needed to obtain a consensus about the shifts, and this will require full and careful measurement across the whole band.
The precisions and absolute accuracies of the five types of empirical parameters being reported have been carefully evaluated here. Our estimates for these uncertainties are summarized in Table 10 .
CONCLUSION
Atmospheric applications require that the transition parameters be known with confidence, and this can be achieved only by several investigators repeating important measurements using different spectrometers. In the present study, the line intensities of the oxygen A band at 13 122 cm Ϫ1 have been measured with precisions of 1% and absolute accuracies of 2%. The accuracies are confirmed by comparing our measurements for oxygen, water, and carbon monoxide with those of other investigators who used diode laser, Fourier transform, and cavity ring-down spectrometers. The present measurements and those of three other studies are within 1% of the A-band line intensities currently being used in the 1996 HITRAN database. However, there remains a puzzling mystery in that intensities generally measured from broadband integration of the spectrum are 7% lower than most of the recent line-by-line analyses. Some of the discrepancies with older measurements are likely due to their experimental uncertainties (4 -8%). Pressure-broadening coefficients (self-and nitrogen-broadened widths, temperature dependencies, and shifts) are now available for atmospheric applications, and these should be incorporated into the next edition of the database. Within the precisions of the present data, the broadening coefficients are seen to vary smoothly with the upper state quanta, and for each transition in the A band, the self-and nitrogen-broadening coefficients are nearly equal. It is surprising that line parameters of a simple molecule like oxygen have remained so uncertain for so long. Its investigators have been challenged to obtain absolute accuracies commensurate with their demonstrated precisions. We hope that the results reported here will be confirmed by other studies to remedy this situation. The oxygen A band will be very useful as a laboratory calibration standard at the visible wavelengths if the line positions and pressure-induced shifts can be validated and improved.
