From social science to biology, numerous applications often rely on motifs for intuitive and meaningful characterization of networks at both the global macro-level as well as the local micro-level. While motifs have witnessed a tremendous success and impact in a variety of domains, there has yet to be a fast and efficient approach for computing the frequencies of these subgraph patterns. However, existing methods are not scalable to large networks with millions of nodes and edges, which impedes the application of motifs to new problems that require large-scale network analysis. To address these problems, we propose a fast, efficient, and parallel algorithm for counting motifs of size k = {3, 4}-nodes that take only a fraction of the time to compute when compared with the current methods used. The proposed motif counting algorithms leverages a number of proven combinatorial arguments for different motifs. For each edge, we count a few motifs, and with these counts along with the combinatorial arguments, we obtain the exact counts of others in constant time. On a large collection of 300+ networks from a variety of domains, our motif counting strategies are on average 460x faster than current methods. This brings new opportunities to investigate the use of motifs on much larger networks and newer applications as we show in our experiments. To the best of our knowledge, this paper provides the largest motif computations to date as well as the largest systematic investigation on over 300+ networks from a variety of domains.
Introduction
Recursive decomposition of networks is a widely used approach in network analysis to factorize the complex structure of real-world networks into small subgraph patterns of size k nodes, these patterns are called motifs (Milo et al., 2002) . Motifs (also known as graphlets (Pržulj et al., 2004) ) are defined as subgraph patterns recurring in real-world networks at frequencies that are statistically significant from those in random networks. Given a network, we can count up the number of embeddings of each motif pattern in the network, creating a profile of sufficient statistics that characterizes the network structure (Shervashidze et al., 2009 ). While knowing the motif frequencies does not uniquely define the network structure, it has been shown that motif frequencies often carry significant information about the local network structure in a variety of domains (Holland and Leinhardt, 1976; Faust, 2010; Frank, 1988) . This is in contrast to global topological properties (e.g., diameter, degree distribution), where networks with similar/exact global topological properties can exhibit significantly different local structure.
Motifs, Scalability, & Applications
From social science to biology, motifs have found numerous applications and were used as the building blocks of network analysis (Milo et al., 2002) . In social science, motif analysis (typically known as k-subgraph census) is widely adopted in sociometric studies (Holland and Leinhardt, 1976; Frank, 1988) . Much of the work in this vein focused on analyzing triadic tendencies as important structural features of social networks (e.g., transitivity or triadic closure (Simmel, 1950) ) as well as analyzing triadic configurations as the basis for various social network theories (e.g., social balance, strength of weak ties, stability of ties, or trust (Granovetter, 1983) ). In biology (Pržulj et al., 2004; Milenkoviae and Pržulj, 2008) , motifs were widely used for protein function prediction (Shervashidze et al., 2009 ), network alignment , and phylogeny (Kuchaiev et al., 2010) to name a few. More recently, there has been an increased interest in exploring the role of motif analysis in computer networking (Feldman and Shavitt, 2008; Hales and Arteconi, 2008; Becchetti et al., 2008 ) (e.g., for web spam detection, analysis of peer-to-peer protocols and Internet AS graphs), chemoinformatics (Ralaivola et al., 2005; Kashima et al., 2010) , image segmentation (Zhang et al., 2013b) , among others (Zhang et al., 2013a) .
While motif counting and discovery have witnessed a tremendous success and impact in a variety of domains from social science to biology, there has yet to be a fast and efficient approach for computing the frequencies of these patterns. For instance, Shervashidze et al. (Shervashidze et al., 2009 ) takes hours to count motifs on relatively small biological networks (i.e., few hundreds/thousands of nodes/edges) and uses such counts as features for graph classification (Vishwanathan et al., 2010) . Previous work showed that motif counting is computationally intensive since the number of possible k-subgraphs in a graph G increases exponentially with k in O(|V | k ) and can be computed in O(|V |.∆ k−1 ) for any bounded degree graph, where ∆ is the maximum degree of the graph (Shervashidze et al., 2009 ).
To address these problems, we propose a fast, efficient, and parallel algorithm for counting motifs of size k = {3, 4}-nodes that take only a fraction of the time to compute when compared with the current methods used. The proposed motif counting algorithm leverages a number of proven combinatorial arguments for different motifs. For each edge, we count a few motifs, and with these counts along with the combinatorial arguments, we obtain the exact counts of others in constant time. On a large collection of 300+ networks from a variety of domains, our motif counting strategies are on average 460x faster than current methods. This brings new opportunities to investigate the use of motifs on much larger networks and newer applications as we show in our experiments. To the best of our knowledge, this paper provides the largest motif computations to date as well as the largest systematic investigation on over 300+ networks from a variety of domains.
Furthermore, a number of important machine learning tasks are likely to benefit from such an approach, including graph anomaly detection (Noble and Cook, 2003; Akoglu et al., 2014) , entity resolution (Bhattacharya and Getoor, 2006) , as well as features for improving community detection (Schaeffer, 2007) , role discovery (Rossi and Ahmed, 2015a) , and relational classification (Getoor and Taskar, 2007) .
Recently, there is an increased interest in sampling and other heuristic approaches for obtaining approximate counts of various motif patterns (Bhuiyan et al., 2012; Gonen and Shavitt, 2009; Ahmed et al., 2014a) . However, our work focuses on exact motif counting and thus approximation/sampling methods are outside the scope of our work. Nevertheless, our fast and efficient motif algorithms may be used to speedup sampling research, as it can be used for counting the various motif patterns once a subgraph is sampled, and thus our work is independent of the chosen sampling method (Ahmed et al., 2014b) .
We test the scalability of our proposed approach experimentally on 300+ networks from biological, social, and technological domains (Rossi and Ahmed, 2015b) . We compare our approach to the state of the art exact counting methods such as RAGE (Marcus and Shavitt, 2012) , FANMOD (Wernicke and Rasche, 2006) , and Orca (Hočevar and Demšar, 2014) . We found that RAGE (Marcus and Shavitt, 2012) took 2400 seconds to count the motifs on a small 26k node graph, whereas our proposed method is 460x faster, taking only 0.01 seconds. We also note that FANMOD (Wernicke and Rasche, 2006) , another recent approach, takes 172800 seconds, and Orca (Hočevar and Demšar, 2014 ) takes 2.5 seconds for the same small graph. Our exact motif analysis is well-suited for shared-memory multi-core architectures (CPU and GPU), distributed architectures (MPI), and hybrid implementations that leverage the advantages of both.
Contributions
• Algorithms. A fast, efficient, and parallel motif counting algorithm that leverages a number of combinatorial arguments that we show for different motifs. The combinatorial arguments we show in this paper enable us to obtain significant improvement on the scalability of motif counting.
• Scalability. The proposed motif counting algorithm achieves on average 460x runtime improvement over the state-of-the-art methods. In addition, we analyze motif counts on graphs of sizes that are beyond the scope of the state-of-the-art (e.g., on graphs with roughly 150 million nodes and 0.5 billion edges).
• Effectiveness. Largest motif computations to date and largest systematic evaluation on over 300+ large-scale networks from a variety of domains, from biological networks to social and information.
• Applications. We show a variety of applications for motif counting, such as finding unique patterns in graphs, as well as graph similarity and classification.
Background
Motifs are subgraph patterns recurring in real-world networks at frequencies that are significantly higher than those in random networks (Milo et al., 2002; Pržulj et al., 2004) .
Previous work showed that motifs can be used to define universal classes of networks (Milo et al., 2002) . Moreover, motifs are at the heart and foundation of many network analysis tasks (e.g., network classification, network alignment, etc.) (Pržulj et al., 2004; Milenkoviae and Pržulj, 2008; Hayes et al., 2013) . In this paper, we introduce an efficient algorithm to compute the number of embeddings of each motif pattern of size k = {3, 4} nodes in the network, creating a profile of sufficient statistics that characterizes the network structure.
Notation and Definitions
Given an undirected simplified input graph G = (V, E) with no self edges, a motif of size k nodes is defined as any subgraph G k ⊂ G which consists of a subset of k nodes of the graph G. We distinguish between induced and partially-induced motifs. An induced motif is an induced subgraph that consist of all edges between its nodes that are present in the input graph (as described in Definition 1), while a partially-induced motif is a relaxed notion of a motif, where the subgraph pattern may contain only some of these edges. In this paper, we mainly focus on computing the frequencies of induced motifs. In Table 1 , we provide a summary of the notation and properties of all possible induced motifs of size k = {3, 4}.
is a subgraph that consists of a subset of k vertices of the graph G = (V, E) (i.e., V k ⊂ V ) together with all the edges whose endpoints are both in this subset (i.e.,
In addition, we distinguish between connected and disconnected induced motifs (see Table 1 ). A motif is connected if there is a path from any node to any other node in the motif. An induced motif that is not connected is said to be disconnected (as in Definition 2).
Definition 2. Connected Motif: a motif G k = (V k , E k ) is connected when there is a path from any node to any other node in the motif (i.e., ∀u,
. By definition, there exist one and only one connected component in a motif G k (i.e., |C| = 1) if and only if G k is connected.
Problem Definition. Given a family of motifs of size k nodes G k = {g k 1 , g k 2 , ..., g km }, our goal is to count the number of embeddings (appearances) of each motif g k i ∈ G k in the input graph G. In other words, we need to count the number of induced motifs G k in G that are isomorphic to each motif pattern g k i ∈ G k in the family, such a number is denoted by G g k i (Gross et al., 2013) . A motif g k i ∈ G k is embedded in the graph G, if and only if there an injective mapping σ : V g k i → V , with e = (u, v) ∈ E g k i if and only if e = (σ(u), σ(v)) ∈ E. Table 1 shows that |G k | = {2, 4, 11} when k = {2, 3, 4} respectively.
Further, given a family G k = {g k 1 , g k 2 , ..., g km } of motifs of size k nodes, we define f (g k i , G) as the relative frequency of occurrence of any motif g k i ∈ G k in the input graph G.
Relationship to Graph Complement
The complement of a graph G, denoted byḠ, is the graph defined on the same vertices as G such that two vertices are connected inḠ if and only if they are not connected in G. Therefore, the graph sum G +Ḡ gives the complete graph on the set of vertices of G. There are direct relationships between the frequencies of motifs and the frequencies of Summary of the notation and properties for the motifs of size k = {2, 3, 4}. Note that ρ denotes density, ∆ and d denote the max and mean degree, whereas assortativity is denoted by r. Also, |T | denotes the total number of triangles, K is the max k-core number, χ denotes the Chromatic number, whereas D denotes the diameter, B denotes the max betweenness, and |C| denotes the number of components. Note that if |C| > 1, then r, D, and B are from the largest component. (Gross et al., 2013) . For example, cliques and independent sets of any size nodes are pairs of complementary motifs. Similarly, chordal cycles of size 4 nodes are complementary to the motif pattern 4-node-1edge (see Table 1 ). It is also worth to note that the 4-path motif pattern is a self-complementary pattern, which means the 4-path is isomorphic to its complement. From this discussion, it is clear that the number of embeddings of each motif g k i ∈ G k in the input graph G is equivalent to the number of embeddings of its complementary motif g k i in the complement graphḠ. In other words, f (g k i , G) = f (ḡ k i ,Ḡ) (Gross et al., 2013; Ugander et al., 2013) .
Relationship to Graph/Matrix Reconstruction Theorems
The graph reconstruction conjecture (Gross et al., 2013) , states that an undirected graph G can be uniquely determined up to an isomorphism, from the set of all possible vertex-deleted subgraphs of G (i.e., {G v } v∈V ) (McKay, 1997) . Verification of this conjecture for all possible graphs up to 6 vertices was carried by Kelly (Kelly, 1957) , and later was extended to up to 11 vertices by McKay (McKay, 1997) . Clearly, if two graphs are isomorphic (i.e., G ∼ = G ), then their motif frequencies would be the same (i.e., f k (G) = f k (G )), but the reverse remains a conjecture for the general case of graphs. In contrast, the matrix reconstruction theorem has been resolved (Manvel and Stockmeyer, 1971) , which states that any N × N matrix can be reconstructed from its list of all possible principal minors obtained by the deletion of the k-th row and the k-th column (Manvel and Stockmeyer, 1971) , which is the foundation of graphlet kernel (Shervashidze et al., 2009 ).
The aim and scope of this paper is different from the problem of graph reconstruction. While graph reconstruction tries to test for the notion of isomorphism and structure equivalence between graphs, our goal is to relax the notion of equivalence to some form of structural similarity between graphs, such that the graph similarity is measured on the feature representation space of motifs.
Framework
In this section, we describe our proposed fast and efficient algorithm for motif counting that takes only a fraction of the time to compute when compared with the current methods used. We introduce a number of combinatorial arguments that we show for different motif patterns. The proposed motif counting algorithm leverages these combinatorial arguments to obtain significant improvement on the scalability of motif counting. For each edge, we count only a few of motifs, and with these counts along with the combinatorial arguments, we derive the exact counts of the others in constant time.
Searching Edge Neighborhoods
Our proposed algorithm iterates over all the edges of the input graph G = (V, E). For each edge e = (u, v) ∈ E, we define the neighborhood of an edge e, denoted by N (e), as the set of all nodes that are connected to the endpoints of e -i.e., N (e) = {N (u)\{v}}∪{N (v)\{u}}, where N (u) and N (v) are the set of neighbors of u and v respectively. Given a single edge e = (u, v) ∈ E, we explore the subgraph surrounding this edge -i.e., the subgraph induced by both its endpoints and the nodes in its neighborhood. We call this subgraph the egonet of the edge e, where e is the center (ego) of the subgraph.
We search for possible motif patterns of size k = {3, 4} in the egonets of all edges in the graph. By searching egonets of edges, we first map the problem to the local (lowerdimensional) space induced by the neighborhood of each edge, and then merge the search results for all edges. Searching over a local low-dimensional space of edge neighborhoods is clearly more efficient than searching over the global high-dimensional space of the whole graph. Moreover, searching over a local low-dimensional space of edge neighborhoods is amenable to parallel implementation, which offers additional speedup over iterative methods. Note that exhaustive search of the egonet of any edge e ∈ E yields at least O(∆ k−1 ) asymptotically, where ∆ is the maximum degree in G. Clearly, exhaustive search is computationally intensive for large graphs, and our approach is more efficient as we will show next.
Algorithm 1 Our exact triad census algorithm for counting all 3-node motifs. Alg. takes an undirected graph and returns the frequencies of all 3-node motifs f (G 3 , G).
Initialize Array X
3:
parallel for e = (u, v) ∈ E do 4:
for w ∈ N (u) do
6:
if w = v then continue
7:
Add w to Staru and set X(w) = 1 8:
if w = u then continue
10:
if X(w) = 1 then found triangle
11:
Add w to Trie
12:
Remove w from Staru
13:
else Add w to Starv 14:
for w ∈ N (u) do X(w) = 0
18:
end parallel
19:
20:
21:
22:
Counting Motifs of Size (k = 3) Nodes
Alg. 1 (TriadCensus) shows how to count motifs of size k = 3 for each edge. There are four possible motifs of size k = 3 nodes, where only g 3 1 (i.e., triangle patterns) and g 3 2 (i.e., 2-star patterns) are connected motifs (see Table 1 ).
Connected motifs of size k = 3. Lines 5-13 of Algorithm 1 show how to find and count triangles incident to an edge. For any edge e = (u, v), a triangle (u, v, w) exists, if and only if w is connected to both u and v. Let Tri e be the set of all nodes that form a triangle with e = (u, v), and |Tri e | be the number of such triangles. Then, Tri e is the set of overlapping nodes in the neighborhoods of u and v -Tri e = N (u) ∩ N (v). Note that Algorithm 1 counts each triangle three times (one time for each edge in the triangle), and therefore we divide the total count by 3 as in Equ. (1),
Now we need to count 2-star patterns (i.e., g 3 2 ). For any edge e = (u, v), let Star e be the set of all nodes that form a 2-star with e, and |Star e | be the number of such star patterns. A 2-star pattern (u, v, w) exists, if and only if w is connected to either u or v but not both. Accordingly, Star e = Star u ∪ Star v , where Star u and Star v are the set of nodes that form a 2-star with e centered at u and v respectively. More formally, Star u can be defined as Star u = {w ∈ N (u) \ {v}|w / ∈ N (v)}, and Star v can be defined as Star v = {w ∈ N (v) \ {u}|w / ∈ N (u)}. Similar to counting triangles, Algorithm 1 counts each 2-star pattern two times (one time for each edge in the 2-star). Thus, we divide the sum for all edges by 2 as stated in
Disconnected motifs of size k = 3. There are two disconnected motifs of size k = 3 nodes, g 3 3 (i.e., the 3-node-1-edge pattern) and g 3 4 (i.e., the independent set defined on 3 nodes) (see Table 1 ). Lines 16 and 21 show how to count these patterns. Equ. 3 shows that the number of 3-node-1-edge motifs per edge e is equivalent to the number of all nodes that are not in the neighborhood subgraph (egonet) of edge e (i.e.,
where
Note that the number of 3-node-1-edge motifs can be computed in o(1) for each edge.
Given that the total number of motifs of size 3 nodes is N 3 , Equ. 4 shows how to compute the frequency of g 3 4 , which clearly can be done in o(1),
The complexity of counting all motifs of size k = 3 is O(|E|.∆) asymptotically as we show next in Lemma 1. Lemma 1. Alg. 1 counts all motifs of size k = 3-nodes in O(|E|.∆).
Proof. For each edge e = (u, v) such that e ∈ E, the runtime complexity of counting all triangle and 2-star patterns incident to e (i.e., Tri e , Star e respectively) is O(|N (u)|+|N (v)|), and is asymptotically O(∆) where ∆ is the maximum degree in the graph. Further, the runtime complexity of counting all 3-node-1-edge patterns of size k = 3 incident to e can be counted in constant time o(1). Therefore, the total runtime complexity for counting all motifs of size k = 3 in the graph is
Counting Motifs of Size (k = 4) Nodes
An exhaustive search of the egonet of any edge to count all 4-node motifs independently yields O(∆ 3 ) asymptotically, where ∆ is the maximum degree in G. Clearly, exhaustive search is computationally intensive for large graphs. On the other hand, our approach is hierarchical and more efficient as we show next.
For each edge e = (u, v), we start by finding triangles and 2-star patterns. Our central principle is that any 4-node motif g 4 i can be decomposed into four 3-node motifs (Gross et al., 2013) , obtained by deleting one node from g 4 i each time. Thus, we jointly count all possible 4-node motifs by leveraging the knowledge obtained from finding 3-node motifs and combinatorial arguments that describe relationships between pairs of motif patterns. We summarize this procedure in the following steps:
• Step 1: For each edge e = (u, v), find all neighborhood nodes forming triangle and 2-star patterns with e
•
Step 2: For each edge e = (u, v), use the knowledge from Step 1 to count only 4-cliques and 4-cycles
Step 3: For each edge e = (u, v), use the knowledge from Step 1 and combinatorial arguments to compute unrestricted counts for all 4-node motifs in constant time
Step 4: Merge the counts from all edges in the graph, and use combinatorial arguments involving unrestricted counts (computed in Step 3) to obtain the exact frequencies of all 4-node motifs
Motif State Transition Diagram
Assume that each motif pattern is a state, Fig. 1 shows all possible ±1 edge transitions between the states of all 4-node motifs. We can transition from one motif to another by the deletion (denoted by dashed right arrows) or addition (denoted by solid left arrows) of a single edge. We define six different classes of possible edge roles denoted by the colors from black to orange (see Table in the top-right corner in Fig. 1 ). An edge role is an edge-level connectivity pattern (e.g., a chord edge), where two edges belong to the same role (i.e., class) if they are similar in their topological features. For each edge, we define a topological feature vector that consists of the number of triangles and 2-stars incident to this edge. Then, we classify edges to one of the six roles based on their feature vectors. All edges that appear in 4-node motifs are colored by their roles. In addition, the transition arrows are colored similar to the edge roles to denote which edge type should be deleted/added to transition from one motif to another. Note that a single edge deletion/addition changes the role (class) of other edges in a motif. The table in the top-left corner of Fig. 1 shows the number of edge roles per each motif. For example, consider the 4-clique motif (g 4 1 ), where each edge participates exactly in two triangles. Therefore, all the edges in a 4-clique motif (g 4 1 ) belong to the first role (denoted by the black color). Similarly, consider the 4-chordalcycle motif (g 4 2 ), where each edge (except the chord edge) participates exactly in one triangle and one 2-star. Therefore, all edges in a 4-chordalcycle motif "g 4 2 " belong to the second role (denoted by the blue color) except for the chord edge which belongs to the first role (denoted by the black color). Fig. 1 shows how to transition from the 4-clique motif to the 4-chordalcycle motif "g 4 2 " by deleting one (any) edge from the 4-clique motif.
General Principle for Counting Motifs of size k = 4
Generally speaking, suppose we have N (e) distinct 4-node subgraphs that contains an edge e = (u, v) ,
Now, each subgraph {u, v, w, r} in this collection may satisfy one or two properties a i , a j ∈ A = {T, S u , S v , I}. These properties describe the topological properties of nodes w and r with respect to edge e, such that A w = a i if {u, v, w} forms subgraph pattern a i , and A r = a j if {u, v, r} forms subgraph pattern a j . For example, A w = T if w forms a triangle Table in the top-right corner). We define six different classes of edge roles colored from black to orange (see Table in the top-right corner). Dashed/solid arrows are colored similar to the edge roles to denote which edge would be deleted/added to transition from one motif to another. The table in the top-left corner shows the number of edge roles per each motif.
with e, and A w = S u or S v if w forms a 2-star with e centered around u or v respectively. Also, A w = I if w is independent (disconnected) from e. We clarify these properties by example in Fig. 2 . Accordingly, let N (e) a i denote the number of 4-node motifs {u, v, w, r} having property a i ∈ A, and let N (e) a i ,a j denote the number having properties a i , a j ∈ A,
Now that we defined the topological properties of nodes w and r relative to edge e, we need to define whether nodes w and r are connected themselves. Let e wr = 1 represent whether w and r are connected or not, such that e wr = 1 if (w, r) ∈ E and e wr = 0 otherwise. Accordingly, let N (e) a i ,a j ,e wr denotes the number of 4-node motifs {u, v, w, r}, where w, r satisfy property a i , a j ∈ A respectively, N (e) a i ,a j ,e wr = {u, v, w, r} w,r∈V \{u,v} ∧w =r ∧Aw=a i ,Ar=a j ∧e wr ∈{0,1}
Figure 2: Let T denote the nodes forming triangles with edge (u, v) (i.e., V 2 , V 3 ), whereas S u and S v denote the nodes forming 2-stars centered at u and v respectively (i.e., V 1 , V 4 ), and let I denote the nodes that are not connected to edge e (i.e., V 5 , V 6 ). Further, the dotted lines represent edges incident to these nodes.
For example, N
T,T,1 is the number of all motifs {u, v, w, r} containing edge e, where both w and r are forming triangles with e and there exist an edge between w and r. Using Equations 6 and 7, we provide a general principle for motif counting in the following theorem. Theorem 1. General Principle for Motif Counting: Given a graph G, for any edge e = (u, v) in G, and for any properties a i , a j ∈ A, the number of 4-node motifs {u, v, w, r} satisfies the following rule,
Proof. Suppose there is a subgraph {u, v, w, r} containing edge e, where nodes w and r satisfy a i , a j properties respectively, and (w, r) ∈ E. Then the expression on the right side counts this subgraph once in the N (e) a i ,a j term, and once in the N (e) a i ,a j ,1 . By the principle of inclusion-exclusion (Stanley, 1986) , the total contribution of the subgraph {u, v, w, r} in N (e) a i ,a j ,0 is zero. Thus, N (e) a i ,a j ,0 is the number of motifs having properties a i , a j , but (w, r) / ∈ E.
Clearly, it is sufficient to compute N (e) a i ,a j and N (e) a i ,a j ,1 only, and use Theorem 1 to compute N (e) a i ,a j ,0 in constant time. Note that N (e) a i ,a j is an unrestricted count and can be computed in constant time using the knowledge we have from finding 3-node motifs. Now, to simplify the discussion in the following sections, we precisely show how to compute N (e) a i ,a j , the number of 4-node motifs {u, v, w, r} such that w, r satisfy property a i , a j ∈ A respectively. Let W a i be the set of nodes with property a i ∈ A (i.e., W a i = {w ∈ V \ {u, v} | A w = a i , ∀a i ∈ A}), and similarly R a j be the set of nodes with property a j ∈ A (i.e., R a j = {r ∈ V \ {u, v} | A r = a j , ∀a j ∈ A}). If a i = a j , then W a i = R a j . Thus,
However, if a i = a j , then W a i and R a j are mutually exclusive (i.e., W a i ∩ R a j = ∅). Thus,
Analysis & Combinatorial Arguments
In this section, we discuss combinatorial arguments involving unrestricted counts that can be computed computed directly from our knowledge of 3-node motifs. These combinatorial arguments capture the relationships between the counts of pairs of 4-node motifs. The proofs of these relationships are based on Theorem 1 and the transition diagram in Fig. 1 . For each pair of motifs g 4 i and g 4 j , we show the relationship for each edge in the graph (in Corollary 1-14), then we show a generalization for the whole graph (in Lemma 2-8). We only show some of the proofs for brevity.
Relationship between 4-Cliques & 4-ChordalCycles
Corollary 1. For any edge e = (u, v) in the graph, the number of 4-cliques containing e is N (e) T,T,1 .
Corollary 2. For any edge e = (u, v) in the graph, the number of 4-chordalcycles, where e is the chord edge of the cycle (denoted by the black color in Fig. 1 ), is N (e) T,T,0 .
Lemma 2. For any graph G, the relationship between the counts of 4-cliques (i.e., f (g 4 1 , G)) and 4-chordalcycles (i.e., f (g 4 2 , G)) is,
Proof. From Theorem 1 and the addition principle (Stanley, 1986) , the total count for all edges in G is,
Given that N
T,T is the number of 4-node subgraphs {u, v, w, r} containing e, such that A w = T, A r = T . Thus, from Equ.9, N . Now, from Corollary 1, each 4-clique will be counted 6 times (once for each edge in the clique). Thus, the total count of 4-cliques in G is f (g 4 1 , G) = 
Relationship between 4-Cycles & 4-Paths
Corollary 3. For any edge e = (u, v) in the graph, the number of 4-cycles containing e is N (e) Su,Sv,1 . Corollary 4. For any edge e = (u, v) in the graph, the number of 4-paths containing e, where e is the middle edge in the path (denoted by the green color in Fig. 1 ), is N (e) Su,Sv,0 . Lemma 3. For any graph G, the relationship between the counts of 4-cycles (i.e., f (g 4 4 , G) ) and 4-paths (i.e., f (g 4 6 , G))is,
Su,Sv is the number of 4-node subgraphs {u, v, w, r} containing e, such that w, r A w = S u , A r = S v . Thus, from Equ.10, N (e) Su,Sv = |Star u |.|Star v |. Now, from Corollary 3, each 4-cycle will be counted 4 times (once for each edge in the cycle). Thus, the total count of 4-cycles in G is f (g 4 4 , G) = 
Relationship between 4-TailedTriangles & 4-ChordalCycles
Corollary 5. For any edge e = (u, v) in the graph, the number of 4-tailedtriangles where e is part of both the triangle and 2-star patterns (denoted by the blue color in Fig. 1 ), is N (e) T,Su∨Sv,0 . Corollary 6. For any edge e = (u, v) in the graph, the number of 4-chordalcycles where e is a cycle edge (denoted by the blue color in Fig. 1 ), is N (e) T,Su∨Sv,1 . Lemma 4. For any graph G, the relationship between the counts of 4-chordalcycles (i.e., f (g 4 2 , G)) and 4-tailedtriangles (i.e., f (g 4 3 , G) ) is,
Relationship between 4-TailedTriangles & 3-Stars Corollary 7. For any edge e = (u, v) in the graph, the number of 4-tailedtriangles with e as the tail edge (denoted by the green color in Fig. 1 ) and u is part of the triangle, is N (e) Su,Su,1 . In a similar fashion, the number of 4-tailedtriangles with e as the tail edge and v is part of the triangle is N (e) Sv,Sv,1 . Thus, the total number of 4-tailedtriangles with e as the tail edge and u ∨ v is part of the triangle is N ., f (g 4 5 , G) ) and 4-tailedtriangles (i.e., f (g 4 3 , G) ) is,
Relationship between 4-TailedTriangles & 4-Node-1-Triangles
Corollary 9. For any edge e = (u, v) in the graph, the number of 4-node-1-triangle is N (e)
T,I,0 . Corollary 10. For any edge e = (u, v) in the graph, the number of 4-tailedtriangles with e participating in the triangle but not connected to the tail edge (denoted by the red color in Fig. 1 ), is N (e) T,I,1 . Lemma 6. For any graph G, the relationship between the counts of 4-tailedtriangles (i.e., f (g 4 3 , G)) and 4-node-1-triangles (i.e., f (g 4 7 , G)) is,
Relationship between 4-Paths & 4-node-2-Stars Corollary 11. For any edge e = (u, v) in the graph, the number of 4-paths where e is the start or end of the path (denoted by the purple color in Fig. 1 ), is N (e) Su∨Sv,I,1 . Corollary 12. For any edge e = (u, v) in the graph, the number of 4-node-2-stars where e is one of the star edges (denoted by the purple color in Fig. 1 ), is N (e) Su∨Sv,I,0 . Lemma 7. For any graph G, the relationship between the counts of 4-paths (i.e., f (g 4 6 , G)) and 4-node-2-stars (i.e., f (g 4 8 , G)) is,
Relationship between 4-node-2-edges & 4-node-1-edge Corollary 13. For any edge e = (u, v) in the graph, the number of 4-node-2-edges where e is any of the two independent edges in the motif (denoted by the orange color in Fig. 1 ), is N (e) I,I,1 . Corollary 14. For any edge e = (u, v) in the graph, the number of 4-node-1-edge where e is an isolated/single edge in the motif (denoted by the orange color in Fig. 1 Lemma 8. For any graph G, the relationship between the counts of 4-node-2-edge motifs (i.e., f (g 4 9 , G)) and 4-node-1-edge motifs (i.e., f (g 4 1 0 , G)) is,
While it is straightforward to compute N (e) I,I for each edge e, this is not the case for N Thus, the total number of 4-node-2-edges is,
Finally, the number of 4-node-independent motifs (g 4 11 ) is,
Algorithm
Alg. 2 shows how to count all motifs of size k = {3, 4} nodes efficiently (using Lem. 2-8).
As discussed previously, we start by finding all triangle and 2-star patterns in Lines 7-15 (i.e., Step 1). Then, in Lines 18-19 we only count 4-cliques and 4-cycles (i.e.,
Step 2). Then, Lines 21-32 compute unrestricted counts for all 4-node motifs in constant time (using knowledge from steps 1 and 2, as discussed in Step3), and finally Lines 35-37 compute the final counts (using the lemma proved in sec.4.3) (i.e., Step4). Our approach counts all 4-cliques and 4-cycles in O(m.∆.T max ) and O(m.∆.S max ) respectively, where T max is the maximum number of triangles incident to an edge and T max ∆ for sparse graphs, and S max is the maximum number of stars incident to an edge and S max ≤ ∆. This is more efficient than O(|V |.∆ 3 ) given by (Shervashidze et al., 2009) , and O(∆.|E| + |E| 2 ) given by (Marcus and Shavitt, 2012) . In Sec. 5, we compare to these methods and we show the efficiency of Alg. 2. 
5:
parallel for e = (u, v) ∈ E do 6:
8:
9:
Add w to Staru and set X(w) = 1
10:
for w ∈ N (v) do
11:
12:
13:
Add w to Trie and set X(w) = 2
14:
15:
else Add w to Starv and set X(w) = 3
16:
Compute f (G 3 , G) as in Lines 14-16 of Alg. 1
17:
// Get Counts of 4-Cliques & 4-Cycles 18:
20:
// Get Unrestricted Counts for 4-Node Conn. Motifs
21:
N T,T += |Trie| 2
22:
N Su,Sv += |Staru|.|Starv| 23:
24:
and N Sv ,Sv = |Starv | 2 25:
26:
// Get Unrestricted Counts for 4-Node Disconn. Motifs 27:
28:
29:
30:
N Su∨Sv ,I += N Su,I + N Sv ,I
31:
32:
N I,I,1 += |E| − |N (u) \ {v}| − |N (v) \ {u}| − 1
33:
for w ∈ N (v) do X(w) = 0
34:
35:
Use Lem. 2-6 to compute f (g 4 i , G) for i = 1 : 8
36:
Use Equ.13 to compute f (g 4 9 , G) and Lem. 8 for f (g 4 10 , G)
37:
Use Equ. 14 to compute f (g 4 11 , G) 38:
39: procedure CliqueCount(X, Trie) 40:
cliq e = 0
41:
for each node w ∈ Trie do
42:
for r ∈ N (w) do
43:
if X(r) = 2 then cliq e += 1 found 4-Clique
44:
X(w) = 0
45:
return cliq e 46: procedure CycleCount(X, Staru) 47:
48:
for each node w ∈ Staru do
49:
50:
if X(r) = 3 then cyc e += 1 found 4-Cycle
51:
52:
return cyc e
Experiments & Applications
We proceed by first demonstrating how fast the parallel motif census algorithm (Alg.2) counts all motifs of size k = {3, 4} (both connected and disconnected motifs) on various social and information networks. For brevity, we show detailed results for 55 networks categorized in 8 broad classes from social, facebook (Traud et al., 2012) , biological, web, technological, co-authorship, infrastructure, among other domains 1 . Note that for all of the networks, we discard edge weights, self-loops, and edge direction. To the best of our knowledge, this is the largest study for motif counting, and these are the largest motif computations published to date. Our own implementation of Alg. 2 uses shared memory, but the algorithm is well-suited for shared-memory multi-core architectures (CPU and GPU) and distributed architectures (MPI). We used a two processor, Intel Xeon system with 6 cores and 48GB of memory. We also show some applications that could benefit from our fast motif counting algorithm (Alg. 2), which facilitates exploring and understanding networks and their structure. Motifs could provide an intuitive and meaningful characterization of a network at the global macrolevel as well as the local micro-level, thus, they are useful for numerous applications. At the macro-level, motifs are useful for finding similar networks (graph similarity queries), or finding networks that disagree most with that set (graph anomalies), or exploring a time-series of networks, among numerous other possibilities. Alternatively, motifs are also extremely useful for characterizing networks and their behavior at the local node/edgelevel as known as the micro-level. For instance, given an edge (u, v) ∈ E, find the top-k most similar edges (with applications in role discovery, entity-resolution, link prediction, and other related matching/similarity applications). Also, motifs could be used for ranking nodes/edges to find unique patterns and anomalies such as large stars, cliques, etc. Table 2 describes the properties of the 55 networks considered here. It also shows the counts of motifs of size k = {3, 4} and states the time (seconds) taken to count all motifs. We only show counts of connected motifs due to space limitations. Notably, Alg. 2 takes only few seconds to count all motifs for large social, web, and technological graphs (among others). We omit the results of FANMOD and Orca for brevity. Note that both RAGE and Orca count only connected motifs, while our algorithm and FANMOD count both connected and disconnected motifs. Finally, in Figure 3 , we plot the runtime of Alg. 2 for a representative subset of 150 social and information networks. The figure shows that our algorithm exhibits nearly linear-time scaling over social and information networks ranging from 1000 nodes to 100 million nodes. 
Scalability & Runtime

Large-Scale Graph Comparison & Classification
Motifs are also useful for large-scale comparison and classification of graphs. In this case, we relax the notion of equivalence and isomorphism to some form of structural similarity between graphs, such that the graph similarity is measured using feature-based motif counts. We study the full dataset of Facebook100, which contains 100 Facebook college networks collected from a variety of US schools (Traud et al., 2012) . We plot the GFD score pictorially in Figure 4 for all California schools. The GFD score is simply the normalized frequencies of graphlets (motifs) of size k (Pržulj et al., 2004) . In our case, we use k = 4. The figure shows Caltech noticeably different than others, consistent with the discussion in (Traud et al., 2012) which shows how Caltech is well-known to be organized almost exclusively according to its undergraduate "Housing" residence system, in contrast to other schools that follow the "dormitory" residence system. The residence system seems to impact the organization of the community structures at Caltech. Moreover, We use counts of motifs of size k = {2, 3, 4}-nodes as features, from which we learn a model to predict the label of the unlabeled graphs (e.g., the function of proteins). We test our approach on protein graphs (D& D collection of 1178 protein graphs) and chemical compound graphs (MUTAG collection of 188 chemical compound graphs) (Vishwanathan et al., 2010) . We extract the motif features using our fast Alg. 2. Then, we learn a model using SVM (RBF kernel) to predict the labels of the unlabeled graphs, and we use 10-fold validation for evaluation. Table 3 shows the accuracy of this approach is 76% for protein function prediction, and 86% for mutagenic effect prediction. Moreover, Alg. 2 extracts all the features (motif counts) in almost one second. This yields a significant improvement over the motif extraction method in (Shervashidze et al., 2009) , which takes 2.45 hours to extract features from the D& D collection. How can we quickly and efficiently find large cliques, stars, and other unique patterns? Further, how can we identify the top-k largest cliques, stars, etc? Note that many of these problems are NP-hard, e.g., finding the clique of maximum size is a well-known NP-hard problem (Gross et al., 2013) . To answer these and other related queries, we leverage the proposed parallel motif counting method in Alg. 2. For brevity, many details and results have been removed. However, the intuition behind the method is clearly shown in Fig. 5 . The method is simple and based on the intuition that if an edge (or node) has a (relatively) large number of stars of 4 nodes (cliques, or another motif of interest), then it is also likely to be part of a star of a large size. Recall that removing a node from a k-star or k-clique forms a star or clique of size k − 1. Thus, as shown in Fig. 5 , the parallel motif counting method finds such large stars (and cliques) easily. Similarly, the top-k largest patterns can be also easily identified, by implicitly removing the subgraph previously identified as the largest. Thus, at each iteration, we can obtain the next largest pattern (and its subgraph). Notice that these methods also offer theoretical guarantees based on the fact that a large clique or star of size k, must have k 4 motifs of size 4. Let us also note that for sparse power-lawed networks, the proposed approach almost always identifies the largest such patterns exactly.
We also developed an interactive graph mining/analytics tool based on our efficient motif counting. Fig. 6 investigates the tool for exploring the brain network of C. Elegans (Ahmed and Rossi, 2015) .
Conclusion & Future Work
In this paper, we proposed a fast, efficient, and parallel algorithm for counting motifs of size k = {3, 4}-nodes that take only a fraction of the time to compute when compared with Figure 6 : Exploration of brain neural network: We explore the brain neural network of C. Elegans (Watts and Strogatz, 1998 ) using our proposed interactive motif visual analytics tool. Users can highlight, zoom-in, and select a subgraph and explore its motif counts.
the current methods used. The proposed motif counting algorithm leverages a number of proven combinatorial arguments for different motifs. For each edge, we count a few motifs, and with these counts along with the combinatorial arguments, we obtain the exact counts of others in constant time. We systematically investigate the scalability of our proposed algorithm on a large collection of 300+ networks from a variety of domains with millions of nodes and edges. The experiments show that our motif counting strategies are on average 460x faster than current methods. We also test and discuss new opportunities to investigate the use of motifs on much larger networks and newer applications than the state-of-the-art. For example, for finding large stars and cliques, as well as top-k queries. To the best of our knowledge, this paper provides the largest motif computations to date. In future work, we plan to extend our proposed algorithm to higher-order motifs (e.g., k = 5, 6-nodes), and show how these could be useful for finding unique patterns in the graph.
