We consider the problem of estimating the motion of a light source, given a sequence of images of a stationary, unknown object illuminated by it. The apparent ow eld induced on the image plane is used to recover the motion parameters. The motion is assumed to be uniform between the successive image frames. A recursive total least squares estimator is developed in this paper to track the motion of the illuminant. We present typical simulation results to validate the proposed scheme.
INTRODUCTION
Various schemes exist in the literature to track the motion of an object from a sequence of its images 1], 2]. A lot of work has also been done in the estimation of illuminant direction from a single image 3], 4], 5]. However, the problem addressed in this paper is that of estimation of the motion of the illuminant itself by observing an image sequence of an unknown object illuminated by it. The camera and the object are both xed and the light source illuminating the object is moving. This problem is di erent from the conventional problem of object motion estimation, in which there is a relative motion between the object and the camera, with an immovable light source. The solution to the problem addressed here is useful when the illuminant is not directly observable and hence an object is used as a looking glass to track the illuminant motion. The major advantage of the solution to the problem addressed in this paper is that the problem of feature correspondence does not arise.
Use of a single image frame to estimate the illuminant direction leads to an ill-posed problem. This problem was rst addressed by Pentland 3] . Brooks and Horn 4] have proposed an iterative scheme to alternately estimate the direction of light source and the shape of the object from a single image. Here the cost functional includes a smoothness term resulting in a particularly`smooth' estimate of shape. Zheng and Chellappa's 5] scheme estimates the illuminant direction as well as surface albedo from a single image.
The problem addressed here is similar to that addressed by us 6], 7] previously, where a recursive method based on iterated extended Kalman lter (IEKF) was used. However it assumed the knowledge about the object shape at observation points. We waive that assumption here. In this paper we do not assume any knowledge about the object shape except that it is a smooth one. Any one of the existing scheme for recovering shape and source from shading 4], 5], 8] can be used to obtain an estimate of the object shape from a single image frame. The change in brightness pattern (apparent motion eld 1]) due to change in illuminant direction is tracked over successive frames to estimate the motion of the illuminant. A recursive total least squares estimator is used to track the motion for improved accuracy.
PROBLEM FORMULATION AND SOLUTION
The direction of the illuminant can be parameterized in terms of tilt and slant angles at each frame. Let s (k) and s (k) represent the tilt and slant angles of the point source at frame k. Then the unit vector in
Let the image intensity at a point in image frame k be parameterized in terms of tilt and slant angles of the illuminant, as I( s (k); s (k)). Similarly let I( s (k+ 1); s (k + 1)) represent the image intensity at the same point in the (k + 1) th image frame. The Taylor series expansion results in,
where H:O:T: indicates higher order terms in the Taylor series expansion. Dividing both sides by t and taking the limit as t goes to zero, we get (1) where higher order terms have been neglected. The above equation holds at each point in the image frame.
Here it is assumed that the particular point is visible in successive image frames.
The image intensity is given by the image irradiance equation 1]. For illustration we assume a Lambertian model with unit albedo. However the scheme is valid for any general re ectance model. As previously de ned, let s(k) represent the illuminant direction at frame k.
Then image irradiance equation is given by N xed points in each image frame are chosen. Each of these points must be visible in two successive frames. Since the illuminant is moving and object and camera are xed, a point on the object may become occluded after a few frames. This occurs if the incidence angle of the surface normal at the object point with respect to the illuminant direction is larger than 90 o . Hence only those points which satisfy the visibility condition n i s(k) > 0 and n i s(k + 1) > 0 in successive image frames can be used.
For ease of illustration we assume that N = 3 points are used. The equation ( 1) for each of the 3 points, leads to following matrix-vector equation,
where the partial derivatives are evaluated at frame k. There is no correspondence problem, because the object and the camera are both stationary. This is very advantageous as the problem of nding the same set of feature points in successive images and establishing the correspondence between them is a di cult problem. Any number (N) of image points which are visible in successive frames can be used. In a long sequence of image frames only a few points may, however, satisfy this criterion. One should thus select a varying number of feature points over successive image frames to circumvent the problem of short-term occlusion of features 9].
Next we describe the use of total least squares method 10, 11] to solve the above equation. The N 2 data matrix on the left hand side of equation ( 3) 
where x = _ s _ s ] T . We propose to solve this equation recursively for x using the total least squares (TLS) method.
In case the motion of the illuminantis uniform between the successive frames, i.e., the rates of change of tilt and slant angles are constants, a better estimate of the motion parameters can be obtained by using all the past image frames. The cost to be minimized under this scheme is (see 9, 12] for details of the recursive TLS method)
when data from image frames up to (k + 1) th frame is available and is the forgetting factor which is usually taken as, 0 < < 1. Here jj jj corresponds to the Frobenius norm. This cost minimization leads to the TLS solution obtained by taking the SVD of the symmetric matrix
where Q i = A i jb i ] is the N 3 augmented data matrix obtained from the equation ( 3) using (i+1) th and (i) th image frames, V k is 3 3 orthonormal matrix and is a 3 3 diagonal matrix. The TLS solution is obtained by using the last column of V k matrix, which spans the null space of augmented data matrix. Writing the matrix V k in partitioned form as
where V 11 is a 2 2 submatrix and V 22 is a scalar, the recursive TLS solution to the unknown vector x at instant k is given by x k = ?V 12 V ?1 22 :
It may be mentioned here that the estimation of rates of change of tilt and slant angles of the point light source makes use of only the temporal change in intensity at a point and not on its spatial variations. This is due to the fact that the actual motion eld on the image plane is zero everywhere as there is no relative motion between the object and the camera. The proposed problem formulation provides an example that uses the apparent ow eld with the prior knowledge that there is no motion eld.
SIMULATION RESULTS
All the simulations were done on a sequence of image frames for a hemispherical, lambertian object, generated by varying tilt and slant angles of the illuminant. It may be noted that the range information cannot be recovered under this kind of re ectance model. Performance of the method was tested with just N = 3 xed image points per image frame. These image points were chosen such that they satisfy the visibilitycriterion explained earlier. The sequence of image frames with uniform variations of ?3 o /frame for both tilt and slant angles for the illuminant was generated. The initial tilt and slant angles were both arbitrarily chosen as 81 o . In each simulation experiment, the algorithm used the estimate of the source and the shape of the object obtained either from Brooks and Horn's method 4] or from Zheng and Chellappa's method 5] followed by a shape from shading algorithm 8], all used only on the rst image frame. The initial estimate for the source was either taken from one of these methods or arbitrarily chosen, with moderate initialization errors.
The Figures 1 (a) and (b) respectively present the estimates of the tilt and the slant angles of the illuminant against the frame number. Initial values of tilt and slant angles had moderate errors. White Gaussian noise was added to the image frames to simulate sensor perturbation. The added noise was zero mean and had a standard deviation = 0:1. For the normalized image data (between 0; 1]), this represents a fairly high noise level. The plots show the true value of the parameter, and the estimated parameter both in presence and absence of sensor noise. It can be observed that the algorithm tracks the illuminant fairly well.
In many natural situations there is some ambient light present in the scene. This situation can be modeled by incorporating such a component in the re ectance map. Also there could be many sources of light simultaneously illuminating the object. In this case the total image intensity at an object point is dependent on the relative strengths of each of these illuminants. The proposed method for tracking the illuminant motion can be easily extended to deal with these two situations 7] . Further, the estimate of the shape of the object can be incrementally updated as the sequence of images are integrated into the shape from shading problem that incorporates the improved estimate of the source direction.
CONCLUSIONS
We have presented a method to track the motion of a point illuminant, given a sequence of images of an arbitrary shaped object. The proposed method also estimates the shape of the object. The SVD-based approach is computationally very e cient and numerically stable. Initial results show a very good performance of the proposed scheme even in presence of high sensor noise. The method can be easily extended to track motion of multiple point sources and to deal with the presence of ambient light while capturing the images. 
