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Due to their intuitiveness, flexibility and relative numerical efficiency, the macroscopic Maxwell-Bloch (MB)
equations are a widely used semiclassical and semi-phenomenological model to describe optical propagation
and coherent light-matter interaction in media consisting of discrete-level quantum systems. This review
focuses on the application of this model to advanced optoelectronic devices, such as quantum cascade and
quantum dot lasers. The Bloch equations are here treated as a density matrix model for driven quantum
systems with two or multiple discrete energy levels, where dissipation is included by Lindblad terms.
Furthermore, the one-dimensional MB equations for semiconductor waveguide structures and optical fibers
are rigorously derived. Special analytical solutions and suitable numerical methods are presented. Due to the
importance of the MB equations in computational electrodynamics, an emphasis is placed on the comparison
of different numerical schemes, both with and without the rotating wave approximation. The implementation
of additional effects which can become relevant in semiconductor structures, such as spatial hole burning,
inhomogeneous broadening and local-field corrections, is discussed. Finally, links to microscopic models and
suitable extensions of the Lindblad formalism are briefly addressed.
Keywords: Maxwell-Bloch equations, Lindblad equation, Quantum dots, Quantum cascade laser, Waveguide
propagation
This is the peer reviewed version of the following article: C. Jirauschek, M. Riesch, and P. Tzenov,
“Optoelectronic device simulations based on macroscopic Maxwell-Bloch equations”, Adv. Theory Simul. 2,
1900018 (2019), which has been published in final form at https://doi.org/10.1002/adts.201900018.
This article may be used for non-commercial purposes in accordance with Wiley Terms and Conditions for
Use of Self-Archived Versions.
CONTENTS
List of Symbols and Acronyms 2
I. Introduction 3
II. Lindblad equation 5
A. Introduction of Basis States 7
B. Choice of Lindblad Operators 7
1. Incoherent Transitions 7
2. Pure Dephasing 8
3. General Case 8
C. Conditions for Validity 9
III. Optical Bloch Equations 9
A. Dipole Approximation 9
B. Optical Bloch Equations in Standard
Form 10
C. Optical Dipole Matrix Element 10
1. Computation of Envelope
Wavefunction 11
2. Inter- and Intraband Dipole Matrix
Elements 12
a)Electronic mail: jirauschek@tum.de
D. Non-Redundant Density Matrix
Representation 13
E. Rotating Wave Approximation 14
IV. Maxwell-Bloch Equations 15
A. Macroscopic Polarization And Current
Density 15
1. Coherent Contribution 16
2. Incoherent Contribution 17
B. Slowly Varying Amplitude
Approximation 17
1. Polarization in Rotating Wave
Approximation 18
C. Initial Conditions 18
D. Two-Level Approximation 19
1. Rotating Wave/Slowly Varying
Amplitude Approximation 20
V. Reduction to One-Dimensional Model 20
A. Full Maxwell Equations 20
1. Transverse Electric Mode 22
2. Transverse Magnetic Mode 23
B. Slowly Varying Amplitude
Approximation 25
C. Fabry-Pérot Type Resonator 26
1. Boundary Conditions at the End
Facets 27
ar
X
iv
:2
00
6.
05
07
2v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
9 J
un
 20
20
22. Spatial Hole Burning 28
VI. Analytical Solutions 29
A. Rotating Wave Approximation 29
1. Monochromatic Excitation 29
2. Self-Induced Transparency 32
B. Full-Wave Bloch Equations 33
VII. Numerical Schemes 33
A. Rotating Wave/Slowly Varying Amplitude
Approximation 33
1. Finite Difference Discretization of the
One-Dimensional Propagation
Equation 33
2. Density Matrix Equations 35
3. Generalizations and Alternative
Methods 35
B. Full-Wave Simulation 36
1. Numerical Schemes for Maxwell’s
Equations 36
2. Coupling Electric Field Updates and
Density Matrix Updates 36
3. Crank-Nicolson
Scheme/Predictor-Corrector Method 37
4. Runge-Kutta Method 37
5. Matrix Exponential Methods 37
6. Comparison of Numerical Methods for
the Bloch Equations 38
7. Alternative Methods 38
VIII. Inclusion of Further Effects 38
A. Local-Field Correction 38
1. Near-Dipole-Dipole Effects in Dense
Media 39
2. Depolarization Field in Tightly
Localized Quantum Systems 39
B. Inhomogeneous Broadening 40
C. Noise 41
IX. Application to Optoelectronic Devices 41
A. Bulk and Quantum Well Interband
Optoelectronic Devices 41
B. Quantum Well Intersubband Devices 43
C. Quantum Dot Devices 45
X. Conclusion and Outlook 47
Conflicts of Interest 48
Supporting Information 48
Acknowledgments 48
Biographies 53
LIST OF SYMBOLS AND ACRONYMS
Symbol Description
A Magnetic vector potential
Acv Spontaneous emission coefficient
Aeff Effective mode area
Aq Quantum active region cross section
a Power loss coefficient
c Vacuum speed of light
D Diffusion coefficient
D Displacement field
D Dissipation superoperator
Dijmn Tensor element of D
dˆ Dipole operator
dij Dipole matrix element vector
E Electric field
E Slowly varying amplitude of E
E E = Ee
E± E for forward/backward propagating field
Eg Bandgap energy
Ei Eigenenergy of level i
Eωp Fourier amplitude of waveguide E-field
Et Transverse dependency of E
EIT Electromagnetically induced transparency
e Elementary charge
e Polarization direction of electric field
F Modal field distribution
Fi Wavefunction of semiconductor state i, Fi = ϕiuvi
FDTD Finite difference time-domain
f± Forward/backward normalized polarization amplitude
g Power gain coefficient
g (ω) Distribution function of resonance frequencies
H Magnetic field
H Slowly varying amplitude of H
Hˆ Hamiltonian
Hˆ0 Unperturbed system Hamiltonian
Hˆ1 Interaction Hamiltonian
Hωp Fourier amplitude of waveguide H-field
Ht Transverse dependency of H
~ Reduced Planck constant
I Optical intensity
Is Saturation intensity
Jf Current density due to free carriers
Jq Total current density due to quantum systems
k 3D bulk/2D in-plane wavevector
k0 ω/c
kc Carrier wavenumber with |kc| = n0ωc/c
L Liouville superoperator
Lˆ Lindblad operator
Lˆα→β Lˆ for incoherent transition
` vga/2
MB Maxwell-Bloch
m Mass
m∗ Effective mass
me Electron mass
N Number of system levels
n Complex refractive index
n0 Background refractive index
n2D QD sheet density
n3D Carrier number density
ncv Number density of electron-hole pairs
neff Effective waveguide index β/k0
neff Complex effective waveguide index β/k0
P Optical power
P Macroscopic polarization
3P Slowly varying amplitude of Pq
Pωp Fourier amplitude of quantum system polarization
Pq Contribution of P due to quantum systems
Ps Saturation power
pˆ Momentum operator
ps Carrier fraction for inhomogeneous broadening
QCL Quantum cascade laser
QD Quantum dot
q Carrier charge
RNFD Risken-Nummedal finite differences
RWA Rotating wave approximation
r Microscopic position vector
rˆ Position operator
ri Outscattering rate from level i
ri→j Transition rate from level i to j
S In-plane area of quantum well
S Coherence vector, Bloch vector [u, v, w]T
Sz z component of Poynting vector
SHB Spatial hole burning
SVAA Slowly varying amplitude approximation
s Complex frequency variable
s Bloch vector in RWA
T1 Energy relaxation time
T2 Phase relaxation rate
TE Transverse electric
TM Transverse magnetic
t Time variable
u Bloch vector component
uv Periodic Bloch function of band v
V Potential energy
Vp Probe volume
v Bloch vector component
vˆ Velocity operator
vg Group velocity
W γαβ,k Boltzmann rates
w Population inversion
x Coordinate, e.g., in growth direction
x Macroscopic position vector
y In-plane coordinate
z Propagation coordinate
β <{β}
β Complex propagation constant
βn [d
n
ωβ]ω=ωc
Γ Overlap factor
Γij Pumping rate from level i to j
γ Self-phase modulation coefficient
γ1 Energy relaxation rate
γ2 Phase relaxation rate
γij Dephasing rate between levels i and j
γ′ij Pure dephasing rate between levels i and j
∆ Frequency detuning ∆21 in two-level system
∆ij Frequency detuning sgn (ωij) (ωc − |ωij |)
∆n Transverse refractive index profile
∆t Time step
∆z Spatial increment
∆ω ω − ωc
0 Vacuum permittivity
r Dielectric constant
r Complex dielectric constant
ηij Slowly varying envelope function of ρij
η±ij ηij for forward/backward propagating field
µ0 Vacuum permeability
ρˆ Density operator
ρ±ii Population grating amplitude, ρ
+
ii =
(
ρ−ii
)∗
ρ0ii Center value of population grating
ρij Density matrix element
σ Conductivity
ϕi Envelope wavefunction of level i
Ψ Time dependent wavefunction
ψi 1D wavefunction of level i in quantum wells
Ω Instantaneous Rabi frequency
Ω Slowly varying amplitude of Ω
Ωg Generalized Rabi frequency
ω Frequency variable
ωc Carrier frequency
ωij Transition frequency between levels i and j
I. INTRODUCTION
Due to advancements in nanotechnology, structuring
in the nanometer range is meanwhile routinely exploited
in electronics and photonics. For example, in optoelec-
tronic devices such as semiconductor optical amplifiers
and lasers, quantum confinement is widely used to con-
centrate the carriers in certain energy states, yielding
improved wall-plug efficiencies and higher output pow-
ers. As a further effect, the wavelength can be tuned
by changing the size of the confinement structure. On
a commercial basis, mostly one-dimensional confinement
is used in form of quantum well structures, which are
fabricated based on deposition of nanometer-thin semi-
conductor layers of different compositions. In such struc-
tures, a quantum well is formed by a layer consisting of a
lower bandgap material than the adjacent layers, which
restricts the free electron motion in that layer to the in-
plane directions and gives rise to quantized energy states
in growth direction. As a consequence of the further re-
striction of the energy spectrum and the even stronger
carrier localization, additional improvement can be ex-
pected from two- or three-dimensional confinement, re-
sulting in quantum wire/dash and quantum dot (QD)
structures, respectively. Indeed, QD1–3 and quantum
dash4 lasers and laser amplifiers have been shown to ex-
hibit excellent characteristics. In Fig. 1, the formation
of quantized states in quantum wells, wires and dots is
schematically illustrated. The term quantum dash refers
to an elongated nanostructure, i.e., some kind of short
quantum wire. By contrast, the term nanowire does not
necessarily indicate strong quantum confinement. For
example, in nanowire lasers the nanowire geometry typi-
cally serves as a single-mode optical waveguide resonator,
while the active region is based on a heterostructure or
quantum well, as in a conventional laser diode.5,6
Semiconductor optoelectronic devices usually rely on
electron-hole recombination, i.e., optical transitions be-
tween conduction and valence band states. The associ-
ated resonance wavelength is largely determined by the
semiconductor bandgap, which establishes a lower bound
on the transition energy. Thus, the coverage of a cer-
tain spectral region depends on the existence of suitable
semiconductor materials, which for example restricts the
availability of practical optoelectronic sources and de-
4FIG. 1. Schematic illustration of quantum confinement struc-
tures: (a) Quantum well, (b) quantum wire, (c) quantum dot.
tectors in the mid-infrared and terahertz regions. An
alternative concept is based on intersubband devices,
which employ so-called intersubband transitions between
quantized energy states in the conduction (or, in some
cases, valence) band of a nanostructure, and thus al-
low quantum engineering of the transition wavelength
independent of the bandgap. Quantum well devices
based on this concept include quantum cascade lasers,7
quantum cascade detectors8,9 and quantum well infrared
photodetectors.10 Furthermore, intersubband transitions
are used for QD infrared photodetectors.11–13
Along with quantum confinement, also quantum co-
herent effects are found to be increasingly relevant for
modern optoelectronic devices. Such effects result from
the coherent light-matter interaction, which requires that
the states involved in the optical transition maintain a
well-defined phase relationship over a significant time.
The coherent interaction manifests itself in so-called Rabi
flopping,14 i.e., carrier population oscillations between
the states, which are driven by the optical field. The
resulting carrier dynamics couples back to the optical
field via the polarization, thus also affecting the propa-
gating optical waveform. Besides being an essential pre-
requisite for the emerging field of quantum information
technology,15 quantum coherence plays an increasingly
important role for modern optoelectronic devices in gen-
eral. Due to the strong interaction with the semiconduc-
tor environment, e.g., in the form of phonon scattering
and carrier-carrier interactions, this phase relationship
tends to be quickly destroyed, which is commonly re-
ferred to as dephasing. However, under favorable condi-
tions, signatures of Rabi oscillations have been observed
in nanostructured optoelectronic systems and devices.
These include quantum well structures,16,17 nanowire
lasers,6 quantum cascade lasers,18 and single QDs19,20 at
cryogenic temperatures, as well as QD21,22 and quantum
dash23 amplifiers at room temperature. Closely related
is self-induced transparency,24,25 where Rabi flopping en-
ables a special optical pulse form to propagate without
being attenuated or disturbed. This phenomenon has
meanwhile also been observed in semiconductor struc-
tures such as QD waveguides,22,26 with potential appli-
cations such as the generation of ultrashort optical pulses
in QD and quantum cascade lasers.27–31 Another effect
that relies on quantum coherence is slow light propaga-
tion or even complete halting of light,32–34 with possi-
ble applications such as optical buffers,35 imaging36,37
and quantum memory.38 This effect has meanwhile also
been demonstrated in solid-state media, namely in doped
crystals.39,40 The use of suitably engineered semiconduc-
tor structures would be especially attractive from a prac-
tical point of view.41–43 Furthermore, quantum interfer-
ence, e.g., in QD or intersubband quantum well systems,
is an interesting candidate to realize all-optical switch-
ing.44,45 Due to the discrete energy level structure of
QDs, semiconductor devices based thereupon are espe-
cially likely to be, at least in part, governed by coher-
ence effects,15 although for QD ensembles the dephas-
ing tends to be strong.21 The same applies to intersub-
band quantum well devices, where the levels close to the
band edge have parallel dispersion relations, and thus
the quantum dynamics resembles that of discrete-level
systems.18 Especially in such devices, coherence effects
can significantly influence the dynamic operation even
for considerable dephasing.
Suitable theoretical models are required for an in-depth
understanding of the often quite complex interplay of ef-
fects determining the dynamic device characteristics, as
well as for quantitative simulation and systematic device
optimization. For the optoelectronic devices and struc-
tures discussed above, an adequate theoretical descrip-
tion must include the coherent carrier dynamics, incoher-
ent processes such as scattering or spontaneous emission,
as well as the interaction with the optical field. Our fo-
cus is here on the very widely used Maxwell-Bloch (MB)
equations. The Bloch equations provide a compact model
for the discrete-level carrier dynamics, which is described
by the density matrix formalism. The coherent single-
carrier dynamics is here modeled by the Hamiltonian of
the quantum system, such as a QD, and also includes
the interaction with a classical optical field. Effects be-
yond the single-electron quantum evolution are regarded
as interaction with the environment in form of the semi-
conductor host, which gives rise to incoherent effects such
as scattering with other carriers and phonons. The re-
sulting dissipation in the quantum system is in the Bloch
equations phenomenologically modeled by relaxation rate
terms, which introduce dephasing and incoherent carrier
transitions. The Bloch equations were first devised to de-
scribe the evolution of the nuclear magnetic moment in a
magnetic field,46 and later on extended to a pair of levels
in resonance with a classical optical field.47,48 The model
is closed by coupling the Bloch equations to Maxwell’s
equations,24,47,49 which describe the evolution of the clas-
sical optical field. This review paper is concerned with
the resulting MB equations, where we go beyond the of-
ten applied two-level approximation24,47–49 by consider-
ing multiple, albeit discrete, energy levels. Furthermore,
we root the phenomenological dissipation terms in the
Lindblad formalism, which ensures physical behavior of
the quantum system and allows for the construction of
more general dissipation terms.50,51
The MB equations offer a generic description of semi-
classical light-matter interaction, which can be applied
to different media such as semiconductor structures or
5gases. The focus of this review lies on semiconduc-
tor structures, which is reflected in the treatment of
some specific issues, such as the concrete embodiment
of Maxwell’s equations, or the inclusion of spatial hole
burning in linear resonators. Independent of the modeled
system, the main attractiveness of the MB equations lies
in the relatively compact description of the carrier dy-
namics, which is helpful for providing intuitive insight
into the device behavior and even allows for closed ana-
lytical solutions in some special cases.24,49 From a com-
putational point of view, the Bloch equations are widely
used in combination with electromagnetic simulations,
e.g., based on the finite-difference time-domain method,
as a quantum model of the medium,52 replacing simpler
classical descriptions such as the Lorentz model. Due to
the relative compactness of the Bloch model, also compu-
tationally demanding two- or three-dimensional simula-
tions can be carried out.53–60 Likewise, the MB equations
enable systematic device optimizations over a large pa-
rameter range, as well as long-term simulations, e.g., to
investigate the steady-state laser dynamics.29,61,62 An-
other important advantage of the MB equations is that
they can easily be adapted to specific problems by adding
further effects, such as inhomogeneous broadening24,49 or
local-field corrections.63,64
Clearly, the Bloch equations constitute a compromise
between accuracy and compactness of the model. A full
microscopic treatment of light-matter interaction in a
semiconductor, accounting for carrier-phonon and many-
body Coulomb interactions as well as for free carrier mo-
tion in the unconfined directions, results in the so-called
semiconductor MB equations.65,66 These do not require
phenomenological input parameters, but the significantly
increased model complexity usually restricts the model-
ing to one spatial dimension and short-term simulations.
While the semiconductor MB equations are beyond the
scope of this review, they can be used as a basis to derive
macroscopic discrete-level MB equations with Lindblad
dissipation and additional correction terms for specific
semiconductor structures.67–69
In detail, our paper is organized as follows: In Section
II, the density matrix formalism and Lindblad model are
introduced, serving as a basis for the Bloch equations.
These are treated in Section III, which also includes a dis-
cussion of the widely used rotating wave approximation
(RWA). In Section IV, the MB equations are introduced
in full-wave treatment and invoking the RWA, along with
the slowly varying amplitude approximation (SVAA) for
the field propagation. Section V treats the reduction of
the MB equations for semiconductor waveguide struc-
tures and optical fibers to a spatially one-dimensional
model, which is a widely used simplification. Section VI
deals with available analytical solutions for the Bloch and
MB equations, while in Section VII, numerical methods
for the MB equations are covered. Section VIII is dedi-
cated to the inclusion of further effects, such as local-field
corrections, inhomogeneous broadening and noise. Sec-
tion IX deals with the application of the MB model to
concrete optoelectronic devices, including bulk as well as
inter- and intraband quantum well and QD devices. The
paper is concluded in Section X, where dissipation mod-
els beyond the Lindblad formalism are discussed.
II. LINDBLAD EQUATION
In the following, we consider discrete quantum systems
with N states |i〉, where i = 1..N . We restrict ourselves
to a single-particle description, valid for carrier densi-
ties which are sufficiently low to neglect Pauli blocking,
but sufficiently high to neglect electron-hole Coulomb
correlation.70 It has been pointed out that these require-
ments are often fulfilled in state-of-the-art semiconductor
quantum devices which are the main scope of this paper,
and that the Lindblad approach introduced below is then
well justified.70 Furthermore, we do not explicitly con-
sider spin dependent effects, even though the Lindblad
formalism can be extended accordingly.71
The time evolution of an ideal quantum system is
famously described by the time dependent Schrödinger
equation
i~∂t |Ψ〉 = Hˆ |Ψ〉 (1)
with the reduced Planck constant ~, where the system
state vector |Ψ〉, and generally also the system Hamil-
tonian Hˆ, depend on time t. |Ψ〉 is a pure state, i.e.,
a coherent superposition of the basis states |i〉 with
|Ψ (t)〉 = ∑i ci (t) |i〉, where ci are complex coefficients.
In reality, however, no quantum system is perfectly iso-
lated, but rather interacts with its environment. This
induces decoherence, i.e., loss of quantum coherence in
the system, which must be included into any realistic de-
scription. The resulting statistical state of the system
is generally a mixed state which cannot be represented
by the system state vector |Ψ〉, but rather requires an
extended description in terms of the density operator ρˆ.
The corresponding density matrix with respect to the
chosen basis states |i〉 has the elements ρij = 〈i| ρˆ |j〉,
where the diagonal elements ρii give the occupation prob-
ability of state |i〉, while the off-diagonal elements ρij
represent the coherence between |i〉 and |j〉. The density
operator is positive semidefinite which guarantees that
any pure system state |Ψ〉 has a non-negative probabil-
ity, i.e., 〈Ψ| ρˆ |Ψ〉 ≥ 0. This also implies Hermiticity,
i.e., ρˆ = ρˆ† and thus ρij = ρ∗ji, where the dagger and
asterisk denote the adjoint and the complex conjugate,
respectively. Furthermore, at least for closed systems,72
the trace must remain constant to ensure particle con-
servation and is usually normalized to unity, Tr {ρˆ} = 1.
The coherent time evolution of the density operator is in
the Schrödinger picture described by the von Neumann
equation
i~∂tρˆ =
[
Hˆ, ρˆ
]
. (2)
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FIG. 2. Schematic illustration of a quantum system interact-
ing with impurities and thermal vibrations in the semicon-
ductor lattice.
In realistic scenarios, often many degrees of freedom
are relevant for the time evolution and must thus be con-
sidered. Usually, only part of these degrees of freedom
are of direct interest for the application in mind, and
solving the full Eq. (2) is typically also too demanding.
This issue can be addressed by performing a division into
a system containing the degrees of freedom which are of
primary interest, and a second one with the remaining
degrees of freedom which then constitute the environ-
ment. In semiconductor quantum devices, the degrees of
freedom of interest may be quantized states in a nanos-
tructure such as a quantum well or dot, while decoherence
typically arises from interaction with the semiconductor
lattice itself, thus acting as the environment. This sit-
uation is schematically illustrated in Fig. 2. There are
various types of interactions, also referred to as scatter-
ing mechanisms, which can induce decoherence in the
quantum system of interest. These include the interac-
tion with phonons due to (longitudinal- and transverse-
optical and -acoustic) thermal lattice vibrations, lattice
imperfections in form of impurities (such as dopants), in-
terface roughness or atomic disorder in alloys, as well as
piezoelectric fields. Also carrier-carrier interaction can
enter the single-particle picture as an additional scatter-
ing mechanism.73,74 For a quantum system interacting
with the environment, ρˆ and Hˆ in Eq. (2) refer to the full
dynamics of the combined system and environment.
The Hamiltonian Hˆ can be written as Hˆ = HˆS ⊗ IˆE +
IˆS⊗HˆE+HˆI, where the Hamiltonians HˆS, HˆE and HˆI de-
scribe the system S, the environment E and the system-
environment interaction, IˆS and IˆE are the unit opera-
tors in the respective Hilbert spaces, and ⊗ denotes the
tensor product.75 The reduced density matrix of the sys-
tem of interest is simply obtained by tracing over the
environmental degrees of freedom, ρˆS = TrE {ρˆ}. This
step by itself does obviously not eliminate the depen-
dence of Eq. (2) on the environment. Thus, additional
assumptions are necessary to arrive at a model for the
non-unitary time evolution of ρˆS, which is a consequence
of eliminating the environmental degrees of freedom. The
resulting equation is expected to be similar in structure
as Eq. (2), i.e., a first-order linear differential equation in
time for ρˆS, where the linearity ensures consistency with
the ensemble interpretation of the density matrix.76 The
resulting time-local and Markovian description of the re-
duced density matrix dynamics is commonly referred to
as (quantum) master equation. Its general form can be
inferred by posing additional requirements to avoid un-
physical behavior. In particular, this includes conser-
vation of unit trace and positive semidefiniteness of the
density matrix, as discussed above. Closer inspection re-
veals that if there exists another system S′, an evolution
equation for S which ensures positive semidefiniteness of
ρˆS can still lead to unphysical time evolution of the com-
bined density matrix for S and S′, even if S′ does not
evolve and is completely decoupled from S.76 This prob-
lem is cured by demanding complete positivity of the
evolution, rather than only the preservation of positive
semidefiniteness of ρˆS.
From above requirements, the general form of the evo-
lution equation can be inferred by invoking the Kraus
theorem,77 characterizing completely positive trace pre-
serving maps. The resulting master equation is called
Lindblad equation.50,51 Dropping the subscript S from
here on for ease of notation, it can be written as
∂tρˆ = − i~
[
Hˆ, ρˆ
]
+
∑
k
(
LˆkρˆLˆ
†
k −
1
2
Lˆ†kLˆkρˆ−
1
2
ρˆLˆ†kLˆk
)
= L (ρˆ) +
∑
k
Dk (ρˆ) = L (ρˆ) +D (ρˆ) , (3)
where Hˆ = Hˆ0 + Hˆ1 is the effective Hamiltonian of the
reduced system. Here, the Hamiltonian Hˆ1 describes
externally induced perturbations, e.g., due to an inci-
dent optical field. The description of light-matter in-
teraction requires a time dependent Hamiltonian, which,
although lifting the originally assumed time-homogeneity
of the Lindblad equation, still gives a valid density ma-
trix evolution.78,79 In addition, Hˆ may contain non-
dissipative contributions stemming from the interaction
with the environment, such as energy shifts.75 The dis-
sipation is described by the sum term, where the linear
operators Lˆk are called Lindblad or (quantum) jump op-
erators, which can in principle be chosen without further
restrictions in the Hilbert space of the reduced system.
Equation (3) now includes both the coherent dynamics
due to the Liouville superoperator L (ρˆ), corresponding
to Eq. (2), and the incoherent dynamics induced by the
dissipation superoperator D (ρˆ) which contains the inter-
action with the environment. Besides inferring the Lind-
blad equation from the requirements given above, Eq. (3)
can also be microscopically derived, assuming that the
quantum system is weakly coupled to a large Markovian
environment.75,80,81
As mentioned above, we allow for a time dependent
Hamiltonian in Eq. (3), which is required to include light-
matter interaction as envisaged in this paper, and con-
7stitutes a slight generalization of the original equation.50
Occasionally, also time dependent Lindblad operators
Lˆk (t) are used, for example to model time dependent
pumping rates.82 This also does not affect the physical
validity of Eq. (3), since conservation of trace and com-
plete positivity are further guaranteed.78,79 Moreover,
Eq. (3) with time dependent operators Hˆ and Lˆk is still
time-local and also Markovian.83
A. Introduction of Basis States
In principle, the N basis states of the (reduced) quan-
tum system can be freely selected as long as they span
the entire Hilbert space of the N -level system. In most
cases, an orthonormal basis is the preferred option, since
it results in more compact expressions and provides a
clearer physical interpretation. The choice of energy
eigenstates has the distinct advantage that the reduced
system Hamiltonian Hˆ0 is diagonal. In certain cases,
other choices may be preferable, such as a localized (or
tight-binding) basis set for the description of tunneling,
e.g., in double- or multiple-well systems.84
Assuming an orthonormal basis so that the unit op-
erator becomes Iˆ =
∑N
`=1 |`〉 〈`|, Eq. (3) can be written
as
∂tρij = − i~
∑
`
(Hi`ρ`j −H`jρi`)
+
∑
k
∑
`p
[
Li`k
(
Ljpk
)∗
ρ`p − 1
2
(
L`ik
)∗
L`pk ρpj
− 1
2
(
Lp`k
)∗
Lpjk ρi`
]
= − i
~
∑
mn
Lijmnρmn +
∑
mn
Dijmnρmn. (4)
Here, Hij = 〈i| Hˆ |j〉 and Lijk = 〈i| Lˆk |j〉 are the matrix
elements of the operators Hˆ and Lˆk. Also the superop-
erators can be represented in form of a matrix, albeit of
size N2 ×N2, with elements
Lijmn = Himδjn −Hnjδim, (5)
Dijmn =
∑
k
{
Limk
(
Ljnk
)∗
− 1
2
∑
`
[(
L`ik
)∗
L`mk δjn +
(
L`nk
)∗
L`jk δim
]}
,
(6)
where δ denotes the Kronecker delta. We emphasize that
while Eq. (6) ensures that there is a matrix representa-
tion Dijmn for any given set of Lindblad operators, the
converse is not necessarily true, and arbitrarily chosen
Dijmn can produce unphysical results.
B. Choice of Lindblad Operators
The choice of the Lˆk for generating a certain time evo-
lution is not unique. In particular, for a given set Lˆk
with k = 1, . . . ,K, the set Lˆ′k =
∑
` uk`Lˆ` (also with
` = 1, . . . ,K) generates the same dynamics for an ar-
bitrary unitary matrix with dimension K and elements
uk`.75,85 This can easily be verified by substituting the
Lˆk in Eq. (3) with above expression for Lˆ′k, and con-
sidering that
∑
k uk`u
∗
km = δ`m. Furthermore, the Lˆk
might also contain unitary contributions, which can al-
ternatively be included into the Hamiltonian Hˆ. In par-
ticular, replacing an operator Lˆk by Lˆ′k = Lˆk + αk Iˆ
where αk is an arbitrary complex constant with dimen-
sion of inverse square root of time, and Hˆ by Hˆ ′ = Hˆ +
(i~/2)
(
αkLˆ
†
k − α∗kLˆk
)
generates the same dynamics.75,85
From the Kraus theorem77 it follows that it is always
possible to choose the Lindblad operators so that a given
non-unitary evolution can be represented by K ≤ N2−1
operators [in addition to Lˆ0 ∝ Iˆ which gives a vanishing
contribution in Eq. (3)]. Formally, such a representation
can be constructed by starting from the Kossakowski–
Sudarshan form51 of the Lindblad equation and apply-
ing a unitary transformation to convert it to Eq. (3).75
However, it has been pointed out that the resulting stan-
dard form does not give much insight into the underlying
physical processes.85 From a practical point of view, it
is more natural to choose the Lˆk so that they represent
certain physical effects. In the following, we will discuss
the two most relevant mechanisms, i.e., incoherent transi-
tions between states corresponding to hopping transport,
and pure dephasing which affects the coherence between
two states but does not involve population transfer be-
tween them.
1. Incoherent Transitions
For a transition from a given basis state |α〉 to |β〉 with
a rate rα→β , the associated Lindblad operator is given by
Lˆα→β = r
1/2
α→β |β〉 〈α| , (7)
and Eq. (6) for the corresponding superoperator matrix
elements yields
Dα→βijmn =rα→β
[
δiβδjβδmαδnα
− 1
2
(δiαδjnδmα + δimδjαδnα)
]
. (8)
Inserting Eq. (7) into Eq. (4), we obtain popula-
tion changes [∂tρββ ]α→β = rα→βραα, [∂tραα]α→β =
−rα→βραα. The population relaxation is thus generally
described by rate equation terms
[∂tραα]relax =
∑
j 6=α
rj→αρjj − rαραα, (9)
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rα =
∑
j 6=α
rα→j (10)
is the total outscattering rate from level α. Further-
more, we see that apart from the population changes,
Lˆα→β also contains the associated lifetime contribution
to dephasing, with [∂tραn]α→β = − (rα→β/2) ραn and
[∂tρnα]α→β = − (rα→β/2) ρnα where n 6= α. This means
that population transfer from a state |α〉 to |β〉 induces
dephasing not only for this transition, but also for other
transitions involving |α〉, and ignoring this fact might
lead to unphysical results.72 On the other hand, this im-
plies that the total lifetime contribution to the dephas-
ing rate for a transition α→ β is with Eq. (10) given by
(rα + rβ) /2, i.e., is obtained from the total outscattering
rates for levels α and β. We note that the operator in
Eq. (7) provides an elementary description of transitions,
but does for example not take into account correlations
between different transition processes.
2. Pure Dephasing
In addition to above discussed population changes,
there can be additional mechanisms which do not in-
volve population transfer between the chosen basis states,
but cause additional decoherence, resulting in a decay of
off-diagonal density matrix elements only.86–89 This so-
called pure dephasing contribution between two levels α
and β 6= α can be described as [∂tραβ ]pure = −γ′αβραβ ,
which also implies [∂tρβα]pure = −γ′αβρβα since ραβ =
ρ∗βα. Here, γ
′
αβ = γ
′
βα ≥ 0 denotes the pure dephasing
rate. As can easily be seen, the corresponding dissipa-
tion superoperator in Eq. (4) can be represented by the
matrix elements
Dαβijmn = −γ′αβ (δiαδjβδmαδnβ + δiβδjαδmβδnα) . (11)
The Lindblad operators for pure dephasing must be
diagonal in the chosen basis.85 However, Eq. (11) does
not generally ensure physical behavior, and thus a repre-
sentation in terms of Lindblad operators does not always
exist.85 Notably, for N ≥ 3 there are constraints on how
to select the pure dephasing rates γ′αβ ≥ 0 to ensure
compatibility with Eq. (3), and an ill-considered choice
can for example easily result in a violation of positive
semidefiniteness for ρˆ.72,85 For example, γ′12 +γ′13 +γ′23 ≤
2 (γ′12γ
′
13 + γ
′
12γ
′
23 + γ
′
13γ
′
23)
1/2 must hold in three-level
systems, which is already violated if only one of the three
pure dephasing rates is non-zero.
In two-level systems, pure dephasing is described by a
single rate γ′12 = γ′21 = γ′ ≥ 0, and can for example be
represented by a Lindblad operator Lˆ = (2γ′)1/2 |1〉 〈1| or
Lˆ = (2γ′)1/2 |2〉 〈2|, or also by the set Lˆ1 = (γ′)1/2 |1〉 〈1|,
Lˆ2 = (γ
′)1/2 |2〉 〈2|. More generally, if the same (typically
empirical) pure dephasing rate γ′ is assumed for all tran-
sitions of an N -level system,90,91 this case can always be
represented by Lindblad operators, for example by the
set Lˆk = (γ′)
1/2 |k〉 〈k|, k = 1..N .86
Taking into account the results of Section II B 1, the
total phase relaxation due to pure dephasing plus life-
time broadening associated with incoherent transitions
is described by the dissipation term
[∂tραβ ]relax = −γαβραβ = −
[
(rα + rβ) /2 + γ
′
αβ
]
ραβ ,
(12)
where γαβ = (rα + rβ) /2 + γ′αβ is the total dephasing
rate and the rα,β are given by Eq. (10).72
3. General Case
While physical dissipation channels can often be
represented by either incoherent transitions or pure
dephasing,92 see Sections II B 1 and IIB 2, the Lind-
blad operators should not a priori be restricted to
these two forms, but rather be found based on physi-
cal considerations.93,94 Even more, the representation of
a dissipative channel as, e.g., incoherent transition or
pure dephasing, only applies for the chosen basis.85,90
For illustration, let’s assume an N -level system with or-
thonormal basis states |n〉 and dissipative channels de-
scribed by a set of Lindblad operators Lˆk. Alternatively,
an orthonormal basis with states |n′〉 can be used, with
|n〉 = Iˆ |n〉 = ∑n′ 〈n′ |n〉 |n′〉, which changes the char-
acter of the Lindblad operators in the new basis system.
As an illustrative example, we restrict ourselves to two
relevant levels |1〉 and |2〉, which are assumed to be lo-
calized in adjacent potential wells, and between which
tunneling through the separating barrier occurs. This
mechanism plays for example an important role in QCLs,
which are frequently modeled with a density matrix ap-
proach for a discrete quantum system, using localized
states to describe the tunneling transport across thick
barriers.62,88,89,95–97 This tunneling process is critically
affected by dephasing between the two states involved,
which can be modeled by Eq. (12).89,91,95,98 We exem-
plarily focus on the pure dephasing contribution, which
can for a two-level system be described by the Lind-
blad operator Lˆ = (2γ′)1/2 |1〉 〈1| as discussed in Sec-
tion II B 2. Changing to energy eigenstates |1′〉 and |2′〉
and for simplicity assuming near-degeneracy, we obtain
|1〉 = 2−1/2 (|1′〉+ |2′〉) and |2〉 = 2−1/2 (|1′〉 − |2′〉).99 In
the energy basis, above Lindblad operator then becomes
Lˆ = (γ′)1/2 (|1′〉 〈1′|+ |1′〉 〈2′|+ |2′〉 〈1′|+ |2′〉 〈2′|) which
is not diagonal, i.e., does not represent pure dephasing
in that basis.
To summarize, the frequently used classification of dis-
sipation channels in incoherent transitions and pure de-
phasing is not always possible and additionally depends
on the chosen basis system, but is frequently used since it
allows for an intuitive physical interpretation. Thus, this
classification might also be helpful for determining the
9corresponding dissipative rates based on compact models
or by comparison to experimental data.91,100,101 Conse-
quently, for a given system a criterion for a convenient
choice of basis states might be that the dissipation chan-
nels can reasonably well be described in terms of incoher-
ent transitions and pure dephasing, which for example
motivates the frequent use of localized states to describe
tunneling transport through thick barriers.
C. Conditions for Validity
As discussed in Section II B, the dissipation parame-
ters must fulfill certain conditions to ensure physical be-
havior of the density matrix, which is exactly true if a
representation of the dissipation process in terms of Lind-
blad operators exists. For example, the total dephasing
rate of a given transition cannot be smaller than the life-
time broadening contribution due to incoherent transi-
tions, as can be seen from Eq. (12). Also, as discussed
in Section II B 2, the pure dephasing rates cannot be in-
dependently chosen for each transition, but must fulfill
certain conditions for N ≥ 3 levels. Thus, if the exper-
imentally obtained dissipation rates for a system do not
satisfy above conditions, this might indicate that the cho-
sen model is not adequate, for example that not enough
levels are considered.72
As noted above, the Lindblad equation can also be
microscopically derived for a quantum system weakly
coupled to a large Markovian environment.75,80,81 These
assumptions require in particular that the coherent
system dynamics and relaxation processes occur on
a slower timescale than the memory decay of the
environment.75,81 These additional microscopic con-
straints are not required to ensure completely positive
and trace preserving evolution of the density matrix,
which is guaranteed by the Lindblad form of Eq. (3).
However, disregarding the microscopic validity criteria
might result in a violation of other laws such as On-
sager’s relation.94 On the other hand, it has been pointed
out that some of the assumptions usually invoked in mi-
croscopic derivations, such as the secular approximation,
might be unnecessarily restrictive.94 Eventually, for a de-
scription of realistic quantum systems where many de-
grees of freedom affect the time evolution, there will al-
ways be a trade-off between exactness and manageability
of the model.94 From a practical point of view, Lindblad-
type master equations, such as the MB system, often
still yield useful results on the verge of the microscopic
validity range, for example in semiconductor structures
interacting with high-intensity fields.102–106
III. OPTICAL BLOCH EQUATIONS
The most basic quantum system is the two-level sys-
tem with only N = 2 relevant states. This can be a
natural two-level system with only two eigenstates such
as a spin 1/2 particle, or a quasi-two-level system with
two strongly coupled states, such as an optical transi-
tion in resonance with an electromagnetic field49 or a
driven double-well potential.84 In an early application of
this model, Rabi investigated the interaction of a spin
1/2 particle with a rotating magnetic field by solving the
time dependent Schrödinger equation.14 The term ”Bloch
equations”, in the narrow sense, refers to evolution equa-
tions for a dissipative two-level system, first devised to
describe the evolution of the nuclear magnetic moment
in a magnetic field.46 Here, the interaction with the en-
vironment was taken into account by two phenomeno-
logical relaxation time constants. This concept was ex-
tended to other two-level systems, such as a pair of levels
in resonance with a classical optical field.47,48 The re-
sulting evolution equations are occasionally called opti-
cal Bloch equations for distinction.49 The optical prop-
agation can be considered by coupling the Bloch model
to Maxwell’s equations,24,47,49 resulting in the so-called
Maxwell-Bloch (MB) equations. In the following, we fo-
cus on the interaction of a quantum system with an op-
tical field, where the coupled MB equations have to be
used for a combined description of the system dynam-
ics and optical propagation. Here, we will not restrict
ourselves to two-level systems, but rather consider the
more general case of N ≥ 2 discrete levels. The resulting
equations are for N ≥ 3 states occasionally also referred
to as a multilevel Bloch/MB model.107 Furthermore, for
the description of dissipative effects due to the system in-
teraction with the environment, the Lindblad formalism
introduced in Section II will serve as a framework. Some-
times the Lindblad equation, Eq. (3), is already referred
to as Bloch equations.108 In the following, the (optical)
Bloch equations will be regarded as a special form of
Eq. (3) containing an interaction Hamiltonian Hˆ1 (t) to
describe light-matter coupling.
A. Dipole Approximation
We consider a Hamiltonian of the form Hˆ =
(pˆ− qA)2 / (2m) + qϕ + V , which models the system’s
interaction with a classical optical field, represented by
a time and space dependent magnetic vector potential
A = A (rˆ, t) and electric potential ϕ = ϕ (rˆ, t). Here,
rˆ and pˆ denote the position and (canonical) momentum
operators of the quantum system with the commutator
[rˆi, pˆj ] = i~δij , which are in position representation given
by rˆ = r and pˆ = −i~∇, and V = V (rˆ) represents
the system’s potential energy. Furthermore, m and q
denote the carrier mass and charge, which are for elec-
trons given by m = me and q = −e, with the elementary
charge e. Using the Coulomb gauge ∇A = 0, we have
[A,p] = 0. Furthermore assuming a radiation field with-
out free charge contributions gives ϕ = 0, and E = −∂tA
for the corresponding electric field.109 Under these as-
sumptions, we obtain Hˆ = Hˆ0+Hˆ1 with the Hamiltonian
of the unperturbed system Hˆ0 = pˆ2/ (2m) + V , and the
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time dependent interaction Hamiltonian110
Hˆ1 = − (q/m)Apˆ+ q2A2/ (2m) . (13)
The Bloch equations are then obtained from Eq. (4) by
choosing the energy eigenstates of the system Hamilto-
nian Hˆ0 as basis, resulting in matrix elements H0,ij =
Eiδij where Ei is the eigenenergy of state i, and
H1,ij = − q
m
〈i|Apˆ |j〉+ q
2
2m
〈i|A2 |j〉 . (14)
Typically, the field varies on the scale of the optical wave-
lengths involved, and the system dimensions are much
smaller. The carriers do then not experience a spatial
field variation across the quantum system, and A in
Eqs. (13) and (14) can be represented by a space inde-
pendent vector potential, evaluated at the macroscopic
position of the quantum system. In this case, it can be
shown by a gauge transformation that the interaction
Hamiltonian in Eq. (13) is equivalent to
Hˆ1 = −dˆE (t) , (15)
which corresponds to the interaction Hamiltonian in the
widely used (electric) dipole approximation.109,110 Here,
dˆ = qrˆ denotes the system’s dipole operator, and the
electric field E (t) is taken at the system position. In-
tuitively, the Hamiltonian in Eq. (15) corresponds to the
potential energy associated with the force qE (t) exerted
by the electric field on the carriers.
We note that under some special conditions, such as
high harmonic generation111 or strong plasmonic confine-
ment in nanophotonic structures,112,113 the field gradient
may become so large that the dipole approximation is
not applicable. In this context, we re-emphasize that
Eq. (15) only assumes a spatially constant field within
a given quantum system, but does not neglect the term
∝ A2 in Eq. (13) and is thus not restricted to weak fields,
as is sometimes believed. For the interaction Hamilto-
nian in Eq. (15), the mechanical and canonical momen-
tum operators coincide, mvˆ = pˆ. The Hamiltonian of
the unperturbed system Hˆ0 = pˆ2/ (2m) + V thus corre-
sponds to the instantaneous energy operator, and a ma-
trix element ρii in the eigenstate basis |i〉 of H0 can be
interpreted as the measurable probability of finding the
system in the corresponding energy eigenstate.110 For the
interaction Hamiltonian in Eq. (13), the mechanical mo-
mentum operator is mvˆ = pˆ − qA. This complicates
the physical interpretation of results, since, e.g., the in-
stantaneous energy operator mvˆ2/2 +V is different from
Hˆ0, which prohibits an interpretation of ρii as a measur-
able probability.110,114,115 These differences also explain
why the matrix elements H1,ij in Eq. (14) for spatially
constant A and those obtained from Eq. (15) deviate
from each other.110 While both versions of the interac-
tion Hamiltonian lead to identical results for observable
quantities as expected, it has been pointed out that the
use of approximations, such as the rotating wave approx-
imation discussed in Section III E, can cause deviations
between the two formulations.114,115 In the following, we
will use the interaction operator of the form Eq. (15).
B. Optical Bloch Equations in Standard Form
From Eq. (4), we obtain with Eq. (15) in the dipole
approximation the (multilevel) Bloch equations
∂tρij =− iωijρij + i~
∑
`
(di`ρ`j − d`jρi`)E
+
∑
mn
Dijmnρmn, (16)
with the transition frequencies ωij = (Ei − Ej) /~. If
we furthermore restrict the description of dissipative ef-
fects to incoherent transitions and dephasing, Eqs. (9)
and (12), Eq. (16) simplifies to
∂tρij = −iωijρij + i~
∑
`
(di`ρ`j − d`jρi`)E
− γijρij , i 6= j, (17a)
∂tρii =
i
~
∑
`
(di`ρ`i − d`iρi`)E+
∑
j 6=i
rj→iρjj − riρii.
(17b)
Although quantum optoelectronic devices can in princi-
ple comprise a single isolated quantum system, for ex-
ample a QD,116,117 in general they are based on ex-
tended nanostructures such as quantum well structures,
or an ensemble of many quantum systems such as multi-
quantum-dot structures. This requires a position re-
solved model, where the device is described by a represen-
tative quantum system with density matrix ρij (x, t) at
each device position x. Furthermore, also the parameters
ωij , dij , γij , rj→i and ri in Eqs. (16) and (17) generally
depend on x for inhomogeneous device structures,118,119
such as multi-section lasers.120–122
C. Optical Dipole Matrix Element
The Hamiltonian part of the Bloch equations, Eqs. (16)
and (17), requires the dipole matrix element vectors di` of
the optical transitions and the eigenenergies of the quan-
tized states as an input. These can be computed from
models derived from the stationary Schrödinger equation,
such as the effective mass or k.p approach, as shortly dis-
cussed in the following.
In Fig. 3, the band structure of GaAs as an ex-
emplary direct bandgap semiconductor material is dis-
played. Shown is the conduction band (solid line) and
the valence band (dashed lines), consisting of heavy hole,
light hole and split-off band. The holes tend to accu-
mulate near the valence band maximum which is always
at the Γ point where the crystal wavevector is k = 0.
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FIG. 3. Band structure of gallium arsenide (GaAs), obtained
based on a simple pseudo-potential tight-binding method
without spin-orbit coupling.123 Shown is the valence band
(dashed lines), the conduction band (solid line) and the
parabolic dispersion relation assumed for the Γ valley in ef-
fective mass approximation (dotted line).
For direct bandgap semiconductors, the global conduc-
tion band minimum where the electrons accumulate hap-
pens to be also at the Γ point, and thus conservation of
crystal momentum can be satisfied for radiative electron-
hole recombination. This process is much less likely in
indirect bandgap semiconductors, where the global con-
duction band minimum is not at the Γ point and the pro-
cess must additionally involve a phonon or crystal defect
to achieve momentum conservation.
Assuming a direct bandgap semiconductor, it is practi-
cal to write the full wavefunction Fi (r) of the initial and
final state as a product of periodic Bloch function uvi (r)
at the Γ point of band vi and an envelope wavefunction
ϕi (r) describing the slowly varying spatial modulation of
the full wavefunction across the nanostructure.124 While
a quantized state in a given band generally also contains
contributions from neighboring bands, in a first approx-
imation only the contribution of the dominant band is
considered,124
Fi (r) = uvi (r)ϕi (r) . (18)
In quantum well structures, the material composition
changes only along the growth direction x. Here, quan-
tum confinement only occurs in x direction, while the
carriers can move freely in the yz-plane. Thus, we can
make the ansatz
ϕi (r) = S
−1/2ψi (x) exp (ikyy + ikzz) . (19)
Here, S is the in-plane cross section area, k = [ky, kz]
T
denotes the in-plane wavevector in the yz-plane where
T indicates the transpose, and ψi (x) is the (gener-
ally k dependent) one-dimensional envelope wavefunc-
tion in confinement direction. In Fig. 4, the full wave-
functions Fi and corresponding envelope wavefunctions
ϕi are schematically illustrated for the two lowest con-
duction band states and the valence band ground state
Bandgap energy
Conduction band
Valence band
(heavy hole)
FIG. 4. Schematic illustration of full bound state wave-
functions Fi = uviϕi (solid) and envelope wavefunctions ϕi
(dashed) in the conduction and valence band of a quantum
well.
of a quantum well. Similar considerations apply to quan-
tum wires, where quantum confinement occurs in two
dimensions while the carriers can move freely along the
third coordinate. In QDs, the carriers are confined in all
three dimensions.
1. Computation of Envelope Wavefunction
Neglecting the coupling between conduction and va-
lence bands, the simplest model for computing ϕi (r) in a
quantum structure is the Ben Daniel-Duke model, which
works well for low-lying conduction band states in the Γ
valley and also generally at the heavy hole valence band
maximum.124 Here, we describe the dispersion relation
between energy and wavevector around the Γ point by
E (k) = V + ~2 |k|2 / (2m∗) which corresponds to a sec-
ond order expansion, as illustrated by the dotted line
in Fig. 3. The position dependent material composition
in nanostructures causes the effective mass m∗ and band
edge energy V to depend on r, where V additionally con-
tains the externally applied bias. Within this model, the
stationary effective mass Schrödinger equation is given
by124
0 =
{
− ~
2
2
[
∇ 1
m∗ (r)
∇
]
+ V (r)− Ei
}
ϕi (r) , (20)
where Ei denotes the eigenenergy of state i. For the
valence band, commonly the hole picture is adopted to
avoid a negative effective mass in Eq. (20). For the tran-
sition between a conduction band electron state with
eigenenergy Ei and a valence band hole state with energy
Ej , the transition energy is then given by Ei + Ej + Eg
where Eg denotes the bandgap energy, i.e., the energy
difference between valence band maximum and conduc-
tion band minimum. In quantum well systems, m∗ and
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V only depend on the x coordinate, and Eq. (20) can
be reduced to the one-dimensional effective mass equa-
tion by inserting Eq. (19). Similar considerations apply
to quantum wires where m∗ and V only depend on two
coordinates.
The Ben Daniel-Duke model in Eq. (20) can be ex-
tended, e.g., by accounting for band bending due to space
charge effects in the potential, which is self-consistently
included by solving Eq. (20) together with the Poisson
equation.125,126 Furthermore, an energy dependent effec-
tive mass can be introduced to include nonparabolicity
effects associated with the deviation of the dispersion re-
lation from the parabolic form assumed above.127,128
A further refined treatment of the conduction and va-
lence bands, which accounts for band coupling, is usu-
ally performed based on k.p theory, initially proposed by
Kane129,130 and Luttinger and Kohn.131 Here the enve-
lope wavefunctions are not scalar, but a multicomponent
vector containing contributions from all the bands con-
sidered. In many structures, strain arising from the lat-
tice mismatch between the different semiconductor com-
pounds plays an important role, and can be considered
based on the Bir-Pikus model.132 For modeling interband
devices, eight-band k.p is a common option which consid-
ers the top three valence bands and the lowest conduction
band, along with spin orientation.124,133 This approach
is routinely applied to nanostructures, such as quantum
dots,134 wires135 and wells.136 If only valence band states
are considered, a restriction to six bands is possible.137
This approach is sometimes also combined with Eq. (20)
for the conduction band, assuming that it is decoupled
from the valence bands. On the other hand, it has been
found that for certain cases, eight-band k.p is not ac-
curate enough. For example, a 14-band k.p approach
which also includes the second conduction band in III-
V semiconductors has been developed to obtain a more
accurate conduction band dispersion relation at higher
energies,138 and 14-band k.p has also yielded improved
results for SiGe/Si heterostructures.139
2. Inter- and Intraband Dipole Matrix Elements
The dipole matrix element is best evaluated by com-
puting the expectation value of the momentum operator
pˆ = −i~∇. Employing the product rule and exploiting
the fact that the periodic Bloch functions and envelope
wavefunctions vary on two different length scales, we can
with Eq. (18) write140
〈Fi| pˆ |Fj〉 ≈ 〈ϕi |ϕj〉 〈uvi | pˆ
∣∣uvj〉+〈uvi ∣∣uvj〉 〈ϕi| pˆ |ϕj〉 .
(21)
For transitions between conduction and valence band
states, the first term dominates because the Bloch func-
tions vary much more rapidly than the envelope wave-
functions. Using 〈Fi| pˆ |Fj〉 = imeEg 〈Fi| rˆ |Fj〉 /~ with
the electron mass me and band gap energy Eg,141 the
interband dipole matrix element can then in a first ap-
proximation be written as
〈Fi| rˆ |Fj〉 = −i~m−1e E−1g 〈uvi | pˆ
∣∣uvj〉 〈ϕi |ϕj〉 . (22)
For intraband optical transitions, we have vi = vj ,
〈uvi | pˆ |uvi〉 = 0 and 〈uvi |uvi〉 = 1, and thus Eq. (21)
yields 〈Fi| pˆ |Fj〉 ≈ 〈ϕi| pˆ |ϕj〉 and analogously
〈Fi| dˆ |Fj〉 ≈ 〈ϕi| dˆ |ϕj〉 . (23)
In quantum well systems, confinement only occurs in
the growth direction x, and the envelope wavefunction
has the form given by Eq. (19). For transitions between
a conduction band state |ψi,k〉 and a valence band state
|ψj ,k′〉, 〈ϕi |ϕj〉 = 〈ψi |ψj〉 δk,k′ , i.e., the optical tran-
sition is k conserving. The absolute value of the dipole
matrix element can be approximately written as
|e 〈Fik| rˆ |Fjk′〉| = cijE−1g Pcv 〈ψi |ψj〉 δk,k′ , (24)
where e denotes the polarization direction of the elec-
tric field, and Pcv ≈ 0.85..1 nm × eV for most common
semiconductors.140 For transitions between conduction
band and heavy hole states, cij = 2−1/2 for polariza-
tion in in-plane direction and cij = 0 for polarization
in growth direction. For transitions between conduction
band and light hole states, cij = 6−1/2 for polarization
in in-plane direction and cij = 2× 6−1/2 for polarization
in growth direction. For intraband transitions occurring
between quantized levels in the conduction band of quan-
tum wells, as are for example employed for QCLs, the
envelope wavefunctions again assume the form Eq. (19).
The dipole matrix element between an initial state |ψi,k〉
and a final state |ψj ,k′〉 is then with Eq. (23) given by
dik,jk′ = dijδk,k′ , where
dij = 〈ψi| dˆ |ψj〉 = −eex
∫
ψ∗i xψjdx. (25)
Here, ex denotes the unit vector in x direction, and only
the dipole matrix element for polarization in growth di-
rection x is nonzero. Notably, this is different from tran-
sitions between conduction band and heavy hole states
in quantum wells where the x component of dij is zero,
as discussed above. In Fig. 5, the possible field polar-
ization directions for interband [Fig. 5(a), (b)] and intra-
band [Fig. 5(c)] transitions are indicated. For quantum
well lasers, Fig. 5(a), (b) and (c) correspond to the stan-
dard edge-emitting, vertical-cavity surface-emitting and
quantum cascade laser.
In quantum dots, the uppermost valence band eigen-
states usually exhibit heavy hole character.142–145 Thus,
band coupling effects can often be neglected in Eq. (22)
for interband transitions between the heavy-hole-like
states and low-lying conduction band states. Within the
framework of these assumptions, only optical dipole tran-
sitions between hole and electron states with equal quan-
tum numbers are allowed, and the envelope wavefunction
overlap in Eq. (22) typically approaches 〈ϕi |ϕj〉 ≈ 1 for
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(a)
(b)
(c)
FIG. 5. Polarizations with non-vanishing dipole matrix el-
ements for (a) and (b) interband and (c) intraband transi-
tions. The dashed arrow in (a) indicates that for this polar-
ization, only transitions between conduction band and light
hole states contribute.
the allowed transitions.146,147 The symmetry of the wave-
functions can however be affected by inhomogeneities in
shape and composition of the quantum dots as well as
piezoelectric fields, resulting in additional weakly allowed
transitions.148,149 Moreover, due to the strong confine-
ment in quantum dots, Coulomb interactions tend to
play a pronounced role, causing energy shifts as well
as somewhat altered selection rules. Such effects can
be included in a more complete description based on
the electron-hole-pair picture, which replaces the single-
carrier envelope wavefunctions ϕi and ϕj in Eq. (22) by
expressions for the excited electron-hole pair state and
the corresponding ground state.146,148 Intraband transi-
tions, which are mainly relevant in the context of quan-
tum dot infrared photodetectors, are again described by
Eq. (23).
D. Non-Redundant Density Matrix Representation
For a discrete-level system with N eigenstates |j〉, the
density matrix contains N real diagonal elements and
N2 −N complex off-diagonal elements which are related
by ρij = ρ∗ji. Furthermore considering the trace condi-
tion Tr {ρˆ} = 1, the density matrix can be represented by
N2 − 1 non-redundant, real-valued elements, which are
conveniently written as a vector S. This non-redundant
representation is for example achieved by the coherence
vector (or pseudospin) representation,150 which has also
been found useful for numerically efficient implementa-
tions of the MB equations.53,151–153 For this purpose, the
density matrix operator ρˆ is composed as
ρˆ =
1
N
Iˆ +
1
2
N2−1∑
j=1
Sj sˆj . (26)
Here, sˆj are generators of the Lie algebra of SU(N)
which are traceless Hermitian operators fulfilling the
condition Tr {sˆj sˆk} = 2δjk, and Iˆ is the identity op-
erator. Iˆ and sˆj can be represented by correspond-
ing N × N matrices. A possible choice for the gener-
ators sˆ = {uˆ12, uˆ13, . . . , vˆ12, . . . , wˆ1, . . . , wˆN−1} consists
of N (N − 1) /2 generator pairs
uˆjk = tˆjk + tˆkj ,
vˆjk = −i
(
tˆjk − tˆkj
)
, (27)
and N − 1 generators
wˆl = −
[
2l−1 (l + 1)−1
]1/2( l∑
`=1
tˆ`` − ltˆl+1,l+1
)
, (28)
where tˆjk = |j〉 〈k| is the transition-projection operator,
and the indices satisfy 1 ≤ j < k ≤ N and 1 ≤ l ≤
N−1.150 For N = 2 and N = 3 these generators produce
the Pauli and the Gell-Mann matrices, respectively.
The elements of the coherence vector S are defined as
Sj = Tr {ρˆsˆj} using the Hilbert-Schmidt inner product.
Since both ρˆ and the generators sˆj are Hermitian, the
vector elements are real. A similar transform can be ap-
plied to the Lindblad equation. Inserting Eq. (26) into
Eq. (3) and applying Tr{·sˆk} yields
Tr {∂tρˆsˆk} = Tr
12
N2−1∑
j=1
∂tSj sˆj sˆk

=
1
2
N2−1∑
j=1
∂tSjTr {sˆj sˆk} = ∂tSk (29)
for the left hand side. For the right hand side we can
write
Tr {L (ρˆ) sˆk +D (ρˆ) sˆk} = Tr {L (ρˆ) sˆk}+ Tr {D (ρˆ) sˆk} ,
(30a)
Tr {L (ρˆ) sˆk} = Tr
{
N−1L(Iˆ)sˆk
}
︸ ︷︷ ︸
=0
+
N2−1∑
j=1
1
2
Tr {L (sˆj) sˆk}︸ ︷︷ ︸
=Ljk
Sj ,
(30b)
Tr {D (ρˆ) sˆk} = Tr
{
N−1D(Iˆ)sˆk
}
︸ ︷︷ ︸
Seqj
+
N2−1∑
j=1
1
2
Tr {D (sˆj) sˆk}︸ ︷︷ ︸
Djk
Sj ,
(30c)
14
since both superoperators L and D are linear. Noting
that L(Iˆ) = 0 and arranging Eqs. (29) and (30a)-(30c) in
matrix-vector form yields
∂tS = (L+D)S+ S
eq, (31)
where L and D are
(
N2 − 1) × (N2 − 1) real matrices
and Seq denotes the equilibrium coherence vector.
Alternatively, one can start from Eq. (4), where the
superoperators L and D are represented as N2×N2 ma-
trices. This Liouville space representation was used for
example in,154 where column-major order was applied to
map the indices (i, j) 7→ k and (m,n) 7→ l. In this case,
the density matrix is represented as N2 column vector
R, and the Lindblad equation reads154
∂tR =
(
− i
~
L+D
)
R, (32)
where L = HˆT ⊗ Iˆ − Iˆ ⊗ Hˆ and
D =
∑
k
[
LˆTk ⊗ Lˆk −
1
2
(
LˆTk Lˆ
∗
k ⊗ Iˆ + Iˆ ⊗ Lˆ†kLˆk
)]
. (33)
Here, ⊗ denotes the Kronecker product. Then, since the
Hilbert-Schmidt inner product reads Tr{aˆ†bˆ} = a†b =
b†a in this representation, where the vectors a and b
are the matrices aˆ and bˆ in column-major order, we can
write the transform from Liouville space to the coherence
vector representation as
Sj = Tr {ρˆsˆj} = s†jR, S = T †R, (34)
where the columns of the transformation matrix T are
the generators sj in column-major order. Conversely, the
vector R can be recovered by
R =
1
N
I+
1
2
TS, (35)
where I is the identity matrix in vectorized form. Using
these transform relations, we can rewrite Eq. (32) as
1
2
T∂tS =
(
− i
~
L+D
)
1
2
TS+
(
− i
~
L+D
)
1
N
I, (36)
and simplify the result by left-multiplication with T † to
∂tS =
(
− i
2~
T †LT + 1
2
T †DT
)
S+
1
N
T †DI, (37)
where we used the orthogonality of the generators
( 12T
†T = I, where I is the N2 × N2 identity matrix)
and the fact that the commutator of the identity is zero
(LI = 0). This corresponds to Eq. (31).
As we shall see in Section IV, the derivative of the
macroscopic polarization ∂tPq has to be calculated for
the Maxwell-Bloch equations. Naturally, it must be ex-
pressed as function of the vector S. By replacing the trace
operation and inserting the transformation rule, we can
write for this term
∂tPq = n3DTr
{
∂tρˆdˆ
}
= n3Du
†∂tR
=
1
2
n3Du
†T [(L+D)S+ Seq] , (38)
where u is the vectorized dipole moment operator and
n3D denotes the carrier number density. Note that the
elements of u could be vectors themselves, depending on
whether one ore more dimensions are considered.
Using the dipole approximation, Eq. (15), we plug in
the Hamiltonian Hˆ = Hˆ0 − dˆE(t), which can be repre-
sented with two matrices L0 and L1 in Liouville space
(and two matrices L0 and L1 in coherence vector repre-
sentation, respectively). Since
u†L1 = −u†
[
dˆTE(t)⊗ Iˆ − Iˆ ⊗ dˆE(t)
]
= −
[
dˆTE(t)⊗ Iˆu− Iˆ ⊗ dˆE(t)u
]†
= −
[
vec
(
IˆdˆdˆE(t)
)
− vec
(
dˆE(t)dˆIˆ
)]†
= 0,
(39)
where vec denotes the vectorization of an operator,
vec(dˆ) = u, and the Hermitian property of the opera-
tors involved as well as the properties of the Kronecker
product have been exploited, the polarization does not
depend on the electric field and Eq. (38) can be refined
as
∂tPq =
1
2
n3Du
†T [(L0 +D)S+ Seq] . (40)
E. Rotating Wave Approximation
The Bloch equations (17) are solvable only under spe-
cial conditions, like |∆M | = 1 transitions in hydrogen-
like atoms excited with circularly polarized light.14,49 In
particular, closed analytical solutions do not exist for
the basic and very important case of excitation with a
monochromatic, linearly polarized field.155 Furthermore,
the numerical solution of the Maxwell-Bloch equations
requires high spatiotemporal resolution since the fields
as well as the off-diagonal density matrix elements in
Eq. (17) oscillate with the optical period. For these rea-
sons, the rotating wave approximation (RWA) is com-
monly invoked, which significantly reduces the numerical
burden and enables an analytical treatment of the Bloch
equations, at least for incident monochromatic radiation
and some other relevant cases.
The RWA is only applicable for not too broadband
optical fields, which can then be separated into a
slowly varying amplitude, given in complex notation by
E (x, t) = |E (x, t)| exp [iφ (x, t)], and a rapidly oscillat-
ing carrier with frequency ωc > 0. We note that there is
no unique definition of ωc, but rather any choice which
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ensures that all relevant spectral components are close
to ωc will suffice (for optical fields with symmetric power
spectra, it obviously makes sense to pick the center fre-
quency). In complex notation, the electric field can then
be written as
E =
1
2
E exp (−iωct) + c.c., (41)
where c.c. denotes the complex conjugate. Furthermore
assuming that all transitions between pairs of states i
and j with non-negligible coupling to the optical field
are in near-resonance, |ωij | ≈ ωc, the corresponding off-
diagonal density matrix elements are transformed into a
rotating reference frame,
ρij = ηij exp [−sgn (ωij) iωct] , (42)
where sgn denotes the sign function. Inserting Eqs. (41)
and (42) in Eq. (17), multiplying both sides of Eq. (17a)
with exp [sgn (ωij) iωct] and applying the RWA, i.e., dis-
carding all rapidly oscillating terms ∝ exp (±iωct) and
exp (±2iωct),49 we obtain
∂tηij = i∆ijηij +
i
2~
(ρjj − ρii)dij
{
E
E∗
}
− γijηij , ωij
{
> 0
< 0
}
, (43a)
∂tρii =
1
~
∑
j
ωij>0
={djiηijE∗}+ 1~
∑
j
ωij<0
={djiηijE}
+
∑
j 6=i
rj→iρjj − riρii, (43b)
with ∆ij = sgn (ωij) (ωc − |ωij |). As discussed above, the
RWA is only applicable if the near-resonance condition is
fulfilled, i.e., all significant spectral components E (ω) of
the field are close to resonance with all relevant optical
transitions at frequencies ωij , |ω − |ωij ||  |ωij |. As a
second condition, the interaction energy must be so small
that the eigenfrequencies of the quantum system are not
considerably perturbed,49 i.e., |dijE| /~ |ωij |.
IV. MAXWELL-BLOCH EQUATIONS
The optical field propagation in the device is classically
described in terms of Maxwell’s equations. Assuming
that the magnetization is negligible at optical frequen-
cies, we can write Faraday’s and Ampère’s law for the
electric field E and magnetic field H as
∇×E = −µ0∂tH, (44a)
∇×H = 0r∂tE+ σE+Jq
= 0r∂tE+ σE+Jf + ∂tPq. (44b)
E, H, and Jq are functions of both t and x. Jq =
Jf + ∂tPq denotes the total current density contribution
Z
X
FIG. 6. Schematic illustration of modeling based on Maxwell-
Bloch equations. For an exemplary optical resonator, the dis-
tribution of representative quantum systems is shown along
with the cavity field.
of the quantum systems. Here, Jf and ∂tPq correspond
to the current density due to free carrier motion and the
polarization current density, respectively, where Pq is the
macroscopic polarization. In Fig. 6, the coupled modeling
of the field propagation and the quantum system dynam-
ics is schematically illustrated. For extended nanostruc-
tures such as quantum well structures or ensembles of
QDs, the medium must be described by a representative
quantum system at each position x. The Bloch equa-
tions, Eq. (17), are coupled to Eq. (44) via E. On the
other hand, Eq. (44) is coupled to Eq. (17) via Jq. For
practical reasons, we consider the background polariza-
tion due to the host medium separately by the (generally
x dependent) dielectric constant r (x), where we have for
now neglected any frequency dependence, and assumed
linearity and isotropy of the host. Likewise, we include
the absorption of the host medium by a scalar conduc-
tivity σ (x), which gives rise to an ohmic current contri-
bution σE in Eq. (44b). Furthermore, 0 and µ0 denote
the vacuum permittivity and permeability, respectively.
A. Macroscopic Polarization And Current Density
Here, as above, we use the position variable r to re-
solve microscopic behavior, while the variable x describes
the position in the modeled device or geometry and
refers to macroscopic dependencies, obtained from mi-
croscopic models by adequate ensemble averaging. In
Maxwell’s equations (44), the total macroscopic current
density contribution of the quantum systems is given by
Jq (x, t) = Jf (x, t) + ∂tPq (x, t), where the free charge
current density Jf and polarization current density ∂tPq
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contain the contributions due to free and bound charges,
respectively. In optoelectronic devices, Jf is for exam-
ple induced by electrical pumping or generated by the
photovoltaic effect, while ∂tPq is associated with the
bound charge oscillations induced by the optical field.
Microscopically, in nanostructured devices the carriers in
bound or quasi-bound states may contribute to ∂tPq by
coherent or incoherent interaction with the optical field,
as well as to Jf via coherent transport such as tunnel-
ing and incoherent transport such as scattering-induced
hopping. Thus, it makes sense to treat polarization and
free current density together.
The macroscopic polarization Pq can be obtained from
the dipole moment of the quantum system, given by
the expectation value of the dipole moment operator〈
dˆ
〉
(t) = Tr
{
ρˆ (t) dˆ
}
. Pq at a position x is then ob-
tained by summing over the quantum systems in a vol-
ume Vp around x,
Pq = V
−1
p
∑
i
〈
dˆi
〉
, (45)
where Vp is chosen big enough to obtain a smooth depen-
dence of Pq, but small enough so that spatial variations
on classical length scales can still be resolved. For a large
ensemble of identical systems with carrier number den-
sity n3D, the polarization is then given by
Pq = n3D
〈
dˆ
〉
= n3DqTr {rˆρˆ} , (46)
where ρˆ is the density operator of a representative quan-
tum system at position x. On the other hand, the electric
current in the quantum system can be computed from
the expectation value of carrier velocity 〈vˆ〉 in the sys-
tem, where the velocity operator is defined in the Heisen-
berg picture by the time derivative of the position op-
erator rˆH, vˆH = dtrˆH. For the coherent contribution
corresponding to the Hamiltonian part in Eq. (3), we
then obtain with the Ehrenfest equation 〈vˆ〉 = dt 〈rˆ〉,75
where we have dropped the index H since expectation val-
ues for physical observables are independent of the cho-
sen picture. In the Schrödinger picture, we thus obtain
〈vˆ〉 = dtTr {rˆρˆ} = Tr {rˆdtρˆ}, which is also valid for the
incoherent contribution induced by the Lindblad opera-
tor term in Eq. (3).90 Thus, I = q |〈vˆ〉| /L corresponds to
the current through an individual (single-carrier) quan-
tum system, where L here indicates the system length in
the direction of current flow, and L/ |〈vˆ〉| is the transit
time of the carrier through the system. Again averag-
ing over a large ensemble of identical systems, we obtain
the macroscopic current density Jf = n3DqTr {rˆdtρˆ}. We
note that this result is the same as for the polarization
current density, obtained by taking the time derivative
of Eq. (46), which reflects the fact that the carriers of the
quantum system are responsible for both the free charge
current and polarization current. Even more, from a mi-
croscopic standpoint, this distinction is inappropriate for
our case. Thus we can write
Jq = n3DqTr {rˆ∂tρˆ} , (47)
where ρˆ again describes a representative quantum system
at position x, and ∂tρˆ, given by Eq. (3), contains both
the coherent and incoherent dynamics. Assuming an N -
level system with orthonormal basis states |i〉, Eq. (47)
can with the dipole matrix element dij = q 〈i| rˆ |j〉 be
written as
Jq = n3D
∑
i,j
dji∂tρij , (48)
with ∂tρij given by Eq. (4) or (17).
A widely used criterion to distinguish between the
macroscopic free charge and polarization current contri-
butions in Eq. (48) is the frequency range, where com-
monly ∂tPq is expected to contain frequencies in the
range of the driving optical field spectrum, while Jf cov-
ers the low-frequency and direct current contributions.
In this context, we point out that due to nonlinear op-
tical mixing, the polarization generally contains up- and
down-converted components.156–159 This especially ap-
plies to nanostructured optoelectronic devices where gi-
ant optical nonlinearities can be artificially engineered,
and are actively exploited in both the optical and tera-
hertz regime.160–163 On the other hand, the electric cur-
rent can contain components up to tens of GHz due to
external modulation or back-coupling of the optical dy-
namics to the electrical circuitry. Notably, in QCLs em-
bedded into a micro-strip line, strong coupling of the co-
propagating microwave current modulation and optical
waveform has recently been found,164–168 indicating that
a clear differentiation between free and polarization cur-
rent contributions is not always possible. However, as
pointed out above, such a distinction is also not neces-
sary since the current density and polarization appear as
Jq = Jf + ∂tPq in Maxwell’s equations. Ultimately, the
frequency range of the measured electrical current will
be limited by both the measurement setup itself and the
electrical properties of the device, such as its intrinsic
capacitance.
1. Coherent Contribution
Using the Ehrenfest equation dt 〈rˆ〉 = i~−1
〈[
Hˆ, rˆ
]〉
,75
we can write the coherent part of the current density as
Jcoh = in3Dq~−1
〈[
Hˆ, rˆ
]〉
. (49)
In the following, we assume an effective mass Hamilto-
nian of the form Hˆ = (1/2) pˆ [m∗ (rˆ)]−1 pˆ+V (rˆ, t) as
used in Eq. (20), yielding
Jcoh = (1/2)n3Dq
〈
[m∗ (rˆ)]−1 pˆ+ pˆ [m∗ (rˆ)]−1
〉
. (50)
Using an orthonormal basis as for Eq. (48), and inserting
the unit operator Iˆ =
∫
dr3 |r〉 〈r| in Eq. (50), we can ex-
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press the result in terms of wavefunctions ϕi (r) = 〈r |i〉,
Jcoh = ~n3Dq
∑
i,j
∫
=
{
ρjiϕ
∗
i (r) [m
∗ (r)]−1∇ϕj (r)
}
d3r.
(51)
Equation (51) can also be interpreted as the current den-
sity contribution of a representative individual (single-
carrier) quantum system at the corresponding position,
averaged over the associated volume Vp = n−13D, where
the microscopically resolved current density is given by
the familiar expression94
Jcoh = ~q
∑
i,j
=
{
ρjiϕ
∗
i (r) [m
∗ (r)]−1∇ϕj (r)
}
. (52)
2. Incoherent Contribution
The incoherent contribution to the current density is
given by Jinc = n3Dq [〈vˆ〉]inc = n3DqTr {rˆ [dtρˆ]inc},90
which yields with Eqs. (3) and (4)
Jinc = n3DqTr
{
rˆ
∑
k
(
LˆkρˆLˆ
†
k −
1
2
Lˆ†kLˆkρˆ−
1
2
ρˆLˆ†kLˆk
)}
= n3D
∑
ij
dji
∑
mn
Dijmnρmn. (53)
For an incoherent transition from a state α to β 6= α, we
obtain with the corresponding Lindblad operator given
in Eq. (7)
Jα→βinc = rα→βn3D
(dββ − dαα) ραα −∑
i 6=α
<{diαραi}
 .
(54)
Furthermore, inserting Eq. (12) in Eq. (53) yields the
pure dephasing contribution between two levels α and
β
Jαβinc = −2γ′αβn3D<{dβαρaβ} , (55)
with the pure dephasing rate γ′αβ . The current contri-
butions from incoherent transitions due to Eqs. (54) and
(55) can also be rearranged so that
Jαβhop = (rα→βραα − rβ→αρββ)n3D (dββ − dαα) (56)
is the net current due to the hopping transport between
states α and β which corresponds to the classical rate
equation description, and
Jαβdep = −2γαβn3D<{dβαρaβ} (57)
is the dephasing contribution due to the decay of the
corresponding off-diagonal matrix elements ρaβ and ρβa.
Here, γαβ = (rα + rβ) /2 + γ′αβ is the total dephasing
rate, including lifetime broadening and pure dephasing,
and rα,β is given by Eq. (10). The total incoherent cur-
rent density, resulting from incoherent transitions and
pure dephasing, is then obtained by summing over all
transitions. With Eqs. (56) and (57), we obtain
Jinc =
N−1∑
α=1
N∑
β=α+1
(
Jαβhop + J
αβ
dep
)
= n3D
∑
α
∑
β 6=α
[
rα→βραα (dββ − dαα)
− γαβ<{dβαρaβ}
]
. (58)
B. Slowly Varying Amplitude Approximation
Although the Bloch equations in RWA, Eq. (43), are
sometimes solved in combination with the full Maxwell’s
equations, Eq. (44), typically the RWA is combined
with an envelope propagation equation, derived from
Maxwell’s equations under the assumption of a slowly
varying field amplitude. In this way, above mentioned
advantages of the RWA, namely a significantly reduced
numerical burden and a larger number of analytical so-
lutions, also applies to the coupled Maxwell-Bloch sys-
tem. Taking the curl of Eq. (44a) and eliminating H us-
ing Eq. (44b) yields
∇×∇×E =− n
2
0 (1− 2∆n)
c2
∂2tE− µ0σ∂tE− µ0∂tJf
− µ0∂2tPq. (59)
Here, c = (µ00)
−1/2 is the vacuum speed of light.
Furthermore, the background permittivity of the host
material r (x) is here modeled as r = n20 (1− 2∆n),
where ∆n (x, y) (with the minimum value 0) describes
a transverse refractive index profile, as widely employed
in waveguiding structures.169
For no free space charges, Gauss’s law dictates that
∇D = 0 where D = Pq + 0n20 (1− 2∆n)E is the
displacement field in Eq. (59). Assuming an isotropic
medium, we can thus set ∇ (∇E) ≈ 0 in the case of weak
nonlinearity157 and weak inhomogeneity,169,170 or gener-
ally if the field intensity transverse to the propagation
direction is slowly varying over an optical wavelength.171
This assumption is only fulfilled for weak waveguid-
ing, i.e., if the relative changes of the refractive index
|∆nb| /nb and its gradient |∆ (∇nb)| / |∇nb| over the dis-
tance of a wavelength in the medium is small against
unity,169 where nb = n0 (1− 2∆n)1/2 in Eq. (59). Fur-
thermore, also the polarization contribution Pq of the
quantum structure must be compatible with the assump-
tion of weak inhomogeneity. As discussed in Section
III C, quantum structures, as modeled by the Bloch equa-
tions, can be highly anisotropic; e.g., the dipole moment
element vector dij of inter-conduction band transitions in
quantum wells only has a nonzero component in growth
direction. If the optical field is however also polarized in
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this direction, which is for example often the case in lasers
since only the corresponding field component gets ampli-
fied, then∇E ≈ 0 can still hold for weak nonlinearity and
inhomogeneity. Using ∇× (∇×E) = ∇ (∇E)−∇2E and
subsequently neglecting the term ∇ (∇E), we obtain the
generalized inhomogeneous wave equation
∇2E = n
2
0 (1− 2∆n)
c2
∂2tE+ µ0σ∂tE+ µ0∂tJf + µ0∂
2
tPq.
(60)
For deriving the slowly varying amplitude approxima-
tion (SVAA), E and Pq are written as a product of its
envelope and carrier, as done above for the derivation of
the RWA. However, in contrast to Eq. (41), we also take
into account the spatial dependence of the carrier, where
we assume that the direction of the optical energy flow
at every position is close to a reference direction defined
by the carrier wavevector kc, which corresponds to the
paraxial approximation. This assumption is for example
typically fulfilled in laser resonators or optical fibers. In-
troducing the complex-valued field and polarization am-
plitudes, E (x, t) and P (x, t), and assuming propagation
along the z direction, we have
E (x, t) =
1
2
E (x, t) exp (ikcz − iωct) + c.c., (61a)
Pq (x, t) =
1
2
P (x, t) exp (ikcz − iωct) + c.c., (61b)
with |kc| = n0ωc/c. We note that although Eq. (61a)
contains the term exp (ikcz) not included in Eq. (41),
the Bloch equations in RWA, Eq. (43), remain unchanged
since exp (ikcz) cancels out. To apply the SVAA, we in-
sert Eq. (61) in Eq. (60). Just as for the RWA, we assume
that all significant spectral components of the field are
close to ωc, i.e., at frequencies ωc + ∆ω with |∆ω| 
ωc. This implies that ∂2tE can be neglected against
−2iωc∂tE, as can be seen in Fourier domain where
the two terms become −∆2ωE (∆ω) and −2ωc∆ωE (∆ω).
Similarly, also σ∂tE and ∆n∂tE can be dropped against
−iωcσE and −iωc∆nE. The polarization amplitude P,
introduced in Eq. (61b), couples the optical propaga-
tion equation to the Bloch equations, Eq. (43), as fur-
ther discussed in Section IVB1. The RWA implies
that also P is narrowband, which means that for ex-
ample harmonic or difference frequency generation can-
not be included. Thus, similarly as for the field, ∂2tP
and −2iωc∂tP can be neglected against −ω2cP. In addi-
tion, the paraxial approximation implies that ∂2zE can be
neglected against ikc∂zE. Finally multiplying all terms
with exp (iωct− ikcz) and discarding all rapidly oscillat-
ing terms, which also eliminates Jf since it is assumed
to contain only low frequency components (see Section
IVA), we arrive at
∂tE± c
n0
∂zE =− iωc∆nE
+
1
2n20
(
i
c2
ωc
∇2TE+ i
ωc
0
P− σ
0
E
)
.
(62)
Here, ∇2T = ∂2x + ∂2y denotes the transverse Laplace op-
erator. The ”+” and ”-” signs in Eq. (62) are for forward
and backward propagation corresponding to kc > 0 and
kc < 0, respectively. For counterpropagating fields which
for example arise in Fabry-Pérot resonators, the standing
wave pattern causes a position dependent inversion grat-
ing, also referred to as spatial hole burning. This effect
is not yet included in Eq. (62), and its implementation is
discussed in Section VC2.
1. Polarization in Rotating Wave Approximation
In the RWA, the off-diagonal density matrix elements
ρij that are associated with near-resonant optical transi-
tions are represented in terms of transformed elements ηij
in a rotating reference frame, as obtained with Eq. (42).
Writing the total current as Jq = Jf +∂tPq as in Eq. (47),
and assigning the low-frequency contributions to Jf and
the optical contributions to Pq, we see from Eq. (48) that
the transformation into the rotating frame only affects
the evaluation of the polarization Pq. With Eq. (46) and
Eq. (42), we obtain
Pq = n3D
∑
ωij>0
djiηij exp (−iωct) + c.c.+ n3D
∑
i
diiρii.
(63)
For inclusion of optical propagation, the RWA is often not
coupled to the full Maxwell equations, but rather solved
together with Eq. (62) in SVAA which contains the polar-
ization in terms of the amplitude P. As discussed above,
we have to replace exp (−iωct) by exp (ikcz − iωct) in
Eq. (63) since the SVAA also takes into account the spa-
tial dependence of the carrier. Comparing the resulting
equation with Eq. (61b), and neglecting the quasi-static
dipole moment contribution
∑
i diiρii which does not os-
cillate at the optical excitation frequency and thus drops
out in the SVAA, we obtain
P = 2n3D
∑
ωij>0
djiηij . (64)
C. Initial Conditions
The Bloch equations without or with RWA, Eq. (17)
or Eq. (43), have to be supplemented by correspond-
ing initial conditions at time t = t0. Apart from spe-
cial cases where the quantum system may be coherently
prepared in a certain initial state such as a coherent
superposition,172 the system will be initially in equilib-
rium. The corresponding density matrix elements are
then obtained by setting ∂t = 0 in Eq. (17) or (43) and
assuming a vanishing optical field for t ≤ t0, which
gives rise to a mixed state with off-diagonal elements
ρij (t = t0) = 0 and ηij (t = t0) = 0, respectively. The
diagonal elements ρii (t = t0) = ρ
eq
ii are given by the
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equilibrium occupation probabilities ρeqii , which can be
obtained by setting dt = 0 in Eq. (9). This yields for a
system with N levels the linear equation system
0 =
∑
j 6=i
rj→iρ
eq
jj − riρeqii , i = 1.. (N − 1) , (65)
1 =
N∑
i=1
ρeqii , (66)
where ri is given by Eq. (10). The ρ
eq
ii do not necessarily
correspond to a thermal distribution, but are rather de-
termined by the transition rates which may for example
include the pumping process in lasers. For inhomoge-
neous device structures, the rates ri and rj→i generally
depend on position x, giving rise to x dependent ρeqii .
Suitable initial conditions have also to be defined
for the Maxwell equations, Eq. (44), or the propagation
equations in SVAA derived thereof, Eq. (62). Here we
cannot choose identically vanishing fields, since the op-
tical field would then remain zero throughout the MB
simulation. Laser seeding by spontaneous emission is of-
ten mimicked by initializing the electric field with white
Gaussian amplitude noise, which can also be added at
every time step of the simulation to model spontaneous
emission noise.173 In the SVAA, Eq. (62), the electric field
is represented by its complex envelope function, and thus
complex white Gaussian noise is used in this case.
D. Two-Level Approximation
In most cases, the simplest model with only two rele-
vant states (e.g., an upper laser level 2 and lower laser
level 1) is considered. The corresponding density matrix
contains the elements ρ11, ρ22 and ρ21 = ρ∗12. Assuming a
closed system, we obtain ρ11 + ρ22 = 1. The dissipation
in the Bloch equations, Eq. (17), is then parametrized
by the three rates γ21, r1→2 and r2→1, where γ12 = γ21
as described in Section II B 2, and Eq. (10) gives r1 =
r1→2, r2 = r2→1. Introducing the population inversion
w = ρ22 − ρ11, we can substitute ρ11 = (1− w) /2 and
ρ22 = (1 + w) /2 in Eq. (17). Furthermore neglecting
static dipole moments, d22 − d11 ≈ 0, we obtain
∂tρ21 = −iω21ρ21 − iwΩ− γ2ρ21, (67a)
∂tw = 2i (ρ
∗
21Ω− ρ21Ω∗)− γ1w + Γ12. (67b)
Here, Ω = ~−1d21E denotes the instantaneous Rabi fre-
quency, γ1 = r1→2 + r2→1 and γ2 = γ21 are the pop-
ulation inversion relaxation and dephasing rates, and
Γ12 = r1→2 − r2→1 represents the (net) pumping rate
from the lower to the upper level. Equation (67b) is of-
ten also written as
∂tw = 2i (ρ
∗
21Ω− ρ21Ω∗)− γ1 (w − weq) , (68)
where weq = Γ12/γ1 denotes the equilibrium population
inversion for Ω = 0.
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FIG. 7. (a) Bloch vector components and (b) Bloch vector
trajectory for a dissipationless two-level system excited with
a sech pulse.
A real-valued, redundance-free representation can be
obtained by applying Eqs. (27) and (28), yielding the
three real-valued quantities u:= 〈uˆ12〉 = ρ12 + ρ21 =
2<{ρ21}, v:= −〈vˆ12〉 = −i (ρ12 − ρ21) = −2={ρ21}, and
w:= 〈wˆ1〉 = ρ22 − ρ11. These are usually represented in
terms of the so-called Bloch vector S = [u, v, w]T, where a
minus sign has been added to the definition of v in order
to obtain the usual convention for the Bloch vector.49
Separating Ω in its real and imaginary part Ωr + iΩi,
Eq. (67) then becomes
∂tu = −ω21v + 2Ωiw − γ2u, (69a)
∂tv = ω21u+ 2Ωrw − γ2v, (69b)
∂tw = −2Ωiu− 2Ωrv − γ1w + Γ12, (69c)
which can also be written as49
∂tS =
 −2Ωr2Ωi
ω21
× S−
 γ2uγ2v
γ1 (w − weq)
 . (70)
The polarization term in Eq. (44) is then with Eq. (48)
obtained as
∂tPq = 2n3D<{d12∂tρ21}
= n3D (<{d12} ∂tu+ ={d12} ∂tv) . (71)
The time evolution of the Bloch vector S(t) can be
visualized in the Bloch sphere representation, where the
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Bloch vector trajectory is displayed in a Cartesian coordi-
nate system with axes u, v and w.47,49 For γ1 = γ2 = 0,
|S (t)| is conserved over time, as can be seen by mul-
tiplying Eqs. (69a), (69b) and (69c) with u, v and w,
respectively, and adding the resulting equations, which
yields ∂t
(
u2 + v2 + w2
)
= 0. For pure states, |S (t)| = 1,
i.e., the tip of the Bloch vector moves along the surface
of a unit sphere, the so-called Bloch sphere. For mixed
states, the tip is located within the Bloch sphere, cor-
responding to |S (t)| < 1. In Fig. 7, the time evolution
of the Bloch vector components and the corresponding
Bloch vector trajectory are shown for a two-level system
with γ1 = γ2 = 0 and initial conditions u = v = 0,
w = −1. The optical field is assumed to be a sech
pulse Ω = 2T−1sech (t/T ), which corresponds to a self-
induced transparency soliton as further discussed in Sec-
tion VIA2, with T = 10/ω21 chosen for this example.
A further representation of the Bloch equations is ob-
tained by assuming a real d21 and thus Ω = Ωr. Solving
Eq. (69a) for v and using the result to eliminate v in
Eqs. (69b) and (69c) yields with Eq. (71)157
[
∂2t + 2γ2∂t +
(
ω221 + γ
2
2
)]
Pq = −2ω21d
2
12
~
n3Dw
d12
|d12|E,
(72a)
∂tw = 2
∂tPq + γ2Pq
~n3Dω21
E− γ1w + Γ12. (72b)
This representation can be seen as an extension of
the classical Lorentz model for resonant polarization in
dielectrics, assuming the same mathematical form as
Eq. (72a) if we set w constant. Accordingly, Eq. (72)
is mainly used in computational electrodynamics, es-
pecially in combination with the finite-difference time-
domain method, as a substitute for more basic classical
polarization models.52
1. Rotating Wave/Slowly Varying Amplitude Approximation
In the RWA, we obtain from Eq. (43) with Ω =
~−1d21E
∂tη21 = i∆η21 − 1
2
iwΩ− γ2η21, (73a)
∂tw = i (η
∗
21Ω− η21Ω∗)− γ1 (w − weq) , (73b)
where ∆ = ωc − ω21 denotes the detuning of the opti-
cal field from the resonance frequency ω21. In analogy
to above, we can introduce the Bloch vector s for the
off-diagonal density matrix elements in RWA, with com-
ponents s1 = η12 + η21 = 2<{η21}, s2 = −i (η12 − η21) =
−2={η21}, s3 = w, and obtain in analogy to Eq. (69)
with Ω = Ωr + iΩi
∂ts1 = ∆s2 + Ωiw − γ2s1, (74a)
∂ts2 = −∆s1 + Ωrw − γ2s2, (74b)
∂tw = −Ωis1 − Ωrs2 − γ1 (w − weq) . (74c)
The polarization term in the SVAA propagation equa-
tion, Eq. (62), is then with Eq. (64) obtained as
P = 2n3Dd12η21 = n3Dd12 (s1 − is2) . (75)
V. REDUCTION TO ONE-DIMENSIONAL MODEL
Although the MB equations are sometimes solved in
two or even three spatial dimensions,53–60 the model is
frequently reduced to a single spatial coordinate in or-
der to minimize the numerical load.49 This is usually
achieved by assuming plane wave propagation in the
Maxwell equations, Eq. (44), or the corresponding prop-
agation equations in SVAA, Eq. (62).174 For extended
beams propagating in a homogeneous medium such as
a gas or bulk solid-state medium, the plane wave ap-
proximation may be a reasonable assumption. For op-
toelectronic devices which are the focus of this paper,
the light is usually strongly guided, often with sub-
wavelength confinement in at least one dimension. Here,
the plane wave approximation is clearly too simplistic.
However, optoelectronic devices such as semiconductor-
based lasers often employ waveguiding structures which
are invariant in propagation direction z, in particular
schemes with a suitable transverse refractive index pro-
file or metal cladding. Such geometries provide lat-
eral field confinement and give rise to guided mode so-
lutions, i.e., field solutions which are at a given fre-
quency ω characterized by a propagation constant and a
z independent transverse field distribution. While some
one-dimensional plane wave treatments have included all
transverse field components to describe elliptically or cir-
cularly polarized light,152,153,175–177 we assume linearly
polarized waveguide modes in the following, and thus
consider a single transverse component of the electric and
magnetic fields. In Fig. 8, an exemplary waveguide struc-
ture is schematically illustrated.
A. Full Maxwell Equations
We employ the full Maxwell equations, Eq. (44), cou-
pled to the Bloch equations, Eq. (16) or (17), to describe
the carrier-light interaction and optical propagation in
a waveguide geometry which is invariant with respect
to the propagation direction z. Our goal is to extract
a one-dimensional MB model with a single electric and
magnetic field component, as typically used in simula-
tions due to the associated computational burden. We
focus on guided mode solutions, which are at a given fre-
quency ω characterized by a (generally complex) prop-
agation constant β, and z invariant transverse field de-
pendencies Etx,y,z (x, y) and H
t
x,y,z (x, y) for the electric
and magnetic field components. Thus, we can make the
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FIG. 8. Schematic illustration of one-dimensional propaga-
tion model for a waveguide structure. (a) The white rectangle
on the front facet denotes the cross section of the quantum
structure, and the optical intensity distribution is indicated.
(b) The refractive index profile is indicated, with darker colors
corresponding to higher refractive indices.
ansatz
Ep (x, t) = <
{
Etp (x, y) exp
(
iβz − iωt)}
= <{Eωp (x) exp (−iωt)} , (76a)
Hp (x, t) = <
{
Htp (x, y) exp
(
iβz − iωt)}
= <{Hωp (x) exp (−iωt)} , (76b)
with p = x, y, z. By inserting Eq. (76) into Eq. (44), the
computation of the transverse mode profile in the xy-
plane can be decoupled from the z coordinate and re-
duces to a two-dimensional problem. For example, by
eliminating the electric field, we obtain
(
∂2p + ∂
2
q
)
Htp+
∂qr
r
(
∂pH
t
q − ∂qHtp
)
=
(
β2 − ω
2
c2
r
)
Htp
(77)
with p = x, y and q = y, x.178 Waveguiding is for instance
obtained by surrounding the optically active region with
another dielectric material featuring a lower refractive
index as illustrated in Fig. 8(b), or with a metal cladding.
Both cases can be described by a transversely dependent
complex background permittivity
r = r + iσ/ (ω0) , (78)
where r and σ generally depend on x, y and ω, and σ ac-
counts for the conductivity or dielectric losses. Together
with the boundary condition Htp,q → 0 for x2 + y2 →
∞, Eq. (77) constitutes a complex eigenvalue problem.
Equation (77) can for example be solved with the film
mode matching method, which is especially suitable for
waveguides with a rectangular cross section.179 The po-
larization contribution Pq in Eq. (44) due to the quan-
tum systems is not yet considered in Eq. (77) since it
is assumed to be small enough to be included in first-
order perturbation theory, with negligible influence on
the transverse field distribution. Using ∇H = 0, we can
calculate the longitudinal component Htz (x, y) from H
t
x
and Hty as
Htz = iβ
−1 (∂xHtx + ∂yHty) . (79)
Furthermore, the electric field components are with
Eq. (44b) obtained as
ω0rE
t
x = i∂yH
t
z + βH
t
y, (80a)
ω0rE
t
y = −βHtx − i∂xHtz, (80b)
ω0rE
t
z = i∂xH
t
y − i∂yHtx. (80c)
For general solutions of Eq. (77), the polarization
varies over the waveguide cross section. As indicated in
Fig. 8(b), in many optoelectronic devices, such as typi-
cal standard edge-emitting and quantum cascade lasers,
rectangular waveguides are used where the width in lat-
eral y direction significantly exceeds its thickness in x di-
rection. This allows an approximate treatment as a slab
waveguide structure, which is assumed to be infinitely
extended in y direction and thus can, to first order, be
described by r (x). The field components are then as-
sumed to be constant in y direction, which corresponds
to setting ∂y = 0.170 The guided field solutions can be
divided into two classes: Transverse electric (TE) modes
are characterized by Eωz = 0, where for ∂y = 0 all compo-
nents except Eωy , H
ω
x and H
ω
z vanish as can be seen from
Eqs. (79) and (80); similarly, transverse magnetic (TM)
modes, characterized by Hωz = 0, have for ∂y = 0 only
non-vanishing Hωy , E
ω
x and E
ω
z components.170 The y
dependence of the field distribution may then be reintro-
duced using the effective refractive index approximation
method,180 which preserves the TE or TM character of
the solution. From the discussion of dipole matrix el-
ements for quantum well structures in Section III C, it
follows that standard edge-emitting lasers, which utilize
interband transitions, preferably operate in TE mode [see
also Fig. 5(a)]. On the other hand, QCLs, which rely on
intraband transitions, only operate in TM mode [see also
Fig. 5(c)].
As pointed out above, simulations typically employ a
plane-wave-type propagation model which only depends
on the propagation coordinate z and time t, and considers
a single transverse electric and transverse magnetic field
component. Our goal is to derive such equations, with
a form equivalent to the Maxwell equations, for guided
rather than plane-wave propagation, as applies to many
photonic devices and systems.
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1. Transverse Electric Mode
For TE modes in slab waveguides, Eq. (77) yields with
Hty = 0 and ∂y = 0
∂2xH
t
x =
(
β2 − ω
2
c2
r
)
Htx, (81)
and the boundary conditions are given by
Htx (x→ ±∞) → 0. From Eq. (44), we furthermore
obtain
−∂zEy = −µ0∂tHx, (82a)
∂zHx − ∂xHz = 0r∂tEy + σEy. (82b)
The polarization contribution of the quantum systems
is not contained in Eq. (82b) since it will subsequently
be included in a perturbative manner. Equation (82b)
does not yet have the desired form since it contains an
x derivative and the longitudinal field component in the
term ∂xHz. With Eqs. (76b), (79) and (81), we obtain
∂xH
ω
z = iβ
−1
(
β2 − ω
2
c2
r
)
Hωx , (83)
where r = r + iσ/ (ω0). In the following, it is practical
to switch to the frequency domain, where Eq. (82a) is
with Eq. (76) given by
∂zE
ω
y = iβE
ω
y = −iωµ0Hωx . (84)
From Eq. (84), we see that the electric and magnetic
fields have the same transverse distribution. Inserting
Eq. (83) into Eq. (82b) in frequency domain, and employ-
ing Eq. (84), we arrive at
∂zH
ω
x = −iω−1µ−10 β2Eωy . (85)
In the following, the polarization contribution of the
quantum system will be included as a perturbation.181
Re-deriving Eq. (81) from Maxwell’s equations Eq. (44),
but now with the polarization contribution due to the
quantum systems included, we see that the perturbation
generated by the polarization on the Eωy field compo-
nent is formally equivalent to an additional background
permittivity ∆r = −10 P
ω
y /E
ω
y , where P
ω
y contains the
polarization contribution of the quantum systems in fre-
quency domain. In the following, we assume that the
device operates in a single transverse mode with the
magnetic field distribution Htx, possibly the fundamental
mode. Using the similarity of Eq. (81) to the Schrödinger
equation in quantum mechanics, we can apply perturba-
tion theory in an analogous matter.182 To first order, Htx
remains unchanged, and for the eigenvalue β2 we obtain
the correction
∆β2 =
ω2
0E
ω
y c
2
∫∫∞
−∞
∣∣Htx∣∣2 Pωy dxdy∫∫∞
−∞
∣∣Htx∣∣2 dxdy . (86)
For completeness, we also include integration over the y
coordinate in Eq. (86) since the y dependence of Htx may
be reintroduced based on above mentioned effective re-
fractive index method. It should be mentioned that if
r in Eq. (81) has a non-vanishing imaginary part, the
eigenvalue problem is non-Hermitian and strictly speak-
ing, a biorthogonal basis set must be used.183 In this
case, Eq. (86) serves as an approximation to the ex-
act perturbation term. Furthermore, it is practical to
split the unperturbed propagation constant β into a real
and an imaginary part, β = β + iβ′. Here, β′ is re-
lated to the power loss coefficient a by β′ = sgn (β) a/2,
with the sign function sgn. Assuming |β|  |β′|, we
can write β2 ≈ β2 + i |β| a + ∆β2. Introducing the
effective waveguide refractive index neff (ω) defined by
β = sgn (β)ωneff/c, we then obtain
∂zH
ω
x =− iω0n2effEωy + 0cneffaEωy
− iω
∫∫∞
−∞
∣∣Htx∣∣2 Pωy dxdy∫∫∞
−∞
∣∣Htx∣∣2 dxdy . (87)
a. Field Confinement Factor Equations (84) and
(87) effectively reduce the complexity of the propaga-
tion problem from three spatial dimensions to a single
coordinate z. However, for computing the integral in
the polarization term of Eq. (87), Pωy must be obtained
by solving the Bloch equations in the whole device vol-
ume, using the full spatial field dependence given by
Eq. (76). This greatly impedes the numerical efficiency
of the one-dimensional propagation model. As indicated
in Fig. 8(a), frequently the transverse field distribution
does not vary significantly across the quantum nanos-
tructure, e.g., because the nanostructure covers only part
of the waveguide cross section, preferably at the position
of maximum intensity. Consequently, also Pωy is approx-
imately constant over the quantum system cross section
and can be taken out of the integral in Eq. (86), which
can then be written as ΓPωy . Here, Γ denotes the field
confinement factor, which gives the overlap of the quan-
tum nanostructure with the mode profile and is thus also
referred to as overlap factor. With Eq. (84), Γ can be
written as
Γ =
∫∫
Aq
∣∣Htx∣∣2 dxdy∫∫∞
−∞
∣∣Htx∣∣2 dxdy =
∫∫
Aq
∣∣Ety∣∣2 dxdy∫∫∞
−∞
∣∣Ety∣∣2 dxdy . (88)
Here, the enumerator contains an integration over the
cross section area Aq of the active region formed by
the quantum systems. The intensity distribution in the
waveguide is given by the time-averaged magnitude of
the z component of the Poynting vector, which is with
Eq. (84) obtained as
I = |〈Sz〉| =
∣∣<{Eωy (Hωx )∗}∣∣ /2 = 0cneff ∣∣Eωy ∣∣2 /2.
(89)
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FIG. 9. Illustration of the transverse electric mode profile of
the waveguiding structure in Fig. 8. The solid curve shows
the mode profile
∣∣Ety∣∣2, and the dashed curve represents the
equivalent rectangular mode profile.
With Eqs. (84) and (88), we then arrive at the usual
definition184
Γ =
∫∫
Aq
|〈Sz〉|dxdy∫∫∞
−∞ |〈Sz〉| dxdy
. (90)
The meaning of Γ is visualized in Fig. 9: We can repre-
sent the field confinement factor as Γ = Aq/Aeff where
Aeff is the area covered by an equivalent mode which con-
serves
∫∫∞
−∞ |〈Sz〉|dxdy, but has a rectangular intensity
distribution with |〈Sz〉| fixed to the value in the quantum
nanostructure. Thus, the optical power can with Eq. (89)
be written as
P = [I]qAeff =
∣∣∣[Eωy ]q∣∣∣2Aeff0cneff/2, (91)
where [I]q and
[
Eωy
]
q
refer to the values of I and Eωy in
the quantum nanostructure.
b. One-Dimensional Maxwell Equations In the fol-
lowing, we regard the Eωy and H
ω
x fields at a frequency
ω as spectral components of time dependent fields Ey
and Hx, and transform Eq. (87) into time domain. For
convenience, we do not consider the ω dependence of
Ety and H
t
x in Eq. (88), but rather evaluate Γ at the
center frequency ωc of the optical field. Furthermore,
to obtain a form compatible with Eq. (82b), we divide
n2eff (ω) into a constant part, e.g., the value n
2
eff (ωc)
at ω = ωc, and a frequency dependent part ∆eff =
n2eff (ω) − n2eff (ωc) which describes chromatic waveguide
dispersion and gives rise to an extra polarization contri-
bution. Considering that multiplications with ω in fre-
quency domain correspond to operators i∂t in time do-
main, we obtain from Eqs. (84), (87) and (48)
∂zEy = µ0∂tHx, (92a)
∂zHx = 0n
2
eff (ωc) ∂tEy + σ (i∂t)Ey (92b)
+ Γn3D
∑
i,j
dy,ji∂tρij + 0∂t [∆eff (i∂t)Ey] .
Here, the generally frequency dependent conductivity
σ (ω) = 0cneff (ω) a (ω) (93)
is often approximated by σ = σ (ωc). Obviously, ∆eff
and σ must be even functions f (−ω) = f (ω) to pre-
serve the real-valued character of Eq. (92). Furthermore,
causality requires that the real and imaginary parts of
the complex permittivity defined in Eq. (78) fulfill the
Kramers-Kronig relation,185 which is, strictly speaking,
already violated when modeling a medium as a lossless,
frequency independent dielectric with r = r 6= 1.169
Notably Eq. (92) does not explicitly depend on x and
y anymore. Thus, it is practical to identify Hx (z, t) and
Ey (z, t) with the field strengths at the transverse posi-
tion of the nanostructure, because then Ey can directly
be used in Eq. (16) or (17) to evaluate ∂tρji (z, t). For
completeness, we mention that the longitudinal magnetic
field component Hz can be obtained from ∇H = 0, i.e.,
∂zHz = −∂xHx.
2. Transverse Magnetic Mode
For TM modes in slab waveguides, Eq. (77) yields with
Htx = 0 and ∂y = 0
r∂x
(
−1r ∂xH
t
y
)
=
(
β2 − ω
2
c2
r
)
Hty, (94)
and the boundary conditions are given by
Hty (x→ ±∞) → 0. The mutual dependence of
the field components is given by Eq. (80), which yields
with Eq. (76)
iω0rE
ω
x = ∂zH
ω
y = iβH
ω
y , (95)
iω0rE
ω
z = −∂xHωy . (96)
From Eq. (44a), we furthermore obtain with Eq. (76)
∂zE
ω
x = iωµ0H
ω
y + ∂xE
ω
z . (97)
Using Eq. (96) to eliminate Eωz in Eq. (97) yields with
Eq. (94)
∂zE
ω
x =
i
ω0r
β2Hωy . (98)
In Fig. 10, the fundamental TM mode of a QCL waveg-
uide structure is shown. The magnetic field distribution
Hty is continuous, while E
t
x exhibits jumps at interfaces of
layers with different r, as can also be seen from Eq. (95).
In the following, we treat the background refractive
index n0 of the host material for the quantum systems
as a real constant, assuming that the main frequency
dependence and gain/loss in the nanostructure is pro-
vided by the quantum systems rather than the host ma-
terial. Furthermore, although for example in a quan-
tum well structure the barrier and well materials will
have different refractive indices as indicated in Figs. 8(b)
and 9, the nanostructured region can still be approxi-
mately described by a single effective r since the indi-
vidual layers are too thin to be resolved by the opti-
cal field. For TM modes, the effective permittivity is
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FIG. 10. Fundamental mode of a QCL waveguide structure at
28 THz.186 The solid and dashed curves show
∣∣Etx∣∣ and ∣∣Hty∣∣,
respectively. Furthermore, the refractive index profile, i.e.,
<
{
1/2r (x)
}
, is displayed.
then obtained as the harmonic mean of the individual
permittivity values, i.e., we obtain in the host material
n−20 =
(
∆1
−1
r,1 + ∆2
−1
r,2
)
/ (∆1 + ∆2) where ∆i and r,i
denote the total thicknesses and permittivities of the re-
gions made from material i = 1, 2.187,188
Generally, the treatment of TM modes is known to be
more complex than for TE modes.184 Specifically, in con-
trast to the TE case the derivation of one-dimensional
Maxwell-type equations for the transverse field compo-
nents is not as straightforward as in Section VA1. This
can for example be seen from Eq. (97), which only as-
sumes a Maxwell-type form in analogy to Eq. (92a) if
∂xE
ω
z can be neglected. Similarly as in Section VA1, we
assume that the fields are approximately constant over
the transverse cross section of the nanostructured region,
and identify in the following Eωx and H
ω
y with the field
strengths at the transverse position of the nanostructure.
With r = n20, we obtain from Eq. (98)
∂zE
ω
x = iωµ0
n2eff (ωc)
n20
Hωy , (99)
where we have assumed that |β′|  |β| and approximated
β2 ≈ β2 = n2effω2/c2 as in Section VA1, with the ef-
fective waveguide refractive index neff . Furthermore, we
have neglected the frequency dependence of neff , evaluat-
ing it at the center frequency ω = ωc of the optical field,
so as to formally obtain a Maxwell-type equation with
a frequency independent effective relative permeability
µeff = n
2
eff (ωc) /n
2
0. In order to complete our model,
Eq. (99) must be complemented by a second Maxwell-
type equation with a form similar to Eq. (85) in frequency
domain, i.e., Eq. (92b) in time domain. Importantly, this
equation has to include the losses and frequency depen-
dence omitted in Eq. (99), so that the correct field prop-
agation dynamics is obtained. Specifically, from Eq. (76)
we obtain the field propagation equations in frequency
domain ∂2zE
ω
x = −β2Eωx , ∂2zHωy = −β2Hωy . This requires
that
∂zH
ω
y = i
n20
ωµ0n2eff (ωc)
β2Eωx , (100)
as can be verified by differentiating Eq. (99) with respect
to z and eliminating Hωy with Eq. (100), or alternatively
eliminating Eωx in an analogous way.
As in Section VA1, the polarization due to the quan-
tum systems is again perturbatively included in terms of
a change ∆β2 to β2. To this end, we re-derive Eq. (94)
from Maxwell’s equations, Eq. (44), but now keep the
polarization contribution, which yields on the left side of
Eq. (94) the perturbation term βωPωx . Here, P
ω
x is the
x component of Pq in frequency domain, while a pos-
sible additional z component has been neglected. With
Eq. (95) and β2 ≈ β2 = n2effω2/c2, the perturbation term
can then be written as βωPωx ≈ ∆LHty with
∆L ≈ ω
2
c2
n2eff
n20
Pωx
0E
ω
x
, (101)
and Eq. (94) becomes
(
Lˆ+ ∆L
)
Hty = β
2Hty with Lˆ =
r∂x
−1
r ∂x + ω
2c−2r. Similarly as in Section VA1,
we assume that the device operates in a given trans-
verse mode with propagation constant β, and use that
first order perturbation theory does not affect the cor-
responding eigenfunction Hty. Since Lˆ is non-Hermitian,
a biorthogonal basis set must be used, and the change
of β2 is given by ∆β2 =
〈
φ˜
∣∣∆L∣∣φ〉/〈φ˜∣∣φ〉.183 Here φ =
Hty, while φ˜ denotes the corresponding eigenfunction of
the adjoint problem Lˆ†φ˜ (x) =
(
β2
)∗
φ˜ (x), with Lˆ† =
∂x
(
−1r
)∗
∂x (
∗
r . . . )+ω
2c−2∗r and φ˜ (x→ ±∞)→ 0. As
can be seen by inserting Eq. (95) into Eq. (94), φ˜ sim-
ply corresponds to the conjugate complex electric field
distribution of the mode
(
Etx
)∗, and in analogy to Sec-
tion VA1 a we then obtain the field confinement factor
Γ =
∫∫
Aq
EtxH
t
ydxdy/
∫∫∞
−∞E
t
xH
t
ydxdy. Generally, this
expression is complex, but for real r it coincides with
the previous result Eq. (90). Thus, the expression for
the confinement factor given in Eq. (90) corresponds to
the perturbative expression for both TE and TM modes
in the case of real r, and is commonly also used for
complex r where it can be seen as a real-valued ap-
proximation to the perturbative result. Similarly as in
Section VA1, we insert β2 ≈ β2 + i |β| a + ∆β2 with
β (ω) = sgn (β)ωneff (ω) /c into Eq. (100), which yields
∂zH
ω
y =iω
0n
2
0
n2eff (ωc)
n2eff (ω)E
ω
x −
0n
2
0
n2eff (ωc)
cneff (ω) aE
ω
x
+ iωΓPωx . (102)
Here, we have neglected a possible frequency dependence
of neff and Γ in the last term. Obviously, our two derived
Maxwell-type equations, Eqs. (99) and (102), have the
same form as Eqs. (84) and (87) for TE modes, as can
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be seen by substituting Hωx → −Hωy , Eωy → Eωx , 0 →
0n
2
0/n
2
eff (ωc), µ0 → µ0n2eff (ωc) /n20. Thus, the Maxwell-
type equations in time domain can be obtained in the
same way as Eq. (92), yielding
∂zEx = −µ0n
2
eff (ωc)
n20
∂tHy, (103a)
∂zHy = −0n20∂tEx − σ (i∂t)Ex (103b)
− Γn3D
∑
i,j
dx,ji∂tρij − 0∂t [∆eff (i∂t)Ex] ,
where the generally frequency dependent conductivity
σ (ω) = 0n
2
0cneff (ω) a (ω) /n
2
eff (ωc) (104)
is often approximated by σ = σ (ωc). Furthermore, in the
last term describing chromatic waveguide dispersion, we
now have ∆eff = n20n2eff (ω) /n
2
eff (ωc)− n20. As discussed
below Eq. (93), certain conditions apply to ∆eff and σ.
In particular, they must be even functions f (−ω) = f (ω)
to preserve the real-valued character of Eq. (103). Identi-
fying Ex (z, t) and Hy (z, t) with the field strengths at the
transverse position of the nanostructure, Ex can directly
be used in Eq. (16) or (17) to evaluate ∂tρij (z, t). As
stated above, Eq. (103) has been constructed to assume
the form of one-dimensional Maxwell equations and to
yield the correct propagation behavior for Ex and Hy.
On the other hand, the relation between Ex and Hy,
given by Eq. (95) for Pωx = 0, is in Eq. (103) for the gen-
eral case of waveguide loss and dispersion only approxi-
mately fulfilled.
B. Slowly Varying Amplitude Approximation
As in Section VA, we assume a waveguiding struc-
ture which is invariant in propagation direction z, and
now employ the slowly varying amplitude approxima-
tion. The guided mode solutions at a given frequency
ω are characterized by the propagation constant and a z
independent transverse field distribution F (x, y). Here
F is induced by the refractive index profile ∆n (x, y),
while the polarization of the quantum systems and other
nonlinear effects are assumed to act as perturbations
which do not significantly affect the transverse field
distribution.181
We start from Eq. (60) and introduce the slowly vary-
ing field envelopes by inserting Eq. (61), where we how-
ever replace kc by the propagation constant of the guided
mode β0 = β (ωc). In the following, it is advantageous to
switch to the spectral domain, where the slowly varying
envelopes depend on the frequency variable ∆ω = ω−ωc,
corresponding to the frequency offset from ωc. Neglect-
ing higher order derivatives of t and z in the spirit of
the SVAA and the paraxial approximation as described
in Section IVB, and considering that time derivatives of
the envelopes are replaced by multiplications with −i∆ω
in frequency domain, we obtain
− 2iβ0∂zE+ β20E = ∇2TE+
ω2
c2
n2E+ ω2cµ0P. (105)
For the term ω2c−2n2E, we have retained the full
frequency dependence of the complex refractive in-
dex n (x, y, ω) to include chromatic dispersion, as
described further below. More specifically, n2 =
n20 (1− 2∆n)+iσ/ (ω0) contains the refractive index pro-
file via ∆n (x, y) and losses via the conductivity σ, where
n0, ∆n and σ may be treated as frequency dependent.
Assuming a guided mode solution, we can use the sepa-
ration ansatz
E (x, t) = eE (z, t)F (x, y) , (106)
with the polarization direction of the electric field e and
modal distribution F . Inserting Eq. (106) into Eq. (105),
multiplying by e and introducing the separation constant
β2, the right side of the resulting equation becomes(
β2 − ω
2
c2
n2
)
F = ∇2TF, (107)
which does not depend on the propagation coordinate z.
As in Section VA1, P is subsequently included based
on first order perturbation theory.181 Equation (107),
together with the boundary condition that F → 0 for
x2 + y2 → ∞, constitutes an eigenvalue equation for F
with complex eigenvalues β2, featuring multiple eigen-
solutions which correspond to the different transverse
waveguide modes. In the following, we assume that the
device operates in a single transverse mode, possibly the
fundamental mode. As in Section VA1, we split the
complex propagation constant β into a real and an imag-
inary part β = β+sgn (β) ia/2 with power loss coefficient
a, and assume that |a|  |β|. Including P in first or-
der perturbation theory in analogy to Section VA1 does
not alter F , but yields a modified propagation constant
β + ∆β with181
∆β =
ω2c
2c2β0
∫∫∞
−∞∆r |F |2 dxdy∫∫∞
−∞ |F |2 dxdy
≈ ω
2
c
2c2β0
Γ∆r, (108)
where ∆r = eP/ (0E) and Γ =∫∫
Aq
|F |2 dxdy/ ∫∫∞−∞ |F |2 dxdy in agreement with
Eq. (88). Here we have evaluated ∆β at the carrier
frequency ωc, in accordance with the SVAA. For a
realistic description of guided mode propagation, the
frequency dependence of β itself should however be
retained, giving rise to chromatic dispersion.181 This
effect is commonly described in terms of a Taylor series,
β (∆ω) =
∑
n (βn/n!) ∆
n
ω with βn = [dnωβ]ω=ωc . While
frequency dependent waveguide loss can be included
in a similar manner by an ω dependent coefficient a,
we ignore this effect since usually the spectral gain
or loss profile is dominated by the contribution of the
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quantum systems, contained in P. Furthermore assum-
ing that |∆β|  |β| and β ≈ β0, we can approximate
β2 − β20 ≈ 2β0 (β − β0) + i |β0| a + 2β0∆β. With this
result and Eq. (108), the separation ansatz yields for the
left-hand side of Eq. (105) in time domain
1
vg
∂tE + ∂zE =i
∑
n≥2
βn
n!
(i∂t)
n
E − sgn (β0) a
2
E
+ i
ω2c
20β0c2
ΓeP, (109)
where vg = β−11 denotes the group velocity at ωc.
The guided field solution is characterized by a linearly
polarized field distribution, with the electric field point-
ing in direction e as reflected by the ansatz for the elec-
tric field, Eq. (106).169,181 The corresponding modes are
transverse electromagnetic, i.e., with transverse, perpen-
dicular electric and magnetic fields. Notably, this ap-
proach always yields two degenerate modes, orthogonally
polarized in transverse x and y directions. In reality, this
applies for example to an ideal, cylindrically symmet-
ric single-mode fiber, while irregularities such as random
variations in the core shape already break the degener-
acy. Within the assumptions of weak waveguiding, the
optical power is given by the corresponding expression
for the TE mode, Eq. (91).
Above approach is commonly used to model coher-
ent propagation effects in optical fibers like self-induced
transparency, where the dopants, such as erbium ions,
take the role of the quantum systems modeled by the
Bloch equations, and the host material is for example
glass.189–192 Here, in addition to the refractive index pro-
file, fiber loss and chromatic dispersion, also other effects
related to the host material are commonly considered.
This in particular includes optical nonlinearity due to an
intensity dependent refractive index of the host material,
which induces an intensity dependent phase shift of the
optical field and is thus referred to as self-phase modu-
lation. This effect can be included in Eq. (105) by sub-
stituting n2 with
(
n+ n2 |E|2
)2
≈ n2 + 2n0n2 |EF |2.181
Treating the nonlinear component as a perturbation, we
can again use Eq. (108) with ∆r = 2n0n2 |EF |2 and in-
clude this effect in a similar manner as discussed above.
With Eqs. (109), (64) and (88), we finally obtain the
propagation equation
1
vg
∂tE + ∂zE = i
∑
n≥2
βn
n!
(i∂t)
n
E − sgn (β0) a
2
E
+ iγ |E|2E + in3Dω
2
c
0β0c2
Γ
∑
ωij>0
djiηij , (110)
with the self-phase modulation coefficient
γ =
n0n2ω
2
c
β0c2
∫∫∞
−∞ |F |4 dxdy∫∫∞
−∞ |F |2 dxdy
. (111)
We note that in Eq. (111), the nonlinearity is assumed
to extend over the whole fiber cross section since both
the core and cladding typically consist of the same host
material. The MB equations are then obtained by cou-
pling Eq. (110) to the Bloch equations in RWA, Eq. (43).
Here it is practical to normalize F in Eq. (106) so that
F = 1 at the transverse position of the dopants acting
as quantum systems; then the field in Eq. (43) is directly
given by E= eE (z, t).
Typically, the MB equations are stepped in time to
obtain the temporal evolution of the optical field in a
given geometry. For the case of unidirectional prop-
agation along a fiber where the input at z = 0 is a
given time-limited optical waveform such as a pulse, it
is more practical to propagate the field in z direction. It
is then convenient to introduce the retarded time variable
τ = t−z/vg, which is defined with respect to a time frame
which co-propagates with the waveform. Denoting the
position variable in the new coordinate system as ζ = z,
we then obtain the partial derivatives ∂z = ∂ζ−(1/vg) ∂τ ,
∂t = ∂τ . Thus, Eq. (110) becomes
∂zE =i
∑
n≥2
βn
n!
(i∂τ )
n
E − sgn (β0) a
2
E + iγ |E|2E
+ i
n3Dω
2
c
0β0c2
Γ
∑
ωij>0
djiηij , (112)
where we have resubstituted ζ with z. For very short
pulses with durations of only a few optical cycles, ad-
ditional corrections might have to be included on the
right side of Eq. (112). In particular, this includes the
self-steepening term −γω−1c ∂τ
(
|E|2E
)
181,193 which is
a higher order term dropped in the SVAA, and the
Raman-induced frequency shift term −iγTRE∂τ
(
|E|2
)
with Raman-response time TR.181,194,195 In Eqs. (110)
and (112), we have assumed that dji and E are aligned in
the same direction or, as is more realistic for an optical
fiber, dji are effective dipole moments which average over
the different orientations of the dopant ions with respect
to the field. Equation (112) is solved together with the
Bloch equations in RWA, Eq. (43), which are expressed in
the retarded time frame simply by substituting t with τ
in the density matrix elements and derivative operators.
The resulting equation system is sometimes also referred
to as Hirota–Maxwell–Bloch system.196
C. Fabry-Pérot Type Resonator
For lasers, optical feedback has to be provided, which
is in semiconductor lasers typically achieved by using a
Fabry-Pérot type waveguide resonator. Here, the cleaved
end facets provide natural reflection due to the refractive
index jump between the semiconductor material and air.
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1. Boundary Conditions at the End Facets
In the Fabry-Pérot type resonator, the ansatz for the
optical field, Eqs. (61a), is extended to include a forward
and a backward propagating component, with ampli-
tudes E+ and E−, respectively. Furthermore assuming
a guided mode solution as in Eq. (106), we obtain
E (z, t) =
1
2
[
E+ (z, t) exp (iβ0z − iωct)
+ E− (z, t) exp (−iβ0z − iωct) + c.c.
]
, (113)
where β0 is the real part of the propagation constant
at ω = ωc. With the (generally complex) field reflection
coefficients r1 and r2 of the facets, assumed to be located
at z = 0 and z = L where L is the resonator length, we
obtain
E+ (z = 0, t) = r1E− (z = 0, t) ,
E− (z = L, t) = r2E+ (z = L, t) , (114)
where we have neglected a possible frequency dependence
of r1,2.
For the full Maxwell equations, a decomposition of the
field into a forward and a backward propagating com-
ponent is not practical. Here, reflecting boundary con-
ditions can in principle be implemented by position de-
pendent parameters, e.g., by setting neff = 1, ∆eff = 0,
σ = 0 and dy,ji = 0 in Eq. (92b) for z < 0 and z > L
if we assume air outside of the resonator region and ne-
glect modal effects. In this context, care has to be taken
to suppress unwanted spurious reflections at the sim-
ulation domain boundaries, which can be achieved by
implementing absorbing boundary conditions. However,
this is not quite trivial, and various methods with dif-
ferent degrees of complexity have been developed.52 A
simplified treatment, which works best for highly reflect-
ing facets, is to use perfectly reflecting boundary condi-
tions by setting the transverse electric field component
at the facet positions to zero. The mirror loss, i.e., the
decay of the optical field in the cavity due to outcoupling
through the mirrors, can then be considered by a dis-
tributed power loss coefficient am, which is is obtained
from |r1r2|2 = exp (−2amL) as
am = − ln (|r1r2|) /L. (115)
Using Eq. (93) or (104), σ in Eq. (92b) or (103b) can then
be determined from the total power loss coefficient a =
am + aw, where aw = 2sgn
(<{β})={β} denotes the
waveguide loss.
a. Reflection Coefficient Using special reflective
structures, such as reflection/antireflection coatings or
distributed Bragg reflectors, r1,2 can be custom-tailored.
In the following, we focus on the highly relevant case
where the bare end facets are used as reflective elements.
For sufficiently large transverse waveguide dimensions,
Fresnel’s formula for normal incidence can be used to es-
timate the field reflection coefficient at the facet as
r =
neff − 1
neff + 1
=
β − k0
β + k0
, (116)
with neff = β/k0 and k0 = ω/c. While Eq. (116) is usu-
ally valid for weak waveguiding assumed in the deriva-
tion of Eqs. (60) and (110), modal effects can result in
increased reflection at the facets.197 Various methods are
available to compute the reflectance R = |r|2 from the
transverse mode profile.198–201
For TE polarization, it is practical to decompose the
waveguide mode, characterized by its complex propaga-
tion constant β and magnetic field distribution Htx which
can be computed from Eq. (81), into plane waves, using
the Fourier transform
Φx (kx) =
∫ ∞
−∞
Htx (x) exp (−ikxx) dx. (117)
Then, a generalized version of Eq. (116) for tilted inci-
dence is applied to each plane wave in order to calculate
the reflection coefficient.198 The reflectance R, i.e., the
ratio of the optical power reflected at the facet to the
incident power, is obtained by integrating over all com-
ponents, yielding
R =
1
2pi
[∫ ∞
−∞
∣∣Htx∣∣2 dx]−1 ∫ ∞
−∞
∣∣∣∣β − κβ + κ
∣∣∣∣2 |Φx|2 dkx,
(118)
where κ (kx) =
√
k20 − k2x and the square root is cho-
sen so that ={κ} > 0. From Eq. (84), we see that
Eq. (118) can also be evaluated by replacing Htx with
Ety in Eqs. (118) and (117). Making the reasonable as-
sumption that
∣∣<{β}∣∣ ∣∣={β}∣∣, we can approximately
treat the reflection coefficient r as real-valued. Further-
more assuming that the share of reflected power going
into other waveguide modes is negligible,198 we obtain
r = R1/2.
The case of TM polarization is somewhat more com-
plex and can be treated based on the boundary value
method.198 Starting from the magnetic field distribution
Hty given by Eq. (94), we first evaluate the power trans-
mittance T through the facet,119,198
T =
2
pi
∣∣β∣∣2 [∫ ∞
−∞
|r|−2<
{
β∗r
} ∣∣Hty∣∣2 dx]−1
×
∫ k0
−k0
κ |Φy|2
∣∣Φ′y∣∣2∣∣κΦy + βΦ′y∣∣2 dkx. (119)
Here, Φy (kx) denotes the Fourier transform, Eq. (117),
of Hty (x), and Φ′y (kx) is the Fourier transform applied
to the function −1r (x)H
t
y (x), with the complex relative
permittivity profile of the slab waveguide structure r (x).
Again neglecting modal effects and assuming a real r, the
reflection coefficient is then given by r = (1− T )1/2.
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FIG. 11. Illustration of spatial hole burning in a Fabry-Pérot
cavity.
Since the field distributions and β in Eqs. (118) and
(119) depend on ω, this also applies to the obtained re-
flection coefficients. Usually, this frequency dependence
is neglected in the formulation of the boundary condi-
tions, and r is taken at the center frequency ωc of the
optical field.
2. Spatial Hole Burning
In a Fabry-Pérot resonator, the reflection at the end
facets gives rise to counterpropagating waves, which pro-
duce a standing wave pattern with a periodicity corre-
sponding to the wavelength. At the field node positions,
there is no interaction of the optical field with the quan-
tum systems. This also implies that the population in-
version and resulting optical gain, as provided by the
quantum systems in the active region of a semiconduc-
tor laser, do not get saturated at those positions. Thus,
other modes at slightly different frequencies which have
their maxima close to these unsaturated regions can also
start lasing. In Fig. 11, this effect is illustrated, which is
referred to as (longitudinal) spatial hole burning (SHB).
The resulting multimode lasing can be desired or unde-
sired, depending on the envisaged application. For exam-
ple, the broadening of the lasing spectrum is beneficial in
applications such as the generation of frequency combs in
QCLs, which are comb-like optical spectra used for pre-
cision metrology and sensing.97 On the other hand, spa-
tial hole burning tends to introduce optical instabilities
in form of irregular variations in the mode amplitudes
and phases.97,202 In a similar way as just discussed for
the propagation direction, SHB can also occur along the
transverse directions, and has been shown to affect the
spatiotemporal dynamics especially in broad-area semi-
conductor lasers203
The inversion grating is smoothed out by carrier dif-
fusion processes, and SHB can even be neglected in a
first approximation if diffusion is strong enough.118 Dif-
fusion can be generically described by adding a term
∂tρii|diff = ∇Di∇ρii to the Bloch equations, Eq. (16) or
(17).118,204 Here Di (x) is the diffusion coefficient associ-
ated with level i. In the following, we focus on longitudi-
nal SHB. Furthermore assuming constant coefficients Di,
the diffusion term added to the Bloch equations, Eq. (16)
or (17), becomes
[∂tρii]diff = Di∂
2
zρii, (120)
with zero-flux boundary conditions ∂zρii = 0 at the res-
onator ends. In a two-level description of bulk semicon-
ductors, the levels i correspond to the conduction and
valence bands, and the diffusion process is largely medi-
ated by carrier-phonon and carrier-carrier scattering be-
tween the k states in the bands.118 In quantum wells,
the levels correspond to the subbands formed by one-
dimensional carrier confinement, and the diffusion pro-
cess is mediated by scattering between the k states in
the subbands.205 In multi-quantum-dot structures, the
SHB dynamics is often modeled by taking into account
the carrier diffusion in the wetting layer, as well as carrier
capture and escape processes to and from the quantum
dots.206,207 Since these processes effectively reduce the
diffusion length, SHB can have a strong effect, similarly
as in intersubband devices like QCLs which typically fea-
ture a very fast gain recovery dynamics.208 On the other
hand, the inversion grating is usually eliminated in in-
terband bulk and quantum well lasers due to effective
diffusion.207
a. Slowly Varying Amplitude Approximation As for
Eq. (42), we assume that all transitions between pairs of
states i and j with non-negligible coupling to the optical
field are in near-resonance, |ωij | ≈ ωc. For the corre-
sponding off-diagonal density matrix elements, we now
make the ansatz
ρij = η
+
ij (z, t) exp [sgn (ωij) i (β0z − ωct)]
+ η−ij (z, t) exp [sgn (ωij) i (−β0z − ωct)] . (121)
The periodicity of the inversion grating corresponds to
that of the optical intensity, i.e., half the wavelength.
Thus, for the populations we make the ansatz
ρii =ρ
0
ii (z, t) + ρ
+
ii (z, t) exp (2iβ0z)
+ ρ−ii (z, t) exp (−2iβ0z) , (122)
where ρ+ii =
(
ρ−ii
)∗ correspond to the inversion grating’s
amplitudes. An analogous ansatz with ρ0ij and ρ
±
ij is also
chosen for off-diagonal density matrix elements which are
associated with two closely aligned levels and are thus
not treated in RWA, such as resonant tunneling transi-
tions in QCLs.62 Inserting Eqs. (113), (121) and (122)
into Eq. (17) with the diffusion term Eq. (120) added to
Eq. (17b), we obtain in a similar way as described in Sec-
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tion III E
∂tη
±
ij = i∆ijη
±
ij +
i
2~
(
ρ0jj − ρ0ii
)
dij
{
E±
E∗±
}
+
i
2~
dij
{ (
ρ±jj − ρ±ii
)
E∓(
ρ∓jj − ρ∓ii
)
E∗∓
}
− γijη±ij , ωij
{
> 0
< 0
}
,
∂tρ
0
ii =
1
~
∑
j
ωij>0
={dji (η+ijE∗+ + η−ijE∗−)}
+
1
~
∑
j
ωij<0
={dji (η+ijE+ + η−ijE−)}
+
∑
j 6=i
rj→iρ0jj − riρ0ii,
∂tρ
+
ii =
i
2~
∑
j
ωij>0
(
dijη
−
jiE+ − djiη+ijE∗−
)
+
i
2~
∑
j
ωij<0
(
dijη
+
jiE
∗
− − djiη−ijE+
)
+
∑
j 6=i
rj→iρ+jj − riρ+ii − 4β20Diρ+ii , (123)
with ∆ij = sgn (ωij) (ωc − |ωij |). Furthermore, we have
ρ−ii =
(
ρ+ii
)∗, η±ji = (η±ij)∗.
Assuming that the coefficients βn in Eq. (110) refer to
forward propagation, i.e., β0 > 0 and β1 = v−1g > 0, the
backward propagating field is described by coefficients
−βn. Furthermore deriving the polarization term analo-
gously to Eq. (64), we can summarize the equations for
the forward and backward propagating fields as
1
vg
∂tE± ± ∂zE± =i
∑
n≥2
βn
n!
(i∂t)
n
E± −
a
2
E±
+ i
n3Dω
2
c
0β0c2
Γ
∑
ωij>0
djiη
±
ij , (124)
where we have neglected the self-phase modulation term.
Equation (124) has to be complemented by the boundary
conditions Eq. (114), which together with Eq. (123) con-
stitute the MB model in RWA and SVAA for a waveguide
resonator.
This treatment of SHB can be extended by consider-
ing higher spatial frequencies of the inversion grating in
Eq. (122).208 Furthermore, it has been suggested to con-
sider the formation of a grating, and its relaxation due
to diffusion, also for the off-diagonal density matrix ele-
ments in Eq. (121).209
VI. ANALYTICAL SOLUTIONS
A. Rotating Wave Approximation
1. Monochromatic Excitation
The Bloch equations in RWA, Eq. (43), are in princi-
ple analytically solvable for monochromatic excitation,
corresponding to a time-constant field envelope.49,210
This is usually achieved by using the Laplace transform,
which takes a time dependent function f (t) to a func-
tion L{f} (s) of a complex frequency variable s. The
main advantage is that differentiation becomes a mul-
tiplication with s, i.e., L{∂tf} = sL{f} − f (t = 0+).
Restricting ourselves to a two-level system with initial
conditions w0 = w (t = 0), η021 = η21 (t = 0), and con-
sidering that the transform is linear and L{1} = s−1,
Eq. (73) becomes in Laplace domain
L{η21} = s−1−
(−iL{w}Ω/2 + η021) , (125a)
L{η12} = s−1+
[
iL{w}Ω∗/2 + (η021)∗] , (125b)
L{w} = 2ss0 + s+s− (γ1weq + sw0)
s
[
ss+s− + (s+ γ2) |Ω|2 + γ1s+s−
] , (125c)
with s± = (s+ γ2 ± i∆) and s0 = =
{
η021Ω
∗} (s+ γ2) +
∆<{η021Ω∗}. Here, the off-diagonal matrix elements
have already been eliminated in Eq. (125c) by insert-
ing Eqs. (125a) and (125b). Back-transformation of
Eq. (125c) is achieved by performing a partial fraction de-
composition, which results in a sum of simpler fractions
with known inverse Laplace transforms. This requires
finding the poles of the rational function in Eq. (125c),
given by s = 0 and the roots of the cubic function of s in
the square brackets of the denominator, for which closed
analytical expressions are readily available. The solution
for f (t) = w (t) and f (t) = η21 (t) is of the form49
f (t) = A+B exp (−at)+[C cos (ωt) +D sin (ωt)] exp (−bt) ,
where the decay constants a, b and the oscillation fre-
quency ω are the same for w and η21, but the coefficients
A, B, C andD are different and also depend on the initial
conditions.
a. Rabi Oscillations In the following, we consider
the case of dissipationless light-matter interaction, i.e.,
γ1 = γ2 = 0. Then, Eq. (125c) becomes
L{w} = 2s0 +
(
s2 + ∆2
)
w0
s (s+ iΩg) (s− iΩg)
=
A
s
+
(w0 −A) s+ 2=
{
η021Ω
∗}
s2 + Ω2g
, (126)
where Ωg =
(
∆2 + |Ω|2
)1/2
denotes the generalized
Rabi frequency for detuned excitation, and A =
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FIG. 12. Time dependent inversion for monochromatic exci-
tation with a field of amplitude Ω and a detuning of ∆ = 0
(solid line), ∆ = |Ω| /2 (dashed line), ∆ = |Ω| (dash-dotted
line), and ∆ = 2 |Ω| (dotted line).
Ω−2g
(
2∆<{η021Ω∗}+ ∆2w0). Inverse Laplace transfor-
mation of Eq. (126) yields
w (t) = A+(w0 −A) cos (Ωgt)+2Ω−1g =
{
η021Ω
∗} sin (Ωgt) .
(127)
As can be seen from Eq. (127), a monochromatic, near-
resonant light field interacting with an ideal, dissipation-
less two-level system causes Rabi flopping, i.e., an os-
cillation of the population between states 1 and 2 with
frequency Ωg, as predicted by I. I. Rabi for the analo-
gous case of a two-level system in a rotating magnetic
field.14 In Fig. 12, w (t) is shown for the initial condi-
tions w0 = −1, η021 = 0 and different detunings. As can
be seen, complete population inversion with w = 1 is
achieved only for resonant excitation.
Due to the presence of dissipation, above presented
analytical treatment of Rabi flopping can rarely be di-
rectly used for the description of optoelectronic device
operation. However, under favorable conditions, signa-
tures of Rabi oscillations have been observed in nanos-
tructured optoelectronic systems and devices. These
includes quantum well structures,16,17 QCLs,18 single
quantum dots,19,20 and nanowire lasers6 at cryogenic
temperatures, as well as quantum dot21,22 and quan-
tum dash23 amplifiers at room temperature. Besides
the usually strong influence of dissipation, effects be-
yond the two-level dynamics and inherent restrictions
of models based on macroscopic Maxwell-Bloch equa-
tions, the applicability of Eq. (126) is also limited by
the validity range of the RWA. In particular, for very
strong optical excitation where the Rabi frequency ap-
proaches the optical resonance frequency, effects beyond
the RWA have been observed in bulk and nanostructured
semiconductors.105,211–213
b. Steady State Solution In the following, we con-
sider the steady state behavior for a dissipative two-level
system under monochromatic optical excitation, i.e., for
a field at frequency ωc with constant amplitude. In the
presence of dissipation, the coherent transients associated
with above discussed Rabi oscillation, Eq. (127), decay,
and the system approaches the steady state for t → ∞.
The steady state solution can be obtained by setting
∂t = 0 in Eq. (73).157 Alternatively, we can apply the final
value theorem to Eq. (125), stating that if limt→∞ f (t)
exists, it is identical to lims→0 sL{f}. Introducing the
relaxation times T1,2 = γ−11,2 , we then obtain
η21 =
1
2
ΩT2 (∆T2 − i)weq
1 + ∆2T 22 + T1T2 |Ω|2
, (128a)
w =
(
1 + ∆2T 22
)
weq
1 + ∆2T 22 + T1T2 |Ω|2
. (128b)
From Eq. (128), an expression for the relative per-
mittivity r and susceptibility χ = r − 1 due to the
quantum systems can be derived. Setting the classi-
cal expression for the complex polarization amplitude
P = 0χE equal to Eq. (75), we obtain with Eq. (128a),
Ω = ~−1d21E and Eq. (89) the frequency and intensity
dependent susceptibility157,170
χ =
n3D |d21|2 T2
0~
(∆T2 − i)weq
1 + ∆2T 22 + I/Is
, (129)
with the saturation intensity at zero detuning
Is =
~20neffc
2T1T2 |d21|2
. (130)
For arbitrary detuning, the saturation intensity is then
given by Is
(
1 + ∆2T 22
)
,157 i.e., non-resonant fields inter-
act less strongly with the two-level system, and thus sat-
uration occurs for higher intensities. As in Section VB,
it is here assumed that d21 and E are aligned in the same
direction, or that d21 is an effective value averaged over
the different orientations of, e.g., dopant ions in an opti-
cal fiber.
In Fig. 13, the real and imaginary parts of χ are shown
as a function of detuning from the optical resonance fre-
quency for various optical intensities. <{χ}, which con-
tains chromatic dispersion, changes sign at the resonance
frequency. ={χ} describes gain for weq > 0, i.e., positive
population inversion, and loss for weq < 0, where the fre-
quency dependence is given by a Lorentzian profile with
the full width at half-maximum (FWHM) bandwidth
2γ2 (1 + I/Is)
1/2. For increased intensities, the profile
thus gets broadened which is known as power broaden-
ing, and also the peak value at resonance frequency is
reduced by a factor of 1 + I/Is, which corresponds to
gain saturation for weq > 0 and saturable absorption for
weq < 0.
In the following, we investigate optical power amplifi-
cation or absorption by two-level systems. For TE modes
or generally in the limit of weak waveguiding, the power
is given by Eq. (91). Multiplying Eq. (110) from left with
E∗ and adding the complex conjugate, we obtain with
Eqs. (128a) and (91) and β0 = ωcneff/c
∂zP = −aP + gP, (131)
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FIG. 13. Complex susceptibility of the two-level system, nor-
malized to χ0 = −n3D |d21|2 T2−10 ~−1weq, as a function of
the detuning frequency ∆. Shown is the (a) real and (b)
imaginary part for various optical intensities.
where a is the waveguide loss coefficient, and the two-
level power gain coefficient is given by
g = α
weq
1 + ∆2T 22 + P/Ps
, (132)
with
α = Γ
ωcn3D |d21|2 T2
0c~neff
(133)
and the saturation power at zero detuning Ps = AeffIs.
With the help of the Lambert W function, defined by x =
W (x) exp [W (x)], we can write the solution of Eqs. (131)
and (132) for zero waveguide loss, a = 0, as P (z) =
P0G (z) with the power gain factor
G (z) =
P ′s
P0
W
[
P0
P ′s
exp
(
P0
P ′s
)
exp
(
αweq
1 + ∆2T 22
z
)]
,
(134)
where P0 = P (z = 0) and P ′s =
(
1 + ∆2T 22
)
Ps. With
Eq. (134), the steady state field solution of Eq. (110) can
then for a = γ = 0 be written as
E (z) = E (z = 0) [G (z)]
(1+i∆T2)/2 , (135)
and the density matrix elements are with Ω = ~−1d21E
given by Eq. (128). In the exponent of Eq. (135), αH =
−∆T2 corresponds to the Henry or linewidth enhance-
ment factor,214 which relates phase changes to changes
in the optical gain.
In Fig. 14, the optical power gain and phase shift of
the electric field are shown as a function of propaga-
tion distance for different values of initial power P0 for
weq > 0, i.e., amplification. In the small signal limit,
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FIG. 14. (a) Optical power gain and (b) phase shift of the
electric field as a function of propagation distance for different
values of initial power.
P  P ′s , the typical exponential increase in power is
observed. This can also be seen from Eq. (134), which
yields with W (x) ≈ x for x  1 the usual exponential
amplification (for G > 1) or loss (for G < 1) characteris-
tics. In the saturation regime, the power increases only
linearly. Physically, this is a consequence of the fact that
the growth in optical power is ultimately limited by the
supplied pump power.
The expressions Eqs. (129) and (132) for the sus-
ceptibility χ and optical gain g are widely used to
model the optical properties of homogeneously broadened
atomic157,170 and nanostructured215,216 optical media. In
particular for interband transitions in bulk semiconduc-
tor and quantum well media, the electron wavevector
must be explicitly considered, along with additional cor-
rections due to Coulomb interactions.65,67 Above deriva-
tion of an expression for the susceptibility from the Bloch
equations can be extended to more than two levels, which
is for example relevant for the investigation of slow light
propagation. This is usually achieved based on electro-
magnetically induced transparency (EIT), where a con-
trol laser beam induces a narrow transparency window
with an extremely low group velocity in the absorption
spectrum of a suitable medium.217–219 EIT requires a
three-level configuration, and expressions for the suscep-
tibility have been derived in a similar way as above.35,219
A reduction of the group velocity to subsonic speeds,
as well as complete halting of light, has been demon-
strated in an ultra-cold atomic vapor.32–34 Possible appli-
cations include optical buffers,35 imaging,36,37 and quan-
tum memory.38 In view of a future commercialization
of these technologies, a compact solid-state based im-
plementation is desirable, and slow light propagation
as well as light trapping has meanwhile been demon-
strated in doped crystals.39,40 The realization of slow
32
light in suitably engineered semiconductor structures is
especially attractive. Here, the exploitation of tunneling
induced transparency is highly promising, which differs
from EIT in that it does not require an optical control
field, but utilizes strong tunneling coupling between a
pair of states. For this case, the susceptibility has been
analytically derived for quantum dot and intersubband
quantum well systems.41–43 Furthermore, nonlinear opti-
cal mixing effects which involve optical field contributions
at two or more frequencies, and often rely on more than
two energy levels, are exploited in many semiconductor-
based applications, requiring a description by higher or-
der susceptibilities.220–227 The corresponding expressions
can for example be obtained from the Bloch equations by
employing time dependent perturbation theory.228,229
2. Self-Induced Transparency
In addition to above presented steady state solution
to the Maxwell-Bloch equations, also dynamic solutions
are available for some special cases. An important ex-
ample is self-induced transparency (SIT), where a spe-
cial optical pulse solution exists which can propagate
through the two-level medium without being attenuated
or disturbed. This effect was theoretically predicted,
and first experimentally demonstrated in ruby, by Mc-
Call and Hahn.24,25 SIT is based on coherent interac-
tion with the medium, which requires that the pulse du-
ration must be much shorter than the relaxation pro-
cesses described by γ1 and γ2, and thus we can set
γ1 = γ2 = 0. Furthermore we assume that the field
envelope Ω = ~−1d21E is real-valued, and initially re-
strict ourselves to resonant excitation, i.e., ∆ = 0 .
Then, the solution of Eq. (74) for the initial condition
s1 (z,−∞) = s2 (z,−∞) = 0, w (z,−∞) = −1 can
be written as s1 = 0, s2 = − sinϑ and w = − cosϑ
with ϑ (z, t) =
∫ t
−∞ Ω (z, t
′) dt′, as can easily be veri-
fied by re-insertion of the solution into Eq. (74). This
analysis can be extended to incorporate inhomogeneous
broadening in media consisting of quantum systems with
slightly different resonance frequencies.49,109 Assuming
that non-resonant systems with ∆ 6= 0 essentially re-
spond in the same way to Ω as the resonant ones, apart
from a change in amplitude, we can make the factoriza-
tion ansatz s2,∆ (z, t) = F (∆) s2 (z, t), which again yields
closed analytical solutions to Eq. (74),
s2,∆ (z, t) = −F (∆) sinϑ (z, t) , (136)
w∆ (z, t) = −F (∆) [cosϑ (z, t)− 1]− 1. (137)
Taking the second derivative of Eq. (74b) for ∆ 6= 0 and
inserting Eqs. (74a), (136) and (137) yields
∂2t ϑ =
∆2F (∆)
1− F (∆) sinϑ := T
−2 sinϑ. (138)
Since the electric field envelope, and hence also ϑ, is ∆ in-
dependent, this must also apply to ∆2F (∆) / [1− F (∆)]
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FIG. 15. Self-induced transparency soliton. Shown are (a)
the normalized electromagnetic field and (b) inversion w and
imaginary part of the off-diagonal matrix element η21, where
<{η21} = 0.
which we have thus set equal to a constant T−2 in
Eq. (138). This yields a Lorentzian dependence F =
1/
(
1 + T 2∆2
)
. Equation (138) corresponds to the pen-
dulum problem, where the solutions are given by ellip-
tic functions. Here we require Ω = ∂tΩ = 0 and thus
∂tϑ = ∂
2
t ϑ = 0 at t = ±∞, yielding the unique solution
ϑ = 4 arctan {exp [(t− t0) /T ]}. Introducing t0 = z/v
with the pulse propagation velocity v, we thus obtain
Ω (z, t) = 2T−1sech (τ/T ) (139)
with the retarded time variable τ = t− z/v.
In the optical propagation equation, inhomogeneous
broadening can approximately be included by substitut-
ing s1 − is2 with
∫∞
−∞ g (∆) (s1,∆ − is2,∆) d∆ in the po-
larization, Eq. (75), where g (∆) with
∫∞
−∞ g (∆) d∆ = 1
gives the distribution of quantum systems as a function
of the detuning ∆ from ωc. Here, a possible dependence
of the dipole matrix element on ∆ has been neglected.
Using s2,∆ = F (∆) s2 and above result for F (∆), we
obtain s2,−∆ = s2,∆, and with Eq. (74a) we see that then
s1,−∆ = −s1,∆ for Ωi = γ2 = 0. Often g (∆) is an even
function as further discussed in Section VIII B, and then
the contribution of s1,∆ cancels out. Under this assump-
tion, Eq. (110) becomes without dispersion (βn = 0 for
n ≥ 2), loss (a = 0) and self-phase modulation (γ = 0)
∂tΩ + vg∂zΩ = 2
−1αγ2vgs2
∫ ∞
−∞
g (∆)F (∆) d∆, (140)
where α is given by Eq. (133). Inserting Eqs. (139) and
(136) into Eq. (140) yields the pulse propagation velocity
v = vg
2
2 + αγ2vgT 2
∫∞
−∞ g (∆) (1 + T
2∆2)
−1
d∆
. (141)
In Fig. 15, the pulse shape, inversion w and the imag-
inary part of the off-diagonal matrix element ={η21} =
−s2/2 is shown. Notably, for weq < 0 when the two-level
medium normally absorbs light [see Eq. (132)], the opti-
cal energy absorbed during the first half of the SIT pulse
33
and stored in the inversion, is re-emitted during the sec-
ond half, which delays the pulse so that v is smaller than
the group velocity vg without the coherent interaction as
can be seen from Eq. (141), but does not change its shape
or amplitude. This is accompanied by a Rabi flop of the
population inversion from w = −1 to w = 1 and back
again.
Generally, based on the area theorem it was found
that for coherent propagation, the pulse area Θ =
∫
Ωdt
evolves towards the closest even multiple of pi (Θ =
0, 2pi, 4pi, . . . ) for absorbing media (weq < 0), and to the
closest odd multiple of pi for gain media (weq > 0).24
Importantly, the area theorem only makes a statement
about Θ, but does not indicate if the pulse envelope
changes. As discussed above, the SIT pulse Eq. (139),
which has a pulse area Θ = 2pi, is the only finite en-
ergy solution of Eq. (138) where the pulse envelope is
preserved. However, analytical solutions of the MB equa-
tions with changing pulse shapes can also be obtained for
other cases of coherent propagation.230,231
With regards to novel practical applications, SIT is for
example a highly interesting candidate for the generation
of ultrashort optical pulses in various types of lasers with
sufficiently long coherence times, such as quantum dot
and quantum cascade lasers.27–31,121,232,233 This SIT (or
coherent) mode-locking approach requires a laser design
with one or multiple gain and absorber regions, where
an SIT soliton with a pulse area of d21
∫
Edt/~ = 2pi is
approximately realized in the absorber sections. In or-
der to obtain a stable pulse area of pi in the gain regions,
they are engineered to have half the dipole moment d21 of
the absorber sections. Instead of sequential gain and ab-
sorber regions, another option is to stack the gain and loss
regions in transverse direction, i.e., perpendicular to the
propagation axis. This approach is for example compati-
ble with the manufacturing process of QCLs, and an ana-
lytical solution has been derived for the steady state pulse
solution.30 Despite its great promise, SIT mode-locking
has not been experimentally demonstrated to date.
B. Full-Wave Bloch Equations
Without employing the RWA, the Bloch equations
(17) are solvable only for very special conditions. In
particular, for |∆M | = 1 transitions in hydrogen-like
atoms where the dipole matrix element is given by d =
2−1/2 |d| (ex − iey), excitation with circularly polarized
light where Ex = E (t) cos (ωt) and Ey = E (t) sin (ωt)
leads to dE (t) = 2−1/2 |d|E (t) exp (−iωt).14,49 Further-
more using Eq. (42) to substitute the off-diagonal den-
sity matrix elements in Eq. (17), the resulting equation
formally corresponds to the RWA Bloch equation, with
the analytical solutions discussed in Section VIA. Closed
analytical solutions are not available for the relatively
simple, but very important case of monochromatic ex-
citation with a linearly polarized wave. Some approxi-
mate corrections have been derived, such as the Bloch-
Siegert shift describing the change in the system’s res-
onance frequency for strong driving,155 and the Mollow
triplet which refers to the emergence of satellite peaks in
the spectrum of resonantly excited systems.234 Interest-
ingly, the full Bloch equations can be solved analytically
if the linearly polarized electric field has the form of an
N -soliton. This is also true for the so-called reduced
MB equations, which combine the full-wave Bloch equa-
tions with a first-order unidirectional optical propagation
equation.235,236
VII. NUMERICAL SCHEMES
As discussed in Section VI, the full-wave MB equa-
tions have known analytical solutions only for very spe-
cial cases, and also in the RWA/SVAA approximation, no
general analytical solution exists. Therefore computer
simulations are in general necessary. From a practical
point of view, the numerical scheme should be stable,
accurate, and efficient, and a naive discretization will of-
ten fail. The goal of this section is to introduce well-
established approaches which are straightforward to im-
plement, and give a critical discussion of their properties.
Furthermore, an overview of recent developments in the
field will be given. Since the RWA/SVAA problem and
the full MB equations are not of the same mathematical
form, their numerical implementation has to be treated
separately.
Several software projects have been published that are
able to solve the Maxwell-Bloch equations. For example,
the Freetwm tool237 is an open-source MATLAB code
that simulates the dynamics of semiconductor lasers us-
ing the 1DMB equations in rotating wave approximation.
The Electromagnetic Template Library (EMTL) is a free
C++ library with Message Passing Interface (MPI) sup-
port,238 which has for example been used to model quan-
tum emitters with the full-wave MB equations in two di-
mensions.239 Another solver library for the full-wave MB
equations is the open-source MEEP project,240 using a
similar representation of the Bloch equations as given in
Eq. (72). The mbsolve project241 solves the full-wave MB
equations using different parallel acceleration techniques
and features an open-source codebase. Finally, a com-
mercial MB solver has been announced.242
A. Rotating Wave/Slowly Varying Amplitude Approximation
1. Finite Difference Discretization of the One-Dimensional
Propagation Equation
In the following, the numerical solution of the one-
dimensional optical propagation equation in the SVAA is
discussed. Neglecting chromatic dispersion, i.e., setting
βn = 0 for n ≥ 2, we write Eq. (124) in the form
∂tE
± = ∓vg∂zE± + f±(z, t)− `E±. (142)
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An obvious choice is to use a finite difference discretiza-
tion approach where a full spatiotemporal discretization
of E± onto an equidistant grid with zm = m∆z, tn = n∆t
is imposed. In the following, E±m,n and f±m,n denote the
numerical solution of E± and f± on the grid. The start-
ing point is a Taylor series expansion of E±(zm, tn+1)
around the point (zm, tn), yielding up to second order
E±m,n+1 = E
±
m,n + ∆t∂tE
±
m,n +
∆2t
2
∂2tE
±
m,n. (143)
Then ∂tE±m,n and ∂2tE±m,n are replaced by space deriva-
tives: Differentiating Eq. (142) with respect to z, multi-
plying the result by ∓vg and adding it to the time deriva-
tive of Eq. (142) yields
(
∂2t −v2g∂2z
)
E± =
(
∂t∓vg∂z
)
(f±−
`E±). Plugging the result into Eq. (143) and furthermore
using Eq. (142), we obtain
E±m,n+1 =E
±
m,n + ∆t
{
∓vg
[
∂zE
±]
m,n
+ f±m,n − `E±m,n
}
+
∆2t
2
{
v2g
[
∂2zE
±]
m,n
+
[
∂tf
±]
m,n
∓ vg
[
∂zf
±]
m,n
}
+
`∆2t
2
{
±2vg
[
∂zE
±]
m,n
− f±m,n + `E±m,n
}
.
(144)
For finite difference discretization, there are different
possibilities such as the well known and widely used 2nd
order Lax-Wendroff method,243 or the Risken-Nummedal
finite differences (RNFD) scheme which was specifi-
cally developed in the context of MB simulations.244
In both cases,
[
∂2zE
±]
m,n
is approximated by the stan-
dard finite difference approximation
(
E±m+1,n − 2E±m,n +
E±m−1,n
)
/∆2z. Here we will treat in detail the RNFD
scheme, since it has some advantageous properties as dis-
cussed further below. The main difference as compared
to the Lax-Wendroff method is that rather than employ-
ing centered differences, depending on the propagation
direction backward/forward finite differences are used,
with [∂zE±]m,n ≈ ±
(
E±m,n − E±m∓1,n
)
/∆z, [∂zf±]m,n ≈
±(f±m,n − f±m∓1,n)/∆z. Furthermore, a time step of
∆t = ∆z/vg is imposed. From Eq. (144), we then ob-
tain the RNFD scheme
E±m,n+1 = E
±
m∓1,n + ∆t
(
1
2
f±m,n +
1
2
f±m∓1,n − `E±m∓1,n
)
+
∆2t
2
{[
∂tf
±]
m,n
− `f±m,n + `2E±m,n
}
. (145)
The term [∂tf±]m,n is not substituted with a correspond-
ing finite difference approximation since ∂tηij can directly
be obtained from the Bloch equations, Eq. (43). In a
Fabry-Pérot type resonator, Eq. (145) is complemented
by the boundary conditions Eq. (114).
a. Numerical Properties of the RNFD Scheme For
a numerical scheme to be useful, an important require-
ment is that round-off and truncation errors do not get
amplified during the computation, since this will even-
tually lead to numerical instability. The stability of fi-
nite difference discretization schemes can be investigated
based on a von Neumann stability analysis.245 It turns
out that the RNFD scheme is stable for ` ≥ 0, which is
also true for the Lax-Wendroff method for a sufficiently
small Courant number vg∆t/∆z. On the other hand, for
positive linear gain, i.e., ` < 0, we obtain unconditionally
unstable behavior for both schemes. Furthermore, like
the Lax-Wendroff method, the RNFD scheme is second
order accurate in space and time.244 This guarantees that
the numerical scheme converges to the original partial
differential equation as the grid spacing approaches zero,
with a convergence order of two. However, this does not
yet guarantee that the numerical solution for finite grid
spacing has a physically meaningful behavior, e.g., satis-
fies certain physical conservation laws. Thus, additional
conditions might be desirable for a finite difference dis-
cretization of Eq. (142), which has the form of an inhomo-
geneous scalar convection equation and thus allows us to
draw from related work.246 Specifically, it has been estab-
lished that second and higher order linear finite difference
schemes tend to introduce artificial numerical dispersion,
yielding phase errors and numerical oscillations near ex-
trema or discontinuities of the solution.247 The numeri-
cal solution is less prone to phase errors for monotonicity
preserving schemes, which guarantee that for every non-
decreasing (non-increasing) initial condition E±m,n=0, the
numerical solution at all later instants n > 0 is also non-
decreasing (non-increasing). A sufficient condition for
the RNFD scheme to be monotonicity preserving for the
homogeneous propagation equation, i.e., Eq. (142) with a
vanishing source term f±(z, t) ≡ 0, can be easily derived:
Formulating Eq. (145) for E±m+1,n+1 and subtracting the
resulting expression from Eq. (145), we arrive at
E±m+1,n+1 − E±m,n+1 = (1− `∆t)
(
E±m+1∓1,n − E±m∓1,n
)
+
∆2t
2
`2
(
E±m+1,n − E±m,n
)
,
which yields ∆t ≤ 1/` as sufficient condition for mono-
tonicity preservation in the stability regime ` ≥ 0. This is
a unique feature for a second order finite difference prop-
agation scheme which is directly related to the choice of
time step ∆t = ∆z/vg. Also, this constitutes an im-
portant advantage of the RNFD scheme over the Lax-
Wendroff method, which does not have this property in
numerically stable regions, as can be shown in a similar
way as above or directly from Godunov’s order barrier
theorem.247
In Fig. 16, the Lax-Wendroff and the RNFD scheme
are compared for lossless propagation of an initially rect-
angular pulse without interaction with a quantum sys-
tem. For the Lax-Wendroff scheme, spurious oscillatory
features arise in the vicinity of the field discontinuities,
which are absent in the RNFD scheme due to its mono-
tonicity preserving nature.
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FIG. 16. Comparison between Lax-Wendroff and RNFD
schemes for the forward propagation of a rectangular pulse
with f+ = ` = 0.
2. Density Matrix Equations
The numerical scheme for the optical propagation
equation has to be coupled to a time-propagation scheme
for the Bloch equations, Eq. (43). These constitute an or-
dinary differential equation (ODE) system describing the
temporal evolution of the density matrix, which has to
be solved for each spatial grid point. In principle, most
standard methods should do the job although they will
differ in numerical stability, accuracy and efficiency, and
well-established schemes such as Runge-Kutta248–250 and
Adams-Bashforth62 have successfully been used. Most
research on the suitability of different numerical schemes
in literature has focused on the full-wave Bloch equa-
tions, as detailed in Section VIIB. Since they are iden-
tical in structure to the RWA Bloch equations [com-
pare for example Eqs. (67a) and (68) to Eq. (73)], the
obtained insights should in principle also be valid for
the RWA Bloch equations. The Runge-Kutta method
is further described in Section VIIB 4 in the context of
full-wave Bloch equations. Here we exemplarily discuss
the explicit Adams-Bashforth scheme as an especially
straightforward to implement and numerically highly effi-
cient method. The RNFD scheme for the MB equations,
Eq. (145), is strongly coupled, i.e., requires an evaluation
of the density matrix and the electric field at the same
time value. The k−step Adams-Bashforth method for
the solution of an ODE system is given by251–253
ρˆn+1 = ρˆn + ∆t
k−1∑
m=0
cmFn−m
(
ρˆn−m
)
. (146)
Here, n corresponds to the time tn = n∆t, ∆t is the time
step size, and F(ρˆ) = L(ρˆ) + D(ρˆ) represents the right
hand side of the Lindblad equation (3), and specifically
in our case of the RWA Bloch equations, Eq. (43). Fur-
thermore, the cm are suitably chosen coefficients251 so
that maximal accuracy is reached in the approximation.
A k−step Adams-Bashforth method has a global numer-
ical error on the order of O(∆kt ).252 In this context, it
must be considered that the overall numerical accuracy
cannot be arbitrarily improved by choosing a high value
of k, since it is also limited by the numerical discretiza-
tion of the optical propagation equation, e.g., based on
the RNFD method. As discussed in Section IVC, the
Bloch equations are initialized by the starting values of
the density matrix elements at a given time, while the
Adams-Bashforth method would require k initial values
as can be seen from Eq. (146). This problem can for ex-
ample be solved by doing the first k − 1 time steps with
a different numerical scheme such as the Runge-Kutta
method, or by initializing the simulations with two-step
Adams-Bashforth on a finer grid. In simulations of laser
operation which are typically started from noise,173 the
exact choice of initial conditions is not critical and thus
the initialization steps required by Adams-Bashforth do
not pose a problem. The main advantage is the reduced
numerical load as compared to the Runge-Kutta method
(see Section VIIB 4), which however requires initializa-
tion only at a single time point.
3. Generalizations and Alternative Methods
In Section VIIA 1, one-dimensional propagation has
been assumed, neglecting the transverse coordinates in
the SVAA propagation equation, Eq. (62). In reality,
the field dependence, and thus also the temporal evo-
lution of the quantum systems, is varying along the x
and y coordinates, which must be explicitly considered
for an inclusion of diffraction and other effects.174,249,254
As long as no transverse boundary conditions or mate-
rial dependencies have to be considered, i.e., ∆n and σ
in Eq. (62) are constant, the most straightforward ap-
proach is to Fourier-transform Eq. (62) with respect to x
and y before the time propagation step is carried out.249
The resulting equation then depends on z, t and the spa-
tial Fourier frequencies kx and ky, converting the deriva-
tive operator ∇2T into a multiplication with −
(
k2x + k
2
y
)
.
Thus a one-dimensional propagation method can be used,
such as the one discussed in Section VIIA 1. Since this
procedure requires a Fourier transform before and an in-
verse transform after each propagation step, the numer-
ically efficient fast Fourier transform method is usually
employed.
As discussed in the context of Eq. (112), for the model-
ing of unidirectional fiber or beam propagation often the
initial field at z = 0 is given, and the solution at a certain
distance z = L is required. Then it is more practical to
propagate the field in z direction rather than in time, and
to introduce the retarded time variable τ = t−z/vg which
simplifies the propagation operator
(
v−1g ∂tE + ∂zE
)
to
∂zE. In the absence of other time derivatives, e.g., due to
chromatic dispersion, this effectively reduces the propa-
gation equation to an ODE. The solution is then marched
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in z direction in dependence of τ (and kx,y if applica-
ble), and the density matrix is updated after every prop-
agation step.249,250 The propagation along z can be per-
formed with a conventional ODE scheme where for ex-
ample the Adams-Moulton method (with the trapezoidal
rule as a widely used special case) or Adams-Bashforth
method, Eq. (146), have been employed, in both cases
combined with fourth-order Runge-Kutta for the Bloch
equations.249,250 In the more general case where time
derivatives have to be considered in Eq. (112), for ex-
ample to incorporate chromatic dispersion, these can be
handled in Fourier domain, similarly as for the x and y
derivatives discussed in the previous paragraph. One op-
tion is to process all terms in Fourier domain,255 which
however complicates the treatment of expressions which
are nonlinear in the field, such as the self-phase modula-
tion term in Eq. (112). Another strategy might be to cou-
ple the Bloch equations to the split-step Fourier method,
which treats only the terms containing time derivatives
in Fourier domain, and the others in time domain.181
B. Full-Wave Simulation
While the RWA significantly reduces the computa-
tional workload, care must be taken in cases where its ba-
sic assumptions are not fulfilled. For example, the RWA
assumes that the electric field intensity is small and the
field spectrum narrow. However, in a scenario where ul-
trashort pulse generation is simulated (e.g., mode-locking
operation in quantum cascade lasers), the electric field
features high peak intensity and a broad spectrum. In
such cases, the full electromagnetic wave might have to
be considered in the simulation, and a suitable numeri-
cal scheme has to be used. In the following, we describe
the methods for the Maxwell and full-wave Bloch equa-
tions, Eqs. (44) and (17), which are most widely used
in related literature, and address the coupling between
the updates of the electric field and the density matrix.
Finally, we assess the advantages and drawbacks of the
different methods.
1. Numerical Schemes for Maxwell’s Equations
Out of the many numerical methods that solve
Maxwell’s Equations, mainly two – namely the finite-
difference time-domain (FDTD) and the pseudo-spectral
time-domain (PSTD) method – are used in the context
of Maxwell-Bloch equations.
The FDTD method is one of the standard methods for
Maxwell’s equations,52 and is widely used in combination
with the optical Bloch equations.53–60,102,103,175,256,257
Here, the derivatives with respect to time and space
are approximated using central differences. Hence, the
method has second order accuracy. In order to facilitate
the calculation of the central differences, the Yee grid is
used where the discretization points are staggered by half
of the respective step size.258 Figure 17 depicts an exam-
ple of a Yee grid in one spatial dimension. The main
advantage of the FDTD scheme is its simplicity. The
implementation of the method as well as boundary con-
ditions or sources is straightforward.52 Additionally, it
can be executed efficiently in parallel, although the naive
implementation will not yield the maximum performance
and a more advanced approach must be used.259,260 The
major drawback is the introduced numerical dispersion
which can only be avoided by using very fine discretiza-
tion sizes. Otherwise, artifacts in the simulation results
could be the consequence. In the context of MB simu-
lations, different values (and value ranges) for the max-
imal spatial discretization size ∆z have been found ade-
quate for the FDTD scheme. Namely, λ/20 to λ/100,257
λ/50,151 λ/100,261 and λ/200102 have been used, where λ
represents the smallest occuring wavelength. The max-
imum time step ∆t is, similarly as in Section VIIA 1,
determined by the Courant number, which leads for the
FDTD scheme to the condition v∆t < ∆z [or v∆t ≤(
∆−2x + ∆
−2
y + ∆
−2
z
)−1/2 for three spatial dimensions].52
Here, the velocity is obtained from the parameters in
Eq. (44) as v = (µ00r)
−1/2. In related literature, choos-
ing v∆t = ∆z/2 was found to be adequate.102,261
To reduce the numerical burden, different approaches
using the pseudo-spectral time-domain method262 have
been presented.154,263 This method calculates the spa-
tial derivatives using the fast Fourier transform in space.
As long as Nyquist-Shannon theorem is not violated, the
method is exact in space (and the introduced numeri-
cal dispersion minimal). However, the time derivative is
still approximated with finite differences that cause nu-
merical error and dispersion. Nevertheless, fewer spatial
grid points are required to achieve reasonable accuracy
(for example, the spatial discretization size ∆z = λ/10
has been used154). Thereby, the computational work-
load is reduced. These advantages come at the price of
a more complicated implementation. In particular, ab-
sorbing boundary conditions must be implemented in or-
der to avoid the wrap-around effect. Furthermore, sharp
material parameter changes and the implementation of
sources are not trivial anymore.262
2. Coupling Electric Field Updates and Density Matrix
Updates
Since the electric field in Maxwell’s equations and the
density matrix in the Bloch equations depend on each
other, this coupling must be treated appropriately for any
numerical method that solves Maxwell’s equations. Bidé-
garay distinguishes between strongly and weakly coupled
methods.257 The difference is the discretization of the
density matrix in time and in relation to the electric field.
Strongly coupled methods discretize the density matrix
and the electric field at the same time value, weakly cou-
pled methods apply a discretization which is staggered (a
half time step difference between density matrix and elec-
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FIG. 17. Discretization and data dependencies of the finite-
difference time-domain (FDTD) method combined with the
(a) predictor-corrector (PC), (b) Runge-Kutta (RK), and (c)
matrix exponential (ME) method for the density matrix up-
dates. The crosses and circles denote the electric and mag-
netic fields, respectively, while the squares represent the den-
sity matrix. (a) The PC approach updates the electric field
and the density matrix in parallel. (b) The RK method first
updates the electric field (solid line) and then the density ma-
trix (dashed line), where in the latter both the old and the
new electric field values are used. (c) For the ME scheme,
the updates of density matrix and the magnetic field are per-
formed in parallel. The electric field discretization is shifted
by a half time step.
tric field). In the following, we discuss various approaches
to update the density matrix with different forms of cou-
pling.
3. Crank-Nicolson Scheme/Predictor-Corrector Method
The pioneering work by Ziolkowski et al.53,102 treats
the Bloch equations with the Crank-Nicolson scheme
ρˆn+1 = ρˆn +
∆t
2
[Fn+1 (ρˆn+1)+ Fn (ρˆn)] , (147)
where n corresponds to the time tn = n∆t, ∆t is the time
step size, and F(ρˆ) = L(ρˆ) + D(ρˆ) represents the right
hand side of the Lindblad equation (3). Since this im-
plicit scheme requires solving a linear system of equations
at every time step, usually modifications are employed to
reduce the numerical load, such as keeping the field at a
fixed value while advancing the density matrix by a time
step.207 A widely used variant is based on the predictor-
corrector technique, where the update step first initializes
ρˆPC = ρˆn, then executes the procedure
ρˆPC ← ρˆn + ∆tF
(
1
2
ρˆPC +
1
2
ρˆn
)
(148)
four times, and finally assigns the result to the value
ρˆn+1 = ρˆPC.53,102
In Fig. 17(a), the coupling of the method to the FDTD
scheme is illustrated. It should be noted that this is a
strongly coupled method and the electric field is updated
with the same procedure (of course, F is replaced with
the right hand side of Ampere’s law) and in parallel to
the density matrix update.
4. Runge-Kutta Method
Several research groups use the fourth-order
Runge-Kutta (RK) method to solve the Bloch
equations.55,60,239,264 As illustrated in Fig. 17(b),
the method is strongly coupled since electric field and
density matrix are discretized at the same time steps.
The exact procedure is not always described in related
work, but can be outlined as follows:260 First, the electric
field is updated using the standard FDTD update step.
Then, the update of the density matrix using the rule
ρˆn+1 = ρˆn + ∆t (k1 + 2k2 + 2k3 + k4) /6 (149)
follows, where k1 = Fn(ρˆn), k2 = Fn+1/2(ρˆn + ∆tk1/2),
k3 = Fn+1/2(ρˆn+∆tk2/2), and k4 = Fn+1(ρˆn+∆tk3).265
Since the Fn contains the electric field En at time tn =
n∆t, not only the old and updated field values are re-
quired, but also the value at the half time step. The latter
can be approximated by averaging between the old and
the updated field value, i.e., En+1/2 ≈ (En +En+1) /2.
5. Matrix Exponential Methods
The methods of this group aim to solve the Bloch
equations exactly for one time step. As illustrated in
Fig. 17(c), the updates of electric field and density ma-
trix are weakly coupled, i.e., their updates are performed
alternatingly. The density matrix update reads
ρˆn+1/2 = exp (Fn∆t) ρˆn−1/2, (150)
where Fn may depend on the electric field En and
exp(Fn∆t) represents the exact solution of the Lindblad
equation. After that, the standard FDTD update rule
calculates En+1 using En and ρˆn+1/2.
If an analytical expression for the solution superop-
erator exp(Ft) exists, this method is clearly the most
accurate one. However, finding such an analytical ex-
pression is far from trivial. In fact, the exact form of the
exponential depends on the representation. In Liouville
or coherence vector representation described in Section
IIID, the solution superoperator has the form exp(Ft),
where F is a matrix. While this is straightforward to
solve, the size of the matrix is in the order N2×N2 for a
N ×N density matrix. Since the exponential of a N ×N
matrix would generally need O(N3) operations, calculat-
ing the exponential in Liouville representation requires
O(N6) operations and becomes unfeasible for large N .
In regular representation, a solution for the Lindblad
equation must be found first. The Strang splitting tech-
nique266 can help here to separate the effects of the Li-
ouvillian L and the dissipation superoperator D. The
solution for the Liouvillian requires the calculation of
exp(−i~−1Hˆt), where the Hamiltonian Hˆ is a N × N
Hermitian matrix. The calculation requires O(N3) oper-
ations, which is still quite intensive.
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The Strang splitting introduces an additional error of
O(∆2t ) in general. Furthermore, F is generally time de-
pendent due to its dependence on the time-varying elec-
tric field, in which case the resulting matrix exponentials
contain an integral in the exponent. Commonly, the in-
tegral is approximated using the midpoint rule. This
leads to the conclusion that in reality the accuracy of
matrix exponential methods is comparable to other ap-
proaches. Nevertheless, this group of methods preserves
certain matrix properties and despite their limited per-
formance they have attracted the focus of many research
groups.
Several techniques have been applied in order to im-
prove the performance of matrix exponential methods.
The already mentioned Strang splitting has not only
been used to allow analytical solutions, but also to sep-
arate the time dependent and time independent part of
F .154,256,257,263 This has the advantage that a part of
the solution can be precalculated and applied at every
time step, while for the remaining part efficient eval-
uation techniques exist in some cases. For example,
we discovered that the coherence vector representation
leads to a real skew-symmetric matrix in the exponen-
tial. This expression can be evaluated efficiently using
the generalized Rodrigues’ formula.267 Other techniques
to calculate the matrix exponential268 have been applied
in related work: An approximation based on the Cay-
ley transform,256,257,263 Magnus expansion via Sylvester’s
formula,269 diagonalization of the matrix,270 the scal-
ing and squaring method as well as a Krylov subspace
method,271 and Chebyshev polynomials.272
6. Comparison of Numerical Methods for the Bloch
Equations
As already outlined above, the matrix exponential
methods are the most computationally expensive ones.
In fact, this was confirmed in a detailed investigation,260
where both the Runge-Kutta and the predictor-corrector
implementation outperformed the matrix exponential
method. In this comparison, the predictor-corrector
method demonstrated the best performance.
In terms of accuracy, Runge-Kutta methods have the
highest order. However, the accuracy alone is not the
crucial criterion. In particular, it was demonstrated that
the Crank-Nicolson scheme does not preserve the posi-
tivity of the density matrix in the general case (at least
when more than two energy levels are considered) and
therefore might yield unrealistic results, e.g., negative
populations.256 Furthermore, it was found that both the
predictor-corrector and Runge-Kutta method yield neg-
ative populations in certain cases (e.g., long simulation
end time combined with unfortunate choices for the time
step size), while the matrix exponential method preserves
the properties of the density matrix independent of the
simulation settings.273
7. Alternative Methods
Besides the full-wave Bloch equations of the form
Eq. (17), also related formalisms are used to model quan-
tum systems interacting with a semiclassical optical field,
requiring adapted numerical schemes which are often
combined with the FDTD method for Maxwell’s equa-
tions. For example, MB simulations which replace the
Bloch equations by an equivalent evolution equation
for the polarization vector, Eq. (72), require modified
schemes adapted to the second-order differential form of
Eq. (72).52,59,274
If the dissipation term in the Bloch equations can
be neglected and the quantum system is in a pure
state, the time evolution can be described in a simpli-
fied manner with the time dependent Schrödinger equa-
tion, Eq. (1), for which suitable numerical schemes have
been developed.275–279 In analogy to the MB equations,
the Schrödinger and Maxwell’s equations can be com-
bined to the Maxwell-Schrödinger approach, which is for
example used to model nanoelectronic systems,280,281 or
to describe the interaction of atoms with intense laser
fields.282,283 As for the MB equations, such a coupled
simulation complicates the numerical treatment, and var-
ious numerical schemes have been developed, e.g., com-
bining FDTD or transmission line matrix simulations of
Maxwell’s equations with a spatial grid representation or
eigenstate expansion of the wavefunction.280,281,283–286 In
this context, a recent interest has been on algorithms
preserving the symplectic structure of the Maxwell-
Schrödinger equations, thus ensuring energy conservation
of the coupled system.284–286
VIII. INCLUSION OF FURTHER EFFECTS
A. Local-Field Correction
In principle, the current/polarization contribution of
an individual quantum system at a given position can be
directly represented in Maxwell’s equations by a point
source,239 without using ensemble averaging as in Sec-
tion IVA. However, the complexity of such an approach
increases significantly with the number of quantum sys-
tems to be included.239 Moreover, care must be taken
that the field which drives the quantum system does not
contain the divergent self-field contribution of the system
itself, which further adds to the numerical load.239,287 An
alternative approach, which is especially suitable for a
large ensemble of quantum systems as considered in this
paper, is based on macroscopic MB equations. Rather
than setting up Bloch equations for each of the quan-
tum systems, the ensemble is here modeled by repre-
sentative density matrices ρij (x, t) distributed over the
device volume, e.g., placed on the spatial grid points,
where x is the macroscopic position coordinate. Like-
wise, Maxwell’s equations then contain the macroscopic
current densities (see Section IVA) and fields, defined as
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FIG. 18. Illustration of dipoles arranged in a cubic lattice.
ensemble averages over the individual microscopic con-
tributions. From the macroscopic electric field E which
is averaged over local variations associated with the indi-
vidual dipoles, the local microscopic field which interacts
with a given physical quantum system can be determined
based on a compact Clausius-Mosotti type model. This
local-field correction can for example lead to frequency
shifts, and becomes relevant for densely spaced quantum
systems as discussed in Section VIIIA 1.63,288 A related
effect emerges in tightly localized artificial quantum sys-
tems consisting of multiple semiconductor atoms, see Sec-
tion VIIIA 2.289 It has been pointed out that local-field
effects can be exploited as an additional design degree of
freedom in nanostructures.290
1. Near-Dipole-Dipole Effects in Dense Media
The macroscopic field E comprises contributions of
external sources as well as an internal contribution Ep
due to the induced dipoles in the material, which is re-
lated to Pq. In the following, we consider a medium
such as a gas or crystal lattice which consists of a dense
collection of atoms, molecules or other quantum sys-
tems, as illustrated in Fig. 18. The local field EL at
the position of the considered quantum system is deter-
mined by replacing the volume-averaged field Ep with
the microscopic contribution Enear due to the nearby
dipole moments, EL = E−Ep + Enear.185 Based on a
microscopically large, but macroscopically small probe
volume, which is conveniently chosen to be spherical,
the macroscopic polarization contribution is obtained
as Ep = −Pq/ (30).185 On the other hand, it can be
shown that for dipoles arranged in a cubic lattice as illus-
trated in Fig. 18, Enear vanishes for a particle on a lattice
site, where the particle’s self-field is not included.63,185
This yields EL = E+Pq/ (30), which is also approx-
imately true for other reasonably isotropic media and
completely random arrangements, such as amorphous
media or gases.63,185 Retardation effects are here neg-
ligible since the probe volume diameter is assumed to
be much smaller than the optical wavelength.63,291 For
two-level systems where the polarization is given by
Eq. (71), the local-field corrections can thus be included
in the Maxwell-Bloch equations by formally substituting
Ω = d12E/~ with
ΩL = d12EL/~ = Ω + 2ωL<{ρ21} (151)
in Eq. (67),292 where the static Lorentz shift
ωL = d
2
12n3D/ (3~0)
has the dimension of frequency. Here we have assumed
a real-valued d12 for simplicity. Applying the RWA, we
obtain Eq. (73) where we have to substitute Ωˆ by
ΩˆL = Ωˆ + 2ωLη21, (152)
which changes Eq. (73a) but not Eq. (73b) since there the
local-field correction term cancels out.63
If the quantum systems are embedded in a host
medium, such as dopant ions in a crystal, they inter-
act not only with particles of the same species, but also
with those of the host material, and the local-field correc-
tion must be suitably extended. Accordingly, above ap-
proach has been generalized to a dense collection of two-
level atoms embedded in a linear, potentially dispersive
and absorptive host medium,293 and to multicomponent
media in general.294 Furthermore, above concept can be
straightforwardly extended to more than two levels.295
We note that above correction to the MB equations
has mainly been considered for ensembles of atoms or
molecules, where typically much higher number densi-
ties are obtained than for artificial systems such as quan-
tum dots. This model has enabled the analytical296 and
numerical297–299 investigation of numerous effects, such
as solitonic and ultrashort pulse propagation or optical
switching. For artificial, tightly localized quantum sys-
tems, local-field effects are typically governed by the de-
polarization field, as discussed below.
2. Depolarization Field in Tightly Localized Quantum
Systems
Artificial quantum systems, such as quantum dots, are
nanostructures built from a larger number of semicon-
ductor atoms. Thus, the quantum systems only ”feel”
an averaged polarization contribution of the individual
atoms, which can be described by the background dielec-
tric constant of the host material r. Here, the local-field
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FIG. 19. Illustration of a localized polarizable object in an
electric field.
correction accounts for the deviation of the mesoscopic
average field inside the localized polarizable nanostruc-
ture from the macroscopic average field E in the en-
tire composite material, which enters the macroscopic
Maxwell equations.290 In the following, we assume that r
is real-valued and frequency independent, and is identi-
cal for the nanostructure and the surrounding material.
As illustrated in Fig. 19, the field E generates a polar-
ization inside the polarizable object, and the uncompen-
sated surface dipoles give rise to bound surface charges
which induce an electric field in the object, the so-called
depolarization field Ed, thus altering the local field inside
to EL = E+Ed. We assume that the object’s dimen-
sions are much smaller than the wavelength of the ex-
citing field. The (spatially averaged) depolarization field
is then obtained as Ed = −NPq/ (0r), where N is the
depolarization tensor which only depends on the geome-
try of the polarizable object.64 For a localized two-level
system of volume Vs, the (volume-averaged) polarization
is given by Pq = d12 (ρ12 + ρ21) /Vs. Proceeding in the
same way as in Section VIIIA 1, we include the local-field
correction into the MB equations by using Eq. (151) or
Eq. (152), where we now have64,289
ωL = −d212Ld/ (~0rVs) .
The depolarization factor Ld = d12Nd12/d212 with 0 ≤
Ld ≤ 1 accounts for the anisotropy of the object, such
as an ellipsoidal quantum dot, and becomes Ld = 1/3
for spherical geometries.64 The resulting equations have
been used for both analytical300 and numerical289,300,301
studies of local field effects in quantum dots.
B. Inhomogeneous Broadening
Homogeneous broadening is naturally considered in
the Bloch equations. This can best be seen from the
steady state solution in RWA, Eq. (128), yielding a
Lorentzian lineshape with the width given by the dephas-
ing rate of the corresponding transition, see Eqs. (129)
and (132) as well as Fig. 13(b). In addition, inhomoge-
neous broadening arises if the optically active medium
consists of quantum systems with slightly different reso-
nance frequencies,49,109 as for example frequently arises
in ensembles of quantum dots due to size fluctuations.
Another example is Doppler broadening in a gas,302
caused by the Doppler shift due to the thermal motion of
the atoms or molecules. For a given transition between
two states |i〉 and |j〉, the distribution of the resonance
frequency ωij is commonly described by a distribution
function gij (ωij − ωij) with
∫∞
−∞ gij (ω) dω = 1, where
ωij −ωij is the deviation from the average resonance fre-
quency ωij . For thermal Doppler broadening, gij is given
by a Gaussian distribution
gij (ωij − ωij) = 1√
2piσij
exp
[
− (ωij − ωij)
2
2σ2ij
]
. (153)
In this case, the standard deviation becomes σij =
(ωij/c) (kBT/m)
1/2, where kB is the Boltzmann con-
stant, T indicates the temperature, and m is the mass
of the atom or molecule.302 The Gaussian distribution,
Eq. (153), is also frequently used as a generic model if
the distribution of resonance frequencies is not exactly
known, e.g., to describe above mentioned inhomogeneous
broadening in ensembles of quantum dots due to size
fluctuations.303 If the individual quantum systems con-
tain more than one relevant optical transition with dis-
tributed resonance frequencies, in principle joint distri-
bution functions have to be used.
Numerically, the full-wave or RWA Bloch equations,
Eq. (17) or (43), have to be solved separately for each
possible value of the resonance frequency (or each possi-
ble combination of resonance frequency values if the indi-
vidual quantum systems contain more than one relevant
optical transition).261 This requires discretizing the dis-
tribution function into a finite number of Ninh bins with
resonance frequencies ωsij , s = 1..Ninh. Each of these
bins is represented by a corresponding quantum system
subensemble with density matrix ρsij , where the fraction
of carriers ps is proportional to the weight of that bin
and
∑
s ps = 1. The polarization current density is then
obtained from a generalized version of Eq. (48),
Jq = n3D
∑
i,j
dji
∑
s
ps∂tρ
s
ij . (154)
In SVAA, the polarization amplitude is given by a gen-
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eralized form of Eq. (64),
P = 2n3D
∑
ωij>0
dji
∑
s
psη
s
ij . (155)
For certain broadening mechanisms, such as fluctuations
in quantum dot size, also dij can in principle vary which
could be considered by introducing a quantity dsij in
Eqs. (154) and (155) in analogy to ωsij , but this effect
is usually neglected.
In certain cases, inhomogeneous broadening can also
be considered in analytical solutions of the MB equations
based on the RWA. These usually invoke the factoriza-
tion ansatz, which assumes that non-resonant systems
with a finite frequency detuning ∆ = ωc−ω21 6= 0 essen-
tially respond in the same way to the optical field as the
resonant ones, apart from a detuning dependent ampli-
tude F (∆).49 In Section VIA2, this approach has been
demonstrated in the context of self-induced transparency.
C. Noise
Noise in optoelectronic devices arises for example from
spontaneous emission and from processes in the semi-
conductor host, such as lattice vibrations. Noise and
fluctuations can generally be included into the semiclas-
sical MB equations by adding stochastic terms.304,305
Numerically, the stochastic terms are typically imple-
mented by using a pseudorandom number generator to
obtain uncorrelated, Gaussian distributed random num-
bers for every grid point.173,306 The MB equations, com-
plemented by these additional stochastic terms, are then
numerically solved as discussed in Section VII, for exam-
ple with an FDTD-based approach.173,306 The stochas-
tic terms are systematically obtained from quantum
Langevin equations,171,307 which are then represented by
equivalent stochastic c-number equations,173,308,309 i.e.,
evolution equations for operator expectation values with
additional stochastic terms.
Spontaneous emission obviously plays an important
role in optoelectronic devices. While the resulting recom-
bination can simply be included by nonlinear rate terms
for the carrier occupations in Eq. (17b) or (43b),303,310
the noise contribution is not included in the MB model
due to its semiclassical nature. This effect can however
be considered in terms of a Gaussian white noise source
in the optical propagation equation.173,311,312 In a dif-
ferent model, also dipole fluctuations are included by
adding Langevin noise terms not only to the propagation
equation, but also to Eq. (17a) for the off-diagonal den-
sity matrix elements.310,313 By virtue of the fluctuation-
dissipation theorem, a decay of populations, coherences
or the optical field is generally accompanied by fluc-
tuations, and an MB equation model which includes
such decay-induced fluctuations has been presented.56,306
Furthermore, an extension of the stochastic c-number
approach to incorporate nonclassical effects has been
discussed.309
IX. APPLICATION TO OPTOELECTRONIC DEVICES
A. Bulk and Quantum Well Interband Optoelectronic
Devices
For interband optoelectronic devices based on semi-
conductor bulk or quantum-well media, the conduction
and valence band states are given by |c,k〉 and |v,k〉,
respectively. Here, k is the three-dimensional crystal
wavevector in bulk media or the two-dimensional in-plane
wavevector for quantum well structures, see Section III C.
In the following, we define ρc,k and (1− ρv,k) as the elec-
tron occupation probability of a conduction band state
|c,k〉 and a valence band state |v,k〉, respectively, i.e.,
ρv,k corresponds to the hole occupation probability of
a valence band state. Restricting ourselves to direct
bandgap semiconductors in a two-band approximation
and using that the optical transitions are k conserving,
as can for quantum wells be seen from Eq. (24),65 the
Bloch equations, Eq. (17), become
∂tρcv,k = −iωcv,kρcv,k − iΩk (ρc,k + ρv,k − 1)
+ [∂tρcv,k]col , (156a)
∂tρα,k = i
(
Ωkρ
∗
cv,k − Ω∗kρcv,k
)
+ [∂tρα,k]col , (156b)
with α = c, v. Here, the sum over k implicitly also in-
cludes summation over the two possible spin orientations.
This equation applies to quantum wells, where the carri-
ers are treated as a two-dimensional gas, as well as bulk
media. The dissipation processes are here included by
general collision terms [∂tρcv,k]col and [∂tρα,k]col. These
can be modeled on a microscopic level, in particular
accounting for carrier-carrier and carrier-phonon scat-
tering, or under certain approximations by relaxation
rate terms similar to those in Eq. (17).65,66 Many-body
Coulomb interactions can be taken into account based
on the Hartree-Fock approximation, which results in the
so-called semiconductor Bloch equations, which have the
form of Eq. (156) but feature renormalized transition and
Rabi frequencies
ωcv,k =
1
~
Ecv,k−1~
∑
q 6=k
V|k−q| (ρc,q + ρv,q) , (157a)
Ωk =
dcv,kE
~
+
1
~
∑
q6=k
V|k−q|ρcv,q, (157b)
leading to a coupling of the states with differ-
ent k through the time dependent renormalization
terms.65,66,314 In Eq. (157a), Ecv,k is the energy of free
electron-hole pairs, which can in a simple model be de-
scribed as
Ecv,k =
1
2
~2k2
(
1
m∗e
+
1
m∗h
)
+ Eg. (158)
Here, Eg denotes the band gap energy, or for quantum
wells the energy difference between the electron and hole
state energies. Furthermore, m∗e and m∗h are the electron
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and hole effective masses, assuming a parabolic disper-
sion relation near the conduction and valence band edges,
respectively. Vq is the Coulomb potential in Fourier rep-
resentation, which is in a bulk with probe volume Vp and
background permittivity r given by Vq = e2/
(
0rVpq
2
)
,
and in a quantum well structure with in-plane cross sec-
tion S by Vq = e2/ (20rqS). Screening effects, which
result from the response of the other carriers and weaken
the potential, are then incorporated as corrections to
the Hartree-Fock equations in the form of a modified
Vq.65,66 Summing in Eq. (48) over the initial and final
states |i〉 = |c,k〉 and |j〉 = |v,q〉 where we consider that
the total number density of electron-hole pairs is given
by
ncv (t) = V
−1
p
∑
k
ρc,k (t) = V
−1
p
∑
k
ρv,k (t) , (159)
and using the k conservation of optical transitions, dij =
dcv,kδk,q, we obtain for the polarization term
∂tPq = V
−1
p
∑
k
(dcv,k∂tρvc,k + c.c.) . (160)
With Eq. (160), Eqs. (156) and (157) can be coupled to
the Maxwell equations, Eq. (44), resulting in the semi-
conductor Maxwell-Bloch equations. These equations
have been extensively used for the simulation of semi-
conductor lasers and related devices.118,203,315 Further-
more, they have been adapted to the modeling of quan-
tum wire structures,316–318 as well as graphene319 and
carbon nanotubes.320
As stated in Section I, a further discussion of this
model is beyond the scope of this paper. Rather, we
will focus here on approaches which reduce above two-
band model to macroscopic two- or N -level Bloch equa-
tions. As a first step, the collision terms in Eq. (156)
are modeled by relaxation rate terms similar to those in
Eq. (17).65–68 Extending the rate equation model Eq. (9)
to states |α,k〉 results in a Boltzmann-type collision term
for the populations,65 which can in consideration of Pauli
blocking be written as
[∂tρα,k]col =− ρα,k
(
Wααβ,k +W
α
αα,k
)
+ (1− ρα,k)
(
W βαβ,k +W
β
αα,k
)
. (161)
Here, β 6= α, i.e., for the conduction band collision term
(α = c) we have β = v, while β = c for α = v. The Boltz-
mann rates are related to the electron transition rates
of Section II B 1 by W cαα′,k =
∑
k′ rα,k→α′,k′ (1− fα′,k′)
and W vαα′,k =
∑
k′ rα′,k′→α,kfα′,k′ , where fα,k de-
notes the electron occupation probability, i.e., fc,k =
ρc,k and fv,k = 1 − ρv,k. For example, spontaneous
emission and carrier-phonon scattering can be modeled
by Eq. (161) with adequately chosen transition rates
rα,k→α′,k′ , while the inclusion of carrier-carrier inter-
actions beyond Hartree-Fock effectively requires rates
which themselves depend on the carrier distribution.65
Furthermore modeling the dephasing in analogy to
Eq. (12), we obtain
[∂tρcv,k]col = −γcv,kρcv,k, (162a)
[∂tρα,k]col = Γβα,k − rαβ,kρα,k + Γαα,k − rαα,kρα,k.
(162b)
In Eq. (162a), γcv,k indicates the dephasing rate. Re-
arranging the contributions in Eq. (161), Eq. (162b) is
obtained, where the first two terms on the right hand
side with β 6= α describe interband processes, while the
other two terms model the intraband transitions. Here,
rαα′,k = W
α
αα′,k denotes the interband (for α
′ = β) or in-
traband (for α′ = α) recombination rate due to nonradia-
tive transitions and spontaneous emission. Furthermore,
Γα′α,k = (1− ρα,k)W βαα′,k describes the filling of state
|α,k〉, and can for α′ = β be interpreted as a pump rate,
where carriers are induced for example by an injection
current or optical pumping. Summation of Eq. (161) or
Eq. (162b) over k yields
∑
k [∂tρc,k]col =
∑
k [∂tρv,k]col,
as expected from Eq. (159). In more detail, for the intra-
band contributions we have∑
k
(Γαα,k − rαα,kρα,k) = 0, (163)
while the interband terms fulfill∑
k
Γvc,k =
∑
k
Γcv,k,∑
k
rcv,kρc,k =
∑
k
rvc,kρv,k. (164)
To obtain compact two-level Bloch equations, we as-
sume a k independent dipole matrix element dcv,k = d21
in Eq. (157b) and ignore the renormalization contribu-
tion, yielding the usual definition Ωk = ~−1d21E. Sum-
ming Eq. (156b) over k yields with Eqs. (159), (162b),
(163) and (164) and Pcv = V −1p
∑
k ρcv,k
∂tncv = i (ΩP
∗
cv − Ω∗Pcv) + Γ12 − γ1ncv. (165)
For electrical pumping, the injection rate Γ12 =∑
k Γβα,k (with α = c, β = v or α = v, β = c) can
be modeled as Γ12 = ηV −1p I/e, where η and I denote the
injection efficiency and current, respectively. The recom-
bination rate γ1, which includes nonradiative and spon-
taneous transitions, is obtained by averaging over the
carrier distribution, γ1 =
∑
k rαβ,kρα,k/ncv. Proceeding
in a similar manner for Eq. (156a) by neglecting the k
dependence of ωcv,k is not feasible, due to the problems
arising from the summation over (ρc,k + ρv,k − 1). Var-
ious strategies have been developed to circumvent this
problem.67–69 Here we follow the approach by Yao et
al.,68 formulated in the framework of the RWA. Thus,
we start by introducing the slowly varying field envelope
E and the transformed off-diagonal elements defined in
Eqs. (41) and (42), respectively. Furthermore assuming a
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k independent Rabi frequency Ω = ~−1dcvE, Eq. (156a)
yields with Eq. (162a)
∂tηcv,k = (i∆k − γcv,k) ηcv,k − i
2
Ω (ρc,k + ρv,k − 1) ,
(166)
where ∆k = ωc − ωcv,k with ωcv,k given by Eq. (157a).
In the framework of semi-phenomenological macroscopic
MB equation models, the renormalization term is often
neglected.68,69 The k dependence can be modeled with
Eq. (158) or a more sophisticated description. Dividing
Eq. (166) by (i∆k − γcv,k), summing over k and defining
pcv = V
−1
p
∑
k ηcv,k, we obtain
∂tpcv = − i
2
τ1
τ2
Ωncv − τ−12 pcv, (167)
where we have furthermore used Eq. (159) and introduced
the complex parameters τ1 and τ2 with
V −1p
∑
k
ρc,k + ρv,k − 1
γcv,k − i∆k = τ1ncv,
V −1p
∑
k
ηcv,k
γcv,k − i∆k = τ2pcv. (168)
Equation (167) and Eq. (165) in RWA,
∂tncv =
i
2
(Ωp∗cv − Ω∗pcv) + Γ12 − γ1ncv, (169)
constitute macroscopic Bloch equations for interband
transitions in bulk semiconductor and quantum well
systems. In order to obtain a Maxwell-Bloch model,
Eqs. (167) and (169) can be coupled to the optical prop-
agation equation in SVAA, Eq. (62), where the RWA po-
larization term is obtained from Eq. (75) as P = 2dcvpcv.
The parameters τ1 and τ2 introduced in Eq. (168) can
for example be evaluated numerically, or by fitting to
experimental data.68 In this context, it has been found
that τ1 and τ2 can be treated as independent of the opti-
cal intensity, but that especially τ2 shows a pronounced
dependence on ncv which should be considered in the
model,68 and also allows a phenomenological reintroduc-
tion of renormalization effects.
B. Quantum Well Intersubband Devices
Intersubband devices, such as QCLs,7 quantum cas-
cade detectors8,9 and quantum well infrared photodetec-
tors (QWIPs),10 commonly utilize optical intersubband
transitions between quantized energy levels in the con-
duction band Γ valley of a multiple quantum well struc-
ture. The Maxwell-Bloch model has been extensively ap-
plied to such devices, especially for the dynamic mod-
eling of QCLs. The quantized states |ψi,k〉, also re-
ferred to as subbands, are characterized by their wave-
function ψi (x) where i is the subband index, and in-
plane wavevector k = [ky, kz]
T. These states are com-
monly found by solving the one-dimensional effective
mass Schrödinger equation, obtained from inserting the
ansatz Eq. (19) into Eq. (20), for the quantum well po-
tential V (z). As mentioned in Section III C 1, band
bending due to space charge effects is usually consid-
ered by solving the coupled Schrödinger-Poisson equa-
tion system,125,126 and also nonparabolicity effects, which
play a role especially in mid-infrared devices, can be
included.127,128 These calculations yield the eigenenergies
Ei and wavefunctions ψi, and thus the transition frequen-
cies ωij = ~−1 (Ei − Ej) and the dipole matrix elements,
Eq. (25), as input for the Bloch equations. We again
choose the semiconductor Bloch equations as a starting
point, with a form analogous to Eq. (156). Due to the
typically low doping levels of QCLs, the Hartree–Fock
renormalization effects in Eq. (157) have been found to
be relatively small,321 and also Pauli blocking only plays
a secondary role. Furthermore, we can assume k inde-
pendent transition frequencies ωij at least for terahertz
QCLs, where the energetic level spacings are smaller than
in mid-infrared QCLs and thus the subbands have nearly
parallel dispersion relationships. Under these assump-
tions, summing over k yields Bloch equations of the form
Eq. (17), where we have used that the dipole matrix ele-
ment is k conserving, and introduced intersubband scat-
tering rates rj→i which are related to the generally k de-
pendent rates rj,q→i,k by rj→iρjj =
∑
k,q rj,q→i,kρjj,q.
Assuming either moderate temporal variations of the
intrasubband electron distribution ρjj,k or a moderate
k dependence of the rates, the rj→i are approximately
given by
rj→i =
∑
k,q
rj,q→i,kρ0jj,q/
∑
k
ρ0jj,k. (170)
Here, ρ0jj,k describes the steady state electron distri-
bution in the subband.322 Notably, the intrasubband
electron distributions in QCLs can often be reason-
ably well approximated by Fermi–Dirac or Maxwell-
Boltzmann distributions, parametrized by subband elec-
tron temperatures which can significantly exceed the lat-
tice temperatures.119,323 By contrast, the off-diagonal
density matrix elements generally vary strongly with
time, and no clearly defined concept exists how the k
averaging should be performed to obtain an effective
dephasing rate γij from a relaxation term of the form
Eq. (162a), [∂tρij,k]col = −γij,kρij,k. This especially mat-
ters if the ratio ρ0ii,k/ρ
0
jj,k has a strong k dependence,
as is the case for significantly different subband electron
temperatures or highly non-thermal distributions.322 Of-
ten, an average over the population inversion of the in-
volved subbands is applied,101,324
γij =
∑
k
γij,k
∣∣ρ0ii,k − ρ0jj,k∣∣ /∑
k
∣∣ρ0ii,k − ρ0jj,k∣∣ , (171)
and a comparison to an alternative way of averaging
has yielded similar results for terahertz QCLs.98 Apart
from very few exceptions based on the full-wave MB
equations,61,106,325 usually the MB equations in RWA
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and SVAA, Eqs. (124) and (43), are used for the model-
ing of QCLs and related devices. Also, apart from some
cases including multiple subbands,18,62,97,122,322,326 typi-
cally a two-level model is employed. In the case of mid-
infrared QCLs, where nonparabolicity effects play a more
important role, an approach similar to Eq. (167) can be
envisioned. The transition and dephasing rates are usu-
ally empirically chosen, or extracted from fits to experi-
mental data. Alternatively, they can be calculated from
Eqs. (170) and (171) based on the Hamiltonians of the
relevant scattering mechanisms, such as electron-electron
interactions, scattering with acoustic and longitudinal
optical phonons, as well as impurity, interface rough-
ness and alloy scattering.119,322 Here, the use of dissipa-
tion rates derived from steady-state models is consistent
with the Markovian and time-homogeneous character of
the Lindblad dissipator, which provides the basis for the
Bloch equations. The corresponding scattering rates are
typically evaluated based on Fermi’s golden rule,119 while
the associated pure dephasing rates can be obtained from
Ando’s model.98,327,328
For QCLs, the MB equations have primarily been
used to study ultrashort pulse generation by mode-
locking30,120,122,232,233,326,329–332 and the closely related
formation of coherent instabilities,202,208,333 as well as
the generation of frequency combs.62,97,322,334,335 In de-
tail, it has been found that coherent multimode instabili-
ties result in the emergence of sidebands around the orig-
inal longitudinal mode, giving rise to broadband multi-
mode operation.202,208 Furthermore, active mode-locking
has been investigated where short pulses are generated
by modulating the laser current at the cavity roundtrip
frequency, yielding good agreement between simulations
and measurements.329–332 Also the possibility of real-
izing passive mode-locking in QCLs has been theoret-
ically explored.30,120,122,232,233 Here, pulse formation is
obtained by adding saturable absorption regions, where
SIT mode-locking, discussed in Section VIA2, consti-
tutes a special variant. Besides, frequency comb opera-
tion has been studied, where an equidistant line spectrum
is generated, which serves as a ruler in the frequency do-
main for spectroscopic and sensing applications. Here,
a perturbative treatment of the MB equations imposing
a comb-like spectrum has been employed,334,335 as well
as full numerical simulations.62,97,322 In most of above
works, spatial hole burning has been considered based on
Eqs. (123) and (124), as it considerably affects the QCL
dynamics. In addition, various other effects have been
implemented which can play an important role for mode-
locked and frequency comb operation in QCLs, such as
tunneling across thick barriers62,97,322 and group velocity
dispersion due to the waveguide and bulk semiconductor
material.62,97,233,322,335,336 For optical excitation on very
short timescales, memory effects become important and
the presuppositions of the Lindblad approach are too re-
strictive, requiring the use of more complex models such
as the quantum-kinetic schemes.337–339
As mentioned above, MB simulations have for example
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FIG. 21. Instantaneous optical power in the high and low
frequency lobe as obtained from (a) simulation and (b) ex-
periment.
been used to model frequency comb operation of QCLs,
identifying four-wave mixing as the primary comb form-
ing mechanism and explaining experimentally observed
features.62,97,322,334,335 In Fig. 20, a comparison between
simulation and experiment is presented for the power
spectrum,62 generated by a THz QCL for frequency comb
generation.340 Good agreement is found; in particular, a
splitting of the comb spectrum into a high and a low
frequency lobe is observed in both simulation and ex-
periment. Also the simulated temporal dynamics agrees
well with experiment. In Fig. 21, the simulated and mea-
sured instantaneous optical power in the high and low fre-
quency lobe of the comb is shown.62 Again, good agree-
ment between theory and experiment is obtained, con-
firming the validity of the MB model. In particular, the
temporal switching behavior between the two lobes is re-
produced in the simulation.
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FIG. 22. Schematic illustration of (a) wetting layer with QDs
and (b) QD laser.
C. Quantum Dot Devices
Due to the strong carrier localization and discrete en-
ergy spectrum resulting from the three-dimensional con-
finement in QDs, they enable lasers and laser ampli-
fiers with excellent gain, threshold, temperature, and dy-
namic characteristics.1–3 While these devices rely on in-
terband optical transitions, also the possibility has been
studied to exploit intraband transitions similarly as in
QCLs to obtain lasing in the mid-infrared or terahertz
regime.90,341–343 Furthermore, intraband transitions be-
tween bound electron or hole states (or from bound to
continuum states) have been employed for quantum dot
infrared photodetectors.11–13
In contrast to bulk semiconductors and quantum well
or wire structures which feature a continuum of states
due to the free carrier motion in at least one dimen-
sion, the QD possesses a discrete set of energy eigen-
states. Thus, the application of phenomenological models
based on generic discrete-level MB equations appears to
be especially justified for QD systems. Phenomenological
two-level MB equations have been employed for a large
range of applications based on QDs. This includes stud-
ies of the spatiotemporal dynamics344–346 and SIT mode-
locking121 in QD lasers, FDTD-based MB simulations
of QD photonic-crystal-cavity lasers,60 and QDs coupled
to a nanoparticle or cavity.347–349 Furthermore, three-
level MB equations have been used, for example to study
EIT,248 soliton propagation350 or all-optical switching351
in QD structures, and also four-level models have been
developed.152,176
Optoelectronic applications employing large ensembles
of QDs are often fabricated utilizing self-assembly of the
QDs on top of an initial quasi-two-dimensional semicon-
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The big arrows represent coherent light-matter interaction,
the dotted arrows indicate nonradiative intraband transitions,
and the wavy arrows represent spontaneous emission.
ductor layer, which is referred to as wetting layer, as
sketched in Fig. 22(a). The resulting structure is subse-
quently covered by another layer of suitable semiconduc-
tor material. The wetting layer effectively forms a quan-
tum well, which serves as a reservoir for the carriers. The
thus obtained QD layer forms the basis of various devices
such as QD lasers [see Fig. 22(b)], where commonly mul-
tiple layers are stacked on top of each other to increase
the optical gain.
In Fig. 23, a schematic energy diagram of the wet-
ting layer and a QD is shown. A description of the
QD dynamics based on the semiconductor Bloch equa-
tions, Eqs. (156) and (157), features renormalized tran-
sition and Rabi frequencies due to many-body Coulomb
interactions.352,353 These renormalization effects are of-
ten neglected so that the conventional Bloch equations,
Eq. (17), can be used as a starting point, which are fre-
quently supplemented by a detailed model for Coulomb
scattering and other scattering mechanisms in the dissi-
pation term.303,311 In the following, the QD conduction
(α = c) and valence (α = v) band states are labeled by
an index i. Furthermore, as described in Section VIII B,
variations in QD size result in distributed resonance fre-
quencies, and the associated inhomogeneous broaden-
ing is included by dividing the QDs in corresponding
subensembles s containing a fraction ps of QDs. The
Bloch equations, Eq. (17), thus have to be adapted by
replacing the density matrix elements ρij with ρsαα′,ij for
pairs of states |α, i〉 and |α′, j〉, where we write for com-
pactness ρsαα,ij = ρsα,ij , ρsαα′,ii = ρ
s
αα′,i and ρ
s
αα,ii = ρ
s
α,i.
For the dipole matrix element vectors dij , frequencies ωij
and dephasing rates γij , we proceed analogously. Simi-
larly as for Eq. (156), the ρsv,i are taken as the hole oc-
46
cupation probability of the ith QD valence band level,
i.e., matrix elements ρii in Eq. (17) referring to the elec-
tron occupation probabilities of QD valence band states
have to be substituted by
(
1− ρsv,i
)
. Apart from the co-
herent light-matter interaction, incoherent carrier transi-
tions in QD systems mainly occur due to carrier-carrier
scattering which gives rise to Auger-type processes, as
well as carrier-phonon interactions and spontaneous pho-
ton emission.303,310 Rate equation terms of the form
Eq. (9) with phenomenologically chosen parameters are
frequently used to model incoherent transitions in QD
systems.60,121,248,344,346,347 For a more detailed model-
ing, it must be taken into account that important dissi-
pative processes in QDs depend on the occupations of two
or more states, and that Pauli blocking is not included
in Eq. (9). This can be addressed by using an empiri-
cal nonlinear rate equation model,207,354 or based on a
microscopic treatment.303,310,311,355 For high pump cur-
rents, Auger processes, where two carriers scatter from
their respective initial to final levels, involving QD and
wetting layer states, constitute the dominant scattering
process.303 This includes scattering of two electrons or
holes, as well as mixed processes involving an electron
transition in the conduction band and a hole transition in
the valence band. The associated change of the occupa-
tion ρsα,i is in the following represented by a generic intra-
band collision term
[
∂tρ
s
α,i
]
intra
,303 which can be gener-
alized to also include other scattering-induced intraband
carrier transitions, e.g., due to electron-phonon interac-
tions. Additionally, spontaneous electron-hole recombi-
nation is typically taken into account as an important
interband process, which depends on the occupations of
the initial and the final state. Within this model, the dis-
sipation terms in Eq. (17b) are substituted by the more
general ansatz for incoherent processes303[
∂tρ
s
α,i
]
inc
=
[
∂tρ
s
α,i
]
intra
−
∑
j
Ascv,ijρ
s
α,iρ
s
β 6=α,j , (172)
with the spontaneous recombination coefficient Ascv,ij .
The Lindblad dephasing rate approach of the form
Eq. (12), as also used in Eq. (17a), has been argued
to be generally well suited to model dephasing in
QDs.351 The dephasing rates can be calculated based
on microscopic models for carrier-carrier and carrier-
phonon scattering,311,355–357 or are phenomenologically
chosen.248,303,312,351
Considering that
[
∂tρ
s
α,i
]
intra
contains intra-QD tran-
sitions as well as carrier exchange between the wetting
layers and QD states, this term not only depends on the
occupations of the QD states involved, but also on the
carrier densities in the wetting layers. Thus, for a closed
carrier transport model, the Bloch equations have to be
extended by equations for the wetting layers, which can
be modeled by303
∂twα =
Jp
e
−Acvwcwv−2n2D
∑
i,s
ps
[
∂tρ
s
α,i
]
intra
. (173)
Here, wα denotes the overall carrier sheet densities in
the wetting layers, i.e., wc is the total number of con-
duction band electrons in all wetting layers divided by
the area S of a wetting layer, and wv is defined analo-
gously for the valence band holes. Jp denotes the electric
pump current density. Furthermore, n2D is the overall
QD sheet density, and the factor 2 accounts for the spin
degeneracy of the QD states. Acv in Eq. (173) is the rate
coefficient for spontaneous band-band recombination in
the wetting layers. Sometimes the carrier injection from
the bulk to the quantum well wetting layers is modeled
by additional equations.358 For self-assembled quantum
dash structures, the wetting layers can be considered in
an analogous manner.23,359
The extended Bloch equations, Eqs. (17), (172) and
(173), are then coupled to Maxwell’s equations, Eq. (44),
by the polarization current density for inhomogeneously
broadened media given in Eq. (154),
Jq =
n2D
dg
∑
α,α′
∑
i,j
dα′α,ji
∑
s
ps (1− 2δαvδα′vδij) ∂tρsαα′,ij ,
(174)
with the thickness of the gain medium dg. Here, the term
(1− ...) compensates for the fact that the electron occu-
pation probabilities of QD valence band states are in our
density matrix convention given by
(
1− ρsv,i
)
. QD lasers
and amplifiers usually operate in TE mode, due to the
character of the eigenstates for the QD shapes and strains
obtained with the widely employed Stranski–Krastanov
growth mode.360 A corresponding one-dimensional MB
model can be obtained by combining the extended Bloch
equations with Maxwell-type equations for TE operation,
Eq. (92), where the finite overlap of the QD active region
with the mode profile is considered by the field confine-
ment factor, Eq. (88). The contribution of the sponta-
neous emission processes in Eq. (172) to the optical field
is in most cases neglected, but can be considered as dis-
cussed in Section VIIIC.
For interband QD devices, optical intersubband tran-
sitions can be neglected. The QD interband dipole ma-
trix elements are given by Eq. (22). As discussed in Sec-
tion III C 2, for the uppermost valence and lowest con-
duction band states, in good approximation only optical
interband transitions between states with equal quantum
numbers are allowed, and the corresponding envelope
wavefunction overlap in Eq. (22) is 〈ϕi |ϕj〉 ≈ 1.146,147 In
fact, for these states close to the band edge the index i
is typically associated with a single quantum number,303
due to the typically small aspect ratio of QDs. Under
above assumptions, the Bloch equations simplify to
∂tρ
s
cv,i = −iωscv,iρscv,i + i~−1dcv
(
1− ρsv,i − ρsc,i
)
E
− γcv,iρscv,i,
∂tρ
s
α,i = 2~−1=
{
dvcρ
s
cv,i
}
E+
[
∂tρ
s
α,i
]
intra
−Ascv,iρsc,iρsv,i, (175)
where α = c, v, and dscv,i has been approximated by an s
and i independent value dcv. For a closed description of
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the carrier dynamics, Eq. (175) is again supplemented by
Eq. (173).303 The radiative and nonradiative transitions
taken into account in the resulting model are illustrated
in Fig. 23. The RWA can be applied in the usual man-
ner, as described in Section III E. The MB model has
been demonstrated to yield good agreement with exper-
imental results for QD lasers and amplifiers, and to be
instrumental in interpreting the experimental findings.
For example, the ultrafast gain dynamics in a QD am-
plifier as well as the spatiotemporal dynamics and emis-
sion characteristics of a QD laser were experimentally
and theoretically studied.361 Furthermore, based on MB
simulations of ultrashort laser pulse propagation in a QD
amplifier, it could be confirmed that the experimentally
observed reshaping was in part due to coherent light–
matter interaction.21,22
As discussed in Section VC2, longitudinal spatial hole
burning, i.e., the formation of an inversion grating due
to the standing wave pattern in a Fabry-Pérot resonator,
is automatically included in full-wave MB simulations.
Assuming that tunneling between adjacent QDs can be
neglected, the degradation of the inversion grating is gov-
erned by carrier diffusion in the wetting layers, which can
be modeled by adding to Eq. (173) a diffusion term of the
form Eq. (120).206,207
X. CONCLUSION AND OUTLOOK
The goal of this review has been to discuss in detail
the underlying theoretical framework of the MB model,
its extension and adaption to certain application areas
and types of nanostructures, as well as special analytical
solutions and suitable numerical methods. Apart from
the intuitive appeal of the model and its adaptability, the
relative compactness of the Bloch equations make them
highly suitable as an efficient quantum model for the ma-
terial polarization in computational electrodynamics. As
shown in Section VII, their representation as a system of
ordinary differential equations in time, where the posi-
tion coordinates only enter as parameters, allows an effi-
cient coupling to numerical schemes for Maxwell’s or re-
lated propagation equations, such as the finite-difference
time-domain method. This compact form of the Bloch
equations is enabled by a mostly phenomenological treat-
ment of dissipation based on the Lindblad formalism and
restriction to classical optical fields as well as discrete en-
ergy levels. Fully microscopic descriptions of light-matter
interaction in a semiconductor, such as the semiconduc-
tor MB equations shortly discussed in Section IXA,65,66
illustrate the limitations of semi-phenomenological Bloch
equations, and can serve as a starting point to develop
improved compact Bloch equations. As an example, this
strategy has been used to model the carrier dynamics in
a semiconductor structure with a quasi-continuum of en-
ergy levels in the conduction and valence band by macro-
scopic discrete-level Bloch equations,67–69 as discussed in
Section IXA.
The main requirement for computational models is
generally to combine numerical efficiency with accuracy,
predictability and versatility. In this context, detailed
microscopic theories can quickly become very compu-
tationally demanding, which renders them impractical
for applications such as device design.362 Thus, a major
goal is to further improve the quantitative accuracy and
adaptability of the macroscopic MB equations by extend-
ing the model accordingly, however without substantially
increasing its numerical complexity. This implies that its
general form as a system of a few ordinary differential
equations should not be compromised.
Probably the main limitation of the Bloch equations
is the phenomenological implementation of dissipation
based on the Lindblad formalism. As shortly discussed
in Section IXC, an empirical treatment of certain pro-
cesses, such as Pauli blocking or carrier-carrier scatter-
ing, requires a generalization to nonlinear models. Here,
special care must be taken to preserve the properties of
the density matrix guaranteeing its physical character,
which has for example been achieved by suitably extend-
ing the Lindblad formalism.73
As mentioned in Section IIC, the Lindblad model is
only realistic from a microscopic point of view if the
memory decay of the environment occurs on a faster
timescale than the coherent system dynamics and relax-
ation processes.75,81 Although the macroscopic MB equa-
tions often work surprisingly well on the verge of, or even
outside, this microscopic validity range, advanced quan-
titative modeling requires going beyond the Markovian
approximation in such cases. An ad hoc extension of the
Lindblad approach is obtained by replacing Dk (ρˆ) (t) in
Eq. (3) with
∫ t
0
Kk (t− t′)Dk (ρˆ) (t′) dt′, where Kk is the
memory kernel.363 In certain cases, it is sufficient to treat
the populations in the usual manner and include mem-
ory effects only for dephasing, which requires substituting
the dephasing terms [dtραβ ]relax = −γαβραβ in Eq. (12)
with −γαβ
∫ t
0
Kαβ (t− t′) ραβ (t′) dt′.364 The characteris-
tic memory time and functional dependence of the mem-
ory kernel, such as Gaussian or exponential, depend on
the underlying scattering mechanism.338,365 Since the
evaluation of convolution integrals is numerically expen-
sive, a representation based on supplemental differential
equations is preferential. For exponential memory kernels
Kαβ = τ
−1
αβ exp (−t/ταβ), such a differential equation is
easily derived, with dts = −τ−1αβ (γαβραβ + s) where we
have introduced s = [dtραβ ]relax for compactness. How-
ever, since such modifications obviously do not preserve
the Lindblad form of the dissipation terms, a physical
behavior of the density matrix is not guaranteed, and in
fact highly nonphysical behavior can emerge.363
It should be pointed out that master equation mod-
els with memory effects do not necessarily require con-
volution integrals,78 and that memory kernel master
equations can even usually be cast into a time-local
form.79,83,366 Thus, a promising approach towards a more
generalized treatment of dissipation is to start with the
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Lindblad equation in the form Eq. (4), and to general-
ize the matrix Dijmn given in Eq. (6) for an arbitrary
set of Lindblad operators. As already mentioned in Sec-
tion II, time dependent Lindblad operators Lˆk (t), corre-
sponding to time-varying dissipation rates in Eqs. (8) and
(11), are unproblematic.78,79 Any further generalization
of Dijmn comes at the price of potentially unphysical re-
sults. One example is the occurrence of temporarily neg-
ative rates in Eqs. (8) or (11), which indeed introduces
memory effects into the Lindblad equation.79,366–370 In
the construction of such a model, care should be taken
to avoid unphysical behavior, for example by adding cer-
tain constraints.79,366 Furthermore, a widely used model
of the form Eq. (4) is the Redfield equation, which is de-
rived from microscopic considerations, i.e., a perturba-
tive treatment of a quantum system weakly coupled to
the environment.371,372 In this case Dijmn corresponds to
the generally time dependent373 Redfield tensor, which is
directly related to the system-environment coupling and
environment Hamiltonians.374 The main advantages of
the Redfield model are its strong connection to micro-
scopic physics, and to some extent the inclusion of short-
term memory effects.373,375 However, in its commonly
used form, the Redfield equation does not guarantee pos-
itivity of the density matrix which can lead to negative
state occupations. In practice, the emergence of this un-
physical behavior appears to be a minor problem,376–378
and can also be cured.373,379
Finally, applying the Lindblad formalism to a suitably
extended state space, a non-Markovian evolution with
arbitrarily long memory times and strong initial correla-
tions can be described.380 This is achieved by represent-
ing the reduced system density matrix ρs with dimension
N as a sum of a certain number M of positive matri-
ces ρi, i.e., ρs =
∑
i ρi where the traces of the ρi must
add up to one. Then, a big block diagonal density ma-
trix ρ with dimension MN is constructed from the ρi,
and the evolution of ρ is modeled by a Lindblad equa-
tion for the extended system, where the operators are
required to preserve the block diagonal form of ρ. This
leads to M coupled evolution equations for the ρi, where
the dynamics is now defined by M arbitrary Hermitian
operators Hˆi and M2 sets of arbitrary dissipation opera-
tors
{
Lˆij1 , . . . , Lˆ
ij
K
}
. In this way, although the dynamics
of ρ is Markovian, the model can describe a highly non-
Markovian evolution of ρs, while intrinsically preserving
the physical properties of ρs. An interesting subcase is
when the evolution equations of the ρi are decoupled, i.e.,
Lˆijk = Lˆ
ij
k δij .
380,381 In this case, the evolution of each ρi
is described by an equation of the Lindblad form Eq. (3),
but still a non-Markovian dynamics of ρs is obtained. Of
course, for M = 1, the standard Markovian Lindblad
dynamics is recovered.
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