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Abstract
We study the level statistics for two classes of 1-dimensional ran-
dom Schro¨dinger operators : (1) for operators whose coupling con-
stants decay as the system size becomes large, and (2) for operators
with critically decaying random potential. As a byproduct of (2) with
our previous result [2] imply the coincidence of the limits of circular
and Gaussian beta ensembles.
Mathematics Subject Classification (2000): 60H25, 34L20
1 Introduction
As one of the recent developments of the theory of random matrices, the
continuum limit of the beta ensembles are recently revealed : Killip-Stoiciu
[1] identified the limit of the circular beta ensemble(Cβ-ensemble, in short)
by using the solution to a SDE. Valko´-Vira´g [5] identified the limit of Gaus-
sian beta ensemble(Gβ -ensemble, in short) by using Brownian carousel. At
the same time, it also gave a new insight to the level statistics problem of
1-dimensional random Schro¨dinger operators : In [1], they also studied the
level statistics problem of the CMV matrices, that is, they studied the scaling
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limit of the point process ξL whose atoms are composed of the scaled eigen-
values of the truncated matrices. When the diagonal components decay in
the order of n−α they showed that, ξL converges to (i) α > 12 : the clock pro-
cess, (ii) α < 1
2
: the Poisson process, (iii) α = 1
2
: the limit of Cβ-ensemble.
In [4], they studied the same problem for 1-dimensional discrete Schro¨dinger
operators whose random potential decays in the order of n−
1
2 and showed
that ξL converges to the limit of Gβ-ensemble. Moreover, they also studied
the random Hamiltonians with system size L in which the coupling constant
decays in the order of L−
1
2 . They identified the limit(“Schτ”) of ξL and stud-
ied its various properties. In [2], they studied the 1-dimensional Schro¨dinger
operators in the continuum with random decaying potential, for the case of
α > 1
2
and α = 1
2
, and the results obtained are parallel to that in [1]. This
paper is basically a continuum analogue of [4] : (1) we consider the operator
on [0, L] where the coupling constant is equal to L−α. We study the limit
of ξL for the case of α >
1
2
and α = 1
2
. (2) we consider the same operator
to that in [2] for the critical decay α = 1
2
and show that ξL converges to the
limit of Gβ-ensemble, which, together with the results in [2], implies that the
limit of these two beta ensembles are equal. In the next subsection, we shall
explain the motivation of the problem (1)1.
1.1 Motivation and Set ups
The localization length lloc of the 1-dimensional Schrd¨ingier operator H =
−△ + λV is typically in the order of λ−2. Thus, setting HL := H|[0,L],
λ = L−α, we expect :
(1) (extended case) α > 1
2
: we have L≪ lloc so that the particle would be
extended.
(2) (localized case) α < 1
2
: we have lloc ≪ L so that the particle would be
localized.
(3) (critical case) α = 1
2
: lloc ≃ L so that it would correspond to the
critical case.
Therefore if we consider the level statistics problem, ξL would converge
to (1) α > 1
2
: the clock process, (2) α < 1
2
: the Poisson process, (3) α = 1
2
: something which is intermediate between the clock and Poisson.
1The author would like to thank F. Klopp for introducing this problem.
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In this paper we consider this problem in the continuum setting : The
Hamiltonian is defined by
HL := HλL |[0,L]
with Dirichlet boundary condition, where HλL is the Schro¨dinger operator
with the coupling constant λL which decays at certain rate as the system size
L is large :
HλL := −
d2
dt2
+ λLF (Xt), λL := L
−α, α > 0.
(Xt)t≥0 is a Brownian motion on a compact Riemannian manifold M and
F ∈ C∞(M) with
〈F 〉 :=
∫
M
F (x)dx = 0.
Let {En(L)}n≥1 be the eigenvalues of HL in the increasing order. Since we
only consider the positive eigenvalues, we set
n(L) := min{n|En(L) > 0}.
Fix the reference energy E0 > 0 arbitrary. To study the local distribution of
En(L)’s near E0, we set
ξL :=
∑
n≥n(L)
δ
L(
√
En(L)−
√
E0)
. (1.1)
Here we take
√
En(L) instead of En(L) to unfold the eigenvalues with respect
to the density of states. Our purpose is to study the behavior of ξL as L tends
to infinity.
1.2 Results for Extended Case
If we consider the free Laplacian, we must take a subsequence in order that
ξL converges to a point process. We need the same condition described below.
(A) The subsequence {Lj}∞j=1 satisfies Lj j→∞→ ∞ and√
E0Lj = mjπ + β + o(1), j →∞
mj ∈ N, β ∈ [0, π).
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Theorem 1.1 Assume (A) and α > 1
2
. Then we have
lim
j→∞
E[e−ξLj (f)] = exp
−∑
n∈Z
f(nπ − β)
 .
In other words, ξLj converges to a (deterministic) clock process with spacing
π, in probability.
When the random potential is spatially decaying in the order of α > 1
2
, ξL
also converges to a clock process but β is random [2]. Here the effect of the
random potential is rather weak compared to that in [2]. In fact, the solution
to the eigenvalue equation Hxt = Ext approaches to the free solution in
probability (Theorem 3.3). However, the randomness appear in the second
order (Theorem 1.2). To see the spacing between eigenvalues, we renumber
the eigenvalues near E0 such that · · · < E ′−2 < E ′−1 < E0 ≤ E ′0 < E ′1 < · · ·.
Then by the argument of the proof of Theorem 1.1, for any l ∈ Z,(√
E ′l+1(L)−
√
E ′l(L)
)
L− π → 0
in probability. Hence it is reasonable to consider
Xj(n) :=
{(√
Emj+n+1(Lj)−
√
Emj+n+j(Lj)
)
Lj − π
}
L
α− 1
2
j , n ∈ Z
to study the second order asymptotics of eigenvalues near E0, for Emj (Lj)
may be regarded as the closest eigenvalue to E0.
Theorem 1.2 {Xj(n)}n∈Z converges in distribution to the Gaussian system
with covariance
C(n, n′) :=
C(E0)
8E0

2 (n = n′)
−1 (|n− n′| = 1)
0 (otherwise)
where
C(E) :=
∫
M
|∇(L+ 2i
√
E)−1F |2dx
and L is the generator of (Xt).
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Here the covariance is short range, while it is not the case if the potential is
spatially decaying [2].
Remark 1.1 By definition of Xj(n), we have√
Emj+n(Lj) =
√
Emj (Lj) +
nπ
Lj
+
1
L
α+ 1
2
j
n−1∑
l=0
Xj(l)
so that the difference between
√
Emj+n(Lj) and
√
Emj (Lj) converges to the
Gaussian in the second order.
Remark 1.2 Suppose that we consider two reference energies E0, E
′
0, E0 6=
E ′0 both satisfying (A) with the same subsequence. Then the corresponding
{Xj(n)}, {X ′j(n′)} converge jointly to the two independent Gaussian systems
each other. The same property also holds for Theorem 1.3, 1.4 stated below.
1.3 Results for Critical Case
In this subsection we set α = 1
2
. By Theorem 4.4, the solution to the eigen-
value equation Hxt = Ext is bounded from above and below so that it is
different from that in the critically decaying potential case studied in [2].
Theorem 1.3 Assume α = 1
2
and (A). Then we have
lim
j→∞
E[e−ξLj (f)] = E
exp
−∑
n∈Z
f(Ψ−11 (2nπ − 2β))
 .
where Ψt(c) is a strictly-increasing function valued process such that for any
c1, c2, · · · , cm, Ψt(c1), · · · ,Ψt(cm) jointly satisfy the following SDE.
dΨt(cj) =
(
2cj − Re i
2E0
〈Fg√E0〉
)
dt
+
1√
E0
{√
C(E0)
2
Re
(
eiΨt(cj)dZt
)
+
√
C(0)dBt
}
(1.2)
j = 1, 2, · · · , m, where Zt is a complex Brownian motion independent of a
Brownian motion Bt and
g√E0 := (L+ 2i
√
E0)
−1F, g := L−1(F − 〈F 〉),
C(E0) :=
∫
M
|∇g√E0|2dx, C(0) :=
∫
M
|∇g|2dx.
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This SDE is the same as that satisfied by the phase function of “Schτ” [4]
up to constant. Hence the properties of “Schτ” derived in [4] such as strong
repulsion, large gap asymptotics, explicit form of intensity and CLT, also
hold for our case.
1.4 Results for decaying potential model with critical
decay
In this subsection we consider
H = − d
2
dt2
+ V (t), V (t) := a(t)F (Xt).
where a ∈ C∞, a(−t) = a(t), a is decreasing on [0,∞), and
a(t) = t−
1
2 (1 + o(1)), t→∞.
(Xt) and F satisfy the same conditions stated in subsection 1.1. Let HL :=
H|[0,L] be the finite box Hamiltonian with Dirichlet boundary condition and
let {En(L)}n≥n(L) be the set of positive eigenvalues of HL. Let ξL defined
as in (1.1). In [2], we proved that ξL converges to the limit of Cβ-ensemble.
That is, let ζCβ =
∑
k δλk be the continuum limit of the Cβ-ensemble. Then
ξL
d→ ζ˜Cβ (1.3)
where ζ˜Cβ =
∑
k δλk/2 and β =
8E0
C(E0)
. Here we give a different description of
the limit.
Theorem 1.4 The limit ξ∞ = limL→∞ ξL has the following property. Let
N(λ) := ♯{atoms of ξ∞ in [0, λ]} be the counting function of ξ∞. Then
N(λ)
d
= 1
2π
Ψ1−(λ) where Ψt(λ), t ∈ [0, 1) is the strictly-increasing function
valued process which is the solution to
dΨt(λ) = 2λdt+
D(E0)√
1− tRe
[
(eiΨt(λ) − 1)dZt
]
, Ψ0(λ) = 0 (1.4)
where D(E0) =
√
C(E0)
2E0
.
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This theorem is the continuum analogue of that in [4]. To see the significance
of Theorem 1.4, let us recall the Gaussian beta ensemble whose joint density
of ordered eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λn is proportional to
exp
(
−β
4
n∑
k=1
λ2k
) ∏
j<k
|λj − λk|β.
Then Valko´ - Vira´g found the following representation of the continuum limit
of the Gβ- ensemble.
Theorem 1.5 (Valko´ - Vira´g [5])
Let µn be the sequence such that n
1
6 (2
√
n− |µn|)→∞. Then∑
k
δ
Λ
(n)
k
d→ ζGβ , Λ(n)k :=
√
4n− µ2n(λk − µn)
where ♯{atoms of ζGβ in [0, λ]} d= 12πα∞(λ) where α∞(λ) := limt→∞ αt(λ) and
αt(λ) is the solution to
dαt(λ) = λ
β
4
e−
βt
4 dt+Re[(eiαt(λ) − 1)dZt], α0(λ) = 0. (1.5)
Note that α∞(λ) ∈ 2πZ. By the time change t = 1− e−cs, c = β4 , β = 8E0C(E0) ,
SDE (1.4) is transformed to (1.5)[4]. Therefore
Corollary 1.6 For ζGβ =
∑
k δλk , let ζ˜
G
β =
∑
k δλk/2. Then ξL
d→ ζ˜Gβ where
β = 8E0
C(E0)
.
By varying E0 ∈ (0,∞) or F , any β > 0 can be realized. Hence by combining
(1.3) and Corollary 1.6, we have the coincidence of the limit of two beta
ensembles.
Corollary 1.7 For any β > 0, ζCβ = ζ
G
β .
This is known for β = 1, 2, 4. Valko´-Vira´g have a direct proof of this fact by
showing that these two descriptions are equivalent[6].
The method of proof of Theorem 1.1 - 1.3 is essentially the same as that
in [2] : we write the Laplace transform of ξL in terms of the Pru¨fer variables,
and study the behavior of the relative Pru¨fer phase. The idea of proof of
Theorem 1.4 is the same as that in [5, 4] with different techniques : we
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identify the scaling limit of the relative Pru¨fer phase as the solution to a
SDE, and show that t ↑ 1 limit of this solution gives the counting function
of ξ∞. The outline of this paper is as follows : Section 2 is the preparation
of the basic notations and tools. In Section 3 - 5, we prove Theorem 1.1,
1.2, Theorem 1.3, and Theorem 1.4 respectively. In Appendix, we recall the
techniques used in [3, 2]. In what follows, C denotes positive constants which
is subject to change from line to line.
2 Preparation
For general 1-dim Schro¨dinger operator H = − d2
dt2
+ q, let xt be the solution
to the equation Hxt = κ
2xt, x0 = 0, (κ > 0) which we write in the (modified)
Pru¨fer variables : (
xt
x′t/κ
)
= rt
(
sin θt
cos θt
)
, θ0 = 0. (2.1)
We define θ˜t(κ) by
θt(κ) = κt + θ˜t(κ).
Then it follows that
rt(κ) = exp
(
1
2κ
Im
∫ t
0
q(s)e2iθs(κ)ds
)
(2.2)
θ˜t(κ) =
1
2κ
∫ t
0
Re(e2iθs(κ) − 1)q(s)ds, θ˜0(κ) = 0 (2.3)
∂θt(κ)
∂κ
=
∫ t
0
r2s
r2t
ds+
1
2κ2
∫ t
0
r2s
r2t
q(s)(1− Re e2iθs(κ))ds. (2.4)
Since rt is bounded from below (Theorem 3.3, 4.4 and [3] Proposition 2.1),
for any closed interval I ⊂ (0,∞) we have infκ∈I ∂θt(κ)∂κ > 0 for sufficiently
large t > 0 so that θt(κ) is strictly-increasing as a function of κ ∈ I. Set
q(t) := λLF (Xt) and let θt,L(κ), rt,L(κ) be the corresponding Pru¨fer variables.
Let
κ0 :=
√
E0
Ψt,L(x) := θt,L
(
κ0 +
x
L
)
− θt,L(κ0), 0 ≤ t ≤ L
8
be the relative Pru¨fer phase. Further write θL,L(κ0) as
θL,L(κ0) = m(κ0, L)π + φ(κ0, L), m(κ0, L) ∈ N, φ(κ0, L) ∈ [0, π).
Then we have the following representation of the Laplace transform of ξL in
terms of Pru¨fer variables [1].
Lemma 2.1
E[e−ξL(f)] = E
exp
− ∑
n≥n(L)−m(κ0,L)
f
(
(Ψ−1L,L)(nπ − φ(κ0, L))
)
for f ∈ C+c (R), where ξL(f) :=
∫
R
fdξL.
Proof. Let
xn = L
(√
En(L)− κ0
)
be the n-th atom of ξL. By Sturm oscillation theorem, x = xn if and only if
θL,L(κ0 +
x
L
) = nπ so that we have
{xn}n≥n(L) = {x |ΨL,L(x) = nπ − φ(κ0, L), n ≥ n(L)−m(κ0, L)} .
3 Extended case
Throughout this section we set α > 1
2
to study the extended case.
3.1 Proof of Theorem 1.1
First of all, we study the behavior of the following quantity.
Jt,L(κ) := λL
∫ t
0
e2iθs,L(κ)F (Xs)ds, κ ≥ 0 (3.1)
where we set θt,L(0) := 0 for convenience.
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Lemma 3.1 Let κ ≥ 0.
(1)
sup
0≤t≤L
|Jt,L(κ)| L→∞→ 0
in probability, compact uniformly for κ ∈ (0,∞).
(2)
Lα−
1
2Jt,L(κ) = L
α− 1
2Yt,L(κ) + o(1)
as L→∞, where
Yt,L(κ) := λL
∫ t
0
e2iθs,L(κ)dMs(κ) (3.2)
and Ms(κ) is a complex martingale defined in Lemma 6.1.
Proof. (1) We first assume that κ > 0. By Lemma 6.1
Jt,L(κ) = λL
{[
e2iθs,L(κ)gκ(Xs)
]t
0
− 2i
2κ
∫ t
0
Re (e2iθs,L(κ) − 1)λLF (Xs)e2iθs,L(κ)gκ(Xs)ds
+
∫ t
0
e2iθs,L(κ)dMs(κ)
}
=: It,L + IIt,L + Yt,L.
Then It,L = O(λL) = O(L
−α), IIt,L ≤ Cλ2Lt = O(L−2α+1) and Yt,L(κ) is a
martingale satisfying
〈Y·,L(κ), Y·,L(κ)〉t, 〈Y·,L(κ), Y·,L(κ)〉t ≤ Cλ2Lt.
Therefore by martingale inequality we have
E[ sup
0≤t≤L
|Yt,L(κ)|2] ≤ (Const.)E[|YL,L(κ)|2] = O(L−2α+1).
A standard argument using Chebishev’s inequality yields the conclusion. The
proof for κ = 0 is similar except that 〈F 〉 = 0 and IIt,L = 0.
(2) It easily follows from the argument above.
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Lemma 3.2 For κ ≥ 0,
sup
0≤t≤L
|θ˜t,L(κ)| L→∞→ 0
in probability.
Proof. By (2.3) θ˜t,L(κ) =
1
2κ
Re (Jt,L(κ)− Jt,L(0)). Then the conclusion fol-
lows from Lemma 3.1(1).
Proof of Theorem 1.1
By Lemma 3.2 and (A),
ΨL,L(x) = x+ θ˜L,L(κ0 +
x
L
)− θ˜L,L(κ0) = x+ o(1)
θLj ,Lj (κ0) = κ0Lj + θ˜Lj ,Lj(κ0) = mjπ + β + o(1)
in probability. Hence for any subsequence of {Lj}, we can further find a
subsequence {Ljk} of that such that
lim
k→∞
φ(κ0, Ljk) = β, a.s.
By using the fact that limk→∞(n(Ljk) − mLjk ) = −∞ and Lemma 6.2, we
have
lim
k→∞
E[e
−ξLjk (f)] = exp
−∑
n∈Z
f(nπ − β)
 .
Since this holds for any subsequence of {Lj}, we arrive at the conclusion.
3.2 Behavior of solutions
We study the behavior of the solution xt to the Schro¨dinger equation HLxt =
κ2xt.
Theorem 3.3 For a solution xt,L to the equation HLxt,L = κ
2xt,L (κ >
0, x0,L = 0), let rt,L, θt,L be the corresponding Pru¨fer variables defined in
(2.1). Then we have
sup
0≤t≤L
|rt,L(κ)− 1| →P 0
sup
0≤t≤L
|θt,L(κ)− κt| →P 0
in probability so that xt,L approaches to the free solution.
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Proof. It easily follows from (2.2), (2.3) and Lemma 3.1(1).
3.3 Second Limit Theorem
Lemma 3.4 √
Emj+n(Lj) = κ0 +
nπ − β + o(1)
Lj
in probability.
Proof. This lemma follows from Lemma 3.2 and the following computation.(√
Emj+n(Lj)− κ0
)
Lj
= θLj ,Lj
(√
Emj+n(Lj)
)
− κ0Lj − θ˜Lj ,Lj
(√
Emj+n(Lj)
)
= (mj + n)π − (mjπ + β + o(1)) .
For c1, c2, d1, d2 ∈ R, set
κc := κ0 +
c
n
, c ∈ R
Θ
(n)
t (c1, c2) := θ˜nt,n (κc1)− θ˜nt,n (κc2)
Ct(c1, c2; d1, d2) :=
C(E0)
8E0
Re
∫ t
0
(e2ic1u − e2ic2u)(e−2id1u − e−2id2u)du.
We study the behavior of Θ
(n)
t (c1, c2) as n tends to infinity, for fixed c1, c2.
Lemma 3.5 As n→ ∞, {nα− 12Θ(n)t (c1, c2)}t,c1,c2 converges to the Gaussian
system {G(t, c1, c2)}t,c1,c2 with covariance {Ct∧t′(c1, c2; d1, d2)}t,c1,c2,d1,d2.
Proof. Set κj := κ0 +
cj
n
, κ′j := κ0 +
dj
n
, j = 1, 2. By Lemma 3.1(2)
nα−
1
2Θ
(n)
t (c1, c2) = n
α− 1
2
1
2κ
Re (Jnt,n(κ1)− Jnt,n(κ2)) +O(n− 12 )
= nα−
1
2
1
2κ
Re (Ynt,n(κ1)− Ynt,n(κ2)) + o(1)
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where Yt,n(κ) is defined in (3.2). Set
Z
(n)
t (κ1, κ2) := n
α− 1
2 (Ynt,n(κ1)− Ynt,n(κ2)) .
By Lemma 6.1 we have
〈Z(n)(κ1, κ2), Z(n)(κ′1, κ′2)〉t = o(1)
〈Z(n)(κ1, κ2), Z(n)(κ′1, κ′2)〉t = C(E0)
∫ t
0
(
e2ic1u − e2ic2u
) (
e−2id1u − e−2id2u
)
du+ o(1).
It then suffices to use the martingale central limit theorem.
Proof of Theorem 1.2
Let bn such that
√
Emj+n(Lj) = κ0+
bn
Lj
. Then by Lemma 3.4, bn = nπ−β+
o(1) in probability. Taking difference between
(mj + n + 1)π =
√
Emj+n+1(Lj)Lj + θ˜Lj ,Lj
(√
Emj+n+1(Lj)
)
(mj + n)π =
√
Emj+n(Lj)Lj + θ˜Lj ,Lj
(√
Emj+n(Lj)
)
yields{(√
Emj+n+1(Lj)−
√
Emj+n(Lj)
)
Lj − π
}
L
α− 1
2
j = −Lα−
1
2
j Θ
(Lj)
1 (bn+1, bn).
By using Lemma 3.5 and Skorohard’s theorem, we obtain the conclusion.
The statement of covariance follows from the following computation.
Re
∫ 1
0
(
e2i((n+1)π−β)s − e2i(nπ−β)s
) (
e−2i((n
′+1)π−β)s − e−2i(n′π−β)s
)
ds
=
1
π
∫ 2π
0
cos((n− n′)θ)(1− cos θ)dθ.
4 Critical Case
In this section we set α = 1
2
.
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4.1 Preliminaries
Lemma 4.1 Let Jt,L(κ), κ ≥ 0 be the one defined in (3.1).
(1) For κ > 0 :
Jt,L(κ) = − i
2κ
〈Fgκ〉 · λ2L · t+ Yt,L(κ) + Zt,L(κ) +O(λL) +O(λ3L · t)
where Yt,L(κ), Zt,L(κ) are martingales such that
Yt,L(κ) := − 2i
2κ
· λ2L
(
1
2
K4,3(κ) +
1
2
K0,3(κ)−K2,3(κ)
)
Kβ,3(κ) := λ
2
L
∫ t
0
eiβθs,L(κ)dM˜ (β)s (κ), β = 0, 2, 4
Zt,L(κ) := λL
∫ t
0
e2iθs,L(κ)dMs(κ).
(2) For κ = 0 :
Jt,L(0) := Zt,L +O(λL), Zt,L(0) := λLMt
where gκ, Ms(κ), Ms, M˜
(β)
s (κ) are defined in Lemma 6.1.
Proof. (1) By Lemma 6.1
Jt,L(κ) = λL
{[
e2iθs,L(κ)gκ(Xs)
]t
0
− 2i
2κ
∫ t
0
Re
(
e2iθs,L(κ) − 1
)
e2iθs,L(κ)λLF (Xs)gκ(Xs)ds
+
∫ t
0
e2iθs,L(κ)dMs(κ)
}
=: I + II + III.
Clearly, I = O(λL) and III = Zt,L(κ). For the second term II,
II = − 2i
2κ
λ2L
∫ t
0
(
e4iθs,L(κ) + 1
2
− e2iθs,L(κ)
)
F (Xs)gκ(Xs)ds
=: − 2i
2κ
(
1
2
K4(κ) +
1
2
K0(κ)−K2(κ)
)
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where
Kβ(κ) := λ
2
L
∫ t
0
eiβθs,L(κ)F (Xs)gκ(Xs)ds, β = 0, 2, 4.
For β = 2, 4 we use Lemma 6.1 again
Kβ(κ) =
[
λ2Le
iβθs,L(κ)hκ,β(Xs)
]t
0
− iβ
2κ
· λ2L ·
∫ t
0
Re
(
e2iθs,L(κ) − 1
)
eiβθs,L(κ)λLF (Xs)gκ(Xs)ds
+λ2L
∫ t
0
eiβθs,L(κ)dM˜ (β)s (κ)
=: Kβ,1 +Kβ,2 +Kβ,3.
We have Kβ,1 = O(λ
2
L) = O(L
−2α), Kβ,2 = O(λ3L · t) = O(L−3α · t). Similarly
for β = 0,
K0(κ) = λ
2
L〈Fgκ〉 · t+ λ2L [h0,κ(Xs)]t0 + λ2LM˜t
=: K0,1 +K0,2 +K0,3.
We then have K0,2 = O(λ
2
L) = O(L
−2α). Putting together
II = − 2i
2κ
· λ2L〈Fgκ〉 · t−
2i
2κ
· λ2L
(
1
2
K4,3 +
1
2
K0,3 −K2,3
)
+O(λ2L) +O(λ
3
L · t)
proving (1).
(2) It immediately follows from Lemma 6.1 and the fact that 〈F 〉 = 0.
Lemma 4.2 For any γ > 0,
E
[
sup
0≤t≤L
eγ(Yt,L(κ)+Zt,L(κ))
]
≤ Cγ.
Proof. By Ito’s formula
eγ(Yt,L(κ)+Zt,L(κ))
= 1 + γ
∫ t
0
eγ(Ys,L(κ)+Zs,L(κ))d(Y·,L + Z·,L)s
+
γ2
2
∫ t
0
eγ(Ys,L(κ)+Zs,L(κ))d〈Y·,L + Z·,L, Y·,L + Z·,L〉s
+
γ2
2
∫ t
0
eγ(Ys,L(κ)+Zs,L(κ))d〈Y·,L + Z·,L, Y·,L + Z·,L〉s (4.1)
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we note that
|d〈Y·,L + Z·,L, Y·,L + Z·,L〉s| ≤ (Const.)(λ2L + λ3L + λ4L)ds
|d〈Y·,L + Z·,L, Y·,L + Z·,L〉s| ≤ (Const.)(λ2L + λ3L + λ4L)ds.
Setting
fγ(t) := E
[
eγ(Yt,L(κ)+Zt,L(κ))
]
we have by (4.1),
fγ(t) ≤ 1 + CL
∫ t
0
fγ(s)ds, CL := C
(
λ2L + λ
3
L + λ
4
L
)
.
By Grownwall’s inequality fγ(t) ≤ eCL·t yielding
sup
0≤t≤L
fγ(t) ≤ eC .
By martingale inequality,
E
[
sup
0≤t≤L
∣∣∣∣∫ t
0
eγ(Ys,L(κ)+Zs,L(κ))d (Y·,L + Z·,L)s
∣∣∣∣2
]
≤ (Const.)E
∣∣∣∣∣
∫ L
0
eγ(Ys,L(κ)+Zs,L(κ))d (Y·,L + Z·,L)s
∣∣∣∣∣
2

≤ (Const.)E
[∫ L
0
e2γ(Yt,L(κ)+Zt,L(κ))d〈Y·,L + Z·,L, Y·,L + Z·,L〉s
]
+(Const.)E
[∫ L
0
e2γ(Yt,L(κ)+Zt,L(κ))d〈Y·,L + Z·,L, Y·,L + Z·,L〉s
]
≤ (Const.)
∫ L
0
f2γ(s)λ
2
Lds ≤ (Const.).
Substituting to (4.1), we arrive at the conclusion.
4.2 Proof of Theorem 1.3
We set
ΨL(c) := 2c+ 2θ˜L,L
(
κ0 +
c
L
)
= 2θL,L
(
κ0 +
c
L
)
− 2κ0L.
By definition, ΨL(c) is increasing with respect to c for large L. As Lemma
2.1 we have
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Lemma 4.3 Writing κ0Lj as
κ0Lj = mjπ + βj , mj ∈ Z, βj ∈ [0, π),
we have
E[e−ξLj (f)] = E
exp
− ∑
n≥n(Lj)−mj
f
(
Ψ−1Lj (2nπ − 2βj)
) .
It then suffices to study the behavior of ΨLj (c) as j →∞. Replacing Lj by
n, we set
κc := κ0 +
c
n
, c ∈ R
Ψ
(n)
t (c) := 2ct+ 2θ˜nt,n (κc) , 0 ≤ t ≤ 1.
For simplicity we set J
(n)
t (κ) := Jnt,n(κ). By (2.3), we have
θ˜nt,n(κc) =
1
2κ
Re
(
J
(n)
t (κc)− J (n)t (0)
)
+O(λn).
By Lemma 4.1 and the fact that 〈Y·,n, Y·,n〉t, 〈Y·,n, Y·,n〉t = O(λ4n · nt) =
O(n−1), we have
J
(n)
t (κc)− J (n)t (0) = W (n)t (c)−
i
2κ0
〈Fgκ0〉t+ o(1)
in probability, where
W
(n)
t (c) := Znt,n(κc)− Znt,n(0).
Set ϕ := [g, g], ϕκ0 := [gκ0, g−κ0]. Then by Lemma 6.1
〈W (n)(c),W (n)(d)〉t = 〈ϕ〉t+ o(1) (4.2)
〈W (n)(c),W (n)(d)〉t = 〈ϕκ0〉
∫ t
0
ei(Ψ
(n)
u (c)−Ψ(n)u (d))du+ 〈ϕ〉t+ o(1) (4.3)
in probability. The following estimate
E
[
|W (n)t (c)−W (n)s (c)|2
]
= E
[
|〈W (n)t (c),W (n)t (c)〉t − 〈W (n)s (c),W (n)s (c)〉s|2
]
≤ λ2n〈ϕκ0〉
∫ nt
ns
du+ 〈ϕ〉(t− s) + o(1)
≤ C(t− s) + o(1),
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together with martingale inequality and Kolmogorov’s theorem implies that
the sequence of processes (W
(n)
t (c))0≤t≤1 is tight. Therefore by taking subse-
quences further we may assume
W
(n)
t (c)→Wt(c) Ψ(n)t (c)→ Ψt(c), a.s.
Letting n→∞ in (4.2), (4.3), martingale W (c) satisfies
〈W (c),W (d)〉t = 〈ϕ〉t
〈W (c),W (d)〉t = 〈ϕκ0〉
∫ t
0
ei(Ψu(c)−Ψu(d))du+ 〈ϕ〉t
so that we have
Wt(c) =
√
〈ϕκ0〉
2
∫ t
0
eiΨs(c)dZs +
√
〈ϕ〉Bt
where Zt, Bt are mutually independent, complex and standard Brownian
motions respectively. Since
Ψt(c) = 2ct+
1
κ0
Re
(
Wt(c)− i
2κ0
· t · 〈Fgκ0〉
)
we have
dΨt(c) = 2cdt+
1
κ0
{√〈ϕκ0〉
2
Re
(
eiΨs(c)dZs
)
+
√
〈ϕ〉dBt −Re i
2κ0
〈Fgκ0〉dt
}
.
Similar arguments show that Ψt(c1), · · · ,Ψt(cm) jointly satisfy the SDE (1.2).
This determines the process Ψt(c) uniquely, which is strictly-increasing by
SDE comparison theorem. That Ψ
(n)
t (c)→ Ψt(c) also in the sense of strictly-
increasing function valued process follows from [2], Proposition 9.2. By
Lemma 6.2 we finish the proof of Theorem 1.3.
4.3 Behavior of Solutions for Critical Case
Theorem 4.4 Suppose that xt is the solution to the Schro¨dinger equation :
Hxt = κ
2xt, κ > 0, and let rt(κ), θt(κ) be the corresponding Pru¨fer variables.
Then we can find Cκ <∞ such that for any a > 0,
P
(
1
a
≤ rt ≤ a for any t ∈ [0, L]
)
≥ 1− Cκ
a
.
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Proof. By (2.2), Lemma 4.1, 4.2,
log rt = B(t) + Y (t) + Z(t),
where
M := sup
0≤t≤L
|B(t)| <∞, E[ sup
0≤t≤L
eYt+Zt] ≤ C1, E[ sup
0≤t≤L
e−(Yt+Zt)] ≤ C2.
Then the conclusion follows from Chebyshev’s inequality.
5 Decaying potentials with critical rate
For the proof of Theorem 1.4, we solve the eigenvalue equation Hxt = k
2xt
with xL = 0, x
′
L/κ = 1. Here we suppose that the distribution of X0 is
uniform onM . Then (Xt)t∈R is stationary, so that if (Yt)t∈R is a independent
copy of (Xt), we may replace Hn by the following operator.
Hˆn := − d
2
dt2
+ Vˆ (t), Vˆ (t) := a(n− t)F (Yt) on L2(0, n).
Moreover by [2], ξ∞ = limn→∞ ξn is uniquely determined as far as a(t) =
t−
1
2 (1 + o(1)). Therefore, without loss of generality, we may suppose that
a(s) =
1√
s
, s ≥ 1.
Furthermore we set
κ0 :=
√
E0, κc := κ0 +
c
n
, c ∈ R
Ψ
(n)
t (c) := 2θnt (κc)− 2θnt(κ0).
5.1 A priori estimate
In this subsection we show the following theorem.
Theorem 5.1 For any fixed T < 1 we have
Ψ
(n)
t (c) = 2ct+
1
2κ0
Re V
(n)
t (c) + δnt(κc)− δnt(κ0) +O(n−
1
2 ), 0 ≤ t ≤ T
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where
V
(n)
t (c) := Y
(n)
t (κc)− V (n)t (κ0)
Y
(n)
t (κ) :=
∫ nt
0
a(n− s)e2iθs(κ)dMs(κ).
The concrete form of δnt(κ) is given in Lemma 5.2 below. Moreover
E
[
sup
0≤t≤T
|V (n)t (c)|
]
≤ C 1√
1− T
E
[
sup
0≤t≤T
|δnt(κc)− δnt(κ0)|2
]
n→∞→ 0.
First of all, by (2.3) it is easy to see
Ψ
(n)
t (c) = 2ct+
1
κ0
Re
(
J
(n)
t (κc)− J (n)t (κ0)
)
+O(n−
1
2 ) (5.1)
where
J
(n)
t (κ) :=
∫ nt
0
e2iθs(κ)a(n− s)F (Ys)ds.
We decompose this integral by using Lemma 6.1. The result is :
Lemma 5.2
J
(n)
t (κ) = C
(n)
t (κ) + δnt(κ) + Y
(n)
t (κ), κ > 0
where
C
(n)
t (κ) := −
i
2κ
∫ nt
0
a(n− s)2F (Ys)gκ(Ys)ds
δnt(κ) := δ
(1)
nt (κ) + δ
(2)
nt (κ)
δ
(1)
nt (κ) :=
[
a(n− s)e2iθs(κ)gκ(Ys)
]nt
0
−
∫ nt
0
(a(n− s))′e2iθs(κ)gκ(Ys)ds
δ
(2)
nt (κ) :=
i
κ
∫ nt
0
(
e2iθs(κ)
2
− 1
)
e2iθs(κ)a(n− s)2F (Ys)gκ(Ys)ds
Y
(n)
t (κ) :=
∫ nt
0
a(n− s)e2iθs(κ)dMs(κ).
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To compute J
(n)
t (κc)− J (n)t (κ0) we estimate the difference of them :
Lemma 5.3 For 0 ≤ t < 1
(1)
∣∣∣C(n)t (κc)− C(n)t (κ0)∣∣∣ ≤ C lognn
(2) δ
(1)
nt (κc)− δ(1)nt (κ0) = O(n−
1
2 (1− t)− 12 )
(3) δ
(2)
nt (κ) = −
i
2κ
Z
(n)
4 (κ) +
i
κ
Z
(n)
2 (κ) +O(n
− 1
2 (1− t)− 12 )
where
Z
(n)
β (κ) :=
∫ nt
0
a(n− s)2eiβθs(κ)dM˜s(κ).
Proof. It is sufficient to show (3).
δ
(2)
nt (κ) = −
i
2κ
D
(n)
4 (κ) +
i
κ
D
(n)
2 (κ)
where we set
D
(n)
β (κ) :=
∫ nt
0
a(n− s)2eiβθs(κ)F (Ys)gκ(Ys)ds, β = 2, 4.
Thus it suffices to estimate Dβ(κ). By Lemma 6.1
D
(n)
β (κ) =
[
a(n− s)2eiβθs(κ)hκ,β(Ys)
]nt
0
−
∫ nt
0
(a(n− s)2)′eiβθs(κ)hκ,β(Ys)ds
− iβ
2κ
∫ nt
0
Re
(
e2iθs(κ) − 1
)
eiβθs(κ)a(n− s)3F (Ys)hκ,β(Ys)ds
+
∫ nt
0
a(n− s)2eiβθs(κ)dM˜ (β)s (κ).
Since
∫ nt
0 (a(n− s)2)′ds = O(n−1(1− t)−1) and
∫ nt
0 a(n− s)3ds = O(n−
1
2 (1−
t)−
1
2 ), we have
D
(n)
β (κ) = Z
(n)
β (κ) +O(n
− 1
2 (1− t)− 12 ).
We next estimate V
(n)
t (c).
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Lemma 5.4 (1) If 0 < t < 1, we have
E
[
〈V (n)(c), V (n)(c)〉t
]
≤ C
1− t
(2) For fixed 0 < T < 1, we have
E
[
sup
0≤t≤T
|V (n)t (c)|
]
≤ (const.) C√
1− T
Proof.
〈V (n)(c), V (n)(c)〉t
=
∫ nt
0
a(n− s)2
∣∣∣e2i(θs(κc)−θs(κ0)) − 1∣∣∣2 [gκ0, gκ0 ]ds+O(n− 12 (1− t)− 12 )
Set ϕκ0 := [gκ0 , g0κ]. We compute by using Lemma 6.1
〈V (n)(c), V (n)(c)〉t
= 〈ϕκ0〉
∫ nt
0
a(n− s)2
∣∣∣e2i(θs(κc)−θs(κ0)) − 1∣∣∣2 ds+W (n)t (κ0) +O(n− 12 (1− t)− 12 )
where
W
(n)
t (κ0) :=
∫ nt
0
a(n− s)2
∣∣∣e2i(θs(κc)−θs(κ0)) − 1∣∣∣2 dMs(ϕκ0, 0)
〈W (n)(κ0),W (n)(κ0)〉t = O(n−1(1− t)−1).
Taking expectation, martingale term vanishes and we have
E
[
〈V (n)(c), V (n)(c)〉t
]
= 〈ϕκ0〉
∫ nt
0
a(n− s)2E
[∣∣∣e2i(θs(κc)−θs(κ0)) − 1∣∣∣2] ds+O(n− 12 (1− t)− 12 )
≤ C
∫ t
0
n
n(1− u)du+O(n
− 1
2 (1− t)− 12 )
≤ C
1− t +O(n
− 1
2 (1− t)− 12 ).
(2) follows (1) and the martingale inequality.
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Lemma 5.5 If 0 < T < 1,
E
[
sup
0≤t≤T
|δnt(κc)− δnt(κ0)|2
]
n→∞→ 0.
Proof. By Lemma 5.3, it suffices to show that the martingale part converges
to 0, that is,
E
[
sup
0≤t≤T
∣∣∣Z(n)β (κc)− Z(n)β (κ0)∣∣∣2
]
≤ C
∫ nT
0
a(n− s)4E
[∣∣∣eiβθs(κc) − eiβθs(κ0)∣∣∣2] ds+O(n−2(1− T )−2)
→ 0.
By combining (5.1), Lemma 5.2, 5.3, 5.4 and 5.5, we obtain Theorem 5.1.
5.2 Tightness
Lemma 5.6 For 0 ≤ s < t ≤ T < 1 we have
E
[∣∣∣V (n)t (c)− V (n)s (c)∣∣∣4] ≤ (const.)(t− s)2.
Proof.
E
[∣∣∣V (n)t (c)− V (n)s (c)∣∣∣4]
≤ CE
[
|V (n)t (c)− V (n)s (c)|2
]2
≤ CE
[∫ nt
ns
a(n− u)2
[
e2iθu(κc)gκc − e2iθu(κ0)gκ0 , e2iθu(κc)gκc − e2iθu(κ0)gκ0
]
du
]2
≤ C
(∫ nt
ns
a(n− u)2du
)2
≤ C(t− s)2.
By using these lemmas, we can show the tightness.
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Theorem 5.7 For any c ∈ R {Ψ(n)t (c)}0≤t<1 is tight. In fact, for any 0 <
T < 1, we have
(1) lim
A→∞
P
(
sup
0≤t≤T
|Ψ(n)t (c)| ≥ A
)
= 0,
(2) lim
δ↓0
lim sup
n→∞
P
(
sup
|t−s|<δ, 0≤s,t<T
|Ψ(n)t (c)−Ψ(n)s (c)| > ρ
)
= 0, ∀ρ > 0.
Proof. (1) follows from Theorem 5.1, and (2) follows from Theorem 5.1 and
Lemma 5.6.
5.3 Derivation of SDE
By Theorem 5.7 Ψ
(n)
t (c) have a limit point Ψt(c). Then by Skorohard’s
theorem, we may assume
Ψ
(n)
t (c)→ Ψt(c), a.s.
for some subsequence.
Theorem 5.8 Ψt(c) satisfies the following SDE.
dΨt(c) = 2cdt+
D√
1− tRe
[(
eiΨt(c) − 1
)
dZt
]
, 0 ≤ t < 1
where D :=
√
〈ϕκ0 〉√
2κ0
.
Proof. By Theorem 5.1,
Ψ
(n)
t (c) = 2ct+
1
κ0
Re V
(n)
t (c) + o(1)
in probability. Let c, d ∈ R. By Lemma 6.1 we have
〈V (n)(c), V (n)(d)〉t
=
∫ nt
0
a(n− s)2
(
e2iθs(κc) − e2iθs(κ0)
) (
e2iθs(κd) − e2iθs(κ0)
)
ϕκ0(Ys)ds+O(n
−1(1− t)−1)
= o(1)
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〈V (n)(c), V (n)(d)〉t
= 〈ϕκ0〉
∫ nt
0
a(n− s)2
(
e2i(θs(κc)−θs(κ0)) − 1
) (
e−2i(θs(κd)−θs(κ0)) − 1
)
ds+ o(1)
= 〈ϕκ0〉
∫ t
0
na(n− ns)2
(
eiΨ
(n)
s (c) − 1
)(
e−iΨ
(n)
s (d) − 1
)
ds+ o(1)
= 〈ϕκ0〉
∫ t
0
1
1− s
(
eiΨs(c) − 1
) (
e−iΨs(d) − 1
)
ds+ o(1)
in probability. Therefore
Vt(c) := lim
n→∞V
(n)
t (c)
is a L2-continuous martingale such that
〈V (c), V (d)〉t = 0
〈V (c), V (d)〉t = 〈ϕκ0〉
∫ t
0
1
1− s
(
eiΨs(c) − 1
) (
e−iΨs(d) − 1
)
ds
Hence Vt(c) satisfies
dVt =
√
〈ϕκ0〉
2
1√
1− t
(
eiΨt(c) − 1
)
dZt
Since Ψt(c) = 2ct+
1
κ0
Re Vt(c), we are done.
5.4 Behavior of θ
n−nβ
Let
{x}2πZ := x−max{2πk | k ∈ Z, 2πk ≤ x}.
Theorem 5.9 For 0 < β < 1 and κ > 0, {2θn−nβ(κ)}2πZ converges to the
uniform distribution on [0, 2π).
Proof. It suffices to show
lim
n→∞E[e
2miθ˜
n−nβ
(κ)]→ 0, m 6= 0.
In what follows, we omit the κ-dependence. Set
t = tn = 1− nβ−1.
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We then have
e2miθ˜n−nβ (κ) = 1 +
∫ nt
0
2mi
1
2κ
Re
(
e2iθs − 1
)
e2miθ˜sa(n− s)F (Ys)ds
= 1 +
mi
κ
∫ nt
0
e2iκs+(2m+2)iθ˜s + e−2iκs+(2m−2)iθ˜s
2
− e2miθ˜s
 a(n− s)F (Ys)ds
=: 1 + I + II + III.
By Lemma 6.1,
I =
mi
2κ
{[
a(n− s)e(2m+2)iθ˜s+2iκsgκ(Ys)
]nt
0
−
∫ nt
0
(a(n− s))′e(2m+2)iθ˜s+2iκsgκ(Ys)ds
−(2m+ 2)i
2κ
∫ nt
0
a(n− s)2Re
(
e2iθs − 1
)
e(2m+2)iθ˜s+2iκsgκ(Ys)F (Ys)ds
+
∫ nt
0
a(n− s)e(2m+2)iθ˜s+2iκsdMs(κ)
}
=: I1 + I2 + I3 + I4.
Since n(1 − t) = nβ, we have I1, I2 = O(n−β2 ). We further compute I3 by
using Lemma 6.1 :
I3 =
mi
2κ
· −(2m+ 2)i
2κ
· 1
2
∫ nt
0
a(n− s)2e2miθ˜sF (Ys)gκ(Ys)ds+O(n−
β
2 )
=
mi
2κ
· −(2m+ 2)i
2κ
· 1
2
〈Fgκ〉
∫ nt
0
a(n− s)2eimθ˜sds+O(n−β2 ) + (martingale)
Putting all together, we have
I =
mi
2κ
· −(2m+ 2)i
2κ
· 1
2
〈Fgκ〉
∫ nt
0
a(n− s)2e2miθ˜sds+O(n−β2 ) + (martingale)
By computing II, III in a similar manner we obtain
e2miθ˜nt
= 1 + Cm
∫ nt
0
a(n− s)2e2miθ˜sds+O(n−β2 ) + (martingale)
= 1 + Cm
∫ t
0
na(n− nu)2e2miθ˜nudu+O(n−β2 ) + (martingale) (5.2)
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where
Cm :=
(
m(2m+ 2)
2(2κ)2
〈Fgκ〉+ m(2m− 2)
2(2κ)2
〈Fg−κ〉+ m
2
κ2
〈Fg〉
)
.
Let σF be the spectral measure of L associated to F . Because
〈Fgκ〉 =
∫
M
F (L+ 2iκ)−1Fdx =
∫ 0
−∞
1
λ+ 2iκ
dσF (λ),
Re〈Fgκ〉 = Re〈Fg−κ〉 < 0 and Re〈Fg〉 < 0 so that
Re Cm < 0, m 6= 0.
Take expectation on (5.2) and set
ρ
(n)
t := E[e
2miθ˜nt ]
fn(t) := na(n− nt)2.
Then
ρ
(n)
t = 1 + Cm
∫ t
0
fn(u)ρ
(n)
u du+ gn(u).
where
gn(u) = O(n
−β
2 ), 0 ≤ u ≤ 1− nβ−1.
It follows that
ρ
(n)
t = 1 + Cm
∫ t
0
(fn(s) + fn(s)gn(s)) exp
(
Cm
∫ t
s
fn(u)du
)
ds+ gn(t)
=: A+B + C +D.
The first two terms are equal to
A+B = 1 + Cm
∫ t
0
fn(s) exp
(
Cm
∫ t
s
fn(u)du
)
ds
= 1 +
[
− exp
(
Cm
∫ t
s
fn(u)du
)]t
0
= exp
(
Cm
∫ t
0
fn(u)du
)
.
Because Re Cm < 0, we have
exp
(
Cm
∫ 1−nβ−1
0
fn(u)du
)
= exp
(
Cm
∫ 1−nβ−1
0
1
1− sds
)
n→∞→ 0.
Similarly, C,D = O(n−
β
2 ). Therefore limn→∞ ρ
(n)
t = 0.
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5.5 Proof of Theorem 1.4
Take 0 < ǫ < 1, 0 < β < 1 arbitrary, and let
l1 = n(1− ǫ), l2 = n− nβ
so that 0 < l1 < l2. Moreover let a∗, a∗ = a∗ + 1 ∈ 2πZ satisfying
a∗ ≤ Ψ(n)1−ǫ(c) < a∗.
Lemma 5.10 For n≫ 1 and for l1 ≤ l ≤ l2 we have
Ψ
(n)
l/n(c)−Ψ(n)1−ǫ(c) = 2 ·
c
n
(
1 +O(n−
β
2 )
)
(l − l1)
+
1
κ0
∫ l
l1
Re
(
e2iθs(κc) − e2iθs(κ0)
)
a(n− s)F (Ys)ds.
Thus by the comparison theorem,
Ψ
(n)
l/n(c) ≥ a∗, l1 ≤ l ≤ l2
for sufficiently large n.
Proof. By (2.3) we have
Ψ
(n)
l/n(c)−Ψ(n)1−ǫ(c) = 2 ·
c
n
· (l − l1)
+
(
2
2κc
− 2
2κ0
)∫ l
l1
Re
(
e2iθs(κc) − 1
)
a(n− s)F (Ys)ds
+
2
2κ0
∫ l
l1
Re
(
e2iθs(κc) − e2iθs(κ0)
)
a(n− s)F (Ys)ds.
Then the following estimate yields the conclusion.(
2
2κc
− 2
2κ0
) ∫ l
l1
Re
(
e2iθs(κc) − 1
)
a(n− s)F (Ys)ds
≤ C
n
∫ l
l1
1√
n− sds ≤
C
n
· 1
nβ/2
· (l − l1).
The following lemma is an straightforward consequence of (5.1), Lemma 5.2
and 5.3.
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Lemma 5.11 For l1 ≤ l ≤ l2,
Ψ
(n)
l/n(c)−Ψ(n)1−ǫ(c)
= 2 · c
n
· (l − l1) + 1
κ0
Re
{∫ l
l1
(
e2iθs(κc) − e2iθs(κ0)
)
a(n− s)dMs(κ0)
}
+O(n
β
2
−1) +O(n−
β
2
+ǫ′), 0 < ǫ′ ≪ 1.
Let Ft := σ (Ys; 0 ≤ s ≤ t).
Proposition 5.12
E
[
|Ψ(n)1−nβ−1(c)−Ψ(n)1−ǫ(c)| | Fl1
]
≤ C
(
d(Ψ
(n)
1−ǫ(c), 2πZ) + ǫ
)
.
This proposition follows from Lemma 5.13 below.
Lemma 5.13
(1) E[|Ψ(n)1−nβ−1(c)− a∗||Fl1] ≤ C
(
ǫ+ (Ψ
(n)
1−ǫ(c)− a∗)
)
(2) E[|Ψ(n)1−nβ−1(c)− a∗||Fl1] ≤ C
(
ǫ+ (a∗ −Ψ(n)1−ǫ(c))
)
.
Proof. (1) By Lemma 5.11∣∣∣E[Ψ(n)1−nβ−1(c)−Ψ(n)1−ǫ(c)|Fl1]∣∣∣ ≤ 2 · cn(l2 − l1) + o(1). (5.3)
By Lemma 5.10
E[|Ψ(n)1−nβ−1(c)− a∗||Fl1] =
∣∣∣E[Ψ(n)1−nβ−1(c)− a∗|Fl1]∣∣∣
≤
∣∣∣E[Ψ(n)1−nβ−1(c)−Ψ(n)1−ǫ(c)|Fl1]∣∣∣+ (Ψ(n)1−ǫ(c)− a∗).
Substituting (5.3) and using c
n
(l2 − l1) ≤ Cǫ, we have the conclusion.
(2) Letting
T := inf
{
t ≥ l1 |Ψ(n)t/n(c)− a∗ ≥ 0
}
,
we have
E[(Ψ
(n)
1−nβ−1(c)− a∗)+|Fl1] = E
[
1(T ≤ l2)E[Ψ(n)1−nβ−1(c)− a∗ | FT ]|Fl1
]
.
If T ≤ l2, then Ψ(n)T/n(c) = a∗ so that by Lemma 5.10, 5.11,
0 ≤ E
[
1(T ≤ l2)E
[
Ψ
(n)
1−nβ−1(c)−Ψ(n)T/n(c)|FT
]
|Fl1
]
≤ c
n
(l2 − l1) + o(1).
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Therefore
E[(Ψ
(n)
1−nβ−1(c)− a∗)+|Fl1] ≤
c
n
· (l2 − l1) + o(1) ≤ Cǫ.
On the other hand∣∣∣E[Ψ(n)1−nβ−1(c)− a∗|Fl1]∣∣∣ ≤ ∣∣∣E[Ψ(n)1−nβ−1(c)−Ψ(n)1−ǫ(c)|Fl1]∣∣∣+ (a∗ −Ψ(n)1−ǫ(c))
≤ 2 · c
n
· (l2 − l1) +
(
a∗ −Ψ(n)1−ǫ(c)
)
.
Hence by using |a| = −a + 2a+ we have
E[|Ψ(n)1−nβ−1(c)− a∗||Fl1]
=
∣∣∣E [(−Ψ(n)1−nβ−1(c) + a∗) + 2(Ψ(n)1−nβ−1(c)− a∗)+|Fl1]∣∣∣
≤ Cǫ+ (a∗ −Ψ(n)1−ǫ(c)).
Let κλ := κ0 +
λ
n
and let θ∗nβ(κλ) be the solution to the following equation.
θ∗nβ(κλ) := κλ(n
β − n) + 1
2κλ
∫ nβ
n
Re
(
e2iθs(κλ) − 1
)
a(n− s)F (Ys)ds
That is, θ∗nβ(κλ) is the Pru¨fer phase function solved from the right endpoint.
By Sturm-Liouville theory
♯{atoms of ξn in [λ1, λ2]}
= ♯ ([2θn−nβ(κλ1)− 2θ∗nβ(κλ1), 2θn−nβ(κλ2)− 2θ∗nβ(κλ2)] ∩ 2πZ) . (5.4)
Lemma 5.14
θ∗nβ(κλ)− θ∗nβ(κ0) P→ 0
Proof. By [2], Lemma 6.4 we have
E [|θ∗t (κλ)− θ∗t (κ0)|] ≤ C ·
t
n
+
1√
n
.
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Setting t = nβ yields the conclusion.
Proof of Theorem 1.4
Our goal is to show
♯ (atoms of ξn in [0, λ1], · · · , [0, λd])→ 1
2π
(Ψ1−(λ1), · · · ,Ψ1−(λd)) .
We show this convergence for d = 1, for the general case follow similarly. By
Theorem 5.8 and Proposition 5.12,
Ψ
(n)
1−nβ−1(κλ)→ Ψ1−(λ). (5.5)
for some subsequence. Letting λ1 = 0, λ2 = λ in (5.4) we have
♯ (atoms of ξn in [0, λ])
= ♯ ([2θn−nβ(κ0)− 2θ∗nβ(κ0), 2θn−nβ(κλ)− 2θ∗nβ(κλ)] ∩ 2πZ) .
The length of this interval is equal to, by Lemma 5.14, (5.5),
2 (θn−nβ(κλ)− θ∗nβ(κλ))− 2 (θn−nβ(κ0)− θ∗nβ(κ0))
= Ψ1−nβ−1(λ) + o(1)P → Ψ1−(λ).
By conditioning on Yn−nβ , we see that θn−nβ(κ0) and θ∗nβ(κ0) are indepen-
dent. Thus by Theorem 5.9 the left endpoint of this interval satisfies that
its projection
{
2θn−nβ(κ0)− 2θ∗nβ(κ0)
}
2πZ
to [0, 2π) converges to the uniform
distribion on [0, 2π). Therefore
♯ (atoms of ξn in [0, λ])→ Ψ1−(λ)
proving Theorem 1.4.
6 Appendix
In this section we recall basic tools used in this paper. The content below
are borrowed from [2]. For f ∈ C∞(M) let Rβf := (L + iβ)−1f (β > 0),
Rf := L−1(f − 〈f〉). Then by Ito’s formula,∫ t
0
eiβsf(Xs)ds =
[
eiβs(Rβf)(Xs)
]t
0
+
∫ t
0
eiβsdMs(f, β)∫ t
0
f(Xs)ds = 〈f〉t+ [(Rf)(Xs)]t0 +Mt(f, 0).
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Ms(f, β),Ms(f, 0) are the complex martingales whose variational process sat-
isfy
〈M(f, β),M(f, β)〉t =
∫ t
0
[Rβf, Rβf ](Xs)ds,
〈M(f, β),M(f, β)〉t =
∫ t
0
[Rβf, Rβf ](Xs)ds
〈M(f, 0),M(f, 0)〉t =
∫ t
0
[Rf,Rf ](Xs)ds,
〈M(f, 0),M(f, 0)〉t =
∫ t
0
[Rf,Rf ](Xs)ds
where
[f1, f2](x) := L(f1f2)(x)− (Lf1)(x)f2(x)− f1(x)(Lf2)(x)
= (∇f1,∇f2)(x).
Then the integration by parts gives us the following formulas to be used
frequently.
Lemma 6.1
(1)
∫ t
0
b(s)eiβseiγθ˜sf(Xs)ds
=
[
b(s)eiγθ˜seiβs(Rβf)(Xs)
]t
0
−
∫ t
0
b′(s)eiγθ˜seiβs(Rβf)(Xs)ds
− iγ
2κ
∫ t
0
b(s)a(s)Re(e2iθs − 1)eiγθ˜seiβsF (Xs)(Rβf)(Xs)ds
+
∫ t
0
b(s)eiβseiγθ˜sdMs(f, β).
(2)
∫ t
0
b(s)eiγθ˜sf(Xs)ds
= 〈f〉
∫ t
0
b(s)eiγθ˜sds
+
[
b(s)eiγθ˜s(Rf)(Xs)
]t
0
−
∫ t
0
b′(s)eiγθ˜s(Rf)(Xs)ds
− iγ
2κ
∫ t
0
a(s)b(s)Re(e2iθs − 1)eiγθ˜sF (Xs)(Rf)(Xs)ds
+
∫ t
0
b(s)eiγθ˜sdMs(f, 0).
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We will also use following notation for simplicity.
gκ := (L+ 2iκ)
−1F, g := L−1(F − 〈F 〉),
hκ,β := (L+ 2iβκ)
−1Fgκ
Ms(κ) := Ms(F, 2κ), Ms := Ms(F, 0),
M˜ (β)s (κ) := Ms(Fgκ, βκ), M˜s := Ms(Fgκ, 0).
Lemma 6.2 Let Ψn, n = 1, 2, · · ·, and Ψ are continuous and increasing func-
tions defined on a open set K ⊂ R such that limn→∞Ψn(x) = Ψ(x) pointwise.
If yn ∈ Ran Ψn, y ∈ Ran Ψ and yn → y, then it holds that
Ψ−1n (yn)
n→∞→ Ψ−1(y).
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