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ABSTRACT 
A finite extension Q, = GF( 9”) of a finite field F = GF( 9) has a self-complemen- 
tary normal basis over F iff either n is odd or n = 2 (mod 4) and 9 is even. This 
paper presents a complete characterization of square matrices A of order n over F 
such that the set { A9’):;; is a self-complementary normal basis of a matrix 
representation of Cp over F. Based on this characterization, we derive a method of 
synthesizing irreducible polynomials of degree n over F, whose roots form such a 
basis whenever one exists. 
1. INTRODUCTION 
Let F = GF( q) denote a finite field of Q elements, and let Cp = GF(q”) 
denote the extension of degree n of F. Concrete arithmetics in Cp are 
commonly performed by representing the elements of @ as polynomials of 
degree < n over F, and using polynomial addition and multiplication module 
some fixed irreducible polynomial p(x) of degree n over F. This is an 
instance of a representation of Cp as an n-dimensional vector space over F; 
the representation is with respect to the basis { ai}~~~, where (Y is a root of 
P(X). 
In general, any basis Q = { wa, wi, . . . , w,_ 1 } of Q over F can serve to 
obtain a vector representation V(@, a) of Cp. Addition in V(@, Q) is then, 
simply, vector addition over F, and multiplication in V(@, 52) amounts to 
matrix-by-vector multiplication over F. The matrices involved in performing 
multiplication in V(Q, a) are actually representing the basis elements wi E &? 
in the matrix repre.wntation M(@, a) of @ associated with &I (see [l]-[3]). 
M( a,, a) is, essentially, a set of square matrices of order n over F isomorphic 
to Cp under the operations of matrix addition and matrix multiplication. 
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Let M, E (Ca, &?) be the image of oi E P, and let (Y E ip be given by 
a = C~~&U~. Then, the (column) vector a = (a i) stands for (Y in V( @, Q), the 
matrix A = E~~,$I iMi stands for (Y in M( a, a), and the product c of 
a,b E V(Q, Q) is given by 
c=Ab= b. 
While every basis of Cp over F can serve the purpose of concrete 
representation, some bases are better suited for certain applications than 
others. Of special interest are the so called rwrmul and selfcomplementay 
bases. The latter are also known as selfduul or trace-orthogowl bases (see 
[4, Chapter 41, [5, Chapter 21, [6, Section 1.41, [7]-[lo]). A basis Q = { wi} of 
Cp over F iscalled normu if oi=&, i=O,l,...,n-1,forsome aE@,and 
the element (Y is called a rwmal bask generator or @ over F. For every basis 
fJ = { wi } of @ over F there exists a unique cotnpkmmtay basis Q* = { wr } 
satisfying (see [6, pp. 10-151) 
tr( ~~07) = aij = 
i 
1, i = j, 
0, iz j, 
where tr : @ + F is the trace operator defined by 
n-l 
tr( o) = C eq’, CWEQ. 
i=O 
A basis Q of Q over F is called selfcomplementary if Si* = 9. 
In this paper we deal with bases of Q, over F which are both self-comple- 
mentary and normal (for short, SCN bases). It was shown recently [9] that 
Cp = GF( 9”) has a SCN basis over F = GF(9) iff n is odd or n = 2 (mod 4) 
and 9 is even. Here, we derive a method of constructing a square matrix A of 
order n over F such that the set { Aq’}y~: forms a SCN basis for a matrix 
representation of Cp over F, provided such a basis exists. The proposed 
construction is based on a complete characterization of matrices A with the 
said property and does not require any knowledge of an other representation 
of ip. On the contrary, having synthesized such a matrix A, every other 
representation of @ over F can be readily obtained from A, including an 
irreducible polynomial of degree n over F whose roots form a SCN basis of 
@ over F. 
The required background material is presented in Section 2. The char- 
acterization of SCN basis generators is derived in Section 3, and the 
associated construction is described in Section 4. 
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2. BACKGROUND 
We shall use the following notation and conventions. When dealing with 
n-vectors or matrices of order n, all indices range from 0 through n - 1 and 
all arithmetic operations on indices are computed mod n. The index k of a 
matrix in an ordered set {A, } of n matrices is treated likewise. Summation 
Ck with respect to an index means C;;,$ The unit matrix of order n is 
denoted by I, and for a matrix M we denote by 
M’ the transpose of M, 
M[jl the jth column of M, 
M(i, j) the entry in row i and column j of M. 
In the sequel we shall make free use of some fundamental properties of 
finite fields (see [4, Chapter 41 and [5, Chapter 21). In particular, we shall use 
the following properties of the trace operator: 
tr(cu) E F, 
tr( e9) = tr( cu), 
tr(acu+bb) =u,tr(a)+b*tr(p), (Y,P E @, a, b E F. 
LEMMA 1 [3, Lemma 21. Let a= {wk}, !J* = {wf}, and Zet AE 
M(@, a) be the image of aE @. Then, A(i, j) = tr(w,+.cu+wi), 0 <i, j < n. 
Thus, if M, E M(@, 52) is the image of wk E 0, we have 
M,(i, j)=tr(o,?okWj), Ogi, j,k<n. 
If Sz is a normal basis, with wi = w$, then a* is also normal, with wr = (w,*)~‘, 
0 < i < n. Therefore, w~+rwk+rwj+r= (w~w~w~)~ and we have: 
LEMMAS. Zftheset {M,}~M(@,S2)istheimugeofa norm& basis D 
over F, then 
M,+,(i+l, j+l) = M,(i, j),O<i, j, k<n. (N) 
If w is a self-complementary basis, then &!* = KZ and the set { Mk} exhibits 
full symmetry in all three indices, as recorded in the following lemma. 
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LEMMA 3. Zf the set ( Mk} c M(@, 52) is the image of a self~ornplemen- 
tary basis Q of @ over F, then 
M,(i, j) = M,(j,i) = Mj(i, k), O<i, j,k<n. (SC) 
NOTE. Property (N) of Lemma 2 implies 
Mk+,(i + t, j + t) = M,(i, j), O,<t<n, 
and property (SC) of Lemma 3 implies 
Mk(i, j) = Mj( k,i) = Mj( j, k) = Mj( k, j). 
LEMMA 4. Let { MI, 1 c M( 0, Cl) be the image of a SCiV basis Q of @ , 
over F. Then, in add&ion to properties 
Mp =Z[k], 
where u=(u u ..a u)Iandu’=l. 
Proof. Clearly, properties (N) and 
(N) and (%3); { Mk} also satisfies 
Oqk-cn, (u) 
(SC) are implied by Lemmas 2 and 3. _ 
To prove property (U), we first observe that for every two elements a = Ciaiwi 
and p = Cibiwi of @ we have 
tr(a.p) = tr( c xaib,oioj) = c xaibjtr(oioj) = xaibi, 
i j i j i 
due to the fact that 52 is self-complementary. 
Thus, if the unit element of Cp is given by 1 = Ceiwi, with respect to fi, 
then 
tr(tik) = tr(l.Wk) = ek. O<k<n. 
Since 52 is also normal, we have ek = eo, 0 f k < n. Hence, 
1=eo~tdk=e,2(Cwk)2=e,Z(~cd~+ C quj) 
k k k i#j 
=e$ tr(ot)+ C tr(wowj) 
i 
=et. 
j#O 1 
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Thus, denoting e,, by u, we obtain 1 = uXiwi or 13,0i = u. Now, by Lemma 
1, and Q being self-complementary, we have 
uCM,(i, j) = uC tr(oiUkWj) = utr L+w~CW~ 
i j ( j) 
= u tr( wiwku) = u2 tr( wiwk) 
This completes the proof of property (U). n 
NOTE. If P= {wk} is a SCN basis, then so is - 52 = ( - wk}. Conse- 
quently, the value of u in Lemma 4 cannot be narrowed down any further. 
For later reference, we quote here the following theorems. 
THEOREM 1 [5, Theorem 2.351. Evey finite extension Q, of a finite field 
F has a normal basis over F. 
THEOREM 2 [7, Theorem 41. GF( q”) has a selfxomplementay basis 
over GF(q) iff either q is even or both q and n are odd. 
THEOREM 3 [9, Theorems 1-2; lo]. GF(q”) has a SCN basis over 
GF( q) iff either n is odd or n = 2 (mod 4) and q is even. 
3. CHARACTERIZATION OF SCN BASIS GENERATORS 
In the sequel we shall often refer to the &-order cyclic permutation 
matrix S, where 
s(i,j)=si,j_l= (‘d +f-&* 
Clearly, S” = I and S-i = S”-’ = S’. 
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A square matrix A of order n over F = GF( q) is called an SCN-matrix if 
A satisfies the following four properties: 
(P.l) A(i, j) = A(j, i), 0 < i, j < n, 
(P.2) A(i, j) = A(i - j, - j), 0 6 i, j < n, 
(P.3) CjA[j] = uZ[O], u E (1, -l}, 
(P.4) Aq = S’AS. 
Every SCN matrix A defines an SCA&n.sor { A, }% which is a set of n 
square matrices over F, given by A, = SekASk, 0 < k < n. 
Our characterization of SCN basis generators can now be stated as 
follows. 
THEOREM 4. A square m&ix A of order n over F = GF(q) is a SCN 
basis generator for a matrix representation of @ = GF(q”) owr F iffA is an 
SCN matrix. 
Proof of necessity part. Let A be a SCN basis generator for a matrix 
representation of Q over F, and let A, = Aqk, 0 d k < n. Then, by Lemma 4, 
{ A k ) satisfies properties (N), (SC), and (U). In particular, property (P.l) of 
A, = A is part of (SC), (P.3) is simply the case of k = 0 of (U), and (P.4) 
results from A, = A” and the fact that, in terms of the permutation matrix S, 
property (N) can be written as 
A, = S’A,_,S = S-kASk, O<k<n. 
Now, using properties (N), (SC), and (N) again, we obtain 
A,(& j) = Ak(k f i, k -!- j) = Ak+,(k + i, k) = A,(i - j, - j), 
which shows that A also satisfies (P.2) and completes the proof of the 
necessity part of the theorem. n 
For the sake of clarity, we split the proof of the sufficiency part of 
Theorem 4 into several lemmas. 
LEMMA 5. Let { Ak } be the SCN-tensor defined by an SCN-mutrir A. 
Then, 
Ak=AQ’, O<k<n, and A=AQ”. 
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Proof. The lemma trivially holds for k = 0, and by (P.4) it also holds for 
k = 1. Suppose the lemma holds for k = 0, 1,. . . , t, t >, 1. Then, 
= S-‘A9S” = S-‘(S-‘AS)S” = S-(t+l)ASt+l. 
Since S” = S-” = I, we also have A’“= A. m 
LEMMA 6. Let { A, } be the SCN-tensor defined by an SCN-matrix A. 
Then { Ak} satisfies properties (N), (SC), and (U). 
Proof. Property (N) follows directly from the definition of { A, >. By 
definition again, we have 
A,u = S-kASk~ = S-kAu, u=(u ff *** u)‘, 
which, by (P.3), implies property (U). Namely, 
A,u =S-kZIO] =Z[k], O<k<n. 
Now, by (N), we have A,(i, j) = A(i - k, j - k), which, by (P.l), implies 
A,(i, j) = Ak( j,i), 0 G i, j, k < n. 
Finally, using properties (N), (P.Z), and (N) again, we obtain 
Ak(iYj)=A(i-k, j-k)=A(i- j,k- j) =Aj(i,k), 0 d i, j, k < n, 
which establishes property (SC) and completes the proof. 
LEMMA 7. Let { A, } be the SCN-tenmr defined by an SCN-mu&ix A. 
Then, 
n-1 
AiAj=kzOAi(k,j)A,, Odi,j<n. 
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Proof. By Lemma 5, each A, is a power of A and thus the A, 
commute. Using commutativity and the (SC) property of { A, }, and denoting 
the (s, t) entry of A,A, by (AiAj)(s, t), we obtain 
(A,Aj)(s,t) = ;Aj(s, k)Aj(k,t) 
= CA,(i, k)Aj(k,t) 
k 
= ( A,Aj)(i, t) = ( Ai~,)(i, t> 
= CAj(i, k)A,(k> t)
k 
= FAi(k, j)Ak(S, t) 
m 
LEMMA 8. Let { Ak} be the SCN-tensor defined by an SCN-matrix A. 
Then 
n-1 
C ( A,A~)~’ = 6,,1= 
t=o i 
: bikis, 
Proof. Employing one of the previous three lemmas at each step, we 
have 
~(A,A~)~‘= CAq’+W+‘= CAi+t~j+t 
t t t 
= C CAi(k-t, j)Ak 
k t 
= xAkxA,( j, k - t) = USijCAk* 
k t k 
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The last step makes use of property (U), by which the sum of entries in row j 
of Ai is equal to uSij. Now, by (SC) and (U) again, 
ucA,[j] =uxAj[k] =Aiu=Z[j], O<j<n, 
k k 
which yields uC, A, = Z and completes the proof. n 
LEMMA 9. Let { A, } be the SCN-tensor defined by an SCN-matrix A. 
Then, for ak E F, 0 < k < n, the matrix &akA, is noT&gU~r Unh ak = 0 
for all k. 
Proof. Suppose C,a iAi is singular. Then there exists an n-vector b = ( bj) 
over F such that C,a,A,b = 0 and not all b, are zero. Since the Ai are 
symmetric and commute, we have 
O = b’Ca,A, = b’( xaiAi)“= b’CaiAi+t, Odtcn. 
i i i 
Now, consider the matrix 
D is a square matrix of order n2 composed of n X n blocks Aij, 0 < i, j < n. 
We claim that D is nonsingular. In fact, D2 equals the unit matrix of order 
2. To see this, let D2[i, j] denote the (i, j)th block of D2. We have 
n-1 
D2[i, j] = c Ai+tAj+t = x(AiAj)q’, 
t=o t 
which, by Lemma 8, yields D’[i, j] = ai jZ. Premultiplying D by the n2-vec- 
tor c’= [b’a, b’al . . * bra”_,], we obtain 
b’xaiAi+l 1.. b’CaiAi+n-l = 0 I > i i 
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which, by the nonsingularity of D, implies c’ = 0, or a$’ = 0 for all i. Since 
not all bj are zero, we must have a, = 0 for all i. n 
Proof of suficiency part of Theorem 4. Let { Ak} be the SCN-tensor 
defined by an SCN-matrix A. Consider the set M(A) of square matrices of 
order n over F, spanned by { A, } with coefficients from F. By Lemma 9, the 
matrix &a iAi E M(A) is nonsingular unless ai = 0 for all i. In particular, 
this means that { Ak} is a basis of M(A) over F and that M(A) consists of 
the zero matrix and q” - 1 nonsingular matrices. Clearly, M(A) is a group 
under matrix addition. Now, let M*(A) = M(A) - (0). By Lemma 7, M*(A) 
is commutative and closed under multiplication. With every matrix in M*(A) 
being nonsingular, it follows that M*(A) is a commutative group under 
matrix multiplication. Thus, M(A) is a matrix representation of Cp over F, 
with { Ak} being a basis of M(A) over F. By Lemmas 5 and 8, { Ak} is a 
SCN basis of M(A) over F and A = A, is the generator of { A, }. m 
4. CONSTRUCTION OF SCN BASES 
4.1. The Linear Constraints 
By Theorem 3, SCN bases exist iff either n is odd or n = 2 (mod 4) and q 
is even. Thus, we restrict our attention to such values of n and q. By 
Theorem 4, all and only those matrices A satisfying (P.l) through (P.4) 
generate a matrix image of a SCN basis of Q = GF(q”) over F = GF(q). 
Thus, for the said values of n and q, the system of equations (P.l) through 
(P.4) is satisfiable and every solution for A generates a SCN basis. 
It is rather easy to construct a matrix A satisfying (P.l) through (P.3). All 
equations involved in these three conditions are linear. To begin with, A has 
n2 unknowns. Satisfying (P.l), the symmetry condition, leaves n( n + 1)/2 
unknowns A( i, j), i < j. The equations of (P.2) can be rewritten in column 
form as 
A[j] =SjA[n-j], 0<j<;, 
which, when satisfied, reduce the number of unknowns to 
g[(n+l)(n+2)+47], r= o’ ~~e~~~e~~ 
1 
1 
A further reduction of [(n + 1)/2J unknowns is achieved with (P.3). The 
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values of the remaining unknowns have to be resolved using (P.4), namely, 
A‘J = S’AS. To make use of (P.4), we have to specify the value of q. No direct 
application of (P.4) is possible without fixing q. However, as shown in 
Section 4.2, we can achieve further resolution by using certain implied 
conditions instead. The extent of resolution attainable via (P.l), (P.Z), and 
(P.3) is illustrated below. 
n = 3, every finite field: 
b l-u-b 
A=u i l-u-b a-l . 
l-u-b u-l b 1 
n = 5, every finite field: 
I 
1-3(a+b+d) 
b 
=U c 
2n +2b -c +3d 
a 
n-6, q=2’? 
b c 2a+2b-c+3d a 
a d -(a+b+2d) d 
d 2a +2b -c +3d - (a+b+2d) -(a+b+2d: 
(a + b +2d) -(a+b+2d) c d 
d -(a+b+2d) d b 
r 
ubcdex 
b xgfyg 
cgeyzf 
A=dfydfy’ 
eyzfcg 
_x g f Y g b_ 
where x=l+u+b+c+d+e, y=l+a+c+d+e+f,and z=l+u+ 
d+g. 
4.2. The Nonlinear Constraint 
An SCN-matrix A generates an SCN-tensor {A,} which is the image of a 
SCN basis &I of Q, over F. One can readily verify that (wio .) E @ is 
represented by Ai[j] = Aj[i] in V(Q, 52). Moreover, if B E M(iP,h) stands 
for p E @, then ok-/3 is represented by B[ k] E V(@, 0). Also, for B = CkbkAk, 
we have 
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Bq= xbkAR = zb,S’A,S = S’BS. 
k k 
Now, consider the matrix B = Aq-’ and its powers Bqk= SkBSk A Bk, 
0 G k < n. Since the kth column of B,, B,[k] E V(Q, ii), stands for ok. 
J$-U& I&~+’ = wk+ r, we have 
B,[k] =Z[k+l], O<kcn. 
In particular, B[O] = Z[l], and if 9 = 2, we have A = B and A[O] = Z[l]. This 
fixes the first row and column of A in the binary case, making the remaining 
task much easier (see Section 4.5). The special structure of the Bk is dso 
useful in solving for A when 9 # 2 (see Section 4.4). To this end, we can use 
the identities 
A,B, = B,A, = Ak+l = S’A,S, 
and, since tr(az-l) E F, we also have 
xB,=Cz, CE F. 
k 
4.3. SCN Polynomials 
An irreducible polynomial p(x) of degree n over F = GF( 9) is called an 
SCN-poZynomiaZ if the roots of p(x) form a SCN basis of @ = GF( 9”) over 
F. Let D = {ok} be a SCN basis generated by o = q,. Then the minimal 
polynomial of w, p,(x), is an SCN polynomial, and Q consists of the set of 
roots of p,(x). 
Itiswellknownthattheset {w~}={~,w,u~,...,w”-i)isalsoabasisof 
Q over F and the image of w in M(@, { ak}) is the companion matrix C of 
p,(x) = Cipixi, where 
i 
1, O<i--l=j<n-1, 
C(i,j)= pi, j=n-1, 
0 otherwise. 
It is also easy to verify that A [the image of o in M(0, a)] and C are 
related by C = TAT- ‘, where T is the nonsingular matrix over F such that 
(we wr .** W”_J = (WO U1 . . * a”-l)T. 
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Since p,(x) = IC - rZ(, we have 
p,(x) = ITAT-‘- xl1 = jT(A - xZ)T-‘) = IA - xZj. 
Thus, the minimal polynomial of o is the characteristic polynomial of the 
SCN-matrix A. Having determined A, we can readily obtain the corre- 
sponding SCN-polynomial p,(x). 
4.4. Cubic Extensions of Finite Fields 
In this section we carry the resolution of A for n = 3, over every finite 
field F = GF(q), as far as possible without actually specifying the value of q. 
Following the discussion of Section 4.2, we can write 
and 
e Y 1 
B,=B,Q= y .z o , 
[ 1 1 0 0 
where e, q, z E F. We have 
e+z l+y l+y 
e+z l+y 
l+y e+z I[ c 0 0 =o c 0 0 0 c 
and thus y = - 1. Also, from B,B,B, = I, we obtain 
[8 Al Pl][fl i -‘]-if1 j 
r0 0 
Y 
1 , e 1 
I> CE F, 
1 -l 
0 
0 I 
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which yields z = - 1, and 
i 0  1 -“I 1 -1 0
B -_ l- 
Now, BA = A4 = S’AS. Premultiplying the general form of A (for n = 3) by 
B, and equating with S’AS, we obtain 
3a+(2+e)b=2 and (l-e)a+3b=l-e. 
Solving for a and b, we have 
A= u 
e2+e+4 l-e 2+e 
e2+e+7 l-e 
2+e -3 , 
I 
e2+e+7#0, 
2+e -3 l-e 
which is as far as we can go without specifying q, the size of F. For the first 
few values of q, the set e(q) of values for e which yield an SCN-matrix A is 
e(2) = {O}, e(3) = {2}, e(4) = {1}, and e(5) = (0, 11. For each of these, 
both A and - A generate a SCN basis of GF(q3) over GF( q). Computing 
the characteristic polynomial of A, we obtain p,(x) = x3 - ux2 + u/( e2 + e 
+ 7). This proves the following theorem. 
THEOREM 5. In evey finite field F, there exists an element e E F such 
that x3 - ux2 + u/(e2 + e +7), u E (1, - l}, is an SCN-poZynomiaZ over F. 
Moreover, every cubic SCN-polynomial over F takes this j&m. 
This results in the following SCN-polynomials over GF( q) for the first few 
values of q: 
q = 2: 
q = 3: 
q = 4: 
q = 5: 
x3 + x2 + 1 
x3+x2-1, x3--x2+1 
x3+x2+1, 
x3+x2-3, x3-x2+3, x3+x2+1, x3-x2-1. 
4.5. Extensions of Binuy Fields 
As indicated in Section 4.2, when q = 2 we have B = A and thus 
AIO] = Z[l]. Th e extent to which this simplifies the problem of finding an 
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SCN-matrix A is best illustrated by several concrete examples. The easiest 
case of n = 3 is immediate. From the general form of A in Section 4.1 it 
follows that (Y = 0, b = 1, and 
i 1 0 1 0 A=1 0 1. 0 1 1 
Note that u = 1 when 9 = 2. 
For 12 = 5, imposing A[O] = I [l] on the general form of A yields b = 1 
and 
l-(a+b+d)=c=2a+2b-c+3d=a=O, 
which reduces to a = c = d = 0, b = 1, and 
i I 
0 1 0 0 0 
1 0 0 1 0 
A=o 0 0 11, JA-lcZ~=~~+x~+x~+~+l. 
0 1 1 0 0 
0 0 1 0 1 
Similarly, for n = 6, we obtain 
a=c=d=e=O and b=l, 
which reduces A to 
010 0 0 0 
10 g f 1+f g 
0 0 
A= o 
l+f It-g f 
1+f 0 f 1+f * 
0 1+f 1sg f 0 g 
,o g f 1+f g 1 _ 
Equating A2 with S’AS yields f = g, providing for two solutions, f = g = 0 
and f = g = 1, for the SCN-matrix A. The corresponding SCN-polynomials 
are x6+x5+r4+x+1 and x~+x~+x~+x~+~. 
In general, when Q = 2, the nonlinear constraint is a quadratic constraint 
and a solution for A can be reached rather fast. 
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