Estimation of causal effects using observational data continues to grow in popularity in the epidemiologic literature. While many applications of causal effect estimation use propensity score methods or G-computation, targeted maximum likelihood estimation (TMLE) is a well-established alternative method with desirable statistical properties. TMLE is a doubly robust maximum-likelihood-based approach that includes a secondary "targeting" step that optimizes the bias-variance tradeoff for the target parameter. Under standard causal assumptions, estimates can be interpreted as causal effects. Because TMLE has not been as widely implemented in epidemiologic research, we aim to provide an accessible presentation of TMLE for applied researchers. We give stepby-step instructions for using TMLE to estimate the average treatment effect in the context of an observational study. We discuss conceptual similarities and differences between TMLE and 2 common estimation approaches (G-computation and inverse probability weighting) and present findings on their relative performance using simulated data. Our simulation study compares methods under parametric regression misspecification; our results highlight TMLE's property of double robustness. Additionally, we discuss best practices for TMLE implementation, particularly the use of ensembled machine learning algorithms. Our simulation study demonstrates all methods using super learning, highlighting that incorporation of machine learning may outperform parametric regression in observational data settings. causal inference; machine learning; observational studies; super learner; targeted maximum likelihood estimation Abbreviations: ATE, average treatment effect; CES-D, Center for Epidemiologic Studies Depression Scale; IPW, inverse probability weighting; TMLE, targeted maximum likelihood estimation.
In epidemiologic research, there is continued interest in using observational data to estimate causal effects (1) (2) (3) (4) (5) (6) (7) . Numerous estimators can be used for estimation of causal effects; applications in the epidemiologic literature have involved propensity score methods (8) (9) (10) or G-computation (11) (12) (13) . In this paper, we discuss targeted maximum likelihood estimation (TMLE), a well-established alternative method with desirable statistical properties (14, 15) . Given that TMLE has not yet been as widely implemented in applied epidemiologic research as other methods, our objective in this paper is to provide an accessible overview of TMLE in a causal inference framework. We give step-bystep instructions for implementing TMLE and discuss conceptual ties between TMLE and 2 common estimation approaches, G-computation and inverse probability weighting (IPW). Additionally, we discuss best practices for TMLE implementation, including the use of machine learning.
Causal effects are often formulated in terms of comparisons between potential outcomes, as formalized by Rubin (16) . Let A denote a binary exposure, X a vector of potential confounders, and Y a continuous outcome. Given a binary exposure, each individual has a pair of potential outcomes: the outcome when exposed, denoted Y 1 , and the outcome when unexposed, Y 0 . These quantities are referred to as "potential" outcomes because they are hypothetical, given that it is only possible to observe a single realization of the outcome for an individual; we observe Y 1 only for persons in the exposure group and Y 0 only for those in the unexposed group (16, 17) . A common causal estimand is the average treatment effect (ATE), defined as [ − ] E Y Y 1 0 . Having exposure groups that are similar with respect to baseline characteristics facilitates estimation of parameters defined in terms of these potential outcomes; indeed, randomization is designed to create comparable exposure groups (16) . When the exposure groups are dissimilar, as in observational studies, careful statistical adjustment for confounders is necessary in order to obtain unbiased estimates of exposure effect (8) . Failure to account for confounding variables, namely those associated with both the exposure and the outcome, can result in a biased effect estimate that conflates the true effect with baseline group differences (10) .
Confounding can be accounted for by statistically "breaking" the association between the outcome and the confounders, the association between the exposure and the confounders, or both. In order to address confounding, G-computation relies on estimation of the outcome mechanism-namely the conditional expectation of the outcome given the exposure and covariates, denoted ( | ) X E Y A, . In contrast, propensity score methods involve estimation of the exposure mechanism-namely the conditional probability of being exposed given the observed confounders X, denoted ( = | ) X P A 1 . TMLE is related to G-computation and propensity score methods in that TMLE involves estimation of both ( | ) X E Y A, and ( = | ) X P A 1 . Introduced by van der Laan and Rubin (15) , TMLE is a doubly robust, maximum-likelihood-based estimation method that includes a secondary "targeting" step that optimizes the bias-variance tradeoff for the parameter of interest. TMLE has features that make it a particularly attractive method for causal effect estimation in observational data. First, it is a doubly robust method and will yield unbiased estimates if either ( | )
is consistently estimated (e.g., correctly specified in the case of parametric regression) (14) . If the outcome regression is not consistently estimated, the final ATE estimate will still be unbiased if the exposure mechanism is consistently estimated. Conversely, if the outcome is consistently estimated, the targeting step will preserve this unbiasedness and may remove finite sample bias (14) . Additionally, TMLE is an asymptotically efficient estimator when both the outcome and exposure mechanisms are consistently estimated (14) . Furthermore, TMLE is a substitution estimator; these estimators are more robust to outliers and sparsity than are nonsubstitution estimators (14) . Finally, TMLE has great flexibility to incorporate a variety of algorithms, including machine learning methods, for estimation of the outcome and exposure mechanisms; these algorithms can help minimize bias in comparison with use of misspecified regressions. When analyzing observational data with a large number of variables and potentially complex relationships between them, model misspecification during estimation is of particular concern. In these settings, implementation of TMLE using machine learning algorithms can be particularly advantageous, as incorporating machine learning within TMLE, along with TMLE's double robustness property, can help protect against bias.
OVERVIEW OF THE CAUSAL INFERENCE FRAMEWORK
It is important to distinguish between a purely statistical target parameter and a causal effect. Our observed data are a realization of a set of random variables drawn from an underlying probability distribution P of the observed data,
. We define a statistical target parameter as the feature of P that is our quantity of interest. Our statistical model, which is a set of possible probability distributions, should reflect knowledge regarding the shape of the underlying data-generating distribution. Statistical models range from nonparametric, possibly assuming only that observations are independent and identically distributed as we do here, to parametric, reflecting very specific knowledge. In this application, the statistical parameter
, representing the marginal difference in the outcome Y between the exposed and the unexposed, adjusted for measured confounders, where the outer expectation averages over the distribution of X (18, 19) .
In order for the statistical parameter ψ to have a causal interpretation, several key assumptions are required. One central assumption under the Rubin causal framework is the stable unit treatment value assumption (SUTVA), which assumes that the exposure status of a given individual does not affect the potential outcomes of any other individuals (i.e., noninterference) and that the exposure level is the same for all individuals who were exposed at that level (20, 21) . Another central causal assumption is that of no unmeasured confounders; all common causes of both the exposure and the outcome have been measured (22) . This is formalized as
, meaning that the exposure mechanism and potential outcomes are independent after conditioning on the set of covariates. Finally, an important statistical assumption is positivity, which requires that within strata of X, every individual has a nonzero probability of receiving either exposure condition; this is formalized as < ( = | )< X P A 0 1 1 for a binary exposure (23) . If the positivity assumption is violated, causal effects will not be identifiable (23) . We refer the reader to additional literature for further details on the identifiability of causal effects (11, (14) (15) (16) .
The strength of the causal inference framework lies in the emphasis on clearly stating the causal question of interest and estimating well-defined statistical parameters driven by the scientific question. Additionally, the causal inference framework emphasizes careful adjustment for confounding, possibly through the use of flexible algorithms that make minimal assumptions regarding functional form. Because our primary interest is in causal estimation, we will assume that necessary causal assumptions are met. Accordingly, we will refer to our target parameter as the ATE and to predicted values of the outcome when A is set to 1 and 0 as "potential outcomes." exposure and covariates,
is used to generate predicted values of the outcome for both exposure levels (e.g., the pair of potential outcomes). The "targeting" step involves estimation of the exposure mechanism, ( = | ) X P A 1 , which is then used to update the initial estimate of ( | )
through the use of a predefined working regression model. Finally, the updated estimate of ( | )
is used to generate updated pairs of potential outcomes, and the ATE is calculated as the average difference between these pairs across individuals.
G-computation, equivalent to epidemiologic standardization for the ATE, is calculated with respect to a "standard population" characterized by the marginal covariate distribution (5, 12, 24) . G-computation and TMLE begin with the same first step: estimation of the outcome mechanism and corresponding potential outcomes ( Figure 1) . G-computation then immediately calculates the ATE as the difference in potential outcomes, whereas TMLE involves a secondary targeting step incorporating information from the exposure mechanism prior to calculation of the ATE.
Like TMLE, G-computation is a maximum-likelihoodbased substitution estimator. G-computation is not a doubly robust method; it relies on consistent estimation of the outcome mechanism to adjust for confounding. Conversely, TMLE will yield an unbiased estimate of the ATE if either the outcome or the exposure mechanism is consistently estimated. Additionally, TMLE offers efficiency advantages over G-computation, as G-computation is generally not efficient (14) . G-computation optimizes the bias-variance tradeoff for ( | X E Y A, ), not the parameter of interest. In contrast, TMLE includes the "targeting" step, which optimizes the bias-variance tradeoff for the given parameter of interest.
Propensity score methods, introduced by Rosenbaum and Rubin (25) , are also commonly used for estimation of the ATE. Propensity score methods and TMLE share the step of exposure mechanism estimation, with
alternately defined as the propensity score ( Figure 1 ). The propensity score is a balancing score that can be used to create statistically equivalent exposure groups. Propensity score methods first estimate the propensity score, which is then used to create comparable exposure groups via matching, weighting, or stratification (8, 10) . By balancing exposure groups on the propensity score, one aims to balance the groups with respect to the distribution of covariates included in the propensity score model (8, 10, 25) . The causal effect is estimated in the matched, weighted, or stratified sample.
One of the most commonly used propensity score methods in the epidemiologic literature is IPW, an estimating-equationbased method. Weights are defined so that persons in the exposed group receive a weight of 1/π 1 , while those in the unexposed group receive a weight of 1/(1 − π 1 ) (26, 27) . The ATE can then be defined as follows:
IPW is not doubly robust-unbiasedness relies on consistent estimation of the exposure mechanism. Doubly robust estimating-equation-based methods have also been developed, including the augmented IPW (28-30), but they do not share key properties with TMLE, such as being substitution estimators. Estimating-equation-based methods are less robust to sparsity than are substitution estimators (14) . Specifically, very low or very high propensity scores can lead to very large weights, resulting in unstable ATE estimates with high variance (9) . They may also estimate values outside the constraints of the statistical model or have multiple solutions for some parameters (14) .
MOTIVATING EXAMPLE: SIMULATED DATA
Our simulation study was based on the motivating example of estimating the causal effect of regular physical exercise (defined as ≥150 minutes/week) on depressive symptoms using observational data, while controlling for possible confounding variables, including sex, receipt of psychosocial therapy for depression, and use of antidepressant medication. As a marginal estimate, the ATE is relevant for public health policy, in that it quantifies the effect of regular physical exercise at the population level. In our simulated data, the 3 confounders (sex, baseline psychosocial therapy for depression, and baseline antidepressant use) were generated as independent Bernoulli variables denoted = { } X X X X , ,
3 with respective mean values of (0.55, 0.30, 0.25). The exposure ( ) A is a binary indicator for regular physical exercise; the exposure was generated such that women, persons receiving psychosocial therapy, and persons taking an antidepressant were more likely to engage in regular physical exercise:
( ( = | )) = P A X X X logit 1 , , (31) . Sex, psychosocial therapy, and antidepressant medication use are confounders, as they are associated with both exposure status and the outcome. Additionally, we specify antidepressant use, X 3 , to be an effect moderator with respect to the effect of regular physical exercise on CES-D score, such that combining regular physical exercise with antidepressant use has an additive effect on reducing CES-D score. The outcome was generated from a normal distribution with the following mean value and a standard deviation of 4.5:
3 Regular physical exercise has the effect of reducing CES-D score by 4.5 points among persons using antidepressants and reducing CES-D score by 3 points among those not using antidepressants. Given a 25% rate of antidepressant use in the sample, the true marginal effect in our simulated data is −3.38 CES-D points (i.e., 0.25(−4.5) + 0.75(−3) = −3.38).
STEP-BY-STEP GUIDE TO TMLE
We implement TMLE in our motivating application as described below. We first note that since our outcome is bounded and continuous, within the TMLE algorithm we transform Y to be bounded within (0, 1) and use a quasilog-likelihood loss function in order to define a valid TMLE (14, 32) .
Steps for implementing TMLE to estimate the ATE of regular physical exercise on CES-D score follow.
Generate initial estimate of
We estimate the conditional expectation of the outcome, CES-D score, given the exposure regular physical exercise and the 3 covariates (sex, psychosocial therapy, and antidepressant usage). This estimate, denotedˆ( | ) X E Y A, , is used to generate the set of potential outcomesŶ 1 andŶ 0 , corresponding to = A 1 and = A 0, respectively. 2. Estimate exposure mechanism ( ) = |X P A 1 : We estimate the probability of the exposure, regular physical exercise, given the 3 covariates (sex, psychosocial therapy, and antidepressant usage), denotedˆ( = | ) X P A 1 . For each individual, we obtain π =ˆ( = | ) X P A 1 1 , the predicted probability of regular physical exercise given an individual's observed covariates, and π = − π 1 0 1 , the predicted probability of no regular physical exercise. for each individual, based on his or her previously estimated values of π 1 and π 0 and his/her observed exposure status, = A a. H a is the predefined covariate used in the targeting step for the ATE; note that H a for this target parameter is very similar in form to inverse probability weights but is derived from the canonical gradient (14) . We regress our observed outcome value Y on H a , while specifyinĝ Y a as a fixed intercept, in order to estimate δ:
H 1 has the interpretation of the inverse of the probability of physical exercise; H 0 reflects the negative of the inverse of the probability of no physical exercise. Finally, we generate updated ("targeted") estimates of the set of potential outcomes, incorporating information from the exposure mechanism in order to reduce the bias. 

The ATE is interpreted as the causal difference in CES-D scores that would be apparent if all individuals in the population of interest participated in regular physical exercise versus no regular physical exercise. TMLE can be implemented with the tmle package in R (R Foundation for Statistical Computing, Vienna, Austria), making implementation accessible for applied researchers (32) . Statistical inference for TMLE can be achieved by calculating standard errors based on the estimator's influence curve or by bootstrapping. See further discussion in Web Appendix 1 (available at http://aje.oxfordjournals.org/), as well as in previous literature (14) . The R tmle package provides standard error estimates based on the influence curve.
ADVANTAGES OF MACHINE LEARNING ALGORITHMS IN THE CONTEXT OF TMLE
Given the potential complexity of the true form of ( | ) X E Y A, and ( = | ) X P A 1 , it is optimal (though not required) to use machine learning algorithms when implementing TMLE in observational data settings. We use machine learning as a broad term to describe estimators that learn adaptively from the data to estimate ( | ) X E Y A, and ( = | ) X P A 1 . They often smooth over the data without overly restrictive assumptions regarding the functional forms of the outcome and exposure mechanisms (33) . Common machine learning algorithms include LASSO [least absolute shrinkage and selection operator], classification and regression trees, random forests, generalized boosted regression, and generalized additive models (33) (34) (35) (36) (37) (38) . Specifically, these algorithms may be able to empirically identify interaction, nonlinear, and higher-order relationships among variables, as well as to utilize a broader range of functional forms (e.g., sinusoidal) than typical parametric regressions (39) .
In practice, selecting the optimal algorithm for a given application may be challenging, as it depends on the underlying unknown nature of the data (39) . Ensembling methods are a powerful class of machine learning methods that allow researchers to implement a collection of algorithms and choose the best algorithm based on prespecified selection criteria. Algorithm libraries typically include data-adaptive algorithms as well as parametric regressions, and they typically implement cross-validation procedures (39) (40) (41) . Some ensembling methods select a single optimal algorithm; others generate an estimate based on a weighted combination of algorithms. Super learning, the ensembling method we focus on in this paper, combines algorithms through weighting to optimize the cross-validated mean squared error (or other a priori benchmark) and is a generalization of stacking methods (39, 42, 43) . Asymptotically, the final weighted combination, called the super learner, performs as well as or better than the best-fitting algorithm in the library (39, 42) .
SIMULATION STUDY DESIGN
Given that correctly specified regressions are unlikely in the context of complex observational data, our simulation study was designed to compare TMLE with G-computation and IPW under 2 conditions of real-world interest: 1) estimation using misspecified parametric regression and 2) estimation using super learning. We considered misspecification arising from an omitted interaction term, as well as more significant misspecification due to an omitted variable. Each simulated data set had the structure = (
as described above and 1,000 individuals.
We implemented TMLE with parametric regression under 2 conditions: 1) the exposure regression was correctly specified but the outcome regression was misspecified and 2) the exposure regression was misspecified but the outcome regression was correctly specified. The "main-terms" misspecified outcome regression included only main-effect terms for A and the confounders X X X , ,
3 , omitting the true interaction term × A X 3 . The "omitted variable" misspecified outcome regression included main-effect terms for A and the confounders X 1 and X 2 , omitting X 3 entirely. Given that the data-generating mechanism for the exposure depended only on main-effect terms for X X X , ,
3 , we consider only omitted-variable misspecification-the misspecified exposure regression included main-effect terms for the confounders X 1 and X 2 , omitting X 3 entirely. These specifications were chosen to reflect realistic analytical scenarios: Many propensity score applications only include main-effect terms in the exposure model (40, 44) , and omitted terms are a primary concern in observational studies. Additionally, we implemented TMLE using super learning to estimate both the exposure and outcome mechanisms.
For comparison, we implemented G-computation and IPW. G-computation was assessed under 2 conditions: 1) when the outcome regression was misspecified (both main-terms and omitted-variable misspecification as above) and 2) when super learning was used for estimation of the outcome regression. Similarly, we implemented IPW under 2 conditions: 1) when the exposure regression was misspecified (omitted-variable misspecification as above) and 2) when super learning was used for estimation of the exposure regression.
We applied each statistical method to 1,000 simulated data sets. We report average point estimates of the ATE and the accompanying standard deviations across 1,000 replications. Nonparametric 95% confidence intervals for the ATE estimates were calculated based on quantiles of the ATE estimates (Table 1) . Bias was calculated as the difference in the average ATE point estimate and the true population ATE value; percent bias was calculated as the bias divided by the true ATE value (Figure 2 ). We implemented super learning with the SuperLearner package in R (45), using an algorithm library containing generalized linear modeling, stepwise regression, LASSO, random forest, regression trees, and generalized additive models. SuperLearner conducts cross-validation; for all applications, we used 10-fold cross-validation. The R code we used for the simulation study is provided in Web Appendix 2.
SIMULATION STUDY RESULTS
In our simulation study, both TMLE with parametric regression and TMLE with super learning performed very well, yielding the smallest mean bias across all methods. TMLE with super learning yielded an ATE estimate of −3.39 points (bias = −0.01, percent bias = −0.2%) and a 95% confidence interval that contained the true ATE value (Table 1, Figure 2 ). When the outcome was misspecified (either main-terms or omitted-variable misspecification) or the exposure was misspecified (omitted-variable misspecification), TMLE still yielded an ATE estimate of −3.39 points, due to the doubly robust property of TMLE.
Both G-computation and IPW performed best under super learning, yielding biases of 0.11 (percent bias = 3.3%) and −0.05 (percent bias = −1.4%), respectively. Neither G-computation nor IPW is a doubly robust method, and both methods were adversely affected by model misspecification, particularly misspecification arising from an omitted confounder. Omitted-variable misspecification yielded a bias of −1.60 (percent bias = −48%) for G-computation and a bias of −1.58 (percent bias = −47%) for IPW; the corresponding 95% confidence interval did not contain the true parameter value for either method. For G-computation, main-terms misspecification yielded a bias of 0.13 (percent bias = 3.7%).
DISCUSSION
TMLE is an estimator with appealing statistical properties suitable for estimation of causal effects in observational data using existing software tools (32, 45) . As with the more familiar G-computation and propensity score methods, TMLE can be used to estimate the ATE, a common epidemiologic estimand. A primary advantage of TMLE is that it is inherently a doubly robust estimator. Neither G-computation nor propensity score methods as commonly implemented (e.g., IPW) are doubly robust, although other doubly robust methods exist (28) (29) (30) . TMLE's double robustness ensures unbiasedness of the ATE if either the exposure or the outcome mechanism is consistently estimated. As highlighted in our simulation, this property insulates TMLE even against significant model misspecification arising from an omitted confounder in either the exposure or outcome regressions. In contrast, our results demonstrated that misspecification arising from an omitted variable resulted in large bias for both G-computation and IPW.
Furthermore, we emphasize the distinction between the choice of the estimator (e.g., TMLE) and the choice of the algorithm (e.g., super learning) for estimation of the relevant component(s) of the estimator. Despite guidance that propensity scores, and estimators generally, should be estimated with a sufficiently complex functional form (46) , in practice propensity score methods and G-computation have typically been implemented with parametric regression (41) . As applied practitioners increasingly acknowledge the limitations of parametric modeling, nonparametric machine learning methods have been gaining popularity. For example, McCaffrey et al. (47, 48) proposed propensity score weighting methods using generalized boosted regression; Westreich et al. (44) provided an overview of nonparametric propensity score estimation; Lee et al. (49) showed that boosted CART and random forest typically outperform logistic regression for propensity score estimation; and Setoguchi et al. (50) examined propensity score estimation with neural networks. Given that existing simulation studies have demonstrated that different algorithms perform best under different conditions (44, (48) (49) (50) (51) (52) , super learning offers a method for empirically Abbreviations: ATE, average treatment effect; CI, confidence interval; SE, standard error. a Each method was implemented with both the super learner and misspecified parametric regression. The true Y was generated with the terms A, X 1 , X 2 , X 3 , and A × X 3 , and A was generated with X 1 , X 2 , and X 3 . Misspecified parametric regressions included outcome main-terms misspecification, outcome omitted-variable misspecification, and exposure omitted-variable misspecification.
b 95% CI did not contain the true ATE of −3.38.
determining the optimal weighted algorithm. Researchers have recently implemented super learning for propensity score estimation (40, 41) . Fundamentally, TMLE and the other estimators discussed can be implemented using machine learning algorithms, which can prove advantageous in complex observational data. As our simulation results demonstrate, super learning performed better than or equal to parametric regression for all 3 estimators. The ability of super learning to protect against certain types of functional form misspecification is demonstrated by the G-computation results, as super learning yielded smaller bias than parametric regression with only main terms. Given the complexity of data in typical observational studies, correct specification of all parametric regressions is unlikely, yet bias can arise from even minor functional form misspecification. Machine learning algorithms, particularly ensemble methods such as super learning, can empirically identify interaction, nonlinear, and higher-order relationships among variables; therefore, the corresponding ATE estimate is less likely to be biased due to a misspecified functional form in comparison with main-terms parametric regression. Additionally, while TMLE with super learning and parametric regression performed equivalently in our simulation study, TMLE with super learning may outperform parametric regression in cases of more complex data (14, 39, 41) . Implementation of TMLE is conceptually similar to and shares estimation steps with other statistical methods used for causal estimation in epidemiologic research. TMLE has attractive statistical properties, particularly double robustness. Additionally, it is straightforward to implement, as opensource software is available (32, 45) . As a flexible estimation method that can easily incorporate nonparametric machine learning methods, TMLE is another advanced tool that can be added to the applied practitioner's statistical toolbox. Conflict of interest: none declared. Figure 2 . Percent bias in the mean average treatment effect estimate in a simulation study of 3 different estimation methods (targeted maximum likelihood estimation (TMLE), G-computation, and inverse probability weighting (IPW)) across 1,000 simulated data sets. The true Y was generated with the terms A, X 1 , X 2 , X 3 and A × X 3 , and A was generated with X 1 , X 2 , and X 3 . Misspecified parametric regressions included outcome main-terms (MT) misspecification, outcome omitted-variable (OV) misspecification, and exposure OV misspecification.
