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GENERALIZED MULTIPLIERS FOR LEFT-INVERTIBLE ANALYTIC
OPERATORS AND ITS APPLICATIONS TO COMMUTANT AND
REFLEXIVITY
P. DYMEK, A. PŁANETA, AND M. PTAK
Abstract. We introduce generalized multipliers for left-invertible analytic operators. We show
that they form a Banach algebra and characterize the commutant of such operators in its terms.
In the special case, we describe the commutant of balanced weighted shift only in terms of its
weights. In addition, we prove two independent criteria for reflexivity of weighted shifts on
directed trees.
1. Introduction
We study left-invertible analytic operators using analytic function theory approach, which was
initiated by Shimorin in [18]. This class of operators is quite large, it contains for example shifts
on generalized Dirichlet spaces (see [15]), shifts on weighted Bergmann space with logarythmically
subharmonic weights on the unit disc in the complex plane (see [17] and [9]) and left-invertible
weighted shifts on leafless and rooted directed trees (see [11] and [5, Lemma 3.3]).
A characterization of the commutant of a given operator is one of the way of investigation
of the operator itself, see [4, §12]. The classical result on unilateral shift of (the multiplication
by the independent variable on the Hardy space H2) says that its commutant is the algebra of
all multiplications by bounded analytic functions, see [4, §26]. In the case of unilateral shift
of arbitrary multiplicity, its commutant is the algebra of all bounded analytic operator–valued
functions (see [8, 10, 14]). It was shown by Shields in [17], that the commutant of unilateral
weighted shift of multiplicity one may be identified with the algebra of its multipliers (some specific
formal power series generating bounded analytic functions). On the other hand, the multipliers for
weighted shifts on rooted directed trees, introduced in [2], are not sufficiently large to determine
the whole commutant of the operator. Hence, our motivation was to generalize the notion of
multipliers to more general context. Our approach is based on the Cauchy type multiplication of
the formal power series, which appeared in papers (see [7, 17, 12]) by Shields (for classical weighted
shifts), Gellar (for general bilateral shifts), Jewell and Lubin (for commuting n-tuple of unilateral
shifts).
In section 3, we use Shimorin’s model for left-invertible analytic operator T . This enables us
to consider such operator as a multiplication operator by an independent variable on a space of
analytic functions with values in N (T ∗) - the kernel of the adjoint of T . We define generalized
multipliers for T , whose coefficients are bounded operators on N (T ∗) and denote the set of all
generalized multipliers by GM(T ). Moreover, we distinguish the set M(T ) of all generalized
multipliers, whose coefficients are a scalar multiple of the identity operator. We prove that both
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spaces GM(T ) and M(T ) are a Banach algebra (see Theorem 2). In addition, the space GM(T )
is unitary equivalent to the commutant of T (see Theorem 4).
In section 4, we apply general theory for the weighted shift Sλ on rooted directed tree, which
was inspired in [5]. Using separated bases we define the rotation of the vector in the space of
analytic functions with values in N (S∗
λ
). This enables us to prove that truncated multipliers
tends to the original multiplier as the size of truncation grows to infinity. As a consequence, we
obtain that multipliers for Sλ defined in [2] andM(Sλ) are in fact the same object (see Proposition
16). Hence, the notion of generalized multipliers extends previously defined multipliers. Using
the aforementioned results, in section 5, in Theorem 24, we describe the commutant of balanced
weighted shift on rooted directed tree (whose kernel of the adjoint is finite dimensional) only in
terms of weights of the operator. In section 6, we return to general context and obtain a criterion
for reflexivity of the left-invertible analytic operator (see Theorem 29). In addition, for the case of
weighted shifts on directed trees we prove a second criterion for reflexivity, which is independent
from the previous one and it is a generalization of [1, Theorem 4.3].
Recently, the commutant and reflexivity for n-tuples of multiplication operators by independent
variables z1, . . . , zn on a reproducing Hilbert spaces of E-valued holomorphic on bounded domain
in Cn admitting polynomial approximation, where E is a separable Hilbert space, were studied in
the paper [6]. In particular, some new results for commutant of Bergmann weighted shifts (which
are automatically balanced) on rooted, locally finite, leafless directed trees with finite branching
index (with finite dimensional kernel of the adjoint) were proven.
2. Preliminaries
Let N, R and C denote the set of all natural numbers, real numbers and complex numbers,
respectively. Set N0 = N ∪ {0}. Denote by T the unit circle {z ∈ C : |z| = 1} and by Dr the open
unit disc {z ∈ C : |z| < r} of radius r > 0. By χσ we denote the characteristic function of the set
σ. In all what follows we use the convention
∑
i∈∅ xi = 0 and
∏
i∈∅ xi = 1. Given two sets X,Y ,
the symbol Y X stands for the set of all functions f : X → Y .
Let H be a complex Hilbert space. If A is a (linear) operator in H, then D(A) and A∗ denote
the domain and the adjoint of A, respectively (in case it exists). We write B(H) for the algebra
of all bounded operators on H equipped with the standard operator norm. If A ∈ B(H), then
r(A) denotes the spectral radius of A. Let W be a subalgebra of B(H). Then LatW stands for
the set of all invariant closed subspaces of all operators A ∈ W ; recall that a closed subspace
L of H is invariant for A ∈ B(H) if AL ⊂ L. If M is a family of subspaces of H, then we
set AlgM = {A ∈ B(H) : AL ⊂ L for every L ∈ M}. The algebra W is said to be reflexive if
Alg LatW =W . Given A ∈ B(H), the symbolW(A) stands for the smallest algebra containing A
and the identity operator IH and closed in the weak operator topology; if W(A) is reflexive, then
A is said to be reflexive. Note that LatA = LatW(A). For the first time the reflexive operators
were investigated in [16].
Let V be a nonempty set. Then ℓ2(V ) denotes the Hilbert space of all functions f : V → C such
that
∑
v∈V |f(v)|
2 <∞ with the inner product given by 〈f, g〉 =
∑
v∈V f(v)g(v) for f, g ∈ ℓ
2(V ).
The norm induced by 〈·,−〉 is denoted by ‖ · ‖. For u ∈ V , we define eu ∈ ℓ2(V ) to be the
characteristic function of the one-point set {u}; clearly, {eu}u∈V is an orthonormal basis of ℓ2(V ).
Given a subset W of V , ℓ2(W ) stands for the subspace of ℓ2(V ) composed of all functions f such
that f(v) = 0 for all v ∈ V \W . By PW we denote the orthogonal projection from ℓ2(V ) onto
ℓ2(W ).
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Let T = (V,E) be a directed tree (V and E stand for the sets of vertices and directed edges
of T , respectively). Denote by par the partial function from V to V which assigns to a vertex
u ∈ V its parent par(u) (i.e. a unique v ∈ V such that (v, u) ∈ E). For k ∈ N, park denotes
the k-fold composition of the partial function par; par0 denotes the identity map on V . Set
Chi〈n〉(u) = {v ∈ V : parn(v) = u} for u ∈ V , n ∈ N0 and Des(u) =
⋃∞
n=0 Chi
〈n〉(u). A vertex
u ∈ V is called a root of T if u has no parent. A root is unique (provided it exists); we denote
it by root. The tree T is rooted if the root exists. The tree T is leafless if card(Chi(v)) > 1 for
every v ∈ V , where card(Y ) denotes the cardinal number of the set Y . Suppose T is rooted. We
set V ◦ = V \ {root}. If v ∈ V , then |v| denotes the unique k ∈ N0 such that park(v) = root. A
subgraph S of T which is a directed tree itself is called a subtree of T . A path in T is a subtree
P = (VP , EP) of T which satisfies the following two conditions: (i) root ∈ P, (ii) for every
v ∈ VP , card(ChiP(v)) = 1. The collection of all paths in T is denoted by P = P(T ). We refer
the reader to [11] for more information on directed trees.
Caution: All the directed trees considered here are assumed to be rooted and countably infinite.
Weighted shifts on directed trees are defined as follows (see [11]). Let T = (V,E) be a directed
tree and let λ = {λv}v∈V ◦ ⊆ C. We define the map ΛλT : C
V → CV via
(ΛλT f)(v) =
λv · f
(
par(v)
)
if v ∈ V ◦,
0 if v = root .
By a weighted shift on T with weights λ = {λv}v∈V ◦ ⊆ C, we mean the operator Sλ in ℓ2(V )
defined as follows
D(Sλ) =
{
f ∈ ℓ2(V ) : ΛλT f ∈ ℓ
2(V )
}
,
Sλf = Λ
λ
T f, f ∈ D(Sλ).
We deal with weighted shifts with positive weights throughout the paper. Since any weighted shift
with non-zero weights is unitarily equivalent to a weighted shift with positive weights (see [11]),
the assumption of positivity of weights is not restrictive.
To avoid further repetitions we gather below the most basic assumptions:
T = (V,E) is a countably infinite rooted and leafless directed tree,
and λ = {λv}v∈V ◦ ⊆ (0,∞),
(⋆)
and
T = (V,E) is a countably infinite rooted directed tree, and
λ = {λv}v∈V ◦ ⊆ (0,∞).
(†)
In our previous work we used a notion of a multiplier algebra induced by a weighted shift, which
is defined via related multiplication operators. These are given as follows. Given u ∈ V and
v ∈ Des(u) we set
λu|v =
1 if u = v,∏k−1
n=0 λparn(v) if par
k(v) = u for k ∈ N.
Assume (⋆). Let ϕˆ : N0 → C. Define the mapping Γλϕˆ : C
V → CV by the formula
(
Γλϕˆ f
)
(v) =
|v|∑
k=0
λpark(v)|v ϕˆ(k)f
(
park(v)
)
, v ∈ V.(1)
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The multiplication operator Mλϕˆ : ℓ
2(V ) ⊇ D
(
Mλϕˆ
)
→ ℓ2(V ) is given by
D
(
Mλϕˆ
)
=
{
f ∈ ℓ2(V ) : Γλϕˆ f ∈ ℓ
2(V )
}
,
Mλϕˆ f = Γ
λ
ϕˆ f, f ∈ D
(
Mλϕˆ
)
.
It is easily seen that for u ∈ V such that eu ∈ D
(
Mλϕˆ
)
we have
(
Mλϕˆ eu
)
(v) =
{
λu|vϕˆ
(
|v| − |u|
)
if v ∈ Des(u),
0 otherwise.
(2)
Let M(λ) denote the multiplier algebra induced by Sλ, i.e., the commutative Banach algebra
consisting of all ϕˆ : N0 → C such that D
(
Mλϕˆ
)
= ℓ2(V ) with the norm
‖ϕˆ‖ :=
∥∥Mλϕˆ∥∥, ϕˆ ∈ M(λ).
Every ϕˆ ∈M(λ) is called a multiplier for Sλ. For more information on M(λ) we refer the reader
to [2].
3. Generalized multipliers
In this section, we are going to state the definition of generalized multipliers for left-invertible
analytic operator. Let us recall that T ∈ B(H) is left-invertible if there is an operator A ∈ B(H)
such that AT = I, and analytic if
⋂∞
n=0 T
n(H) = {0}. It is known that T is left-invertible if
and only if T is bounded from below, i.e. there exists constant α > 0 such that T ∗T > αI. Let
T ∈ B(H) be left-invertible. Define ET = N (T ∗) and an operator T ′ := T (T ∗T )−1. If it is clear
which operator stands for T , we will simply write E instead of ET . The operator T
′ is called the
operator Cauchy dual of T . In what follows we denote the operator T ′∗ by L. It is easily seen
that
(3) LT = I, N (L) = ET , PET = I − TL and LPET = 0.
Denote by A(E) the set of all E-valued analytic functions on Dr, where r :=
1
r(L) . By definition
f ∈ A(E) if there is a sequence {fˆ(n)}∞n=0 ⊂ E such that f (z) =
∑∞
n=0 fˆ(n)z
n for every z ∈ Dr.
Now, we are ready to recall the Shimorin’s model for a left-invertible analytic operator T ∈ B(H)
(see [18]). Shimorin showed that the function
(4) (Uf)(z) =
∞∑
n=0
(PEL
nf)zn, z ∈ Dr.
is well-defined and analytic in Dr for every f ∈ H. Moreover, transformation U : H → A(E) is
injective, since T is analytic. This enables him to define a scalar product on U(H), such that
U is an isometry. By H we denote the set U(H), which is a Hilbert space of E-valued analytic
functions. By [18, pp.154] the operator T is unitary equivalent to the operator T of multiplication
by z on H and L is unitary equivalent to the operator L ∈ B(H) given by the formula
L(f )(z) =
f (z)− f(0)
z
.
In particular,
LU∗ = U∗L, TU∗ = U∗ T ,(5)
which can be expressed on the diagram as:
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H
U∗

T
//
oo
L
H
U∗

H
oo
L
T
// H,
Let us note that every f ∈ H can be represented as follows
(6) f =
∞∑
n=0
fˆ(n)zn,
where fˆ(n) := PEL
nU∗f for n ∈ N0. It is worth to notice the following observation:
If {fn}
∞
n=0 ⊂ H is such that fn converges to some f ∈ H,
then fˆn(m)
E
−→ fˆ (m) for every m ∈ N0.
(7)
Let kH be the reproducing kernel of H, i.e., kH : Dr × Dr → B(E) is such that
kH(z, λ) = PE(I − zL)
−1(I − λ¯L∗)−1|E.
In particular for every e ∈ E and λ ∈ Dr the function kH satisfies the following conditions [18,
pp.154–155]:
kH(·, λ)e ∈ H, and 〈f(λ), e〉E =
〈
f , kH(·, λ)e
〉
H
, for every f ∈ H.(8)
In our previous work [2] we used a notion of a multiplier algebra induced by a weighted shift, which
is defined via related multiplication operators. We are going to extend this notion to the case of ET -
valued analytic functions. Let us consider the Cauchy-type multiplication ∗ : B(E)N0 ×EN0 → EN0
given by
(9) (ϕˆ ∗ fˆ)(n) =
n∑
k=0
ϕˆ(k)fˆ(n− k), ϕˆ ∈ B(E)N0 , fˆ ∈ EN0 .
The multiplication operator Mϕˆ : H ⊇ D(Mϕˆ)→ H is defined as follows. The domain is given by
D(Mϕˆ) =
{
f ∈ H : there is g ∈ H such that ϕˆ ∗ fˆ = gˆ
}
.
By the uniqueness of power series for every f ∈ D(Mϕˆ) there exists exactly one g ∈ H satisfying
equality ϕˆ ∗ fˆ = gˆ. In this situation, we set
Mϕˆf = g, f ∈ D(Mϕˆ).(10)
We call ϕˆ : N0 → B(E) the symbol of Mϕˆ. Below, we prove that any multiplication operator Mϕˆ
is closed.
Lemma 1. Let ϕˆ : N0 → B(E). Then the following conditions hold:
(i) for every e ∈ E and n ∈ N0, (ϕˆ ∗ Ûe)(n) = ϕˆ(n)e,
(ii) for every f ∈ D(Mϕˆ) and n ∈ N0, we have the equality
M̂ϕˆf(n) =
n∑
k=0
ϕˆ(k)fˆ (n− k) =
n∑
k=0
ϕˆ(k)PEL
n−kU∗f ,(11)
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(iii) for every every f ∈ D(Mϕˆ) and z ∈ Dr, the series
∞∑
n=0
( n∑
k=0
ϕˆ(k)PEL
n−kU∗f
)
zn is con-
vergent and (
Mϕˆf
)
(z) =
∞∑
n=0
( n∑
k=0
ϕˆ(k)PEL
n−kU∗f
)
zn.
(iv) the operator Mϕˆ is closed.
Proof. (i) Fix e ∈ E and let f = Ue. Then by (9), (6), and equality N (L) = E we get(
ϕˆ ∗ Ûe
)
(n) =
n∑
k=0
ϕˆ(k)PEL
n−ke = ϕˆ(n)e, n ∈ N0.
(ii) It follows from (10), (9), and (6).
(iii) See [18, Equality (2.3)].
(iv) Let {fn}
∞
n=0 ⊂ D(Mϕˆ) be such that fn → f in H and Mϕˆfn → g for some f , g ∈ H.
Then U∗fn → U
∗f . By (11) and continuity of all considered operators, for anym ∈ N0, we obtain
(12) M̂ϕˆfn(m) =
m∑
k=0
ϕˆ(k)PEL
m−kU∗fn →
m∑
k=0
ϕˆ(k)PEL
m−kU∗f .
From the convergence of {Mϕˆfn}
∞
n=0 we deduce that U
∗Mϕˆfn → U
∗g. Thus
M̂ϕˆfn(m) = PEL
mU∗Mϕˆfn → PEL
mU∗g = gˆ(m).
This and (12) imply that gˆ(m) =
∑m
k=0 ϕˆ(k)PEL
m−kU∗f for every m ∈ N0. Hence ϕˆ ∗ fˆ = gˆ.
Consequently, f ∈ D(Mϕˆ) and g = Mϕˆf , which completes the proof. 
If D(Mϕˆ) = H, then Mϕˆ ∈ B(H) since Mϕˆ is closed. In this situation, we call ϕˆ a generalized
multiplier of T and Mϕˆ a generalized multiplication operator by ϕˆ. By GM(T ) we denote the set
of all generalized multipliers of the operator T . Let us notice that GM(T ) is a linear subspace of
B(E)N0 and the function ‖ · ‖ : GM(T )→ [0,∞) given by the formula
‖ϕˆ‖ := ‖Mϕˆ‖, ϕˆ ∈ GM(T )
is a norm on GM(T ), which can be deduced from Lemma 1(i) and the linearity of transformation
GM(T ) ∋ ϕˆ→Mϕˆ ∈ B(H). By M(T ) we denote the linear subspace of GM(T ) consisting of all
generalized multipliers whose all coefficients are scalar multiples of the identity operator. For a
given operator A ∈ B(H) let ϕˆA : N0 → B(E) be a sequence defined by the formula
ϕˆA(m) = PEL
mA|E, m ∈ N0.(13)
The space GM(T ) turns out to have a natural Banach algebra structure. It suffices to endow it
with the Cauchy-type multiplication ∗ : B(E)N0 ×B(E)N0 → B(E)N0 given by
(
ϕˆ ∗ ψˆ
)
(k) =
k∑
j=0
ϕˆ(j)ψˆ(k − j), ϕˆ, ψˆ ∈ B(E)N0 .(14)
Theorem 2. Let T ∈ B(H) be left-invertible and analytic. Then following assertions are satisfied:
(i) For every n ∈ N0, the sequence χ{n} IE is a generalized multiplier and T
n = Mχ{n} IE .
(ii) If ϕˆ ∈ GM(T ), then Mϕˆ commutes with T .
(iii) For all ϕˆ, ψˆ ∈ GM(T ), the function ϕˆ ∗ ψˆ belongs to GM(T ) and
MϕˆMψˆ = Mϕˆ∗ψˆ.
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(iv) The spaces GM(T ), M(T ) endowed with the Cauchy-type multiplication, are a Banach
algebras with a unit χ{0} IE. In addition, M(T ) is commutative.
Proof. (i) Let f ∈ H. Define g = T n f and ϕˆ = χ{n} IE. Then ϕˆ ∗ fˆ = gˆ. Thus D(Mϕˆ) = H.
Hence, by (10), the equality Mϕˆf = T
n f holds for every f ∈ H.
(ii) For every f ∈ H and z ∈ Dr, by Lemma 1(iii), (5) and (3) the following equalities hold(
Mϕˆ T f
)
(z) =
∞∑
n=0
( n∑
k=0
ϕˆ(k)PEL
n−kU∗ T f
)
zn =
∞∑
n=1
( n−1∑
k=0
ϕˆ(k)PEL
n−1−kU∗f
)
zn
= z
∞∑
n=0
( n∑
k=0
ϕˆ(k)PEL
n−kU∗f
)
zn = zMϕˆf(z) =
(
T Mϕˆf
)
(z).
(iii) First, notice that by (10), (9), changing the order of summation and (14) we have the following
equalities
(MϕˆMψˆf)̂ (n) = n∑
k=0
ϕˆ(k)M̂
ψˆ
f(n− k) =
n∑
k=0
ϕˆ(k)
n−k∑
j=0
ψˆ(j)fˆ (n− k − j)
=
n∑
l=0
l∑
j=0
ϕˆ(j)ψˆ(l − j)fˆ (n− l) =
n∑
l=0
(ϕˆ ∗ ψˆ)(l)fˆ (n− l), f ∈ H, n ∈ N0.
Hence (ϕˆ ∗ ψˆ) ∗ fˆ = (MϕˆMψˆf)̂ for every f ∈ H. Thus, D(Mϕˆ∗ψˆ) = H and Mϕˆ∗ψˆ = MϕˆMψˆ.
(iv) Let {ϕˆn}∞n=0 ⊂ GM(T ) be a Cauchy sequence. Then there exists an operator A ∈ B(H)
such that limn→∞Mϕˆn = A. Thus (7) implies that
M̂ϕˆnf(m)
E
−→ Âf(m), f ∈ H, m ∈ N0.(15)
Let us define a sequence ϕˆ := ϕˆU∗AU as in (13). First, we are going to prove that ϕˆn(m)
SOT
−→ ϕˆ(m)
for every m ∈ N0. Fix e ∈ E and let g = Ue. Then by Lemma 1 (i), (15), (6) and (13) we obtain
ϕˆn(m)e = M̂ϕˆng(m)
E
−→ Âg(m) = PEL
mU∗AUe = ϕˆ(m)e, m ∈ N0.
This proves that ϕˆn(m)
SOT
−→ ϕˆ(m) for every m ∈ N0. Moreover, if {ϕˆn}∞n=0 ⊂M(T ) then ϕˆ(m) is
a scalar multiple of the identity operator for every m ∈ N0. By (15), (11), the SOT-convergence
of {ϕˆn}
∞
n=0, (6) and (9), we get the equality Âf (m) = (ϕˆ ∗ fˆ)(m) for every m ∈ N0 and f ∈ H.
Hence D(Mϕˆ) = H, ϕˆ ∈ GM(T ) (resp. ϕˆ ∈ M(T )), and A = Mϕˆ. The other conditions are
satisfied from the definition and (iii). 
It is worth to notice that every sequence of complex numbers with a finite support is a multiplier
for a weighted shift on rooted directed tree. However, the sequence ϕˆ : N0 → B(E) with finite
support does not have to be a generalized multiplier. Moreover, the operation of permutation
of even two coefficients of generalized multiplier is not closed in this space. This shows that the
structure of generalized multipliers is very delicate.
Example 3. Let T2 = (V2, E2) be the directed tree with one branching vertex, given by (see Figure
1)
V2 =
{
(0, 0)
}
∪
{
(i, j) : i ∈ {1, 2}, j ∈ N
}
,
E2 =
{(
(0, 0), (i, 1)
)
: i ∈ {1, 2}
}
∪
{(
(i, j), (i, j + 1)
)
: i ∈ {1, 2}, j ∈ N
}
.
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Figure 1
Let α ∈ (0, 1). Let Sλ be a weighted shift on T2 with weights λ = {λv}v∈V ◦
2
defined as follows
λ(i,j) =
{
1 for i = 1 and j ∈ N,
α for i = 2 and j ∈ N.
Then Sλ ∈ B(ℓ2(V2)) is left-invertible and analyic,
{
e00, αe11 − e21
}
is a basis of N (S∗
λ
), and
Skλ(e00) = e1k + α
ke2k, S
k
λ(αe11 − e21) = αe1,k+1 − α
ke2,k+1 for k ∈ N.
Moreover,
S∗
λ
Sλe00 = (α
2 + 1)e00, S
∗
λ
Sλe1k = e1k, S
∗
λ
Sλe2k = α
2e2k for k ∈ N.
Thus for n ≥ 1 and f ∈ ℓ2(V2) we have
Lnf =
(
f(1, n)
α2 + 1
+
f(2, n)
αn−2(α2 + 1)
)
e00 +
∞∑
k=1
(
f(1, k + n)e1k +
f(2, k + n)
αn
e2k
)
.
As a consequence
PEL
nf =
1
α2 + 1
(
f(1, n) + α2−nf(2, n)
)
e00
+
1
α2 + 1
(
αf(1, 1 + n)− α−nf(2, 1 + n)
)(
αe11 − e21
)
, n > 1.
(16)
Let ϕˆ : N0 → B(E) be defined as ϕˆ(n) =
{
A0 if n = 0
0 if n > 0
, where
A0(e00) = ae00 + c
(
αe11 − e21
)
, A0(αe11 − e21) = be00 + d
(
αe11 − e21
)
, a, b, c, d ∈ C.
We are going to show that ϕˆ ∈ GM(Sλ) if and only if b = c = 0 and a = d. If b = c = 0 and
a = d then by Theorem 2(i) we get ϕˆ ∈ GM(Sλ). Let us notice that ϕˆ ∈ GM(Sλ) if and only if
for every f ∈ ℓ2(V ) there exists g ∈ ℓ2(V ) such that A0PEL
nf = M̂ϕˆUf(n) = PEL
ng for every
n ∈ N0. By (16)
A0PEL
nf =
1
α2 + 1
(
af(1, n) + aα2−nf(2, n) + bαf(1, 1 + n)− bα−nf(2, 1 + n)
)
e00
+
1
α2 + 1
(
cf(1, n) + cα2−nf(2, n) + dαf(1, 1 + n)− dα−nf(2, 1 + n)
)(
αe11 − e21
)
, n ∈ N
and
(1 + α2)g(1, n) = αcf(1, n− 1) + (a+ dα2)f(1, n) + bαf(1, 1 + n)
+ cα4−nf(2, n− 1) + (a− d)α2−nf(2, n)− bα−nf(2, 1 + n), n > 2.
(17)
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Now, let f ∈ ℓ2(V ) be defined as follows f(u) =
{
α|u| if u = (2, |u|) and |u| is divisible by 3,
0 otherwise.
By this and (17) we obtain
∞∑
n=1
|g(1, 3n)|2 =
∞∑
n=1
α4|a− d|2
(α2 + 1)2
.
Since g ∈ ℓ2(V ) we obtain that a = d. In a similar manner we prove that b = c = 0.
Now, let ψˆ : N0 → B(E) be defined as ψˆ(k) =
{
Ak if k < 2
0 if k > 2
, where
Ak =
(
ak ck
bk dk
)
,
with respect to the basis {e00, αe11 − e21}. Then, one can show similarily that ψˆ is a generalized
multiplier if and only if
A0 =
(
a0 0
d1−a1
α
d0
)
and A1 =
(
a1 (a0 − d0)α
0 d1
)
.
The next theorem provides generalized analytic structure for the commutant of left-invertible,
analytic operator.
Theorem 4. Let T ∈ B(H) be left-invertible and analytic. Assume that A ∈ B(H) commutes
with T . Then ϕˆA ∈ GM(T ) and A = U∗MϕˆAU .
Proof. Let A = UAU∗. By (3), unitary equivalence, and commutation we get the equality
PEAPEU
∗f = PEA(I − TL)U
∗f = PEAU
∗f − PEATLU
∗f
= PEU
∗Af − PETALU
∗f = PEU
∗Af , for every f ∈ H.
(18)
Now, let ϕˆ := ϕˆA. We will prove by the induction that (ϕˆ ∗ fˆ)(n) = Âf (n) for every n ∈ N0 and
f ∈ H. By (9), (6), (13) and (18) we obtain
(ϕˆ ∗ fˆ )(0) = ϕˆ(0)PEU
∗f = PEAPEU
∗f = PEU
∗Af = Âf (0), f ∈ H.
Now let n ∈ N. Then, by (9), (6), (13), (3), (5), inductive hypothesis, and commutation we obtain
the following equalities
(ϕˆ ∗ fˆ)(n) =
n∑
k=0
ϕˆ(k)PEL
n−kU∗f =
n−1∑
k=0
ϕˆ(k)PEL
n−kU∗f + PEL
nAPEU
∗f
=
n−1∑
k=0
ϕˆ(k)PEL
n−1−kU∗ Lf + PEL
nAU∗f − PEL
nATLU∗f
= (ϕˆ ∗ L̂f )(n− 1) + PEL
nU∗Af − PEL
nTALU∗f
= Â L f(n− 1) + Âf(n)− PEL
n−1U∗ALf
= Â L f(n− 1) + Âf(n)− ÂLf (n− 1) = Âf (n).
Hence, ϕˆ ∈ GM(T ) and A = Mϕˆ. 
By the above and Theorem 2(ii) we deduce the following corollaries.
Corollary 5. Let T ∈ B(H) be left-invertible and analytic. Then the commutant of T is unitary
equivalent to the algebra of all generalized multipliers of T .
10 P. DYMEK, A. PŁANETA, AND M. PTAK
Corollary 6. Let T ∈ B(H) be left-invertible and analytic. Then the algebra of all generalized
multipliers of T is closed in SOT and WOT topology.
At the end of this section we state two general lemmas, which will be used later in the proof of
Proposition 16 in the context of weighted shifts on directed trees.
Lemma 7. Let T ∈ B(H) be left-invertible and analytic. If {ϕˆn}
∞
n=0 ∪ {ϕˆ} ⊂ GM(T ) and
Mϕˆn
SOT
−→Mϕˆ, then ϕˆn(m)
SOT
−→ ϕˆ(m) for every m ∈ N0.
Proof. Fix e ∈ E and let f = Ue. By our assumptions Mϕˆnf
H
−→ Mϕˆf . Then Lemma 1(i) and
(7) imply
ϕˆn(m)e = M̂ϕˆnf (m)
E
−→ M̂ϕˆf (m) = ϕˆ(m)e, m ∈ N0.
This proves the Lemma, since e ∈ E is arbitrary. 
Lemma 8. Let T ∈ B(H) be left-invertible and analytic, ϕˆ ∈ M(T ) and let {an}∞n=0 ⊂ C be such
that ϕˆ(n) = anIE for every n ∈ N0. Then
(19)
∞∑
n=0
anz
n is convergent for every z ∈ Dr
and
(20) (Mϕˆf )(z) =
(
∞∑
n=0
anz
n
)
f (z) for every z ∈ Dr and f ∈ H.
Proof. Let z ∈ Dr and let e ∈ E be such that ‖e‖H = 1. Then (Ue)(z) = e, since e ∈ E. As a
consequence we get〈
(MϕˆUe)(z), e
〉
E
=
〈 ∞∑
n=0
anez
n, e
〉
E
=
∞∑
n=0
an
〈
zne, e
〉
E
=
∞∑
n=0
anz
n.
In particular
∑∞
n=0 anz
n is convergent for every z ∈ Dr.
Now, let f ∈ H. It is easily seen that 〈f(z), e〉 =
∑∞
n=0〈fˆ (n), e〉z
n and hence the series∑∞
n=0〈fˆ (n), e〉z
n is convergent for every z ∈ Dr. By this and (19) we obtain〈
(Mϕˆf)(z), e
〉
=
∞∑
n=0
n∑
k=0
ak〈fˆ (n− k), e〉z
n
=
( ∞∑
n=0
anz
n
)
·
( ∞∑
n=0
〈fˆ(n), e〉zn
)
=
( ∞∑
n=0
anz
n
)
〈f(z), e〉.
Thus (20) holds, since e ∈ E is arbitrary. 
4. Weighted shifts on directed trees
One of the most important examples of analytic operators are bounded weighted shift operators
on directed trees with root (see [5, Lemma 3.3]). This class is a subclass of weighted composition
operators (see [3]). Our aim in this section is to show that generalized multipliers with scalar
coefficients (defined in the previous section) and multipliers (defined in [2]) coincide in the case
of left-invertible bounded weighted shift Sλ on rooted directed tree. In order to do this, we
will prove that operators unitarily equivalent to polynomials of Sλ are SOT dense in the space
{Mϕˆ : ϕˆ ∈ M(Sλ)}.
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Let us define the k-th generation of vertices as the set Vk := {v ∈ V : |v| = k}, for some k ∈ N0.
Functions acting on k-th generation of vertices forms the set
ℓ2(Vk) =
{
f ∈ ℓ2(V ) : f(u) = 0 if |u| 6= k
}
, k ∈ N0.
By Pk we denote the orthogonal projection from the space ℓ
2(V ) onto ℓ2(Vk). Let us state a
simple, but very useful lemma, which enables us to consider special type of ℓ2(V ) bases.
Lemma 9. Assume (⋆). Let Sλ ∈ B(ℓ
2(V )) be left-invertible. Then there exists an orthonormal
basis {e′j}j∈J of N (S
∗
λ
) such that for every j ∈ J vector e′j belongs to the space ℓ
2(Vkj ) for some
kj ∈ N0.
Proof. It follows from the orthogonal decomposition of N (S∗
λ
) (cf. [1, equation (23)]). 
Any orthonormal basis satisfying condition from Lemma 9 will be called separated.
In [1], we defined the function fw : V → C for w ∈ T and f : V → C (the rotation of f by the
angle w) by the formula
fw(u) = w
|u|f(u), u ∈ V.
This enabled us to show that polynomials of the operator are SOT-closed in the space of its
multipliers. Before we state the definition of rotation in H, we need to define special diagonal
operators.
Definition 10. Assume (⋆). Let Sλ ∈ B(ℓ2(V )) be left-invertible and let {e′j}j∈J be a separarted
basis of N (S∗
λ
) such that e′j ∈ ℓ
2(Vkj ) for every j ∈ J , where kj ∈ N0. For w ∈ T, we denote by
Dw ∈ B
(
N (S∗
λ
)
)
a diagonal operator given by
Dwe
′
j = w
kj e′j for every j ∈ J.
Now, we are able to define the analogue of the rotation of function in H.
Definition 11. Assume (⋆). Let Sλ ∈ B(ℓ2(V )) be left-invertible and let w ∈ T. If f ∈ H, then by
fw we denote the analytic function U(U
∗f)w ∈ H. Let ϕˆ : N0 → B
(
N (S∗
λ
)
)
. By ϕˆw we denote
the sequence {wnDwϕˆ(n)Dw}∞n=0.
Remark 12. For f ∈ H and w ∈ T one may define the function fw by the formula
∑∞
n=0 fˆ(n)w
nzn
(see [17, Equality (50)]), which is an analytic function in A
(
N (S∗
λ
)
)
. However, in general such
function need not to be inH (the counterexample may be build for the weighted shift from Example
3).
The following proposition is an analogue of [1, Lemma 3.1] for generalized multipliers.
Proposition 13. Assume (⋆). Let Sλ ∈ B(ℓ
2(V )) be left-invertible and let {e′j}j∈J be a separated
basis of N (S∗
λ
) such that e′j ∈ ℓ
2(Vkj ) for every j ∈ J , where kj ∈ N0. Then the following
conditions hold:
(i) f̂w(n) = w
nDw
(
fˆ (n)
)
, for every f ∈ H, w ∈ T, and n ∈ N0.
(ii) For every f ∈ H and w ∈ T, the vector fw belongs to H and ‖f‖ = ‖fw‖.
(iii) For every f ∈ H, the mapping T ∋ w 7→ fw ∈ H is continuous.
(iv) For every ϕˆ ∈ GM(Sλ) and every w ∈ T, the sequence ϕˆw ∈ GM(Sλ) and
Mϕˆwf = (Mϕˆfw)w, f ∈ H.
(v) For every ϕˆ ∈ GM(Sλ), the mapping T ∋ w 7→Mϕˆw ∈ B(H) is SOT-continuous.
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Proof. (i) Let f := U∗f . Then by Definition 11 and the facts that L∗ne′j ∈ ℓ
2(Vkj+n) and
e′j ∈ N (S
∗
λ
) for every n ∈ N0, j ∈ J we have〈
f̂w(n), e
′
j
〉
=
〈
PN (S∗
λ
)L
nU∗(fw), e
′
j
〉
= 〈Lnfw, e
′
j〉 = 〈fw, L
∗ne′j〉
= 〈fw, Pn+kjL
∗ne′j〉 = 〈Pn+kjfw, L
∗ne′j〉 = 〈w
n+kjPn+kjf, L
∗ne′j〉
= wn+kj 〈PN (S∗
λ
)L
nf, e′j〉 = w
n+kj 〈fˆ (n), e′j〉.
As a consequence we obtain the equality
f̂w(n) =
∑
j∈J
〈f̂w(n), e
′
j〉e
′
j =
∑
j∈J
wn+kj 〈fˆ (n), e′j〉e
′
j = w
nDw
(
fˆ(n)
)
.
(ii) and (iii) follow from [1, Lemma 3.1], since U is unitary operator.
(iv) Let ϕˆ ∈ GM(Sλ) and w ∈ T. Then by (9), Definition 11, and (i)
(ϕˆw ∗ fˆ)(n) =
n∑
k=0
ϕˆw(k)fˆ(n− k) =
n∑
k=0
wkDwϕˆ(k)Dwfˆ (n− k)
= wnDw
( n∑
k=0
ϕˆ(k)wn−kDwfˆ(n− k)
)
= wnDw
( n∑
k=0
ϕˆ(k)f̂w(n− k)
)
= wnDw
(
(ϕˆ ∗ f̂w)(n)
)
= wnDw
(
(Mϕˆfw)
̂(n))
=
(
(Mϕˆfw)w
)̂(n), f ∈ H, n ∈ N0.
Thus ϕˆw ∈ GM(Sλ) and Mϕˆwf = (Mϕˆfw)w.
(v) Let ε > 0, w ∈ T, and f ∈ H. Then by (iv), (iii), and (ii)
‖Mϕˆwf −Mϕˆw′f‖ = ‖(Mϕˆfw)w − (Mϕˆfw′)w′‖
6 ‖(Mϕˆfw)w − (Mϕˆfw)w′‖+ ‖(Mϕˆfw)w′ − (Mϕˆfw′)w′‖
< ε+ ‖Mϕˆfw −Mϕˆfw′‖
6 ε+ ‖Mϕˆ‖ · ‖fw − fw′‖ < 2ε
for w′ ∈ T sufficiently close to w. 
Proposition 13 enables us to define the integral∫
T
q(w)Mϕˆw dw ∈ B(H),
for any continuous function q : T → C. This can be done in a similar manner as in [13, Section
3.1.2] or [1, Section 3].
Let CT[X] denotes the set of trigonometric polynomials on T. Given p ∈ CT[X] of degree n ∈ N0,
i.e., p(z) =
∑n
k=−n pkz
k with {pk}nk=−n ⊆ C, we define pˆ : N0 → C to be the mapping such that
pˆ(k) =
{
pk if k ≤ n,
0 if k > n.
In the next two propositions, we will prove that operators unitarily equivalent to polynomials
of Sλ are dense in the space {Mϕˆ : ϕˆ ∈ M(Sλ)} with respect to the SOT topology. In general,
if ϕˆ ∈ GM(Sλ) then the sequence pˆ ϕˆ may not be a generalized multiplier. Hence, the same
argumentation fails for GM(Sλ) space.
Proposition 14. Assume (⋆). Let Sλ ∈ B(ℓ2(V )) be left-invertible. If ϕˆ ∈M(Sλ) and p ∈ CT[X],
then pˆ ϕˆ ∈M(Sλ) and
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∫
T
p(w)Mϕˆw dw = Mpˆ ϕˆ.
Proof. Let ϕˆ ∈ M(Sλ). To prove the claim it is sufficient to consider the function p(w) = wk for
k ∈ Z. By Theorem 2(i) the sequence pˆ ϕˆ belongs to M(Sλ). Let f ∈ H, z ∈ Dr and e ∈ N (S
∗
λ
).
Applying Lemma 8, Definition 11, and the Lebesgue dominated convergence theorem we get the
equalities〈(∫
T
wkMϕˆw dwf
)
(z), e
〉
=
∫
T
〈(
wkMϕˆwf(z), e
〉
dw =
∫
T
wk
∞∑
n=0
ϕˆw(n)z
n〈f(z), e〉dw
=
∫
T
wk
∞∑
n=0
wnϕˆ(n)zn〈f(z), e〉dw
= 〈f(z), e〉
∫
T
∞∑
n=0
wn−kϕˆ(n)zn dw
= 〈f(z), e〉
∞∑
n=0
∫
T
wn−kϕˆ(n)zn dw
=
{
〈f(z), e〉ϕˆ(k)zk if k > 0
0 if k < 0
= 〈(Mpˆ ϕˆf )(z), e〉,
which completes the proof. 
Proposition 15. Assume (⋆). Let Sλ ∈ B(ℓ2(V )) be left-invertible, ϕˆ ∈ M(Sλ) and let
pn(w) =
n∑
k=−n
(
1−
|k|
n+ 1
)
wk, n ∈ N.
Then
(i) pˆnϕˆ ∈M(Sλ),
(ii) for every n ∈ N, ‖Mpˆnϕˆ‖ 6 ‖Mϕˆ‖,
(iii) Mpˆnϕˆ →Mϕˆ in the strong operator topology.
Proof. (i) It follows from Theorem 2.
(ii) See the proof of [1, Lemma 3.3(ii)] and use Propositions 14 and 13.
(iii) Let T = USλU∗. Applying equality ℓ2(V ) =
∨∞
n=0 S
n
λ
N (S∗
λ
) (see [1, Lemma 6.4]) we
obtain that H =
∨∞
n=0 T
n UN (S∗
λ
), where
∨∞
n=0Xn stands for the smallest closed linear subspace
of H such that Xk ⊂
∨∞
n=0Xn for every k ∈ N0. Now, by (ii) and the fact that T commutes with
M
ψˆ
for every ψˆ ∈M(Sλ), it is sufficient to show that
MpˆnϕˆUe→MϕˆUe, for every e ∈ N (S
∗
λ).
Let {e′j}j∈J be a separated basis for N (S
∗
λ
) and let e′j ∈ ℓ
2(Vkj ) for some kj ∈ N0. We will show
that
MpˆnϕˆUe
′
j →MϕˆUe
′
j for every j ∈ J.
Let j ∈ J . Since MϕˆUe′j ∈ H then there exists g ∈ ℓ
2(V ) such that MϕˆUe
′
j = Ug. In particular,
applying Lemma 1(i)
(21) ϕˆ(m)e′j = M̂ϕˆUe
′
j(m) = Ûg(m) = PN (S∗λ)L
mg.
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Now, for every n ∈ N, let gn : V → C be such that
gn(u) = pˆn
(∣∣|u| − kj ∣∣)g(u).
Then gn ∈ ℓ2(V ) for every n ∈ N. Moreover, for every m ∈ N0 and l ∈ J we have by (21)
〈PN (S∗
λ
)L
mgn, e
′
l〉 = 〈gn, L
∗me′l〉 = 〈Pm+klgn, L
∗me′l〉 = pˆn
(
|m+ kl − kj |
)
〈Pm+klg, L
∗me′l〉
= pˆn
(
|m+ kl − kj |
)
〈PN (S∗
λ
)L
mg, e′l〉 = pˆn
(
|m+ kl − kj |
)
ϕˆ(m)〈e′j , e
′
l〉.
Thus by Lemma 1(i)
Ûgn(m) = PN (S∗
λ
)L
mgn =
∑
l∈J
〈PN (S∗
λ
)L
mgn, e
′
l〉e
′
l =
∑
l∈J
pˆn
(
|m+ kl − kj |
)
ϕˆ(m)〈e′j , e
′
l〉e
′
l
= pˆn(m)ϕˆ(m)e
′
j = (MpˆnϕˆUe
′
j)̂(m), m ∈ N0.
Hence Ugn = MpˆnϕˆUe
′
j for every n ∈ N. Since gn(u)→ g(u) and |gn(u)| 6 |g(u)| for every u ∈ V
we deduce by Lebesgue dominated convergence theorem that gn → g in ℓ2(V ). Thus
MpˆnϕˆUe
′
j = Ugn → Ug = MϕˆUe
′
j ,
which completes the proof. 
Now, we are ready to prove that generalized multipliers whose coefficients are multiple of the
identity operator and classical multipliers (see [2, 1]) for a weighted shifts on directed trees are in
fact the same object.
Proposition 16. Let T = (V,E) be a countably infinite rooted and leafless directed tree, λ =
{λv}v∈V ◦ ⊆ (0,∞) and let Sλ ∈ B(ℓ2(V )) be left-invertible weighted shift on T with weights
λ. Let {an}∞n=0 ⊂ C. Define ϕˆ : N0 → C, ϕˆ(n) = an for n ∈ N0 and let ψˆ : N0 → B
(
N (S∗
λ
)
)
,
ψˆ(n) = anIN (S∗
λ
) for n ∈ N0. Then,
ϕˆ is a multiplier for Sλ if and only if ψˆ is a generalized multiplier for Sλ.
Moreover, if the above conditions are met, then Mλϕˆ = U
∗M
ψˆ
U .
Proof. Let ϕˆ be a multiplier for Sλ. Let, for n ∈ N0, denote by pˆn : N0 → C the coefficients of the
n-th Fejer kernel, i.e.,
pˆn(m) =
{
1− |m|
n+1 if m ≤ n,
0 if m > n.
Then by [2, Theorem 4.4(ii)] the sequence pˆnϕˆ is a multiplier and by [1, Corollary 3.4] we know that
Mλpˆnϕˆ
SOT
−→Mλϕˆ . On the other hand M
λ
pˆnϕˆ
is unitarily equivalent to M
pˆnψˆ
, i.e., Mλpˆnϕˆ = U
∗M
pˆnψˆ
U .
ThusM
pˆnψˆ
SOT
−→ UMλϕˆU
∗. Since generalized multipliers are SOT-closed (see Corollary 6) we obtain
the equality UMλϕˆU
∗ = M
ψˆ0
for some ψˆ0 : N0 → B(N (S∗λ)), ψˆ0 ∈ GM(Sλ). From Lemma 7 for
every m ∈ N0 we get pˆn(m)ψˆ(m)
SOT
−→ ψˆ0(m). In particular, ψˆ(m) = ψˆ0(m), since pˆn(m) → 1 for
every m ∈ N0. Therefore ψˆ ∈ GM(Sλ) and Mλϕˆ = U
∗M
ψˆ
U .
To prove the reverse implication let us assume that ψˆ ∈ M(Sλ). Then by Proposition 15
M
pˆnψˆ
SOT
−→M
ψˆ
. Hence Mλpˆnϕˆ = U
∗M
pˆnψˆ
U
SOT
−→ U∗M
ψˆ
U . Since multipliers are SOT-closed (see [1,
Proposition 3.5.]) Mλpˆnϕˆ
SOT
−→ U∗M
ψˆ
U = Mλϕˆ0 for some ϕˆ0 ∈ M(λ). This and (2) imply that for
every m ∈ N0 we have pn(m)ϕˆ(m)→ ϕˆ0(m) when n→∞. Thus ϕˆ = ϕˆ0 ∈M(λ). 
On the basis of the above proposition and [1, Theorem 3.6.] we get the following corollary.
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Corollary 17. Assume (⋆). If Sλ ∈ B(ℓ2(V )) is left-invertible, then
{U∗MϕˆU : ϕˆ ∈M(Sλ)} =W(Sλ).
5. Balanced weighted shifts on directed trees
In this section, we restrict our attention to the particular case of weighted shifts. This special
class of operators admit the Wold-type decomposition. Below, we recall the definition of balanced
weighted shifts on directed trees.
Definition 18. Let T = (V,E) be a countably infinite rooted and leafless directed tree, λ =
{λv}v∈V ◦ ⊆ (0,∞) and let Sλ be a bounded weighted shift on T with weights λ. If
‖Sλeu‖ = ‖Sλev‖ for every u, v ∈ V such that |u| = |v|,
then we say that Sλ is balanced.
It is a large class of operators. The examples can be found in [6, Section 5] or in Example
34. First, let us note that the orthogonality of two vectors concentrated on one generation (i.e.
elements of ℓ2(Vk) for some k ∈ N0) is preserved by Sλ. The proof of this fact is based on the
following lemma.
Lemma 19. Assume (†). Let Sλ ∈ B(ℓ2(V )) be balanced and let f ∈ ℓ2(Vk), g ∈ ℓ2(Vl) for some
k, l ∈ N0. If u′ ∈ Vk+n, then
(22) 〈Sn
λ
f, Sn
λ
g〉 =
n∏
j=1
‖Sλeparj(u′)‖
2〈f, g〉, n ∈ N0.
Proof. The equality (22) is obvious for n = 0. Assume now that n = 1. Note that Sλf ∈ ℓ2(Vk+1)
and Sλg ∈ ℓ2(Vl+1), since f ∈ ℓ2(Vk), g ∈ ℓ2(Vl). If l 6= k, then ℓ2(Vk+1) ⊥ ℓ2(Vl+1) and
ℓ2(Vk) ⊥ ℓ2(Vl). Hence 〈Sλf, Sλg〉 = 0 and 〈f, g〉 = 0. Assume now, that l = k. By the definition
of the subspace ℓ2(Vk) we have f =
∑
u∈Vk
f(u)eu and g =
∑
v∈Vk
g(v)ev. Since Sλ is balanced,
‖Sλeu‖ = ‖Sλepar(u′)‖ for every u ∈ Vk. Then the definition of Sλ and orthogonality of the family
{eu : u ∈ V } implies the following equalities
〈Sλf, Sλg〉 =
〈
Sλ
( ∑
u∈Vk
f(u)eu
)
, Sλ
( ∑
v∈Vk
g(v)ev
)〉
=
〈 ∑
u∈Vk
∑
w∈Chi(u)
λwf(u)ew,
∑
v∈Vk
∑
z∈Chi(v)
λzg(v)ez
〉
=
∑
u,v∈Vk
∑
w∈Chi(u)
∑
z∈Chi(v)
λwf(u)λzg(v)〈ew, ez〉 =
∑
u∈Vk
∑
w∈Chi(u)
|λw |
2f(u)g(u)
=
∑
u∈Vk
‖Sλeu‖
2f(u)g(u) = ‖Sλepar(u′)‖
2
∑
u∈Vk
f(u)g(u) = ‖Sλepar(u′)‖
2〈f, g〉.
The rest of the claim follows by the inductive argument. 
Corollary 20. Assume (†). Let Sλ ∈ B(ℓ2(V )) be balanced and let f ∈ ℓ2(Vk), g ∈ ℓ2(Vl) for
some k, l ∈ N0. If f and g are orthogonal then
Sn
λ
f ⊥ Sn
λ
g, n ∈ N0.
By the above Corollary and [1, Theorem 6.4] we deduce that balanced weighted shifts are in
fact orthogonal sums of classical weighted shifts.
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Corollary 21. Assume (†). Let Sλ ∈ B(ℓ2(V )) be balanced and let {e′j}j∈J be a separated basis
of N (S∗
λ
). Then
Sλ =
⊕
j∈J
Sλ|lin{Sn
λ
e′j : n∈N0}
.
Below, we give the characterization of commutant of balanced weighted shifts with finite dimen-
sional kernel N (S∗
λ
). We will need the following notation which allude to [17]. For two sequences
a = {an}∞n=0, b = {bn}
∞
n=0 ∈ C
N0 we define its classical Cauchy multiplication a ∗ b by the formula
(a ∗ b)(n) =
∑n
k=0 akbn−k, n ∈ N0. For given β1, β2 ∈ (0,+∞)
N0 we set
H∞(β1, β2) :=
{
a ∈ CN0 : a ∗ b ∈ ℓ2(β2) for every b ∈ ℓ
2(β1)
}
,
where for any sequence β = {βn}∞n=0 ⊂ (0,+∞) the symbol ℓ
2(β) denotes the weighted ℓ2 space{
{an}∞n=0 ∈ C
N0 :
∑∞
n=0 |an|
2βn <∞
}
. In particular case H∞(β) := H∞(β, β) if β ∈ (0,+∞)N0 .
Lemma 22. Assume (†). Let Sλ ∈ B(ℓ2(V )) be balanced and bounded from below by constant
c > 0. Assume that {e′j}j∈J is a separated basis of N (S
∗
λ
). Then
(i) for every i, j ∈ J there exists constants cij > 0 and Cij > 0 such that
cij ≤
‖Sn
λ
e′i‖
‖Sn
λ
e′j‖
≤ Cij , n ∈ N0.
(ii) H∞
(
{‖Sne′j‖
2}∞n=0, {‖S
ne′i‖
2}∞n=0
)
= H∞
(
{‖Sn
λ
eroot‖
2}∞n=0
)
for every i, j ∈ J .
Proof. (i) Let {cn}∞n=0 ⊂ R be a sequence such that ‖Sλeu‖ = cn if |u| = n. Let kl ∈ N0 satisfies
the condition e′l ∈ ℓ
2(Vkl) for l ∈ J . Then by (19) for every n > |kj − ki| we have the estimation
‖Sn
λ
e′i‖
‖Sn
λ
e′j‖
=
cki · · · cki+n−1
ckj . . . ckj+n−1
≤
(
‖Sλ‖
c
)|kj−ki|
.
This completes the proof since i, j ∈ J are arbitrary.
(ii) It follows from (i), since we can choose {e′j}j∈J such that eroot = e
′
j for some j ∈ J . 
Remark 23. Assume (†). Suppose that Sλ ∈ B(ℓ2(V )) is balanced. Then, [1, Theorem 6.4.]
implies that every f ∈ ℓ2(V ) can be decomposed as
⊕∞
n=0 S
n
λ
fn, where fn ∈ N (S∗λ) for n ∈ N0.
Thus we have the following characterization of H. Namely, if {fn}∞n=0 ⊂ N (S
∗
λ
), then
∞∑
n=0
fnz
n is convergent for every z ∈ Dr and f ∈ H, where f(z) =
∞∑
n=0
fnz
n, z ∈ Dr,
if and only if
∞∑
n=0
∥∥Snλfn∥∥2 <∞.
(23)
Theorem 24. Let T = (V,E) be a countably infinite rooted and leafless directed tree, and λ =
{λv}v∈V ◦ ⊆ (0,∞). Assume that Sλ ∈ B(ℓ2(V )) is balanced and left-invertible. Assume also that
dimN (S∗
λ
) <∞ and {e′j}j∈J is a separated basis of N (S
∗
λ
). Then
GM(Sλ) =
{
ϕˆ : N0 → B
(
N (S∗λ)
)∣∣∣{〈ϕˆ(n)e′j , e′i〉}∞n=0 ∈ H∞({‖Sneroot‖2}∞n=0), i, j ∈ J}.
Proof. Let f =
∑∞
n=0 fˆ(n)z
n be a vector in A(N (S∗
λ
)) and let αn,j = 〈fˆ (n), e′j〉 for n ∈ N0 and
j ∈ J . Then∑
j∈J
∞∑
n=0
|αn,j |
2‖Sn
λ
e′j‖
2 =
∞∑
n=0
∑
j∈J
|αn,j|
2‖Sn
λ
e′j‖
2 =
∞∑
n=0
∥∥Sn
λ
(∑
j∈J
αn,je
′
j
)∥∥2 = ∞∑
n=0
∥∥Sn
λ
fˆ (n)
∥∥2.
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Hence, by (23)
f ∈ H if and only if {αn,j}
∞
n=0 ∈ ℓ
2
(
{‖Sn
λ
e′j‖
2}∞n=0
)
for every j ∈ J.
Let ϕˆ : N0 → B(N (S∗λ)) and let a
(n)
i,j := 〈ϕˆ(n)e
′
j , e
′
i〉 for n ∈ N0 and i, j ∈ J . Then ϕˆ can be
represented as the matrix:
ϕˆ(n) =
[
a
(n)
i,j
]
i,j∈J
, n ∈ N0.
Note that
∞∑
n=0
‖Snλ
(
(ϕˆ ∗ fˆ)(n)
)
‖2 =
∞∑
n=0
∥∥∥Snλ( n∑
k=0
ϕˆ(k)fˆ (n− k)
)∥∥∥2 = ∞∑
n=0
∥∥∥Snλ( n∑
k=0
ϕˆ(k)
∑
j∈J
αn−k,je
′
j
)∥∥∥2
=
∞∑
n=0
∥∥∥∑
j∈J
n∑
k=0
αn−k,jS
n
λ
(
ϕˆ(k)e′j
)∥∥∥2 = ∞∑
n=0
∥∥∥∑
j∈J
n∑
k=0
∑
i∈J
αn−k,ja
(k)
i,j S
n
λe
′
i
∥∥∥2(24)
=
∞∑
n=0
∑
i∈J
∥∥∥ n∑
k=0
∑
j∈J
αn−k,ja
(k)
i,j S
n
λe
′
i
∥∥∥2.
Assume that ϕˆ ∈ GM(Sλ) and fix i0, j0 ∈ J . Hence, by Remark 23 we have
∞∑
n=0
∑
i∈J
∥∥∥ n∑
k=0
∑
j∈J
αn−k,ja
(k)
i,j S
n
λe
′
i
∥∥∥2 = ∞∑
n=0
∥∥Snλ((ϕˆ ∗ fˆ)(n))∥∥2 = ∞∑
n=0
∥∥Snλ(M̂ϕˆf (n))∥∥2 <∞,
for any f ∈ H. Let {αn}∞n=0 ∈ ℓ
2(‖Sn
λ
e′j0‖
2) and define g(z) =
∑∞
n=0 αne
′
j0
zn for z ∈ Dr. Then
g ∈ H by (23) and
∞∑
n=0
∣∣∣ n∑
k=0
αn−ka
(k)
i0,j0
∣∣∣2‖Snλe′i0‖2 <∞,
which means that
{
αn
}∞
n=0
∗
{
a
(n)
i0,j0
}∞
n=0
∈ ℓ2
(
{‖Sn
λ
e′i0‖
2}∞n=0
)
. Since
{
αn
}∞
n=0
is arbitrary we
obtain that {
a
(n)
i0,j0
}∞
n=0
∈ H∞
(
{‖Sne′j0‖
2}∞n=0, {‖S
ne′i0‖
2}∞n=0
)
,
which is equivalent, by Lemma 22(ii), to the condition{
a
(n)
i0,j0
}∞
n=0
∈ H∞
(
{‖Sneroot‖
2}∞n=0
)
.
Thus the left hand side is contained in the right hand side.
Now, suppose that ϕˆ satisfies{
a
(n)
ij
}∞
n=0
=
{〈
ϕˆ(n)e′j , e
′
i
〉}∞
n=0
∈ H∞
(
{‖Sneroot‖
2}∞n=0
)
, i, j ∈ J,
which, by Lemma 22(ii) is equivalent to the condition{
a
(n)
ij
}∞
n=0
=
{〈
ϕˆ(n)e′j , e
′
i
〉}∞
n=0
∈ H∞
(
{‖Sne′j‖
2}∞n=0, {‖S
ne′i‖
2}∞n=0
)
, i, j ∈ J.
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Let f ∈ H. Then by (24), the definition of ∗, triangle inequality and the fact that {αn,j}∞n=0 ∈
ℓ2
(
{‖Sn
λ
e′j‖
2}∞n=0
)
for every j ∈ J we obtain
∞∑
n=0
∥∥∥Snλ((ϕˆ ∗ fˆ )(n))∥∥2 = ∞∑
n=0
∑
i∈J
∥∥∥ n∑
k=0
∑
j∈J
αn−k,ja
(k)
i,j S
n
λe
′
i
∥∥∥2
=
∑
i∈J
∞∑
n=0
∣∣∣∑
j∈J
n∑
k=0
αn−k,ja
(k)
i,j
∣∣∣2 · ∥∥Snλe′i∥∥2
=
∑
i∈J
∞∑
n=0
∣∣∣∑
j∈J
({
αk,j
}∞
k=0
∗
{
a
(k)
i,j
}∞
k=0
)
(n)
∣∣∣2 · ∥∥Snλe′i∥∥2
6 2
∑
i∈J
∑
j∈J
∞∑
n=0
∣∣∣({αk,j}∞k=0 ∗ {a(k)i,j }∞k=0)(n)∣∣∣2 · ∥∥Snλe′i∥∥2 <∞.
Hence ϕˆ ∈ GM(Sλ), which completes the proof. 
This combined with Theorem 4 give us the following characterization of commutant of balanced
weighted shift with finite dimensional kernel N (S∗
λ
).
Corollary 25. If the assumption of Theorem 24 are satisfied and U is given by (4) with T = Sλ,
then the set {Sλ}′ - the commutant of Sλ, can be expressed as
U{Sλ}
′U∗ =
{
Mϕˆ
∣∣∣ϕˆ : N0 → B(N (S∗λ)), {〈ϕˆ(n)e′j , e′i〉}∞n=0 ∈ H∞({‖Sneroot‖2}∞n=0), i, j ∈ J}.
From Theorem 24 we deduce the following corollary.
Corollary 26. Assume (⋆). Let Sλ ∈ B(ℓ2(V )) be balanced and bounded from below. Assume
that dimN (S∗
λ
) <∞. Then for every A ∈ B
(
N (S∗
λ
)
)
the sequence ϕˆ : N0 → B
(
N (S∗
λ
)
)
given by
the formula ϕˆ(n) = χ{m}(n)A for some m ∈ N0 is a generalized multiplier for Sλ.
Proof. Let {e′j}j∈J be a separated basis of N (S
∗
λ
). Fix i, j ∈ J and denote by ai,j = {a
(n)
i,j }
∞
n=0
the sequence of complex numbers such that a
(n)
i,j := 〈ϕˆ(n)e
′
j , e
′
i〉 for n ∈ N0. Let {αn}
∞
n=0 ∈
ℓ2
(
‖Sn
λ
eroot‖2
)
. Then
∞∑
n=0
∣∣(ai,j ∗ α)(n)∣∣2‖Snλeroot‖2 = ∞∑
n=m
∣∣a(m)i,j αn−m∣∣2‖Snλeroot‖2 = |a(m)i,j |2 ∞∑
n=0
∣∣αn∣∣2‖Sn+mλ eroot‖2
≤ |a
(m)
i,j |
2‖Smλ ‖
2
∞∑
n=0
∣∣αn∣∣2‖Snλeroot‖2 <∞.
This and Theorem 24 imply that ϕˆ ∈ GM(Sλ). 
6. Reflexivity
In this section we are going to prove two independent criteria for reflexivity of weighted shifts
on directed trees. One of them is a stronger version of [1, Theorem 4.3]. Let us state two general
lemmas (see Section 3 for used notation) for left-invertible, analytic operator T ∈ B(H). The first
one shows that all numbers from Dr are eigenvalues for the operator T , which is unitary equivalent
to T . For the sake of completness we give a proof of this lemma (see also [5, Proof of Theorem
5.1]).
Lemma 27. Let T ∈ B(H) be left-invertible and analytic. Then
(i) T ∗ kH(·, λ)e = λkH(·, λ)e for every e ∈ E and λ ∈ Dr,
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(ii) σp(T
∗) ⊃ Dr.
Proof. (i) Let f ∈ H, λ ∈ Dr and e ∈ E. By properties (8) and the defintion of T we get the
following equalities
〈f , T ∗ kH(·, λ¯)e〉H = 〈T f , kH(·, λ¯)e〉H = 〈(T f)(λ¯), e〉E
= 〈λ¯f(λ¯), e〉E = λ¯〈f (λ¯), e〉E = 〈f , λkH(·, λ¯)e〉H,
which proves (i).
(ii) It is a direct consequence of (i). 
In the next lemma we consider linear independence of functions kH(·, λ)e1,. . ., kH(·, λ)en ∈ H,
which will be used in the proof of the first criterion for reflexivity.
Lemma 28. Let T ∈ B(H) be left-invertible and analytic. Assume that e1, . . . , en ∈ E are linearly
independent. Then the functions kH(·, λ)e1,. . ., kH(·, λ)en are linearly independent in H, where
λ ∈ Dr.
Proof. Fix λ ∈ Dr and assume that
n∑
j=1
αjkH(·, λ)ej = 0, for some α1, . . . , αn ∈ C.
Let f(z) =
∑n
j=1 αjej for every z ∈ Dr. Then f ∈ H, since it is a constant function. Moreover,
we have
0 =
〈
f ,
n∑
j=1
αjkH(·, λ)ej
〉
H
=
n∑
j=1
αj〈f , kH(·, λ)ej〉H
=
n∑
j=1
αj〈f(λ), ej〉E =
〈
f(λ),
n∑
j=1
αjej
〉
E
=
∥∥∥ n∑
j=1
αjej
∥∥∥2, f ∈ H.
This and the linear independence of e1, . . . , en imply α1 = . . . = αn = 0, which completes the
proof. 
Now, we are going to prove two criteria, the main results of this section. First of them is based
on the form of the generalized multipliers, whose coefficients are multiple of the identity operator
(see Proposition 16). Let us notice that the criterion for reflexivity of left-invertible analytic
operator was stated in [6, Theorem 4.1 and Corollary 4.5]. Contrary to the mentioned criterion
we do not assume that the operator is polynomially bounded and that the spectral radius of the
Cauchy dual is not greater than 1, which are quite restrictive (consider the unilateral weighted
shift multiplied by a constant).
Theorem 29. Let T ∈ B(H) be left-invertible and analytic. Assume that{
U∗MϕˆU : ϕˆ ∈ M(T )
}
=W(T ).
Then T is reflexive.
Proof. Let A ∈ Alg LatT , then A∗ ∈ Alg Lat T ∗, where A = UAU∗. By Lemma 27(i) there exists
a function ϕ : Dr × E→ C such that
A∗kH(·, λ)e = ϕ(λ, e)kH(·, λ)e.(25)
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Hence Lemma 27(i) implies that
T ∗A∗kH(·, λ)e = ϕ(λ, e)λkH(·, λ)e = A
∗ T ∗ kH(·, λ)e.(26)
By (8) the set {kH(·, λ)e : λ ∈ Dr, e ∈ E} is linearly dense in H. This and equation (26) leads to
the equality T A = AT . Hence by Theorem 4
(27) A = M
ψˆ
for some ψˆ ∈ GM(T ).
Let kλ,e := kH(·, λ¯)e, where λ ∈ Dr, e ∈ E. We are going to show that the value of ϕ(λ, e) does
not depend on e ∈ E \ {0}. First, we assume that dimE = 1. Let e ∈ E \ {0} and α ∈ C \ {0}. It
is obvious that kλ,αe = αkλ,e. Hence by (25), we have
ϕ(λ, αe)kλ,e = α
−1ϕ(λ, αe)kλ,αe = α
−1A∗kλ,αe = A
∗kλ,e = ϕ(λ, e)kλ,e.
Therefore ϕ(λ, αe) = ϕ(λ, e), since kλ,e 6= 0, by Lemma 28.
Now, let dimE > 2. Choose e, e′ ∈ E such that e and e′ are linearly independent. Applying
(25) once more we obtain
ϕ(λ, e)kλ,e + ϕ(λ, e
′)kλ,e′ = A
∗kλ,e +A
∗kλ,e′ = A
∗kλ,e+e′
= ϕ(λ, e + e′)kλ,e+e′ = ϕ(λ, e + e
′)kλ,e + ϕ(λ, e + e
′)kλ,e′ .
Hence the linear independence of kλ,e and kλ,e′ implies that ϕ(λ, e) = ϕ(λ, e + e
′) = ϕ(λ, e′). If
e, e′ ∈ E \ {0} are linearly dependent, then we repeat the argument for one-dimensional case.
Since the values of ϕ(λ, e) does not depend on e ∈ E\{0} we may define the function ϕ0 : Dr → C
such that ϕ0(λ) = ϕ(λ, e) for every λ ∈ Dr and e ∈ E \ {0}. Thus by (8) and (25) we have the
following equalities
〈(Af )(λ), e〉E = 〈Af , kλ¯,e〉H = 〈f ,A
∗kλ¯,e〉H = 〈f , ϕ(λ¯, e)kλ¯,e〉H
= 〈ϕ(λ, e)f(λ), e〉E = 〈ϕ0(λ)f (λ), e〉E, f ∈ H, λ ∈ Dr, e ∈ E.
Now, we apply the above equality to function f = Ue and by (27) and Lemma 1 we obtain
‖e‖2ϕ0(λ) =
〈
ϕ0(λ)(Ue)(λ), e
〉
E
=
〈
(AUe)(λ), e
〉
E
=
〈
(M
ψˆ
Ue)(λ), e
〉
E
=
〈 ∞∑
n=0
ψˆ(n)eλn, e
〉
E
=
∞∑
n=0
〈ψˆ(n)e, e〉Eλ
n, λ ∈ Dr.
Therefore ϕ0 is analytic in Dr. Let ϕ̂0 : N0 → C be the sequence of the coefficients of ϕ0 i.e.
ϕ0(λ) =
∑∞
n=0 ϕ̂0(n)λ
n for every λ ∈ Dr. In particular, ϕ̂0(n) =
〈ψˆ(n)e,e〉E
‖e‖2 for every e ∈ E and
n ∈ N0. Thus ψˆ(n) = ϕ̂0(n)IE for every n ∈ N0, which means that ψˆ ∈ M(T ). Hence, by (27)
and the assumption of the theorem
A = U∗AU = U∗M
ψˆ
U ∈ W(T ),
which implies the reflexivity of T . 
In case of left-invertible weighted shift operator on directed tree the assumption of Theorem 29
is automatically satisfied by Corollary 17. Hence, any such operator is reflexive.
Corollary 30. Assume (⋆). If Sλ ∈ B(ℓ2(V )) is left-invertible, then Sλ is reflexive.
Now, we are going to prove the second criterion for reflexivity of weighted shift operator, which
is a generalization of [1, Theorem 4.3]. Note that we do not assume left-invertibility of the operator.
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Theorem 31. Suppose that T = (V,E) is a countably infinite rooted and leafless directed tree,
and λ = {λv}v∈V ◦ ⊆ (0,∞). Let P = (VP , EP) ∈ P and λP = {λv}v∈V ◦
P
. If Sλ ∈ B(ℓ2(V ))
and SλP ∈ B(ℓ
2(VP)) is reflexive, then Sλ is reflexive.
Proof. Suppose that A ∈ Alg LatSλ. Then A
∗ ∈ Alg LatS∗
λ
. Careful inspection of [1, Lemma
4.2(ii)] shows that A∗|ℓ2(VP) ∈ Alg Lat(S
∗
λ
|ℓ2(VP)) and
A∗|ℓ2(VP) =
(
MλPϕˆ
)∗
with some ϕˆ ∈M(λP).(28)
Let v ∈ V and let u ∈ P be such that |u| = |v|. Define n := |v|. Let Luv (resp. Lv) denote the
invariant closed subspace for S∗
λ
generated by f = λroot |veu − λroot |uev (resp. generated by ev).
We are going to determine the coefficients awt := 〈A∗ew, et〉 for w, t ∈ V .
We say that vertex t is an ancestor of w if w ∈ Des(t). We denote this relation by t ≺ w. [1,
Equality (4)] gives value of MλPϕˆ on the basis, hence one can show that(
MλPϕˆ
)∗
ew =
∑
t:t≺w
λt|wϕˆ(|w| − |t|)et, w ∈ VP .
First, we observe that A∗ev ∈ Lv , since Lv ∈ LatS∗λ ⊂ LatA
∗ and ev ∈ Lv. Thus avw = 0 if
w ⊀ v. As a consequence, by (28) we get
A∗f = λroot |v
∑
t:t≺u
λt|uϕˆ(|u| − |t|)et − λroot |u
∑
w:w≺v
avwew.(29)
On the other hand, if k ∈ N0 and k ≤ n, then
S∗kλ f = λroot |vλpark(u)|uepark(u) − λroot |uλpark(v)|vepark(v).(30)
In particular S∗n
λ
f = 0. Since LatS∗
λ
⊂ LatA∗ we obtain that Luv ∈ LatA∗. Thus
A∗f = α0f + α1S
∗
λ
f + . . .+ αn−1S
∗(n−1)
λ
f,(31)
for some {αk}
n−1
k=0 ⊂ C.
Let w ≺ v and let t ∈ P be such that |t| = |w| = n − k for some k ∈ {0, . . . , n}. Now, let us
consider two cases:
• t = w
Comparing coefficients at ew in formulas (29) and (31) and using (30), we get
λroot |vλt|uϕˆ(k)− λroot |uavw = αk(λroot |vλt|u − λroot |uλw|v).
Since, the right hand side is equal to 0 and λs 6= 0 for s ∈ V ◦, we obtain
avw = λw|vϕˆ(|v| − |w|).
• t 6= w
Using (29), (30), and (31) once more and comparing coefficients at et and ew respectively
we get
λroot |vλt|uϕˆ(k) = αkλroot |vλt|u and λroot |uavw = αkλroot |uλw|v.
Hence
αk = ϕˆ(k) and avw = αkλw|v = λw|vϕˆ(|v| − |w|).
Summarizing, for every v ∈ V
〈A∗ev, ew〉 = avw =
{
λw|vϕˆ(|v| − |w|) if w ≺ v,
0 if w ⊀ v.
.
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Now, we define the mapping Γλϕˆ given by the formula (1). We will show that ϕˆ is a multiplier
for Sλ (consider the whole tree). First, we will show that {ev : v ∈ V } ⊂ D(Mλϕˆ ). For v ∈ V we
have∑
w∈V
∣∣(Γλϕˆ ev) (w)∣∣2 = ∑
w:v≺w
|λv|wϕˆ(|w| − |v|)|
2 =
∑
w∈V
|〈ev, A
∗ew〉|
2 =
∑
w∈V
|〈Aev, ew〉|
2 = ‖Aev‖
2.
Hence ev ∈ D(Mλϕˆ ) for every v ∈ V . Moreover by (2)
〈Aev, ew〉 =
{
λv|wϕˆ(|w| − |v|) if v ≺ w,
0 if v ⊀ w.
= 〈Mλϕˆ ev, ew〉.
Thus we obtain that A|lin{ev : v∈V } ⊂ M
λ
ϕˆ . Since A ∈ B(ℓ
2(V )) and Mλϕˆ is closed, we get the
equality A = Mλϕˆ . Thus A ∈ W(Sλ) by [1, Theorem 3.6.], which completes the proof. 
Next two examples show that two criteria for reflexivity of weighted shift on directed tree -
Theorem 31 and Corollary 30 - are independent.
Example 32. Let T2 = (V2, E2) be the directed tree as in the Example 3. Define P1 = (V1, E1)
where
V1 =
{
(0, 0)
}
∪
{
(1, j) : j ∈ N
}
,
E1 =
{(
(0, 0), (1, 1)
)}
∪
{(
(1, j), (1, j + 1)
)
: j ∈ N
}
.
Let Sλ be a weighted shift on T2 with weights λ = {λv}v∈V ◦
2
given by
λ(i,j) =
{
1 for i = 1 and j ∈ N,
1
2j for i = 2 and j ∈ N.
Then Sλ ∈ B(ℓ
2(V )) is not left-invertible since lim
j→∞
Sλe2j = 0. Hence, the assumption of Corollary
30 is not satisfied. On the other hand, Sλ|P1 is an isometric unilateral weighted shift and thus it
is reflexive. By Theorem 31 the whole operator Sλ is reflexive by [16].
Now, let us define a directed tree, which grows rapidly, i.e., the number of children is multiplied
by 4 in next generation. More precisely, each vertex in n-th generation has 22n+2 children and the
number of vertexes in n-th generation equals to 2(n+1)n.
Definition 33. Let T4 = (V4, E4) be a rooted directed tree (see Figure 2) such that
V4 =
{
(m,n) ∈ N20 : n ≤ 2
m(m+1) − 1
}
,
E4 =
{(
(m,n), (m+ 1, k)
)
: n22m+2 ≤ k ≤ (n+ 1)22m+2 − 1, m, n, k ∈ N0
}
.
(0, 0)
(1, 0)
1
4
1
4
1
2
(1, 1)
1
4
1
4
1
2
(1, 2)
1
4
1
4
1
2
(1, 3)
1
4
1
4
1
2
Figure 2
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Example 34. Let Sλ be a weighted shift on a directed tree T4 = (V4, E4) with weights λ =
{λv}v∈V ◦
4
⊂ C such that λv = 2−|v|, v ∈ V ◦4 . Then the operator SλP is not reflexive for every
P ∈ P (see [17, Corolllary 1, pp.105]). Hence, the assumption of Theorem 31 is not satisfied. On
the other hand, Sλ is an isometry (is left-invertible) and by Corollary 30 it is reflexive.
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