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Abstract
Empirical likelihood is a popular nonparametric method for inference and esti-
mation. In this article, we propose a Bayesian elastic net model that is based on
empirical likelihood for variable selection. The proposed method incorporates inter-
pretability and robustness from Bayesian empirical likelihood approach. We derive
asymptotic distributions of coefficients for credible intervals. The posterior distribu-
tion of Bayesian empirical likelihood does not have a closed-form analytic expression
and has nonconvex domain, which causes implementation of MCMC challenging. To
solve this problem, we implement the Hamiltonian Monte Carlo approach. Simulation
studies and real data analysis demonstrate the advantages of the proposed method
in variable selection and prediction accuracy.
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1 Introduction
Regularization methods have been introduced to a linear model improve the prediction
accuracy and interpretability by introducing a penalty term to the least squares criterion;
lasso that implements l1 penalty (Tibshirani, 1996), ridge that adds l2 penalty (Tikhonov
and Nikolayevich, 1943), elastic net (EN) that introduces a combination of l1 and l2 penal-
ties (Zou and Hastie, 2005), and non-convex penalties (Fan and Li, 2001; Zhang, 2010).
EN shows better performances compared to the lasso while preserving a sparse variable
selection property (Zou and Hastie, 2005).
The penalized regression approaches have an intuitive Bayesian counterpart stemming
from introducing penalty terms in the form of priors. For instance, Bayesian lasso (BL)
(Park and Casella, 2008) uses a double-exponential (or called a Laplace) prior and Bayesian
elastic net (BEN) (Li and Lin, 2010) uses an informative prior that is a compromise between
normal and Laplace priors. The non-convex penalties also have been implemented including
spike-and-slab prior (Ishwaran and Rao, 2005), horseshoe prior (Carvalho et al., 2010), and
hyperlasso (Griffin and Brown, 2011).
The Bayesian approaches on regularization regression have several advantages. First,
the Bayesian methods provide a natural interpretation of parameter uncertainty. For ex-
ample, the standard errors of our parameter of interest can be estimated as the posterior
standard deviations because the Bayesian method provides the entire posterior distribu-
tion. Second, the Bayesian methods provide valid standard errors compared to the vari-
ances of the non-Bayesian penalized regressions estimated by the sandwich or bootstrap
(Kyung et al., 2010). Third, the penalty parameters in the Bayesian methods can be
estimated simultaneously with model parameters. When the non-Bayesian models have
multiple penalty parameters such as EN, multi-stage cross-validations are used to estimate
the penalty terms. The sequential estimation of penalties may incur to the over-shrinkage
of parameters that leads to larger bias (Li and Lin, 2010). Lastly, the Bayesian penalized
regression approaches show similar or better performances compared to the corresponding
non-Bayesian approaches (Hans, 2009; Kyung et al., 2010; Li and Lin, 2010).
Owen (1988, 1990) introduces empirical likelihood (EL), a nonparametric likelihood
method to make inference for statistical functionals. EL does not require an assumption
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that the data follow a certain distribution while maintains similar properties of a conven-
tional likelihood method such as the Wilk’s theorem and Bartlett correctability (Owen,
1990; DiCiccio et al., 1991; Chen and Cui, 2006). The EL approach has been extended to
complex inferences, including general estimating equation (Qin and Lawless, 1994), density
estimation (Hall and Owen, 1993), area under the receiver operating characteristic curve
(Qin and Zhou, 2006), and data imputation (Wang and Chen, 2009). We refer to Chen
and Keilegom (2009) for a review of EL methods on regression.
EL has extended to high dimensional data. Hjort et al. (2009) and Chen et al. (2009)
show that the asymptotic normality of the EL ratio holds when the dimension of data
grows. Tang and Leng (2010) and Leng and Tang (2012) propose the penalized EL and
show that it has the oracle property (Fan and Li, 2001; Fan and Peng, 2004). Lahiri and
Mukhopadhyay (2012) propose the penalized EL for estimating population means when
the dimension of data is larger than the number of observations. Chang et al. (2018) also
suggest implementing two penalty functions to penalized model and Lagrange multipliers.
Also, the EL-based Bayesian methods have been developed. Lazar (2003) replaces the
likelihood function in Bayesian settings by EL and uses the Monte Carlo simulation and
implement the method proposed by Monahan and Boos (1992) to explore the characteris-
tics of Bayesian inference and to show the validity of the resulting posterior distribution.
In addition, Grendar and Judge (2009) show that Bayesian empirical likelihood (BEL) is
consistent under the misspecification of the model. Thus, replacing the likelihood function
by the EL in the Bayesian settings yields a valid Bayesian semiparametric method (non-
parametric likelihoods with parametric priors). BEL has been applied to various areas;
the higher-order asymptotic and coverage properties of the posterior distribution for the
population mean (Fang and Mukerjee, 2006; Chang and Mukerjee, 2008), the survey sam-
pling (Rao and Wu, 2010), small area estimation (Chaudhuri and Ghosh, 2011), quantile
regression (Yang and He, 2012), Bayesian computation (Mengersen et al., 2013), and lasso
and ridge regressions (Bedoui and Lazar, 2020).
In this paper, we suggest a Bayesian approach for EN where the likelihood function
is replaced by the profile EL of the linear model. Our approach takes advantage of the
interpretability and robustness of the results achieved by Bayesian perspective and EL
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method.
The outline of the remaining sections is as follows. In Section 2, we introduce the
Bayesian linear model based on EL. The Bayesian empirical likelihood for elastic net is
proposed in Section 3. We conduct a simulation study in Section 4 and present real data
analysis in Section 5. Section 6 contains conclusion and future work.
2 Linear Model Based on Empirical Likelihood ap-
proach
We first outline how EL is implemented in a linear model. Let X = [x1 , · · · ,xp ] be a
collection of independent p covariate vectors of size n. We consider the linear model
yi = xi
Tθ + i.
where errors are indpendent and identically distributed and follows an unknown distribution
with mean zero and variance σ2. The empirical likelihood function for θ is defined as
LEL(θ) = sup
wi
{ n∏
i=1
nwi| wi ≥ 0,
n∑
i=1
wi = 1,
n∑
i=1
wixi(yi − xiTθ) = 0
}
, (1)
and w = (w1, · · · , wn)T is the weights on the data points. The coefficients θ can be
estimated by maximizing equation (1) by the Lagrange multipliers. The profile empirical
log-likelihood becomes
lEL(θ) = −n log(n)−
n∑
i=1
log
{
1 + γTxi(yi − xiTθ)
}
,
∝ −
n∑
i=1
log
{
1 + γTxi(yi − xiTθ)
}
,
(2)
where γ = γ(θ) solves the equation
n∑
i=1
xi(yi − xiTθ)
1 + γTxi(yi − xiTθ) = 0. (3)
One can implement a numerical approach to find γ . In our paper, we use the Newton-
Raphson approach suggested by Owen (2001) to calculate the Lagrange multipliers. The
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regularization method is implemented to the empirical likelihood for linear models. In our
approach, the penalty terms are introduced in the model through the priors. Tang and
Leng (2010) propose a different approach named the penalized empirical likelihood, which
is defined as follows
lPEL(θ) ∝ −
n∑
i=1
log
{
1 + γTxi(yi − xiTθ)
}
+ n
p∑
j=1
pt(|θj|), (4)
where pt is a penalty function with tuning parameter t. Tang and Leng (2010) show that
the oracle property holds when the smoothly clipped absolute deviation penalty (Fan and
Li, 2001) is used.
3 Bayesian elastic net based on empirical likelihood
EN uses both the l1 and l2 penalties for pt(θ)(Zou and Hastie, 2005). The EN estimator
θˆEN is defined as the minimizer of
L(θ) =
1
2
||y − Xθ||22 + λ1||θ||1 + λ2||θ||22, (5)
where
λ1, λ2 ≥ 0,
θ is a p× 1 vector,
||θ||1 =
p∑
j=1
|θj| and ||θ||22 =
p∑
j=1
θ2j ,
y is a n× 1 vector,
X is a n× p matrix.
Here, λ1 and λ2 are l1 and l2 penalty parameters that control the amount of shrinkage.
Without loss of generality, we assume that
n∑
i=1
xij = 0,
n∑
i=1
yi = 0,
n∑
i=1
x2ij = 1 for j = 1, · · · , p.
Penalized linear regression models have their Bayesian counterpart models. The Bayesian
penalized models introduce penalties terms as priors for the θ parameters where the hy-
perparameters are functions of the penalty terms. For example, from the form of the EN
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penalty term in (5), the EN regression parameters can be presented by the following prior
pi(θ) ∝ exp (−λ1||θ||1 − λ2||θ||22) . (6)
Li and Lin (2010) propose the Bayesian counterpart of EN by placing normal and Laplace
priors to l1 and l2 penalties, respectively. The shrinkage parameters, λ1 and λ2, are intro-
duced into the model in the form of hyperparameters.
The BEL approach for linear models replaces the likelihood with EL and places para-
metric priors. Then, the posterior density of EN under the BEL approach pi(θ| X , y)
becomes
pi(θ| X , y) = LEL(θ)pi(θ)∫
Θ
LEL(θ)pi(θ)dθ
∝ LEL(θ)pi(θ). (7)
Our hierarchical representation of the full model becomes
LEL(θ) ∼ exp (lEL(θ)) ,
θ|σ2 ∼ exp
(
− 1
2σ2
[
λ1||θ||1 + λ2||θ||22
])
,
σ2 ∼ IG(a, b).
(8)
where LEL(θ) is the profile empirical likelihood for the linear model in (2) and X and y
are omitted in LEL (θ) for simplicity. We condition θ on σ
2 to guarantee the unimodality
of the posterior distributions (Park and Casella, 2008; Li and Lin, 2010). In addition, we
place an inverse gamma prior on σ2 ∼ IG(a, b), where the probability density function is
ba
Γ (a)
x−a−1 exp
(
− b
x
)
, for x > 0. One can also choose a noninformative prior on σ2 of the
form of 1/σ2.
The prior of θ given σ2 defined in (8) is a multiplication of normal and Laplace densities.
Andrews and Mallows (1974) show that the Laplace distribution can be represented as a
scale mixture of normals with an exponential mixing density
a
2
e−a|z| =
∫ ∞
0
1√
2pis
e−z
2/(2s)a
2
2
e−a
2s/2ds, a > 0. (9)
Li and Lin (2010) showed that the prior defined in (8) can be presented as a scale mixture of
normals with a truncated gamma mixing density. The hierarchical scheme in (8) becomes
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as follows
LEL(θ) ∼ exp (lEL(θ)) ,
θ|τ , σ2 ∼
p∏
j=1
N
(
0,
(
λ2
σ2
τj
τj − 1
)−1)
,
τ |σ2 ∼
p∏
j=1
TG
(
1
2
,
λ21
8λ2σ2
, (1,∞)
)
,
σ2 ∼ IG(a, b),
(10)
where τ follows truncated gamma distribution from 1 to ∞ with shape parameter 1/2 and
rate parameter λ21/λ2σ
2. The full joint posterior density is as follows
pi
(
θ, τ , σ2|X, y) ∝LEL (θ)× p∏
j=1
(
λ2
σ2
τj
τj − 1
) 1
2
exp
(
−1
2
λ2
σ2
τj
τj − 1θ
2
j
)
×
p∏
j=1
(
λ21
8λ2σ2
) 1
2
τ
− 1
2
j exp
(
−τj λ
2
1
8λ2σ2
)
I (τj ∈ (1,∞))×(
1
σ2
)a+1
exp
(
− b
σ2
)
.
(11)
To sample from the posterior pi (θ, τ , σ2|X, y), we draw from the following conditional
distributions
1. Sample θ from
LEL (θ) exp
(
− λ2
2σ2
p∑
j=1
τj
τj − 1θ
2
j
)
.
2. Sampling τj is equivalent to sampling τj − 1 from
GIG
(
ν =
1
2
, ψ =
λ21
4λ2σ2
, χ =
λ2
σ2
θ2j
)
for j = 1, · · · , p.
3. Sample σ2 from
IG
(
a+ p, b+
1
2
p∑
j=1
[
λ2
τj
τj − 1θ
2
j +
λ21
4λ2
τj
])
.
GIG(ν, ψ, χ) is the generalized inverse Gaussian distribution with probability density
function
(ψ/χ)ν/2
2Kν
(√
ψχ
)xν−1 exp{−1
2
(χx−1 + ψx)
}
for x > 0, where Kν (·) is the modified
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Bessel function of the third kind with order ν. We use the rejection algorithm proposed by
Ho¨rmann and Leydold (2014) to generate samples from the generalized inverse Gaussian
distribution.
The implementation of the traditional sampling methods like Gibbs sampler and Metropolis-
Hastings (MH) under the Bayesian empirical likelihood framework is a daunting task. First,
the conditional distribution of θ has a non-closed form, which makes the implementation
of the Gibbs sampler impossible. Second, implementing MH is suitable to sample from a
distribution that lacks a closed form, but it may fail to achieve convergence. The nature
of the posterior density support complicates the process of finding an efficient proposal
density. The support of the posterior EL is nonconvex with many local optima where its
surface is rigid. In these cases, the chain can be trapped in a region and does not reach
the global optimum. Therefore, finding the right proposal density that provides a high
acceptance right with the appropriate location and dispersion parameters is a daunting
task.
We use the Hamiltonian Monte Carlo (HMC) algorithm (Neal, 2011) to sample θ.
HMC converges quickly towards the target distribution and enables faster convergence.
In HMC, distances between successively generated points are large. Thus, fewer iterations
are required to obtain a representative sample. Chaudhuri et al. (2017) show that once
the parameters are inside the support, they never go outside and always jump back to the
interior of the support if they reach its boundary under certain assumptions. We use a
building block of HMC and the Gibbs sampler to sample θ, τ and σ2. For HMC, we use
the negative log empirical posterior density of θ,
− log {pi (θ|σ2, τ 21 , · · · , τ 2p )} = n∑
i=1
log
{
1 + γTxi
(
yi − xiTθ
)}
+
L2
2σ2
θTD−1τ θ,
where Dτ = diag
(
τ1
τ1 − 1 , · · · ,
τp
τp − 1
)
and its gradient,
−∂ log
{
pi
(
θ|σ2, τ 21 , · · · , τ 2p
)}
∂θ
=
n∑
i=1
−λTxixiT
1 + γTxi (yi − xiTθ) +
L2
σ2
θTD−1τ .
We want to note that one might consider the tailored MH algorithm (Chib and Green-
berg, 1995; Chib et al., 2018) instead. The tailored MH algorithm samples the proposal
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candidates of θ from the multivariate Student-t distributions with parameters to be the
modes of the log EL function and the inverse of the negative Hessian matrix of the log EL
function at the mode. However, our experience is that the chains of the tailored MH do
not mix well when the penalty terms λ1 and λ2 are large.
3.1 Choosing the Bayesian elastic net penalty parameters
The proposed EL based approach needs to specify the penalty parameters λ = (λ1, λ2).
There are two approaches: empirical Bayes (EB) and full Bayes (FB).
First, the EB method estimates the penalty parameter from data and plug the estimated
parameters into the model. Park and Casella (2008) use the EB method to estimate the
shrinkage parameter in BL. It treats the parameters as missing data and uses the Monte
Carlo expectation-maximization (EM) algorithm approach proposed by Casella (2001). The
EM algorithm is iteratively used to approximate the parameters of interest by substituting
Monte Carlo estimates for any expected values that cannot be computed explicitly. For our
proposed model, θ, τ , and σ2 are treated as missing data whereas λ1 and λ2 are treated
as fixed parameters. The hierarchical model presented in (11) yields the complete-data
log-likelihood
p log(λ1)− λ2
2σ2
p∑
j=1
τj
τj − 1θ
2
j −
λ21
8λ2σ2
p∑
j=1
τj + terms not involving λ1 and λ2.
So at the kth step of the Monte Carlo EM algorithm, the conditional log-likelihood on
λ(k−1) =
(
λ
(k−1)
1 , λ
(k−1)
2
)
and y is
Q(λ|λ(k−1))
= p log(λ1)− λ2
2
p∑
j=1
E
[
τj
τj − 1
θ2j
σ2
∣∣∣∣λ(k−1), y]− λ218λ2
p∑
j=1
E
[ τj
σ2
∣∣∣λ(k−1), y]
+ terms not involving λ1 and λ2
= R(λ|λ(k−1)) + terms not involving λ1 and λ2.
Then we find λ1 and λ2 that maximize R(λ|λ(k−1)). The maximization procedure can be
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obtained by using the partial derivatives of R(λ|λ(k−1))
∂R
∂λ1
=
p
λ1
− λ1
4λ2
p∑
j=1
E
[ τj
σ2
∣∣∣λ(k−1), y]
∂R
∂λ2
= −1
2
p∑
j=1
E
[
τj
τj − 1
θ2j
σ2
∣∣∣∣λ(k−1), y]+ λ218λ22
p∑
j=1
E
[ τj
σ2
∣∣∣λ(k−1), y] .
Second, the FB approach treats λ as unknown model parameters and specify a prior
for them. Park and Casella (2008) suggest to use the gamma prior for the squared value
of l1 penalty for Bayesian Lasso. We also assume a Gamma(r1, δ1) prior on λ
2
1. Also, we
place a GIG(ν2, ψ2, χ2) prior on λ2, which is a conjugate prior (Li and Lin, 2010). The
full joint posterior density becomes
pi
(
θ, τ , σ2, λ21, λ2|X, y
) ∝LNP (θ)× p∏
j=1
(
λ2
σ2
τj
τj − 1
) 1
2
exp
(
−1
2
λ2
σ2
τj
τj − 1θ
2
j
)
×
p∏
j=1
(
λ21
8λ2σ2
) 1
2
τ
− 1
2
j exp
(
−τj λ
2
1
8λ2σ2
)
I (τj ∈ (1,∞))×(
1
σ2
)a+1
exp
(
− b
σ2
)
× (λ21)r1−1 exp (−δ1λ21)×
(λ2)
ν2−1 exp
{
−1
2
(
χ2
1
λ2
+ ψ2λ2
)}
.
The full conditional distributions for the penalty parameters are
λ21|τ , σ2, λ2 ∼ Gamma
(
p
2
+ r1,
p∑
j=1
τj
8λ2σ2
+ δ1
)
λ2|τ , σ2, λ21, θ ∼ GIG
(
ν = ν2, ψ =
p∑
j=1
τj
τj − 1
θ2j
σ2
+ ψ2, χ =
p∑
j=1
τjλ
2
1
4σ2
+ χ2
)
.
An alternative prior for λ2 to consider is Gamma(r2, δ2). Then, the full conditional
distribution becomes
λ2|τ , σ2, λ21, θ ∼ GIG
(
ν = r2, ψ =
p∑
j=1
τj
τj − 1
θ2j
σ2
+ 2δ2, χ =
p∑
j=1
τjλ
2
1
4σ2
)
.
The gamma distribution is a special case of the GIG distribution family with χ = 0.
Thus, placing a gamma prior on λ2 results on a posterior distribution that follows a GIG
distribution.
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3.2 Variable selection
The Bayesian regularization approaches require additional variable selection methods. Most
of the coefficients estimate in many non-Bayesian penalized methods shrink to zero. On
the other hand, the outputs of Bayesian models are the posterior distributions, which does
not necessarily equal to zero. We present two variable selection methods: Bayesian credible
interval and scaled neighborhood criteria.
First, the Bayesian credible interval criterion selects variables whose credible regions do
not include zero for a given probability level α. Lazar (2003) proves that under standard
regularity conditions and as n → ∞, the posterior EL distribution θ(F ) converges to the
normal distribution. Bedoui and Lazar (2020) show that the asymptotic posterior distri-
bution of the BEL version of ridge and lasso regressions follows the normal distribution.
Lemma 1 shows that the posterior EL distribution of θ for the elastic net model converges
to a normal distribution as n→∞.
Lemma 1. Assume standard regularity conditions, ∇ log (pi(θ)) = 0 and∇ log (pi(X,y|θ)) =
0. The posterior EL distribution of θ for the Bayesian elastic net converges to the normal
distribution with mean m and covariance Jn as n→∞, where
Jn =
λ2
σ2
Dτ + J (θˆn),
m = Jn
−1
(
λ2
σ2
Dτθ0 + J (θˆn)θˆn
)
,
θ0 is the prior mode, θˆn is the profile maximum likelihood estimate of θ and
J (θˆn) =
[
∂2
∂θi∂θj
n∑
i=1
log
{
1 + γTxi(yi − xiTθ)
}]
θ=θˆn
.
Also, −2 log (pi(θ|τ , σ2,X , y)) d−→ χ2p as n→∞.
Proof. Under the standard regularity conditions, the prior term will be dominated by the
likelihood function and the log posterior distribution of θ can be expressed using up to
quadratic order terms (Bernardo and Smith, 1994),
−2 log (pi(θ|τ , σ2,X , y)) ∝ (θ −m)TJ−1n (θ −m).
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Lazar (2003) shows that the posterior distribution of θ converges to normal distribution
with mean m and variance Jn as n → ∞. Then, showing Jn is symmetric and posi-
tive semi-definite completes the proof. The first term of Jn, the diagonal matrix
λ2
σ2
Dτ ,
the minus second derivative of the log prior distribution of θ in (10) evaluated at θ0.
Also, the second term of Jn, J(θ), can be approximated as Fisher information matrix
(Bernardo and Smith, 1994), which is a positive semi-definite matrix by definition. There-
fore, Jn is positive semi-definite because both
λ2
σ2
Dτ and J (θˆn) positive semi-definite. Thus,
−2 log (pi(θ|τ , σ2,X , y)) d−→ χ2p as n→∞.
Second, the scaled neighborhood criterion uses the posterior probability to select vari-
ables (Li and Lin, 2010). The variable θj is excluded when the posterior probability
P
(
|θj| ≤
√
Var(θj|y)|y
)
> η for a given threshold η.
4 Simulation studies
We conduct Monte Carlo simulations to compare the performance of the proposed Bayesian
elastic net based on the empirical likelihood (BENEL) model with three different models,
which are BEN, BL, and EN. We generate data from the linear model
y = Xθ + .
In Simulation 1, we set θ = (3, 1.5, 0, 0, 2, 0, 0, 0)T . The explanatory variables Xij’s are
generated from the standard normal distribution with pairwise correlations ρ(xi, xj) =
0.5|i−j| for all i, j ∈ {1, ..., 8}. We generate training data sets with three different sizes
(n = 50, 100, 200). For each setting, we generate test data sets of size 400. The error
is generated from two different distribution: 1)  ∼ N(0, 32) and 2)  ∼ N(−3, 1) or
 ∼ N(3, 1) with probability of 0.5, respectively. Under each combination of simulation
settings, we generate 100 data sets.
Simulation 2 has a complex correlation structure compared to Simulation 1. First, we
generate Z1, Z2, and Z3 independently from N(0, 1). Then, we add normal errors so that
xi = Z1 +υi for i = 1, · · · , 5, xi = Z2 +υi for i = 6, · · · , 10, xi = Z2 +υi for i = 11, · · · , 15,
and xi ∼ N(0, 1) for i = 16, · · · , 30, where υi follows N(0, 0.01) for i = 1, ..., 15. We set
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the true parameters of the linear model as
θ = (3, · · · , 3︸ ︷︷ ︸
5
, 3, · · · , 3︸ ︷︷ ︸
5
, 3, · · · , 3︸ ︷︷ ︸
5
, 0, · · · , 0︸ ︷︷ ︸
15
)T .
We generate error  using two different distributions: 1) 15 times the standard normal
distribution and 2) 10 times the Student’s t distribution with degrees of freedom 3. Both
distributions have similar variances, but the t distribution has a thicker tail than the normal.
We use two training data sets with different sizes (n = 100, 200) where the size of testing
data sets is fixed to 400. We generate 100 data sets for each simulation setting, similar to
Simulation 1.
For Simulation 1 and 2, we use the EB method to estimate the shrinkage parameters in
BENEL, BEN, and BL methods. For the Bayesian framework, we use an MCMC with 2,000
burn-ins and 12,000 iterations. The optimal value for λ2 in the EL approach is selected
from {10n|n = −2,−1, 0, 1, 2, 3}.
In Simulation 3, the sensitivity of the hyper-hyperparameters in the BENEL method
is examined using the full Bayesian approach as explained in Section 3.1. We conduct
two separate simulations for each penalty term. In both simulations, we use the data set
from Simulation 1 with n = 50 and errors that follow N(3, 1) or N(−3, 1). We impose
a gamma prior distribution on λ21, and use different shape and rate parameters such that
r1 and δ1 ∈ {0.25, 0.5, ..., 9.75, 10}. For λ2, we chose a GIG prior distribution and assume
that χ2 = 1, and select ν2 and ψ2 from {−5,−4.75, ..., 4.75, 5} and ∈ {0.25, 0.5, ..., 9.75, 10},
respectively. We use 10,000 burn-ins and 20,000 iterations.
Table 1 presents the median of mean squared prediction error (MMSPE) and the stan-
dard error (SE) results based on Simulation 1. The explanatory variables are selected
based on the scaled neighborhood criterion with η > 0.5 in computing MMSPE. The SE is
computed as a standard deviation of 1,000 bootstrap samples of 400 MSPE values. When
the error follows the normal distribution, the MMSPE and SE values for the BENEL, BL,
and EN methods are quite similar, whereas they are higher for the BEN approach. When
the normality assumption in errors is violated, BENEL outperforms all methods when the
number of observations is small (n = 50, 100).
Table 2 shows the number of exclusion of each variable for 100 simulated data sets.
BL performs the best in dropping variables with zero coefficients (θ3, θ4, θ6, θ7, and θ8).
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MMSPE (SE)
BENEL BEN BL EN
N(0, 3) n = 50 10.11 (0.16) 11.33 (0.25) 10.00 (0.16) 10.43 (0.15)
n = 100 9.69 (0.10) 11.65 (0.19) 9.55 (0.10) 9.73 (0.10)
n = 200 9.12 (0.07) 11.65 (0.10) 9.10 (0.08) 9.17 (0.07)
N(3, 1) or N(−3, 1) n = 50 10.79 (0.13) 12.33 (0.25) 10.91 (0.12) 11.20 (0.17)
n = 100 10.44 (0.11) 12.36 (0.21) 10.49 (0.11) 10.68 (0.09)
n = 200 10.29 (0.06) 12.66 (0.13) 10.27 (0.06) 10.34 (0.07)
Table 1: The median of mean squared prediction errors along with the standard errors of
BENEL, BEN, BL and EN methods for Simulation 1.
However, the MMSPEs for BL are larger than BENEL for n = 50, 100. The results imply
that BENEL estimates are closer to the true coefficients compared to the BL estimates
even though their zero variables exclusion rate is worse than BL. When it comes to variable
selection, the BEN method performs poorly as the number of observation increases.
Empirical frequency of exclusion
θ1 θ2 θ3 θ4 θ5 θ6 θ7 θ8
n = 50
BENEL 0 0 58 69 0 68 75 67
BEN 0 0 34 39 0 53 80 76
BL 0 3 69 76 0 77 82 75
n = 100
BENEL 0 0 73 66 0 62 74 69
BEN 0 0 13 15 0 34 73 74
BL 0 0 80 73 0 75 82 77
n = 200
BENEL 0 0 60 66 0 68 77 66
BEN 0 0 2 3 0 17 68 82
BL 0 0 69 69 0 75 82 75
Table 2: The empirical frequency (%) that the regression coefficient is dropped by the
scaled neighborhood criterion with η > 0.5 for Simulation 1 with errors from N(3, 1) or
N(−3, 1).
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Table 3 presents the MMSPE and SE results based on Simulation 2. Under the nor-
mal and t error distribution, the BENEL and BEN methods outperform the BL and EL
methods. Also, when the sample size is small, the BENEL method provides the smallest
MMSPE and SE values compared to the BEN method.
MMSPE (SE)
BENEL BEN BL EL
Normal
n = 100 282.16 (4.31) 291.44 (4.50) 295.28 (4.16) 309.52 (5.36)
n = 200 255.87 (3.07) 254.12 (3.02) 258.17 (3.35) 263.62 (3.42)
Student t
n = 100 332.54 (11.50) 344.72 (7.61) 345.03 (7.79) 380.51 (12.33)
n = 200 312.54 (7.11) 302.26 (6.46) 307.12 (6.62) 311.59 (6.13)
Table 3: The median of mean squared prediction errors along with the standard errors of
BENEL, BEN, BL and EN methods for Simulation 2.
Table 4 presents the variable selection results of Simulation 2 for all three Bayesian
methods based on the scaled neighborhood criterion where η > 0.5. The variable selection
results for EN is not included because all the coefficients are nonzero. BENEL tends to keep
more variables than BEN and BL and provides better performance when the sample size
is small. That is, the BENEL method performs well when data provide little information.
BEN and BL show poor performances in keeping nonzero variables when the sample size
is small, but they improve as the sample size increases.
Figure 1 shows heatmaps of estimated coefficients of θ3 and θ5 according to different
combinations of hyper-hyperpriors from Simulation 3. The estimated values are the median
of the posteriors of θ3 and θ5 whose true values are 0 and 2, respectively. The shape and
rate parameters r1 and δ1 for gamma and ν2 and χ2 for GIG distributions affects in the
opposite directions for nonzero and zero coefficients. For example, as r1 and ν2 increase
and δ1 and χ2 decreases, the estimated θ3 (zero coefficient) increases whereas θ5 (nonzero
coefficient) decreases. The GIG hyper-hyperpriors of λ2 does not seem to be sensitive as
suggested in Li and Lin (2010), although it is difficult to make a direct comparison to the
gamma hyper-hyperpriors of λ21 due to the scale differences.
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Empirical frequency of exclusion
BENEL BEN BL
Nonzero Zero Nonzero Zero Nonzero Zero
Normal n = 100 22.60 63.80 34.60 74.07 42.33 87.53
n = 200 5.73 68.87 5.60 69.27 9.87 82.20
Student t
n = 100 24.13 59.27 41.73 78.40 48.93 88.47
n = 200 10.60 60.07 12.13 70.07 16.60 83.20
Table 4: The empirical frequency (%) that the 15 nonzero and 15 zero regression coefficients
are dropped by the scaled neighborhood criterion with η > 0.5 for Simulation 2.
θ3 θ5
λ
2 1
0.0
2.5
5.0
7.5
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0.0 2.5 5.0 7.5 10.0
r1
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1.75
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Figure 1: Estimated θ3 (first column) and θ5 (second column) according to λ
2
1 (first row)
and λ2 (second row) hyper-hyperpriors.
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5 Real data analysis
5.1 The diabetes data
The diabetes data include observations of 442 diabetes patients (Efron et al., 2004). The
response variable is the progression of diabetes one year after the baseline. The ten ex-
planatory variables are age, sex, body mass index (bmi), average blood pressure (map),
and six blood serum measurements (tc, ldl, hdl, tch, ltg, and glu).
We compare our proposed method with the BEN and BL methods using the diabetes
data. We use the EB approach to select the penalty parameters. To sample θ in the
Bayesian setting, we use an MCMC with a burn-in of 2,000 and 12,000 iterations. The
explanatory variables are standardized, so there is no intercept in the models.
Table 5 shows the credible intervals of the three Bayesian methods. It seems that BEN
has the shortest credible intervals; however, the results are inconsistent with the other
approaches. BENEL tends to produce similar or shorter credible intervals than BL while
achieving similar results.
BENEL BEN BL
C.I. Length C.I. Length C.I. Length
age (-5.03, 5.38) 10.40 (-2.85, 8.53) 11.38 (-5.46, 5.07) 10.53
sex (-15.69, -4.49) 11.19 (-13.180, -1.82) 11.36 (-16.17, -4.82) 11.35
bmi (17.58, 30.06) 12.48 (22.48, 34.27) 11.79 (18.76, 31.03) 12.28
map (8.01, 20.46) 12.45 (12.96, 24.38) 11.42 (8.77, 20.90) 12.13
tc (-21.43, 7.76) 29.19 (-5.57, 7.14) 12.71 (-33.36, 6.65) 40.00
ldl (-13.22, 11.77) 24.99 (-8.93, 3.79) 12.71 (-13.51, 20.73) 34.25
hdl (-18.64, 0.32) 18.96 (-20.17, -8.15) 12.03 (-18.35, 5.42) 23.78
tch (-6.15, 15.27) 21.42 (4.77, 17.53) 12.76 (-6.74, 17.60) 24.34
ltg (13.69, 31.50) 17.81 (18.32, 30.53) 12.21 (16.05, 36.54) 20.48
glu (-1.92, 9.41) 11.32 (4.71, 16.49) 11.78 (-2.57, 9.06) 11.63
Table 5: 95% credible intervals and lengths of BENEL, BEN, and BL methods using the
diabetes data.
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Table 6 presents posterior probabilities of the diabetes data’s features computed by the
scaled neighborhood criterion. A larger posterior probability implies stronger evidence for
exclusion. The posterior probabilities for bmi, map, and ltg for three methods are close
to zero. That is, all methods agree that bmi, map, and ltg provide sufficient information
to estimate the progression of diabetes one year after the baseline. Also, the posterior
probabilities of BENEL are between those of BEN and BL, and they are closer to BL
rather than BEN in most of the variables. The updated penalty parameters of BENEL are
(λˆ1, λˆ2) = (0.48, 0.07), which makes it similar to BL. One possible interpretation is that the
correlation structure discovered under BEN is different under BENEL. For example, the
self-studentization property of EL (Owen, 2001) enables to overcome the heteroscedasticity
issues.
Posterior Probability
BENEL BEN BL
age 0.69 0.48 0.69
sex 0.01 0.06 0.00
bmi 0.00 0.00 0.00
map 0.00 0.00 0.00
tc 0.60 0.67 0.48
ldl 0.67 0.55 0.71
hdl 0.17 0.00 0.46
tch 0.54 0.01 0.56
ltg 0.00 0.00 0.00
glu 0.39 0.01 0.47
Table 6: Posterior probabilities based on the scaled neighborhood criterion using the dia-
betes data.
5.2 The prostate cancer data
We use the prostate cancer data from a study by Stamey et al. (1989). The data examined
the correlation between the level of prostate specific antigen (PSA) and a number of clinical
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measures in 97 men who were about to receive a radical prostatectomy. The aim of this
study is to predict the log of PSA (lpsa) from a number of measurements including log
cancer volume (lcavol), log prostate weight (lweight), age, log of benign prostatic hyperpla-
sia amount (lbph), seminal vesicle invasion (svi), log of capsular penetration (lcp), Gleason
score (gleason), and percent of Gleason scores 4 or 5 (pgg45).
Table 7 shows the 95% credible intervals of the prostate data features along with their
interval lengths. The three methods provide similar findings, such as signs and lengths of
intervals, except for lcp. Table 8 presents the posterior probabilities based on the scaled
BENEL BEN BL
C.I. Length C.I. Length C.I. Length
lcavol (0.46, 0.81) 0.35 (0.36, 0.73) 0.36 (0.44, 0.83) 0.39
lweight (0.08, 0.44) 0.36 (0.10, 0.44) 0.34 (0.04, 0.37) 0.32
age (-0.27, 0.03) 0.30 (-0.17, 0.16) 0.33 (-0.25, 0.05) 0.30
lbph (-0.05, 0.28) 0.32 (-0.04, 0.30) 0.34 (-0.03, 0.28) 0.31
svi (0.09, 0.48) 0.38 (0.16, 0.51) 0.36 (0.08, 0.46) 0.39
lcp (-0.32, 0.13) 0.44 (0.04, 0.41) 0.37 (-0.26, 0.15) 0.41
gleason (-0.15 ,0.22) 0.37 (-0.05, 0.30) 0.35 (-0.14, 0.21) 0.35
pgg45 (-0.11, 0.34) 0.45 (-0.03, 0.33) 0.36 (-0.10, 0.28) 0.38
Table 7: 95% credible intervals of BENEL, BEN, and BL methods using the prostate cancer
data; along with their lengths.
neighborhood criterion using the same data. BENEL shows different posterior probabilities
compared to BEN and BL. For example, the posterior probabilities of lbph and age for
BENEL are the highest and smallest among the three methods, respectively. Also, the
estimated penalty parameters (λˆ1, λˆ2) = (2.55, 7.25) suggest that it is not close to BL
unlike the diabetes data results in Section 5.1.
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Posterior Probability
BENEL BEN BL
lcavol 0.00 0.00 0.00
lweight 0.03 0.02 0.07
age 0.28 0.69 0.43
lbph 0.39 0.29 0.29
svi 0.03 0.00 0.04
lcp 0.56 0.08 0.67
gleason 0.66 0.35 0.67
pgg45 0.53 0.27 0.56
Table 8: Posterior probabilities based on the scaled neighborhood criterion using the
prostate data.
6 Conclusion
We propose a new Bayesian approach for elastic net based on empirical likelihood. Ac-
cordingly, the profile EL for the linear model replaces the ordinary likelihood function in
the Bayesian setting. We use the HMC algorithm because the resulting posterior EL dis-
tribution lacks a closed form, and the implementation of even standard MCMC methods
is challenging. Simulation studies and real data examples show that our approach outper-
forms the BL and BEN methods especially when the sample size is small. It appears that
BENEL is the most robust approach when it comes to variable selection, including when
the data are misspecified.
We would like to mention that our approach is not effective when the sample size is
smaller than the number of predictor variables. The reason for this is that we incorporate
the estimating equations into the convex hull to maximize our profile EL ratio. However,
XTX is non-invertible when p ¿ n because it is not of full rank. Hence, wi = 0 for
i = 1, · · · , n. To address this shortcoming, the adjusted EL (Chen et al., 2008), penalized
EL (Lahiri and Mukhopadhyay, 2012), and double penalization (Chang et al., 2018) have
been proposed. Motivated by these, our proposed method could be extended for p > n
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case in future work.
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