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Abstract
We propose a novel conditional quantile prediction method based on the complete subset
averaging (CSA) for quantile regressions. All models under consideration are potentially mis-
specified and the dimension of regressors goes to infinity as the sample size increases. Since
we average over the complete subsets, the number of models is much larger than the usual
model averaging method which adopts sophisticated weighting schemes. We propose to use
an equal weight but select the proper size of the complete subset based on the leave-one-out
cross-validation method. Building upon the theory of Lu and Su (2015), we investigate the large
sample properties of CSA and show the asymptotic optimality in the sense of Li (1987). We
check the finite sample performance via Monte Carlo simulations and empirical applications.
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1 Introduction
Quantile regression (QR) has emerged as an essential tool since Koenker and Bassett (1978)
(see, e.g. Koenker (2005)). QR estimates the response of conditional quantiles of outcome variables
with respect to changes in the covariates. The entire response distribution of outcome variables in
economic models provides a broader insight than the classical mean regression. Moreover, in many
economic applications, the tail quantiles have highly valuable information. See, for example, wage
distribution in labor economic applications (Buchinsky, 1998) and stock return quantiles (Value-at-
Risk) in financial market analysis (Duffie and Pan, 1997). Recently, policymakers have begun to pay
attention to the left tail quantiles of GDP growth (Growth-at-Risk) as a measure of downside risks
associated with tight financial conditions (Adrian, Boyarchenko, and Giannone, 2019). There has
also been an increasing interest in climate change, in particular, more frequent and intense extreme
weather conditions. A tail quantile is the main object of interest in this analysis (Bhatia, Vecchi,
Knutson, Murakami, Kossin, Dixon, and Whitlock, 2019). Estimation, inference, and prediction of
the conditional quantiles are thus important but require a careful econometric analysis due to their
nonlinear structure and nonstandard limit theory.
In this paper, we propose a novel prediction method based on the complete subset averaging
(CSA) for quantile regressions. Following Lu and Su (2015), we work on the framework such that
all models under consideration are potentially misspecified and that the dimension of regressors
goes to infinity as the sample size increases. The CSA method that we propose works as follows.
First, pick the numbers of regressors k out of all regressors K available in the data. Then, there
exist K!/(k!(K−k)!) complete subsets of size k. Second, estimate all the quantile regression models
and save all the conditional quantile predictors from each model. Finally, the conditional quantile
predictor is constructed as the average of all the quantile predictors estimated in Step 2. Since
we average over the complete subsets, the number of models is much larger than the usual model
averaging methods selecting the weight of each model. We propose to use an equal weight but select
the optimal size of the complete subset k∗ based on the leave-one-out cross-validation method.
The CSA approach has a couple of advantages over the existing model averaging method which
adopts sophisticated weighting schemes. First, it does not estimate the weight vector from the
data and reduces the noise when the dimension of the weight vector is large. This result is already
reported both in the forecasting and machine learning literature (see, e.g. Breiman (1996), Clemen
(1989), Stock and Watson (2004), Smith and Wallis (2009), and Elliott, Gargano, and Timmermann
(2013)). Second, it does not ask a researcher to choose the initial set of models and the order of each
model. In practice, the model averaging methods with different weights usually construct the set of
models in an encompassing way and the forecasting performance could depend on the researcher’s
discretion. Third, CSA averages over a larger number of submodels and one could expect an
additional noise reduction from it. However, CSA is possibly more demanding in computation, and
we will discuss this issue in detail later.
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The contribution of this paper is twofold. First, building upon the theory of Lu and Su (2015),
we show that the complete subset quantile regression (CSQR) estimator is consistent to the pseudo-
true value and satisfies an asymptotic normality under mild regularity conditions. The uniform
convergence property of CSQR is also provided. Based on these pointwise and uniform limit
theories, we prove the asymptotic optimality in the sense of Li (1987). Second, we implement the
CSA method and show that it performs quite well both in simulations and real data sets. Especially,
we show that the performance is still satisfactory when we use a fixed number of subsets randomly
drawn from the complete subsets when the time budget does not allow estimating the quantile
regressions of the whole subsets.
Finally, we summarize related literature. Lu and Su (2015) and Elliott, Gargano, and Timmer-
mann (2013) are closely related to this paper. The former proposes the jackknife model averaging
(JMA) method for the quantile prediction problem and derives the nonstandard asymptotic prop-
erties of the estimator. Our approach is different from theirs in that we use complete subsets for
models to be averaged and that we choose a scalar k̂ from the cross-validation method instead of
a weighting vector ŵ. The latter proposes the CSA method in the mean prediction problem and
shows by simulation studies that the CSA predictor outperforms alternative methods like bagging,
ridge, lasso, and Bayesian model averaging. However, they do not show any optimality result of the
estimator. Hansen (2007) and Hansen and Racine (2012) show the optimality of model averaging
based on the Mallows criterion and that of the jackknife model averaging, respectively. Ando and
Li (2014) propose a model averaging method in a high-dimensional setting and show the optimality
result. Komunjer (2013) provides a great review on the quantile prediction problem of time-series
data. Meinshausen (2006) proposes a quantile prediction method based on random forest. Lee
(2016) studies the inference problem of the predictive quantile regression when the regressors are
persistent.
The rest of the paper is organized as follows. Section 2 introduces the model and the CSQR
estimator. Section 3 presents the asymptotic properties of the CSQR estimator and the asymptotic
optimality. The Monte Carlo simulation results are reported in Section 4. Section 5 investigates two
empirical applications and illustrates the advantage of the proposed method. Section 6 concludes.
We use the following notation. For a matrix A, ‖·‖ represents its Frobenius norm ‖A‖ =√
tr(AA′). λmin (A) and λmax (A) denote the smallest and largest eigenvalues of A. We use the
notation xn ≈ yn to denote xn = yn + op(1); and an  bn to denote an = o(bn).
2 Model and Estimator
In this section, we lay out the model under study and propose the complete subset averaging
(CSA) quantile predictor. We also discuss the choice of the subset size based on the cross-validation
method.
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2.1 CSA Quantile Predictor
Consider a random sample {(yi, x′i)} for i = 1, . . . , n, where the dimension of xi can be countably
infinite. Following Lu and Su (2015), we assume that {(yi, x′i)}ni=1 is generated from the following
linear quantile regression model: for τ ∈ (0, 1),
yi = µi + εi =
∞∑
j=1
θjxij + εi, (1)
where µi = µi(τ) :=
∑∞
j=1 θjxij , θj = θj(τ), εi = εi(τ) := yi − Qy(τ |xi), and Qy(τ |x) is the τ -th
conditional quantile function of y given x. Note that we drop τ from each expression for notational
simplicity and that εi satisfies the quantile restriction P (εi(τ) ≤ 0|xi) = τ .
We consider a sequence of covariates available, which approximate the above quantile regression
model:
yi =
Kn∑
j=1
θj(τ)xij + bi(τ) + εi(τ),
where bi = bi(τ) := µi(τ) −
∑Kn
j=1 θj(τ)xij is the approximation error and Kn is the total number
of available regressors that may increase as the sample size n increases. Thus, we presume that all
models are misspecified in a finite sample as in Hansen (2007).
Given Kn regressors, we consider a model composed of k regressors, where k ∈ {1, 2, . . . ,Kn}.
There are Kn!k!(Kn−k)! different ways to select k regressors out of Kn. Therefore, a subset of size k
is composed of M(Kn,k) =
Kn!
k!(Kn−k)! different elements and a model is defined as a single element
of them. We use index m(Kn,k) ∈ {1, 2, . . . ,M(Kn,k)} for each model. For example, consider that
we have Kn = 3 regressors {xi1, xi2, xi3} and construct a subset of size k = 2. Then, we have
M(3,2) = 3 different ways to choose a model as follows: (xi1, xi2), (xi1, xi3), and (xi2, xi3). Each
model is indexed by m(3,2) ∈ {1, 2, 3}. For succinct notation, we drop all subscripts from Kn,
M(Kn,k), and m(Kn,k) and denote them as K, M , and m unless there is any confusion.
We now consider a quantile regression model with regressors in a complete subset. Let model
m with a size k be given. For observation i, let xi(m,k) be a k-dimensional vector of regressors
corresponding to model m, i.e. xi(2,2) = (xi1, xi3) in the above example. We can construct a linear
quantile regression model with regressors xi(m,k):
yi = x
′
i(m,k)Θ(m,k) + bi(m,k) + εi, (2)
where bi(m,k) := µi − x′i(m,k)Θ(m,k) is again the approximation error when we use only xi(m,k)
regressors. The model (2) is estimated by the standard method in linear quantile regression:
Θ̂(m,k) = arg min
Θ(m,k)∈Θ
n∑
i=1
ρτ
(
yi − x′i(m,k)Θ(m,k)
)
(3)
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:= arg min
Θ(m,k)∈Θ
Qn
(
Θ(m,k)
)
(4)
where Θ is a parameter space and ρτ (u) := u(τ − 1{u ≤ 0}) is the check function. Note that the
estimator Θ̂(m,k) is defined for each subset size k and for each model m with k regressors. As noted
above, we can think of M different models and corresponding estimators that have k regressors.
We have a few remakes here. First, we use the subscript (m, k) to denote a generic model with
k regressors. However, the index set {1, . . . ,M(Kn,k)} itself is defined in terms of k, which implies
that m is also determined by k. Recall the original notation m(Kn,k) above. Therefore, model
m ∈ {1, . . . ,M(Kn,k)} has the same number of regressors k and we cannot choose m and k in an
arbitrary way. Second, we allow that the subset size k goes to infinity as n increases. In other
words, there exists a sequence of subset sizes {k(n)} that diverges. This setting is natural as the
upper bound Kn goes to infinity as n increases. Note that the number of regressors in each model
(km in their notation) is also allowed to diverge in Lu and Su (2015). It is common that both
approaches allow more complex models to be averaged as n grows, which is measured by k and km,
respectively. However, Lu and Su (2015) require controlling the growth rates of M and maxm km,
separately. The proposed method constructs submodels based on the complete subsets, and M is
tightly related to K and k. As a result, the regularity condition on the complexity of the models
is expressed only in terms of Kn (see Assumption 3 in Section 3).
We finalize this subsection by defining the complete subset averaging (CSA) quantile predictor.
Let the size of the complete subset k be given. For each model, we estimate the parameter Θ̂(m,k)
by (3) and construct the linear index x′(m,k)Θ̂(m,k). The CSA quantile predictor of y given x is
defined as a simple average of those indices over M different models:
ŷ(k) =
1
M
M∑
m=1
x′(m,k)Θ̂(m,k).
The CSA quantile predictor is different from the JMA quantile predictor of Lu and Su (2015) in two
respects. First, we do not select the set of models to be averaged since we average over the complete
subsets of size k. Second, CSA does not estimate the weights over different models. The idea of
averaging over the complete subsets was first introduced by Elliott, Gargano, and Timmermann
(2013) in the conditional mean prediction setup. Heuristically speaking, since the weights can be
seen as additional parameters to be estimated in the model, the equal weight could perform better
in a finite sample when the number of models (i.e. the dimension of a weight vector) is large.
2.2 Choice of Subset Size k
We propose to choose the subset size k using the leave-one-out cross-validation method. We
will show in the next section that the subset size k̂ chosen by this method is optimal in the sense
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that it is asymptotically equivalent to the infeasible optimal choice.
For k = 1, . . . ,K, we define a cross-validation objective function as follows:
CVn(k) =
1
n
n∑
i=1
ρτ
(
yi − 1
M
M∑
m=1
x′i(m,k)Θ̂i(m,k)
)
(5)
=
1
n
n∑
i=1
ρτ (yi − ŷi(k)) , (6)
where Θ̂i(m,k) is the jackknife estimator for Θ̂(m,k), which is estimated by (3) without using the
i-th observation (xi, yi), and ŷi(k) is a corresponding jackknife CSA quantile predictor for the i-th
outcome variable yi. The prediction error is measured by the check function ρτ (·). Then, we can
choose the complete subset size k that minimizes the cross-validation objective function as follows:
k̂ = arg min
1≤k≤K
= CVn(k). (7)
After choosing the complete subset size, the CSA quantile predictor is finally defined as
ŷ(k̂) =
1
M
M∑
m=1
x′
(m,k̂)
Θ̂
(m,k̂)
. (8)
where the plugged-in k̂ is chosen by (7).
We finalize this subsection by adding some remarks on computation. First, we propose to use
a fixed number Mmax of random draws of models when M is too large to implement the method.
Since M = K!/(k!(K − k)!), it can be quite large when the model has large potential regressors.
The simulation studies in Section 4 reveal that the CSA quantile predictor still performs well with
a feasible size of submodels randomly drawn from the complete subsets. Second, the proposed
jackknife method can be immediately extended to the b-fold cross-validation method, where b is
the partition size of the sample. Algorithm 1 below summarizes the leave-one-out cross-validation
method for choosing k̂.
3 Asymptotic Theory
In this section, we investigate the asymptotic properties of the complete subset quantile regres-
sion (CSQR) estimator. We first provide the pointwise and uniform convergence results of Θ̂(m,k)
and Θ̂i(m,k), respectively. Then, we show the optimality of CSA in the sense of Li (1987), which
implies that k̂ is asymptotically equivalent to the infeasible optimal choice of the subset size.
In addition to the model described in Section 2, we define some notation for later use. Let
fy|x(·|x) be a conditional probability density function for generic random variables x and y. Since
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Algorithm 1: Cross-validation for CSA
Input: {(yi, xi) : i = 1, . . . , n}, Mmax
Output: k̂
1 Set K = dim(xi);
2 for k = 1 to K do
3 Set Xi,k = {all combinations with k regressors out of xi};
4 Set M = |Xi,k|0 = K!/(k!(K − k)!);
5 if M ≤Mmax then
6 for m = 1 to M do
7 Set xi(m,k) = (the m-th element of Xi,k) for i = 1, . . . , n;
8 for i = 1 to n do
9 Estimate the jackknife estimator Θ̂i(m,k):
Θ̂i(m,k) = arg min
Θ(m,k)∈Θ
n∑
j=1,j 6=i
ρτ
(
yj − x′j(m,k)Θ(m,k)
)
(9)
10 end
11 end
12 Set ŷi(k) =
1
M
∑M
m=1 x
′
i(m,k)Θ̂i(m,k);
13 Set CVn(k) =
1
n
∑n
i=1 ρτ (yi − ŷi(k));
14 end
15 if M > Mmax then
16 for m = 1 to Mmax do
17 Set xi(m,k) = (a random element of Xi,k) for i = 1, . . . , n;
18 for i = 1 to n do
19 Estimate the jackknife estimator Θ̂i(m,k) using (9);
20 end
21 end
22 Set ŷi(k) =
1
M
∑M
m=1 x
′
i(m,k)Θ̂i(m,k);
23 Set CVn(k) =
1
n
∑n
i=1 ρτ (yi − ŷi(k));
24 end
25 end
26 Set k̂ = arg mink CVn(k);
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all models are potentially misspecified in the model averaging literature, we define the pseudo-true
parameter value for any given (m, k):
Θ∗(m,k) := arg min
Θ(m,k)∈Θ
E
[
ρτ
(
yi − x′i(m,k)Θ(m,k)
)]
.
Let ψτ (c) := τ − 1{c ≤ 0}. For any (m, k) such that m = 1, . . . ,M and k = 1, . . . ,K, we define
A(m,k) := E
[
fy|x
(
Θ∗′(m,k)xi(m,k)|xi
)
xi(m,k)x
′
i(m,k)
]
,
B(m,k) := E
[
ψτ
(
yi −Θ∗′(m,k)xi(m,k)
)2
xi(m,k)x
′
i(m,k)
]
,
and
V(m,k) := A
−1
(m,k)B(m,k)A
−1
(m,k).
We need the following regularity conditions.
Assumption 1. (i) (yi, xi) is i.i.d. generated by (1)
(ii) P (εi(τ) ≤ 0|xi) = τ a.s.
(iii) E[µ4i ] <∞ and supj≥1E[x8ij ] < cx for some cx <∞
Assumption 2. (i) fy|x(·|xi) is bounded above by cf <∞ and continuous over its support a.s.
(ii) There exist constants cA(m,k) and cA(m,k) such that 0 < cA(m,k) ≤ λmin
(
A(m,k)
) ≤ λmax (A(m,k)) ≤
cfλmax
(
E
[
xi(m,k)x
′
i(m,k)
])
≤ cA(m,k) <∞
(iii) There exist constants cB(m,k) and cB(m,k) such that 0 < cB(m,k) ≤ λmin
(
B(m,k)
) ≤ λmax (B(m,k)) ≤
cB(m,k) <∞
(iv)
(
cA(m,k) + cB(m,k)
)
/k = O
(
c2A(m,k)
)
Assumption 3. Let cA := min1≤k≤K min1≤m≤M cA(m,k), cB := min1≤k≤K min1≤m≤M cB(m,k),
cA := max1≤k≤K max1≤m≤M cA(m,k), and cB := max1≤k≤K max1≤m≤M cA(m,k).
(i) K
4cA
ncB
= o(1) and K
4(logn)4
nc2B
= o(1)
(ii) Klogn = O(1) and (log n)
K+1n−Kc3A/(cAcB) = o(1).
Conditions (i)–(ii) in Assumption 1 are the standard i.i.d. and the quantile restrictions. As-
sumption 1(iii) requires some finite moment restrictions to achieve the probability bounds of various
sample mean objects in the proof. Assumption 2 allows conditional heteroskedasticity. Note that
the eigenvalues of A(m,k) and B(m,k) are bounded and bounded away from zero for a given (m, k).
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However, these bounds (cA(m,k), cB(m,k), cA(m,k), cB(m,k)) can converge to zero or diverge to infinity
as n increases. The speed of convergence is restricted by Assumption 2 (iv). These bounded eigen-
value restrictions are commonly imposed in the literature that studies the increasing dimension of
parameters (see, e.g. Portnoy (1984, 1985)). Assumptions 1–2 are standard and similar to those
in Lu and Su (2015). See the additional remarks therein. Assumption 3 imposes some regularity
conditions on the number of the potential regressors Kn and the sequence of the uniform bounds
(cA, cB, cA, cB). Different from the regularity condition of JMA in Lu and Su (2015), we need not
restrict the growth rate of the potential models M directly since M(Kn,k) is determined by Kn.
However, M(Kn,k) increases very quickly at a factorial rate of Kn and we need a stronger restriction
on Kn. As noted in Assumption 3(ii), Kn can increase at most the logarithmic rate of n. In the
case of JMA, the number of regressors can increase at the polynomial rate if we set k¯ = kM = M
in their notation. This is a trade-off in proving the uniform convergence results over a larger index
set than that of JMA. We discuss this point in detail below in Theorem 2. The second part of
Assumption 3(ii) holds if c3A/(cAcB) converges to zero at the rate of or slower than 1/ log n when
K increases at the rate of log n.
First, we prove the convergence rate and the asymptotic normality of Θ̂(m,k) when the dimension
of parameter k increases.
Theorem 1. Suppose that Assumptions 1, 2, and 3(i) hold. Let C(m,k) denote an l(m,k)×k matrix
such that C0 := limn→∞C(m,k)C ′(m,k) exists and is positive definite, where l(m,k) ∈ [1, k] is a fixed
integer. Then,
(i)
∥∥∥Θ̂(m,k) −Θ∗(m,k)∥∥∥ = Op(√ kn)
(ii)
√
nC(m,k)V
−1/2
(m,k)
[
Θ̂(m,k) −Θ∗(m,k)
]
d→ N (0, C0)
This theorem provides an asymptotic theory for the quantile regression estimator when the
model is misspecified and the number of parameters diverges to infinity as similarly seen in Lu and
Su (2015). The convergence rate in (i) is a standard result when k diverges as n increases. To show
the asymptotic normality with a diverging number of parameters, we also consider an arbitrary
linear combination of Θ̂(m,k) represented by C(m,k). The difference between two estimators, CSA
and JMA, originates from the fact that CSA chooses the total number of the regressors Kn first
and the number of complete subset models M(Kn,k) follows automatically for each k = 1, . . . ,Kn,
whereas JSA selects the set of models Mn (in their notation) in advance. Then, the size of regressors
km in case of JSA is determined by the sequence of models m = 1, . . . ,Mn chosen by a researcher.
Although there are slight differences in the definition of cA(m,k) and cB(m,k) and their bounds from
those in Lu and Su (2015), the proof of Theorem 1 is identical to theirs, so is omitted.
We next turn our attention to the uniform convergence results of Θ̂i(m,k) and Θ̂(m,k). In addition
to its own interest, the uniform convergence rates in the next theorem are required to prove to the
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asymptotic optimality of k̂.
Theorem 2. Suppose that Assumptions 1–3. Then,
(i) max1≤i≤n max1≤k≤K max1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥ = Op (√n−1K log n)
(ii) max1≤k≤K max1≤m≤M
∥∥∥Θ̂(m,k) −Θ∗(m,k)∥∥∥ = Op (√n−1K log n)
Since CSA is defined on the index sets of m and k, the uniform convergence rates are defined
over those sets, m ∈ {1, . . . ,M} and k ∈ {1, . . . ,K}. In case of Θ̂i(m,k), we need additional
uniformity over i ∈ {1, . . . , n}. As a result, the regularity conditions that control the growth rates
of Kn and M(Kn,k) are different from those of JMA in Assumption 3 (ii). As discussed before, since
the number of complete subsets increases at the factorial rate of Kn, we need a restriction on Kn
slightly stronger than that of JMA. We follow the proof strategy in Lu and Su (2015) which extends
the results of Rice (1984) by using the inequality in Shibata (1981, 1982). To handle the different
growth rates, we provide new technical lemmas. The proof of Theorem 2 as well as these lemmas
are provided in the appendix. Finally, the uniform convergence rates are expressed in terms of the
sample size n and the total number of regressors K that goes to infinity as n increases.
We now prove the asymptotic optimality of k̂ in the sense of Li (1987). Following Lu and Su
(2015), we use the final prediction error (FPE, or the out-of-sample quantile prediction error) as a
criterion to evaluate the prediction performance:
FPEn(k) := E
[
ρτ
(
y − 1
M
M∑
m=1
X ′(m,k)Θ̂(m,k)
)
|Dn
]
.
The next theorem shows that k̂ is asymptotically equivalent to the infeasible best subset size choice
that is defined as a minimizer of FPE(k).
Theorem 3. Suppose that Assumptions 1–3. Then,
FPE(k̂)
infk∈Kn FPE(k)
p→ 1.
A similar optimality concept has been adopted in the context of the weighted average estimator
(e.g. Hansen (2007), Hansen and Racine (2012), and Lu and Su (2015)) and in the context of
the IV estimator (e.g. Donald and Newey (2001), Kuersteiner and Okui (2010), and Lee and Shin
(2018)). Different from JMA, CSA considers the complete subsets given (Kn, k) and does not
require the selection of models to be considered. Thus, the optimality result is also independent of
the initial model selection/ordering issue once the total number of regressors are given. The idea
of complete subset averaging has been adopted in the forecasting literature (e.g. Elliott, Gargano,
and Timmermann (2013, 2015), Rapach et al. (2010)), this is the first formal result to show the
optimality of the subset size selection.
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4 Monte Carlo Simulations
In this section, we investigate the finite sample performance of the proposed estimator in simple
Monte Carlo experiments. Following Hansen (2007) and Lu and Su (2015), we adopt the following
data generating process as our baseline model:
yi = θ
1000∑
j=1
j−1xij + εi,
where xi1 = 1 and (xi2, . . . , xi1000) follows a multivariate normal distribution, N(0,Σ) with Σjk = ρx
if j 6= k and 1 if j = k. Therefore, the regressors are possibly dependent to each other. The term
εi follows N(0, 1) independent of xij . The sample is i.i.d. over i. The population R
2 := (V ar(yi)−
V ar(εi))/V ar(yi) is controlled by θ. We consider two sample sizes, n = 50, 150. The number
of potential regressors is set to K = 20. We compare the performance of the Jackknife Model
Averaging estimator(JMA) in Lu and Su (2015) and the proposed Complete Subset Averaging
estimator (CSA) based on the final prediction error (FPE). The set of models used for JMA is
constructed in an encompassing way, e.g. {xi1}, {xi1, xi2}, . . . , {xi1, . . . , xi20}. For CSA, we set the
maximum submodels to Mmax = 100. Thus, we draw 100 models randomly from the complete
subsets of size k if M = K!/(k!(K − k)!) is bigger than 100. For each replication r, the FPE(r) is
calculated by generating 100 out-of-sample observations:
FPE(r) =
1
100
100∑
s=1
ρτ (ys − yˆs)
where yˆ is predicted by either CSA or JMA. Then, we average the out-of-sample prediction error
over R = 200 replications, FPE = R−1
∑R
r=1 FPE(r).
Figures 1–3 summarize the simulation results. Overall, the performance of CSA compared to
JMA is quite satisfactory. In the first set of simulations, we investigate the performance of the
two forecasting methods over different population R2’s. We vary R2 over {0.1, 0.2, . . . , 0.9} with
ρx = 0.9. We consider two quantiles τ = 0.05, 0.5 and two sample sizes n = 50, 150. From the four
graphs in Figure 1, we can confirm that CSA outperforms JMA uniformly across all R2’s in terms
of FPE. The prediction performance of CSA is much better when the sample size is small, n = 50,
and the gap decreases as the sample size increases to n = 150. We also note that the prediction
error of CSA is relatively stable over R2 while that of JMA increases steeply for larger R2 when
n = 50.
In the second set of simulations, we check the performance over a wider range of quantiles,
τ = {0.1, 0.2, . . . , 0.9}. We set R2 = 0.5 and ρx = 0.9. Figure 2 plots the prediction errors of CSA
and JMA for n = 50, 150. We confirm the similar patterns in this simulation study. CSA performs
uniformly better than JMA over different quantiles in both sample sizes although the gap decreases
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Figure 1: Prediction Errors over R2
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as the sample size increases. It is also interesting that both estimators predict better at the tail
distributions and show the largest prediction errors at the median.
Figure 2: Prediction Errors over Different Quantiles
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Finally, we check the performance over different levels of dependency among the predictors,
ρx = {0, 0.1, 0.2, . . . , 0.9}. We set R2 = 0.5 and τ = 0.5. Since (xi2, . . . , xi1000) are generated
from the multivariate normal distribution, they are independent when ρx = 0. Figure 3 plots the
simulation results. CSA performs better than JMA when there exists any correlation between the
predictors. The prediction error of JMA is better only when ρx = 0. Similar to the previous
simulation studies, the performance gap narrows as the sample size increases. As we can see from
the empirical applications in the next section, the predictors are usually correlated with each other.
Therefore, it is promising that CSA performs better when there is a correlation among predictors.
Elliott, Gargano, and Timmermann (2013) also report in the conditional mean prediction settings
that the CSA approach performs better when predictors are correlated each other.
5 Empirical Illustration
In this section, we investigate the performance of the proposed method with real data sets.
Specifically, we revisit two empirical applications in Lu and Su (2015): (i) quantile forecast of excess
stock returns; and (ii) quantile forecast of wages. Lu and Su (2015) show that the jackknife model
averaging (JMA) method outperforms alternative model averaging and model selection methods
in terms of quantile forecast at τ = 0.05 and 0.5. Therefore, we compare the performance of the
complete subset averaging (CSA) method directly to that of JMA.
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Figure 3: Prediction Errors over Different ρx
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5.1 Stock Return
We use the same data set in Lu and Su (2015), which is composed of monthly observations
from January 1950 to December 2005 (T = 672). The dependent variable is the excess stock
return. We use the following twelve regressors: default yield spread, treasury bill rate, net equity
expansion, term spread, dividend price ratio, earnings price ratio, long term yield, book-to-market
ratio, inflation, return on equity, lagged dependent variable, and smoothed earnings price ratio.
See Lu and Su (2015) and Campbell and Thompson (2007) for the details of the data set. Different
from JMA, CSA need not select the order of important regressors.
We forecast the one-period-ahead excess stock returns at 0.5 and 0.05 quantiles using various
fixed in-sample sizes, T1 = 48, 60, 72, 96, 120, 144, and 180. The forecast performance is measured
by the out-of-sample R2 defined as
R2 = 1−
∑T−1
t=T1
ρτ (yt+1 − ŷt+1|t)∑t−1
t=T1
ρτ (yt+1 − y¯t+1|t)
,
where ŷt+1|t the one-period-ahead τ -quantile prediction at time t using the data from the past T1
periods, and y¯t+1|t is the unconditional τ -quantile for the same T1 periods. The out-of-sample R2
measures the relative performance of a forecast method compared to the unconditional historical
quantile. The higher values of R2 imply better forecasting performance.
Table 1 compares the forecast performance of JMA and CSA. In addition to the out-of-sample
R2, we report the mean and median of k̂. The upper panel of Table 1 reports the results of τ = 0.05.
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The R2 of CSA is better than that of JMA uniformly over different sample sizes (T1). The gap
between two R2’s is substantial except T = 180. We next turn our attention to the lower panel with
τ = 0.5. In this case, we have some mixed results. CSA performs better when T1 is small while
JMA does better when T1 is larger. Overall, the gap between R
2’s is small when τ = 0.5. As we
have observed from the simulation studies, the performance of two estimators becomes similar as
the sample size increases in both panels. It is also noticeable that the selected k̂ of CSA increases
as the sample size increases and that CSA selects relatively large k̂ across all T1 and τ
Table 1: Out-of-sample R2 for the Excess Stock Return Data
T1 JMA CSA E[k̂] Med[k̂]
τ = 0.05
48 -0.117 -0.071 7.4 8
60 -0.125 -0.063 8.1 8
72 -0.023 -0.001 8.2 9
96 -0.020 0.055 8.1 9
120 0.053 0.104 8.7 9
144 0.045 0.082 9.1 9
180 0.033 0.039 9.6 10
τ = 0.5
48 0.076 0.103 9.8 10
60 0.079 0.089 9.9 10
72 0.067 0.057 10.0 10
96 0.053 0.049 10.3 11
120 0.013 0.003 10.5 11
144 -0.002 -0.012 10.6 11
180 0.034 0.032 10.5 11
5.2 Wage
In this subsection we conduct the quantile forecast exercises using the Current Population
Survey (CPS) data in 1975. The same data set is also used by Lu and Su (2015) and Hansen and
Racine (2012) for quantile and mean forecast exercises, respectively. The sample size is n = 526
and we use the logarithm of the average hourly wage as the dependent variable. For the direct
comparison with JMA, we also use the following ten regressors: professional occupation, years of
education, years with current employer, female, service occupation, married, trade, SMSA, services,
and clerk occupation.
We split the sample into the estimation sample randomly drawn n1 observations and the eval-
uation sample of n− n1 observations. The estimation sample size varies n1 = 50, 100, 150, and 200
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and the random splitting is repeated 200 times for each n1. The out-of-sample R
2 is defined as
R2 = 1−
∑n2
s=1 ρτ (ys − ŷs)∑n2
s=1 ρτ (ys − y¯s)
,
where ŷs is the τ -th conditional quantile predictor and y¯s is the unconditional τ -quantile esti-
mate from the estimation sample. Again, R2 measures the prediction performance relative to the
unconditional quantile estimate. The higher values of R2 implies better performance.
Table 2 summarizes the exercise results.1 We confirm that CSA shows better quantile prediction
performance than JMA uniformly over all different estimation sample sizes. We observe the similar
patterns that we have found both in the simulation studies and in the stock return application.
The performance gap is larger when the sample size (n1) is small. The gap narrows as n1 increases.
Overall, CSA outperforms JMA when τ = 0.05, and they show similar performance when τ = 0.5.
As predicted by the theory and also confirmed in the stock return application, the selected k̂
increases as n1 increases.
Table 2: Out-of-sample R2 for the Wage Data
n1 JMA CSA E[k̂] Med[k̂]
τ = 0.05
50 -0.034 0.066 3.9 4
100 0.073 0.122 5.5 6
150 0.112 0.138 6.1 6
200 0.125 0.158 6.6 7
τ = 0.5
50 0.233 0.252 6.5 6
100 0.276 0.287 7.7 8
150 0.293 0.302 8.2 8
200 0.302 0.307 8.4 9
6 Conclusion
In this paper, we propose a novel conditional quantile prediction method based on complete
subset averaging of quantile regressions. We show the asymptotic properties of the estimator when
the dimension of regressors diverges to infinity as the sample size increases. The size of the complete
subset is chosen by the leave-one-out cross-validation method. We prove that the subset size chosen
by this method is optimal in the sense that it is asymptotically equivalent to the infeasible optimal
size minimizing the final prediction error. The prediction performance in the simulation studies
1R2s of JMA are different from the numbers reported in Table 5 in Lu and Su (2015) because they use the level
of wage as a dependent variable and we use the logarithm of wage.
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and empirical applications is satisfactory.
We conclude with two potential extensions of the propose method. First, we can think of
a different approach in choosing the complete subset size. Recently, Hirano and Wright (2019)
propose a Laplace cross-validation method, where the tuning parameter of interest is chosen by the
pseudo-Bayesian posterior mean and show that it works better than the standard cross-validation
method when the risk function is asymmetric. It is interesting to check how it performs in the
CSA quantile prediction. Second, it will be useful if one can extend the results into the time-series
data possibly including persistent regressors (e.g. Fan and Lee (2019)). We leave them for future
research.
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7 Technical Appendix
Lemma 1. Let en := (nMK
2)1/4. Suppose that K/ log(n) = O(1). Then, we can show the
following rate conditions:
(i) M = O(2K)
(ii) K logM/n = o(1)
(iii) (en logM)/n = o(1)
Proof of Lemma 1. (i) Recall the dependency of M on K and k. By construction, MK,k =
(
K
k
)
.
Then, the result follows from 2K =
∑K
k=0
(
K
k
)
.
(ii) Note that
K logM
n
= O
(
log n(log 2logn)
n
)
= O
(
log 2 · (log n)
2
n
)
= o(1)
(iii) Note that
en logM
n
=
(
nMK2
)1/4
logM
n
=
(
MK2 (logM)4
n3
)1/4
= O
((
2logn
n
)1/4)
O
((
(log n)2
n
)1/4)
O
((
(log 2logn)2
n
)1/4)
It is enough to show that 2logn/n = o(1). Let c1n = 2
logn/n. Then,
log c1n = log n(log 2− 1)→ −∞.
Therefore, c1n = o(1) and the desired result is established.
Lemma 2. Suppose that (i) supj≥1E[x2ij ] < cx with cx <∞, (ii) E[µ2i ] <∞. Then,
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∥∥xi(m,k)∥∥ = Op(K1/2)
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Proof of Lemma 2. The triangle inequality implies that
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∥∥xi(m,k)∥∥
≤ max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
E
∥∥xi(m,k)∥∥+ max
1≤k≤K
max
1≤m≤M
∣∣∣∣∣ 1n
n∑
i=1
(∥∥xi(m,k)∥∥− E ∥∥xi(m,k)∥∥)
∣∣∣∣∣
≡ A1 +A2.
We first investigate A1:
A1 = max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
E
[
x′i(m,k)xi(m,k)
]1/2
≤ max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
(
E
[
x′i(m,k)xi(m,k)
])1/2
≤ max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
(kcx)
1/2
≤ max
1≤k≤K
k1/2c1/2x
≤ K1/2c1/2x = O(K1/2)
We next turn our attention to A2. Let vi(m,k) :=
∥∥xi(m,k)∥∥−E ∥∥xi(m,k)∥∥. Note that V ar(vi(m,k)) ≤
CK for some generic constant C > 0. Let en := (nMK
2)1/4. We have
P (A2 ≥ 2ε) = P
(
max
1≤k≤K
max
1≤m≤M
∣∣∣∣∣ 1n
n∑
i=1
vi(m,k)
∣∣∣∣∣ ≥ 2ε
)
≤ P
(
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∣∣vi(m,k)∣∣ ≥ 2ε
)
≤ P
(
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∣∣vi(m,k)∣∣ 1 (∣∣vi(m,k)∣∣ ≤ en) ≥ ε
)
+ P
(
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∣∣vi(m,k)∣∣ 1 (∣∣vi(m,k)∣∣ > en) ≥ ε
)
≡ A21 +A22.
Boole’s and Bernstein inequalities imply that
A21 ≤ KM max
1≤k≤K
max
1≤m≤M
P
(
1
n
n∑
i=1
∣∣vi(m,k)∣∣ 1 (∣∣vi(m,k)∣∣ ≤ en) ≥ ε
)
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≤ 2KM exp
(
− nε
2
2CK + 2εen/3
)
= 2 exp
(
− nε
2
2CK + 2εen/3
+ logM + logK
)
= 2 exp
( −nε2
2CK + 2εen/3
(
1 +
2CK(logM + logK) + (2/3)εen(logM + logK)
nε2
))
= o(1).
The convergence result follows from K = o(M) by Lemma 1 (i), (K logM)/n = o(1) by Lemma 1
(ii), and en logM/n = o(1) by Lemma 1 (iii).
Finally, we show that A22 = o(1).
A22 = P
(
max
1≤k≤K
max
1≤m≤M
1
n
n∑
i=1
∣∣vi(m,k)∣∣ 1 (∣∣vi(m,k)∣∣ > en) ≥ ε
)
≤ P
(
max
1≤k≤K
max
1≤m≤M
max
1≤i≤n
∣∣vi(m,k)∣∣ 1 (∣∣vi(m,k)∣∣ > en) ≥ ε)
≤ P
(
max
1≤k≤K
max
1≤m≤M
max
1≤i≤n
1
(∣∣vi(m,k)∣∣ > en))
≤
K∑
k=1
M∑
m=1
n∑
i=1
P
(∣∣vi(m,k)∣∣ > en)
≤ 1
e4n
K∑
k=1
M∑
m=1
n∑
i=1
E
(∣∣vi(m,k)∣∣4) = O(1)K = o(1)
Proof of Theorem 2. The proof is similar to Lu and Su (2015) except the last part that shows the
convergence of the maximal inequality bound. Let δn := L
√
n−1K log n for some large constant
L <∞. Let Q¯(m,k)
(
Θ(m,k)
)
:= E
[
ρτ
(
yi − x′i(m,k)Θ(m,k)
)]
. We also define
D(δn) := inf
1≤m≤M
inf∥∥∥Θ(m,k)−Θ∗(m,k)∥∥∥>δn
[
Q¯(m,k)
(
Θ(m,k)
)− Q¯(m,k) (Θ∗(m,k))] ,
S(m,k)(δn) :=
{
Θ(m,k) :
∥∥∥Θ(m,k) −Θ∗(m,k)∥∥∥ > δn, ∥∥∥Θ(m,k) −Θ∗(m,k)∥∥∥ = o(1)} .
The same arguments in Lu and Su (2015) imply that, for any Θ(m,k) ∈ S(m,k) (δn),
Q¯(m,k)
(
Θ(m,k)
)− Q¯(m,k) (Θ∗(m,k))
= E
[
ρτ
(
yi − x′i(m,k)Θ(m,k)
)
− ρτ
(
yi − x′i(m,k)Θ∗(m,k)
)]
= E
[
ρτ
(
εi + ui(m,k) − x′i(m,k)
[
Θ(m,k) −Θ∗(m,k)
])
− ρτ
(
εi − ui(m,k)
)]
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= E
{∫ x′
i(m,k)
[
Θ(m,k)−Θ∗(m,k)
]
0
[
1
{
εi + ui(m,k) ≤ s
}− 1{εi + ui(m,k) ≤ 0}] ds
}
= E
{∫ x′
i(m,k)
[
Θ(m,k)−Θ∗(m,k)
]
0
[
F
(−ui(m,k) + s|xi)− F (−ui(m,k)|xi)] ds
}
≈ 1
2
[
Θ(m,k) −Θ∗(m,k)
]′
A(m,k)
[
Θ(m,k) −Θ∗(m,k)
]
≥ cAδ
2
n
2
.
The claim in (i) is established by showing that the following maximal inequality converges to zero:
P
(
max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥ ≥ δn) = op(1)
We first derive the upper bound of it:
P
(
max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥ ≥ δn)
≤ nKM max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
P
(∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥ ≥ δn)
≤ nKM max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
P
(
Q¯(m,k)
(
Θ(m,k)
)− Q¯(m,k) (Θ∗(m,k)) ≥ D(δn))
≈ nKM max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
P
(
Wi(m,k) ≥ 2nD(δn)
)
,
where Wi(m,k) := n
[
Θ(m,k) −Θ∗(m,k)
]′
A(m,k)
[
Θ(m,k) −Θ∗(m,k)
]
. We apply similar arguments in the
proof of Theorem 3.2 of Lu and Su (2015) to show that
Wi(m,k) ≤
(
cAcB/c
2
A
) ∥∥∥β˜i(m,k)∥∥∥2 ,
where β˜i(m,k) :=
√
n
[
C(m,k)C
′
(m,k)
]−1/2
C(m,k)V
−1/2
(m,k)
[
Θ̂i(m,k) −Θ∗(m,k)
]
d→ N
(
0, Il(m,k)
)
. Let cAB :=
cAcB/c
2
A and l¯ := max1≤k≤K max1≤m≤M l(m,k). Then, the above inequality forWi(m,k) and the cor-
rected version of Lemma 2.1 of Shibata (1981, 1982) imply that
nKM max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
P
(
Wi(m,k) ≥ 2nD(δn)
)
≤ nKM max
1≤i≤n
max
1≤k≤K
max
1≤m≤M
P
(∥∥∥β˜i(m,k)∥∥∥2 ≥ 2nD(δn)/cAB)
≤ lim sup
n→∞
nKM max
1≤k≤K
max
1≤m≤M
P
(
χ2(l(m,k)) ≥ 2nD(δn)/cAB
)
≤ lim sup
n→∞
nKMP
(
χ2(l¯) ≥ 2nD(δn)/cAB
)
≤ lim sup
n→∞
nKMP
(
χ2(l¯) ≥ l¯ + (nδ2ncA/cAB − l¯))
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≤ lim sup
n→∞
nKM exp
(−0.5 (nδ2ncA/cAB − l¯) (1− log(nδ2ncA/(l¯cAB))/(nδ2ncA/(l¯cAB)− 1)))
= o(1)
For the last equality, note first that log(nδ2ncA/(l¯cAB))/(nδ
2
ncA/(l¯cAB)− 1) = o(1) by Assumption
3(ii). The leading term becomes
nKM exp
(−0.5 (nδ2ncA/cAB)) = nKMn−0.5(L2Kc3A/(cAcB))
 KK!n1−0.5(L2Kc3A/(cAcB))
 KKKn1−0.5(L2Kc3A/(cAcB))
= KK+1n1−0.5(L
2Kc3A/(cAcB))
≤ C(log n)K+1n1−0.5(L2Kc3A/(cAcB))
= o(1)
where C < ∞ is a generic constant. The second line holds by the definition of M , the third line
holds by the fact that K! KK , the fifth line holds by Assumption 3(ii), and the last convergence
result holds by 3(ii) and by taking some large L.
Therefore, we establish the result in (i). Analogously, we can prove the result in (ii).
Proof of Theorem 3. It suffices to show that
sup
k∈K
∣∣∣∣CVn(k)− FPEn(k)FPEn(k)
∣∣∣∣ = op(1) (10)
We first expand the numerator by applying Knight’s identity repeatedly.
CVn(k)− FPEn(k)
=
{
1
n
n∑
i=1
[
ρτ
(
yi −M−1
M∑
m=1
x′i(m,k)Θ̂i(m,k)
)
− ρτ (εi)
]}
− {FPEn(k)− E [ρτ (ε)]}+
1
n
n∑
i=1
{ρτ (εi)− E [ρτ (ε)]}
=
1
n
n∑
i=1
[
µi −M−1
M∑
m=1
x′i(m,k)Θ̂i(m,k)
]
ψτ (εi)
+
1
n
n∑
i=1
∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
0
[1 {εi ≤ s} − 1 {εi ≤ 0}] ds
− E
[∫ M−1∑Mm=1 x′(m,k)Θ̂(m,k)−µ
0
[1 {ε ≤ s} − 1 {ε ≤ 0}] ds|Dn
]
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+
1
n
n∑
i=1
{ρτ (εi)− E [ρτ (ε)]}
=
1
n
n∑
i=1
[
µi −M−1
M∑
m=1
x′i(m,k)Θ̂i(m,k)
]
ψτ (εi)
+
1
n
n∑
i=1
∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
0
[1 {εi ≤ s} − 1 {εi ≤ 0} − F (s|xi) + F (0|xi)] ds
+
1
n
n∑
i=1
{∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
0
[F (s|xi)− F (0|xi)] ds
− Exi
[∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
0
[F (s|xi)− F (0|xi)] ds
]}
+
1
n
n∑
i=1
{
Ex
[∫ M−1∑Mm=1 x′(m,k)Θ̂i(m,k)−µ
0
[F (s|x)− F (0|x)] ds
]
− Ex
[∫ M−1∑Mm=1 x′(m,k)Θ̂(m,k)−µ
0
[F (s|x)− F (0|x)] ds
]}
+
1
n
n∑
i=1
{ρτ (εi)− E [ρτ (ε)]}
≡ CV1n + CV2n + CV3n + CV4n + CV5n
It is straightforward to derive all terms except CV4n. We need the following two results to get
CV4n. Let Ex be an expectation with respect to a random variable x.
1
n
n∑
i=1
Exi
[∫ M−1∑m=1 x′i(m,k)Θˆi(m,k)−µi
0
[F (s|xi)− F (0|xi)]ds
]
=
1
n
n∑
i=1
Ex
[∫ M−1∑Mm=1 wmx′(m,k)Θˆi(m,k)−µ
0
[F (s|x)− F (0|x)]ds
]
,
(11)
E
[∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[1{ε ≤ s} − 1{ε ≤ 0}]ds|Dn
]
= Ex
[∫ M−1∑Mm=1 x′(m,k)Θˆ(m.k)−µ
0
[F (s|x)− F (0|x)]ds
]
.
(12)
The identity (11) follows from the fact that Θˆi(m) does not depend on the i-th observation. The
second result (12) comes from
E
[∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[1{ε ≤ s} − 1{ε ≤ 0}]ds|Dn
]
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=∫
(x,ε)
∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[1{ε ≤ s} − 1{ε ≤ 0}]dsf(x, ε|Dn)dxdε
=
∫
(x,ε)
∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[1{ε ≤ s} − 1{ε ≤ 0}]dsf(x, ε)dxdε
=
∫
x
∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
∫
ε
[1{ε ≤ s} − 1{ε ≤ 0}]f(ε|x)f(x)dεdxds
=
∫
x
∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[F (s|x)− F (0|x)]f(x)dxds
= Ex
[∫ M−1∑Mm=1 x′(m,k)Θˆ(m,k)−µ
0
[F (s|x)− F (0|x)]ds
]
The second equality holds by the independence of the sample {xi, εi} and the generic random
variable (x, ε).
We are now ready to prove (10). We first show that the denominator of (10) is uniformly
bounded above zero and show the uniform convergence of CV1n, . . . , CV5n.
Claim 1: mink∈K FPEn(k) ≥ E[ρτ (ε)] − op(1). This results shows that the denominator of
the LHS in (10) is bounded above zero. Let uk := µ−M−1
∑M
m=1 x
′
(m,k)Θ
∗
(m,k).
FPEn(k)− E[ρτ (ε+ uk)]
= E
[
ρτ
(
ε+ uk −M−1
M∑
m=1
x′(m,k)
(
Θ̂(m,k) −Θ∗(m,k)
))
− ρτ (ε+ uk) |Dn
]
= E
[∫ M−1∑Mm=1 x′(m,k)(Θ̂(m,k)−Θ∗(m,k))
0
[1 {ε+ uk ≤ s} − 1 {ε+ uk ≤ 0}] ds|Dn
]
= Ex
[∫ M−1∑Mm=1 x′(m,k)(Θ̂(m,k)−Θ∗(m,k))
0
[F (s− uk|x)− F (−uk|x)] ds
]
= Ex
[∫ M−1∑Mm=1 x′(m,k)(Θ̂(m,k)−Θ∗(m,k))
0
f(−uk|x)sds
]
+ op(1)
= 2−1Ex
f(−uk|x)
[
M−1
M∑
m=1
x′(m,k)
(
Θ̂(m,k) −Θ∗(m,k)
)]2+ op(1)
≤ 2−1Ex
[
f(−uk|x)M−1
M∑
m=1
[
x′(m,k)
(
Θ̂(m,k) −Θ∗(m,k)
)]2]
+ op(1)
= 2−1
{
M−1
M∑
m=1
(
Θ̂(m,k) −Θ∗(m,k)
)′
Ex
[
f(−uk|x)x(m,k)x′(m,k)
] (
Θ̂(m,k) −Θ∗(m,k)
)}
+ op(1)
≤ c¯A
2
max
1≤k≤K
max
1≤m≤M
‖Θ̂(m,k) −Θ∗(m,k)‖2 + op(1) = op(1).
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Claim 2: supk∈K |CV1n(k)| = op(1).
CV1n(k) =
1
n
n∑
i=1
[
µi −M−1
M∑
m=1
x′i(m,k)Θ
∗
i(m,k)
]
ψτ (εi)
− 1
n
n∑
i=1
[
M−1
M∑
m=1
x′i(m,k)
(
Θ̂i(m,k) −Θ∗i(m,k)
)]
ψτ (εi)
≡ CV1n,1 + CV1n,2
We first show that supk∈K CV1n,1 = op(1). Let bi(m,k) = µi − x′i(m,k)Θ∗i(m,k) and en = (MnK2)1/4.
Note that
P
(
max
1≤k≤K
|CV1n,1| ≥ 2ε
)
≤ P
(
max
1≤k≤K
1
nM
n∑
i=1
M∑
m=1
∣∣bi(m,k)∣∣ ≥ 2ε
)
≤ P
(
max
1≤k≤K
1
nM
n∑
i=1
M∑
m=1
∣∣bi(m,k)∣∣ 1 (∣∣bi(m,k)∣∣ ≤ en) ≥ ε
)
+ P
(
max
1≤k≤K
1
nM
n∑
i=1
M∑
m=1
∣∣∣µi − x′i(m,k)Θ∗i(m,k)∣∣∣ 1 (∣∣bi(m,k)∣∣ > en) ≥ ε
)
≡ CV1n,11 + CV1n,12.
We next show that CV1n,11 = o(1) and CV1n,12 = o(1), respectively.
CV1n,11 ≤ K max
1≤k≤K
P
(
1
nM
n∑
i=1
M∑
m=1
∣∣bi(m,k)∣∣ 1 (∣∣bi(m,k)∣∣ ≤ en) ≥ ε
)
≤ 2K exp
(
− nMε
2
2KC + 2εen/3
)
≤ 2 exp
(
− nMε
2
2KC + 2εen/3
+ logK
)
= 2 exp
(
− nMε
2
2KC + 2εen/3
(
1− (2KC + 2εen/3) logK
nMε2
))
= o(1).
The last convergence result follows from the order conditions in Assumption 3.
CV1n,12 ≤ P
(
max
1≤k≤K
max
1≤i≤n
max
1≤m≤M
∣∣bi(m,k)∣∣ > en)
≤
K∑
k=1
n∑
i=1
M∑
m=1
P
(∣∣bi(m,k)∣∣ > en)
≤ 1
e4n
K∑
k=1
n∑
i=1
M∑
m=1
E
[∣∣bi(m,k)∣∣4 1(∣∣bi(m,k)∣∣4 > e4n)] = o(1)
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We next turn our attention to CV1n,2:
sup
k∈K
|CV1n,2| ≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
∣∣∣x′i(m,k) (Θ̂i(m,k) −Θ∗i(m,k))ψτ (εi)∣∣∣
≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
∣∣∣x′i(m,k) (Θ̂i(m,k) −Θ∗i(m,k))∣∣∣
≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
∥∥xi(m,k)∥∥∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥
= sup
k∈K
1
M
M∑
m=1
{
1
n
n∑
i=1
∥∥xi(m,k)∥∥∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥
}
≤ sup
k∈K
1
M
M∑
m=1
{
1
n
n∑
i=1
∥∥xi(m,k)∥∥(max
1≤i≤n
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥)
}
= sup
k∈K
1
M
M∑
m=1
{(
max
1≤i≤n
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥) 1n
n∑
i=1
∥∥xi(m,k)∥∥
}
≤ sup
k∈K
1
M
M∑
m=1
max
1≤m≤M
{(
max
1≤i≤n
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥) 1n
n∑
i=1
∥∥xi(m,k)∥∥
}
= sup
k∈K
max
1≤m≤M
{(
max
1≤i≤n
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥) 1n
n∑
i=1
∥∥xi(m,k)∥∥
}
1
M
M∑
m=1
1
= sup
k∈K
max
1≤m≤M
{(
max
1≤i≤n
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥) 1n
n∑
i=1
∥∥xi(m,k)∥∥
}
=
{
sup
k∈K
max
1≤i≤n
max
1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗i(m,k)∥∥∥}
{
sup
k∈K
max
1≤m≤M
1
n
n∑
i=1
∥∥xi(m,k)∥∥
}
= Op
(√
n−1K log n
)
Op
(√
K
)
= op(1).
The convergence results follow from Theorem 2, Lemma 2, and Assumption 3
Claim 3: supk∈K |CV2n(k)| = op(1).
|CV2n(k)| ≤ |CV2n,1(k)|+ |CV2n,2(k)|
where
CV2n,1(k) =
1
n
n∑
i=1
∫ M−1∑Mm=1 x′i(m,k)Θ∗(m,k)−µi
0
[1 {εi ≤ s} − 1 {εi ≤ 0} − F (s|xi) + F (0|xi)] ds
and
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CV2n,2(k) =
1
n
n∑
i=1
∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
M−1
∑M
m=1 x
′
i(m,k)
Θ∗
(m,k)
−µi
[1 {εi ≤ s} − 1 {εi ≤ 0} − F (s|xi) + F (0|xi)] ds
Since 1 {εi ≤ s} − 1 {εi ≤ 0} − F (s|xi) + F (0|xi) ≤ 2, we have
|CV2n,1(k)| ≤ 2
nM
n∑
i=1
M∑
m=1
∣∣∣x′i(m,k)Θ∗(m,k) − µi∣∣∣ .
Thus, supk∈K |CV2n,1(k)| = op(1) follows from the same arguments used for CV1n,1 above.
We next investigate CV2n,2. We have
sup
k∈K
|CV2n,2(k)| ≤ sup
k∈K
2
nM
n∑
i=1
M∑
m=1
∣∣∣x′i,(m,k)(Θ̂i(m,k) −Θ∗(m,k))∣∣∣
≤ sup
k∈K
2
nM
n∑
i=1
M∑
m=1
∥∥xi,(m,k)∥∥∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥
≤ 2 sup
k∈K
max
1≤i≤n
max
1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥ sup
k∈K
max
1≤m≤M
1
n
n∑
i=1
∥∥xi,(m,k)∥∥
= Op
(√
n−1K log n
)
·Op
(√
K
)
= op(1).
Claim 4: supk∈K |CV3n(k)| = op(1).
|CV3n(k)| ≤ |CV3n,1(k)|+ |CV3n,2(k)|
where
CV3n,1(k) =
1
n
n∑
i=1
{∫ M−1∑Mm=1 x′i(m,k)Θ∗(m,k)−µi
0
[F (s|xi)− F (0|xi)] ds
− Exi
[∫ M−1∑Mm=1 x′i(m,k)Θ∗(m,k)−µi
0
[F (s|xi)− F (0|xi)] ds
]}
and
CV3n,2(k) =
1
n
n∑
i=1
{∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
M−1
∑M
m=1 x
′
i(m,k)
Θ∗
(m,k)
−µi
[F (s|xi)− F (0|xi)] ds
− Exi
[∫ M−1∑Mm=1 x′i(m,k)Θ̂i(m,k)−µi
M−1
∑M
m=1 x
′
i(m,k)
Θ∗
(m,k)
−µi
[F (s|xi)− F (0|xi)] ds
]}
The proof of supk∈K |CV3n,1| = op(1) is similar to that of supk∈K |CV1n,1| = op(1) in Claim 2 and
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is omitted. Note that
|CV3n,2(k)| ≤ 1
n
n∑
i=1
∣∣∣∣∣M−1
M∑
m=1
x′i(m,k)
(
Θ̂i(m,k) −Θ∗(m,k)
)∣∣∣∣∣
1
n
n∑
i=1
Exi
∣∣∣∣∣M−1
M∑
m=1
x′i(m,k)
(
Θ̂i(m,k) −Θ∗(m,k)
)∣∣∣∣∣
≡ CV3n,21(k) + CV3n,22(k)
The proof of supk∈K |CV3n,21| = op(1) is similar to that of supk∈K |CV2n,2| = op(1) in Claim 3 and
is also omitted. It remains to show that supk∈K |CV3n,22| = op(1). Note that
sup
k∈K
CV3n,22(k) ≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
Exi
∣∣∣x′i(m,k) (Θ̂i(m,k) −Θ∗(m,k))∣∣∣
= sup
k∈K
1
nM
n∑
i=1
M∑
m=1
Exi
[(
Θ̂i(m,k) −Θ∗(m,k)
)′
xi(m,k)x
′
i(m,k)
(
Θ̂i(m,k) −Θ∗(m,k)
)]1/2
≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
[(
Θ̂i(m,k) −Θ∗(m,k)
)′
Exi
[
xi(m,k)x
′
i(m,k)
] (
Θ̂i(m,k) −Θ∗(m,k)
)]1/2
≤ sup
k∈K
1
nM
n∑
i=1
M∑
m=1
[
λmax
(
Exi
[
xi(m,k)x
′
i(m,k)
])]1/2 ∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥
≤
(
max
k∈K
max
1≤m≤M
[
λmax
(
Exi
[
xi(m,k)x
′
i(m,k)
])]1/2)
×
(
max
1≤i≤n
max
k∈K
max
1≤m≤M
∥∥∥Θ̂i(m,k) −Θ∗(m,k)∥∥∥)
= op(1).
by the triangle inequality, |x| = (x2)1/2, the Jensen’s inequality, A′BA ≤ λmax(B)A′A for any real
symmetric matrix B.
Claim 5: supk∈K |CV4n(k)| = op(1).
|CV4n(k)| =
∣∣∣∣∣ 1n
n∑
i=1
Ex
[∫ M−1∑Mm=1 x′(m,k)Θ̂i(m,k)−µ
M−1
∑M
m=1 x
′
(m,k)
Θ̂(m,k)−µ
[F (s|x)− F (0|x)] ds
]∣∣∣∣∣
≤ 1
n
n∑
i=1
Ex
∣∣∣∣∣
[∫ M−1∑Mm=1 x′(m,k)Θ̂i(m,k)−µ
M−1
∑M
m=1 x
′
(m,k)
Θ̂(m,k)−µ
[F (s|x)− F (0|x)] ds
]∣∣∣∣∣
≤ 1
n
n∑
i=1
Ex
∣∣∣∣∣
(
M−1
M∑
m=1
x′(m,k)Θ̂i(m,k) − µ
)
−
(
M−1
M∑
m=1
x′(m,k)Θ̂(m,k) − µ
)∣∣∣∣∣
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=
1
n
n∑
i=1
Ex
∣∣∣∣∣M−1
M∑
m=1
x′(m,k)
(
Θ̂i(m,k) − Θ̂(m,k)
)∣∣∣∣∣
= op(1).
by the triangle inequality, F (s|x)−F (0|x) ≤ 1, and the similar arguments in the proof of supkinK |CV3n,22(k)| =
op(1).
Claim 6: CV5n = op(1). Since CV5n does not depend on k, this result follows from the weak
law of large number.
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