This paper deals with subspace estimation in the small sample size regime, where the number of samples is comparable in magnitude with the observation dimension. The traditional estimators, mostly based on the sample correlation matrix, are known to perform well as long as the number of available samples is much larger than the observation dimension. However, in the small sample size regime, the performance degrades. Recently, based on random matrix theory results, a new subspace estimator was introduced, which was shown to be consistent in the asymptotic regime where the number of samples and the observation dimension converge to infinity at the same rate. In practice, this estimator outperforms the traditional ones even for certain scenarios where the observation dimension is small and of the same order of magnitude as the number of samples. In this paper, we address a performance analysis of this recent estimator, by proving a central limit theorem in the above asymptotic regime. We propose an accurate approximation of the mean square error, which can be evaluated numerically.
Introduction

Motivation
The problem of subspace estimation, i.e. estimating the eigenspaces of the correlation matrix of a certain multivariate time series of dimension M , available from a set of N noisy observations, is an important problem in statistical signal processing, and covers several topics such as Direction of Arrival (DoA) estimation [14] , multiuser detection in Code Division Multiple Access (CDMA) [8] , chirp parameter estimation [17] or beamforming [3] . Let us consider an complex M -variate time series (y n ) n≥1 , following a "signal plus noise" model y n = s n + v n , where s n corresponds to a signal part and v n to a noise part, and assume that N observations y 1 These sample estimators are known to perform well when the number of available samples N is much larger than the observation dimension M , in particular because the SCM is a good estimator of the true correlation matrix of the observations. Indeed, in the asymptotic regime where M is constant and N converges to infinity, under some technical conditions, the law of large numbers ensures that
almost surely as N → ∞, i.e. the sample projection matrices are consistent estimators of the true ones. These sample estimators have been also characterized in terms of Central Limit Theorems (CLT) in the previous asymptotic regime, and several accurate approximations of the Mean Square Error (MSE) have been obtained, see e.g. Anderson [1] , Stoica [15] , and the references therein. However, it may exist some situations where obtaining such an amount of samples is not conceivable, for example in situations where the signals are stationnary only for a short period of time, or simply if the observation dimension is large. As a consequence, in the low sample size regime where M and N are of the same order of magnitude, the performance of the sample subspace estimators severely degrades, essentially because the SCM does not estimate properly the true correlation matrix. In this context, based on recent results in random matrix theory, a new subspace estimator was proposed by Mestre [11] , in the case where (s n ) n≥0 and (v n ) n≥0 are modeled as two independent zero-mean Gaussian stationnary processes, temporally uncorrelated, with the signal correlation matrix R s = E[s n s noise covariance being equal to σ 2 I, where σ > 0 and I is the M × M identity matrix, i.e. (y n ) n≥0 can be modeled equivalently as
with (x n ) n≥0 a standard spatially and temporally white Gaussian process. Later Vallet et al. [16] obtained, using the same approach, a different estimator in the more general situation where the signals (s n ) n≥0 are considered as unknown deterministic. The estimators of [11] and [16] were shown to be consistent in the asymptotic regime where both the observation dimension M and the number of samples N converge to infinity in such a way that the ratio
Notations
We introduce here the main notations used throughout the paper. The sets R, R + and N (resp. N * ) will respectively represent the real numbers, the non-negative numbers and the non-negative integers (resp. the positive integers). C will be the set of complex numbers, and for z ∈ C, Re(z), Im(z) and z * will stand for the real part, the imaginary part and the complex conjuguate. i will be the imaginary unit and we will also use the set C + = {z ∈ C : Im(z) > 0}. The indicator of a set E ⊂ R is denoted 1 E , ∂E and Int(E ) will denote the boundary and interior of E .
For a real-valued function ϕ defined on R, supp(ϕ) will represent the support of ϕ, and C ∞ c (R, E ) will the set of smooth compactly supported functions defined on R, taking values in some set E ⊂ R.
Matrices (respectively vectors) are denoted by bolfaced capital (respectively boldfaced lower case) letters. For a complex matrix A, we denote by A T , A * its transpose and its conjuguate transpose, and by tr (A) and A its trace and spectral norm. The identity matrix will be I. e n will refer to a vector having all its components equal to 0 except the n-th equals to 1.
The real normal distribution with mean m and variance σ 2 is denoted N R (α, σ 2 ) and the multivariate normal distribution in R k , with mean m and covariance Γ is denoted in the same way N R k (m, Γ). We will say that a complex random variable Z = X + iY follow the distribution N C (α + iβ, σ 2 ) if X and Y are independent with respective distributions N R (α, σ 2 2 ) and N R (β, σ 2 2 ). The expectation and variance of a complex random variable Z will be denoted E[Z ] and V [Z ] . The support of a probability measure µ will be denoted supp(µ). For a sequence of random variables (X n ) n∈N and a random variable X , we write X n a.s.
The material of this paper was party presented in the conference paper [12] . when X n converges respectively with probability one and in distribution to X . Finally, X n = o P (1) will stand for the convergence of X n to 0 in probability, and X n = O P (1) will stand for boundedness in probability (tightness).
Some other special notations may be used at some very localized parts in the paper, and will be introduced in the text.
Asymptotic behaviour of the sample eigenvalues
In this section, we present some basic results from random matrix theory, describing the behaviour of the eigenvalues of the SCM Y N Y * N N , in the asymptotic regime where M , N converge to infinity such that M N → c > 0. These results will be required to introduce the improved subspace estimator of [16] . To that end, we will work with the following random matrix model, refered to as "Information plus Noise" in the literature. We consider
with • B N a rank K deterministic matrix satisfying sup N B N < ∞,
We denote by 
The asymptotic spectral distribution
where
λ−z is the Stieltjes transform of µ N , which satisfies the equation
for all z ∈ C\R, where the matrix T N (z) is defined by
Moreover, m N (z) can be further continuously extended to the real axis when z ∈ C + → x ∈ R, and we denote the limit m N (x). Defined in this way, x → m N (x) is continuous on R, continuously differentiable on R\∂ supp(µ N ) and still satisfies the equation (3) for x ∈ R\∂ supp(µ N ).
We now recall the characterization of the support of µ N provided in [16] . Define the function w N (z) by
The main equation (3) can be expressed in terms of an equation in w N (z), i.e.
and
Starting from the properties that w N is real and increasing on R\ supp(µ N ) and w N (x) ∈ C + for x ∈ supp(µ N ), [16] characterized w N (x) among the set of all solutions of the polynomial equation φ N (w) = x (which has degree 2K + 2), for x ∈ R, and showed that φ N admits 2Q (1
Moreover, we always have w N (x + Q,N ) > λ 1,N , and if Q > 1, it turns out that for each q = 1, . . . ,Q − 1, there exists k ∈ {0, . . . , K } such that
By differentiating (5) on both sides, we find φ N (w N (x)) > 0 for all x ∈ R\ supp(µ N ). Finally, by showing that [16] concludes that the support of µ N is given by the union
where the intervals x 
Useful quantities and bounds
We now introduce a few bounds which will be of constant use for the derivation of the main results of the paper. Let us definem
which corresponds to the Stieltjes transform of the probability measure c N µ
and note that w N (z) defined in (4) can be written as 
. Conversely, for x ∈ supp(µ N ), the equation φ N (w) = x admits 2K real solutions plus two complex conjugate solutions, and w N (x) coincides with the solution having positive imaginary part.
The proof of the following bounds can be found in [9] , [16] and [7] : matrices T N (z) andT N (z) satisfy
where d (z, E ) is the distance of z to a set E , and C ,C are two positive constants independent of N , z. We also have, for all z ∈ C,
Note finally the two useful identities
where f N is defined by (7) andf
To conclude this section, we introduce some quantities which will appear during the computations of the CLT. We define
as well as
Finally, we define
The last quantity ∆ N (z 1 , z 2 ) satisfies moreover the following bounds. 
Finally, we also have
Lemma 1 is proved in appendix 5.2.
Separation of the sample eigenvalues
In this section, we review some existing results concerning the location of the sample eigenvalues.
The following terminology will be used in the remainder: . . ,Q ; in particular, a signal eigenvalue may be associated with the "noise cluster" while two signal eigenvalues may be associated with the same interval. We now introduce the two following additional assumptions, which informally ensure that the K signal eigenvalues λ 1,N , . . . , λ K ,N will not be associated with the noise cluster, that is, will be separated from the "noise eigenvalue" 0 (λ K +1,N , . . . , λ M ,N ) for large N . This assumption will be necessary to guaranty the consistency of the subspace estimator introduced in the forthcoming sections.
Assumption A-1: There exists t
Assumption A-1 thus ensures that the noise cluster remains asymptotically separated from the the other intervals in the support of µ N , as N → ∞. From (8) and the fact that w N is increasing on R\µ N , we have w N (t 
Note that this assumption implies that lim inf N →∞ λ K ,N > 0, thus ensuring that noise and signal eigenvalues are asymptotically separated (see lemma 2 below). These separation conditions have a direct consequence on the localization of the eigenvalues of the matrix Σ N Σ * N . Indeed, it was shown in [16] that under assumptions A-1 and A-2,λ
with probability one, for N large, i.e. the "noise sample eigenvalues" split from the "signal sample eigenvalues". An illustration of the density of µ N and the localization of the sample eigenvalues (23) is given in figure 2 . Functions φ N represents in some sense a link between the support of µ N and the eigenvalues of B N B * N . Figure  3 shows the consequence of assumption A-2 on the behaviour of φ N (w) near w = 0. 
But using (19) and (21) in lemma 1 contradicts (24).
The spiked model case: fixed rank
When K is constant with respect to N , the results of the previous sections can be simplified. Indeed, in this case, we have for all z ∈ C\R + ,
where m(z) satisfies the equation
and is the Stieltjes transform of the Marchenko-Pastur distribution [10] , with support [
]. An illustration of the Marchenko-Pastur distribution is given in figure 4 . Simple algebra allows to rewrite the usual quantities in a simpler way. Indeed, we will have (in the same way as for (15))
with w(z) given by
As for (5), equation (26) can be rewritten as
Of course, the boundary points of the support of the Marchenko-Pastur distribution, namely σ 2 (1− c) 2 and σ 2 (1+ c) 2 , coincides with the local extrema of φ, and with respective preimages
The function w is continuous on R, real and increasing on R\[σ (5) provides an illustration of the behaviour of the density of µ N when K is fixed and N → ∞. In the case when K is fixed, the sep- 
The proof of lemma 3 is defered in Appendix 5.3.
In the special situation where the non-zero eigenvalues of B N B * N converge to some different limits, i.e.
, it is shown in [9] that the number Q of clusters in the support of µ N is exactly K + 1 for N large and in this case, the "noise" eigenvalue 0 is the unique eigenvalue associated with the "noise" cluster [x
. Therefore, assumptions A-1 and A-2 are ensured in this case. It is also proved that x
and using a refinement of (23), [9] also showed that (see also Benaych & Nadakuditi [2] ) that the K largest sample eigenvaluesλ 1,N , . . . ,λ K ,N split from the M − K smallest eigenvaluesλ K +1,N , . . . ,λ M ,N and
where ∆(z 1 , z 2 ) is given by
The properties given in lemma 1 are of course valid for ∆(z 1 , z 2 ): in particular, we have
,
, as well as
Contour integrals
Thoughout the paper, we will deal with integrals of the form
where ∂R is the clockwise oriented boundary of a rectangle R intersecting the real axis at two points t 
where Res(Ψ N , λ) is the residue of Ψ N at λ. Note that in the case of the spiked models (see section 2.4) where K is fixed with respect to N , and under assumptions A-1 and A-2, the previous result still holds by replacing w N (z) with w(z) and w N (z) with w (z).
Noise subspace estimation
In this section, we review the results of [16] , [6] 
Consistent estimation
Noise subspace estimation consists in our case in estimating the quantity
where ( We recall that the traditional estimator based on the SCM
It was shown that under the separation assumptions A-1 and A-2, the quantity (37) can be written in terms of the following integral
where ∂R is the clockwise oriented boundary of the rectangle
with > 0 s.t. t
it is shown in [16] that
This of course readily implies thatη
whereη
Thusη N is a consistent estimator of (37). 
It is shown in [16] that these zeros are the eigenvalues of the matrix
T , whereΛ N = diag λ 1,N , . . . ,λ M ,N , and follow a property similar to (23), i.ê
with probability one, for N large enough. This ensures that the integral can be solved using residue theorem, and an explicit formula in terms ofû k,N ,λ k,N andω k,N was provided in [16] for the improved subspace estimator (43).
When K is constant, a simpler estimator of the localization function can be obtained [6] [16, Sec. C]. Indeed, sinceη
a straigthforward application of residue theorem leadŝ
with probability one, whereη
and where h(z) is given by
CLT 3.2.1 The main result
Before stating the main result, we need to introduce some new quantities. For k, ∈ {1, . . . , M }, let
with
We define the 2 × 2 matrix Γ N (k, ) by
where η
, and we finally set
The main result is the following.
Theorem 1. Assume the separation conditions A-1 and A-2 hold. Then we have
and if K is independent of N , then
The proof of theorem (1) is defered to section 4.
Discussions and numerical examples
In this section, we discuss the consequences of theorem 1 and provide numerical examples illustrating the results. We first remark that in the statement of theorem (1) 
The result of corollary 1 is illustrated in figure 6 by comparing the empirical distribution of the quadratic form In the "non-degenerate" case, we have to ensure that Γ N is asymptotically non-singular. By computing the smallest eigenvalue of Γ N , this is equivalent to lim inf
We therefore have the following result, by using the fact that 
CLT for the traditional noise subspace estimate
To conclude section 3.2, we provide a CLT for the traditional noise subspace estimate, defined in (38) bŷ
From (23), almost surely for N large enough, the K largest eigenvaluesλ 1,N , . . . ,λ K ,N are located inside the rectangle R defined in (39), while the smallest M − K remain outside R. Therefore, for N large enough, almost surely,
As for (41), we have
which immediately implies thatη
Define, as for (46),
with ∆ N (z 1 , z 2 ) and θ (k, ) N (z 1 , z 2 ) defined respectively by (18) and (47). We define also
as for (48). Then we have the following result :
Theorem 2. Assume the separation conditions A-1 and A-2 hold, and that K is fixed with respect to N . Then
Finally, let (ξ N ) be a deterministic sequence such that lim sup N |ξ N | < ∞, and denote
The proof of Theorem 2, which follows step by step the proof of Theorem 1, is omitted.
Proof of theorem 1
This section is dedicated to prove theorem 1. Several long computations will be defered to the appendix.
Regularization and confinement of the eigenvalues
To prove theorem 1, we will use the usual Levy's theorem and prove the convergence of the characteristic function.
Since the moments ofη N may not be defined, due to the poles in the integrand of (43) (see remark 1), we first use a trick from [7] , to force these poles to be away from the contour, and which does not modify the asymptotic distribution ofη N .
where is given in (39), and define the regularization coefficient
(see remark 3 for the definition ofΩ N ). From (23) and (44), we have χ N = 1 w.p.1 for N large and thus, for all p ∈ N, we getη
Therefore, to obtain a CLT forη N , we only need to prove a CLT forη N χ 2 N . Moreover, it is proved in [7] that
Sinceŵ without modifying any asymptotic second order results. Indeed, it is easy to see from (61) that
and the problem reduces finally to obtain the asymptotic distribution of
and the simplified estimator (45)η (s) N derived in [6] will have the same asymptotic fluctuations asη N .
In the remainder, we denote by ψ N (u) the characteristic function defined on R by
where (ξ N ) is a deterministic sequence such that lim sup N |ξ N | < ∞. Finally, we recall two useful properties from [7, Prop. 3.3] :
The differential equation
We first prove that the characteristic function ψ N (u) satisfies the differential equation of a Gaussian characteristic function, up to an error term. In the following, N (u, z 1 , z 2 ) will denote a complex generic continuous function defined on R × ∂R × ∂R, such that u → N (u, z 1 , z 2 ) is continuously differentiable, and lim sup
Remark 3. Note that in the expression of ψ N (u), we can assume for ease of reading and without loss of generality that ξ
with P(u) a polynomial with positive coefficients. N (u, z 1 , z 2 ) may take different values from one line to another. We will also keep the notation
Using dominated convergence and Fubini's theorem, the derivative ψ N (u) writes
so that we need to develop the term
. By standard computations defered to appendix 5.1.1, we obtain
where the quantity µ N (z 1 , z 2 ) is given by
andμ N (z 1 , z 2 ) is given bỹ
where s N (z 1 , z 2 ) defined as
It now remains to approximate
and we introduce for that purpose the following quantity
Recall moreover the definitions of u N (z 1 , z 2 ), v N (z 1 , z 2 ) andṽ N (z 1 , z 2 ) given by (16) and (17).
Note that the inverse of ∆ N (z 1 , z 2 ) is well defined thanks to (21) in lemma 1. The proof of proposition 1 is given in appendix 5.1.2. Using the expression of
Going back to (64) and introducing again the deterministic sequence (ξ N ) (see remark 3), we finally obtain
where we recall that η
We can check easily that ϑ N (k, ) ∈ R. By letting
with the 2 × 2 matrix Γ N (k, ) given by
From the trivial inequality |Re(
in other words that Γ N (k, ) is non-negative definite.
Asymptotics of ϑ N (k, )
The purpose of this section is to prove (49), (50) and (51) for the coefficients ϑ N (k, ). Using the bounds (12), (13) and the fact that
Moreover, from (14) and (21), we also have lim sup
Therefore, these bounds readily imply lim sup
We now express the integrand of ϑ N (k, ) as a series of functions which are separable and symetric in z 1 , z 2 (i.e. a function g (z 1 , z 2 ) is symetric separable if it can be written as g (z 1 , z 2 ) =g (z 1 )g (z 2 )). Notice that, except for ∆ N (z 1 , z 2 ), all the functions appearing in the integrand in the definition of ϑ N (k, l ) are trivially sums of separable functions from their very definition. From lemma 1, we have
and by writing
we obtain
Using this time the fact that |u N (z 1 , z 2 )| < 1 (see lemma 1), we can further write
Since the functions u N , v N andṽ N are continuous on the compact set ∂R × ∂R, the bound previously derived shows that the series of functions defining (80) is uniformly convergent on ∂R ×∂R. Consequently, we can rewrite the coefficients ϑ N (k, ), defined in (46), as
where θ
is defined in (47). In other words, we have written ϑ N (k, ) as a convergent series of integrals of symetric separable functions. Consequently, ϑ N (k, ) can be written as a series of squared single integrals, i.e.
there exists a sequence of continuous functions g
implying that ϑ N (k, ) ≥ 0. This proves (49).
To prove (50), we rely on the series expansion (81) introduced above. Using only one of the three terms in the definition of θ (k, ) N (z 1 , z 2 ) (see (47)), and by only considering n = 0 in the sum of the series in (81), we obtain the following lower-bound
From the definition of v N (z 1 , z 2 ) (see (17)), we have
and a usual change of variable gives
Residue's theorem thus implies that for k, ≤ K ,
In the same way, for k, ≥ K + 1, we obtain
For k ≤ K and ≥ K + 1, we have
Using (79) and performing a serie expansion of (1 − u N (z 1 , z 2 )) −1 , we obtain as well
(50) will follow from (83), (84) and (85) and lemma 2 in section 2.4.
Asymptotics of ϑ N (k, l )
We now show (51), by assuming that K is independent of N . In this case, using the results of section 2.4, it is not difficult to show that
whereθ
with m(z), w(z) and ∆(z 1 , z 2 ) defined in (26), (28) and (34). From (80), it is clear that the following serie expansion also holds,
n , uniformly on ∂R × ∂R, and thuš
By expressing the previous expression as square of single integrals, we obtaiň
Using classical residue computation, we eventually end up with (51),
We can easily show that lim inf
and we also have the boundedness lim sup
which is ensured in the general case (K not necessarily fixed) by (78), but which also comes from lemma 3 in section 2.4.
Solution to the differential equation
Recall that the differential equation (75)
where (ξ N ) is any deterministic sequence such that lim sup N |ξ N | < ∞ and
with P is a polynomial independent of N with positive coefficient. By differentiating (89) with respect to u and using (63), one can check that
whereγ N is defined in (62). This implies 
(90) being a classical nonhomogeneous linear differential equation of the first order, we easily obtain that
which proves (53).
Appendix
Proof of formula (65) and proposition 1
In this section, we prove formula (65) and proposition 1 respectively. For that purpose, we use two tools, an integration by part formula and a Poincaré inequality for Gaussian variables, which are well-known in the field of random matrix theory since the work of Pastur [13] . We first note that every function f : C → C can be written as
In this context, we say that f is continuously differentiable iff is continuously differentiable. The following lemma gives the integration by part formula and the Poincaré inequality. 
Hereafter and in all the remainder of this appendix, N (u, z 1 , z 2 ) will denote a generic continuous function on
with P(u) a polynomial with positive coefficients. N (u, z 1 , z 2 ) may take different values from one line to another. We will also keep the notation N (z 1 , z 2 ) and N (u, z 1 ) if N (u, z 1 , z 2 ) does not depend on u or z 2 . We recall the quantityγ N , which is the regularized estimator defined in (62) bŷ 
Then, for all k ∈ N * , we have
for all p ∈ N. Moreover,
Finally, we have
We now introduce the matrix R N (z) given by
, it is of course expected that R N (z) will be close to T N (z) asymptotically. This result is given by the following lemma. Then we have lim sup
We now give a result on the variance of certain expressions involving the resolvent, whose proof is a standard application of the Poincaré inequality (see e.g. [7, Lem. 5.8] , [16, Lem. 10] ), and is therefore omitted . 
is properly defined. Then, it holds that lim sup
Moreover, it also holds that
is a term behaving as N (u, z 1 , z 2 ).
Proof of formula (65)
By expressing the derivative of e iu N Re(γ N ) w.r.t. W i , j , we obtain
where D i , j is defined in corollary 3. The derivative with respect to W i , j is computed in the same way. To de- 
for all p ∈ N, where α
and where finally the matrix ∆ N (u, z 1 ) is given by
From (97) and the resolvent identity, we obtain
and finally we get
Using corollaries 4 and 5 (in conjonction with Cauchy-Schwarz inequality), and the fact that
(by dominated convergence theorem, see section 4.1), it is straightforward to show that
The next step consists in decorrelating the different terms inside the expressions of β N andβ N . We have
and using again corollaries 4 and 5, we end up with
In the same way,
A standard application of corollaries 3 4 and 5 leads to
Inserting the previous estimates into the expressions of β N (u, z 1 , z 2 ) andβ N (u, z 1 , z 2 ), and replacing E[m N (z)] by m N (z) as well as E[Q N (z)] and R N (z) by T N (z) thanks to corollary 4, we finally obtain (65).
Proof of proposition 1
Since the proof of proposition 1 uses the same technic as in the proof of formula (65) (see appendix 5.1.1), we will only provide the main lines of the computations.
We will also use the generic notation E N (z 1 , z 2 ) for M × M matrices such that lim sup
i.e. such that tr E N (z 1 , z 2 ) behaves as N (z 1 , z 2 ). The value of E N (z 1 , z 2 ) may change from one line to another.
and s N (z 1 , z 2 ) are respectively defined in (16) , (17), (69) and (68). The determinant of the previous system is given by
By relating T N (z) withT N (z), we obtain the equality
Inserting relation (103) in the expressions of r N (z 1 , z 2 ) and s N (z 1 , z 2 ), we obtain respectively
is defined by (17) . The determinant thus writes
Using lemma 1, we can finally solve the system (102) to obtain 
Proof of lemma 1
We recall here that ∆ N (z 1 , z 2 ) is defined (18) by
with u N (z 1 , z 2 ), v N (z 1 , z 2 ) andṽ N (z 1 , z 2 ) given by (16) and (17) . We also recall the following bounds from [6] : Moreover, from (12) , and the definition of u N (z 1 , z 2 ), v N (z 1 , z 2 ) andṽ N (z 1 , z 2 ), we also see that
where P, Q are two polynomials independent of N , z 1 , z 2 with positive coefficients, and we thus deduce 
Proof of lemma 3
Assume that the separation condition A-1 and A-2 hold, and let t ∈ (t 
In the same way, φ has a unique positive minimum σ 2 (1 + c) 2 at σ 2 c on the interval 0, σ 2 c + , and thus φ N will also admit a positive minimum on this interval, at the point w N (x 
Therefore, we can find t 
which proves A-1. By definition of t 
