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Abstract— We study a standard distributed optimization
framework where N networked nodes collaboratively minimize
the sum of their local convex costs. The main body of existing
work considers the described problem when the underling
network is either static or deterministically varying, and the
distributed optimization algorithm is of first or second order,
i.e., it involves the local costs’ gradients and possibly the local
Hessians. In this paper, we consider the currently understudied
but highly relevant scenarios when: 1) only noisy function
values’ estimates are available (no gradients nor Hessians can be
evaluated); and 2) the underlying network is randomly varying
(according to an independent, identically distributed process).
For the described random networks-zeroth order optimization
setting, we develop a distributed stochastic approximation
method of the Kiefer-Wolfowitz type. Furthermore, under
standard smoothness and strong convexity assumptions on the
local costs, we establish the O(1/k1/2) mean square convergence
rate for the method – the rate that matches that of the method’s
centralized counterpart under equivalent conditions.
1. INTRODUCTION
We consider a commonly studied distributed optimization
setting where N nodes are interconnected in a generic,
connected network, and they collectively minimize the sum
of their local convex costs with respect to a global (vector-
valued) variable of common interest. There has been a signif-
icant and increasing interest in the described distributed op-
timization problems, e.g., [1]–[4], which include algorithms
which have access to a stochastic first order or a second
order oracle. In that, every query made to the oracle gives
an unbiased estimate of the gradient or the Hessian based on
whether its a first order or second order oracle. Moreover, in
the context of distributed optimization, most existing work
in the literature consider static or deterministically varying
networks.
In this paper, we consider the currently largely understudied,
but highly relevant case of 1) zeroth order optimization
(only noisy function values, and no gradients nor Hessians
are available); and 2) randomly varying networks, more
precisely, the networks modeled through a sequence of inde-
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pendent identically distributed (i.i.d.) symmetric Laplacian
matrices, such that the network is connected on average.
Regarding the former, zeroth order methods become highly
desirable when the functions of interest are not given in
analytical forms or evaluating the gradient or the Hessian
is expensive. For the latter, random network models are
more adequate than deterministically varying or static models
when the networked nodes communicate through unreliable
wireless links, like, e.g., with many emerging internet of
things applications, including, for example, maintenance and
monitoring of industrial manufacturing systems or large scale
industrial plants where communication environments may be
harsh.
Our main contributions are as follows. We propose a dis-
tributed stochastic approximation method of the Kiefer-
Wolfowitz type (see, for example [5]). The method utilizes
standard strategy in distributed (sub)gradient-like methods,
where the iterations consist of 1)local estimates’ weight
averaging across nodes’ neighborhoods (consensus); and
2) a negative step with respect to the Kiefer-Wolfowitz-
type estimates of local functions gradients (innovations).
We show that, by a careful design of the consensus and
innovations time-varying weights, the distributed Kiefer-
Wolfowitz method achieves the O(1/k1/2) mean square
convergence rate. This rate is achieved for twice continuously
differentiable, convex local costs with bounded Hessians,
assuming only the availability of noisy function values’
estimates, with zero-mean and finite-second moment noises.
The achieved O(1/k1/2) rate of the distributed method is
highest possible and matches that of the counterpart cen-
tralized Kiefer-Wolfowitz stochastic approximation method
and the minimax rate for the aforementioned class of cost
functions (see, [6]).
We now briefly review the literature to help us contrast this
paper from prior work. Zeroth order optimization, where
the stochastic oracle can be queried for only noisy function
values has been applied to scenarios involving black-box
based optimization and high-dimensional optimization (see,
for example [7], [8]). Various approaches to zeroth order
optimization have been adopted such as the classical Kiefer
Wolfowitz stochastic approximation [5], [9], simultaneous
perturbation stochastic approximation [10] and other random
direction random smoothing based variants such as [6], [8],
[11]. However, all the aforementioned references solve the
minimization problem in a centralized framework or the
setting where a single agent has all the data available to
it. In the context of random networks, in [12], we consider
a distributed stochastic gradient method and establish the
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method’s O(1/k2) convergence rate. Reference [12] com-
plements the current paper by assuming that nodes have
access to gradient estimates. Recently, in [13], a distributed
zeroth optimization algorithm was proposed for non-convex
minimization with a static graph where a random directions
random smoothing approach was employed. In contrast,
in this paper we solve a distributed zeroth optimization
algorithm for a strongly convex minimization employing
a Kiefer-Wolfowitz type stochastic approximation with a
random sequence of graphs.
Paper organization.
The next paragraph introduces notation. Section 2 describes
the model and the stochastic gradient method we consider.
Section 3 states and proves the main result on the algorithm’s
MSE convergence rate. Section 4 provides a simulation
example. Finally, we conclude in Section 5.
Notation.
We denote by R the set of real numbers and by Rm the m-
dimensional Euclidean real coordinate space. We use normal
lower-case letters for scalars, lower case boldface letters for
vectors, and upper case boldface letters for matrices. Further,
we denote by: Aij the entry in the i-th row and j-th column
of a matrix A; A> the transpose of a matrix A; ⊗ the
Kronecker product of matrices; I , 0, and 1, respectively, the
identity matrix, the zero matrix, and the column vector with
unit entries; J the N × N matrix J := (1/N)11>. When
necessary, we indicate the matrix or vector dimension as a
subscript. Next, A  0 (A  0) means that the symmetric
matrix A is positive definite (respectively, positive semi-
definite). We denote by: ‖ · ‖ = ‖ · ‖2 the Euclidean (re-
spectively, spectral) norm of its vector (respectively, matrix)
argument; λi(·) the i-th smallest eigenvalue; ∇h(w) and
∇2h(w) the gradient and Hessian, respectively, evaluated at
w of a function h : Rm → R, m ≥ 1; P(A) and E[u]
the probability of an event A and expectation of a random
variable u, respectively. ej denotes the j-th column on the
identity matrix I where the dimension is made clear from
the context. Finally, for two positive sequences ηn and χn,
we have: ηn = O(χn) if lim supn→∞
ηn
χn
<∞.
2. MODEL, ALGORITHM, AND PRELIMINARIES
The network of N agents in our setup collaboratively aim
to solve the following unconstrained problem:
min
x∈Rd
N∑
i=1
fi(x), (1)
where fi : Rd 7→ R is a convex function available to node
i, i = 1, ..., N . We make the following assumption on the
functions fi(·):
Assumption A1. For all i = 1, ..., N , function fi : Rd 7→ R
is twice continuously differentiable with Lipschitz continu-
ous gradients. In particular, there exist constants L, µ > 0
such that for all x ∈ Rd,
µ I  ∇2fi(x)  LI.
From Assumption A1 we have that each fi, i = 1, · · · , N ,
is strongly convex with modulus µ. Using standard properties
of convex functions, we have for any x,y ∈ Rd:
fi(y) ≥ fi(x) +∇fi(x)> (y − x) + µ
2
‖x− y‖2,
‖∇fi(x)−∇fi(y)‖ ≤ L ‖x− y‖.
We also have that from assumption A1, the optimization
problem in (1) has a unique solution, which we denote by
x∗ ∈ Rd. Throughout the paper, we use the sum function
which is defined as f : Rd → R, f(x) = ∑Ni=1 fi(x).
We consider distributed stochastic zeroth order optimization
to solve (1) over random networks. Inter-agent commu-
nication is modeled by a sequence of independent and
identically distributed (i.i.d.) undirected random networks:
at each time instant k = 0, 1, ..., the underlying inter-agent
communication network is denoted by G(k) = (V,E(k)),
with V = {1, ..., N} being the set of nodes and E(k) being
the random set of undirected edges. The edge connecting
node i and j is denoted as {i, j}. The time-varying random
neighborhood of node i at time k (excluding node i) is
represented as Ωi(k) = {j ∈ V : {i, j} ∈ E(k)}.
The graph Laplacian of the random graph G(k) at time
k is given by L(k) ∈ RN×N , where L(k) is given by
Lij(k) = −1, if {i, j} ∈ E(k), i 6= j; Lij(k) = 0, if
{i, j} /∈ E(k), i 6= j; and Lii(k) = −
∑
j 6=i Lij(k). It is to
be noted that the Laplacian at each time instant is symmetric
and a positive semidefinite matrix. As the considered graph
sequence is i.i.d., we have that E[L(k) ] = L. Let the graph
corresponding to L be given by G = (V,E).
We make the following assumption on G.
Assumption A2. The inter-agent communication graph is
connected on average, i.e., G is connected. In other words,
λ2(L) > 0.
We denote by |L| the cardinality of a set of Laplacians cho-
sen from the total number of possible Laplacians (necessarily
finite) so as to ensure p = infL∈L P (L(t) = L) > 0.
A. Distributed Kiefer Wolfowitz type Optimization
We employ a distributed Kiefer Wolfowitz stochastic ap-
proximation (KWSA) type method to solve (1). Each node i,
i = 1, ..., N , in our setup maintains a local copy of its local
estimate of the optimizer xi(k) ∈ Rd at all times. In order
to carry out the optimization, each agent i makes queries to
a stochastic zeroth order oracle at time k, from which the
agent obtains noisy function values of fi(xi(k)). Denote the
noisy value of fi(·) as f̂i(·) where,
f̂i(xi(k)) = fi(xi(k)) + v̂i(k). (2)
Due to the unavailability of the analytic form of the func-
tionals, the gradient can not be evaluated and hence, we
resort to a gradient approximation. In order to approximate
the gradient, each agent makes two calls to the stochastic
zeroth order oracle corresponding to each dimension. For
instance, for dimension j ∈ {1, · · · , d} agent i queries
for fi(xi(k) + ckej) and fi(xi(k) − ckej) at time k and
obtains f̂i(xi(k) + ckej) and f̂i(xi(k)− ckei) respectively,
where ck is a carefully chosen time-decaying potential (to
be specified soon). Denote by gi(xi(k)) the approximated
gradient, obtained as for each j ∈ {1, · · · , d} :
e>j gi(xi(k)) =
f̂i (xi(k) + ckej)− f̂i (xi(k)− ckej)
2ck
⇒ e>j gi(xi(k)) =
fi (xi(k) + ckej)
2ck
− fi (xi(k)− ckej)
2ck
+
vˆ+i,j(k)− vˆ−i,j(k)
2ck
, (3)
where vˆ+i,j(k) and vˆ
−
i,j(k) denote the measurement noise
corresponding to the measurements f̂i (xi(k) + ckej) and
f̂i (xi(k)− ckej) respectively. The vectors v̂+i (k) ∈ Rd
and v̂−i (k) ∈ Rd stack all the component wise mea-
surement noise at a node i and are given by v̂+i (k) =[
vˆ+i,1(k), · · · , vˆ+i,N (k)
]
and v̂−i (k) =
[
vˆ−i,1(k), · · · , vˆ−i,N (k)
]
respectively. For the rest of the paper, we define vi(k)
.
=(
v̂+i (k)− v̂−i (k)
)
/2. Using the mean value theorem, we
have,
gi(xi(k)) = ∇f(xi(k)) + ckPi(xi(k)) + vi(k)
ck
, (4)
where
e>j Pi(xi(k)) =
e>j ∇2f(xi(k) + ckα+i,jej)ej
2
− e
>
j ∇2f(xi(k)− ckα−i,jej)ej
2
,
where 0 ≤ α+i,j , α−i,j ≤ 1. Finally, for arbitrary deterministic
initializations xi(0) ∈ Rd, i = 1, ..., N , the optimizer update
rule at node i and k = 0, 1, ..., is given as follows:
xi(k + 1) = xi(k)− βk
∑
j∈Ωi(k)
(xi(k)− xj(k))
− αkgi(xi(k)). (5)
It is to be noted that unlike first order stochastic gradient
methods, where the algorithm has access to unbiased es-
timates of the gradient. The local gradient estimates gi(·)
used in (5) are biased (see (4)) due to the unavailability
of the exact gradient functions and their approximations
using the zeroth order scheme in (3). The update is carried
on in all agents parallely in a synchronous fashion. The
weight sequences {αk}, {ck} and {βk} are given by αk =
α0/(k + 1), ck = c0/(k + 1)δ and βk = β0/(k + 1)τ
respectively, where α0, c0, β0 > 0. We state an assumption
on the weight sequences before proceeding further.
Assumption A3. The constants α0, δ > 0 and τ ∈ (0, 1)
are chosen such that,
∞∑
k=1
α2k
c2k
<∞, µα0 < 1. (6)
Denote by x(k) =
[
x>1 (k), · · · ,x>N (k)
]> ∈ RNd,
P(x(k)) =
[
P>1 (x1(k)) , · · · ,P>N (xN (k))
]> ∈ RNd the
vectors that stacks the local optimizers and the gradient bias
terms (see (4))of all nodes. Also, define function F : RNd 7→
R, by F (x) =
∑N
i=1 fi(xi), with x =
[
x>1 , · · · ,x>N
]> ∈
RNd. Finally, let Wk = (I− Lk)⊗Id, where Lk = βk L(k).
Then the update in (5) can be written as:
x(k + 1) = Wkx(k)
− αk
(
∇F (x(k)) + ckP(x(k)) + v(k)
ck
)
. (7)
Let Fk denote the history of the proposed algorithm up to
time k. Given that the sources of randomness in our algo-
rithm are the noise sequence {v(k)} and the random network
sequence {Lk}, Fk is given by the σ-algebra generated
by the collection of random variables {L(s), vi(s)}, i =
1, ..., N , s = 0, ..., k − 1.
Assumption A4. For each i = 1, ..., N , the sequence of
measurement noises {v̂i(k)} satisfies for all k = 0, 1, ...:
E[ v̂i(k) | Fk ] = 0, almost surely (a.s.)
E[ ‖v̂i(k)‖2 | Fk ] ≤ cf‖xi(k)‖2 + σ2, a.s., (8)
where cf and σ2 are nonnegative constants.
It is to be noted that assumption A4 is trivially satisfied,
when {vi(k)} is an i.i.d. zero-mean, finite second moment,
noise sequence such that vi(k) is also independent of the
history Fk. However, the assumption allows the noise to be
dependent on the current iterate at all times.
3. PERFORMANCE ANALYSIS
A. Main Result and Auxiliary Lemmas
We state the main result concerning the mean square error
at each agent i next.
Theorem 3.1. 1) Consider the optimizer estimate sequence
{x(k)} generated by the algorithm (5). Let assumptions A1-
A4 hold. Then, for each node i’s optimizer estimate xi(k)
and the solution x? of problem (1), ∀k ≥ k3 there holds:
E
[
‖xi(k)− x∗‖2
]
≤ 2Mk + 64N∆1,∞α
2
0
µc20p
2
Lβ
2
0(k + 1)
2−2τ−2δ
4(L− µ)2N2dc20
µ(k + 1)2δ
+ 2Qk +
8∆1,∞α20
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ
+
4Nα0
(
cfq∞(N, d, α0, c0) +Nσ21
)
c20µ(k + 1)
1−2δ , (9)
where, pL = pλ2
(
L
)
/|L|, k3 =
inf
{
k : β2k <
1
N2 , p
2
Lβ
2
k < 1
}
, ∆1,∞ =
6cfq∞(N, d, α0, c0) + 6Nσ21 and q∞(N, d, α0, c0) =
E
[
‖x(k0)− xo‖2
]
+
√
Nd(L−µ)α0c0
δ +
Nd(L−µ)2α20c20
1+2δ +
α20(2cfN‖xo‖2+Nσ2)
c20(1−2δ) + 4
‖∇F (xo)‖2
µ2 . In the latter k0 is given
by k0 = inf
{
k : µ2 > (L− µ)
√
Ndck +
2cfαk
c2k
}
. Mk and
Qk are terms which decay faster than the rest of the terms.
2) In particular, the rate of decay of the RHS of (9) is given
by (k + 1)−δ1 , where δ1 = min {1− 2δ, 2− 2τ − 2δ, 2δ}.
By, optimizing over τ and δ, we obtain that for τ = 1/2
and δ = 1/4 and hence,
E
[
‖xi(k)− x∗‖2
]
≤ 2Mk + 64N∆1,∞α
2
0
µc20p
2
Lβ
2
0(k + 1)
0.5
4(L− µ)2N2dc20
µ(k + 1)0.5
+ 2Qk +
8∆1,∞α20
p2Lβ
2
0c
2
0(k + 1)
0.5
+
4Nα0
(
cfq∞(N, d, α0, c0) +Nσ21
)
c20µ(k + 1)
0.5
= O
(
1
k
1
2
)
, ∀i.
Theorem 3.1 establishes the O(1/k1/2) MSE rate of
convergence of the algorithm (5); due to the assumed
fi’s strong convexity, the theorem also implies that
E [f(xi(k))− f(x?)] = O(1/k1/2). Note that the expecta-
tion in Theorem 3.1 is both with respect to randomness in
gradient noises and with respect to the randomness in the
underlying network. The O(1/k1/2) rate is independent of
the statistics of the underlying random network, as long as
the network is connected on average.
From (9), it might seem that the dependence of the upper
bound is linear in terms of d. However, on tuning the
constants α0  d−1/5, β0  d−1/10 and c0  d−3/10, the
dependence of E
[
‖xi(k)− x∗‖2
]
can be reduced to d2/5.
It is to be noted that the upper bound derived in (9) matches
with that of the minimax bound for (centralized) zeroth or-
der optimization with twice continuously differentiable cost
functions as derived in [6]. The sublinear rate of convergence
of zeroth order optimization algorithms in the context of
KWSA can be attributed to the biased gradients. For better
finite time convergence rates, bias-reduction techniques such
as the “twicing trick” and finite difference interpolation
techniques can be used.
Proof strategy and auxiliary lemmas. Establishing the main
result in Theorem 3.1 involves three crucial steps which are
outlined in the subsections 3-B, 3-C and 3-D. Subsection 3-B
concerns with the mean square boundedness of the iterates
xi(k), which also implies the mean square boundedness of
the gradients∇fi(xi(k)). In subsection 3-C, the mean square
error of the disagreements of a node’s optimizer estimate
with respect to the network averaged optimizer estimate
,i.e., x(k) := 1N
∑N
i=1 xi(k), is characterized in terms of
k and the algorithm parameters. Finally, subsection 3-D
characterizes the optimality gap of the networked average
optimizer estimate sequence with respect to the optimizer of
(1) and on combining the result from subsection 3-C, the
result follows.
B. Mean square boundedness of the iterate sequence
This subsection shows the mean square boundedness of
the algorithm iterates.
Lemma 3.2. Let the hypotheses of Theorem 3.1 hold. In
addition assume that, ‖∇F (1N ⊗ x∗)‖ is bounded. Then,
we have,
E
[
‖x(k)− xo‖2
]
≤ qk0(N, d, α0, c0)
+
√
Nd(L− µ)α0c0
δ
+
Nd(L− µ)2α20c20
1 + 2δ
+
α20
(
2cfN ‖xo‖2 +Nσ2
)
c20(1− 2δ)
+ 4
‖∇F (xo)‖2
µ2
.
= q∞(N, d, α0, c0),
where E
[
‖x(k0)− xo‖2
]
≤ qk0(N, d, α0, c0) and k0 =
inf
{
k : µ2 > (L− µ)
√
Ndck +
2cfαk
c2k
}
.
Proof.
x(k + 1) = Wkx(k)
− αk
ck
(
ck∇F (x(k)) + c2kP (x(k)) + v(k)
)
. (10)
Denote xo = 1N ⊗ x∗. Then, we have,
x(k + 1)− xo = Wk(x(k)− xo)
− αk (∇F (x(k))−∇F (xo))
− αk
ck
v(k)− αk∇F (xo)− αkckP(x(k)). (11)
By Leibnitz rule, we have,
∇F (x(k))−∇F (xo)
=
[∫ 1
s=0
∇2F (xo + s(x(k)− xo)) ds
]
(x(k)− xo)
= Hk (x(k)− xo) . (12)
By Lipschitz continuity of the gradients and strong convexity
of f(·), we have that LI < Hk < µI. Denote by ζ(k) =
x(k) − xo and by ξ(k) = (Wk − αkHk) (x(k) − xo) −
αk∇F (xo). Then, there holds:
E[ ‖ζ(k + 1)‖2 | Fk ] ≤ ‖ξ(k)‖2
− 2αk ξ(k)>E[v(k) | Fk ] + α2k E[ ‖v(k)‖2 | Fk ]
+ α2kc
2
kP
>(x(k))P(x(k))− 2αkckP>(x(k))ξ(k)
+P (x(k))> E [v(k)|Fk] . (13)
We use the following inequalities:
− 2αkckP>(x(k)) (Wk − αkHk) (x(k)− xo)
≤ 2αkck ‖P(x(k))‖ ‖Wk − αkHk‖ ‖x(k)− xo‖
≤
√
Nd(L− µ)αkck (1− µαk)
(
1 + ‖x(k)− xo‖2
)
≤
√
Nd(L− µ)αkck +
√
Nd(L− µ)αkck ‖x(k)− xo‖2 ,
(14)
α2kc
2
kP
>(x(k))P(x(k)) ≤ Nd (L− µ)2 α2kc2k, (15)
and
α2k
c2k
E
[‖v(k)‖2 |Fk] ≤ α2k
c2k
cfN ‖x(k)‖2 + α
2
k
c2k
Nσ2
≤ 2α
2
k
c2k
cf ‖x(k)− xo‖2 + α
2
k
c2k
(
2cf ‖xo‖2 +Nσ2
)
. (16)
Then from (13), we have,
E[ ‖ζ(k + 1)‖2 | Fk ] ≤ ‖ξ(k)‖2
+
√
Nd(L− µ)αkck‖ζ(k)‖2 + 2α
2
k
c2k
cf‖ζ(k)‖2
+
α2k
c2k
(
2cf ‖xo‖2 +Nσ2
)
+
√
Nd(L− µ)αkck
+Nd (L− µ)2 α2kc2k (17)
We next bound ‖ξ(k)‖2. Note that ‖Wk − αkHk‖ ≤
1− µαk. Therefore, we have:
‖ξ(k)‖ ≤ (1− µαk) ‖ζ(k)‖+ αk ‖∇F (xo)‖. (18)
We now use the following inequality:
(a+ b)2 ≤ (1 + θ) a2 +
(
1 +
1
θ
)
b2, (19)
for any a, b ∈ R and θ > 0. We set θ = µαk. Using the
inequality (19) in (18), we have:
‖ξ(k)‖2 ≤ (1 + µαk) (1− αkµ)2 ‖ζ(k)‖2
+
(
1 +
1
µαk
)
α2k‖∇F (xo)‖2
≤ (1− αkµ) ‖ζ(k)‖2 + 2αk
µ
‖∇F (xo)‖2. (20)
Using (20) in (17), we have,
E[ ‖ζ(k + 1)‖2 | Fk ] ≤ +2αk
µ
‖∇F (xo)‖2 + ‖ζ(k)‖2
×
(
1− αkµ+
√
Nd(L− µ)αkck + 2α
2
k
c2k
cf
)
+
α2k
c2k
(
2cf ‖xo‖2 +Nσ2
)
+
√
Nd(L− µ)αkck
+Nd (L− µ)2 α2kc2k. (21)
Define k0 as follows:
k0 = inf
{
k :
µ
2
> (L− µ)
√
Ndck +
2cfαk
c2k
}
.
It is to be noted that k0 is necessarily finite as ck → 0 and
αkc
−2
k → 0 as k →∞.
Proposition 3.3. Let the hypotheses of Theorem 3.1 hold.
Then, we have ∀k ≥ k0,
E
[‖ζ(k + 1)‖2] ≤ qk0(N, d, α0, c0)
+
√
Nd(L− µ)α0c0
δ
+
Nd(L− µ)2α20c20
1 + 2δ
+
α20
(
2cfN ‖xo‖2 +Nσ2
)
c20(1− 2δ)
+ 4
‖∇F (xo)‖2
µ2
.
= q∞(N, d, α0, c0)
Proof.
E
[‖ζ(k + 1)‖2] ≤ k∏
l=k0
(
1− µαl
2
)
E
[‖ζ(k0)‖2]
+ 4
‖∇F (xo)‖2
µ2
k∑
l=k0
(
k∏
m=l+1
(
1− µαm
2
)
−
k∏
m=l
(
1− µαm
2
))
+
k∑
l=k0
(
α2l
c2l
(
2cf ‖xo‖2 +Nσ2
)
+Nd (L− µ)2 α2l c2l +
√
Nd(L− µ)αlcl
)
⇒ E [‖ζ(k + 1)‖2] ≤ qk0(N, d, α0, c0)
+
√
Nd(L− µ)α0c0
δ
+
Nd(L− µ)2α20c20
1 + 2δ
+
α20
(
2cfN ‖xo‖2 +Nσ2
)
c20(1− 2δ)
+ 4
‖∇F (xo)‖2
µ2
.
= q∞(N, d, α0, c0), (22)
From proposition 3.3, we have that E
[
‖x(k + 1)− xo‖2
]
is finite and bounded from above, where
E
[
‖x(k0)− xo‖2
]
≤ qk0(N, d, α0, c0). From the
boundedness of E
[
‖x(k)− xo‖2
]
, we have also established
the boundedness of E
[
‖∇F (x(k))‖2
]
and E
[
‖x(k)‖2
]
.
With the above development in place, we can bound the
variance of the noise process {v(k)} as follows:
E
[
‖v(k)‖2 |Fk
]
≤ 0.5E
[∥∥v̂+(k)∥∥2 |Fk]
+ 0.5E
[∥∥v̂−(k)∥∥2 |Fk]
≤ 2cfq∞(N, d, α0, c0) + 2N
(
σ2 + ‖x∗‖2
)
︸ ︷︷ ︸
σ21
. (23)
C. Disagreement Bounds
We now study the disagreement of the optimizer sequence
{xi(k)} at a node i with respect to the (hypothetically
available) network averaged optimizer sequence, i.e., x(k) =
1
N
∑N
i=1 xi(k). Define the disagreement at the i-th node as
x˜i(k) = xi(k)−x(k). The vectorized version of the disagree-
ments x˜i(k), i = 1, · · · , N , can then be written as x˜(k) =
(I− J)x(k), where J = 1N (1N ⊗ Id) (1N ⊗ Id)> =
1
N 1N1
>
N ⊗ Id. We have the following Lemma:
Lemma 3.4. Let the hypotheses of Theorem 3.1 hold. Then,
we have ∀k ≥ k3
E
[
‖x˜(k + 1)‖2
]
≤ Qk + 4∆1,∞α
2
0
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ
= O
(
1
k2−2δ−2τ
)
,
where Qk is a term which decays faster than (k +
1)−2+2τ+2δ , k3 = inf
{
k : β2k <
1
N2 , s
2(k) < 1
}
and
pL = pλ2
(
L
)
/|L|.
As detailed in the next Subsection, Lemma 3.4 plays a
crucial role in providing a tight bound for the bias in the
gradient estimates according to which the global average
x(k) evolves.
Proof. The process {x˜(k)} follows the recursion:
x˜(k + 1) = W˜kx˜(k)
− αk
ck
(I− J) (ck∇F (x(k)) + v(k) + c2kP (x(k)))︸ ︷︷ ︸
w(k)
, (24)
where W˜k = Wk−J = (I− Lk)⊗ Id−J. Then, we have,
‖x˜(k + 1)‖ ≤
∥∥∥W˜k∥∥∥ ‖x˜(k)‖+ αk
ck
‖w(k)‖ . (25)
We now invoke Lemma 4.4 from [14], which lets us conclude
that under assumption A2 ∀k ≥ k1,
‖x˜(k + 1)‖ ≤ (1− r(k)) ‖x˜(k)‖+ αk
ck
‖w(k)‖ , (26)
where r(k) ∈ [0, 1] a.s. is a Fk adapted process and satisfies
E [r(k)|Fk] ≥ βkp
λ2
(
L
)
|L|
.
= s(k) a.s. (27)
Let pL = p
λ2(L)
|L| . Moreover, k1 is given by
k1 = inf
{
k : β2k <
1
N2
}
. (28)
Using (19) in (26), we have ∀k ≥ k1,
‖x˜(k + 1)‖2 ≤ (1 + θk) (1− r(k))2 ‖x˜(k)‖2
+
(
1 +
1
θk
)
α2k
c2k
‖w˜(k)‖2 , (29)
for θk = s(k). Then, we have,
E
[
‖x˜(k + 1)‖2 |Fk
]
≤ (1 + θk) (1− s(k))2 ‖x˜(k)‖2
+
(
1 +
1
θk
)
α2k
c2k
E
[
‖w(k)‖2 |Fk
]
, (30)
where
E
[
‖w(k)‖2 |Fk
]
≤ 3c2k ‖∇F (x(k))‖2 + 3E
[
‖v(k)‖2 |Fk
]
+ 3c2k ‖P (x(k))‖2
≤ 3c2k ‖∇F (x(k))‖2 + 3c2kNd(L− µ)2
+ 6cfq∞(N, d, α0, c0) + 6Nσ21
⇒ E
[
‖w(k)‖2
]
≤ 3 (2cf + c2kL2) q∞(N, d, α0, c0)
+ 3c2kNd(L− µ)2 + 6Nσ21
= 6cfq∞(N, d, α0, c0) + 6Nσ21︸ ︷︷ ︸
∆1,∞
+ 3c2kNd(L− µ)2 + 3c2kL2q∞(N, d, α0, c0)︸ ︷︷ ︸
c2k∆2,∞
.
= ∆k
⇒ E
[
‖w(k)‖2
]
<∞. (31)
With the above development in place, we then have,
E
[
‖x˜(k + 1)‖2
]
≤ (1 + θk) (1− s(k))2E
[
‖x˜(k)‖2
]
+
(
1 +
1
θk
)
α2k
c2k
∆k. (32)
Proposition 3.5. Let the hypotheses of Theorem 3.1 hold.
Then, we have k ≥ k3 = max{k1, k2} where k2 =
inf
{
k : s2(k) < 1
}
,
E
[
‖x˜(k + 1)‖2
]
≤ Qk + 4∆1,∞α
2
0
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ .
Proof. From (32), we have for k ≥ k3,
E
[
‖x˜(k + 1)‖2
]
≤ (1− s(k))E
[
‖x˜(k)‖2
]
+
(
1 +
1
s(k)
)
α2k
c2k
∆k
= (1− s(k))E
[
‖x˜(k)‖2
]
+
α2k
c2ks(k)
∆k +
α2k
c2k
∆k. (33)
Choosing a k such that k ≥ 2k3 + 1 for ease of analysis,
from (33), we have,
E
[
‖x˜(k + 1)‖2
]
≤
k∏
l=k3
(1− s(l))E
[
‖x˜(k3)‖2
]
+ ∆k3
b k−12 −1c∑
l=k3
k∏
m=l+1
(1− s(m))
(
α2l
c2l s(l)
+
α2l
c2l
)
+ ∆b k−12 c
k∑
l=b k−12 c
k∏
m=l+1
(1− s(m))
(
α2l
c2l s(l)
+
α2l
c2l
)
≤ exp
(
−
k∑
l=k3
s(l)
)
E
[
‖x˜(k3)‖2
]
+ ∆k3
k∏
m=b k−12 c
(1− s(m))
b k−12 c−1∑
l=k3
(
α2l
c2l s(l)
+
α2l
c2l
)
+ ∆b k−12 c
α2b k−12 c
c2b k−12 c
s2(bk−12 c)
×
k∑
l=b k−12 c
(
k∏
m=l
(1− s(m))−
k∏
m=l+1
(1− s(m))
)
+ ∆b k−12 c
α2b k−12 c
c2b k−12 c
s(bk−12 c)
×
k∑
l=b k−12 c
(
k∏
m=l
(1− s(m))−
k∏
m=l+1
(1− s(m))
)
≤ exp
(
−
k∑
l=k3
s(l)
)
E
[
‖x˜(k3)‖2
]
︸ ︷︷ ︸
t1
+ ∆k3 exp
− k∑
m=b k−12 c
s(m)
 b k−12 c−1∑
l=k3
(
α2l
pLc2l βl
+
α2l
c2l
)
︸ ︷︷ ︸
t2
+
4∆b k−12 cα
2
0
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ︸ ︷︷ ︸
t3
+
4∆b k−12 cα
2
0
pLβ0c20(k + 1)2−τ−2δ︸ ︷︷ ︸
t4
. (34)
In the above proof, the splitting in the interval [k3, k] was
done at bk−12 c for ease of book keeping. The division can be
done at an arbitrary point. It is to be noted that the sequence
{s(k)} is not summable and hence terms t1 and t2 decay
faster than (k + 1)2−2τ−2δ . Also, note that term t4 decays
faster than t3. Furthermore, t3 can be written as
4∆b k−1
2
cα
2
0
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ =
4∆1,∞α20
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ︸ ︷︷ ︸
t31
+
c2b k−1
2
c4∆2,∞α
2
0
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ︸ ︷︷ ︸
t32
,
from which we have that t32 decays faster than t31. For
notational ease, henceforth we refer to t1 + t2 + t32 + t4 =
Qk, while keeping in mind that Qk decays faster than (k +
1)2−2τ−2δ .
Hence, we have the disagreement given by,
E
[
‖x˜(k + 1)‖2
]
≤= O
(
1
k2−2δ−2τ
)
.
D. Proof of Theorem 3.1
In this subsection, we complete the proof of Theorem 3.1 by
characterizing the optimality gap of the network averaged
optimizer estimate sequence and then combining it with the
result obtained in Lemma 3.4.
Denote x(k) = 1N
∑
n=1 xi(k). From (24), we have,
x(k + 1) = x(k)
− αk
ck
ckN
N∑
i=1
∇fi (xi(k)) + c
2
k
N
N∑
i=1
Pi (xi(k))︸ ︷︷ ︸
P (x(k))
+
1
N
N∑
i=1
vi(k)︸ ︷︷ ︸
v(k)

⇒ x(k + 1) = x(k)
− αk
Nck
[
N∑
i=1
∇fi (xi(k))−∇fi (x(k)) +∇fi (x(k))
]
− αk
ck
(
v(k) +P (x(k))
)
. (35)
Recall that f(·) = ∑Ni=1 fi(·). Then, we have,
x(k + 1) = x(k)− αk
N
∇f (x(k))
− αk
N
[
N∑
i=1
∇fi (xi(k))−∇fi (x(k))
]
− αk
ck
(
v(k) +P (x(k))
)
⇒ x(k + 1) = x(k)− αk
Nck
[ck∇f (x(k)) + e(k)] , (36)
where
e(k) = Nv(k)
+NP (x(k)) + ck
N∑
i=1
(∇fi (xi(k))−∇fi (x(k)))︸ ︷︷ ︸
(k)
. (37)
Note that, ck ‖∇fi (xi(k))−∇fi (x(k))‖ ≤
ckL ‖xi(k)− x(k)‖ = ckL ‖x˜i(k)‖. We also have that,∥∥P (x(k))∥∥ ≤ (L − µ)√dc2k. Thus, we can conclude that,
∀k ≥ k3
(k) = ck
N∑
i=1
(∇fi (xi(k))−∇fi (x(k))) +NP (x(k))
⇒ ‖(k)‖2 ≤ 2NL2c2k ‖x˜(k)‖2 + 2(L− µ)2N2dc4k
⇒ E
[
‖(k)‖2
]
≤ 8NL
2∆1,∞α20
p2Lβ
2
0(k + 1)
2−2τ +
2(L− µ)2N2dc40
(k + 1)4δ
+
2NL2Qkc
2
0
(k + 1)2δ
. (38)
With the above development in place, we rewrite (36) as
follows:
x(k + 1) = x(k)− αk
N
∇f (x(k))− αk
Nck
(k)− αk
ck
v(k)
⇒ x(k + 1)− x∗ = x(k)− x∗ − αk
N
∇f (x(k))−∇f (x∗)︸ ︷︷ ︸
= 0

− αk
Nck
(k)− αk
ck
v(k). (39)
By Leibnitz rule, we have,
∇f (x(k))−∇f (x∗)
=
[∫ 1
s=0
∇2f (x∗ + s (x(k)− x∗)) ds
]
︸ ︷︷ ︸
Hk
(x(k)− x∗) ,
(40)
where it is to be noted that NL < Hk < Nµ. Using (40) in
(39), we have,
(x(k + 1)− x∗) =
[
I− αk
N
Hk
]
(x(k)− x∗)
− αk
Nck
(k)− αk
ck
v(k). (41)
Denote by m(k) =
[
I− αkN Hk
]
(x(k)− x∗)− αkNck (k) and
note that m(k) is conditionally independent from v(k) given
the history Fk. Then (41) can be rewritten as:
(x(k + 1)− x∗) = m(k)− αk
ck
v(k)
⇒ ‖x(k + 1)− x∗‖2 ≤ ‖m(k)‖2
− 2αk
ck
m(k)>v(k) +
α2k
c2k
‖v(k)‖2 . (42)
Using the properties of conditional expectation and noting
that E [v(k)|Fk] = 0, we have,
E
[
‖x(k + 1)− x∗‖2 |Fk
]
≤ ‖m(k)‖2 + α
2
k
c2k
E
[‖v(k)‖2 |Fk]
⇒ E
[
‖x(k + 1)− x∗‖2
]
≤ E [‖m(k)‖2]
+
2α2k
(
cfq∞(N, d, α0, c0) +Nσ21
)
c2k
. (43)
Using (19), we have for m(k),
‖m(k)‖2 ≤ (1 + θk)
∥∥∥I− αk
N
Hk
∥∥∥2 ‖x(k)− x∗‖2
+
(
1 +
1
θk
)
α2k
N2c2k
‖(k)‖2
≤ (1 + θk)
(
1− µα0
N(k + 1)
)2
‖x(k)− x∗‖2
+
(
1 +
1
θk
)
α2k
N2c2k
‖(k)‖2 . (44)
On choosing θk = µα0N(k+1) , we have for all k ≥ k3,
E
[‖m(k)‖2] ≤ (1− µα0
N(k + 1)
)
E
[
‖x(k)− x∗‖2
]
+
16∆1,∞α30
c20p
2
Lβ
2
0(k + 1)
3−2τ−2δ +
4(L− µ)2Ndα0c20
(k + 1)1+2δ
+
4Qkc
2
0
(k + 1)2δ
⇒ E
[
‖x(k + 1)− x∗‖2
]
≤
(
1− µα0
N(k + 1)
)
× E
[
‖x(k)− x∗‖2
]
+
16∆1,∞α30
c20p
2
Lβ
2
0(k + 1)
3−2τ−2δ +
4(L− µ)2Ndα0c20
(k + 1)1+2δ
+
4Qkc
2
0
(k + 1)2δ
+
2α20
(
cfq∞(N, d, α0, c0) +Nσ21
)
c20(k + 1)
2−2δ . (45)
Proceeding as in (34), we have ∀k ≥ k3
E
[
‖x(k + 1)− x∗‖2
]
≤ exp
− µ
N
k∑
l=k5
αl
E [‖x(k)− x∗‖2]
︸ ︷︷ ︸
t6
+ exp
− µ
N
k∑
m=b k−1
2
c
αm
 b k−12 c−1∑
l=k5
16∆1,∞α30
c20p
2
Lβ
2
0(l + 1)
3−2τ−2δ
︸ ︷︷ ︸
t7
+ exp
− µ
N
k∑
m=b k−1
2
c
αm
 b k−12 c−1∑
l=k5
4(L− µ)2Ndα0c20
(k + 1)1+2δ︸ ︷︷ ︸
t8
+ exp
− µ
N
k∑
m=b k−1
2
c
αm
 b k−12 c−1∑
l=k5
4Qkc
2
0
(k + 1)2δ︸ ︷︷ ︸
t9
+ exp
− µ
N
k∑
m=b k−1
2
c
αm
 b k−12 −1∑
l=k5
2α20cfq∞(N, d, α0, c0)
c20(k + 1)
2−2δ
︸ ︷︷ ︸
t10
+ exp
− µ
N
k∑
m=b k−1
2
c
αm
 b k−12 −1∑
l=k5
2α20Nσ
2
1
c20(k + 1)
2−2δ
︸ ︷︷ ︸
t11
+
64N∆1,∞α20
µc20p
2
Lβ
2
0(k + 1)
2−2τ−2δ︸ ︷︷ ︸
t12
+
4(L− µ)2N2dc20
µ(k + 1)2δ︸ ︷︷ ︸
t13
+
2Nc20Qk
µα0(k + 1)2δ−1︸ ︷︷ ︸
t14
+
4Nα0
(
cfq∞(N, d, α0, c0) +Nσ21
)
c20µ(k + 1)
1−2δ︸ ︷︷ ︸
t15
. (46)
It is to be noted that the term t6 decays exponentially.
The terms t7, t8, t9, t10 and t11 decay faster than its
counterparts in the terms t12, t13, t14 and t15 respectively.
We note that Ql also decays faster. Hence, the rate of decay
of E
[
‖x(k + 1)− x∗‖2
]
is determined by the terms t12,
t13 and t15. Thus, we have that, E
[
‖x(k + 1)− x∗‖2
]
=
O
(
k−δ1
)
, where δ1 = min {1− 2δ, 2− 2τ − 2δ, 2δ}. For
notational ease, we refer to t6+t7+t8+t9+t10+t11+t14 =
Mk from now on. Finally, we note that,
‖xi(k)− x∗‖ ≤ ‖x(k)− x∗‖+
∥∥∥∥∥∥∥xi(k)− x(k)︸ ︷︷ ︸x˜i(k)
∥∥∥∥∥∥∥
⇒ ‖xi(k)− x∗‖2 ≤ 2 ‖x˜i(k)‖2 + 2 ‖x(k)− x∗‖2
⇒ E
[
‖xi(k)− x∗‖2
]
≤ 2Mk + 64N∆1,∞α
2
0
µc20p
2
Lβ
2
0(k + 1)
2−2τ−2δ
4(L− µ)2N2dc20
µ(k + 1)2δ
+ 2Qk +
8∆1,∞α20
p2Lβ
2
0c
2
0(k + 1)
2−2τ−2δ
+
4Nα0
(
cfq∞(N, d, α0, c0) +Nσ21
)
c20µ(k + 1)
1−2δ
⇒ E
[
‖xi(k)− x∗‖2
]
= O
(
1
kδ1
)
, ∀i, (47)
where δ1 = min {1− 2δ, 2− 2τ − 2δ, 2δ}. By, optimizing
over τ and δ, we obtain that for τ = 1/2 and δ = 1/4,
E
[
‖xi(k)− x∗‖2
]
= O
(
1
k
1
2
)
, ∀i.
4. SIMULATION EXAMPLE
We provide a simulation example pertaining to `2-regularized
logistic losses in random network characterized by link fail-
ures independent across iteration and links with probability
pfail. To be specific, we consider `2-regularized empirical
risk minimization with logistic loss, where the regularization
function is given by Ψi(x) = κ2 ‖x‖2, i = 1, ..., N , with
κ = 0.3. In our simulation setup, each node has access to
ni = 10 data points. The class labels and the classification
vector given by bij = sign
(
(x′1)
>ai,j + x′0 + ij
)
and
x′ = ((x′1)
>, x′0)
> respectively have ijs and the entries of
x′ drawn independently from standard normal distribution.
The feature vectors ai,j , j = 1, ..., ni, across different
nodes i = 1, · · · , N and across different entries are drawn
independently from different distributions. To be specific, at
node i, ai,j , j = 1, ..., ni is generated by adding a standard
normal random variable and an uniform random variable with
support [0, 5 i].
We set βk = 1θ (k+1)1/2 , αk =
1
k+1 , ck =
1
(k+1)1/4
, k =
0, 1, ..., where θ = 7 is the maximum degree across nodes.
The optimizer estimate at each node is initialized as xi(0) =
0, ∀ i = 1, ..., N .
We consider a connected network G with N = 10 nodes and
23 links, generated as an instance of a random geometric
graph. The random network model assumes link failures
independent across iterations and links with probability pfail,
where pfail ∈ {0; 0.5; 0.7}. The case pfail = 0 corresponds
to the case where none of the links fail. We also include a
comparison with the centralized zeroth order KWSA based
optimization method:
y(k + 1) = y(k)− 1
N(k + 1)
N∑
i=1
∇gi (y(k); ai(k), bi(k) ) ,
(48)
where (ai(k), bi(k)) is drawn uniformly from the set
(ai,j , bi,j), j = 1, ..., ni. Algorithm (48) shows how (5)
would be implemented if there existed a fusion node with
access to all nodes’ data. Hence, the comparison with (48)
allows us to study the degradation of (5) due to lack of global
model information. The step size for (48) is set to 1/N(k+
1). As an error metric, we use the mean square error (MSE)
estimate averaged across nodes: 1N
∑N
i=1 ‖xi(k)− x?‖2.
Figure 1 plots the estimated MSE, averaged across 100 algo-
rithm runs, versus iteration number k for pfail ∈ {0; 0.5; 0.7}
in log10-log10 scale. The slope of the plot curve corresponds
to the sublinear rate of the method; e.g., the −1/2 slope
corresponds to a 1/k0.5 rate. It is to be noted that for all
values of pfail, the algorithm (5) achieves on this example
(at least) the 1/k0.5 rate, thus corroborating our theory.
The increase of the link failure probability only increases
the constant in the MSE but does not affect the rate but
the curves are only vertically shifted. Interestingly, the loss
due to the increase of pfail is small; e.g., the curves that
correspond to pfail = 0.5 and pfail = 0 (no link failures)
practically match. Figure 1 also shows the performance of
the centralized method (48). We can see that, the distributed
method (5) is very close in performance to the centralized
method.
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Fig. 1: Estimated MSE versus iteration number k for
algorithm (5) with link failure probability pfail = 0 (blue,
solid line); 0.5 (red, solid line); and 0.7 (pink, solid line).
The Figure also shows the performance of the centralized
stochastic gradient method in (48) (black, dashed line).
5. CONCLUSION
We have considered a distributed stochastic zeroth order
optimization method for smooth strongly convex optimiza-
tion, where we have employed a Kiefer Wolfowitz stochastic
approximation type algorithm. Through the analysis of the
considered method, we have established the O(1/k1/2) MSE
convergence rate for the assumed optimization setting when
the underlying network is randomly varying. In particular, we
have also quantified the mean square error of the generated
optimizer estimate sequence in terms of the algorithm param-
eters. Future work includes extending the current approach
to general class of convex and non-convex functions.
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