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Abstract
New binary sequences of period
￿
￿
￿
￿
￿
￿
￿
￿
￿ for even
￿
￿
￿ are found. These sequences can
be described by a
￿
￿
￿
￿
￿
￿
￿
￿ interleaved structure. The new sequences are almost balanced and have
four-valued autocorrelation, i.e.,
￿
￿
￿
￿
￿
￿
￿
￿, which is optimal with respect to autocorrelation magnitude.
Complete autocorrelation distribution and exact linear complexity of the sequences are mathematically
derived. From the simple implementation with a small number of shift registers and a connector, the
sequences have a beneﬁt of obtaining large linear complexity.
Index Terms
Binary sequences, interleaved sequences, linear complexity, optimal autocorrelation.
I. INTRODUCTION
Binary pseudorandom sequences with optimal autocorrelation play important roles in many
areas of communication and cryptography. In code-division multiple access (CDMA) commu-
nication systems, the sequences are needed to acquire accurate timing information of received
signals. In cryptography, on the other hand, the sequences are used to generate key streams in
stream cipher encryptions.
For binary sequences of period
 
￿
￿
 
￿
￿, binary
 -sequences are traditionally well-known
sequences with ideal two-level autocorrelation of
￿
 
 
￿
￿
￿. Due to their good randomness proper-
ties and simple implementation [9] [10],
 -sequences have been widely used for communication
systems. Besides
 -sequences, several other inequivalent classes of binary sequences with ideal
two-level autocorrelation have been constructed and discovered [4] [13] [20] [22] [24].2
For binary sequences of even period
 , on the other hand, Lempel, Cohn, and Eastman [16]
showed that
￿
￿ autocorrelation must have at least two distinct out-of-phase values and
￿
￿ a
difference between any two autocorrelation values is divisible by
￿. Therefore, optimal auto-
correlation is
￿
 
 
￿
 
￿
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿ , and
￿
 
 
￿
 
￿
￿
￿ or
￿
 
 
￿
 
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿ .
Several classes of binary sequences of even period with optimal autocorrelation are known.
Initially, Lempel, Cohn, and Eastman [16] presented a class of the balanced binary sequences
of period
 
￿
 
 
￿
￿ for odd prime
 . (It is known that this has been already described in [25]
and called as the Sidelnikov sequences.) Then, No, Chung, Song, Yang, Lee, and Helleseth [23]
gave another class of the binary sequences of period
 
￿
 
 
￿
￿ for odd prime
  using
a polynomial
￿
 
￿
￿
￿
 
￿
 
 
 
￿
  over a ﬁnite ﬁeld. From a group division structure by the
Chinese Remainder theorem, Ding, Helleseth, and Martinsen [6] also presented several families
of the binary sequences of period
 
￿
￿
  for odd prime
 
￿
￿
￿
￿
￿
￿
￿
￿ which correspond to
almost difference sets. Using known cyclic difference sets, Arasu, Ding, Helleseth, Kumar, and
Martinsen [1] constructed four classes of almost difference sets which give inequivalent classes
of the binary sequences of period
 
￿
￿
￿
￿
￿
￿
￿
￿ . These sequences generally contain the binary
sequences of period
 
￿
￿
￿
￿
￿
￿
￿
￿constructed from the product method in [18]. Recently,
Zhang, Lei, and Zhang [27] presented an almost difference set corresponding to the binary
sequence of period
 
￿
￿
￿
￿
￿
￿
￿
￿ by adding two indices to one class of the almost difference
set in [1] where the corresponding cyclic difference set is from the Legendre sequences.
For a period
 
￿
￿
￿
￿
￿
￿
￿
￿, the autocorrelation
￿
 
 
￿
 
￿
￿
￿ or
￿
 
 
￿
 
￿
￿ is optimal from the
Lempel, Cohn, and Eastman’s assertion in the sense that it has the two out-of-phase values with
the smallest magnitudes. If we allow three out-of-phase values with the smallest magnitudes, on
the other hand, then optimal autocorrelation should be
￿
 
 
￿
 
￿
￿
￿, where the autocorrelation is
optimal with respect to its magnitude. In practical applications, we believe that it has the same
meaning as conventional optimal autocorrelation. Consequently, the autocorrelation of
￿
 
 
￿
 
￿
￿
￿
is also considered as optimal in this correspondence.
In [11], Gong introduced the interleaved structure of sequences which is indeed a good method
not only for understanding a sequence structure, but also for constructing new sequences of an
interleaved form [11] [12]. In this correspondence, we show that a binary sequence of period
￿
￿
￿
 
￿
￿
￿ shown in [1] can be represented by a
￿
￿
 
￿
￿
￿
￿
￿ interleaved structure. We also
show that a binary product sequence [18] of period
￿
￿
￿
 
￿
￿
￿ with optimal autocorrelation can3
be represented as a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure. Inspired by these interpretations, we
discover a new construction of binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿ with autocorrelation
￿
 
 
￿
 
￿
￿
￿ by the interleaved method. In details, we use a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure
deﬁned by a perfect binary sequence of period
￿ and a binary
 -sequence of period
￿
 
￿
￿.
In the interleaved structure, a sequence deﬁned over
￿
￿ is used as a shift sequence. The new
sequences are almost balanced, i.e., a difference between the numbers of zeros and ones in a
period is
￿ [23], and optimal with respect to autocorrelation magnitude. Complete autocorrelation
distribution and exact linear complexity of the sequences are mathematically derived. From the
simple implementation with a small number of shift registers and a connector, the sequences
have a beneﬁt of obtaining large linear complexity.
This correspondence is organized as follows. In Section II, we give preliminary concepts and
deﬁnitions on binary sequences for understanding this correspondence. Interleaved structures
of known binary sequences of period
￿
￿
￿
 
￿
￿
￿ with optimal autocorrelation are presented in
Section III. In Section IV, new binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿ for even
 
￿
￿
with autocorrelation
￿
 
 
￿
 
￿
￿
￿ are constructed using a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure, and
the autocorrelation distribution is mathematically derived. In Section V, linear complexity of the
sequences is investigated and the implementation is discussed. Concluding remarks are given in
Section VI.
II. PRELIMINARIES
Following notation will be used throughout this correspondence.
￿
￿
  is a ring of integers modulo
 , and
￿
￿
 
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿.
￿
￿
 
￿
 
 
￿
 
￿ is a ﬁnite ﬁeld with
  elements and
￿
￿
  is a multiplicative group of
￿
 .
￿ For a binary sequence
￿
￿
￿
 
 
￿,
 
 
￿
￿
￿
 
￿
￿.
￿ is a complement of
￿,o r
￿
￿
￿
 
 
￿
￿
￿
where the addition is computed modulo
￿.
￿ For a sequence
￿
￿
￿
 
 
￿ over
￿
  and an integer
 ,
￿
￿
 
￿
￿
 
 
￿
 
￿ where the addition
is computed modulo
 .
￿ For positive integers
  and
 , let
 
￿
 . A trace function from
￿
￿
￿ to
￿
￿
￿ is denoted by
 
 
 
 
￿
 
￿, i.e.,
 
 
 
 
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
￿
￿
￿
 
or simply as
 
 
￿
 
￿ if
 
￿
￿and the context is clear.4
A. Equivalence of Sequences
Let
￿
￿
￿
 
 
￿ and
￿
￿
￿
 
 
￿ be two periodic sequences. Then, they are called cyclically
equivalent [10] if there exists an integer
  such that
 
 
￿
 
 
￿
  for all
 
￿
￿
 
Otherwise, they are called cyclically distinct.
B. Balance and Almost Balance Properties
Let
￿
￿
￿
 
 
￿ be a binary sequence of period
 . Then
￿ is called balanced [9] if the number
of zeros is nearly equal to the number of ones in a period, i.e.,
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
where
  denotes a difference between the numbers of zeros and ones of a binary sequence in a
period. For odd
 ,
￿ is balanced if and only if
 
￿
￿ , and for even
 , it is balanced if and only
if
 
￿
￿ . On the other hand, if
  is even and
 
￿
￿ , then
￿ is called almost balanced [23].
C. Autocorrelation
(Periodic) autocorrelation of a binary sequence
￿
￿
￿
 
 
￿ of period
  is deﬁned by
 
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
 
￿
￿
 
￿
 
￿
￿
where
  is a phase shift of
￿ and the indices are computed modulo
 . For a sequence
￿ of
period
 , it is implied that
 
￿
￿
 
￿
￿
  occurs only at
 
￿
￿
￿
￿
￿
￿
 
￿.
 
￿
￿
 
￿ is called optimal
autocorrelation [1] if it satisﬁes
1)
 
￿
￿
 
￿
￿
￿
 
 
￿
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿,o r
2)
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿,o r
3)
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿,o r
4)
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ or
￿
 
 
￿
 
￿
￿ if
 
￿
￿
￿
￿
￿
￿
￿
￿
for all
 . In particular, case 1) is called ideal two-level autocorrelation and a binary sequence
of case 1) corresponds to a cyclic difference set [2] [14]. Complete classes of all the known
inequivalent binary sequences of period
 
￿
￿
 
￿
￿ with ideal two-level autocorrelation and
the corresponding cyclic difference sets are summarized in [4].5
Binary sequences of cases 2) - 4) are described by almost difference sets [6] and the other
methods. Several classes of binary sequences of cases 2) and 3) are described by the correspon-
ding almost difference sets in [5] and [6], respectively. On the other hand, four classes of binary
sequences of case 4) and the corresponding almost difference sets are presented in [1] where
the sequences generally contain the binary sequences constructed from the product method in
[18]. Another almost difference set corresponding to a binary sequence of case 4) is presented
in [27] by adding two indices to one class of the almost difference sets in [1]. From a ﬁnite ﬁeld
approach, furthermore, binary sequences of period
 
￿
 
 
￿
￿ for odd prime
  corresponding
to cases 3) and 4) are also described in [16] and [23], respectively. For a survey of binary and
quadriphase sequences with optimal autocorrelation, see [19].
In this correspondence, if
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ for
 
￿
￿
￿
￿
￿
￿
￿
￿, we consider that it is also
optimal in the sense that its autocorrelation magnitude is identical to that of case 4).
D. Perfect Sequences
Let
￿ be a binary sequence of period
 . If autocorrelation
 
￿
￿
 
￿ is equal to
￿ for all
 
￿
￿
￿
￿
￿
￿
￿
 
￿, then
￿ is called a perfect sequence. A perfect sequence is also deﬁned for a nonbinary
sequence by extending the deﬁnition of its autocorrelation [10]. For nonbinary cases, a few
polyphase perfect sequences are known in [7] and [8]. However, the only known perfect binary
sequence is
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ or its complement [2]. For a period of
￿
 
 
 
￿
￿
￿
￿
￿
￿, no perfect
binary sequences are discovered [26], and it is conjectured in [15] that no other perfect binary
sequences exist except for
 
￿
￿ .
E. Product Sequences
Let
￿ and
￿ be binary sequences of periods
 
￿ and
 
￿, respectively, where
￿
￿
￿
￿
 
￿
 
 
￿
￿
￿
￿ .
Then a product sequence [18]
￿
￿
￿
￿
￿
￿
￿
 
￿
 
 
￿
 
￿
￿
￿
 
 
 
￿
￿
￿ of period
 
￿
 
￿
 
￿ is deﬁned
by a component-wise addition of
 
 
￿
 
 
￿
 
 
 
￿
￿
 
￿
 
￿
￿ where the addition is computed
modulo
￿. Autocorrelation of the product sequence is given by
 
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
 
￿
￿
 
￿
 
￿
￿
(1)
where the indices of a sequence are computed modulo its own period [18].6
F. Almost Difference Set (ADS) Sequences of Period
 
￿
￿
￿
￿
￿
￿
￿
￿
In [1], Arasu, Ding, Helleseth, Kumar, and Martinsen presented binary sequences of period
 
￿
￿
￿
￿
￿
￿
￿
￿ with optimal autocorrelation. Let
￿
￿
￿
 
 
￿ be a binary sequence of period
 
with ideal two-level autocorrelation and a matrix
 
￿
￿
 
 
 
 
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
 
￿
￿ be
deﬁned by
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
 
 
 
￿
￿
￿
￿
￿
 
 
￿
￿
￿
 
 
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
 
 
 
￿
￿
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
(2)
where
  is any integer in
￿
￿
 
￿
 
￿
￿ and the indices are computed modulo
 . A binary
sequence
￿
￿
￿
 
 
￿ of period
 
￿
￿
  is deﬁned by
 
 
￿
 
 
 
  where
 
￿
 
￿
￿
￿
￿
￿
￿ and
 
￿
 
￿
￿
￿
￿
 
￿
  (3)
Then
￿ has optimal autocorrelation of
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ for every
 
 
￿
￿
 
￿
 
￿
￿ by providing
the corresponding almost difference set [1]. Throughout this correspondence,
￿ is called an ADS
sequence.
G. Interleaved Sequences
Let
￿
￿
￿
 
 
￿ be a binary sequence of period
 
  where both
  and
  are not equal to
￿.
Then, we can arrange
￿ by an
 
￿
  matrix, i.e.,
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
 
 
 
￿
￿
￿
￿
￿
 
￿
 
￿
￿
. . .
. . .
￿
￿
￿
. . .
 
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
 
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
If each column
￿
  is either a cyclic shift of a binary sequence
￿ of period
  or a zero sequence,
then
￿ is called a binary
￿
 
 
 
￿ interleaved sequence [11]. According to the deﬁnition,
￿
 
￿
 
 
￿
￿
￿
￿
 
￿
￿
 
￿
 
￿
￿ where
 
 
￿ denotes a cyclic
 
  left shift operation, and
 
 
￿
￿
  or
 
 
￿
￿
if
￿
 
￿
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿. Here, a transpose notation is omitted because we consider it as a sequence.
In the interleaved sequence,
￿
￿
￿
 
￿
 
 
￿
 
￿
￿
￿
 
 
 
￿
￿
￿ and
￿
￿
￿
 
￿
 
 
￿
 
￿
￿
￿
 
 
 
￿
￿
￿ are called a base
sequence and a shift sequence of
￿, respectively. In this correspondence, the matrix
  is used
for an array form of
￿, denoted by
￿
￿
 
￿
￿
 
￿
￿
￿
 .7
In
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿, the
￿
 
 
 
￿ interleaved structure is preserved by adding a binary
sequence
￿ of period
 . Let
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿.I n
 ,
￿
￿
￿
 
 
￿
￿
￿
 
￿
 
￿
￿
￿ is
used as an indicator sequence where
￿
 
￿
￿
  if
 
 
￿
￿ ,o r
￿
 
￿
￿
  otherwise.
H. Interleaved Structure of Binary
 -sequences
Let
 
￿
￿
  and
￿ be a binary
 -sequence of period
￿
 
￿
￿ represented by
 
 
￿
 
 
 
￿
￿
 
 
￿
 
￿
￿
 
￿
￿
 
￿
￿ where
  is a primitive element of
￿
￿
￿. (As a binary
 -sequence, we consider a
sequence satisfying the constant-on-cosets property [10].) Then,
￿ is represented by a
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿ interleaved sequence [11], i.e.,
￿
￿
 
￿
￿
 
￿
￿. In its array form
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿, a base
sequence
￿ is a binary
 -sequence of period
￿
 
￿
￿ represented by
 
 
￿
 
 
 
￿
￿
 
 
￿
 
￿
￿
 
￿
￿
 
￿
￿
where
 
￿
 
￿
￿
￿
￿ is a primitive element of
￿
￿
￿. Also, a shift sequence
￿ is given by
 
 
￿
￿
￿
￿
￿
 
 
￿
￿
 
 
 
 
￿
 
 
￿
 
￿
￿
 
￿
￿
 
 
In other words,
￿
￿ is a zero sequence of length
￿
 
￿
￿, and
￿
 
 
 
￿
￿
￿is a cyclic
 
  shift of a
binary
 -sequence
￿ of period
￿
 
￿
￿.
III. INTERLEAVED STRUCTURES OF KNOWN BINARY SEQUENCES WITH OPTIMAL
AUTOCORRELATION
In this section, we examine interleaved structures of binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿
with optimal autocorrelation. First, a
￿
￿
 
￿
￿
￿
￿
￿ interleaved structure of the ADS sequence
is given using a binary sequence of period
￿
 
￿
￿ with ideal two-level autocorrelation and
the constant-on-cosets property as a base sequence. Then, a product sequence with optimal
autocorrelation is also examined by a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure where each column is
a cyclic shift of a perfect binary sequence of period
￿.
A. ADS Sequences
In the ADS sequence
￿ deﬁned by (3), let
 
￿
￿
 
￿
￿ and
￿ be a binary sequence of period
￿
 
￿
￿ with ideal two-level autocorrelation and the constant-on-cosets property. If we represent8
￿ by a
￿
￿
 
￿
￿
￿
￿
￿ interleaved structure, then
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
￿
 
 
￿
 
￿
￿
 
 
￿
 
￿
￿
 
 
￿
 
￿
￿
 
. . .
. . .
. . .
. . .
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
￿
where
￿
 
￿
￿
 
 
 
 
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿ and
  is an integer,
￿
￿
 
￿
￿
 
￿
￿. From the
constant-on-cosets property of
￿ and
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿, we have
￿
￿
 
 
 
￿
￿
 
￿
 
￿
 
 ,
￿
￿
 
 
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿,
￿
￿
 
 
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
 
￿
￿
￿
￿
￿,
￿
￿
 
 
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
where the indices are computed modulo
￿
 
￿
￿. From this, we have the following interleaved
structure of
￿.
Property 1: Let
￿ be the ADS sequence of period
￿
￿
￿
 
￿
￿
￿. Then,
￿ has a
￿
￿
 
￿
￿
￿
￿
￿
interleaved structure, i.e.,
￿
￿
 
￿
￿
 
￿
￿
￿
￿ where
1)
￿ is a binary sequence of period
￿
 
￿
￿ with ideal two-level autocorrelation and the constant-
on-cosets property,
2)
￿
￿
￿
 
￿
 
 
￿
 
 
￿
 
 
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿
￿
 
￿
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿is a shift sequence,
3)
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ is a perfect binary sequence
where
  is an integer,
￿
￿
 
￿
￿
 
￿
￿.
From the interleaved structure,
￿ is cyclically distinct for each
 
 
￿
￿
 
￿
￿
 
￿
￿.I f
 
￿
￿ ,
in particular, it is pointed out in [1] that
￿ is equivalent to a product sequence of
￿ and
￿, i.e.,
￿
￿
￿
￿
￿. Thus, a product sequence of period
￿
￿
￿
 
￿
￿
￿ with optimal autocorrelation is a
special case of the ADS sequence.
Example 1: For
 
￿
￿ , let
￿ be a binary
 -sequence of period
￿, i.e.,
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿.9
If
 
￿
￿ , then
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿. Then, the corresponding ADS sequence
￿ is given by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿
 
B. Product Sequences
In Section III-A, a product sequence of period
￿
￿
￿
 
￿
￿
￿ with optimal autocorrelation is
represented by a
￿
￿
 
￿
￿
￿
￿
￿ interleaved structure as a special case of the ADS sequence
(
 
￿
￿ ). Here, we show that it is also represented by a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure with
different base and shift sequences.
Let
￿
￿
￿
￿
￿ be a binary product sequence of period
￿
￿
￿
 
￿
￿
￿ where
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ is a
perfect binary sequence of period
￿ and
￿ a binary sequence of period
￿
 
￿
￿ with ideal two-
level autocorrelation. Then
￿ has optimal autocorrelation from (1). Note that
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
and
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ for any integer
 
 
￿. We ﬁrst consider a
￿
￿
￿
￿
 
￿
￿
￿ interleaved
structure
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿ associated with
￿ of length
￿
￿
￿
 
￿
￿
￿. Then,
￿
  is given
by
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
where the index is computed modulo
￿. From
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿and
 
￿
 
￿
 
 , we have
 
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
 
￿
￿
 
  (4)
Thus, the product sequence
￿ has the following interleaved structure.
Property 2: Let
￿
￿
￿
￿
￿ be a binary product sequence of period
￿
￿
￿
 
￿
￿
￿ with optimal
autocorrelation. Then, it has a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure, i.e.,
￿
￿
 
￿
￿
 
￿
￿
￿
￿ where
1)
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ is a perfect binary sequence,
2)
￿
￿
￿
 
￿
 
 
￿
 
￿
￿
￿
 
 
￿
￿
￿
￿
￿ is a shift sequence deﬁned over
￿
￿ where the
 -th element is given
by
 
 
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
  (5)10
3)
￿ is a binary sequence of period
￿
 
￿
￿ with ideal two-level autocorrelation.
In the interleaved structure of
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿, its
 -th column is given by
￿
 
￿
 
 
￿
￿
￿
￿
if
 
 
￿
￿ ,o r
￿
 
￿
 
 
￿
￿
￿
￿ otherwise.
Example 2: For
 
￿
￿ , a product sequence of period
 
￿
￿
￿
￿
￿
￿
￿
￿ with optimal
autocorrelation is given by
￿
￿
￿
￿
￿ where
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿, a perfect binary sequence of period
￿, and
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿, a binary
 -sequence of period
￿
￿. From (5),
￿
is deﬁned by
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿
 
Then,
￿ is given by
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Now, we focus on a shift sequence over
￿
￿ of the product sequence of period
 
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
  for an integer
 
 
￿ with optimal autocorrelation. For
 
￿
￿
 , the shift sequence
shown in (5) can also be represented by a
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿interleaved structure, i.e.,
￿
￿
￿
 
￿
 
 
￿
 
￿
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
. . .
. . .
￿
￿
￿
. . .
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
. . .
. . .
￿
￿
￿
. . .
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
Interestingly, the
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿interleaved structure of
￿ is given by
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
where
￿
 
￿
￿
 
 
 
 
￿
 
 
 
 
 
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
 
(6)11
Note that
 
 
 
 
￿
 
 
￿
￿
￿
￿
￿
￿
￿
  and both expressions are used throughout this correspondence.
In next section, we will give a new construction of binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿
for even
 
￿
￿ with optimal four-valued autocorrelation by modifying the shift sequence of the
interleaved structure of a product sequence.
IV. NEW BINARY SEQUENCES WITH OPTIMAL FOUR-VALUED AUTOCORRELATION
In this section, we present a new construction of binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿
for even
 
￿
￿ with optimal four-valued autocorrelation, i.e.,
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ for any
 .
A. Construction
Construction 1: Let
 
 
￿ be a positive integer. A new binary sequence
￿ of period
 
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
  is deﬁned by a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure of
￿
￿
 
￿
￿
 
￿
￿
￿
￿ where
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ is a perfect binary sequence of period
￿,
￿
￿
￿ is a binary
 -sequence of period
￿
 
￿
￿ with the constant-on-cosets property,
￿
￿
￿ is a sequence deﬁned over
￿
￿ of period
￿
 
￿
￿, and represented by a
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
interleaved structure, i.e.,
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
where
￿
 
￿
￿
 
 
 
 
￿
 
 
 
 
 
￿
￿
￿
￿
￿
 
￿
Æ
￿
￿
￿
￿
￿
￿
  if
 
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
￿
  if
￿
￿
 
￿
￿
 
(7)
where
￿
￿
 
￿
￿
 
￿
￿ and
Æ
￿
￿or
￿
￿.
In fact, the new sequence
￿ is obtained by modifying the shift sequence of (6) in the interleaved
structure of a product sequence.
Remark 1: With
Æ
￿
￿
￿ and cyclically distinct binary
 -sequences of
￿, Construction 1
gives
￿
 
￿
￿
￿
￿
￿
￿
  cyclically distinct binary sequences
￿, where
 
￿
￿
￿ is the Euler-totient function.
Theorem 1: Let
￿
￿
 
￿
￿
 
￿
￿
￿
￿ be the binary sequence from Construction 1. Then
￿ is
almost balanced.
Proof: In the
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure of
￿
￿
 
￿
￿
 
￿
￿
￿
￿, note that the
 -th
column is a cyclic shift of either
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ or
￿, which is determined by
￿
￿
￿
 
 
￿.I n12
other words, each column of
￿ has
￿ ones if
 
 
￿
￿ ,o r
￿ ones if
 
 
￿
￿ . Since
￿ is a binary
 -sequence of period
￿
 
￿
￿ with the balance property [10], the number of ones in
￿ is given
by
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
 
Hence, a difference between the numbers of zeros and ones in a period is
￿, i.e.,
￿ is almost
balanced.
B. Autocorrelation
To compute the autocorrelation function of
￿, we ﬁrst consider Proposition 1.
Proposition 1: Let
￿
￿
 
￿
￿
 
￿
￿
￿
￿ be the binary sequence from Construction 1. Let
 
￿
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿. Then the autocorrelation function
 
￿
￿
 
￿ is given by
 
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 
￿
￿
 
 
￿ (8)
where
 
 
￿
 
 
￿
 
 
￿
 
￿
￿
￿
￿
￿
￿,
 
 
￿
 
 
￿
 
￿
 
 
￿
 
￿
￿
￿
￿
￿
￿, and
 
￿
￿
 
 
￿ is autocorrelation of a
base sequence
￿.I n
 
 
￿
 , the index is computed modulo
￿
 
￿
￿. As in equation (12) of [12], on
the other hand,
 
 
￿
 
￿
 
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ if
 
￿
 
￿
￿
 
￿
￿
  (9)
Proof: From
￿
￿
 
￿
￿
 
￿
￿
￿
￿, it is immediate from Lemma 2 of [12].
In Construction 1, note that the indicator sequence
￿ and the shift sequence
￿ have the
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿interleaved structures. Then,
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿ in Proposition 1 is
represented by a difference array
 
￿
 
￿
 
  where
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿ arrays
  and
 
  represent
￿
￿
￿
 
 
￿ and
 
 
￿
￿
￿
￿
￿
 
 
￿
 
￿, respectively. From the shift-and-add property [10] of the binary
 -sequence
￿, it is clear that
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿ also represents a binary
 -sequence of period
￿
 
￿
￿. Also, the
 -th column
￿
 
 
￿
￿
 
￿
￿
  is either a cyclic shift of a binary
 -sequence of
period
￿
 
￿
￿ or a zero sequence from the interleaved structure of binary
 -sequences. In the
following lemma, we further study a structure of the array
 . From now on, we use following
notation in all lemmas and theorems in Section IV.
 
￿
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
where
 
￿
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
 
(10)13
Lemma 1: Let
  and
 
  be
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿arrays of
￿ and
 
 
￿
￿
￿, respectively, where
 
￿
￿
￿ . In the difference array
 
￿
 
￿
 
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿, the
 -th column
￿
  has the following
properties.
1) If
 
￿
￿ , then a zero column
￿
  exists only at
 
￿
￿ .
2) If
 
￿
￿
￿ , then a zero column
￿
  exists at exactly one
  for
￿
￿
 
￿
￿
  with
 
￿
￿
￿and
 
￿
￿
￿
  where ‘
￿
 ’ is computed modulo
￿
 
￿
￿ .
Proof: In
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿,
￿
￿ is a zero column and
￿
 
 
 
￿
￿
￿is a cyclic shift of a binary
 -sequence from Section II-H. In another array
 
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿ of
 
 
￿
￿
￿, on the other hand,
￿
￿
  is a zero column and
￿
 
 
 
￿
￿
￿
  is a cyclic shift of a binary
 -sequence. In the difference
 
￿
 
￿
 
 , therefore,
￿
￿ is still a zero column if
 
￿
￿ .I f
 
￿
￿
￿ , on the other hand, neither
￿
￿
￿
￿
￿
￿
￿
￿ nor
￿
￿
 
￿
￿
￿
 
￿
￿
￿
  can be a zero column because both
￿
￿ and
￿
￿
  are nonzero
columns. Instead, a zero column
￿
  exists at another column index
  with
 
￿
￿
￿and
 
￿
￿
￿
 
because there should be exactly one zero column in the difference array
  which represents a
binary
 -sequence. This completes a proof of Lemma 1.
In Proposition 1,
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿ can also be represented by a
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
interleaved structure
 . To obtain
 , we need the following two lemmas.
Lemma 2: In the array structure of
￿ in (7),
 -shift
 
 
￿
￿
￿ of
￿ is given by
 
 
￿
￿
￿
￿
￿
￿
 
￿
 
 
￿
￿
￿
 
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
 
￿ (11)
where
￿
  is deﬁned in Construction 1 and extended to
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ for
 
￿
￿
 
￿
￿.
Proof: If we arrange
 
 
￿
￿
￿ in an array form, then we have
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
 
 
￿
￿
￿
 
 
 
￿
￿
 
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
 
￿
￿
 
 
￿
￿
 
 
￿
￿
￿
 
 
￿
￿
 
￿
￿
 
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
 
￿
￿
. . .
￿
￿
￿
. . .
. . .
￿
￿
￿
. . .
 
￿
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 
 
￿
￿
￿
￿
 
￿
 
 
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 
 
￿
￿
￿
￿
. . .
￿
￿
￿
. . .
. . .
￿
￿
￿
. . .
 
 
￿
￿
 
 
￿
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
￿
￿
 
 
 
￿
￿
￿
￿
￿
￿
 
 
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(12)14
where the ‘
￿
￿’ addition is from (9) and computed modulo
￿. From the deﬁnition of
 
 
 
  in (7),
 
 
￿
￿
 
 
￿
 
 
 
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
 
￿
￿
  (13)
Also,
 
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
  (14)
where
￿
￿
Æ
￿
￿
￿ if
 
￿
￿ ,o r
￿
￿
￿otherwise. From (13) and (14), we see that in (12), every
element in a difference vector between the
￿
 
￿
￿
￿ -th row and the
 -th row for
￿
￿
 
￿
￿
 
￿
￿
is
￿
￿
￿
￿
￿
￿
￿. Thus, we can write (12) as
 
 
￿
￿
￿
￿
￿
￿
 
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
￿
￿
 
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
 
￿
￿
￿
￿
 
￿
￿
￿
For
 
￿
￿
 
￿
￿ ,i f
￿
  is deﬁned by
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , then
 
 
￿
￿
￿ is given by (11)
from
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿.
Lemma 3: With the notation of Proposition 1 and Lemma 2, let
 
￿
 
￿
￿
 
￿
￿
￿
￿
  where
￿
￿
 
￿
￿
 
￿
￿,
￿
￿
 
￿
￿
 
￿
￿, and
￿
￿
 
￿
￿
 . Then,
 
 
￿
 
 
￿
 
￿
 
 
￿
 
￿
￿
￿
￿
￿
￿ is given by
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
  if
 
￿
￿
￿and
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
Æ
  if
 
￿
￿
￿and
 
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
Æ
  if
 
￿
￿and
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
 
￿
 
  if
 
￿
￿and
 
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
(15)
In a
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿array
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿ of
￿
￿
￿
 
 
￿, each column has constant elements
given as follows.
￿
￿ If
 
￿
￿ , then
￿
 
￿
￿
 
 
 
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿ for all
￿
￿
 
￿
￿
 
  (16)
￿
￿ If
 
￿
￿
￿ , then
￿
￿
￿
￿
 
 
 
￿
￿
￿
 
￿
 
￿
 
￿
Æ
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
 
 
 
￿
 
￿
￿
 
￿
 
￿
 
￿
Æ
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
 
￿
￿
 
 
 
 
￿
￿
 
￿
 
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿ for
 
￿
￿
￿and
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
(17)
where ‘
￿
 ’ is computed modulo
￿
 
￿
￿ .15
Proof: A
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿array structure of
￿ is given by
 
￿
 
 
￿
￿
￿
￿
￿
￿
 
where
  is added to all elements of the array. From Lemma 2, we see that the
 -th column vector
of
  is given by
￿
 
￿
￿
 
￿
 
￿
￿
 
￿
 
￿
 
￿
￿
 
 
 
 
￿
 
￿
 
 
 
 
￿
 
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
 
 
From
 
￿
 
￿
￿
 
￿
￿
￿
￿
 , it is clear that
 
  is the
 -th element of
￿
 , i.e.,
 
 
￿
 
 
￿
 
￿
 
 
￿
 
￿
 
 
 
 
￿
 
￿
 
 
 
 
￿
 
￿
 
  (18)
Together with (18) and (7), (15) follows immediately. The assertions of (16) and (17) are from
(15).
Now, we are ready to compute
 
￿
￿
 
￿.
Theorem 2: Let
￿
￿
 
￿
￿
 
￿
￿
￿
￿ be the binary sequence of period
 
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
 
for an integer
 
 
￿ from Construction 1. Then it has four-valued optimal autocorrelation, i.e.,
 
￿
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ for any
 . Precisely, its complete autocorrelation is given by
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
  if
 
￿
￿
￿
  if
￿
 
￿
￿
￿and
 
￿
￿
￿or
￿
 
 
 
 
 
￿
￿
￿
 
 
￿
 
 
￿ or
￿
 
 
 
￿
￿
￿
 
 
￿
￿
￿
￿
  if
￿
 
 
 
 
 
￿
￿
￿
 
 
￿
 
￿
￿ or
￿
 
 
 
￿
￿
￿
 
 
￿
￿ or
￿
 
 
 
￿
￿
￿
 
 
￿
￿
￿
￿
  if
￿
 
 
 
￿
￿
￿
 
 
￿
￿
where
 
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿,
 
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿ , and
 
￿
 
￿
￿
￿
￿
￿
￿ for some
 
￿
￿
￿
￿
￿
￿
￿,
 
￿
￿
￿
￿
￿
￿
￿, and
 
￿
￿
￿
￿.
Proof: To compute
 
￿
￿
 
￿, we use (8) in Proposition 1. Since
 
￿
￿
 
 
￿
￿
￿for nonzero
 
 ,
nonzero
 
￿
￿
 
￿ is determined by cases of
 
 
￿
￿in (8). We have the following three cases. Recall
(10) and the arrays
  and
  of
￿
￿
￿
 
 
￿ and
￿
￿
￿
 
 
￿ in Lemmas 1 and 3, respectively.
Case 1.
 
￿
￿ :I f
 
￿
￿in this case, then
 
￿
￿and
 
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿, a trivial in-phase
autocorrelation. If
 
￿
￿
￿ , on the other hand,
 
 
￿
 
 
￿
 
￿
 
 
￿
 
￿
 
￿
￿
￿and then
 
￿
￿
 
￿
￿
￿in
(8) because
 
￿
￿
 
 
￿
￿
￿for all nonzero
 
 . Thus, we have
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
  if
 
￿
￿
 
￿
  if
 
￿
￿
￿and
 
￿
￿
 
(19)16
Case 2.
 
￿
￿
￿and
 
￿
￿ : From (16),
  is a constant array where each element is
￿
 
￿
  and
  is balanced from the difference property of
 -sequences, i.e.,
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿.I f
 
￿
 ,
then
 
 
￿
￿for all
￿
￿
 
￿
￿
 
￿
￿. Hence,
 
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿ from (8). If
 
￿
￿
 , on the
other hand,
 
 
￿
￿
￿and
 
￿
￿
 
 
￿
￿
￿for all
￿
￿
 
￿
￿
 
￿
￿ and hence
 
￿
￿
 
￿
￿
￿ . From (10), note
that if
 
￿
￿ , then
 
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 . Therefore,
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
  if
￿
 
 
 
 
 
￿
￿
￿
 
 
￿
 
￿
￿
￿
  if
￿
 
 
 
 
 
￿
￿
￿
 
 
￿
 
 
￿
 
(20)
where
  and
  are some elements in
￿
￿
￿
￿
￿
￿ and
￿
￿
￿, respectively.
Case 3.
 
￿
￿
￿and
 
￿
￿
￿ : Let
 
￿
 
￿
￿
 
￿
￿
￿
￿
 . From Lemma 3, we have three distinct
 
 ’s
in
 , i.e.,
 
 
￿
 
 
 
￿
￿ where
 
￿
￿
 
￿
 
￿
 . (Note that
Æ
￿
￿
￿ in (7).)
 
 
￿
  corresponds
to
￿
 ’s of
￿
￿
 
￿
￿
  with
 
￿
￿
￿and
 
￿
￿
￿
 . For such
 ’s,
￿
  is a constant column of
  and
there exists one
  such that
￿
  is a zero column from Lemma 1. On the other hand,
 
 
￿
 
￿
￿
corresponds to
￿
￿ and
￿
￿
 , respectively, and both
￿
￿ and
￿
￿
  are nonzero
 -sequences in
 .
￿
￿
 
￿
￿ : In this case, all
￿
 ’s of
￿
￿
 
￿
￿
  with
 
￿
￿
￿and
 
￿
￿
￿
  are zero columns. On
the other hand,
￿
￿ and
￿
￿
  are nonzero. Let
 
￿ and
 
￿ be the numbers of zeros and ones
in
￿
 ’s for
￿
￿
 
￿
￿
  with
 
￿
￿
￿and
 
￿
￿
￿
 . Then,
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
 
￿
￿
￿
 
From (8),
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿.
￿
￿
 
￿
￿
￿: In this case, either
￿
￿ or
￿
￿
  is a zero column for given
  and
Æ. On the other
hand, all other columns are nonzero. If
 
￿ and
 
￿ are the numbers of zeros and ones in
￿
￿
or
￿
￿
 , then
 
￿
￿
￿
 
￿
￿
￿
￿
 
 
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
Thus,
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿.
￿
￿
 
￿
￿ : In this case, no columns are zero in
 . Thus,
 
￿
￿
 
￿
￿
￿from
 
￿
￿
 
 
￿
￿
￿ .
From (10), note that
 
￿
 
￿
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿
￿
 . Combining
￿
￿,
￿
￿
and
￿
￿, we have
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
  if
￿
 
 
 
￿
￿
￿
 
 
￿
￿
￿
￿
  if
￿
 
 
 
￿
￿
￿
 
 
￿
￿ or
￿
 
 
 
￿
￿
￿
 
 
￿
￿
￿
  if
￿
 
 
 
￿
￿
￿
 
 
￿
￿
(21)17
where
  is some element in
￿
￿
￿
￿
￿
￿. In (21), note that
 
￿
￿
￿implies
 
￿
￿
￿ .
If we combine (19), (20), and (21), then the proof is completed.
Remark 2: In Remark 1, we have many cyclically distinct sequences of
￿ according to
Æ
and
￿. In Theorem 2, however, the distinction disappears regarding their autocorrelations and
consequently all the sequences from Construction 1 have identical autocorrelation distribution
regardless of
Æ and
￿.
Theorem 3: With the notation in Theorem 2, complete distribution of
 
￿
￿
 
￿ is given by
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿ time
￿
 
￿
￿
 
￿
￿
 
￿
￿
￿
￿ times
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿ times
￿
￿
 
￿
￿
 
￿
￿
  times
 
Proof: From Theorem 2, a trivial in-phase autocorrelation occurs only once. Hence, we
count the other exclusive cases of Theorem 2.
Case 1.
 
￿
￿
 
￿
￿
￿
￿:
￿
￿
￿
 
 
 
 
 
￿
￿
￿
 
 
￿
 
￿
￿: In this case, possible
 ’s are
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿.
Thus its number of occurrences is
 
￿
￿
￿
 
￿
￿.
￿
￿
￿
 
 
 
￿
￿
￿
 
 
￿
￿ or
￿
 
 
￿
￿: Note that
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿. By the Chinese Remainder theorem,
we have a unique solution of
  for
￿
 
 
 
￿
￿
￿
 
 
￿
￿ with given
 
￿
￿
￿
￿
￿
￿
￿. Thus, the number
of distinct solutions of
  in
￿
￿
￿
￿
￿
￿
￿
￿
￿ for
￿
 
 
 
￿
￿
￿
 
 
￿
￿ is
￿
  for all
 
￿
￿
￿
￿
￿
￿
￿. From the
isomorphism
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, the number of
 ’s in
￿
￿
￿
￿
￿
￿
￿
￿ for
￿
 
 
 
￿
￿
￿
 
 
￿
￿
is
￿
 
￿
￿
 
￿
￿
￿. Considering the exclusive cases of
￿
 
 
 
￿
￿
￿
 
 
￿
￿ and
￿
 
 
￿
￿, the number of
such
 ’s is
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿.
Combining
￿
￿ and
￿
￿, the number of occurrences of
 
￿
￿
 
￿
￿
￿
￿ is
 
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿.
Case 2.
 
￿
￿
 
￿
￿
￿
￿ : This corresponds to
￿
 
 
 
￿
￿
￿
 
 
￿
￿. By a similar approach to Case 1-
￿
￿,
the number of such
 ’s is equal to
 
￿
￿
 
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿.
Case 3.
 
￿
￿
 
￿
￿
￿ : The number of such
 ’s is
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿
￿
￿.
From Cases 1 - 3, the proof is completed.
Example 3: For
 
￿
￿
 
￿
￿ , consider a new sequence
￿ in Construction 1 with
Æ
￿
￿ .I n
its interleaved structure
￿
￿
 
￿
￿
 
￿
￿
￿
￿, a base sequence is
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ and an indicator18
TABLE I
AUTOCORRELATION VALUES OF
 
￿
￿
 
￿ IN EXAMPLE3
 
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
sequence is
￿
￿
￿
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
 
￿
￿, a binary
 -sequence of period
￿
￿. A shift
sequence
￿ is deﬁned by (7), and
￿ and
￿ are represented by
￿
￿
￿ arrays, respectively, i.e.,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
Then, a new sequence
￿ of period
￿
￿
￿
￿
￿
￿
￿ is given by
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
Consider
 
￿
￿
￿
￿. From
 
￿
￿ , we have
 
￿
￿
 
 
￿
￿
 
 
￿
￿
 
 
￿
￿from (10).
  and
  are given
by
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
Hence, we see that Lemmas 1 and 3 are true in this case. From
  and
  at
 
￿
￿ ,w ec a n
easily compute
 
￿
￿
￿
￿
￿
￿
￿. The autocorrelation function from Theorem 2 is shown in Table I.
From Theorem 3, the complete autocorrelation distribution is given by
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿ time
￿
 
￿
￿ times
￿
￿
 
￿
￿ times
￿
￿
 
￿
￿ times
 
Both the autocorrelation function and the distribution are veriﬁed from computer experiments.19
V. OTHER ASPECTS OF NEW BINARY SEQUENCES
In this section, we derive exact linear complexity of the new binary sequences and show that
large linear complexity can be obtained from the sequences. Implementation of the sequences
requires only a small number of shift registers and a simple logic.
Linear complexity of a sequence is deﬁned as the shortest length of a shift register which
generates the sequence, or equivalently a degree of the minimal polynomial of the sequence [10].
Before examining linear complexity of the sequence
￿ from Construction 1, we consider the
following lemmas.
Lemma 4: Let
￿
￿
￿
 
 
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ or
￿
￿
 
￿
 
￿
 
￿
￿. Let
￿
￿
￿
 
 
￿ be a binary sequence of
period
 
￿
￿
￿
￿
 
￿
￿
￿such that
 
 
￿
￿
￿
￿
￿
  if
 
￿
￿
 
￿
￿
￿
 
￿
￿
￿
 
 
 
￿
  if
 
￿
 
￿
￿
￿
 
￿
￿
￿
(22)
where
  is a positive integer and
 
￿ is an integer,
￿
￿
 
￿
￿
￿. Then, the minimal polynomial of
￿ is
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿.
Proof: Let
 
￿
 
￿
￿
 
￿
￿
 
￿
 
￿
 
￿
 
￿
￿
￿
￿
￿
￿
 
 
￿
￿
 
 
￿
￿. From (22),
 
￿
 
￿ is given by
 
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
  if
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿
 
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
  if
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿
 
From [17], the minimal polynomial of
￿ is given by
 
 
￿
 
￿
￿
 
 
￿
￿
￿
￿
￿
￿
 
 
￿
￿
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
for both cases of
￿.
Lemma 5: Let
￿
￿
 
￿
￿
 
￿
￿
￿
￿ be the binary sequence from Construction 1. Then,
￿ is
represented by
￿
￿
￿
￿
￿
￿
￿, i.e.,
 
 
￿
 
 
￿
 
 
￿
 
 
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿ (23)
where
￿
￿
￿
 
 
￿ is the binary sequence from Lemma 4.
Proof: Assume that
￿
￿
￿
￿
￿
￿
￿ where
￿
￿
￿
 
 
￿. Since
￿
￿
￿
￿
￿ at
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿,
 
 
￿
￿for
 
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
  (24)20
For
 
￿
 
￿
￿
￿
 
￿
￿
￿with
￿
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿, let
 
￿
￿
 
￿
￿
 
￿
￿
￿
￿
 
￿ where
￿
￿
 
￿
￿ and
￿
￿
 
￿
￿
￿
 
￿
￿. Then,
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
 
￿
  (25)
where
  and
 
￿
￿
￿
 
￿
￿
￿
 
￿ correspond to row and column indices of the interleaved structure of
￿, respectively. Recall the interleaved structure of a sequence
￿ in (4). Then,
 
  is represented
as
 
 
￿
 
 
￿
 
 
￿
 
 
￿
 
 
￿
￿
 
￿
 
 
￿
 
  (26)
at
 
￿
 
￿
￿
￿
 
￿
￿
￿ . From Construction 1, on the other hand,
 
 
￿
 
 
￿
￿
 
￿
Æ
￿
 
  (27)
at
 
￿
 
￿
￿
￿
 
￿
￿
￿ . From (25), note that
 
￿
 
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿. Also,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
 
￿
 
￿
 
 . Then, from (26) and (27),
 
 
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
￿
 
￿
Æ
￿
 
 
￿
￿
 
￿
 
￿
 
￿
 
￿
￿
Æ
￿
 
￿
 
￿
 
￿
 
 
￿
￿
￿
Æ
￿
 
 
￿
￿
 
 
￿ (28)
where
Æ
￿
￿
￿ and the indices are computed modulo
￿. Let
￿
￿
￿
 
 
￿
￿. Since
￿ has a period
￿,
￿ and
￿ have periods
￿ and
￿
￿
￿
 
￿
￿
￿from (28), respectively. Also, it is easily known from
(28) that
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ if
Æ
￿
￿
  or
￿
￿
￿
￿
 
￿
 
￿
 
￿
￿ if
Æ
￿
￿
￿ which is identical to
￿ from
Lemma 4. Thus,
 
 
￿
 
 
￿ for
 
￿
 
￿
￿
￿
 
￿
￿
￿
 
￿
￿
 
￿
￿
￿
  (29)
From (24) and (29),
￿
￿
￿ in (22), and hence (23) is true.
Linear complexity of the binary sequences from Construction 1 is presented by Theorem 4.
Theorem 4: Let
￿ be the binary sequence of period
 
￿
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
  for an integer
 
 
￿ from Construction 1. Then, linear complexity of
￿ is given by
 
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
 
Proof: By deﬁnition of the minimal polynomials,
 
 
￿
 
￿, the minimal polynomial of
￿ is
determined by the least common multiple (lcm) of the minimal polynomials of
￿,
￿, and
￿ in
Lemma 5. Let
 
 
￿
 
￿
 
 
 
￿
 
￿, and
 
 
￿
 
￿ be the minimal polynomials of
￿
 
￿, and
￿, respectively.21
It is easily known that
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿ and
 
 
￿
 
￿ is a primitive polynomial of degree
 
￿
￿
 .
From Lemma 4,
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
￿
 
 
 
￿
￿
 
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
 
￿
￿
 
￿
￿
￿
￿
 
￿
 
￿
￿
￿
￿
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
 
Note that
￿
￿
￿
￿
 
 
￿
 
￿
 
 
￿
￿
￿
￿
￿and if
 
 
￿,
￿
￿
￿
￿
 
 
￿
 
￿
 
 
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Finally,
 
 
￿
 
￿
￿
 
 
 
￿
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
 
 
 
￿
 
￿
￿
￿
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
 
￿
where a degree of
 
 
￿
 
￿ or linear complexity of
￿ is given by
 
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
which completes the proof.
Remark 3: In Theorem 4, we requested that
 
 
￿. For the case of
 
￿
￿ , the new binary
sequence
￿ of period
￿
￿ also has optimal autocorrelation
 
￿
￿
 
￿
￿
￿
￿
￿
 
￿
 
￿
￿
￿ for any
 .
However, its linear complexity is
 
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
￿ . It is because in the proof of
Theorem 4,
 
 
￿
 
￿
￿
 
￿
￿
 
￿
￿is a factor of
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿
￿, and thus the minimal
polynomial
 
 
￿
 
￿ of
￿ is given by
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿.
Table II shows linear complexities of the three different binary sequences of period
￿
￿
￿
 
￿
￿
￿
with optimal autocorrelation. For the product and the ADS sequences in Section III adopting
 -sequences of period
￿
 
￿
￿ as an indicator or a base sequence in their interleaved structures,
their linear complexities are given by
 
￿
￿and
￿
 
￿
￿ , respectively, which will be discussed
in Appendix I. In Table II, the new binary sequences from Construction 1 provides much larger
linear complexity than the other two classes of sequences. Linear complexities of Table II are
conﬁrmed by computer experiments using the Berlekamp-Massey algorithm [3] [21].
Figure 1 shows implementation of the new binary sequence
￿ of period
￿
￿
￿
 
￿
￿
￿ with
Æ
￿
￿ .
(If
Æ
￿
￿
￿, we only need to change the initial state of the 3-stage LFSR from
￿
￿
 
￿
 
￿
￿ to
￿
￿
 
￿
 
￿
￿.) In Fig. 1, the 3-stage linear feedback shift register (LFSR) is enabled and connected
to other LFSRs only at time
 
￿
 
￿
￿
￿
 
￿
￿
￿
 
 
￿
￿
￿
 
￿
 
￿
 
￿
￿
￿. In the implementation,
￿
￿
￿
 
 
￿ is
generated by combining only
￿
 
￿
￿
￿shift registers and a simple connector. From Theorem 4,22
TABLE II
LINEAR COMPLEXITY OF BINARY SEQUENCES OF PERIOD
￿
￿
￿
￿
￿
￿
￿ WITH OPTIMAL AUTOCORRELATION ADOPTING A
BINARY
 -SEQUENCE
  Period Product ADS New
Sequence Sequence Sequence
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
however, its actual linear complexity is
 
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
￿
￿
 
￿
￿
 
￿
￿for
 
￿
 
 
￿, where
we obtain the large linear complexity with the low implementation cost.
Remark 4: Let
  be linear complexity of a binary sequence of period
￿
 
￿
￿ with ideal two-
level autocorrelation which is used as an indicator or a base sequence of the product or the ADS
sequences in Section III. Then, linear complexities of the product and the ADS sequences are
 
￿
￿and at most
￿
 
￿
￿ , respectively, which will be proved in Appendix I. If
 
￿
 , then the
linear complexities can be larger than that of the new sequences from Construction 1. In this
case, however, we need as many numbers of shift registers as the linear complexities for their
implementation, which requires the larger implementation cost.
VI. CONCLUSION
From a
￿
￿
￿
￿
 
￿
￿
￿ interleaved structure, we have constructed new binary sequences of period
 
￿
￿
￿
￿
 
￿
￿
￿ for even
 
￿
￿ with four-valued autocorrelation
￿
 
 
￿
 
￿
￿
￿ which is optimal
with respect to autocorrelation magnitude. Complete autocorrelation distribution and exact linear
complexity of the sequences have been mathematically derived. Only with
￿
 
￿
￿
￿shift registers
and a simple connector, the sequences are implemented to give large linear complexity.23
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Fig. 1. Implementation of a new binary sequence of period
￿
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￿ with optimal autocorrelation
￿
Æ
￿
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APPENDIX I
In Appendix I, we show two lemmas on linear complexities of the product and the ADS
sequences of period
￿
￿
￿
 
￿
￿
￿ in Section III.
Lemma 6: Let
￿
￿
￿
￿
￿ be the product sequence of period
￿
￿
￿
 
￿
￿
￿ with optimal
autocorrelation shown in Section III, where
￿ is a perfect binary sequence of period
￿ and
￿ a binary sequence of period
￿
 
￿
￿ with ideal two-level autocorrelation. Then, its linear
complexity is given by
 
 
￿
 
￿
￿where
  is linear complexity of
￿.
Proof: The minimal polynomial of a perfect binary sequence
￿ is
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿.
Let
 
 
￿
 
￿ be the minimal polynomial of
￿. In general,
 
 
￿
 
￿
￿
￿
 
 
 
￿
 
￿ where
 
 
￿
 
￿ is a
primitive polynomial over
￿
￿. We assume
￿
￿
￿
￿
 
 
￿
 
￿
 
 
￿
￿
￿
￿
￿without loss of generality.
Then the minimal polynomial of
￿ is given by
 
 
￿
 
￿
￿
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿
 
 
￿
 
￿.
Therefore, a degree of
 
 
￿
 
￿ or linear complexity of
￿ is given by
 
 
￿
 
￿
￿where
  is a
degree of
 
 
￿
 
￿ or linear complexity of
￿.
Lemma 7: Let
￿ be the ADS sequence of period
￿
￿
￿
 
￿
￿
￿ deﬁned by (3) with a binary two-
level autocorrelation sequence
￿ of period
￿
 
￿
￿ and a matrix
  in (2). If linear complexity
of
￿ is
 , then linear complexity
 
  of
￿ is at most
￿
 
￿
￿ , i.e.,
 
 
￿
￿
 
￿
￿ . In particular, the
equality is achieved if
￿ is a binary
 -sequence and
 
￿
￿
￿ .24
Proof: From (2) and (3),
￿
￿
￿
 
 
￿ is represented by
￿
￿
￿
￿
￿ where
 
 
￿
 
 
￿
 
 
 
￿
￿
 
￿
￿
￿
￿
 
￿
￿
￿
￿
￿ (30)
where
￿
￿
￿
 
 
￿ is a perfect binary sequence of period
￿ and
￿
￿
￿
 
 
￿ is a binary sequence
deﬁned by
 
 
￿
￿
￿
￿
 
 
  if
 
￿
￿
￿
￿
￿
￿
￿
￿
 
 
￿
 
  if
 
￿
￿
￿
￿
￿
￿
￿
￿
(31)
If
 
￿
￿ ,w eh a v e
￿
￿
￿ and
￿
￿
￿
￿
￿. Thus, the linear complexity of
￿ is given by
 
 
￿
 
￿
￿
from Lemma 6.
For a nontrivial ADS sequence with
 
￿
￿
￿ , it is clear that
￿ is a binary sequence of period
￿
￿
￿
 
￿
￿
￿. From (31),
￿ is represented by a
￿
￿
 
￿
￿
￿
￿
￿ interleaved structure where its ﬁrst
column is
￿
 
￿
 
 
￿
 
 
￿
 
￿
￿
￿
￿ and the second column is
￿
 
￿
￿
 
 
 
￿
￿
 
 
 
￿
￿
 
 
￿
￿
￿
￿. Since each column
sequence is a form of a shift-and-decimation of
￿, its minimal polynomial is identical to
 
 
￿
 
￿,
the minimal polynomial of
￿. Let
 
 
￿
 
￿ be the minimal polynomial of
￿. From the interleaved
structure of
￿, we have
 
 
￿
 
￿
￿
 
 
￿
 
￿
￿
￿
￿
 
 
￿
 
￿
￿
￿ (32)
from Lemma 1 of [11]. Similar to the proof of Lemma 6, we assume
￿
￿
￿
￿
 
 
￿
 
￿
 
 
￿
￿
￿
￿
￿
and thus
￿
￿
￿
￿
 
 
￿
 
￿
 
 
￿
￿
￿
￿
￿ . From (30), the minimal polynomial
 
 
￿
 
￿ of
￿ is given by
 
 
￿
 
￿
￿
 
 
 
￿
 
 
￿
 
￿
 
 
 
￿
 
￿
￿
￿
 
 
 
￿
 
 
￿
 
￿
 
￿
 
￿
￿
￿
￿
￿
￿
 
 
￿
 
￿
￿
 
￿
￿
￿
￿ (33)
where
 
 
￿
 
￿
￿
￿
 
￿
￿
￿
￿ is the minimal polynomial of a perfect binary sequence
￿. From (32)
and (33),
 
 
￿
 
 
￿
￿
￿
￿
 
￿
￿where
 
  is a degree of
 
 
￿
 
￿.
In particular, if
￿ is a binary
 -sequence, then
 
 
￿
 
￿ is a primitive polynomial of degree
  and
thus we have
 
 
￿
 
￿
￿
 
 
￿
 
￿ or
￿
 
 
￿
 
￿
￿
￿ from (32). If
 
￿
￿
￿ ,
￿
￿
￿
￿ and thus
 
 
￿
 
￿
￿
￿
 
 
￿
 
￿.
Hence,
 
 
￿
 
￿
￿
￿
 
 
￿
 
￿
￿
￿ and consequently,
 
 
￿
￿
 
￿
￿from (33).
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