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Abstract.We consider a robust version of multiple-set linear canonical anal-
ysis obtained by using a S-estimator of covariance operator. The related
influence functions are derived. Asymptotic properties of this robust method
are obtained and a robust test for mutual non-correlation is introduced.
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1 Introduction
Letting (Ω,A, P ) be a probability space, and K be an integer such
that K ≥ 2, we consider random variables X1, · · · , XK with values in
Euclidean vector spaces X1, · · · ,XK respectively. We suppose that for any
k ∈ {1, · · · , K}, one has E(Xk) = 0 and E(‖Xk‖2k) <∞, where ‖·‖k denotes
the norm induced by the inner product 〈· , ·〉k of Xk. The multiple-set lin-
ear canonical analysis (MSLCA) of X1, · · · , XK is a statistical method that
permits to analyse the relationships among these variables. It has been intro-
duced for many years (e.g., [6]) and has been extensively studied (e.g., [5], [8],
[11], [12],[14]). Formally, considering the random variable X = (X1, · · · , XK)
with values into the space X := X1 × X2 × · · ·XK , MSLCA is the search of
a sequence
(
α(j)
)
1≤j≤q
of vectors of X , where q = dim(X ), satisfying:
α(j) = arg max
α∈Cj
E
(
< α , X >2X
)
, (1)
where C1 =
{
α ∈ X / ∑Kk=1 var (< αk , Xk >k) = 1} and, for j ≥ 2:
Cj =
{
α ∈ C1/
K∑
k=1
cov
(
< α
(r)
k , Xk >k, < αk , Xk >k
)
= 0, ∀ r ∈ {1, · · · , j − 1}
}
.
1
A solution of the above maximization problem is obtained from the spectral
analysis of a given operator T . For (k, ℓ) ∈ {1, · · · , K}2, considering the
covariance operators Vkℓ = E(Xℓ ⊗Xk) = V ∗ℓk and Vk := Vkk, where ⊗ de-
notes the tensor product such that x⊗ y is the linear map : h 7→< x, h > y,
letting τk be the canonical projection τk : α = (α1, · · · , αK) ∈ X 7→ αk ∈ Xk
and assuming that each Vk is invertible, we have T = Φ
−1/2ΨΦ−1/2, where
Φ =
∑K
k=1 τ
∗
kVkτk and Ψ =
∑K
k=1
∑K
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ. If
{
β(1), · · · , β(q)} is an or-
thonormal basis of X such that β(j) is an eigenvector of T associated with
the j-th largest eigenvalue ρj , then we obtain a solution of (1) by taking
α(j) = Φ−1/2β(j). Classical estimation of MSLCA is based on empirical co-
variance operators that are known to be very sensitive to outliers. This makes
this method a non robust one and highlights the interest of providing a ro-
bust estimation of MSLCA as it was done for others multivariate statistical
methods such as principal component analysis, discriminant analysis, canon-
ical correlation analysis ([1], [2], [3], [13]). A natural way for doing that is
to replace the covariance operator of X by a robust estimator. Among such
robust estimators, the S-estimator has been extensively studied ([4], [10], [9])
and it is known to have good robustness and efficiency properties. In this
paper, we propose a robust version of MSLCA based on S-estimator of the
covariance operator. This estimation procedure is introduced in Section 2.
The related influence functions are derived in Section 3. Section 4 is devoted
to the asymptotic properties of the introduced estimator, and a robust test
for mutual non-correlation is proposed in Section 5.
2 Estimation of MSLCA based on S-estimator
We assume that the following condition holds:
(A1) : X has an elliptical contoured distribution with density fX(x) =
(det(V ))−1/2h(< x, V −1x >X ), where h : [0,+∞[→ [0,+∞[ is a function
having a strictly negative derivative h′.
Let {X(1), · · · , X(n)} be an i.i.d. sample ofX , we consider a fixed real b0 and a
function ξ : R→ R. We denote by P (X ) the set of positive definite symmet-
ric operators from X to itself. The S-estimators µ˜n and V˜n of the mean and
the covariance operator of X respectively are given by the pair (µ˜n, V˜n) that
minimizes the determinant det(G) over all (µ,G) ∈ X × P (X ) that satisfy
2
1
n
∑n
i=1 ξ
(∥∥G−1/2(X(i) − µ)∥∥
X
) ≤ b0. It is well known that these estimators
are robusts and have high breakdown points (see, e.g., [4]). From them, we
can introduce an estimator of MSLCA which is expected to be also robust.
Indeed, putting Φ˜n =
∑K
k=1 τ
∗
k V˜k.nτk and Ψ˜n =
∑K
k=1
∑K
ℓ=1
ℓ 6=k
τ ∗k V˜kℓ.nτℓ, where
V˜k.n = τkV˜nτ
∗
k and V˜kℓ.n = τkV˜nτ
∗
ℓ , we estimate T by T˜n = Φ˜
−1/2
n Ψ˜nΦ˜
−1/2
n .
Considering the eigenvalues ρ˜1.n ≥ ρ˜2.n ≥ · · · ≥ ρ˜q.n of T˜n and
{
β˜
(1)
n · · · β˜(q)n
}
an orthonormal basis of X such that β˜(j)n is an eigenvector of T˜n associated
with ρ˜j.n, we estimate ρj by ρ˜j.n, β
(j) by β˜
(j)
n and α(j) by α˜
(j)
n = Φ˜
−1/2
n β˜
(j)
n .
3 Influence functions
For studying the effect of a small amount of contamination at a given point
on MSLCA it is important, as usual in robustness litterature (see [7]), to
use influence function. More precisely, we have to derive expressions of the
influence functions related to the functionals that give T , ρj and α
(j) (for
1 ≤ j ≤ q) at the distribution PX of X . Recall that the influence function of
a functional S at P is defined as
IF (x;S,P) = lim
ε↓0
S ((1− ε)P+ εδx)− S(P)
ε
,
where δx is the Dirac measure putting all its mass in x. In order to derive
the influence functions related to the above estimator of MSLCA, we have
to specify the functional that corresponds to it. We impose the following
properties on the loss function ξ:
(A2): ξ is symmetric, has a continuous derivative ψ and is such that ξ(0) = 0;
(A3): there exists c0 > 0 such that ξ is strictly increasing on [0, c0] and
constant on [c0, +∞[;
(A4): the function t 7→ ψ(t)t−1 is continuous and bounded.
For example, the function ξ(t) = c
2
6
(
1−
(
1− t2
c2
)3)
1[−c,c](t)+
c2
6
1R\[−c,c](t),
where c > 0, satisfies the above conditions. Its derivative is the Tukey’s
biweight function ψ(t) =
(
1− t2
c2
)2
1[−c,c](t). The functional Vs related to
3
the aforementioned S-estimator of V is defined in [9] (see also [10]); it is such
that Vs(P) is the solution to the problem of minimizing the determinant
det(G) over all µ ∈ X and G ∈ P(X ) that satisfy∫
X
ξ
(∥∥G−1/2(x− µ)∥∥
X
)
dP(x) ≤ b0.
It is known that at elliptical distribution Vs(PX) = V (see [10], p.222).
Therefore, the functional Ts defined as Ts(P) = f (Vs(P))
−1/2 g (Vs(P)) f (Vs(P))
−1/2,
where f (A) =
K∑
k=1
τ ∗k τkAτ
∗
k τk and g (A) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k τkAτ
∗
ℓ τℓ, we have Ts(PX) =
T . Putting Ts = Ts(PX),
λ(x, V ) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
τ ∗k (xk ⊗ xk) Vkℓτℓ−
1
2
τ ∗ℓ Vℓk (xk ⊗ xk) τk+ τ ∗k (xℓ ⊗ xk) τℓ
(2)
γ1 =
2πq/2
Γ(q/2)(q + 2)
∫ +∞
0
(
ψ′(r)r2 + (q + 1)ψ(r)r
)
rq−1h(r2)dr
and
γ2 =
2πq/2
Γ(q/2)
∫ +∞
0
ψ(r)rqh(r2)dr,
Γ being the usual gamma function, we have:
Theorem 3.1. We suppose that the assumptions (A1) to (A4) hold. Then
IF(x;Ts,PX) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λ(x, V ).
From the properties of ψ, it is easily seen that IF(x;Ts,PX) equals 0 if
‖V −1/2x‖X > c0. Otherwise, we have ‖x‖X ≤ c0 ‖V 1/2‖∞, where ‖·‖∞ de-
notes the usual operators norm defined by ‖A‖∞ = supx 6=0 (‖Ax‖ / ‖x‖).
Then, it is easy to check the inequality
sup
x∈X
‖IF(x;Ts,PX)‖∞ ≤ sup
t∈R∗
+
(
ψ(t)
t
)
Kq
|γ1| (K − 1) (‖V ‖∞ + 1) c
2
0
∥∥V 1/2∥∥2
∞
that shows that the influence function is bounded and, therefore, that the
estimation procedure is robust. Now, we give the influence functions re-
lated to the canonical coefficients and the canonical directions obtained from
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the robust MSLCA introduced above. For j ∈ {1, · · · , q}, denoting by
Rs·j (resp. Bs·j; resp. As·j ) the functional such that Rs·j(P) is the j-th
largest eigenvalue of Ts(P) (resp. the associated eigenvector; resp. As·j(P) =
f (Vs(P))
−1/2
Bs·j(P) ), we put ρs·j = Rs·j(PX), β
(j)
s = Bj(PX) and α
(j)
s =
As·j(PX). Putting
H (ξ, ψ, V, x) =
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0) I
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)
I(3)
and
λj(x, V ) =
K∑
k=1
K∑
ℓ=1
l 6=k
q∑
m=1
m6=j
1
ρj − ρm
(
< β
(m)
k , xk >k< xℓ, β
(j)
ℓ >ℓ
−1
2
< β
(m)
k , xk >k< xk, Vkℓβ
(j)
ℓ >k
−1
2
< xk, Vkℓβ
(m)
ℓ >ℓ< xk, β
(j)
k >k
)
β(m) (4)
−1
2
(
K∑
k=1
[
τ ∗k (xk ⊗ xk) τk+ < β(j)k , xk >2k I
]
− 2I
)
β(j),
where I denotes the identity operator of X , we have:
Theorem 3.2. We suppose that the assumptions the assumptions (A1) to
(A4) hold. Then, for any j ∈ {1, · · · , q} , we have:
(i) IF(x; ρs.j,PX) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
∑K
k=1
∑K
ℓ=1
l 6=k
< β
(j)
k , xk >k<
xℓ − Vℓkxk, β(j)ℓ >ℓ.
(ii) If ρ1 > · · · > ρq, then IF(x;α(j)s ,PX) = qγ1ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λj(x, V )−
H (ξ, ψ, V, x)β(j).
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4 Asymptotic distributions
We first establish asymptotic normality for T˜n. Putting
β3 =
2πq/2
Γ(q/2)
∫ +∞
0
4
q + 2
ψ(r)rq+2h′(r2)dr,
we have:
Theorem 4.1. We suppose that the assumptions (A1) to (A4) hold and
that E (‖X‖4X ) < +∞. Then,
√
n
(
T˜n − T
)
converges in distribution, as
n → +∞, to a random variable Us having a normal distribution in L(X ),
with mean 0 and covariance operator equal to that of the random operator
Zs = −2qβ−13 ψ
(∥∥V −1/2X∥∥
X
) ∥∥V −1/2X∥∥−1
X
λ(X, V ). (5)
This result allows to consider a robust test for mutual non-correlation, that
is the test for the hypothesis H0 : ∀(k, ℓ) ∈ {1, ..., K}2 , k 6= ℓ, Vkℓ = 0
against the alternative H1 : ∃(k, ℓ) ∈ {1, ..., K}2, k 6= ℓ, Vkℓ 6= 0. We take
as test statistic the random variable S˜n =
K∑
k=2
k−1∑
ℓ=1
tr
(
πkℓ
(
T˜n
)
πkℓ
(
T˜n
)∗)
,
where πkℓ is the operator A 7→ τkAτ ∗ℓ . Then, putting
κ0 =
−2β−13
(q + 1)
E
(
ψ (‖X‖X ) ‖X‖3X
)
, (6)
we have:
Theorem 4.2. We suppose that the assumptions (A1) to (A4) hold and
that E (‖X‖4X ) < +∞. Then, under H0, the sequence (κ0)−1nS˜n converges
in distribution, as n → +∞, to χ2d, where d =
∑K
k=1
∑k−1
l=1 pkpl with pk =
dim(Xk).
In practice, κ0 is replaced by a consistent estimator; for example by κ̂0 =
−2β−1
3
n(q+1)
∑n
i=1 ψ
(∥∥X(i)∥∥
X
) ∥∥X(i)∥∥3
X
.
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5 Proof of Theorem 3.1
It is shown in Lopuhaa¨ (1989) (see Corollary 5.2, p. 1672) that under spher-
ical distribution P0X , one has
IF(x;Vs,P
0
X) =
2
γ2
(ξ(‖x‖X )− b0) I+
q
γ1
ψ(‖x‖X ) ‖x‖X
(
x⊗ x
‖x‖2X
− 1
q
I
)
.
Then, affine equivariant property implies that under elliptical model given
in assumtion (A1) we have:
IF(x;Vs,PX) = V
1/2
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0) I
+
q
γ1
ψ(
∥∥V −1/2x∥∥
X
)
∥∥V −1/2x∥∥
X
(
(V −1/2x)⊗ (V −1/2x)
‖V −1/2x‖2X
− 1
q
I
)}
V 1/2
=
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)V
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
x⊗ x
‖V −1/2x‖2X
− 1
q
V
)
. (7)
Putting Vs = Vs (PX) = V, we have f (Vs (PX)) = f (V ) = I. Thus
Ts (Pε,x)− Ts (PX) = f (Vs (Pε,x))−1/2 g (Vs (Pε,x)) f (Vs (Pε,x))−1/2 − g (Vs)
=
(
f (VS (Pε,x))
−1/2 − I
)
g (Vs (Pε,x)) f (Vs (Pε,x))
−1/2
+ (g(Vs (Pε,x)− Vs)) f (Vs (Pε,x))−1/2
+g (Vs)
(
f (Vs (Pε,x))
−1/2 − I
)
.
where Pε,x = (1− ε)PX + εδx with ε ∈ [0; 1]. Then, using the equality
A−1/2 − I = −A−1(A− I) (A−1/2 + I)−1 (8)
we obtain:
Ts (Pε,x)− Ts (PX) = −f (Vs (Pε,x))−1/2 f (Vs (Pε,x)− Vs (PX))
(
f (Vs (Pε,x))
−1/2 + I
)−1
×g (Vs (Pε,x)) f (Vs (Pε,x))−1/2
+ (g(Vs (Pε,x)− VS)) f (Vs (Pε,x))−1/2
−g (Vs) f (Vs (Pε,x))−1/2 f (Vs (Pε,x)− Vs (PX))
(
f (Vs (Pε,x))
−1/2 + I
)−1
.
7
Then, from
IF(x;Vs,P) = lim
ε→0
Vs (Pε,x)− Vs (PX)
ε
and the continuity of the maps A 7→ A−1 and A 7→ A−1/2, we deduce that
IF(x;Ts,PX) = −1
2
f (IF(x;Vs,PX)) g (Vs)
+g (IF(x;Vs,PX))
−1
2
g (Vs) f (IF(x;Vs,PX)) . (9)
Since f (V ) = I, and under elliptical model g (Vs) = g (V ) , inserting (7) in
(9) gives the equality
IF(x;Ts,PX) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
{
− 1
2
f (x⊗ x) g (Vs)
−1
2
g (Vs) f (x⊗ x) + g (x⊗ x)
}
+
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)− q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
}
×
{
−1
2
f (V ) g (Vs)− 1
2
g (Vs) f (V ) + g (V )
}
.
Using properties of the tensor product, is is easy to check that
−1
2
f (x⊗ x) g (V )− 1
2
g (V ) f (x⊗ x) + g (x⊗ x) = λ(x, V ).
Hence
IF(x;Ts,PX) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λ(x, V )
+
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
− q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
}
(g (V )− g (Vs))
=
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λ(x, V ).
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6 Proof of Theorem 3.2
(i). From Lemma 3 in Croux and Dehon (2002), we obtain
IF(x; ρs.j,PX) = < β
(j), IF(x;Ts,PX)β
(j) >X
=
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
< β(j), λ(x, V )β(j) >X
=
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< β
(j)
k , xk >k< Xℓ − Vℓkxk, β(j)l >l .
(ii). Since f (Vs) = f (V ) = I, we obtain by applying the second part of
Lemma 3 in Croux and Dehon (2002):
IF(x; β(j)s ,PX) =
q∑
m=1
m6=j
1
ρj − ρm < β
(m), IF(x;Ts,PX)β
(j) >X β
(m)
−1
2
< β(j), IF(x; f(Vs),PX)β
(j) >X β
(j). (10)
Using (7), the equalities IF(x; f(Vs),PX) = f (IF(x;Vs,PX)), f(V ) = I and
9
Theorem 3.1, we obtain:
IF(x; β(j)s ,PX) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λ(x, V )
q∑
m=1
m6=j
1
ρj − ρm < β
(m), β(j) >X β
(m)
−1
2
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
< β(j), (f(x⊗ x)− I)β(j) >X
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)}
β(j)
=
q
γ1
ψ
(∥∥V 1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
ηj(x, V )
−1
2
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)}
β(j),
where
ηj(x, V ) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
{
λ(x, V )
q∑
m=1
m6=j
1
ρj − ρm < β
(m), β(j) >X β
(m)
−1
2
< β(j), (f(x⊗ x)− I)β(j) >X β(j)
}
.
On the other hand, since
α(j)s (PX) = f (Vs(PX))
−1/2 β(j)s (PX) = f (V )
−1/2 β(j)s (PX) = β
(j)
s (PX),
it follows
α(j)s (Pε,x)− α(j)s (PX) = f (Vs(Pε,x))−1/2 β(j)s (Pε,x)− β(j)s (PX)
= f (Vs(Pε,x))
−1/2 (β(j)s (Pε,x)− β(j)s (PX))
+
(
f (VS(Pε,x))
−1/2 − I
)
β(j)s (PX)
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Then using (8), we obtain:
α(j)s (Pε,x)− α(j)s (PX) = f (VS(Pε,x))−1/2 β(j)s (Pε,x)− β(j)s (PX)
= f (Vs(Pε,x))
−1/2 (β(j)s (Pε,x)− β(j)s (PX))
−f (Vs(Pε,x))−1 (f(Vs(Pε,x)− Vs(PX)))
×
(
f (VS(Pε,x))
−1/2 + I
)−1
β(j)s (PX)
From the continuity of the maps A 7→ A−1, A 7→ A−1/2, and the equalities
limε→0 f (VS(Pε,x)) = f (Vs(PX)) = f (V ) = I, we deduce that
IF(x;α(j)s ,P) = IF(x; β
(j)
s ,PX)−
1
2
f (IF(x;Vs,PX)) β
(j)
s
=
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
{
ηj(x, V )− 1
2
(f (x⊗ x)− I) β(j)
}
+
1
2
{
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
(f (x⊗ x)− I)β(j)
−f (IF(x;Vs,PX))β(j)s
}
−1
2
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)}
β(j).
It is easy to check that ηj(x, V ) − 12 (f (x⊗ x)− I) β(j) = λj(x, V ). Then,
11
since β
(j)
s = β(j), we deduce from (7) that:
IF(x;α(j)s ,P) =
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λj(x, V )
+
q
2γ1
ψ
(∥∥V 1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
(f (x⊗ x)− I) (β(j) − β(j)s )
−1
2
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)}(
β(j) + β(j)s
)
=
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥−1
X
λj(x, V )
−
{
2
γ2
(
ξ
(∥∥V −1/2x∥∥
X
)− b0)
+
q
γ1
ψ
(∥∥V −1/2x∥∥
X
) ∥∥V −1/2x∥∥
X
(
1
‖V −1/2x‖2X
− 1
q
)}
β(j).
7 Proof of Theorem 4.1
7.1 A preliminary lemma
The following lemma gives the asymptotic distribution of the random variable
H˜n =
√
n
(
V˜n − V
)
.
Lemma 1. We suppose that the assumptions (A1) to (A4) hold and that
E (‖X‖4X ) < +∞. Then, H˜n converges in distribution, as n 7→ +∞, to
a random variable having a normal distribution in L(X ) with mean 0 and
covariance operator equal to that of
Z = −2qβ−13 ψ
(∥∥V −1/2X∥∥
X
) ∥∥V −1/2X∥∥−1X ⊗X
−2
(
ξ(
∥∥V −1/2X∥∥
X
)− b0
qβ1
− ψ(
∥∥V −1/2X∥∥
X
)
∥∥V −1/2X∥∥
X
β3
)
V.
Proof. Let θ and φ be the functions from R+ to R defined as θ(t) =
12
2qβ−13 ψ(t)t and φ(t) = 2q
−1β−11 (ξ(t)− b0) − 2β−13 ψ(t)t. Using affine equiv-
ariant property, we deduce from the proof of Corollary 2 in Lopuhaa¨ (1997)
(see p. 235) that:
H˜n = V
1/2
(
− 1√
n
n∑
i=1
{
θ(
∥∥V −1/2X(i)∥∥
X
)
‖V −1/2X(i)‖2X
(
V −1/2X(i)
)⊗ (V −1/2X(i))
+2
(
ξ(
∥∥V −1/2X(i)∥∥
X
)− b0
qβ1
− ψ(
∥∥V −1/2X(i)∥∥
X
)
∥∥V −1/2X(i)∥∥
X
β3
)
I
}
+ oP (1)
)
V 1/2
= − 1√
n
n∑
i=1
{
θ(
∥∥V −1/2X(i)∥∥
X
)
‖V −1/2X(i)‖2X
X(i) ⊗X(i)
+2
(
ξ(
∥∥V −1/2X(i)∥∥
X
)− b0
qβ1
− ψ(
∥∥V −1/2X(i)∥∥
X
)
∥∥V −1/2X(i)∥∥
X
β3
)
V
}
+ oP (1)
= −Ŵn + oP (1)
where Ŵn = n
−1/2
∑n
i=1Zi, with
Zi =
θ(
∥∥V −1/2X(i)∥∥
X
)
‖V −1/2X(i)‖2X
X(i) ⊗X(i) + φ (∥∥V −1/2X(i)∥∥
X
)
V
Slustky’s theorem permits to conclude that H˜n has the same limiting distri-
bution than −Ŵn, which can be obtained by using central limit theorem. For
doing that, we first have to check that E(Zi) = 0 and E (‖Zi‖2) < +∞, where
‖ · ‖ is the operator norm induced by te inner product < A,B >= tr(AB∗).
For proving this last property we consider the inequality
E
(‖Zi‖2) ≤ 2E[(θ(∥∥V −1/2X(i)∥∥X )‖V −1/2X(i)‖2X
)2
‖X(i) ⊗X(i)‖2
]
+2‖V ‖2 E
(
φ
(∥∥V −1/2X(i)∥∥
X
)2)
= 2E
[(
θ(
∥∥V −1/2X(i)∥∥
X
)
‖V −1/2X(i)‖2X
)2
‖X(i)‖4X
]
+2‖V ‖2 E
(
φ
(∥∥V −1/2X(i)∥∥
X
)2)
.
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Assumption (A4) implies that there exists C > 0 such that supt∈R+ (θ(t)/t
2) ≤
C. On the other hand, from the proof of Corollary 2 in Lopuhaa¨ (1997) (see
p. 236) the functions t 7→ ξ(t) and t 7→ ψ(t)t are bounded; then, φ is also
bounded and E
(
φ
(∥∥V −1/2X(i)∥∥
X
)2)
< +∞ . Hence
E
(‖Zi‖2) ≤ 2C2E(‖X(i)‖4X)+ 2‖V ‖2E(φ (∥∥V −1/2X(i)∥∥X )2)
and since E
(
‖X(i)‖4X
)
< +∞, we deduce that E (‖Zi‖2) < +∞. Putting
Y (i) = V −1/2X(i), we have
E (Zi) = V 1/2E
(
θ
(∥∥Y (i)∥∥
X
)
‖Y (i)‖2X
Y (i) ⊗ Y (i) + φ (∥∥V −1/2X(i)∥∥
X
)
I
)
V 1/2(11)
and since Y (i) has a spherical distribution, from equation (4) in Lopuhaa¨
(1997) (see p. 222) we obtain E
(
ξ
(∥∥Y (i)∥∥
X
)− b0) = 0. Further, we have
E
(
θ
(∥∥Y (i)∥∥
X
))
= 2qβ−13 E
(
ψ
(∥∥Y (i)∥∥
X
) ∥∥Y (i)∥∥
X
)
.
Therefore (11) becomes:
E (Zi) = V 1/2
(
E
(
2qβ−13 ψ
(∥∥Y (i)∥∥
X
)
‖Y (i)‖X
Y (i) ⊗ Y (i)
)
− 1
q
E
(
θ
(∥∥Y (i)∥∥
X
))
I
)
V 1/2.(12)
From Lemma 1 in Lopuhaa¨ (1997) (see p. 221) we have:
E
(
2qβ−13 ψ
(∥∥Y (i)∥∥
X
)
‖Y (i)‖X
Y (i) ⊗ Y (i)
)
=
1
q
E
(
2qβ−13 ψ
(∥∥Y (i)∥∥
X
)
‖Y (i)‖X
∥∥Y (i)∥∥2
X
)
I
=
1
q
E
(
2qβ−13 ψ
(∥∥Y (i)∥∥
X
) ∥∥Y (i)∥∥
X
)
I
=
1
q
E
(
θ
(∥∥Y (i)∥∥
X
))
I.
Then, (12) implies E (Zi) = 0. Now, using the central limit theorem we
conclude that −Ŵn converges in distribution, as n 7→ +∞, to a normal
14
distribution N(0,Λ) in L(X ), where Λ is the covariance operator of
Z = −θ(
∥∥V −1/2X∥∥
X
)
‖V −1/2X‖2X
X ⊗X
−2
(
ξ(
∥∥V −1/2X∥∥
X
)− b0
qβ1
− ψ(
∥∥V −1/2X∥∥
X
)
∥∥V −1/2X∥∥
X
β3
)
V
= −2qβ−13 ψ
(∥∥V −1/2X∥∥
X
) ∥∥V −1/2X∥∥−1X ⊗X
−2
(
ξ(
∥∥V −1/2X∥∥
X
)− b0
qβ1
− ψ(
∥∥V −1/2X∥∥
X
)
∥∥V −1/2X∥∥
X
β3
)
V.
7.2 Proof of the theorem
Arguing as in the proof of Theorem 3.2 in Nkiet (2017) (see p. 203), we have
the equality
√
n
(
T˜n − T
)
= ϕ̂n
(
H˜n
)
, where ϕ̂n is the random operator
from L(X ) to itself defined by:
ϕ̂n(A) = −f(V˜n)−1f(A)
(
f(V˜n)
−1/2 + I
)−1
g(V˜n)f(V˜n)
−1/2 + g(A)f(V˜n)
−1/2
−g(V )(f(V˜n)−1/2f(A)
(
f(V˜n)
−1/2 + I
)−1
.
Considering the linear map ϕ fromX to itself defined as ϕ(A) = −1
2
f(A)g(V )+
g(A) − 1
2
g(V )f(A) and denoting by ‖·‖∞ and ‖·‖∞∞ the norm of L(X )
and L(L(X )), respectively defined by ‖A‖∞ = supx∈X−{0} ‖Ax‖X / ‖x‖X and
‖Q‖∞∞ = supB∈L(X )−{0} ‖Q(B)‖∞ / ‖B‖∞ , we have :∥∥∥ϕ̂n(H˜n)− ϕ(H˜n)∥∥∥
∞
≤ ‖ϕ̂n − ϕ‖∞∞
∥∥∥H˜n∥∥∥
∞
(13)
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and
‖ϕ̂n − ϕ‖∞∞ ≤
(
‖f‖∞∞
∥∥∥∥(f(V˜n)−1/2 + I)−1 g(V˜n)f(V˜n)−1/2∥∥∥∥
∞
+ ‖f‖∞∞ ‖g(V )‖∞ + ‖g‖∞∞
+ ‖f‖∞∞ ‖g(V )‖∞
∥∥∥∥(f(V˜n)−1/2 + I)−1∥∥∥∥
∞
)∥∥∥f(V˜n)−1/2 − I∥∥∥
∞
+
(
‖f‖∞∞
∥∥∥g(V˜n)f(V˜n)−1/2∥∥∥
∞
+ ‖f‖∞∞ ‖g(V )‖∞
)∥∥∥∥(f(V˜n)−1/2 + I)−1 − 12I
∥∥∥∥
∞
+
1
2
‖f‖∞∞ ‖g‖∞∞
∥∥∥f(V˜n)−1/2∥∥∥
∞
∥∥∥V˜n − V ∥∥∥
∞
(14)
Lemma 1 implies that V˜n converges in probability to V, as n→ +∞. Then,
using the continuity
of maps f , g, A 7→ A−1 and A 7→ A−1/2 we deduce that f(V˜n) (resp. f(V˜n)−1;
resp. f(V˜n)
−1/2; resp. g(V˜n) converges in probability, as n → +∞, to I
(resp. I; resp. I; resp. g(V )). Consequently from (13) and (14) we deduce
that ϕ̂n(H˜n) − ϕ(H˜n) converges in probability to 0 as n → +∞. Slutsky’s
theorem allows to conclude that ϕ̂n(H˜n) and ϕ(H˜n) both converge to the
same distribution, that is the distribution of ϕs (Ms). Since ϕs is linear this
distribution is the normal distribution with mean equal to 0 and covariance
operator equal to that of the random variable:
Zs = ϕ (Z) =
−2qβ−13 ψ
(∥∥V −1/2X∥∥
X
)
‖V −1/2X‖ ϕ (X ⊗X)− φ
(∥∥V −1/2X∥∥
X
)
ϕ (V ) .
Besides
ϕ (X ⊗X) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗k (Xk ⊗Xk) Vkℓτℓ + τ ∗ℓ Vℓk (Xk ⊗Xk) τk
)
+τ ∗k (Xℓ ⊗Xk) τℓ
}
,
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and from f(V ) = I, it follows: ϕ(V ) = g(V ) − g(Vs) = g(V ) − g(V ) = 0.
Thus
Zs =
−2qβ−13 ψ
(∥∥V −1/2X∥∥
X
)
‖V −1/2X‖X
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗k (Xk ⊗Xk)Vkℓτℓ + τ ∗ℓ Vℓk (Xk ⊗Xk) τk
)
+τ ∗k (Xℓ ⊗Xk) τℓ
}
.
8 Proof of Theorem 4.2
Under H0 we have T = 0 and, therefore,
√
nT˜n =
√
n
(
T˜n − T
)
. Conse-
quently, from Theorem 4.1 we deduce that
√
nT˜n converges in distribution,
as n → +∞, to a random variable U which has a normal distribution in
L(X ) with mean 0 and covariance operator equal to that of Zs. Since the
map A 7→∑Kk=2∑k−1ℓ=1 tr (πkℓ (A) πkℓ (A)∗) is continuous, we deduce that nS˜n
converges in distribution, as n→ +∞, to
Q =
K∑
k=2
k−1∑
ℓ=1
tr (πkℓ (U) πkℓ (U)
∗) .
On the other hand, Theorem 4.1 in Nkiet (2017) shows that Q = WTW
where W is a random variable having a centered normal distribution in Rd
with covariance matrix Θ defined in Nkiet (2017) with
γkℓ,ruijpt = < E
(
πkℓ (U) ⊗˜πru (U)
)(
e
(ℓ)
j ⊗ e(k)i
)
, e
(u)
t ⊗ e(r)p >
= < E
(
πkℓ (Zs) ⊗˜πru (Zs)
)(
e
(ℓ)
j ⊗ e(k)i
)
, e
(u)
t ⊗ e(r)p >
where ⊗˜ denotes the tensor product related to the inner product of operators
< A,B >= tr(AB∗) and
{
e
(k)
i
}
1≤i≤pk
is an orthonormal basis of Xk. Since
under H0 we have V = I, Zs becomes
Zs =
−2qβ−13 ψ (‖X‖X )
‖X‖X
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k (Xℓ ⊗Xk) τℓ.
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Thus
πkℓ (Zs) =
−2qβ−13 ψ (‖X‖X )
‖X‖X
(Xℓ ⊗Xk)
and
γkℓ,ruijpt = −2qβ−13 E
(
ψ (‖X‖X )
‖X‖X
<
(
(Xℓ ⊗Xk) ⊗˜ (Xu ⊗Xr)
) (
e
(ℓ)
j ⊗ e(k)i
)
, e(u)q ⊗ e(r)p >
)
= −2qβ−13 E
(
ψ (‖X‖X )
‖X‖X
< Xℓ ⊗Xk, e(ℓ)j ⊗ e(k)i >< Xu ⊗Xr, e(u)t ⊗ e(r)p >
)
= −2qβ−13 E
(
ψ (‖X‖X )
‖X‖X
< Xk, e
(k)
i >k< Xr, e
(r)
p >r< Xℓ, e
(ℓ)
j >ℓ< Xu, e
(u)
t >u
)
= −2qβ−13 E
(
z
(‖X‖2X ) < Xk, e(k)i >k< Xr, e(r)p >r< Xℓ, e(ℓ)j >ℓ< Xu, e(u)t >u ),
where z : t 7→
ψ
(√
t
)
√
t
. Therefore, if (k, ℓ) = (r, u) and (i, j) = (p, t) with
ℓ 6= k and u 6= r, then
γkℓ,ruijpt = −2qβ−13 E
(
z
(‖X‖2X ) < Xk, e(k)i >2k< Xℓ, e(ℓ)i >2l )
and from Lemma 1 in Lopuhaa¨ (1997) we deduce that
γkℓ,ruijpt =
−2qβ−13
q(q + 1)
E
(
z
(‖X‖2X ) ‖X‖4X ) = −2β−13(q + 1)E
(
ψ (‖X‖X ) ‖X‖3X
)
.
Otherwise, if one of the conditions (k, ℓ) = (r, u) and (i, j) = (p, t) with
ℓ 6= k and u 6= r does not hold then γkℓ,ruijpt = 0 . We deduce that
Θ =
−2β−13
(q + 1)
E
(
ψ (‖X‖X ) ‖X‖3X
)
Id
where Id is the d×d identity matrix. Thus,Q = −2β
−1
3
(q + 1)
E
(
ψ (‖X‖X ) ‖X‖3X
)
Q′
where Q′ is a random variable with distribution equal to χ2d.
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