The Object Management Group has recently published the Wireless Access and Terminal Mobility in CORBA standard-Wireless CORBA, for short. The specification enables mobility transparency of objects on a mobile terminal through a mobile Interoperable Object Reference ('mobile IOR'). A GIOP tunneling protocol is used to handle handoffs between access bridges even when the access technology changes. The current standard supports TCP, UDP, and WAP WDP transports but Bluetooth tunneling standard is in its finalization phase. The mobility management is based on principles of the current GSM network. The CORBA ORB is, however, only involved in handoffs between bridging domains, whereas mobility inside a bridging domain is handled by Mobile IP and/or link level mechanisms. The Wireless CORBA specification also provides the basic means to discover and resolve initial object references in the home and visited domains.
INTRODUCTION
In 1998 the Object Management Group launched an initiative on Wireless Access and Mobility in CORBA [1] . The objective was to gather industrial requirements on supporting mobility at the middleware level. Before that the EC/ACTS project DOLMEN had built a demonstration prototype of terminal mobility in CORBA [2] , [3] . In June 2001, the OMG adopted the Wireless Access and Terminal Mobility in CORBA specification [4] . The Finalization Task Force [5] was completed in October 2002 and the standard was published in March 2003 [6] . An extension effort to include tunneling over Bluetooth was launched in November 2002 through the OMG's RFC process by Nokia [7] . The process was completed in March 2003 and the adopted specification [8] was published in May 2003. It is anticipated that the Bluetooth tunneling will be included in the next version of Wireless CORBA specification.
When mobility support is discussed, a variety of opinions are presented on the question of at which level the mobility should be supported. The "link-level camp" is of the opinion that the link protocol is the best one to handle the mobility. This is clearly true when the mobility is inside a single link technology, location area, and administrative domain. The "Mobile IP" camp regards IP mobility support as sufficie nt. Clearly mobility support in IPv6 [9] is sufficient if micro-mobility is taken care of on the link level and mobility between administrative domains does not need any special arrangements.
Our position, however, is that mobility support is needed on the link-level, on the IP-level, and on the middleware level. The middleware level is the best one to take care of mobility between administrative or service provisioning domains. In principle, mobility support in IPv6 together with the IETF Authentication, Authorization, and Accounting (AAA) support [10] could be sufficient. However, then we would lose the advantages of objectoriented programming frameworks in mobility aware applications.
A significant trend in the telecommunications and IT industry is the requirement of ever-faster service development and deployment. The immediate implication has been the introduction of various service/application frameworks/platforms. Middleware is a widely used term to denote a set of generic services above the operating system. The primary advantage of middleware-based services over pure IP-based services is a much more mature programming environment.
The programming model of the Internet is based on sockets, protocol specific APIs and state machines of application protocols. The state machines need to be separately implemented for each protocol. Although the Internet approach is efficient for a single protocol, it is very cumbersome and expensive for application development that involves several operating systems and protocols. Moreover, many Internet protocols do not explicitly define the presentation format on the wire, which has introduced serious interoperability problems between implementations. Another concern is that the Internet approach is prone to feature interactions since many protocols are developed independently from one another.
In middleware solutions, particularly in CORBA, a considerable amount of effort has been put into supporting interoperability in heterogeneous operating environments. This has resulted in a uniform baseline protocol that also specifies the presentation format. In the case of CORBA, the unifying protocol is GIOP or General Inter-ORB Protocol and the presentation format is CDR or Common Data Representation, which specifies how different data types and complex data structures are put on the wire. Therefore, many details that need to be handled by applications in the Internet solution are handled by the platform in the middleware solution.
The rest of the paper is organized as follows. In Section 2 we give a brief history of the Mobile CORBA activities in the OMG. In Section 3 we give explain the essential parts of the OMG Wireless Access and Terminal Mobility in CORBA specification.
MOBILITY IN CORBA
Mobility in CORBA was addressed for the first time in the OMG Telecom Domain Task Force in December 1997 when the EC/ACTS DOLMEN project presented their prototype specification [11] . This launched activities that led to the issuance of a Request For Information (RFI) in June 1998 [1] . There were five responses to the RFI: by the EC/ACTS project DOLMEN [12] , Bellcore [13] , Deutsche Telecom [14] , Ericsson [15] , and by Kent Ridge Digital Laboratory [16] .
White Paper on Wireless Access and Mobility in CORBA
Based on the responses, the OMG Telecom DTF edited the White Paper on Wireless Access and Mobility in CORBA [17] . The RFI responses indicated that wireless access and mobility create a need for a large set of features and services. It was obvious that solutions to all those issues cannot be asked for in a single Request for Proposals. Instead, the OMG Telecom DTF foresaw a series of RFPs, each of them addressing a restricted problem area.
The first RFP, the Wireless Access and Terminal Mobility RFP [18] , concentrated on the fundamental enabling technology that allows applications on mobile terminals, while in motion, to exploit and to provide CORBA-based services. The core mobility technology was designed to cover protocol-level issues, location transparent IORs, issues of initial access to a new ORB domain, and issues in finding the necessary basic set of CORBA services in that domain.
Based on the core mobility technology, the white paper determined that follow-up RFPs should be targeted at:
• location services supporting mobility-aware applic ations,
• software management of mobile terminals including downloading and upgrading,
• adaptation to available Quality-of-Service that may vary in time,
• garbage collection,
• authentication service for mobile terminals,
• mobility management services that go beyond the features available in the core mobility technology.
Another set of RFPs identified in the white paper was the ones related to personal mobility. In the RFI responses it was claimed that personal mobility services, for example UPT Service Set 1, could be built upon CORBA 2.0. However, the OMG Telecom DTF has not yet taken any actions on Personal Mobility Services.
Wireless Access and Terminal Mobility in CORBA RFP
During the spring of 1999 the OMG Telecom DTF prepared an RFP, Request for Proposals on Wireless Access and Terminal Mobility in CORBA. It was issued in May 1999 and the initial responses were due in May 2000. The RFP had seven mandatory and two optional requirements as well as three issues to be discussed.
The mandatory requirements were:
1. Architectural framework: Proposals shall provide an architectural framework, which is compliant to the OMA, for a way how mobile terminals can dynamically attach to a mobility domain, detach from such a domain, and move from one mobility domain to another one. In particular, the proposed framework should be compliant to the CORBA Interoperability Architecture. Proposals shall also define the concept of 'mobility domain' in detail, or propose an alternative concept relevant to wireless access and terminal mobility.
2. GIOP mapping onto Internet transport protocol (TCP or UDP) over wireless links: Proposals shall provide GIOP mappings onto TCP or UDP over wireless links. In particular, the proposals shall address handoff and reliability issues. Proposals must motivate the choice between TCP and UDP. If UDP is used, then proposals shall specify how interworking with IIOP is sustained. As minimum the mapping must provide recovery from a sudden drop of a link-level connectivity.
3. Mechanism that hides from CORBA clients the mobility of terminals on which CORBA servers are running: When a CORBA server runs on a mobile terminal, its clients should not be aware that the server may change its location after registering its object reference with a naming service. Therefore, proposals shall specify how the mobility transparency is obtained.
Mechanism for initial access to a new mobility domain:
Proposals shall specify how a mobile terminal gets initial access to a mobility domain. In fixed networks, initial access is taken care of by the network technology and by the administrative domain. Therefore, it is implicit to the ORB. When terminals can move from one network to another one and from one administrative domain to another one, it is unrealistic to assume that the same implicit procedure is available everywhere. Therefore, terminal mobility requires that an explicit standard procedure be specified. Proposals shall specify how mobility domains advertise availability of their services to mobile terminals that want to attach to the domain. Alternatively, proposals shall specify how a mobile terminal can contact a mobility domain. Proposals shall also specify how authentication of terminals should be carried out.
5. Mechanism for finding the necessary basic set of CORBA services in a mobility domain: When a mobile terminal has attached a new mobility domain, the CORBA objects on the terminal need to find a basic set of CORBA services in that domain. Proposals shall specify what the minimum basic set of CORBA services is and how objects on a terminal learn what services are available in the domain.
6. Mechanism for advertising CORBA services available on a mobile terminal: When a mobile terminal wants that it can be contacted, it must provide one or more CORBA servers. Proposals shall specify how CORBA servers on a mobile terminal advertise and register themselves so that CORBA clients can obtain the object references of those servers.
7. Mechanism for handoff between mobility domains: There are two basic ways of carrying out handoff: forward and backward. In backward handoff the mobile terminal has connectivity to the old mobility domain (that usually prepares the handoff). In forward handoff the mobile terminal has lost the connectivity to the old mobility domain but obtained connectivity to a new mobility domain. In this case handoff is prepared by the new domain. In both cases no data should be lost. It should be noted that recovery of connectivity may result in gaining access to the old mobility domain (access recovery) or to a new domain (forward handoff). Proposals shall specify the forward and backward handoff procedures as well as the access recovery procedure.
In addition to the mandatory requirements, the RFP had the following two optional requirements:
• GIOP mappings onto other wireless transport protocols: Proposals may provide GIOP mappings onto one of the WAP protocols defined in the WAP 1.0 specifications. Proposals should give the motivation for the selection of WAP protocol. Proposals may provide GIOP mappings onto other wireless transport protocols.
• Wireless/Mobility specific ES-IOP: Proposals may provide the specification of a CORBA Environment Specific Interoperable ORB Protocol (ES-IOP) targeted at wireless and mobile networks. If such a specification (xES-IOP) is provided, then the proposal must also provide the specification of an IIOP/xES-IOP bridge.
WIRELESS ACCESS AND TERMINAL MOBILITY IN CORBA SPECIFICATION
In May 2000 the OMG received two initial submissions in response to the Wireless CORBA RFP: one by Nokia and Vertel [19] and one by Borland and Highlander [20] . The two submitters' teams agreed to work towards a joint revised submission that was completed in February 2001. [2] , [3] . In June 2001, the OMG adopted the Wireless Access and Terminal Mobility in CORBA specification [4] . The Finalization Task Force [5] was completed in October 2002 and the standard was published in March 2003 [6] . An extension effort to include tunneling over Bluetooth was launched in November 2002 through the OMG's RFC process by Nokia [7] . The process was completed in March 2003 and the adopted specification [8] was published in May 2003.
In this section we go through the essential parts of the specification. We start by explaining the design rationale and motivations for deviations from certain requirements of the RFP. Then we introduce the key concepts including the Mobile Interoperable Object Reference, Home Location Agent, Access Bridge, Terminal Bridge, and GIOP Tunneling Protocol. The rest of the section is devoted to details of the Mobile IOR, message processing, GIOP tunneling protocol, handoff, message forwarding, and terminal tracking.
Design Rationale
The basic design principles were client-side ORB transparency and simplicity. Transparency of the mobility mechanism to non-mobile ORBs was the primary design constraint. The submitters rejected all solutions which would require modifications to a non-mobile ORB in order for it to interoperate with CORBA objects and clients running on a mobile terminal. In other words, a stationary (non-mobile, or fixed network) ORB does not have to implement this specification in order to interoperate with CORBA objects and clients running on mobile terminals.
The RFP requested a quite comprehensive specification to cover wireless access, terminal mobility and service provisioning in a mobile environment. The submitters decided to take a minimalistic approach. The specification has been designed to provide a minimal set of useful functionality for CORBA applications, in which the client, the server, or both of them are running on a host that can move.
The Architectural Framework does not define the concept of a 'mobility domain' as requested in the RFP. Instead, concepts of 'home domain', 'visited domain', and 'terminal domain' are used.
The response does not define a GIOP mapping onto Internet transport protocol (TCP or UDP) over wireless links. Instead, the response defines how GIOP messages are to be tunneled between bridges. This was regarded as a more elegant way of using link specific transport mechanisms. The response specifies a generic GIOP Tunneling Protocol and how this protocol is run over TCP, UDP, and WAP Wireless Datagram Protocol (WDP) [21] . Nokia's RFC submission [7] extended the set of supported tunneling protocols to include Bluetooth L2CAP [22] .
An initial access mechanism is not specified since it was regarded as too network technology and access provider specific to be in the scope of an OMG specification. The specification specifies a simple discovery mechanism similar to the one provided in the ORB pseudo-interface for resolving initial references. The specification does not provide a mechanism for advertising CORBA services available on a mobile terminal. This was regard as unnecessary. Instead, objects on the terminal can use either the CORBA Naming Service or Trader Service either in the Home Domain or in a Visited Domain.
The handoff support is defined as an optional feature. The main motivation was the fact that there are clear business cases for "discrete" terminal mobility. By discrete terminal mobility we mean a terminal's ability to change its point of presence when there are no outstanding invocations. Typical examples would be a traveling employee visiting a remote site and a home user who gets a temporary IP address from the ISP.
Architectural Framework
The key concepts in the Mobile CORBA architecture are: the Mobile IOR, Home Location Agent, Access Bridge, Terminal Bridge, and GIOP Tunneling Protocol.
The Mobile IOR is a relocatable object reference. It identifies the terminal on which the target object resides and the Access Bridge which that terminal was last known to be associated with (at the time the object reference was created). In addition, the Mobile IOR identifies the Home Location Agent that keeps track of changes in the Access Bridge to which the terminal is actually attached.
The Home Location Agent keeps track of the current location of the terminal. It provides operations to query and update terminal location. The Home Location Agent also provides operations to get a list of initial services and to resolve initial references in the home domain.
The Access Bridge is the network side end-point of the GIOP tunnel. It encapsulates the GIOP messages to be sent to the Terminal Bridge and decapsulates the GIOP messages from the Terminal Bridge. The Access Bridge also provides operations to get a list of initial services and to resolve initial references in the visited domain. The Access Bridge may also provide notifications of terminal mobility events.
The Terminal Bridge is the terminal side end-point of the GIOP tunnel. It encapsulates the GIOP messages to be sent to the Access Bridge and decapsulates the GIOP messages from the Access Bridge. The Terminal Bridge may also provide a mobility event channel that delivers notifications related to handoffs and connectivity losses.
The GIOP tunnel is the means to transmit GIOP messages between the Terminal Bridge and the Access Bridge. The generic GIOP Tunneling Protocol defines how GIOP messages are transmitted. The protocol also specifies necessary control messages to establish, release, and re-establish a GIOP tunnel. The GIOP Tunneling Protocol (GTP) is an abstract, transport-independent protocol. The specification defines three concrete tunneling protocols, that define the way that GTP messages are transmitted over TCP, UDP and WAP WDP. The GIOP Over Bluetooth Specification [8] defines how GIOP Tunneling Protocol messages are transmitted using Bluetooth L2CAP protocol.
The overall architecture is depicted in Figure 1 . The ORB that a client runs on uses an IIOP Profile from the Mobile IOR (rather than the Mobile Terminal Profile) to route the client's invocations to the Access Bridge currently serving the terminal on which the target object is located. The IIOP Profile or Profiles in a Mobile IOR have the normal structure defined in IIOP::ProfileBody. They have, however, additional semantics regarding the address and object key fields within that structure. These semantics are transparent to the client ORB that makes use of one of these Profiles.
Instead of indicating the address of the target object, the host and port information of an IIOP Profile in a Mobile IOR indicate the address of either the target object's terminal's Home Location Agent or the Access Bridge that the terminal was last known to be associated with. When a Mobile IOR is created on the terminal, the terminal ORB chooses whether the address of the terminal's HLA or the Access Bridge the terminal is currently associated with is given in the IIOP Profile.
If the address in the IIOP Profile is that of the terminal's Home Location Agent, rather than its last known Access Bridge, when a client first performs an invocation upon the Mobile IOR, the HLA replies with a GIOP LOCATION_FORWARD message returning the object reference of the Access Bridge that the HLA believes the terminal is currently associated with. If the address in the IIOP Profile is that of an Access Bridge rather than an HLA, the terminal may no longer be associated with that Access Bridge when a client makes its first invocation upon the Mobile IOR. If the terminal is now associated with another Access Bridge, the contacted Access Bridge replies with a GIOP LOCATION_FORWARD message returning the object reference of the Access Bridge that the terminal is currently associated with. Similarly, if at any time after a client has made its first invocation upon a Mobile IOR the terminal becomes associated with another Access Bridge, the contacted Access Bridge will reply to the client's next invocation with a GIOP LOCATION_FORWARD message returning the object reference of the Access Bridge that the terminal is now associated with. The first time a Home Location Agent or Access Bridge receives a GIOP message for an invocation on a particular Mobile IOR it needs some way to establish the terminal id and object key of the mobile target object, and associate it with the object key included in the GIOP message (so that in the future it will know that messages containing that object key are intended for that same mobile target object.)
Using version 1.2 of the GIOP protocol, the Home Location Agent or Access Bridge can reply to the first message with the status NEEDS_ADDRESSING_MODE, to request the object reference of the target object. It can then examine the contents of the Mobile Terminal profile within that object reference, to obtain the terminal id and object key. However, that solution excludes clients running on an ORB using versions 1.0 or 1.1 of GIOP from invoking on the Mobile IOR, as the NEEDS_ADDRESSING_MODE status cannot be returned to them by the HLA or Access Bridge.
Since, in GIOP versions 1.0 and 1.1 the object key is the only available way of identifying the target from data in a GIOP Request header, a special Mobile Object Key format is specified to allow invocations from GIOP version 1.0 and 1.1 clients to be made on mobile target objects. It is a structure that may optionally be used to format the contents of the object key in the IIOP profile in the Mobile IOR.
Use of the Mobile Object Key format is optional. Even when the Mobile Object Key format is used, the Mobile Terminal Profile is still included in the Mobile IOR -which means the terminal id and target object information are included twice in the object reference. This redundancy is allowed because the Mobile Object Key solution is only offered to support legacy ORBs that do not support GIOP version 1.2. The GIOP version 1.2 mechanism is preferred, and hence always supported to assist the migration of systems to GIOP version 1.2 support.
If the Mobile Object Key format is used, the contents of the formatted key are only examined by the Home Location Agent and Access Bridge, which will use ORBs that implement this specification. The Mobile Object Key is not examined by client ORBs, which continue to consider the object key as an opaque piece of data. Hence non-mobile aware client ORBs are able to interoperate with target objects that have Mobile IORs that use the Mobile Object Key format.
Message Processing
When the Home Location Agent receives a GIOP message targeted at a terminal, its behavior depends on whether or not it currently has an Access Bridge associated with that terminal. If it does, it replies with the LOCATION_FORWARD status and returns the Mobile IOR identifying the current Access Bridge. If not, it replies with the system exception OBJECT_NOT_EXIST (to a Request) or with the UNKNOWN_OBJECT status (to a Locate Request).
The Access Bridge acts as a relay between the server and client. For terminals that are associated with it, the Access Bridge maintains bindings between the terminal id and the transport address of the GIOP tunnel to that terminal. When the bridge gets a message targeted to a terminal that is associated with it, it encapsulates the message in the GIOP tunneling protocol in use and sends it to the GIOP tunnel address associated with the terminal id. The Access Bridge also keeps track of outstanding invocations for each terminal. An outstanding invocation is a GIOP message to which a reply is expected.
If an Access Bridge gets a message targeted to a terminal that it does not have a tunneling association with, then it can query the current location of the terminal from the HLA or it can replace the IOR so that the HLA is in the IIOP Profile. In both cases the Access Bridge must reply with the LOCATION_FORWARD status. If the IOR does not have TAG_HOME_LOCATION_INFO component or the Access Bridge does not know the HLA of the terminal, then the Access Bridge must reply with the system exception OBJECT_NOT_EXIST to a Request and with the UNKNOWN_OBJECT status to a Locate Request.
If the Access Bridge gets a reply the target of which is on a terminal that has moved to a new Access Bridge, it can use the forwarding mechanism described in Section 3.7. If the Access Bridge does not support handoff, then it should silently discard the Reply message.
When the Access Bridge gets an encapsulated GIOP message from a terminal, it decapsulates the message and forwards it to the target.
GIOP Tunneling
A GIOP tunnel is the means used to transmit GIOP and tunnel control messages between a Terminal Bridge and an Access Bridge. There is only ever one GIOP tunnel between a given Terminal Bridge and Access Bridge. However, graceful handoff behavior is defined so that the Terminal Bridge can seamlessly transfer the GIOP Tunnel from the current Access Bridge to a new one. If the terminal can have simultaneous transport connectivity to two Access Bridges, then the Terminal Bridge creates a new tunnel to a new Access Bridge before shutting down the tunnel to the previous Access Bridge. A tunnel is shared by all GIOP connections to and from the terminal it is associated with. The tunneling protocol allows multiplexing between the GIOP connections.
The GIOP Tunneling Protocol (GTP) is an abstract, transport-independent protocol. It defines message formats for establishing, releasing, and re-establishing (recovering) the tunnel as well as for transmitting and forwarding GIOP messages. The GTP protocol also defines messages for establishing and releasing GIOP connections through the Access Bridge. Figure 2 depicts the protocol architecture. 
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Since the GIOP Tunneling Protocol is an abstract protocol, it needs to be mapped onto one or more concrete protocols. The Wireless CORBA specification [6] defines three concrete tunneling protocols: TCP Tunneling, UDP Tunneling, and WAP Tunneling. The tunneling over Bluetooth is defined in the GIOP Tunneling over Bluetooth Specification [8] .
The GTP is designed so that the specification of a concrete tunneling protocol is simple. The specification of a concrete tunneling protocol is provided as an adaptation layer between the GIOP Tunneling Protocol and a transport layer protocol. The adaptation layer needs only to define how the transport is to be used and the data format of the transport address of the transport end-point.
GIOP Tunneling Protocol
The GIOP Tunneling Protocol (GTP) assumes that the underlying concrete tunneling protocol provides the same reliability and ordered delivery of messages assumed by GIOP. If the underlying transport protocol does not provide this level of service, then the adaptation layer that resides between the GTP and the actual transport protocol will provide this level of service.
TCP Tunneling
In TCP Tunneling the GTP messages are transmitted in a byte stream without any padding or message boundary marker. The transport end-point is given as a string: <ip_address>:port_number, where <ip_address> is either a DNS name of a host or an IP address in dotted decimal notation.
UDP Tunneling
In UDP Tunneling the GTP messages are transmitted in the payload of UDP datagrams, using a framing protocol called UDP Tunneling Protocol (UTP). The UTP protocol is described below. The transport end-point is given as a string: <ip_address>:<port_number>, where <ip_address> is an IP address in dotted d ecimal notation (123.45.67.89, for example) so that the terminal does not need to do a DNS lookup.
UTP provides the reliability and ordered delivery of messages assumed by the GIOP Tunneling Protocol. UTP has the following characteristics:
• It defines an encapsulation of GTP messages.
• It assumes that it does not get corrupted data.
• It supports segmentation and re-assembly of GTP messages and selective acknowledgements.
• It is chunk-based, in the sense that several GTP messages can be concatenated in one UTP message.
• A UTP message is the payload of a UDP datagram.
A UTP message contains a UTP header and one or more UTP chunks. The UTP header is four bytes: UTP Sequence Number (unsigned short) and Number of UTP chunks in the UTP message (unsigned short). Network byte order (that is Big-Endian) is always used to express numeric values. In UTP, strings are always in 8-bit ANSI ASCII format. 
WAP Tunneling
The WAP Tunneling Protocol (WAPTP) uses the Wireless Application Protocol (WAP) to transmit GTP messages between Terminal and Access Bridge. The main design principle in WAPTP is simplicity of implementation. It is assumed that WAPTP will be used in small embedded devices with limited capabilities. WAPTP ensures that the assumptions stated by GTP are no violated, specifically that no corrupted data is delivered and that the order of GTP messages is preserved.
In WAPTP GTP messages are transmitted in Invoke PDUs of WAP WDP, one GTP message in one WDP datagram. WDP datagrams are not guaranteed to preserve order, so WAPTP must delay the delivery of GTP messages that have higher sequence number than expected. WDP supports several address types including IP addresses (both IPv4 and IPv6), MSISD (a telephone number) in various flavors (IS_637, ANSI_136, GSM, CDMA, iDEN, FLEX, TETRA), GSM_Service_Code, TETRA_ISI, and Mobitex MAN.
Bluetooth Tunneling
In Bluetooth Tunneling the GTP messages are transmitted using L2CAP Tunneling Protocol (LTP) in the payload of L2CAP packets. L2CAP provides connection-oriented data services, a reliable channel and ordered delivery of messages using the mechanisms available at the Baseband layer. It also provides notification of disorderly connection lost. However, L2CAP have limits for packet size, so GTP message segmentation and reassembly must be implemented in order to provide a possibility to send messages of any size.
The transport end-point is given as a string: <BD_ADDR>#<PSM>, where <BD_ADDR>is a unique 48-bit Bluetooth device address given in coloned hexadecimal notation (e.g., 7F:00:00:01:05:B3) and <PSM> is protocol/service multiplexer given as an unsigned integer in range 0...65535 (two octets).
A LTP message is the payload of a L2CAP packet. One LTP message contains either one GTP message or a fragment of one GTP message. The structure of a LTP message is FLV: flags-length-value. The network byte orde (that is Big-Endian) is always used to express numeric values. The Flags field is one octet. It is used to denote fragmentation (segmentation). The Length field is 2 octets telling the length of the Value field. The Value field contains the LTP payload, that is one GTP message or a fragment of a GTP message.
Handoff
Generally, a handoff consists of three distinct phases: the information gathering phase, the decision phase, and the execution phase. Bridge handoff, that is the handoff that is visible at the ORB level, is a part of the execution phase in cases where the mobile terminal moves from one Access Bridge to another. Handoff support is an optional feature of this specification. The version of the GIOP Tunneling Protocol identifies whether (Level 2) or not (Level 1) handoff support is available.
There are two different cases of handoff: backward handoff and forward handoff (access recovery). The first one is the normal case whereas the second one is performed in order to re-establish connectivity after a sudden loss.
In the following we use the term handoff to mean backward handoff and the term access recovery to mean forward handoff. Handoff may be network initiated or terminal initiated. Access recovery is always terminal initiated.
Network Initiated Handoff
Network initiated handoff starts when an external application invokes the start_handoff operation on the Access Bridge currently serving the terminal. In the description below this Access Bridge is referred to as the old Access Bridge. The Access Bridge to which the terminal moves is referred to as the new Access Bridge. Figure 3 shows the message sequence chart of the network initiated handoff. The network initiated handoff is initiated when an external mobility management application invokes the start_handoff operation on the old Access Bridge. The parameters indicate the terminal, the new Access Bridge, and an object on which the report_handoff_status operation is to be invoked when the handoff is completed. When the old Access Bridge gets the HandoffTunnelReply message from the Terminal Bridge, then
• if the status indicates a failure in handoff, then the old Access Bridge reports the HANDOFF_FAILURE status by invoking the report_handoff_status operation at the handoff_callback_target and the handoff procedure is (unsuccessfully) completed. The old Access Bridge continues to serve the Terminal Bridge as the current Access Bridge.
• if the status indicates a successful handoff, then the old Access Bridge waits for the ReleaseTunnelRequest message from the Terminal Bridge. After that it send the ReleaseTunnelReply message to the Terminal Bridge and releases its transport end-point to the Terminal Bridge.
When the new Access Bridge invokes the handoff_completed operation at the old Access Bridge, then the old Access Bridge knows that the new Access Bridge has taken responsibility for the terminal. It is assumed that the handoff status received by the old Access Bridge from the Terminal Bridge and the new Access Bridge is same. If they are not the same, then the old Access Bridge takes implementation depended action to recover this error situation.
The old Access Bridge notifies all other Access Bridges interested in movements of the terminal (see Section 3.8).
If the old Access Bridge supports Mobility Event Notifications, it generates a notification of a departing terminal. The old Access Bridge reports the handoff status by invoking the report_handoff_status operation at the handoff_callback_target.
After receiving the ReleaseTunnelReply message from the old Access Bridge, the Terminal Bridge can release its transport end-point to the old Access Bridge. If the Terminal Bridge supports Mobility Event Notifications, it generates a notification of handoff.
The handoff procedure explained above assumes that the terminal can establish connectivity to the new Access Bridge before releasing the connectivity to the old Access Bridge. If this cannot be done, then the following alternative procedure must be used.
1. The Terminal Bridge gets involved when it receives the HandoffTunnelRequest message from the old Access Bridge.
2. The Terminal Bridge sends the HandoffTunnelReply message to the old Access Bridge in which the handoff status is NO_MAKE_BEFORE_BREAK.
5. The Terminal Bridge establishes a GIOP Tunnel to the new Access Bridge using the access recovery procedure described in Section 3.6.3.
The old Access Bridge sees from the handoff status of NO_MAKE_BEFORE_BREAK that the terminal will use the access recovery procedure instead of the handoff procedure. The new Access Bridge sees this alternative handoff procedure as a normal access recovery procedure.
Terminal Initiated Handoff
The terminal initiated handoff procedure requires that the terminal can establish connectivity to the new Access Bridge before releasing the connectivity to the old Access Bridge. If this cannot be done, then terminal initiated handoff must be done using the access recovery mechanism: The Terminal Bridge closes connectivity to the old Access Bridge and then carries out the access recovery to the new Access Bridge. The message sequence chart of the terminal initiated handoff is shown in Figure 4 . 
Access Recovery
When the Terminal Bridge detects that connectivity to the Access Bridge is lost, a dropout notification is generate in the terminal domain and the Terminal Bridge starts the access recovery procedure. There are two possible successful outcomes of the access recovery procedure: Access is re-established to the same Access Bridge as before or access to a new Access Bridge is established. The message sequence chart of access recovery to the old Access Bridge is shown in Figure 5 and to a new Access Bridge is shown in Figure 6 . 
GTP Message Forwarding
The GIOP requires that replies are sent in the same GIOP connection as the request came in. Since an Access Bridge is the GIOP connection end-point, replies must go through it even if the terminal has moved to another Access Bridge. Therefore, the AccessBridge interface contains two operations to be used in relaying GTP messages between the Terminal Bridge and an old Access Bridge through the current Access Bridge.
When an old Access Bridge receives a GIOP message the actual destination of which is on a terminal that has moved, the old Access Bridge creates the corresponding GTP message(s)and invokes the gtp_to_terminal operation at the current Access Bridge. The old Access Bridge may use the query_location operation available in the HomeLocationAgent interface to learn the current Access Bridge. The current Access Bridge uses the GTPForward message to deliver the G P message to the Terminal Bridge.
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old AB new AB When the current Access Bridge finds out the status of a forwarded GTP message received in a gtp_to_terminal invocation by an old Access Bridge, it invokes gtp_acknowledge at that Access Bridge, reporting the status of forwarding.
Terminal Tracking
An old Access Bridge needs to know the current Access Bridge of the terminal as long as the Terminal Bridge has open GIOP connections through that old Access Bridge. Therefore, the Access Bridge interface has two operations related to terminal tracking.
When a terminal moves from Access Bridge A to Access Bridge B, Access Bridge A notifies the Access Bridge from which the terminal came to it (let it be called Access Bridge C) and all other old Access Bridges that have registered directly with it for handoff notice for that terminal (Access Bridges D and E, for example). If, after this new handoff to Access Bridge B, the Access Bridges C, D, and E still want to follow the terminal, they must each again register directly for handoff notice with the current Access Bridge -this time Access Bridge B. They do this by invoking the subscribe_handoff_notice operation on the Access Bridge B.
When the terminal moves from the Access Bridge B to some other Access Bridge, the Access Bridge B notifies the Access Bridge A and those Access Bridges who have subscribed for handoff notice. The operation it invokes on each old Access Bridge is handoff_notice.
SUMMARY
The Wireless Access and Terminal Mobility in CORBA Specification provides the fundamental mechanisms to support terminal mobility in CORBA. The objective of the specification is not, by any means, to replace Mobile IP and link-level mobility management. Instead, it enables hierarchical mobility management. The key features of the specification include the Mobile IOR, which hides the mobility of invoked objects on mobile terminals, and the GIOP Tunneling Protocol, which enables handoffs and message forwarding in a transport independent fashion. The University of Helsinki has an open source implementation of the Wireless CORBA specifaction called MIWCO [23] , an extension to MICO [24] . The GIOP Over Bluetooth specification has been implemented in the EC/ITEA project Vivian [25] . Nokia Mobile Phones has announced that Nokia M2M Gateway [26] will, in a future release, be based on the specification.
