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Quantum state preparation in high-dimensional systems is an essential requirement for many quantum-
technology applications. The engineering of an arbitrary quantum state is, however, typically strongly dependent
on the experimental platform chosen for implementation, and a general framework is still missing. Here we
show that coined quantum walks on a line, which represent a framework general enough to encompass a variety
of different platforms, can be used for quantum state engineering of arbitrary superpositions of the walker’s
sites. We achieve this goal by identifying a set of conditions that fully characterize the reachable states in the
space comprising walker and coin and providing a method to efficiently compute the corresponding set of coin
parameters. We assess the feasibility of our proposal by identifying a linear optics experiment based on photonic
orbital angular momentum technology.
DOI: 10.1103/PhysRevA.96.062326
I. INTRODUCTION
Quantum states of high-dimensional Hilbert spaces are of
paramount interest both from a foundational and applicative
perspective. They exhibit a richer entanglement structure [1]
and a stronger violation of local realism [2] than their qubit
counterpart. Even at the level of a single system, they illustrate
the contextual character of quantum mechanics in a way that
cannot result from entanglement [3]. In the framework of
quantum communication, high-dimensional systems guaran-
tee higher security and increased transmission rates [4–13],
allowing also for convenient solutions to problems such as
quantum bit commitment [14] and byzantine agreement [15].
More generally, they have been shown to be advantageous for
various applications, from spatial imaging [16] to quantum
computation [17,18] and error correction [19].
Not surprisingly, in the past decades there has been a steady
interest in engineering quantum states of high dimensions.
Many engineering strategies have been theoretically proposed
and experimentally realized in quantum optical systems using
a variety of degrees of freedom, from time energy [20,21]
to polarization [22], path [23], orbital angular momentum
[24–28], and frequency [29,30]. In general, such strategies
depend strongly on the specific setting under consideration
and a unified framework is lacking.
Here we make a significant step in this direction by
proposing a strategy based on the ubiquitous dynamics offered
by quantum walks, which are quantum generalizations of
classical random walks [31–35]. In its simplest form, a quan-
tum walk involves a high-dimensional system (generically a
d-dimensional system dubbed qudit), usually referred to as
walker, endowed with an inner two-dimensional degree of
freedom, referred to as the coin state of the walker. At every
step, the coin state is flipped with some unitary operation,
*Corresponding author: linnocenti01@qub.ac.uk
and the walker moves coherently left and right, conditionally
on the coin state. We focus on discrete-time quantum walks
(DTQWs) on a line [33], allowing the coin operation to change
from step to step, while remaining site independent [36–38].
We demonstrate the effectiveness of this framework for the
state engineering of d-dimensional systems and provide a set
of efficiently verifiable necessary and sufficient conditions
for a given state to be the output of a quantum walk
evolution.
Our results provide an additional relevant instance of the
richness of quantum walks for quantum information process-
ing tasks, notwithstanding their simplicity. As other notable
examples, it is worth mentioning that both the DTQW [31]
and its continuous-time variant [39] are universal for quantum
computation [40,41], and allow for efficient implementations
of quantum search algorithms [42–44]. This has led to several
experimental implementations with a variety of architectures
[45–60]. In particular, discrete-time quantum walks have been
demonstrated in a variety of photonic platforms, including
linear optical interferometers [61–64], intrinsically stable
multimode interferometers with polarization optics [65–67],
fiber-loop systems for time-bin encoding [68–70], and quan-
tum walks in the orbital angular momentum space [71,72]. We
take advantage of the suitability of photonic settings for the
implementation of DTQW to present an experimental proposal
for the linear-optics validation of our results, exploiting an
architecture based on both the polarization and orbital angular
momentum degrees of freedom of a photon [71,72].
II. QUANTUM WALKS BACKGROUND
A single step of quantum walk evolution consists of a
coin flipping step, during which a unitary transformation C is
applied to the coin, and a walking step, in which the walker’s
state evolves conditionally to the state of the coin, through a
controlled-shift operator S. Formally, given an initial state of
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FIG. 1. Schematic representation of how the amplitudes are
distributed among the sites, at the various steps of the evolution. The
red (blue) arrows represent the movement of the walker with coin
state |↑〉 (|↓〉) after the coin flip. The coin operators Ci determine the
weights with which the amplitude at every site is distributed between
the red and blue arrows, and thus the two sites of the next layer with
which it is connected.
the walker |〉 ≡ ∑nk=1∑s∈{↑,↓} uk,s |k〉 ⊗ |s〉, after one step
the state evolves to
WC |〉 ≡ S C|〉 =
n∑
k=1
∑
s∈{↑,↓}
uk,sS(|k〉 ⊗ C|s〉), (1)
where we defined the step operatorWC as the combined action
of a coin flip and a controlled shift, and S is given by
S =
∑
k
(|k〉〈k| ⊗ |↑〉〈↑| + |k + 1〉〈k| ⊗ |↓〉〈↓|). (2)
We here assume the walker’s Hilbert space to be infinite
dimensional (or, equivalently, larger than the considered
number of steps), so that there is no need to take the boundary
conditions into account. It is worth noting that we use a
slightly different convention than those commonly found in
the literature. Rather than considering the walker to be moving
left or right conditionally to different coin states, we assume
the walker to stand still or move right depending on whether
the coin is prepared in |↑〉 or |↓〉 (cf. Fig. 1) [73–75]. While
for two-dimensional coin states the two arrangements are
equivalent, our choice allows for both a clearer presentation
and more efficient simulations.
III. REACHABILITY CONDITIONS
A. One-step reachability condition
Let us now focus on the case where the walker is
initially localized at site i = 1 with some unspecified
coin state, so that the initial state of the system reads
|(0)〉 = |1〉 ⊗ (u(0)1,↑|1,↑〉 + u(0)1,↓|1,↓〉). Given the definition
of the conditional shift operation S, after a step with coin
operator C1, the resulting state |(1)〉 ≡ WC1 |(0)〉 satisfies
the conditions 〈1,↓|(1)〉 = 〈2,↑|(1)〉 = 0. More generally,
for any initial walker state |〉 spanning n sites, the application
ofWC1 produces a state spanning n + 1 sites and satisfying the
equations
〈1,↓|WC1 |〉 = 〈n + 1,↑|WC1 |〉 = 0. (3)
The implication goes both ways: any state |〉 of a system
spanning n + 1 sites and with an additional spinlike degree of
freedom, such that 〈1,↓|〉 = 〈n + 1,↑|〉 = 0, is the output
of one step of a quantum walk evolution with suitable coin
operator and initial coin state.
B. Two-step reachability conditions
Consider now another coin operator C2, and the state
|(2)〉 ≡ WC2 |(1)〉. It is useful to describe the evolution of
the amplitudes u(n)i,s after a generic step WC as
v
(n+1)
i ≡
(
u
(n+1)
i,↑
u
(n+1)
i+1,↓
)
= C
(
u
(n)
i,↑
u
(n)
i,↓
)
, (4)
where the complex vectors v(n)i collect the amplitudes at the
nth step that came from the ith site at the previous step. It
is easily verified that this description is equivalent to Eq. (1).
Applying Eq. (4) to |(1)〉 we get
v
(2)
1 = C2
(
u
(1)
1,↑
0
)
, v
(2)
2 = C2
(
0
u
(1)
2,↓
)
, (5)
which directly implies the orthogonality of v(2)1 and v
(2)
2 , for
any unitary C2. More explicitly, the amplitudes of |(2)〉 satisfy
the conditions
u
(2)
1,↓ = u(2)3,↑ = 0, (6a)
u
(2)∗
1,↑ u
(2)
2,↑ + u(2)∗2,↓ u(2)3,↓ = 0. (6b)
On the other hand, if |〉 is a walker state spanning three
sites like |(2)〉, with amplitudes satisfying the above relations,
then Eq. (6a) ensures that |〉 is output of at least one step,
while Eq. (6b) implies the existence of a unitary operator C2
and complex numbers a and b such that(
u1,↑
u2,↓
)
= C2
(
a
0
)
,
(
u2,↑
u3,↓
)
= C2
(
0
b
)
. (7)
Note that, for fixed values of the final amplitudes ui,s , the
coin operator C2 (and consequently the amplitudes a and b)
is determined up to two phases. In other words, for any C2
satisfying Eq. (7), the matrix C2(e
iθ1 0
0 eiθ2 ) is another possible
coin operator generating |〉, corresponding to the extremal
amplitudes at the previous step e−iθ1a and e−iθ2b. Given that
quantum states are always defined up to a global phase,
this implies that the only freedom in the choice of the coin
operator is in the phase difference between the two columns.
A step backwards with coin operator C2 will then produce a
state |′〉 = W−1C2 |〉 which satisfies 〈1,↓|′〉 = 〈n,↑|′〉 =
0, and is therefore itself the output of a step of quantum walk
evolution.
C. Three-step reachability conditions
Let us now consider the state |(3)〉 ≡ WC3 |(2)〉. The
orthogonality relation satisfied by the amplitudes of |(2)〉,
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that is, v(2)†1 v
(2)
2 = 0, can be rewritten as
0 = v(2)†1 v(2)2 =
(
u
(2)∗
1,↑ u
(2)∗
2,↓
)(u(2)2,↑
u
(2)
3,↓
)
= (u(2)∗1,↑ u(2)∗1,↓ )
(
u
(2)
2,↑
u
(2)
2,↓
)
+ (u(2)∗2,↑ u(2)∗2,↓ )
(
u
(2)
3,↑
u
(2)
3,↓
)
, (8)
where we used u(2)1,↓ = u(2)3,↑ = 0. Applying Eq. (4) on the above
we get
v
(3)†
1 C3C−13 v(3)2 + v(3)†2 C3C−13 v(3)3 = v(3)†1 v(3)2 + v(3)†2 v(3)3 = 0.
(9)
Finally, following a reasoning similar to the one used
in the previous section, we conclude that the amplitudes of
|(3)〉 satisfy three conditions: the vanishing of the extremal
amplitudes, v(3)†1 v
(3)
3 = 0, and Eq. (9).
D. n-step reachability conditions
The same technique used in the above sections, applied iter-
atively, leads to the following set of conditions characterizing
the amplitudes of |(n)〉:
s∑
i=1
v
(n)†
i v
(n)
n−s+i = 0, for every s = 1, . . . ,n − 1, (10)
plus the vanishing conditions on the extremal elements.
Indeed, if |(n)〉 is the output of n steps, then |(n)〉 =
WC |(n−1)〉 with the amplitudes of |(n−1)〉 satisfying∑s
i=1 v
(n−1)†
i v
(n−1)
(n−1)−s+i = 0 for all s = 1, . . . ,n − 2, and
u
(n−1)
1,↓ = u(n−1)n,↑ = 0. These last two conditions give, following
the same reasoning used in Sec. III B, the orthogonality
condition v(n)†1 v(n)n = 0. On the other hand, the same reasoning
used in Sec. III C can be used to derive the (s + 1)th equation
in Eq. (10) from the sth one on |(n−1)〉.
While in the above we considered only the case of a
quantum walk in which the initial walker state was |1〉, the
results hold in the more general case of a generic initial
walker state, possibly spanning more than one position. Indeed,
Eq. (10) is equivalent to stating that |(n)〉 is the output of
(at least) n steps of quantum walk evolution, regardless of
the initial state. We refer to Appendix A for a more detailed
discussion about this more general case.
In Table I we give a summary of the conditions char-
acterizing the states at different steps. The total number of
(real) degrees of freedom of a walker state after n steps,
considering the two vanishing extremal amplitudes, is 4n − 2.
Additionally, the set of constraints in Eq. (10) amounts to
2(n − 1) real conditions. It follows that the space of reachable
states |(n)〉 has dimension 2n, to compare with the number of
degrees of freedom of a general state living in the same Hilbert
space, that is, 4n + 2.
E. Set of coin operators generating a state
We conclude our analysis of the global reachability con-
ditions by remarking that Eq. (10) completely characterizes
the set of quantum states reachable after n steps. In other
TABLE I. Summary of the conditions characterizing the states at
the various stages of the evolution. For better clarity, we have avoided
the use of superscripts on the amplitudes. The amplitudes in each row
refer to the corresponding state at that step. The conditions shown in
the case | (n)〉 hold for all s = 1, . . . ,n − 1, consistent with Eq. (10).
State Occupied sites Constraints
| (0)〉 1 None
| (1)〉 2 u1,↓ = u2,↑ = 0
| (2)〉 3
{u1,↓ = u3,↑ = 0
v
†
1v2 = 0
| (3)〉 4
{u1,↓ = u4,↑ = 0
v
†
1v3 = 0
v
†
1v2 + v†2v3 = 0
.
.
.
.
.
.
.
.
.
| (n)〉 n+1
{u1,↓ = un+1,↑ = 0∑s
i=1 v
†
i vn−s+i = 0
words, not only every state that is the result of a quantum
walk evolution satisfies it, but also for every state |〉 that
satisfies Eq. (10), there is a set of coin operators {Ci}ni=1 and an
initial state |in〉 such that |〉 = WCn · · ·WC1 |in〉. In fact,
given the state |〉, this set of coin operators is efficiently
computable. This was already sketched in a previous section,
but we will here give a more detailed and general description of
the computation. We start by noting that, denoting with vi the
v vectors built from the amplitudes of a generic |〉 satisfying
Eq. (10), we have v†1vn = 0. This immediately implies the
existence of a 2 × 2 unitary matrix Cn, and complex numbers
a and b, such that
v1 = Cn
(
a
0
)
, vn = Cn
(
0
b
)
. (11)
The first of the above equations implies that the second row
of C−1n is orthogonal to v1, that is, −c21u1,↑ + c11u2,↓ = 0.
This condition is enough, together with the constraint of the
columns of a unitary matrix being normalized, to determine
the first column of Cn up to a phase. The orthonormality
constraint that Cn must satisfy then determines the elements
of the second column, again up to a phase. This leaves the
freedom to choose two different phases for the two columns.
Finally, remembering that the global phase of Cn does not have
physical consequences, we conclude that Cn is determined
up to a phase difference between the two columns. More
explicitly, the above argument tells us that the coin operators
generating a walker state spanning n + 1 sites are all and only
the unitaries of the form
Cn = N
(
u1,↑ eiαun,↑
u2,↓ eiαun+1,↓
)
= N
(
u1,↑ −eiαu∗2,↓
u2,↓ eiαu∗1,↑
)
,
with α arbitrary and N normalization constant. This coin oper-
ator can then be written, using for example the parametrization
of [76], as
Cn =
(
eiξ cos θ eiζ sin θ
−e−iζ sin θ e−iξ cos θ
)
, (12)
with θ ∈ [0,π/2], and ξ and ζ satisfying tan θ = |u2,↓|/|u1,↑|
and ξ + ζ ± π = arg (u1,↑/u2,↓). The freedom in α is here
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translated into the phase difference ζ − ξ not being uniquely
determined. More explicitly, when tracing back the evolution
of the walker one can at every step write the coin operator as
in Eq. (12) with ξ → ξ + ϕ and ζ → ζ − ϕ for an arbitrary
ϕ ∈ R. Trivial modifications must be applied to the above
formulas when u2,↓ = 0.
To obtain the coin operators at the previous steps, we use
the Cn computed above to get the amplitudes of W−1Cn |〉.
These amplitudes will again satisfy the orthogonality condition
between the v vectors at the first and last sites: v†1vn−1 = 0
[where now vi refers to the amplitudes after the (n − 1)th
step]. The same argument used above can now be repeated, to
compute the coin operator at this step. Iterating this procedure
we can compute all of the coin operators, with the exception
of the first one. In fact, the amplitudes after the first step do
not satisfy the orthogonality condition like Eq. (11) anymore
(the only condition on them is the vanishing of the extremal
amplitudes), so that the above argument breaks. This last (first)
coin operator is nevertheless easily solved by remembering
that the only nonvanishing amplitudes at this stage of the
evolution are u1,↑ and u2,↓, so that if the initial state is
|in〉 = u(0)1,↑|1,↑〉 + u(0)1,↓|1,↓〉, then the first coin operator
must satisfy (
u1,↑
u2,↓
)
= C1
(
u
(0)
1,↑
u
(0)
1,↓
)
. (13)
The values of u1,↑, u2,↓, u(0)1,↑, and u
(0)
1,↓ are known, so that this
equation is readily solved for the elements of C1, for any initial
state |in〉.
IV. FOCUSING ON WALKER STATES
Section III focused on characterizing the set of quantum
states that can be generated by a quantum walk evolution.
We here instead consider a different scenario, in which one is
interested in generating a target qudit state over the walker’s
degree of freedom, as opposed to wanting to generate a target
quantum state in the full walker+coin space. In other words,
we fix a number of steps n and a target superposition over the
sites |φ〉 = ∑n+1i=1 ui |i〉, and ask whether there is a combination
of coin operators {Ci}ni=1, a coin state |γ 〉, and an initial
state |0〉 = |1,α〉 for some initial coin state |α〉, such that
(up to a normalization factor) 〈γ |WCn · · ·WC1 |0〉 = |φ〉. In
particular, we are interested in finding whether an arbitrarily
chosen superposition of sites |φ〉 can be generated in this way.
The main tool that will be used to answer this question is the
set of conditions developed in Sec. III. We will find the answer
to be always positive, provided special degenerate conditions
are satisfied. For the analytical results we will focus on the case
of the coin being projected over |+〉, and provide numerical
results for the more general case.
Let |φ〉 be an arbitrary superposition of n + 1 walker sites
with amplitudes uk ≡ 〈k|φ〉. We want to find a reachable
walker state |〉, in the full walker+coin space, such that
|+〉c〈+|〉 ∝ |φ〉⊗|+〉. Denoting with ui,s the amplitudes of
|〉, this amounts to finding a set of amplitudes {ui,s} that
simultaneously satisfies N (ui,↑ + ui,↓) = ui and the reacha-
bility conditions of Eq. (10). To do this, we parametrize the set
of all walker states |〉 whose amplitudes give the target after
projection as
|〉 = N
(
u1|1,↑〉 + un+1|n + 1,↓〉
+
n∑
i=2
[(ui − di)|i,↑〉 + di |i,↓〉]
)
, (14)
where {di}ni=2 is a set of parameters to be determined and N is a
normalization constant. Projecting Eq. (14) over the coin state
|+〉 gives the correct result for all values of di . The problem is
therefore reduced to that of finding a set {di}i corresponding to
a reachable state as per Eq. (10). Direct substitution of Eq. (14)
into Eq. (10) gives the set of conditions that these parameters
have to satisfy
s∑
i=1
(ui − di)∗(un−s+i − dn−s+i) + d∗i+1dn−s+i+1 = 0, (15)
for every s = 1, . . . ,n − 1, with d1 = 0 and dn+1 = un+1.
Splitting real and imaginary parts, Eq. (15) is equivalent to
a system of 2(n − 1) real quadratic equations in 2(n − 1) real
variables. It follows that Eq. (15) has solutions for almost all
target states, except for a subset of states of measure zero. In
the simplest case n = 2 an explicit solution can be written as
d2 = u1(u
∗
1u2 + u∗2u3)
|u1|2 − |u3|2 for |u1| = |u3|. (16)
Note that this does not imply that for |u1| = |u3| there is no
solution for d2, but only that Eq. (16) does not apply in that
case. More generally, Eq. (15) can be solved numerically with
ease for small n, giving multiple solutions for any randomly
selected target state. As remarked above for the general case,
it is still possible for a solution of Eq. (15) to not exist,
provided some specific degenerate conditions are met. Further
analysis of the analytical solution for two steps is provided in
Appendix B.
A solution of Eq. (15), once found, can be used to compute
the coin parameters producing a target |〉 as shown in
Sec. III E. This effectively allows one to generate superpo-
sitions of n + 1 sites using n steps of quantum walk evolution,
via projection of the coin state over |+〉 at the end of walk.
However, the projection makes this scheme probabilistic, so it
is important to ensure that the generation probabilities are not
vanishingly small. We tested this with up to five steps analyzing
the solutions of Eq. (15), and with up to 20 steps finding the
coin parameters generating target states using a more general
numerical maximization algorithm. The results of these anal-
yses are given in Secs. IV A and IV B, where we also consider
the approximate (namely, with fidelity smaller than 1) engi-
neering of target states, and the robustness of the method with
respect to imperfections of the coin parameters. We will also
find that in the vast majority of instances the numerical max-
imization identifies coin parameters able to generate arbitrary
target states with both high probabilities and fidelities [77].
A. Numerical solution of reachability conditions
We solved numerically Eq. (15) for n = 2, 3, 4, and 5
steps, for a number of random target states sampled from
the uniform Haar distribution. These equations resulted in a
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FIG. 2. Distribution of projection probabilities computed (1) solving Eq. (15) for the parameters di , (2) computing the projection probabilities
associated to each full state given by one such solution set, and (3) picking the solution set for the {di} associated to lowest and highest projection
probabilities. The shown data is for the cases of two, three, four, and five steps. For two, three, and four steps the data show the distribution of
probabilities from a sample set of 20 000 target states, drawn according to the uniform Haar measure over the set of target states. For five steps only
6000 states were used (this case being much more computationally expensive). On the y axis is shown the fraction of target states in a given bin.
varying number of solutions for different target states and
number of steps: always one solution for two steps, two or four
solutions for three steps, three, five, seven, or nine solutions
for four steps, and six, eight, 10, 12, 14, or 16 solutions
for five steps. Different solutions for the same target state
correspond to different dynamics before the projection and
different projection probabilities. This point is illustrated in
Fig. 2, where we reported maximum and minimum projection
probabilities for each randomly generated target state. From
these results the advantage of solving Eq. (15) is clear: having
the whole set of solutions we can choose the more convenient
one in terms of projection probability. Having access to the
various solutions generating a given target state, we can also
study their stability properties. As shown in Fig. 3, a general
trend is that sets of coin parameters associated to smaller
projection probabilities are also less stable, in the sense that
a small perturbation of a coin parameter leads to a state
significantly different than the target one. As an example,
we can use this method to generate a balanced superposition
over four sites (using therefore three steps): |φ〉 = (1,1,1,1)/2.
This results in two solutions for the d: d = (−i,1 + i)/2 and
d = (i,1 − i)/2, corresponding to the full states
1
2 (|1,↑〉 + (1 ∓ i)|2,↑〉 ± i|2,↓〉
±i|3,↑〉 + (1 ∓ i)|3,↓〉 + |4,↓〉),
which both result in a projection probability over |+〉 of 1/4.
The same procedure applied to a balanced superposition over
six sites (five steps) results in six solutions, two of which
are with real d and projection probability 0.145, and the
other four with complex d and projection probabilities of 1/6.
It is worth noting that while the projection probabilities over
balanced superpositions over n sites seem to vanish with 1/2n,
a simple phase change of an element can radically change this
probability. As an example, again the case of six sites, if the
target state is instead |φ〉  (1,1,1,1,1, − 1) the maximum
projection probability becomes 0.35. The stability of the
above solutions for balanced states when a small perturbation
is applied to the coin parameters is shown in Fig. 4.
B. Numerical maximization of fidelity
The numerical solution of Eq. (15) for more than five
steps is computationally difficult, due to the complexity of
the resulting system of equations, and we therefore employed
a different numerical technique for this regime. We wrote
the fidelity for a given target state as a function of the coin
parameters, and found the set of parameters maximizing such
fidelity using a standard optimization algorithm. In this way we
could probe instances with up to 20 steps much more efficiently
than we could have done by solving Eq. (15). Furthermore,
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FIG. 3. Behavior of projection probability of the solutions found solving Eq. (15) for the target state |φ〉  (0.053, − 0.078 +
0.603i,−0.524 + 0.189i, − 0.302 + 0.363i,0.182 + 0.099i,0.042 − 0.224i). In each of the plots, the final fidelity is plotted against many
coin parameters, each time fixing the value of all of them except for one, whose value is changed by an absolute value  (x axis). The six
figures correspond to the six solutions for this target state, having respectively the projection probabilities 0.0014 (top left), 0.0020 (top right),
0.0036 (middle left), 0.0038 (middle right), 0.14 (bottom left), and 0.398 (bottom right). As clearly illustrated in this case, solutions with low
projection probabilities tend to present a higher degree of instability with respect to small changes of the coin parameters.
this method eases the study of different final projections, and
allows one to include the parameters of the projection itself in
the optimization.
The results of this approach are reported in Fig. 5, where
we randomly generate a sample of target states, and find
through numerical optimization the set of coin parameters
and projections generating them. It is worth noting that in
this procedure we fixed the maximum number of iterations
allowed for the maximization, not the precision with which
the final fidelities are to be found. This is done for the sake of
efficiency, as some solutions are found to be more numerically
unstable and hard to obtain with very high precisions through
numerical optimization. As a consequence, as reported in
Fig. 5, some of the solutions are achieved with relatively
low fidelities. Figure 5 also hints at a correlation between
the more numerically unstable solutions and low projection
probabilities: almost all of the solutions that were reached
with nonoptimal fidelities (that is, fidelity less than 0.99) were
also found to correspond to low projection probabilities. This
is consistent with the intuition provided by Fig. 3, that the
lower probability solutions are more unstable with respect
to variations of the coin parameters. Figure 5 shows that in
∼90% (85%) of the sampled instances we obtain strategies
to generate, after 15 (20) steps, states with p > 0.02 and
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FIG. 4. Fidelity varying the various coin parameters for three (left) and five (right) steps, when the target is the completely balanced
superposition over four and six modes, respectively. The variation of the coin parameters is here shown in percentage: the edges of the plots
correspond to a variation of 10% of a single parameter with the others kept fixed at their optimal value.
F > 0.99. It is worth noting that—given the sharp difference
between minimum and maximum probabilities reported in
Fig. 2, and the above reasoning substantiated by Figs. 5 and 9—
there are strong reasons to believe that almost all target states
can be achieved with both high fidelities and probabilities, by
properly fine-tuning the optimization algorithm.
V. LINEAR OPTICAL EXPERIMENTAL
IMPLEMENTATION
The state engineering protocol here proposed can be tested
with a DTQW in orbital angular momentum (OAM) and spin
angular momentum (SAM) of a photon. The main feature
of this scheme is that the evolution of the system lies in
a single optical path [78], allowing for an implementation
using a single photon. The complete scheme is shown in
Fig. 6. Such architecture has been employed in Refs. [71,72]
to demonstrate experimentally DTQWs in these degrees of
freedom. Position and coin degrees of freedom are encoded
respectively in OAM and Spin Angular Momentum (SAM) of
the photon, with the walker’s site described by the quantum
number m ∈ Z, eigenvalue of the OAM along the propagation
axis, and the coin state is encoded in left |L〉 and right
|R〉 polarization states of the photon. With this encoding,
arbitrary coin operations are implemented propagating the
photon through quarter (QWP) and half (HWP) wave plates.
The controlled shift operations are instead realized with
q-plates (QP): a birefringent liquid-crystal medium that rises
and lowers the value of m conditionally to the polarization
state [79], changing the wave-front transverse profile of the
photon without deflections. More specifically, an input photon
injected into a QP changes its state as |m,R〉 → |m − 2q,L〉
and |m,L〉 → |m + 2q,R〉, where q is the topological charge
of the QP. Measurement of the coin in the |+〉 state is performed
with a HWP and a polarizing beam splitter (PBS), while the
OAM state can be analyzed with a spatial light modulator
(SLM) [71]. Therefore, the DTQW is made up of consecutive
optical units composed of wave plates (coin operators) and a
FIG. 5. Distribution of projection probabilities for randomly sampled states, computed with the numerical maximization described in
Sec. IV B. Both plot shows the probabilities associated to a set of 3000 target states sampled from the uniform Haar distribution, for 15 and
20 steps. The light orange (upper) histograms represent the total number of target states found to correspond to a given range of probability.
Starting from these data sets, we progressively removed the states that were found to reproduce the target states with fidelity less than 1–10−t , for
various values of the threshold t . Light orange, gray, green, dark orange, and purple (from top to bottom) histograms correspond to thresholds
of respectively t = 0,2,5,10,12 (higher thresholds correspond to only a handful of states and are therefore omitted). This data further suggests a
connection between the instability of the found solutions with respect to perturbations of the coin parameters, and the projection probability, as
already hinted in Fig. 3: it is harder to find numerically with very good fidelity solutions corresponding to low projection probabilities because
of their more unstable nature. It is also important to note that the solutions shown here are generally not the optimal ones, as the optimization
algorithm only seeks to optimize the final fidelity, regardless of the corresponding projection probability.
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FIG. 6. Scheme for the proposed implementation of the quantum walk state engineering protocol using orbital angular momentum (OAM)
and spin angular momentum of a photon. The input state is prepared in a superposition of n modes with a spatial light modulator (SLM). At
each step, the coin operation is then realized in polarization with a sequence of a quarter wave plate (QWP), a half wave plate (HWP), and a
second QWP, arranged to implement an arbitrary transformation. The shift operation in OAM space is implemented with a q-plate (QP), which
shifts the OAM of ±2q conditionally to the polarization state of the photon. For q = 1/2, the shift is equal to ±1, with the corresponding
evolution schematically shown in the lower box. Finally, the coin is projected in the |+〉 state by means of a HWP and a polarizing beam splitter
(PBS). A second SLM followed by a single-mode fiber performs the measurement of the output state.
QP (shift operators). The number of optical elements scales
polynomially with the number of steps, making this scheme
scalable. Finally, a SLM can be also employed before the
quantum walk architecture to prepare the initial walker state
spanning n sites.
Among other possible architectures to implement the quan-
tum state engineering are intrinsically stable bulk interferomet-
ric schemes [65–67]. In this approach, the coin is implemented
in the polarization degree of freedom, while the shift operator is
performed by introducing a spatial displacement of the optical
mode conditionally to the polarization state of the photon.
Other approaches include integrated linear interferometers
[61–64] and fiber-loop architectures [68–70]. As mentioned,
besides purely optical settings, one could envisage to adapt
the present protocol to other physical systems that can host
quantum walks [80], such as trapped atoms [49] and ions
[50,51], as well as cold atoms in lattices [54,56,58].
VI. CONCLUSIONS
We provided a set of equations characterizing the states
reachable by a coined quantum walk evolution, when letting
the coin operation change from step to step. We then derived a
set of conditions characterizing the quantum states, spanning
only the walker’s positions, that are probabilistically reachable
after projection of the coin at the end of the walk. Finally, we
proposed a protocol to experimentally implement the quantum
state engineering scheme with linear optics, using orbital and
spin angular momentum of a photon to encode spatial and
coin degrees of freedom of the walker. Given the ubiquity of
quantum walks, our approach should facilitate the engineering
of high-dimensional quantum states in a wide range of physical
systems.
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APPENDIX A: GENERALIZED REACHABILITY
CONDITIONS
We here describe a generalized form of the reachability
results of Sec. III. In particular, we study the constraints
associated to a state |〉 spanning m + 1 sites, which is the
output of at least n steps of quantum walk evolution. Note that
while in Sec. III we focused on the common m = n case, we
here consider the more general scenario with m  n. Under
these assumptions, |〉 is written as
|〉 = WC1WC2 . . .WCn |in〉, (A1)
for some set of coin operators {Ci} and initial state |in〉. We
are here not imposing constraints on the form of |in〉, which
in particular does not have to satisfy any reachability condition
of its own. We want to show that, for any set of coin operators
{Ci}, Eq. (A1) implies that the amplitudes of |〉 satisfy the
following set of equations:
u1,↓ = um+1,↑ = 0, (A2)
s∑
i=1
v
†
ivm−s+i = 0 for s = 1, . . . ,n − 1, (A3)
where vi is defined as
vi =
(
ui,↑
ui+1,↓
)
.
The cases n = 2 and n = 3 were explicitly computed in
Sec. III, so let us assume the statement to be true for n and
show that this implies it for n + 1. The main idea is to see how
each one of the equations in Eq. (A3) transforms after one
step. Let us denote the amplitudes after one step with u′i,α . The
relation between primed and unprimed amplitudes is therefore
given by
v′i = C
(
ui,↑
ui,↓
)
for every i = 1, . . . ,m,
062326-8
QUANTUM STATE ENGINEERING USING ONE- . . . PHYSICAL REVIEW A 96, 062326 (2017)
for some unitary coin operator C, with v′i ≡ (u′i,↑,u′i+1,↓). This
directly implies that, for any i,j ,
(u∗i,↑ u∗i,↓)
(
uj,↑
uj,↓
)
= v′†i · v′j . (A4)
Consider then the sth term in Eq. (A3):
v
†
1vm−s+1 + v†2vm−s+2 + · · · + v†s−1vm−1 + v†svm = 0.
Rewriting the LHS of the equation above in terms of the
amplitudes, rearranging the terms, and remembering that
u1,↓ = um+1,↑ = 0, we get
(u∗1,↑ u∗1,↓)
(
um−s+1,↑
um−s+1,↓
)
+ (u∗2,↑ u∗2,↓)
(
um−s+2,↑
um−s+2,↓
)
+ · · ·
+ (u∗s,↑ u∗s,↓)
(
um,↑
um,↓
)
+ (u∗s+1,↑ u∗s+1,↓)
(
um+1,↑
um+1,↓
)
.
Using Eq. (A4) the above becomes
v
′†
1 v
′
m−s+1 + v′†2 v′m−s+2 + · · · + v′†s v′m + v′†s+1v′m+1,
or, equivalently,
∑s+1
i=1 v
′†
i v
′
m−s+i . This proves thatWCWC1 · · ·WCn |in〉 satisfies the set of n − 1 constraints:
s∑
i=1
v
′†
i v
′
(m+1)−s+i = 0 for s = 2, . . . ,n. (A5)
To complete the proof, we only miss to show that Eq. (A5)
also holds for s = 1, that is, that v′†1 v′m = 0. But this follows
immediately from the vanishing amplitudes of |〉 at first and
mth site, as already shown in Sec. III B.
APPENDIX B: ANALYTICAL SOLUTIONS
FOR TWO STEPS
We will in this section study the solutions obtained in
the simplest case of two steps, focusing on what states are
reachable, with what probabilities, and the stability of these
solutions with respect to small perturbations of the coin
parameters.
As already shown in Sec. IV, for two steps the reachability
conditions become
u∗1(u2 − d2) + d∗2u3 = 0, (B1)
which in the |u1| = |u3| case has solution
d2 = u1(u
∗
1u2 + u∗2u3)
|u1|2 − |u3|2 . (B2)
Using the above expression we can compute the projec-
tion probability of reaching a specific target state. For
example, in the special case of u1,u2,u3 ∈ R, u3  0, this
FIG. 7. Probability given by Eq. (B3) plotted against u1 and u2,
for the special case of u1,u2 ∈ R.
probability is
p = 12
[
u21 + (u2 − d2)2 + d22 + u23
]−1
= (u1 − u3)
2
2
(
1 − u22
)(1 − 2u1u3) , (B3)
with u3 =
√
1 − u21 − u22. Figures 7 and 8 show how this
probability varies with u1 and u2. Already in this simple case
some interesting features emerge. For example, p vanishes
for u1 = u3. On the other hand, for u1 = −u3, the probability
does not vanish, which may be puzzling because in this case
Eq. (B2) itself is singular. A more careful analysis of Eq. (B2)
shows however that u1 = −u3 correponds to a removable
singularity, consistent with the corresponding nonvanishing
projection probability.
When the |u1| = |u3| condition is not met, the solution
space changes significantly. We here consider, for example,
the case u1 = u3 = 0. Substituting this into Eq. (B1) we get
the conditions
u1Ru2R + u1I u2I = 0,
u1R(2dI − u2I ) + u1I (−2dR + u2R) = 0,
where uiR and uiI denote the real and imaginary parts of
ui , respectively. A possible class of solutions of the above,
FIG. 8. Probability given by Eq. (B3) plotted against u2, for
various choices of u1. Each line corresponds to a slice taken from
Fig. 7.
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FIG. 9. Fidelity vs a relative change of the value of a coin
parameter, for different values of dI . Starting from Eq. (B4), we
use as target state the normalized vector u = N (0.5i,0.2,0.5i), and
for various values of dI we compute the coin parameters generating
the full state shown in Eq. (B4). We then take a single coin parameter,
the parameter θ in the first step, and substitute it with θ , plotting the
resulting fidelity between target and generated states as a function of
. Larger values of dI clearly correspond to higher instability.
obtained in the case u1R = 0, is⎛
⎝ iu1I 0u2R
2 − idI u2R2 + idI
0 iu1I
⎞
⎠, u1R = u2I = 0, dI ∈ R. (B4)
Apart from the constraints we have to impose on the target
u (implying that not all targets are reachable when these
degenerate conditions are met), it is interesting to note that
there is here an infinity of possible solutions, as dI can have
any value. However, these solutions correspond to different
projection probabilities, which in the above case can be
computed to be
p = 1
2
(
2u21I + u22R
/
2 + 2d2I
) ,
the value of which ranges from zero, when dI → ∞, to
a maximum of 1/2(2u21I + u22R/2), when dI = 0. These
different solutions also present different degrees of stability
with respect to small changes of the coin parameters. To
illustrate this, in Fig. 9 is shown how the fidelity varies when
perturbing one of the coin parameters generating a state of the
form Eq. (B4), for various values of dI .
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