In this article, we give a polynomial algorithm to decide whether a given permutation σ is sortable with two stacks in series. This is indeed a longstanding open problem which was first introduced by Knuth (1973) . He introduced the stack sorting problem as well as permutation patterns which arises naturally when characterizing permutations that can be sorted with one stack. When several stacks in series are considered, few results are known. There are two main different problems. The first one is the complexity of deciding if a permutation is sortable or not, the second one being the characterization and the enumeration of those sortable permutations. We hereby prove that the first problem lies in P by giving a polynomial algorithm to solve it. This article relies on Pierrot and Rossin (2013) in which 2-stack pushall sorting is defined and studied.
Introduction
Stack sorting has been studied first by Donald Knuth in the 1960s (see volume 1 of The Art of Computer Programming [6] ). One of its theoretical interests is that it is a Its drawback is that it cannot sort all permutations. Characterizing the stack-sortable permutations is a historical problem, which led to define permutation patterns and classes of pattern-avoiding permutations, an active research domain in combinatorics (see the book [5] ). Stack-sorting was then generalized by Tarjan, who introduced sorting networks [11] allowing to sort more permutations, and many variations of this problem have been studied afterwards (see [3] for a summary). One of these variations, introduced by Knuth in [7] , is to consider two stacks connected in series.
Here we study the decision problem "Is a given permutation σ sortable by two stacks connected in series?". It is cited many times in the literature: in [3] , Bóna gives a summary of advances on stack-sorting and mentions this problem as possibly NPcomplete; more recently, it is also cited as possibly NP-complete in [1] . Surprisingly, both conjectures exist: in [2] , the authors conjecture it is NP-complete, while Murphy in [8] conjectures it is polynomial.
In this article, we solve this problem that stayed open for several decades by giving a polynomial decision algorithm. The difficulty of this problem, whose statement is however very simple, lies in the fact that both stacks are considered at once, which gives a great liberty on which operation to apply on the permutation at each step, and yields an exponential naive algorithm. There are two key ideas in this article. First, limit the number of sortings to consider by proving that if a permutation σ is sortable, then there is a sorting process of σ respecting some condition denoted by P. Second, encode a possibly exponential number of sortings of σ satisfying P by a sequence of graphs called sorting graphs, using pushall stack configurations introduced in [9, 10] . The polynomial algorithm obtained is iterative. Indeed Property P is defined iteratively, and sorting graphs are computed iteratively, from 1 to the number of right-to-left minima of the permutation.
The article is organized as follows: Section 2 studies general properties of twostack sorting thanks to stack words and stack configurations and limits the number of sortings to consider by introducing Property P. Section 3 introduces the sorting graph G (i) which encodes possible stack configurations at a given time t i and gives an algorithm to compute this graph iteratively for all i from 1 to the number of rightto-left minima, leading to an algorithm deciding whether a permutation is 2-stack sortable. Then Section 4 proves that the resulting algorithm is polynomial.
Study of Two-Stack Sorting Processes

Definitions and General Problem Statement
A permutation σ of size |σ | = n is a word of n letters σ = σ 1 σ 2 . . . σ n on the alphabet [1. .n] containing each letter from 1 to n exactly once. Given two stacks H and V connected in series (see Fig. 1 , using notations of [2] and [8] ) and a permutation σ , we want to sort the elements of σ using the stacks. We take σ as input: the elements σ i are read one by one, from σ 1 to σ n . We are given three operations ρ, λ and μ defined below (see Fig. 1 ): If there is a sequence w = w 1 . . . w k of operations ρ, λ, μ leading to the identity 1 . . . n as output, the permutation σ is said 2-stack sortable. In that case, we define the sorting word associated to this sorting process as the word w on the alphabet {ρ, λ, μ}. Note that w must have n times each letter ρ, λ and μ and thus k = 3n. For example, 2431 is sortable using the following process:
This sorting process is encoded by the word w = ρρλρλρλμλμμμ. We can also decorate the word to specify the element on which each operation is performed. The decorated word for w and 2431 isŵ = ρ 2 ρ 4 λ 4 ρ 3 λ 3 ρ 1 λ 1 μ 1 λ 2 μ 2 μ 3 μ 4 . Note that we have the same information in (σ, w) and inŵ. Moreover, in a decorated word, each letter ρ i , λ i or μ i appears only once. The decorated word associated to (σ, w) is denoted byŵ σ , orŵ when there is no ambiguity. Note that a given 2-stack sortable permutation may admit several sorting processes. For example, 2431 can also be sorted by ρλρρρλμμλμλμ, ρρλρρλμλλμμμ or ρρλρλλρλμμμμ.
Not all permutations are 2-stack sortable (the smallest non-sortable ones are of size 7, e.g. σ = 2435761). The question of interest here is to decide whether a permutation is 2-stack sortable. There is a naive algorithm to solve this question: given a permutation σ of size n, a sorting process corresponds to a word on the alphabet {ρ, λ, μ} of size 3n. It is thus enough to test all words of size 3n and check if one of them yields the identity permutation on the output when taking σ as input. But this decision algorithm is exponential since there are 3 3n words to test.
The number of words to test can be reduced by noting that not all words correspond to a sorting process: a necessary condition is to contains n times each letter. This gives the upper bound 3n n 2n n = (3n)! n!n!n! on the number of sorting words to be tested. This upper bound can be further reduced considering other properties of sorting words, but remains exponential. Indeed some permutations have an exponential number of sorting processes. For instance, it is easy to see that the decreasing permutation n(n−1) . . . 1 admits 2 n−1 sorting processes.
A natural solution would be to define a canonical sorting process among all possible sorting processes of a permutation, but research in this direction has been unsuccessful. Several greedy algorithms for 2-stack sorting have been defined (cf. [13] and [2] ), but none is able to sort all 2-stack sortable permutations. A key idea of our polynomial algorithm is to limit the number of sortings to consider by studying stack words and stack configurations.
Stack Words and Stack Configurations
We saw that a sorting process can be described as a word on the alphabet {ρ, λ, μ}. However, not all words on the alphabet {ρ, λ, μ} describe a sorting process.
Definition 1 (stack word and sorting word) Let w be a word on the alphabet {ρ, λ, μ} and α ∈ {ρ, λ, μ}. Then |w| α denotes the number of occurrences of α in w.
A stack word is a word w ∈ {ρ, λ, μ} * such that for any prefix v of w,
A sorting word is a stack word w such that |w| ρ = |w| λ = |w| μ . For any permutation σ , a sorting word for σ is a sorting word encoding a sorting process with σ as input (leading to the identity of size |σ | as output).
Intuitively, stack words describe a sequence of operations ρ, λ, μ that can be carried out starting with empty stacks (and arbitrarily long input), and there may be some elements in the stacks at the end of these operations, whereas sorting words encode a complete sorting process (stacks are empty at the beginning and at the end of the process). Note that if w is a sorting word for σ , then |σ | = |w| ρ = |w| λ = |w| μ . Given a sorting word w, there is only one permutation σ such that w is a sorting word for σ . We can obtain σ as follows: start with the identity of size |w|/3 as input and perform the operations of w. This leads to a permutation π such that σ = π −1 . Note that given a permutation σ and a sorting word w, w is not necessarily a sorting word for σ .
Another way of describing sorting processes is, instead of focusing on the operations made, to focus on the description of the elements contained in each stack (and their order in the stacks) at each step of the process. Such a description for one step is called a stack configuration.
Definition 2 A stack configuration is a pair of two vectors of positive integers
− → H ) of arbitrary (and maybe different) sizes, such that all coordinates are distinct. A stack configuration may be empty (if both vectors are of size zero). Vector − → V (resp. − → H ) represents the elements that are in stack V (resp. H ) given from bottom to top, so we can apply to stack configurations operations λ and μ, and also operation ρ if we know what is the next integer in the input.
For example, is a stack configuration which is a part of the sorting process ρρλρλρλμλμμμ of 2431. Stack configurations and stack words describing a sorting process are linked: Definition 3 Let w be a stack word. Starting with a permutation σ as input, the stack configuration reached after performing the operations described by w is denoted by c σ (w) .
A stack configuration c is reachable for σ if there exists a stack word w such that c = c σ (w) .
A stack configuration is poppable if the elements in stacks H and V can be output in increasing order using operations λ and μ.
In other words, a stack configuration is reachable for σ if there exists a sequence of operations ρ, λ, μ leading to this configuration with σ as input.
Any stack configuration which is a part of a sorting process of a permutation σ has to be reachable for σ and poppable. We describe now necessary or sufficient conditions for a stack configuration to be reachable or poppable.
Lemma 4 Let c be a stack configuration. If c is poppable, then the values of the elements of V are in decreasing order from bottom to top. If c is reachable for a permutation σ , then the elements of H have increasing indices (as letters of σ ) from bottom to top.
Poppable stack configurations have been characterized in [9, 10] by the following Lemma. Recall first that a permutation
. . σ i k is order-isomorphic to π, i.e., σ i < σ i m if and only if π < π m . We say that stack H contains a pattern π if π is a pattern of the word σ obtained considering all elements of H from bottom to top. The same goes for V . Finally, we say that a stack configuration contains the pattern |2|13| if there are elements i, j, k such that i is in V , k is above j in H and j < i < k. Proof Here we give only the main ideas (for further details, refer to Theorem 4.13 of [9] or 2.10 of [10] ). If a stack configuration contains any of the 3 patterns above, then the elements involved in the pattern cannot be popped out in increasing order, hence the stack configuration is not poppable. The converse is proved by induction on the number of elements in the stacks. Finally, there is at most one way to pop out in increasing order elements from a stack configuration. Indeed to pop out we only use operations μ and λ, and if we want to pop out in increasing order we have to perform operation μ if and only if the smallest element lies in the top of V .
Lemma 5 A stack configuration
Definition 6
Let I be a set of integers and c a stack configuration, then c |I is the stack configuration obtained by deleting from c the elements not in I . If c is poppable, then c |I is poppable. We denote by out c (I ) the word that consists of the operations necessary to output in increasing order the elements of the set of values I from the stack configuration c |I .
Moreover given a permutation σ and a stack word w, w |I is the subword of w made of the operations of w that act on integers of I starting with σ as input and σ |I is the subword of σ obtained by deleting the elements not in I .
We can extend the notion of sorting to words which are not permutations but whose letters are distinct integers: instead of requiring that the output is the identity, we require that the output has the same letters as the input, but written in increasing order. Let I be a set of integers. If a permutation σ is 2-stack sortable, then its subword σ |I is 2-stack sortable. Indeed if w is a sorting word for σ , then w |I is a sorting word for σ |I .
We define a subpermutation as being a permutation or a subword of a permutation, its size being its number of elements. A stack configuration is usually associated to a subpermutation σ , implying that the elements in the stacks are a subset of those of σ . In particular, a total stack configuration of σ is a stack configuration in which the elements of the stacks are exactly all those of σ .
Definition 7 (pushall configuration)
A stack configuration is a pushall stack configuration of σ if it is poppable, total and reachable for σ .
Pushall stack configurations, which were defined and studied in [9] and [10] , play a key role in our polynomial algorithm. Indeed, a subpermutation which ends with its smallest element is 2-stack sortable if and only if it admits a pushall stack configuration. We recall here some properties of pushall stack configurations that we need in the following. To this purpose, we need some definitions. A block B of a subper- Fig. 2 ).
Proof By definition of pushall stack configurations, if c is a pushall stack configuration of τ , then c |B i is a pushall stack configuration of B i for any i, and from Lemma 8, for i < j, the elements of B i which are in stack H (resp. V ) are below the elements of B j which are in stack H (resp. V ). Conversely, let c i be a pushall stack configuration of B i for any i. If we put c i+1 above c i in the stacks for i from 1 to k−1, we obtain a total stack configuration c of τ which is poppable and reachable for τ , since τ = [B 1 , . . . , B k ] and c i is a pushall stack configuration of B i for any i. Thus c is a pushall stack configuration of τ .
Theorem 10 (Theorem 4.68 of [9] or 4.4 of [10])
A -indecomposable subpermutation of size n has at most 9n pushall stack configurations. Moreover, these pushall stack configurations can be computed in time O(n 2 ) using Algorithm 15 of [9] (or Algorithm 4 of [10] ).
In [9] and [10] , this result is stated for valid colorings and not for pushall stack configurations, but these two notions are in bijection from Theorem 4.43 of [9] (or Theorem 3.8 of [10] ). Moreover it is stated for permutations, but can trivially be extended to subpermutations. 
Restrict the Number of Sortings to Focus on: Property P
Some permutations have an exponential number of sorting processes. To obtain a polynomial algorithm, we restrict the number of sortings to focus on. The following lemma shows that we can focus on sorting processes where smallest elements are popped out "as soon as possible". 
Lemma 11
For the permutation 973621854 of Fig. 4 ,
Note that for any j < min(
. Moreover each point of Now we have all the definitions we need to introduce Property P. This property asks that when a RTL minimum σ k i enters the stacks, then all the elements with smaller values have already been output. Moreover it asks that σ k i just goes through the stacks, i.e. is output just after it is pushed. Finally, it asks that just after σ k i is output, we also output some other elements whose values are smaller than σ k i+1 before the element following σ k i in σ (i.e. σ k i +1 ) is pushed in H . More formally:
Fig. 4 The diagram of σ = 973621854 (set of the points at coordinates (i, σ i )), first drawn in a grid, then drawn with the 1 -decomposition and the 2 -decomposition emphasized 
Definition 13 (Properties (P i ) and P) Let w be a sorting word for a permutation σ . Let k 1 , . . . k r be the indices of the RTL-minima of σ and i ∈ [1..r]. We say that w satisfies (P i ) for σ if and only if the corresponding decorated wordŵ satisfies:
If w satisfies Property (P i ) for all i from 1 to r, then we say that w satisfies Property P.
We call t i the time just before σ k i enters stack H .
is a sorting word of 973621854 satisfying P (see Fig. 4 Proof Consider the sorting process of σ encoded by w. The key idea is to prove that at time t , the smallest elements are at the top of the stacks so that we can transform the word w thanks to Lemma 11. The proof uses also Lemmas 5, 8 and 15 .
We want to construct w satisfying Property (i) of (P ), which states that μ σ j should appear before ρ σ k for all σ j < σ k . Suppose that in the sorting process described by w, there still exists an element σ j with σ j < σ k in the stacks just before σ k is pushed into the stacks. We prove that this element can be popped out before σ k is pushed. Let σ j 0 be the smallest element still in the stacks just before ρ σ k . By definition, the elements smaller than σ j 0 have already been output. Consider the interval I = [σ j 0 , σ k −1]. The elements of I are still in the stacks. If they are at the top of the stacks, the hypotheses of Lemma 11 are satisfied. If not, there is in the stacks an element x / ∈ I above an element y ∈ I . As V is decreasing and y < x, those elements are in H . Moreover y < σ k < x. Then when σ k is pushed, it creates a pattern 132 in H with the elements x and y. This is excluded from Lemma 5. Thus I is at the top of the stacks and we can output it before σ k is pushed onto H : using Lemma 11, we build from w a sorting word w (1) for σ satisfying (P i ) for i ∈ [1 .. −1] and Property (i) of (P ). This means that w (1) can be decomposed as w (1) = uρ σ k v such that after performing the operations of u, the elements 1, . . . , σ k −1 have been output.
So if we consider the stack configuration c σ (uρ σ k ), then σ k is at the top of H and since out c σ (uρ σ k ) (σ k ) = λ σ k μ σ k we can use Lemma 11 to change the sorting word w (1) for σ into a sorting word w (2) = u ρ σ k λ σ k μ σ k v for σ satisfying Property (i) and (ii) of (P ). Now we show considering the stack configuration c = c σ (uρ σ k λ σ k μ σ k ) how to transform the sorting word w (2) for σ into a sorting word w = u ρ σ k λ σ k μ σ k v (1) v (2) for σ with v (1) 
). This will conclude the proof, since w satisfies (P i ) for all i ∈ [1.. ] .
From Lemma 15 the elements of c are exactly those of σ ( ) since the last operations performed are ρ σ k λ σ k μ σ k and w (2) satisfies Property (i) of (P ). Thus from
). We show by induction on j from s to p (i) + 1 that we can build a sorting word for σ of the form u ρ σ k λ σ k μ σ k v (1,j ) v (2,j ) 
. For j = s that is a word in which the elements of block B s are output immediately after σ k has been output. By definition of s and because the elements of c are exactly those of σ ( ) , all elements of B s lie in the stacks in configuration c, are the smallest elements in this configuration and lie at the top of the stacks in this configuration (see Lemma 8) . Hence, using Lemma 11, there exists a sorting word w (3) for σ such that w (3) Theorem 14 ensures that if a permutation σ is 2-stack sortable then there is a sorting process in which at each time step t i , the elements in the stacks are exactly those of σ (i) . Such a stack configuration is then a pushall stack configuration of σ (i) (i) accessible from c i−1 , since those configurations are a part of the same sorting process of σ . This is formalized below.
Stack Configurations and Accessibility
A stack configuration for a sorting process encodes the elements that are currently in the stacks. But maybe some elements are still waiting in the input and some elements have been output. To fully characterize a configuration, we define an extended stack configuration of a permutation σ of size n to be a pair (c, i) where i ∈ {1, . . . , n+1} and c is a stack configuration made of some elements within σ 1 , σ 2 , . . . , σ i−1 . The elements σ i , . . . , σ n are still in the input and the elements σ j / ∈ c, j < i have already been output. In Lemma 19 below, given two pushall stack configurations c and c corresponding to σ (i) and σ (i+1) , we study conditions for c to be accessible from c. Informally, it is possible to efficiently decide whether a configuration at time t i can evolve into a given configuration at time t i+1 . Moreover, during this transition, only a few operations are undetermined: the largest elements do not move (see item 2. of Lemma 19) and the smallest ones (those < σ k i+1 ) are output in increasing order. This will allow us to exhibit a polynomial algorithm checking accessibility. The proof of Lemma 19 relies on Lemma 11, Lemma 8 and the following lemma: Proof Let σ m be an element such that m < and σ m > σ . The idea of the proof is that σ prevent this element from moving: As σ ∈ A (i) , σ > σ k i+1 and < k i , we have σ m > σ k i+1 and m < k i . Hence both elements σ m , σ lie in the stacks between t i and t i+1 (they cannot be output as σ k i+1 must be output first).
Suppose that σ m is in H at time t i . As m < , the element σ is pushed after σ m into the stacks, thus either σ is above σ m in H or lies in V , and this is true at any time between time t i and t i+1 . So, σ m cannot move into V , otherwise σ would be under it in V and V would contain a pattern 12, which is not possible from Lemma 5. So, σ m is still in H at time t i+1 .
Suppose now that σ m is in V at time t i . As noticed previously, this element is not output at time t i+1 . So it also lies in stack V at time t i+1 , proving the lemma.
Lemma 19 Let (c, k i ) and (c , k i+1 ) be pushall stack configurations of σ (i) and
for σ if and only if:
Moreover, in this case let w be a stack word such that (c, k i ) = c σ (w), then there is u such that (c , k i+1 ) = c σ (wu) and wuρ σ k i+1 is a stack word satisfying (P i ) and item (i) of (P i+1 ).
Proof Suppose first that (c , k i+1 ) is accessible from (c, k i ) for σ . This means that we can go from c to c using operations represented by a decorated wordŵ. These operations are stable, that is, for all I , c |I is accessible from c |I for σ |I . Indeed, it is sufficient to extract the operations corresponding to the elements of I : the decorated wordŵ |I allows us to transform c |I into c |I . This proves the first item of Lemma 19.
If Conversely, suppose that we have the 3 different items above, we must prove that (c , k i+1 ) is accessible from (c, k i ) for σ . We start by taking the stack configuration (c, k i ) and we will prove that we can obtain (c , k i+1 ) by moving elements. First of all, we perform ρ σ k i λ σ k i μ σ k i to obtain (c, k i + 1). Then, as c is a pushall stack configuration, and as the elements of {x ∈ B (i) | > p (i) } are the smallest ones and have been pushed last into the stacks, they are at the top of the stacks (see Lemma 8).
Thus we can pop them and output them in increasing order using Lemma 11 without moving any other element. The remaining elements in the stacks don't move during the preceding operations, thus stay in the same position as in c. In the configuration obtained, the elements of π are the smallest ones and have been pushed most recently into the stacks. Hence they lie at the top of the stacks, and the other elements of π are at the beginning of the input.
Then using item 1 of our hypothesis, we can move the elements of π without moving any other element so that in the obtained configuration, all the elements of π are in the same position as in c and the ones that are output are output in increasing order and are the ones smaller than σ k i+1 (since c is total for σ (i+1) ). Then, by hypothesis item 3, ∀j > q (i+1) , c
is a reachable configuration. Thus we can push iteratively into the stacks the elements of B (i+1) j for j from q (i+1) + 1 to s i+1 so that the configuration obtained for these elements is c Finally, let w be a word such that (c, k i ) = c σ (w), and let u be the word whose letters are the operations that we have done to obtain c from c. Then (c , k i+1 ) = c σ (wu) and wuρ σ k i+1 is a stack word satisfying (P i ) and item (i) of (P i+1 ). Indeed, the first three letters of u are ρ σ k i λ σ k i μ σ k i , thus item (ii) of (P i ) is satisfied. Moreover, any element whose value is less than σ k i has been output by w, since c is a configuration of σ (i) and σ k i is a RTL-minimum, thus item (i) of (P i ) is satisfied. In addition, before pushing in H the element following σ k i in σ (i.e. σ ((k i )+1) ), we have output the elements of B for > p (i) , ensuring item (iii) of (P i ). Moreover, the other elements whose values are smaller than σ k i+1 , that is, some elements of π, have been output by u, ensuring item (i) of (P i+1 ).
Thanks to Lemma 19, if c and c are two pushall stack configurations corresponding to σ (i) and σ (i+1) , to decide whether c is accessible from c it is enough to check three conditions. The last two ones are easy to check, and the first one can be checked using the following lemma. Fig. 6 ). Proof We prove by case study that, starting with c, at each step we know which operation we have to do if we want to reach c . Then c is accessible from c if we indeed reach c . This is illustrated by Algorithm 1. We first study its complexity before proving its correctness.
Let curr be the current configuration at some step of the algorithm. By definition, σ H (resp. σ V ) is the topmost element of H (resp. of V ) in curr. Moreover σ q is the next element waiting in the input to be pushed onto H (σ q may not exist and in that case q = n + 1). Indeed at the beginning q = i, and q is kept up to date each time operation ρ is performed. Similarly, p is the next element to be output, i.e. the smallest element of curr ∪ {σ q . . . σ n }.
First, we prove that Algorithm 1 performs only legal moves: it does operation μ only when V is non-empty, since we consider any condition on σ V to be false if V is empty. The same goes for operation λ and stack H , since λ is performed either after a test on σ H or after a test on the emptiness of H . Finally operation ρ is done only when q ≤ n, thus, all operations are legal.
As a consequence, there are at most 3n steps, since at each step the algorithm performs a legal operation ρ, λ or μ, or returns false. Moreover each step takes a time bounded by a constant, therefore the algorithm runs in linear time.
Second, we prove that if Algorithm 1 returns true, then c is accessible from c. Indeed this algorithm starts with configuration c, performs only legal moves, and returns true only if it reaches the configuration c .
Third, we prove that if c is accessible from c, then Algorithm 1 returns true. Let curr be the current configuration at some step of the algorithm, and assume that c is accessible from curr. We prove that if curr = c , then Algorithm 1 returns true, and otherwise it performs a legal operation leading to a new configuration curr such that c is accessible from curr with a sequence of operations that is shorter than a sequence allowing to go from curr to c .
Assume first that curr = c . Then q = n + 1, p = and σ H ∈ H (c ), hence we go out of the while loop and return true, since curr = c . Now assume that curr = c . Since we have assumed that c is accessible from curr, then there is a sequence of operations that leads to c starting with curr. Consider such a sequence of operations s where the smallest elements are popped out "as soon as possible" in the sense of Lemma 11. The first operation of s is ρ or λ or μ, hence we have q ≤ n or p < or σ H ∈ V (c ) and the algorithm performs the while loop. We show below that the algorithm indeed performs the first move of s, implying that c is accessible from the obtained configuration curr with a shorter sequence of operations. First note that curr is poppable (since c is poppable) and in particular V is in decreasing order from bottom to top (from Lemma 5 p. 5).
-If σ V = p then s starts with μ from Lemma 11, and this is also the move performed by the algorithm. -Otherwise operation μ is forbidden. The first move of s is then ρ or λ. Moreover p / ∈ V as V is in decreasing order from bottom to top. 
-Else σ q ∈ V (c ). If σ H > σ q , as σ H ∈ V (c ), ρ is forbid-
den otherwise we cannot put σ q above σ H in V . As above, λ is performed. -Otherwise σ H , σ q ∈ V (c ) and σ H < σ q . λ is forbidden otherwise we cannot put σ H above σ q in V . Thus s starts with ρ, which is also performed by the algorithm.
We have proved that the algorithm performs the first move of s. This implies that c is accessible from the obtained configuration curr with a shorter sequence of operations. We can use this result to prove by induction on the number of operations needed to go from c to c that if c is accessible from c, then Algorithm 1 returns true. This concludes the proof of the correctness of Algorithm 1.
Finally, if σ is not a permutation but a subpermutation of some permutation π, the instructions p ← p+1 should be replaced by p ← next (p). Using a precomputation in linear time w.r.t. |π|, next (p) can be computed in constant time, concluding the proof.
Theorem 14 (p. 10) ensures that if a permutation σ is 2-stack sortable then there exists a sorting process in which at each time step t i , the elements in the stacks are exactly those of σ (i) , and thus form a pushall configuration of σ (i) . We can apply this to decide if a permutation is sortable: we can iteratively compute all the pushall configurations of σ (i+1) and test whether they are accessible from some pushall configuration of σ (i) using Lemma 19 and Algorithm 1. But to avoid the obtained algorithm to be exponential, we will modify a bit this idea.
An Iterative Algorithm
A First Naive Algorithm
From Theorem 14, a permutation σ is 2-stack sortable if and only if it admits a sorting process satisfying Property P. The main idea is to compute the set of sorting processes of σ encoded by sorting words satisfying P and decide whether σ is 2-stack sortable by testing the emptiness of this set. Satisfying P means satisfying (P j ) for all j from 1 to r, where k 1 , . . . k r are the indices of the RTL-minima of σ . The algorithm proceeds in r steps: for all i from 1 to r we iteratively compute the sorting processes of σ ≤k i satisfying (P ) for all from 1 to i (with σ ≤k i = σ 1 . . . σ k i ). As σ ≤k r = σ , the last step gives the sorting processes of σ satisfying P. By "compute the sorting processes of σ ≤k i " we mean "compute the stack configuration just before σ k i enters the stacks in such a sorting process".
Definition 21
For a permutation σ , a P i -stack configuration of σ is a stack configuration c σ (w) for which there exists u such that the first letter of u is ρ σ k i and wu is a sorting word for σ ≤k i satisfying P for σ ≤k i .
Note that any sorting word of σ having w of Definition 21 as a prefix satisfies (P ) for σ for all from 1 to i − 1 but not necessarily (P i ), since item (iii) of (P i ) is empty for σ ≤k i but not for σ .
The algorithm is based on the following two lemmas: Proof By definition of the properties (P ), each P i+1 -stack configuration of σ is accessible from some P i -stack configuration of σ (take the prefix of w that ends just before ρ σ k i ). Moreover it is a pushall stack configuration of σ (i+1) from Lemma 15 (p. 10). Conversely, let c be a pushall stack configuration of σ (i+1) , accessible from some P i -stack configuration c of σ . By Definition 21, there is a stack word w satisfying (P ) for σ for all from 1 to i − 1 such that (c, k i ) = c σ (w). Moreover from Lemma 19 (p. 13), there is u such that (c , k i+1 ) = c σ (wu) and wuρ σ k i+1 is a stack word satisfying (P i ) and item (i) of (P i+1 ). Then since c is poppable, there exists u such that wuρ σ k i+1 λ σ k i+1 μ σ k i+1 u is a sorting word of σ ≤k i+1 satisfying P for σ ≤k i+1 . Finally, c is a P i+1 -stack configuration of σ .
The algorithm proceeds in r steps such that after step i we know every P i -stack configuration of σ and we want to compute at step i+1 the P i+1 -stack configurations of σ . As P i+1 -stack configurations are a subset of pushall stack configurations of σ (i+1) , a possible algorithm is to take every pair of configurations (c, c ) with c being a P i -stack configuration of σ (computed at step i) and c be any pushall stack configuration of σ (i+1) . Then we can use Algorithm 1 to decide whether c is accessible from c for σ . This leads to an algorithm deciding whether a permutation σ is 2-stack sortable, but this algorithm is not polynomial. Indeed, the number of P i -stack configurations of σ is possibly exponential. However, this set can be described by a polynomial representation as a graph.
Towards the Sorting Graph
We now explain how to adapt the previous idea to obtain a polynomial algorithm, using Proposition 9 and Theorem 10 (p. 7). Instead of computing all P i -stack configurations of σ (which are pushall stack configurations of σ (i) ), we compute the restrictions of such configurations to the blocks B (i) j of the -decomposition of σ (i) . By Lemma 9, those configurations are stacked one upon the others to give a P i -stack configuration. The stack configurations of any block B (i) j are labeled with an integer which is assigned when the configuration is computed. Those pairs (configuration, integer) will be the vertices of the graph G (i) , which we call a sorting graph. The vertices of G (i) are partitioned into levels corresponding to the blocks B (i) j . The edges of G (i) represent the configurations that can be stacked one upon the other to give a P i -stack configuration.
More precisely, the sorting graph G (i) is defined as the graph built by our algorithm at step i (see Sections 3.3 and 3.4). We will design it such that the graph G (i) for a permutation σ and an index i satisfies: (i) . Precisely, and that is why the algorithm is correct, such paths are in bijection with the P i -stack configurations of σ (i.e., stack configurations corresponding to a sorting of σ ≤k i satisfying P just before σ k i is pushed to H ) by stacking one upon the other the configurations of the vertices of a path. Take for example the permutation σ = 4321. There is only one right-to-left minimum, which is 1. The sorting graph G (1) for σ = 4321 encodes the P 1 -stack configurations of σ , that are in particular pushall stack configurations of σ (1) = 432.
There are 8 different such configurations, which are:
As the -decomposition of σ (1) is σ (1) = [4, 3, 2] , the sorting graph G (1) has 3 levels (see Fig. 7 ).
Then the 8 P 1 -stack configurations of σ are found taking each of the 8 different paths going from any configuration of B 1 to any configuration of B 3 . For example, the thick path of Fig. 7 gives the stack configuration by stacking the selected configuration of B 3 above the configuration of B 2 and so on.
The reason for having labelled the stack configurations is to ensure the polynomiality of the representation. Indeed, a given label can only appear once per level of the graph G (i) . However, when we compute G (i) for i > 1 (see Section 3.4), it may happen that a given stack configuration appear several times in a level of the graph G (i) , but each time associated to a different label. As those labels are assigned to configurations when they are created, each label corresponding to a pushall stack configuration, from Theorem 10 there are at most 9|σ | distinct labels thus at most 9|σ | vertices per level of the graph G (i) . This is formalized in Lemma 26 p. 26. The label can be seen as the memory of the configuration that encodes its history since it has been created: two configurations having the same label come from the same initial pushall configuration.
Our algorithm computes iteratively the graph G is not 2-stack sortable (from Theorem 14), so σ is not 2-stack sortable either, and the algorithm returns false. This is summarized in Algorithm 2 below.
The rest of Section 3 describes the sub-procedures used in our main algorithm isSortable(σ ).
First
Step: G (1) In this subsection, we show how to compute the P 1 -stack configurations of σ , i.e. the stack configurations corresponding to time t 1 for sorting words of σ ≤k 1 that satisfy P for σ ≤k 1 .
From Lemma 23, such a stack configuration is a pushall stack configuration of σ (1) . Conversely, since σ k 1 = 1, we have σ (1) = σ <k 1 and each sorting word of σ ≤k 1 satisfies (P 1 ) for σ ≤k 1 . Indeed conditions (i) and (iii) of (P 1 ) are empty for σ ≤k 1 , and condition (ii) is satisfied by any sorting word of σ ≤k 1 since σ k 1 = 1 is both the last element of σ ≤k 1 and the smallest one. Thus the set of P 1 -stack configurations of σ is the set of pushall stack configurations of σ (1) . By Lemma 9 (p. 7), these stack configurations are described by the set of stack configurations for each block of the -decomposition of σ (1) . More precisely, with
1 , . . . , B (1) s 1 ], there is a bijection from pushallConf igs(B (1) 1 ) × · · · × pushallConf igs(B (1) s 1 ) onto pushallConf igs(σ (1) ) by stacking configurations one upon the other. Thus, from Lemma 22, σ ≤k 1 is not 2-stack sortable if and only if a set pushallConf igs(B (1) j ) is empty. Moreover, it will be useful to label the configurations computed so that we attach a distinct integer to each stack configuration when computed. Then we build G (1) as follows: the set of vertices of
j where each s ∈ pushallConf igs(B (1) j ) corresponds to a vertex of V (1) j and the set of edges of
The construction of G (1) is performed by Algorithm 3. We can check that G (1) satisfies all items of Section 3.2. At this point, we have encoded all P 1 -stack configurations of σ , which correspond to stack words satisfying P up to the factor ρ 1 λ 1 μ 1 .
From
Step i to Step i + 1
After step i we know the graph G (i) encoding every P i -stack configuration of σ and at step i+1 we want to compute the graph G (i+1) encoding every P i+1 -stack configurations of σ . From Lemma 23, it is enough to check the accessibility of the pushall stack configurations of σ (i+1) from the P i -stack configurations of σ . We cannot check every pair of configurations (c, c ) with c being a P i -stack configuration and c be a pushall stack configuration of σ (i+1) , because the number of such pair of configurations is possibly exponential. Thus our algorithm focuses not on stack configurations of some σ ( ) but on the restriction of such stack configurations to the blocks B 
, and
• there exists a P i -stack configuration c of σ such that:
Recall that a P i -stack configuration of σ is encoded by a path in the sorting graph G (i) , corresponding to the -decomposition of the permutation σ (i) into blocks B (i) j . The first point of Lemma 24 ensures that the last levels (> q (i+1) ) of G (i+1) form a complete partitioned graph whose vertices are all pushall stack configurations of the corresponding blocks. The last point of Lemma 24 ensures that the first levels (1 to min(p (i) , q (i+1) ) − 1) in G (i+1) are a subset of the ones in G (i) (those satisfying the accessibility condition). So the only unknown levels for G (i+1) are those between min(p (i) , q (i+1) ) and q (i+1) and we can compute them by testing accessibility. More precisely, we have Algorithm 5. We can check that, if G (i) satisfies all items of Section 3.2, so does G (i+1) .
Case p (i) > q (i+1)
If Fig. 10 ). This case is very similar to the preceding one except that B (i) p is not cut into pieces but glued with preceding blocks. As a consequence, when testing accessibility of a configuration of B We can check that, if G (i) satisfies all items of Section 3.2, so does G (i+1) . Now that we have described all steps of our algorithm, let us study its complexity.
Complexity Analysis
In this section we state the complexity of isSortable(σ ), our main algorithm (Algorithm 2 p. 15). Proof From Theorem 10, the maximal number of pushall stack configurations of a -indecomposable permutation π is 9|π |. By definition of G (1) , the vertices of a level correspond to pushall stack configurations of a given block of the 1 -decomposition of the input permutation σ (i.e. the -decomposition of σ (1) ). Thus the cardinality of a level is bounded by 9k, where k is the size of the corresponding block. As k ≤ n, the result holds for i = 1.
Theorem 25 Given a permutation σ , Algorithm 2 isSortable(σ ) decides whether
Suppose now that the result is true for a given G (i) ; we show that it is then true for G (i+1) . The graph G (i+1) is built from G (i) using Algorithms 4, 5 or 6. In each case for a level j of G (i+1) we have: Proof The result follows from Lemma 26 as there are at most n levels and there are edges only between consecutive levels.
Conclusion and Perspectives
Using pushall stack configurations introduced in [9, 10] , and in particular the quadratic algorithm allowing to compute them, we have provided a polynomial algorithm deciding whether a permutation σ is 2-stack sortable, settling a long standing open problem. Moreover this algorithm gives an encoding of all sorting processes of σ satisfying a particular property (Property P of Definition 13 p. 10). We first showed that any 2-stack sortable permutation admits a sorting process satisfying Property P. Then the algorithm proceeds in r steps, r being the number of right-to-left minima of σ : At step i the algorithm gives an encoding of all sorting processes of σ ≤k i satisfying Property P, σ ≤k i being the prefix of σ ending by the i-th right-to-left minimum of σ . The exact complexity of this algorithm is still to be analyzed. In particular we do not know if it is optimal.
We hope that this polynomial algorithm will allow a better understanding of 2-stack sortable permutations. In particular, can one find a characterization of 2-stack sortable permutations, for example by a property of their diagram (as done for 2-stack pushall sortable permutation in [9, 10] )? Can one enumerate 2-stack sortable permutations, or at least find asymptotics? We know from [1] that the growth rate of 2-stack sortable permutations is between 8.156 and 13.374. Can we refine these bounds thanks to our work?
Another natural continuation of our work is to generalize it for t stacks in series with t > 2. However generalizing (t−1)-stack sorting to t-stack sorting may be very difficult, since generalizing 1-stack sorting to 2-stack sorting has proved to be so complex.
The notion of pushall stack configuration (total configuration which is accessible and poppable) can be directly translated with t stacks in series. This notion is still closely linked with general sorting even when t > 2. Indeed we still have that σ admits a t-pushall stack configuration if and only if [σ, 1] is t-stack sortable. However, it is not obvious that for t > 2, we can use t-pushall stack configurations to find a polynomial algorithm deciding whether a permutation is t-stack sortable. Indeed, assume that we have a polynomial algorithm computing t-pushall stack configurations of a permutation. To use it for general sorting, we can as for t = 2 consider the time t i when the i-th right-to-left minimum enters the first stack, and we still have to consider t-pushall stack configurations of the permutation σ (i) (defined in Definition 12 p. 8). But deciding the accessibility between configurations at time t i and configurations at time t i+1 seems difficult when t > 2. Neither is it obvious that computing t-pushall stack configurations of a permutation is polynomial for t > 2. The quadratic algorithm of [9, 10] relies on a bijection with bicoloring of the diagram of the permutation, which seems difficult to extend for t > 2.
For t parallel stacks, we know that the decision problem can be answered in time O(n log n) for t ≤ 3, while for t > 3 it is NP-complete [4, 12] . We may wonder if for t serial stacks there also exists an integer k such that the decision problem is polynomial for t ≤ k and NP-complete for t > k.
