GIPSY is a platform providing a framework for the compilation and execution of programs written in intensional programming languages of the Lucid family. While maintaining its use of intensionality, over the years, Lucid constantly underwent changes in its syntax, and its semantics is getting more and more generalized. Throughout this hectic evolution of the language, various systems for the evaluation of Lucid programs were developed. Due to lack of ability to adapt to the syntax and semantic changes of the language, all of them met with doom as new evolutions of the language were proposed. Set in this evolutionary aspect of Lucid, GIPSY aims at easing the development of the Lucid family of intensional programming languages by providing a common system into which variants of Lucid can be compiled and executed and, more interestingly, developed in the future. One of the latest evolutions of Lucid is the language Lucx, permitting the explicit use of contexts as first-class atomic entities. This paper presents the integration of Lucx's context calculus into GIPSY. We define the notion of context according to Lucx, its syntax and semantics, as well as operators on such contexts. We then present how context entities have been abstracted into implementation classes and embedded into GIPSY.
Introduction
From the perspective of GIPSY, Lucid [10, 4, 3, 1, 2] represents a family of intensional programming languages that has several dialects all sharing a generic counterpart, which we call the Generic Intensional Programming Language (GIPL) [9, 14, 8] . Other Lucid variants, such as Lucx, are referred to as Specific Intensional Programming Languages (SIPL) [9, 14, 8] , and are defined as conservative extensions of the GIPL. The GIPL is an intensional programming language whose semantics was defined according to Kripke's possible worlds semantics [5, 6] . Following this semantics, the notion of context is a core concept, as the evaluation of expressions in intensional programming languages relies on the implicit context of utterance [9, 11] . In earlier versions of Lucid, although the notion of context was inherent, it could not be manipulated directly as an atomic first-class value in the language (see Section 2 for a discussion on this issue). To resolve this issue, a new dialect of Lucid, Lucx (Lucid enriched with context), was introduced by Wan [12, 11, 13] . Lucx embraces the idea of context as a first-class atomic value and has a collection of operators defined, coalesced into a well-defined context calculus. However, the operational details of integrating Lucx into the GIPSY have not yet been defined, so these important results have not been integrated in our operational system. The main objective of this paper is the integration of the context calculus theory into the GIPSY.
In [11] , Wan has set the basis of a context calculus and demonstrated how it could be integrated into the existing implementation of the GIPSY through the expression of context calculus operators as Indexical Lucid functions, and the simulation of contexts using Lucid finite streams. It's been determined that such an implementation, though it provided a nice proof of concept, would eventually lead to a tedious and an inefficient implementation that requires translation to Indexical Lucid, then to GIPL, complicating the debugging of the implementation plus the increase of the compilation and execution time overall. What we do instead is the integration of the context calculus as a conservative extension of the syntax and semantics of the GIPL. This brings forth the first intensional language implemented to include contexts as first-class atomic values in its syntax and semantics. and semantically. The following sections presents Lucx as such a conservative extension to GIPL. The syntax and semantics of GIPL are presented in Figure 1 and Figure 2 respectively. The syntactic and semantic rules of Lucx are then introduced as a conservative extension to the GIPL in Figure 3 and Figure 4 . Following is the description of GIPL semantic rules as presented in [9] :
means that under the definition environment D, expression E would evaluate to value v. D, P E : v means that in the definition environment D, and in the evaluation context P (sometimes also referred to as a point), expression E evaluates to v. The definition environment D retains the definitions of all of the identifiers that appear in a Lucid program, as created with the semantic rules 13-16 in Figure 2 . It is therefore a partial function
where Id is the set of all possible identifiers and IdEntry, has five possible kinds of value, one for each of the kinds of identifier: 1. Dimensions define the coordinates in which one can navigate with the # and @ operators. Their IdEntry is simply (dim). 2. Constants are external entities that provide a single value, regardless of the context of evaluation. Examples are integers and Boolean values. Their IdEntry is (const, c), where c is the value of the constant. 3. Data operators are external entities that provide memoryless functions. Examples are the arithmetic and Boolean functions. The constants and data operators are said to define the basic algebra of the language. Their IdEntry is (op, f ), where f is the function itself. 4. Variables carry the multidimensional streams. Their IdEntry is (var, E), where E is the Lucid expression defining the variable. It should be noted that this semantics makes the assumption that all variable names are unique. This constraint is easy to overcome by performing compile-time renaming or using a nesting level environment scope when needed. 5. Functions are non-recursive GIPL user-defined functions. Their IdEntry is (func, id i , E), where the id i are the formal parameters to the function and E is the body of the function. In this paper we do not discuss the semantics of recursive functions due to space limitations.
The evaluation context P, which is changed when the @ operator is executed, or a dimension is declared in a where clause, associates a tag (i.e. and index) to each relevant dimension. It is therefore a partial function 
Syntactical Extension
Being a SIPL, Lucx inherits all the generic syntax and semantics of the GIPL, as presented in the previous section and depicted in Figure 1 and Figure 2 . It also extends the GIPL by introducing context as a first-class value and context calculus operators, as introduced in [11, 12, 13] , and presented below. Figure 3 shows the elements of Lucx syntax to be added to that of the GIPL.
Figure 3. Lucx SIPL syntactic extension.
In Lucx syntax, the notation [E : E, ..., E : E] is introduced to literally construct a context ( Figure 3 , rule 1). The set of context calculus operators is also presented as the complement of the GIPL operators ( Figure 1 , rule 2). To explain the notion of context as a first-class value, let us focus on the @ expression: In GIPL, intensional navigation is expressed as: E @ E E , i.e. the notion of context is represented by E E , as represented by syntax rule 5 in Figure 1 .
Eop :
QQ : Figure 3 ) is used to refer to it as a first class value.
Semantic Extension
As a conservative extension to GIPL, Lucx's semantics extends GIPL by introducing the notion of context as a building block into the semantic rules, i.e. context as a firstclass value, as described by the rules in Figure 4 . Still take the @ expression for example. In GIPL semantic rule 11 ( Figure 2 ), we can see that E and E evaluate to two separate semantic entities, which are dimension and tag, the combination of these two elements is actually what we refer to as a context, i.e. a < dimension : tag > mapping. However, in GIPL, there's no semantic representation of the context as an entity that coalesces dimension and tag together, in other words, context is not an atomic first-class value in GIPL semantics. In Lucx, semantic rule 18 (Figure 4) creates a context as a semantic item and returns it as a context P that can then be used by rule 19 to navigate to this context by making it override the current context. GIPL's semantic rule 6 is still valid for the definition of the context operators, where the actual parameters evaluate to values v i that are contexts P i . The semantic rule 17 expresses that the # symbol evaluates to the current context. When used as a parameter to the context calculus operators, this allows for the generation of contexts relative to the current context of evaluation.
Context Calculus
A context is essentially a relation between dimensions and tags, the latter being indexes used to refer to points in the context space defined over these dimensions. In Lucx, such a relation is represented using a collection of <dimension : tag> pairs. In such a pair, the current position in the dimension is specified by its associated tag value. Context calculus operators are a collection of operators performed on contexts. The following definitions are recited and abbreviated from [11, 12, 13 ].
Types of Context
A context is a finite subset of the context space, defined as the relation:
where DIM is the set of all possible dimensions, and T is the set of all possible tags. According to [11] , contexts can be classified into two categories: simple contexts and context sets. Here we present the notion of the simple context in detail, and defer the discussion on context sets to a subsequent publication. A simple context is a collection of < dimension : tag > pairs, where there are no two such pairs having the same dimension component. Conceptually, a simple context represents a point in the context space, i.e. a P. A simple context having exactly one <dimension : tag> pair is called a micro context. The micro context is the building block for all the types of contexts. The syntax used for the literal expression of a simple context is presented in Figure 3 , rule 1. The semantics for constructing such a context from this syntactical form is presented in Figure 4 , rule 18, and the semantics for its use an intensional navigation is presented in Figure 4 , rule 19.
Context Calculus Operators
The following items provide the definitions for the context calculus operators on simple contexts. The operators include standard set operators, such as union, difference, intersection, and Lucx-specific isSubContext, projection, hiding, and override. Definition 1. If C 1 and C 2 are simple contexts, then union(C 1 , C 2 ) returns simple context that is the collection of all micro context that are an element C 1 or an element of
Definition 2. If C 1 and C 2 are simple contexts, then difference(C 1 ,C 2 ) returns a simple context that is the collection of all micro contexts that are members of C 1 but not members of C 2 : difference(C 1 ,C 2 ) = {m i |m i ∈ C 1 ∧ m i / ∈ C 2 }. Definition 3. If C 1 and C 2 are simple contexts, then intersection(C 1 ,C 2 ) returns a simple context that is the collection of those micro contexts that are an element of both C 1 and C 2 : intersection(C 1 ,C 2 ) = {m i |m i ∈ C 1 ∧ m i ∈ C 2 }. Definition 4. If C 1 and C 2 are simple contexts and every micro context of C 1 is also a micro context of C 2 , then isSubContext(C 1 ,C 2 ) returns true, and returns false otherwise. Definition 5. If C is a simple context and D is a dimension, projection(C,D) returns the micro-context in C that has its dimension as D: projection(C,D) = {m|m ∈ C ∧ dim(m) = D}. Definition 6. If C is a simple context and D is a dimension, this operator removes the micro context in C whose dimension is D: hiding(C,D) = {m|m ∈ C ∧ dim(m) = D}. Definition 7. If C 1 and C 2 are simple contexts, then override(C 1 ,C 2 ) returns a simple context that is the result of the conflict-free union of C 1 and C 2 : 
Context Calculus in the GIPSY
In the architectural design of the GIPSY compiler and runtime system frameworks, the GIPL plays the central role of intermediate language. As with byte code for Java, GIPL is a language designed to enable the execution of programs using primitive operators tightly bound with the target machine. Our runtime system, named GEE for Generic Eduction Engine, is to GIPL what the Java Virtual Machine is to byte code. The Java Virtual Machine is meant to execute programs using the von Neumann model of computation, whereas the Generic Eduction Engine is differently meant to execute programs using the Eductive model of computation. As for a generic language like the GIPL, one of the main advantages of having an intermediate language is architectureindependence. It allows for programs to be executed on a virtual machine whose language is standard, and where the back end of the run-time system is itself architecturedependent. Like for all Lucid variants, GIPL is a declarative functional language whose identifiers represent variables whose evaluation result depends on the context of utterance, where the context space is all-dimensional and infinite in all dimensions. Similar to a multidimensional spreadsheet, GIPL primitives allow the expression of definitions whose evaluation result varies depending on the position in which it is placed in the multidimensional context space. All variables being inherently infinite and thus inappropriate to be evaluated using the standard von Neumann model, the eductive model of computation relies on a demand/context-driven execution model whose semantics is presented in Figure 2 .
Generally, following our compiler framework design, in order to compile a Lucid program expressed as a SIPL variant, the SIPL abstract syntax tree (AST) is translated into its GIPL counterpart using translation rules establishing the specific-to-generic equivalence between the two languages [9, 14, 8] . Using a dynamic framework instantiation approach, the translation rules are used to automatically generate a translator component for this SIPL. The translated AST, together with the compilation dictionary [14, 8] , which we call a GEER (General Eduction Engine Resources) is effectively a representation of the definition environment D presented in Section 2. The generated GEER is then fed to the execution engine [9, 8, 7] for the runtime execution using the semantics described in this work.
However, such a translation approach cannot be easily adopted for the compilation of Lucx programs. The main reason is that there is no such first-class semantic object as a context in GIPL. Moreover, following this approach, context calculus operators would have to be expressed as Lucid functions, and contexts be simulated and translated to GIPL syntax. In order to really allow contexts as first-class values, we need a new context semantic element.
Another feature of the GIPSY is that it allows the creation of hybrid languages where a Lucid dialect is allowed to call functions written in procedural languages. One of the requirements for hybrid languages is a type system pro-viding a bridge between the data types defined, used, and shared by the hybrid counterparts. Our compiler and runtime system is already equipped with such a type system. Some types related to the execution of GIPL programs, like the Dimension and Tag data type classes are designed as part of this type system. Following in this direction, it is more than natural to enable a Context class as part of our type system, thus enabling it as a first class value in the runtime system.
By defining this Context class, the context calculus operators can be implemented as member methods, which are called at runtime by the runtime system as it traverses the AST of Lucx programs and encounters nodes representing context operators.
Context in the GIPSY Type System
Here we introduce the type system and how the Context class fits into it. The type system and classes defined for it are used in the compilation process to do static type checking and type annotation of literal values in source code programs as well as storing the type annotations with the parameter or return values to indicate expected data types to be passed or returned. The run-time system then uses the type system to do dynamic type checking as well as to perform the actual evaluation of arithmetic, logic, context, and object operators. The type annotations and expressions are used to validate the parameters and return types. The GIPSYIdentifier type corresponds to a declaration of an identifier in a GIPSY program to be put into the dictionary, be it a variable, constant, or a function name with the reference to their definition. It is the implementation counterpart of the identifier types described in Section 2. The GIPSYFunction and its descendant GIPSYOperator correspond to the function types for regular operators and user-defined functions. They are used in the implementation of semantic rules for the evaluations of functions and operators (Section 2, rules 6 and 7). A GIPSYFunction can either encapsulate an ordinary Lucid function (which is immutable) or a procedure (e.g. a Java method), which may often be mutable (i.e. with side effects).
Context Type Semantic Checks
Since GIPSY is equipped with both compile-time and run-time type checking mechanisms, the addition of the above-defined GIPSYContext and Dimension classes, the existing static and dynamic semantic checkers are extended in the occurrence of these types being computed by the compiled/executed Lucx programs. We briefly touch on this topic as space allows in the two following paragraphs.
As the tag is the index of a dimension to mark a particular position for evaluation, it is necessary to check first if the tag is part of the valid tags for this dimension. In other words, the tag attached to this dimension is within the valid range (e.g. the range of natural numbers). This can be resolved by calling the set membership method defined for each validity range (encapsulated as a class). When the tag expression is simply a constant or a literal, this checking is performed at compile time by traversing the AST and calling the set membership method. When the tag expression is a more complex expression, the semantic checking is delayed to runtime by the execution engine to compute the resulting values and subsequently do the semantic checking at the time of instantiation of the corresponding GIPSYContext object.
As defined earlier, the context calculus operators have some semantic restrictions on what are the valid operands. The semantic checks on the context operators are preformed similarly to functions in terms of parameters. When the tag expressions are constants or literals, such checking is to be performed at compile time by traversing the AST and get the type of contexts. If the tag expressions are more complex expressions, this checking is deferred to runtime by the engine as usual.
Conclusion
By introducing contexts as first-class values, a set of context calculus operators are allowed to be performed on the context objects to provide us the facility of constructing and manipulating contexts in different application domains in the GIPSY. As we abstract the context into an object, the essential relation of dimension and tag can also be more completely defined by introducing tag set types. Since we have the GIPSY type system containing all the possible data types in Lucid, context, as one of the first-class objects, is taken as a standard member of the type system. Future Work. Definition of the semantics of recursive functions is an item on our agenda to address in the upcoming works as it is required by some dialects being designed and will simplify the implementation of some of the recursively defined operators of Lucx. Likewise, we will finalize and publish the definition and the semantics of the context sets and the corresponding tag sets in another venue.
