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1.1 Gas Turbines
The general field of this thesis is Gas Turbines (GT). Since their conception in the 1930’s
by Sir Frank Whittle, GT have evolved to dominate the air transport industry with
large commercial and military aircraft relying solely on turbofan gas turbines for their
propulsion. Smaller regional/private aircraft and helicopters make extensive use of the
turboprop and turboshaft variants respectively. GT also hold an important share in land-
based power generation units and have found other applications, such as in oil and gas
rigs and ground transportation. The main advantages of GT, compared to piston engines,
are the significantly higher power-to-weight ratio and increased reliability as well as easier
maintenance due to the fewer moving parts present in the engine.
The operation of the GT is based on the Brayton thermodynamic cycle, shown in
Fig. 1.1 in a temperature-entropy plot. The cycle consists of four processes: compression
of air (1 ) 2), isobaric addition of heat (through mixing with fuel and ignition of the
mixture under constant pressure, 2 ) 3), expansion (3 ) 4), cooling and return to the
initial state (4 ) 1). In the ideal cycle, the compression and expansion are performed
isentropically, which is practically not possible as these are physically irreversible pro-
cesses and losses occur in real engines. The components that perform these processes are
the compressor (typically a multistage compressor for large engines) for the compression
phase, the combustion chamber for the heat addition and the turbine for the expansion
1
2 Chapter 1 : General Introduction
S 
T 
combustion expansion 
compression 
2 
3 
4 
1 
Figure 1.1: Ideal thermodynamic cycle of a gas turbine.
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Figure 1.2: A basic jet engine highlighting the position of the di↵erent components and the
corresponding processes of the Brayton thermodynamic cycle. After the 3 main processes of
the cycle propulsion/work is extracted either through a nozzle or an additional power turbine.
(also called the High-Pressure Turbine (HPT) as it is behind the combustion chamber
and functions at the peak pressure of the cycle.
These three basic components are present in all types of GT, irrespective of their
application. Figure 1.2 provides a view of a typical jet engine illustrating the basic GT
structure and placement of the components. After performing the 3 main processes of
compression, combustion and expansion the necessary propulsion/work is extracted from
the flow exiting the HPT either through a nozzle that accelerates the flow (configuration
employed in large aircraft) or through an additional turbine, called power turbine. This
is, for example, the case in helicopter engines (turboshaft), where work recovering from
the engine is needed to drive the main rotors of the aircraft.
Modern GT have remarkable capabilities compared to the earlier designs: higher
power output and power-to-weight ratios, reduced fuel consumption, reduced pollutant
emissions and limited noise signature. One of the driving factors behind many of these
2
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improvements has been the rising temperature at the inlet of the HPT. Indeed, from Fig.
1.1 it can be easily deduced that increasing the temperature of point 3, for example by
increasing the compression ratio, increases the work available by the cycle. There has
been, therefore, a constant e↵ort the last decade to develop improved rotating machinery
that can handle these processes. The HPT, in particular, requires considerable attention
due to the aggressive, unsteady and high-temperature environment in which it has to
operate (point 3 in the thermodynamic cycle, after the combustion chamber). However,
as of today and despite continuous research on the topic, the predictions of the complex
aerothermal flow inside the HPT and its interactions with the combustor are still lacking.
One objective of this work is to contribute to today’s CFD capabilities in predicting
these flows thereby opening new possibilities in improving further the understanding
of the physical processes occurring in the HPT. There are two issues that will be of
specific interest to this dissertation: a) The development and validation of a high-fidelity
numerical simulation tool applicable to this context and b) address with such tools the
combustion chamber/turbine flow interactions.
Before going more into details on specific issues, some basic notions on the operation
of the two components of interest for this thesis are provided.
To HPT 
Figure 1.3: A sector of a modern annular combustion chamber of Snecma [1].
1.2 The combustion chamber
The combustion chamber is responsible for the heat addition to the flow. In typical
designs, the flow arriving from the compressor goes through a swirler before entering the
main chamber. The swirling flow then undergoes vortex breakdown to create a central
recirculation zone in the chamber. At the same time, the fuel injectors release fuel that
atomizes, evaporates and mixes with the air, with the mixture undergoing combustion at
the flame front. The central recirculation zone serves to stabilize the flame and reduce
its length, compared to a non-swirled jet flame for example.
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Most modern combustors are designed with a Rich-Quench-Lean approach, where
close to the fuel injector the Fuel-to-Air Ratio (FAR) corresponds to rich combustion,
followed by a large amount of air injected by primary and dilution holes that quench the
flame and mix with the hot products before reaching the combustor outlet. The designs
typically also include multiperforated plates and/or film cooling to protect the liners from
the extreme temperatures of the hot gases. These cooling flows also serve to reduce the
overall temperature of the flow to temperatures that can be handled by the turbine blade
materials. A typical example of such a combustor design is the Snecma combustor of
Fig. 1.3.
1.3 The high-pressure turbine
The HPT is the component located after the combustion chamber. It is placed on the
same axis as the high-pressure compressor and its purpose is to extract the necessary
energy from the hot and high-energy gases to drive the compressor. Every turbine stage
is comprised of two blade rows: the stator, often called the Nozzle Guide Vane (NGV), and
the rotor. The purpose of the stator is to accelerate and turn the flow to the correct angle
for the proceeding rotating blades where work extraction takes place. Figure 1.4 depicts
an experimental high-pressure turbine from the Oxford Turbine Research Facility [2].
The first blade row contains the stator (only 4 blades are placed for the experiments in
Fig. 1.4) that orients the flow for the rotors, which are placed on a rotating disc linked
to the high-pressure shaft.
Stators 
Rotors 
Figure 1.4: Photo of an experimental high-pressure turbine [2].
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The HPT works with a favorable pressure gradient, i.e. the total pressure decreases
as the flow goes through the blades. As a result and contrary to compressors, they are
less prone to flow separation and a significant amount of work can be extracted from a
single stage. The Rolls-Royce Trent 900 that powers the Airbus A380, for example, has
a single-stage axial high-pressure turbine driving a six-stage axial compressor. However,
the HPT design still remains a particularly critical exercise. As it is placed behind the
combustor, it operates under extreme temperatures and is subject to a non-uniform and
unsteady flow generated in the chamber. These heterogeneities, as they propagate across
the HPT, can alter considerably the thermal load, reduce the life expectancy of the blades
and may also impact the aerodynamic performance of the turbine. Note also that, to
complicate things further, the HPT can also influence the combustor flow field.
1.4 Combustor-turbine interactions
One of the principal objectives of the new designs of aeronautical GT is the minimization
of weight which translates directly into reduced operating costs. To this end, modern
designs are characterized by tight spacing between components, rendering the identifica-
tion of their interfaces more and more di cult and intensifying the interactions between
the components. Due to this close proximity, the combustor and HPT will interact which
can potentially result in an engine operating mode that is ine cient or dangerous for
the device. Two paths of interaction are specifically identified for this work: Inflow non-
uniformities that will migrate in the turbine stage, Fig. 1.5(a), and combustion noise,
Fig. 1.5(b).
1. Inflow non-uniformities
Figure 1.5(a) highlights the first form of these interactions. In a combustion chamber,
the finite number of fuel injectors and the protective cooling systems (to shield the com-
bustor liners from the hot gases) create temperature non-uniformities. These features,
combined with with the reduced length of modern combustors, imply that flow does not
have the time to mix su ciently which results in highly non-uniform temperature pro-
files at the chamber exit. These non-uniformities, frequently called hot-streaks, can be
seen by the time-averaged flow and induce important temperature gradients both in the
azimuthal and radial direction. Note that non-uniformities can also occur in time due to
the unsteady combustion and the high levels of free-stream turbulence generated in the
combustor that will then propagate towards the turbine. Finally, residual swirl issued
at the fuel injector to improve the combustion process will propagate and arrive at the
turbine inlet altering further the inflow. This highly complex inflow can have a significant
impact on the heat loads across the turbine.
To understand and control these issues, a significant amount of research has been
performed. Typically, a large number of experimental and numerical studies focused on
evaluating the migration of hot streaks as a function of their azimuthal placement with
respect to the stator leading edge [15, 26, 27]. The radial placement and migration have
also been studied [28, 29, 30] to evaluate the e↵ect of hot streaks on the endwalls, where
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strong secondary flows1 will interact with the non-uniformities. The impact of the inflow
turbulence levels at the inlet of turbines has also been confirmed, along with its critical
role in the laminar-to-turbulent transition [23, 31] that impacts both the thermal and the
aerodynamic flow field. Turbulence-hot streak interaction has also been investigated [32].
Finally, recent works showed that the swirl propagated from the combustor to the turbine
inlet impacts both the aerodynamic and thermal flow field by altering the e↵ective flow
angles while also modifying the hot-streak migration [33, 4].
Unsteady combustion Acoustic Waves 
Entropy waves 
Acoustic wave 
reflection 
Acoustic wave 
transmission 
Acoustic waves due to 
entropy wave acceleration 
in turbine - Indirect noise 
Combustor acoustic waves 
transmission - Direct noise 
Propagation across 
turbine stages 
Unsteady)swirled)
combus3on)
Turbine)inlet)
Temperature)non6
uniformi3es)
Strong)turbulence)
Swirl)
Migra3on)in)the)turbine)
(a) 
(b) 
Figure 1.5: Combustor-turbine interaction paths - (a) Turbine inflow non-uniformities created
in the combustion chamber [3, 4] and (b) Interaction mechanisms due to combustion noise.
All these findings highlight the importance of a realistic inflow in HPT simulations.
Such an inflow, with all the inherent heterogeneities found in the real engines, is however
1see Chapter 4 for more details
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the result of the combustor and can therefore only be available if a coupled combustor-
HPT simulation is produced.
2. Combustion noise
The second form of interactions is related to combustion noise and is depicted in
Fig. 1.5(b). It can be separated in two distinct types:
• Direct noise
Direct combustion noise emanates from the acoustic waves created at the unsteady,
turbulent flame front. These waves then propagate with the speed of sound combined with
the local flow velocity towards the turbine stages, from which they are partly reflected
and transmitted to the engine outlet.
• Indirect noise
The second form of combustion noise is less intuitive but equally important [18]. It
arises from the unsteady temperature profile generated within the combustion cham-
ber. As mentioned in the previous sections, the unsteady heat release gives rise to low-
frequency temperature fluctuations, also called entropy waves. These are then convected
by the flow to the turbine where they are accelerated and distorted due to the presence
of the blades. This process generates acoustic waves that propagate both back to the
combustion chamber and downstream [34, 18]. This specific mechanism of entropy wave
generated noise inside the HPT is usually referred to as indirect combustion noise. Its
implications are not only important for the overall noise signature of an engine but also
for the combustor design. Indeed, the biggest challenge of combustion chamber designs
is the prediction and control of their thermoacoustic stability which involves the coupling
between acoustic waves and unsteady heat release in this enclosed domain. Indirect com-
bustion noise generated in the turbine can propagate back to the flame and contribute
to the formation of a closed loop and coupling with the unsteady heat release [25]. As
a result, a two-way interaction between the combustor and the HPT can appear under
this form. Indeed, entropy-induced combustion instabilities have been reported in the
literature [1, 35].
Several theoretical studies have been performed to better understand the indirect noise
generation mechanism, using simplified turbine-like geometries such as quasi 1D nozzles
[36, 37] and 2D turbine blades [38]. They have been complemented by experimental data
[39, 40] and numerical simulations [41, 42] of similar configurations. It is nonetheless
evident that considering the full 3D turbine is important if we take into account the highly
complex flow and the strong endwall e↵ects. These e↵ects are potentially important in the
generation of indirect noise as they alter considerably the flow field. To evaluate them
and quantify their e↵ect, the indirect combustion noise generated across a 3D turbine
stage is examined later in this work.
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1.5 Objectives of the PhD
One of the purposes of this thesis is to try to bridge the gap between numerical simulations
of combustion chambers and high-pressure turbines. Current industrial state-of-the-art
treats the HPT and combustion in a decoupled way. The communication between the
combustor and the turbine design teams is usually made by exchanging steady-state
homogeneous (0D or 1D) boundary conditions for the respective computations. However,
the large amount of unsteady interactions between the two components indicates that
treating the problem in a coupled, unsteady fashion is essential to improve the predictive
capabilities of real engine flows with numerical tools. Addressing this coupling issue and
then using the developed methodologies to study the combustor-turbine interactions the
main objective of this thesis. The high-fidelity Large Eddy Simulation (LES)2 formalism
is chosen for both components. While it is still computationally intensive for regular use
in the design phase today, the rapid growth of available computational power [43] will
make such computations more accessible in the future. It is also commonly identified
as a very promising approach to provide turbulent flow predictions with a clear gain
in accuracy [14, 44, 45]. It is furthermore currently used in the design phase of real
combustors [46].
To achieve this objective several intermediate steps are necessary. Indeed, with LES
of rotating machinery only recently emerging as a potential candidate to further our
understanding of the flow physics in gas turbines, a significant amount of work is necessary
to adapt and validate the approach in turbine configurations. To adequately address such
issues the following steps are taken:
• Chapter 2 provides an overview of di↵erent modeling techniques for turbulent fluid
motion, near-wall flows and for the rotor/stator interactions as well as the challenges
created by the LES formalism.
• Chapter 3 proposes an overset grid method that couples di↵erent instances of the
LES solver AVBP for the treatment of rotor/stator interactions. A significant
challenge in performing LES of a turbomachinery stage is the treatment of the
rotor/stator interface. High-fidelity LES require minimal dispersion and dissipation
of the turbulent structures or waves and the treatment of the rotor/stator interface
should not impose additional errors. Several test cases are performed to evaluate
the conformity of the method with such LES requirements.
• Chapter 4 contains an extensive validation of the method, as well as a sensitivity
analysis, on a realistic rotor/stator configuration: an experimental 3D high-pressure
turbine stage. These steps allow to establish best practices, advantages and limita-
tions of the overset grid method as well as necessary post-processing techniques.
After validating the selected approach and solver in academic test cases and realistic
turbine configurations (Part I), two applications of the developed techniques for the
predictions of combustor/turbine interactions are investigated in Part II:
2more details on flow modeling are provided in Chapter 2
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• Chapter 5 focuses on the generation of indirect combustion noise in a realistic 3D
high-pressure turbine, in an e↵ort to explore in more depth this path of combustor-
turbine interactions and complement/validate the analytical approaches and low
fidelity simulations.
• Chapter 6 demonstrates a fully coupled combustion chamber-HPT simulation of a
helicopter engine. The discussion is split in two parts: a) The aerothermal pre-
dictions and hot-streak migration are examined first in the HPT stage alone and
b) the turbine is then attached to the combustion chamber of the engine and a fully
coupled reactive simulation is performed and compared to the previous results.
The work presented during this thesis was performed in close collaboration with
the University of Sherbrooke and more specifically with Dr. Gaofeng Wang and Prof.
Ste´phane Moreau. This thesis was funded by the European Commission as part of the
Marie Curie Initial Training Network project COPA-GT. During this dissertation, a num-
ber of conference and journal publications was produced. A list of these publications is
presented in the next section.
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2.1 CFD of turbulent flows
Performing numerical simulations of high-speed flows around complex geometries, such as
the combustion chamber and the HPT, is not an easy task. The physics of these flows are
governed by the non-linear Navier-Stokes equations (more details on the formulation of
the equations and fluid properties are provided in Appendix A) and is characterized by the
Reynolds numbers (Re), a non-dimensional number that is a function of a characteristic
length of the flow, the velocity and the fluid properties (viscosity). Most industrial flows
are high-Reynolds number flows, where non-linearities are dominant and are typically
qualified as turbulent. Turbulence is a three dimensional unsteady phenomenon that can
be viewed as an ensemble of flow eddies with varying length scales. In turbulent flows,
energy is extracted from the mean flow by the larger eddies and then cascades down to
the smaller ones, where it is dissipated into heat by viscosity [47, 48]. Figure 2.1 depicts
the repartition of energy among the di↵erent scales of a typical turbulence spectrum
of a homogeneous flow. The broadband nature of turbulence and its interactions with
other flow phenomena are very challenging to simulate numerically although it seems to
be the only approach feasible today. There are three popular numerical techniques for
computing such flows:
• Direct Numerical Simulations (DNS)
Resolving numerically the flow with all the turbulent length scales is possible by
performing Direct Numerical Simulations (DNS) of the Navier-Stokes equations. DNS
provide highly accurate depictions of the flow field. However, they require a mesh capable
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Figure 2.1: Typical energy spectrum of a homogeneous isotropic turbulent flow. The di↵erent
levels of modeling in the principal methods for simulating turbulent flows are depicted [5].
of resolving from the large and most energetic scales up to the smallest scales of turbulence
(Kolmogorov length scales), where the energy dissipation takes place. This implies a cost
for the computation which increases as Re9/4 for a free flow [47]. To complicate things
further, for high Reynolds wall-bounded flows the length scales of turbulence are rapidly
decreasing as the wall is approached and an extremely fine mesh is required for the near-
wall region [47]. Figure 2.2 shows an estimate of the necessary mesh points to fully resolve
the di↵erent regions of wall-bounded flows as a function of the Reynolds number [6].
Clearly after a certain limit, the mesh requirements of the inner boundary layer are far
superior to those of the outer layer and most of the computational resources will be
spent to resolve that region. Turbine flows of interest to this thesis are wall-bounded
flows characterized by Reynolds numbers of the order 105   106, rendering the cost of
DNS prohibitive. This approach is indeed still dedicated to the study of academic cases,
such as turbulent channels [49] and low-Reynolds, low-pressure turbine cascades [50, 51].
For engineering applications, the development of alternative solutions with some level of
turbulence modeling is necessary and gave rise to the following approaches.
• Reynolds Averaged Navier-Stokes (RANS) simulations
The most popular method for computing turbulent flows is to solve the RANS equa-
tions combined with a turbulence model for closure of the system of equations [47]. In
this approach a Reynolds decomposition of the flow variables is performed to split the
averaged and fluctuating components. The resulting system is however unclosed and a
16
2.1 CFD of turbulent flows 17
Figure 2.2: Necessary mesh points for the resolution of a turbulent boundary layer as a
function of the Reynolds number [6].
turbulence model is employed. This technique is a low-cost, robust solution and is well
integrated in the design process of the gas turbine industry. However, the approach re-
quires modeling the entire turbulence spectrum and introduces known weaknesses, such
as the validity of the turbulence models in certain flow regimes, which can impact the
quality of the predictions [47].
• Large Eddy Simulations (LES)
In LES a spatial filtering of the Navier-Stokes is performed (Appendix A contains
more details on the filtering and the resulting equations). As a result, the larger scales of
turbulence are explicitly resolved while the smallest ones, that the mesh is not capable
of resolving (sub-grid scales), are modeled [52]. The cut-o↵ length of the filter is usually
placed in the inertial range of the turbulent spectrum (where the energy spectrum has
a constant slope equal to  5/3 [47]). This formulation is unsteady and no additional
modeling is formally applied for capturing phenomena such as the laminar-to-turbulent
transition if a proper grid resolution is guaranteed. These characteristics make LES a very
attractive approach for simulating turbulent flows as it can capture more accurately large
scale unsteady features, provide access to the turbulence characteristics and alleviate the
modeling requirements. The disadvantage of the method lies in its computational cost,
much higher than for steady RANS computations [23]. The increasing computational
resources however make them more accessible even for relatively high Reynolds number
flows. Note nonetheless that LES of wall-bounded flows is not trivial and the formalism
is frequently employed with some form of near-wall treatment as detailed below.
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2.2 Near-wall treatment
The near-wall flows and boundary layers pose considerable challenges for CFD simulations
regardless of the modeling techniques. In the cheaper RANS formalism, typical issues
that can be encountered include unphysical near-wall behavior of turbulence models or
incompatibility when they are used in conjunction with wall functions. [53].
In LES, where the large turbulent length scales and 80-90% of the turbulent kinetic
energy needs to be resolved [54], the changes that turbulence undergoes as the wall is
approached create additional di culties. As mentioned in section 2.1, the turbulent
energy-containing length scales decrease rapidly in near wall regions, demanding a sig-
nificant decrease of the mesh cell size for reliable LES predictions that comply to the
requirements [55]. As a result, two di↵erent approaches are employed when simulating
boundary layers with LES:a) wall-resolved and b) wall-modelled approaches. [7, 6]
a) In the wall-resolved approach, one attempts to resolve all the scales of the boundary
layer and most of the turbulence produced. This implies a mesh resolution where the
maximum non-dimensional wall normal distance of the first node o↵ the wall is y+ <
1 [56]. It o↵ers very high accuracy, does not require any further modeling but demands
extreme computational resources. Choi and Moin [7] evaluated the cost to scale with
Re13/7, placing it not far from DNS requirements. Note also that the influence of the
SGS model is critical in such simulations, as it needs to be capable to correctly model
the near wall turbulence behavior and damping near the walls [57]. Appendix A details
the formulation and the properties of some of the most common SGS models.
b) The wall-modeled approach avoids resolving the tiny length scales in the inner
boundary layer and the flow gradients at the viscous sublayer. Instead, it models their
contribution while resolving only the outer boundary layer, whose length scales are larger.
In this case, the first node o↵ the wall is placed in the logarithmic region of the turbulent
boundary layer, i.e y+ ⇡ 50   100. There are several ways to model the inner layer
(Piomelli and Balaras [6] provide a thorough review of di↵erent wall modeling techniques).
The most popular is for the wall model to compute the wall shear stress (using flow
variables from the LES flow field and a law-of-the-wall, frequently analytical) and pass
it to the LES solver. During this work, this is the approach selected to alleviate the
computational cost. The problem is locally reformulated into finding the wall friction
velocity as:
U
U⇤
= (1/K)ln(E
U⇤y
⌫
). (2.1)
In Eq. (2.1), U⇤ is the wall friction velocity, K = 0.41, E = 9.2, y is the distance to the
nearest wall and ⌫ is the kinematic viscosity of the fluid. The above equation is solved
using a simple iterative method and used to express the wall shear stress ⌧w using
⌧w = ⇢U
⇤2. (2.2)
The cost of the wall-modeled approach was calculated in [7] to scale only with Re,
highlighting the significant gains compared to the wall-resolved approach (other more
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elaborate approaches such as the non-equilibrium model of Park and Moin [58] increase
the cost somewhat). Figure 2.3 depicts an estimate of the number of mesh points needed
for wall resolved and wall modeled LES as a function of the Reynolds number using Choi
and Moin’s estimates [7].
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Figure 2.3: Number of mesh points needed for wall resolved and wall modeled LES as a
function of the Reynolds number using Choi and Moin’s estimates [7].
Wall-modeled LES is however limited in theory to simple flows, i.e fully developed tur-
bulent boundary layers with no streamwise pressure gradient. This near-wall treatment
has also been reported as prone to be impacted by the SGS model [59].
2.3 Modeling of the rotor/stator interface
A major di culty in simulations of turbomachinery stages is located in the solver capac-
ity of handling the interface between the immobile and the rotating blades. As already
mentioned in section 1.4, performing unsteady simulations that accurately transfer the
flow information between the stator and rotor domains is important for correct aerother-
mal predictions in both blade rows. However, such simulations pose three significant
challenges:
• Number of blades per row:
In a typical turbomachinery stage, the numbers of stator and rotor blades have
no common divisor to prevent resonances between blade rows (usually one blade
row has a prime number of blades). As a result, fully unsteady and geometrically
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accurate simulations require meshing and simulating the entire 360 degree annulus
of the stage [60].
• Necessary simulation time:
Performing a numerical simulation of a turbomachinery stage requires a long run-
time for the convergence of the simulation and the collection of enough data for
post-processing. This runtime typically amounts to a few full rotations of the blade
row [61].
• Numerical treatment of the interface:
Transferring information from the stator to the rotor domain and vice versa should
not introduce additional numerical errors and the order of the scheme must be in
theory preserved.
Simulations that overcome all these di culties come at a very high computational cost
in terms of mesh points, necessary time steps and operations. During the design phase
of turbomachinery stages, where a variety of potential geometries needs to be tested,
the necessary computational resources and physical time for such simulations becomes
prohibitive. These requirements have led to the development of di↵erent techniques
specifically targeting the problems rotor/stator simulations and o↵er di↵erent levels of
compromise between cost and accuracy. Below, the principles of three prominent methods
are summarized.
Mixing plane model
This is the most elementary model for rotor/stator interactions developed by Denton and
Singh [62] for steady state simulations. In theory it assumes an infinitely long distance
between the rotor and the stator (i.e the wakes are perfectly mixed with the freestream
flow) so an azimuthal average of the flow variables at the rotor/stator interface is possible.
The averaged variables are then imposed as a boundary condition at the interface. This
technique is widely used for single or multi-stage simulations. Di↵erent variables can be
treated at the boundary (such as Riemann invariants or primitive variables) in an e↵ort
to ensure that the method is conservative and to avoid reflections from the structures
arriving at the interface [63]. Note that more modern versions of the mixing plane method
have been proposed that ensure flux conservation and non-reflectivity while retaining
some flow variation [64].
The main advantage of this method comes from the fact that this azimuthal averaging
process allows the simulation of a whole blade row by just one blade passage, making
simulations computationally acceptable even for large multi-stage compressors and tur-
bines. It also does not require long runtimes as only predictions of the time-averaged flow
are targeted. The mixing plane model can also be used for flow-field initialization of sim-
ulations with more accurate techniques [65]. However, the infinite distance assumption
between blade rows is not valid in modern compact turbine and compressor stages. The
averaging also makes the method unsuitable for treating unsteady simulations.
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Phase-lag method
The phase-lag (also called chorocronic) method [66] is a popular approach for unsteady
simulations and has a widespread use in URANS simulations [5]. It is relatively a↵ordable
as simulating only one blade passage per row is su cient. It is based on the hypothesis
that the dominant unsteady phenomena are periodic and can be considered as waves
spinning with the Blade Passing Frequency (BPF) and its harmonics. The BPF is the
frequency at which a rotor, for example, is seeing the passage of a stator wake. It is a
function of the rotational speed of the rotor and the number of blades of the neighboring
blade row:
BPFstator =
Nrotor
2⇡
!rotor and BPFrotor =
Nstator
2⇡
!rotor. (2.3)
In Eq. (2.3), N is the number of blades per row and ! is the angular velocity of the
rotors. The spinning wave assumption implies that a blade passage sees the same flow
at its azimuthal periodic boundaries and interface as its neighboring blade but with a
time shift noted  t. This permits to simulate the passage of the wakes between blade
rows while the domain is reduced to one passage per blade row. Figure 2.4 illustrates
how the chorocronic method works in a model turbine stage. In the stator blade row for
example, the blade passage located in the azimuthal position ✓   2⇡N1 sees at a time t the
same flow F as its neighboring passage at position ✓ at a time t    t. The time shift is
the chorocronic period calculated using the formula:
 t =
      2⇡Nrotor   2⇡Nstator!rotor
      . (2.4)
Figure 2.4: Chorocronic boundaries in a model turbine: the neighboring blade passages see
the same flow with a time shift [5].
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This allows to prescribe at the side boundaries with an angle ✓i and radius r at time
t (with the subscript i = 1, 2 corresponding to the two azimuthal boundaries) the flow
variables Fi from neighboring passages (calculated and stored from previous rotations)
simply shifted by the chorocronic period:
Fi(x, r, ✓i, t) = Fi
✓
x, r, ✓i   2⇡
Zi
, t   t
◆
= Fi
✓
x, r, ✓i +
2⇡
Zi
, t+  t
◆
. (2.5)
In theory, information from both past (  t) and future (+ t) is required. In practice,
this is achieved by storing the information at the boundaries from previous rotations
and using them for the future. A variation of this method, called Shape-Correction
(SC), was developed by He [67]. Instead of storing directly the flow variables at the
boundaries, the method performs a Fourier decomposition of the signal and stores only
their Fourier coe cients, reducing significantly the memory consumption. Multi-stage
computations with a wide range of BPF’s present is possible through a multi-frequency
phase-lag [68]. One drawback of these methods is the relatively long convergence times,
with several rotations of the stage being needed before simulations are converged [69].
Another drawback is that it only captures deterministic unsteady phenomena occurring
at frequencies similar to the blade passage frequency and its harmonics. This can be very
limiting at o↵-design conditions [45] or when transporting broadband phenomena.
Sliding Mesh method
This approach is the most widely used method for high-fidelity unsteady simulations. The
flow variables at the interface are calculated through constant data exchange between the
two domains at every time step through interpolation. As a result, a seamless interface
is achieved. The method allows for precise simulations of the rotor/stator interactions
and has been used extensively [65, 2, 70]. It is capable of capturing phenomena at all
frequencies [71, 72] and does not include any of the cost reducing techniques. With the
sliding mesh technique simulating one blade passage is not enough and the full 360o
domain is usually required for real turbomachinery stages. Since that would demand
massive computer resources, sliding mesh is often complemented by applying the reduced
blade count technique to the blade count of one or more blade rows in order to obtain a
reduced azimuthally periodic domain.
To achieve this blade count change, the blades are while keeping the section and
blade angles similar, thus minimally altering the flow field. Mayorca et al. [60] proposed
a scaling based on cylindrical coordinates. For this approach, a scaling ratio for each
blade row S is first defined:
Srotor =
# of original rotor blades
# of scaled rotor blades
, (2.6)
Sstator =
# of original stator blades
# of scaled stator blades
. (2.7)
22
2.3 Modeling of the rotor/stator interface 23
The overall scaling ratio is the following:
Soverall =
Srotor
Sstator
. (2.8)
Assuming that the axial direction follows the X coordinate (Y and Z are the other
cartesian coordinates), the blades are scaled across the axial and circumferential coordi-
nates (in a cylindrical coordinate system) using:
Xscaled = X · Soverall, (2.9a)
Yscaled = R · cos(Soverall · ✓), (2.9b)
Zscaled = R · sin(Soverall · ✓). (2.9c)
where R is the radius and ✓ the azimuthal angle of a point with cartesian coordinates
(X, Y, Z).
Mayorca et al. [60] showed that for compressor blades, with reasonable blade count
changes, such a scaling does not alter the operating point and averaged flow profiles.
These results were further confirmed in [73, 74] for turbine blades. Note that the unsteady
flow is impacted as the BPF’s are modified and hence the associated unsteady flow
dynamics. Additionally, the circumferential scaling has the e↵ect of thickening more
the blade towards the casing which may alter the thermal response of the blade.
LES requirements
The sliding mesh approach, being the most accurate and capable of treating broadband
phenomena, is the obvious choice for LES of turbine stages. Indeed, it is the method em-
ployed in the first LES of compressor stages published in the literature [72, 75]. However,
high-fidelity LES have challenging requirements for the rotor/stator interface treatment
of the crossing flow features (turbulence, hot-streaks or acoustic waves):
• It should be capable of preserving the global accuracy of the numerical scheme.
• Ensure low dissipation.
• Ensure low dispersion.
The previously published LES of compressors [72, 75], based on codes usually em-
ployed for RANS simulations, use the same interface for both formalisms and the com-
pliance to the mentioned requirements has not been established.
In the next chapter, an extension of the sliding mesh approach for the treatment of
rotor/stator interactions is presented on the basis of a fully unstructured and hybrid LES
flow solver. The objective here is to develop an interface treatment that is compatible
with the reactive LES solver AVBP1 and that is compliant with the guidelines for high-
fidelity LES. The selected approach uses overset grids and is validated thoroughly on a
series of academic test cases to ensure that it allows for high quality LES of rotor/stator
simulations.
1The AVBP solver is developed by CERFACS and IFP Energies Nouvelles
23
24 Chapter 2 : Flow modeling in turbine stages
24
Chapter 3
An overset-grid method for the
treatment of rotor/stator
interactions
Contents
3.1 Numerical schemes for the solution of the Navier-Stokes equations . . 26
3.1.1 Domain Decomposition for standard simulations . . . . . . . . 27
3.2 Principle of the overset method for rotor/stator interactions . . . . . . 27
3.3 Validation test cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.3.1 Acoustic waves traveling in a static coupled simulation . . . . . 32
3.3.2 Convection of a 2D isentropic vortex . . . . . . . . . . . . . . . 34
3.3.3 Turbulent pipe flow . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
The objective of the present chapter is to provide a description and validation of a
developed overset grid method for the treatment of rotor/stator interfaces in high-fidelity
LES. This approach relies on the reactive unstructured LES solver AVBP [76] and it is
intended to comply to the strict requirement for high-fidelity LES, as described in the
previous chapter. This chapter has also been the subject of a journal publication [77].
The overset grid method has been proposed in the past by several authors, such as
Volkov [78], Magnus and Yoshihara [79], Starius [80], Atta and Vadyak [81], Benek et.
al. [82, 83], Berger [84], Henshaw and Chesshire [85, 86]. It has recently been studied and
applied for Computational AeroAcoustics (CAA) [87, 88, 89], coupling CFD/CAA [90],
conjugate heat transfer problems [91], moving body applications [92, 93, 94, 95, 96] or
to handle complex geometries with high accuracy [97, 98, 99, 100]. It has also been
used in RANS of external and turbomachinery flows where it is commonly known as the
Chimera method [82] and reported as providing an equivalent accuracy as the sliding mesh
method [101]. In the specific RANS context where fields are smooth and independent
of time, conservation is su cient for the rotor/stator interface since the turbulence is
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fully modeled or described by some extra conservation equations towards the steady
state solution of the problem. Numerical requirements of RANS are hence limited to
the interpolation scheme at the interface meshes that needs to be conservative, which is
usually obtained by taking first-order area-based interpolation within the sliding mesh
approach [102]. For LES, most of the flow structures are resolved so flow fields are
time dependent and contain a large range of wave lengths covering all the scales from the
geometry up to the finest local grid resolution. To preserve the quality of such simulations
all this information should be transferred through the interface with as less influence as
possible to maintain flow coherence, evolution as well as the numerical properties of
the scheme. The primary objective is thus to avoid dissipating or dispersing the signal
within the original context of the numerical scheme used away from this boundary. To
meet such requirements, the overset grid method is of interest as increasing its accuracy
is straightforward for structured meshes [103, 104, 105, 99, 90, 88, 98, 87, 97, 106], though
it may lead to some complexity in the generation of these overlapping regions [107].
In the following, the overlapping moving interface is implemented based on a domain
decomposition approach [108] with an unstructured compressible high-performance par-
allel LES solver (details are provided later in the chapter). The resulting strategy is
hereafter called MISCOG for Multi Instance Solver Coupled through Overlapping Grids
and is validated on several cases of increasing complexity. Convergence and numerical
errors of the proposed method are first checked on canonical cases with both static and
moving coupling interfaces. A specific attention is brought to the dispersive and dissipa-
tive errors introduced by the interface treatment. To do so, propagation of acoustic and
vortical waves (an isentropic vortex) are considered before introducing the translating
interface. The rotating interface is then tested on a three-dimensional turbulent pipe
flow. A more realistic application on a turbomachinery stage is detailed in Chapter 4,
with the numerical properties of the method exposed hereafter.
3.1 Numerical schemes for the solution of the Navier-
Stokes equations
Before introducing the MISCOG method, it is useful to provide some information on the
numerical approach of the AVBP solver.
First, the filtered flow equations are rewritten in a compact conservative form:
@W
@t
+r · F = 0, (3.1)
where W is the vector containing the conservative variables (⇢, ⇢U, ⇢E)T and F =
(F,G,H)T is the flux tensor. For convenience, this flux is usually divided into two
components, the convective flux (FC) and the viscous flux FV :
F = FC(W) + FV (W,rW), (3.2)
In AVBP, all numerical schemes implemented are expressed in the cell-vertex nu-
merical discretization approach, for its compactness and e↵ectiveness on parallel HPC
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machines [76]. The cell-based residuals, i.e. the spatially dependent terms of the equa-
tions on each control volume ⌦j, are then calculated by integrating the fluxes over the
cell as:
R⌦j =
1
V⌦j
Z
@⌦j
F · n dS, (3.3)
where V⌦j is the cell volume and @⌦j its boundary with normal vector n. Since the
integration is obtained around a vertex, a distributed version of these cell-based residuals
Rk is constructed via distribution matrices. One can hence express Eq. (3.1) into the
semi-discrete scheme
dWk
dt
= Rk =   1
Vk
X
j|k2⌦j
Dk⌦jV⌦jR⌦j , (3.4)
where Vk is a control volume associated with a node k and Dk⌦j is the distribution matrix
that weights the cell residual from the cell center ⌦j to node k [109, 110].
Several numerical schemes are available. Only two of those are presently considered.
First, the Lax-Wendro↵ scheme (LW) is a 2nd-order finite volume scheme in time and
space, which corresponds to the accuracy of most commercial codes as well as most
of the turbomachinery CFD tools available today [111]. Secondly, the Two-step Taylor-
Galerkin finite element scheme TTG4A (4th-order in time and 3rd-order in space) provides
improved LES quality on unstructured grids [112].
3.1.1 Domain Decomposition for standard simulations
In static (with stationary mesh elements) parallel computations, the computational do-
main is divided into several individual vertices-shared partitioned domains each of which
is attributed to one processor using Domain Decomposition Methods (DDM) [108]. Fig-
ure 3.1(a) illustrates the conventional DDM static coupling process for a cell-vertex
scheme. The cells (L1,2,R1,2) are grouped into two domains respectively denoted by L
and R and contribute to the common node a cell residual. Indeed in cell-vertex schemes,
the cell-based residuals are computed locally (i.e. for all individual cells, L1,2,R1,2)
and scattered to the belonging vertices. Vertex a that is located at the interface there-
fore needs all the contributions from the neighboring partitions for the nodal residual
to be evaluated following Eq. (3.4). In conventional approaches of static massively par-
allel codes, this is simply done through MPI network communications. However, in
rotor/stator simulations computing the flow variables at the interface is more complex.
3.2 Principle of the overset method for rotor/stator
interactions
The problem for the rotor/stator coupling is similar to the DDM problem described above
except that the two domains L and R are moving (translating or rotating) relatively to
27
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Figure 3.1: (a) DDM for cell-vertex schemes used in parallel computations and (b) the pro-
posed method for rotor/stator interface. L1,2,3,4 (composed of: solid lines - edges and filled
symbols for the vertices) and R1,2,3 (composed of: dashed lines - edges and open symbols for
vertices) denote the cells on the left and right sides of a partitioned domain, respectively. In
the case of a moving fluid boundary, points a of domain L and points b, c of domain R are the
vertices to be coupled at the interface. Points p1,2,3 and L3,4 are additional vertices involved
in the coupling when the overlapping method is introduced.
each other. Non-conformal vertices (shown in Fig. 3.1b) are hence present at a given
instant and along the interface. Additional evaluations at every iteration are therefore
needed if compared with static DDM. Numerically, several coupling methods are possible
for such problems, all of which introduce the notion of interpolation for information
reconstruction around or on the interface. In the implementation, Lagrange interpolators
can be used for exchanging variables following:
Lf =
nshX
i=1
f(qi) i, (3.5)
where f is a function approximated by Lagrange polynomial elements and f(qi) are the
function values at the vertices qi; nsh is the number of degrees of freedom of the element
and  i are its shape functions. For nodes in an element, the interpolation coe cients are
calculated based on the shape functions using the local coordinates of the elements. In
the implementation two kinds of interpolation are available:
a) Interpolation using simple linear shape functions, i.e. barycentric interpolation or
bilinear interpolations using P1 (triangular in 2D and tetrahedral in 3D) and Q1
(quad in 2D and hexahedral in 3D respectively) elements, implying an order 2 for
these operations and
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Figure 3.2: Linear (a) and quadratic (b) triangular elements.
b) 3rd order quadratic interpolation for use with the Taylor-Galerkin schemes. For such
quadratic interpolation, the classic P1 elements (Fig. 3.2(a) shows a triangular P1 ele-
ment), with the flow variables available only at the element corners, are not su cient.
Instead, P2 elements, with vertices present at the middle of the element edges are
necessary, Fig. 3.2(b). Since most CFD solvers do not support such elements, the
flow variables at the extra vertices need to be approximated without deteriorating the
order of the interpolation. To ensure a 3rd order approximation in agreement with
the high order schemes available in AVBP, Hermite interpolation is employed. For
example, the flow variables will be approximated at node 3 in Fig. 3.2(b) using the
flow variables from nodes 1 and 2, as well as the gradients of the variables readily
available from the CFD solver. In this way a 3rd order interpolation is achieved by
use of the corresponding Lagrangian interpolation.
The rotor/stator interface treatment may be introduced at various steps of the nu-
merical scheme. 1) Coupling fluxes before computing the cell-based residuals of Eq. (3.3)
has the benefit of involving only the interface nodes limiting the number of unknowns and
potential manipulations. Within such a context, the computed fluxes should be interpo-
lated on the 2D coupled interface for a 3D computation as performed in the traditional
sliding mesh approach for example [102]. 2) An alternative is to couple nodal residuals.
In this approach, each nodal residual RLa , RRb and RRc are calculated by counting the
contributions of all sub-domain local cells using Eq. (3.4) first. The contributions of each
missing domain (i.e.: R2 residual contribution to node a for example) are then estimated
by introducing an additive interpolation L to obtain the vertex a residual at the interface
for example,
Ra = RLa + L(RRb ,RRc ). (3.6)
Such a scheme was however found to be unstable in the case of a rotating domain coupled
to a static domain if using simple linear interpolation schemes. 3) The last solution,
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Figure 3.3: Communication framework of coupling rotor/stator interface.
retained in the following, consists in reconstructing the residuals using an overset grid
method that directly exchanges the multi-domain conservative variables by interpolation.
To do so, as shown in Fig. 3.1(b), the overset grid approach is introduced by use
of an extended domains L, by two L3,4 or more ghost cells in the normal direction of
the interface, so that the nodal residual of vertex a can be computed from available
sub-domain cell-based residuals of L1,2,3,4. Note that L1,2,3,4 is obtained using the inter-
polated conservative variables within the overlap region to evaluate the right-hand side
of Eq. (3.3). Note finally that cells L3,4 are geometrically overlapped with the domain R
with points located in cells R1,2,3. In the more generic cases, the extent and topology of
the duplicated cells will not coincide. The unknown conservative variables of the overset
vertices p1,2,3 are hence approximated through an interpolation from the information of
cells R1,2,3. The same procedure is used to compute the nodal residuals of b, c in domain
R that is also extended onto mesh L by two or more cells, since it is a two-way coupling.
This third approach is selected here as it is easily implemented externally from any
base CFD code and yields high-order accuracy if used in conjunction with high order
interpolation [90, 97, 98, 113, 88, 106]. In terms of methodology and overall strategy,
the external code coupling is preferred over an internal implementation to extend the
available LES solver so that it can deal with rotor/stator simulations. Hence two or more
copies of the same LES solver (namely AVBP) each with its own computational domain
and static DDM algorithm executing a given partitioning with a given target number
of processes, are coupled through the parallel coupler OpenPALM [114]. The detailed
implementation of such coupling includes: (1) find the enclosed cell; (2) calculate the local
coordinates in the cell; (3) calculate the interpolation coe cients using a shape function;
(4) calculate the interpolated value using Eq. (3.5). The current implementation [114] is
compatible with the CGNS interpolation tool [115] and is external to the CFD code.
Figure 3.3 shows a typical communication framework for a rotor/stator coupling ap-
proach using the MISCOG method described above. For this case, the whole flow domain
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Figure 3.4: 1D acoustic wave propagation simulated by two approaches: (a) the stand-alone
solver and (b) the equivalent coupled approach. The total length of the computational domain
is L and the cell size is  x.
should initially be divided into static (AVBP01) and rotating parts (AVBP02). For ro-
tating parts, the code uses the moving-mesh ALE approach in the absolute frame of
reference while the remaining unit simulates the flow in the stationary part in the same
coordinate system [116]. The interfaces between the two units involving rotating and
non-rotating parts are coupled with the overset grids by interpolating and then exchang-
ing the conservative variables wherever needed and as described above. To do so, an
e cient distributed search algorithm is implemented in the coupler OpenPALM to locate
the points in parallel partitioned mesh blocks. This coupling algorithm will then update
at each time step the information and carry the interpolation from one sub-MPI world to
the next and vice-versa. Issues of numerical stability of the coupled solution and the con-
vergence of this coupled problem are directly linked to the size of the overlapped region
and the stencil of the numerical schemes selected [23].
3.3 Validation test cases
Before applying the described methodology in a realistic turbine stage, it is validated on
a series of canonical cases. These cases are characterized by di↵erent levels of complexity
and include both static and moving coupling interfaces for a comprehensive validation.
Convergence and numerical errors of the proposed method are evaluated, as well as the
dispersion and dissipation introduced by the interface treatment. Propagation of acoustic
and vortical waves (an isentropic vortex) is first considered before introducing the trans-
lating interface. The rotating interface is then tested on a three-dimensional turbulent
pipe flow. It is worth noting that other test cases have been performed but are not pre-
sented in this section. They can be found in the corresponding journal publication [77],
included in this dissertation in Appendix D.
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Figure 3.5: Inlet wave signal (P0) and signals at the downstream probe for the standard
simulation (P1) and the coupled simulation (P2) as a function of time t normalized by the
period T (mesh resolution of  x/  = 0.125 and LW scheme). Definitions of the gain factor F
and phase-shift ⌧ .
3.3.1 Acoustic waves traveling in a static coupled simulation
An accurate compressible LES should first transport acoustic waves properly. The first
validation case is therefore the simple problem of a 1D propagating acoustic wave (Euler
equation) in a domain whose boundary conditions are non-reflective, the acoustic signal
covering the entire computational domain. Figure 3.4 illustrates the configuration for
the reference and coupled simulations. In the latter, two overlapping 1D meshes are
computationally communicating using MISCOG with the 2nd order linear interpolation.
In the overlapped region, the meshes are non-coincident and the vertices from one mesh
are located at the center of the corresponding cell in the other mesh so that interpolation
errors are maximized. The conservative variables over several layers of nodes (1 to 5) on
each side are coupled and will be updated based on the interpolated values of the other
mesh at each time step.
The incoming acoustic wave is imposed at the left side boundary of the domain,
Fig. 3.4, using the Inlet Wave Modulation (IWM) approach [117], which is equivalent to
modulating the target velocity at the inlet as:
uinlet = U0 +
PA
⇢0c0
sin(2⇡ft). (3.7)
The amplitude of the pressure perturbation is PA = 100 Pa. The temporal frequency is
f = 1000Hz. A zero mean flow velocity is set (U0 = 0), and the density ⇢0 = 1.172 kg/m3
and sound speed c0 = 347.469 m/s of the mean flow correspond to atmospheric condi-
tions. Navier-Stokes Characteristic Boundary Conditions (NSCBC) are used at both
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Figure 3.6: The gain factor F (a) and phase-shift ⌧ (b) errors for both standard and coupled
simulations. 1P indicates one overlapping cell, 4P four and 5P five overlapping cells each side
of the interface.
inlet and outlet boundaries to prevent wave reflections [118]. The total length L of the
computational domain is chosen to be 10 times the selected wave length,   = c0/f , which
is then discretized by di↵erent mesh resolutions,  x 2 [ /40, /4]. To focus on the spa-
tial discretization error, the time steps of all cases are set to a very small physical value
 t = 6 ms, which corresponds to a Courant-Friedrichs-Lewy (CFL) number of 0.2 for the
finest mesh ( x =  /40) and 0.02 for the coarsest mesh ( x =  /4). The two numerical
schemes (LW and TTG4A) presented above are tested here.
Figure 3.5 shows the temporal evolution of this flow solution obtained with LW. The
inlet wave signal (P0) is compared with the outlet probed signal for the two di↵erent
approaches (P1 for the standalone computation and P2 for the coupled one). Only two
wave periods of the input signals are taken for a mesh resolution  x =  /8. In the exact
solution to such a problem the sine wave should be preserved and only a delay of ⌧ex = L/c
should be present at all frequencies. A gain factor F and a phase-di↵erence ⌧ between
inlet and outlet signals are introduced for all simulations to assess the di↵erences with
this exact solution. The results of the standalone simulations then provide the dissipative
and dispersive properties of the selected scheme. When comparing with the results of the
coupled simulations, the additional contribution of the coupling scheme and particularly
the e↵ect of the interpolation can be assessed. Figure 3.6 quantifies both errors illustrated
in Fig. 3.5. In Fig. 3.6(a), for large numbers of points per wave-length, all schemes show a
small level of dissipation: the gain factor approaches unity in all cases as  x/  decreases
confirming the convergence of the discretized system (with or without interpolation). It
also shows that dissipation increases as the number of points per wave-length decreases;
F is almost vanishing when the mesh resolution is poor:  x/  = 0.16 for LW and
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 x/  = 0.25 for TTG4A stressing the superiority of the Taylor-Galerkin schemes for
compressible LES [119, 109]. Several coupled computations with varying numbers of
overlapping points No are also shown in Fig. 3.6(a) (No = 1, 4, 5), to find its optimal
value for both numerical schemes. Only one overlapped cell on each side is required for
LW as confirmed by theoretical and numerical analyses [23]. Using one or four overlapped
cells also yields very similar results. For TTG4A, four overlapping nodes are needed to
cover the full stencil at the interface. As shown in Fig. 3.6(a) adding a fifth point on
either side of the overlapped interface does not improve the gain factor curve, since it does
not appear in the stencil. Figure 3.6(b) shows the phase errors for standard and coupled
simulations. The curves indicate that interpolation does impact the results mainly at
very poorly resolved scales.
All these results are consistent with conventional analysis of numerical schemes de-
signed for LES and confirm that the proposed rotor/stator interface treatment meets
LES requirements provided that the uncoupled discretization scheme is of high order to
minimize numerical dispersion and dissipation. This desired result is however obtained
only if used with a su cient number of overlapping points. Results also confirm that
the interface treatment comes with an increased dissipation at all resolutions. Increased
dispersion appears mainly for poorly resolved wave lengths.
3.3.2 Convection of a 2D isentropic vortex
Accurate compressible LES also relies on the model and solver ability to resolve and
transport vortices within a complex geometry. The second validation case is specifically
chosen to address the ability of the proposed solution to resolve a 2D vortex traveling
through the overlapped interface using Euler equations. The numerical setups are given
in Fig. 3.7. The standard reference case, Fig. 3.7(a), has a single mesh composed of
2Nx⇥Nx quad cells of size  x = 20Rc/Nx, where Rc is the radius of the vortex, covering
a rectangular (x,y) domain of dimensions [ 20Rc,+20Rc] ⇥ [ 10Rc,+10Rc]. For the
coupled cases, two computational domains are provided in Figs. 3.7(b) and (c), and consist
of two rectangular boxes with an overlapped region for whichNo points are present on each
side of the interface. The first box covers a domain of [ 20Rc, No x]⇥[ 10Rc,+10Rc] and
is meshed with (Nx+No)⇥Nx quad cells (indicated asMesh A in Fig. 3.7). The second
box covers [ No x+ x/2,+20Rc]⇥ [ 10Rc,+10Rc] and has (Nx+No)⇥ (Nx+1) quad
cells (indicated as Mesh B in Fig. 3.7). Similarly to the first test case, the overlapped
vertices are located at the center of the quad cells of the other mesh. Two types of coupled
simulations are conducted: (1) a static coupling; (2) a coupling with a translating interface
in which the second coupled mesh is periodically translating in the vertical direction in
Fig. 3.7, at a constant speed of 100, 200 and 300 m/s (typical rotating speeds of relevant
turbomachinery applications). NSCBC are used again at both inlet at outlet boundaries
to avoid wave reflections. To prevent any problems from the domain boundaries, all lateral
surfaces are set to be periodic. The simpler second order interpolation is employed for
the data exchange between the domains.
An initial isotropic vortex [118, 120, 119] is imposed on a uniform mean flow going
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Figure 3.7: Schematic of standard and coupled simulations of vortex traveling: (a) Standard
case; (b) Static coupled case (c) Moving coupled case: similar mesh sizes as the previous coupled
case, except that mesh B is translating at speed of utrans=100, 200 or 300 m/s. The mesh size
is  x = Rc/4 with Nx = 80 and No = 4 (only one-fourth of grid points are shown). The inviscid
vortex (with radius Rc), shown by isolines of lateral velocity, is initialized at time t = 0 and is
traveling from left to right and passing through the interface (t = 0.5). Time t is normalized
by the vortex convection time over travel distance, 20Rc/U0.
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from left to right. It is based on the stream function
 (x, y) =  e r
2/2R2c , (3.8)
where   is the vortex strength and r =
p
(x  xc)2 + (y   yc)2 the geometric distance to
the vortex center (xc, yc), initially located at xc =  10 Rc and yc = 0. Rc controls the
size of the vortex. The resulting velocity and pressure fields simply read
u = U0 +
@ 
@y
= U0    
R2c
(y   yc)e r2/2R2c (3.9a)
v =  @ 
@x
=
 
R2c
(x  xc)e r2/2R2c (3.9b)
P = P0   ⇢ 
2
2R2c
e r
2/R2c . (3.9c)
where P0 and U0 stand for the reference background pressure field and flow velocity re-
spectively. For the present simulations the di↵erent parameters are Rc = 0.01556 m,
P0 = 101, 300 Pa, ⇢ = 1.172 kg/m3 and a constant uniform flow U0 = 100 m/s. Three
levels of vortex strength   = 0.036, 0.1 and 0.5 m2/s are chosen leading to velocity fluctu-
ations u0max = v0max = 1.4, 3.9 and 19.4 m/s and pressure fluctuations P 0max = 3.1, 24.1
and 601.8 Pa respectively. The time steps are chosen to yield CFL= 0.07 to minimize
temporal e↵ects. Additional simulations are obtained for CFL= 0.7 as recommended for
TTG4A [110].
Predictions for CFL= 0.07 are shown in Fig. 3.7 for the three simulation setups. In
Fig. 3.7(a), the initial vortex evidenced by isolines of the transverse velocity component
is convected with time by the main flow from left to right in the standalone setup. In
Fig. 3.7(b) & (c) for the static and moving mesh respectively, the vortex has reached the
center of the coupling interface. As evidenced by the isolines, the vortex is well preserved
in the coupled cases even when it crosses the coupling interfaces.
Numerical convergence of the proposed coupled strategy is then addressed based on
di↵erent mesh resolutions (Nx from 20 to 200), using both the LW and TTG4A schemes,
with the quadratic mean errors of the instantaneous pressure field P (most sensitive
variable)
L2(P ) = k✏Pk2 =
hX
Vi(✏P,i)
2
i1/2
(3.10)
and the maximum error
L1(P ) = k✏Pk1 = max [|✏P,i|] , (3.11)
where ✏P,i is the di↵erence between the nodal value of the analytical pressure field
and the scheme value, and Vi is the area of the cell. The analytical fields are given
by Eq.(3.9c) with the vortex center advected to the anticipated positions. Figures 3.8
and 3.9 show L2(P ) and L1(P ) curves as a function of the grid resolution at three
dimensionless instants t = 0.25, 0.5 and 1, when the vortex is convected from the initial
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Figure 3.8: The quadratic mean errors of instantaneous pressure fields L2(P ) versus mesh
resolution Nx for di↵erent cases using the LW or TTG4A schemes. The pressure profiles are
compared with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25),
the interface (t = 0.5) and the downstream of the interface (t = 1). The computations are using
two sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom). The translation speeds
for the translating coupled cases is Utrans = 200 m/s.
position x =  10Rc at t = 0, to the positions x =  5Rc (upstream of the interface) at
t = 0.25, x = 0 (crossing the interface) at t = 0.5, and x = 10Rc (downstream of the
interface) at t = 1.
In Fig. 3.8(a), convergence at t = 0.25 is first checked for the small CFL number of
0.07. There are two sets of convergence plots with two di↵erent slopes, only depending
on the numerical schemes. The coupled cases have the same errors as the standard one.
As expected, simulations using LW recover the scheme 2nd-order spatial accuracy, while
simulations using TTG4A reaches a 3rd-order accuracy or slightly above. In Fig. 3.8(b),
convergence results are given at t = 0.5, when the vortex has reached the interface. In
the coupled cases, all static and translating (Utrans = 200 m/s) have similar error levels
and slopes for the LW, while the TTG4A cases demonstrate an increase of the error.
Only a 2nd-order spatial accuracy is ensured for both the LW and TTG4A simulations
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Figure 3.9: The maximum errors of instantaneous pressure fields L1(P ) versus mesh resolu-
tion Nx for di↵erent cases using the LW or TTG4A schemes. The pressure profiles are compared
with the analytic profiles when the vortex reaches upstream of the interface (t = 0.25), the in-
terface (t = 0.5) and the downstream of the interface (t = 1). The computations are using two
sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom). The translation speeds for
the translating coupled cases is Utrans = 200 m/s.
respectively. This discrepancy, as will be shown in the next section, is due to the linear
interpolation employed here. However, coupled simulations with TTG4A are almost an
order of magnitude more precise than the coupled LW for any given grid resolution, as
already evidenced in the above 1D test case. In Fig. 3.8(c), at t = 1, as before the 2nd-
order spatial accuracy for the two schemes are still recovered, even though the vortex has
traveled 10Rc downstream the interface. Again, the mesh-translating coupled cases have
similar error levels as the static ones. Figures 3.8(d)-(f) show the same converged results
for CFL=0.7. The error levels have slightly increased due to what is perceived to come
from the additional temporal error. All coupled cases again exhibit 2nd-order accuracy
for both LW and TTG4A (Figs. 3.8(e) and (f)). The translating coupled cases also have
similar convergence rates as the static ones. The convergence of the maximum error
(L1), presented in Fig. 3.9, is following the same trends as the quadratic mean errors.
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Figure 3.10: Temporal evolutions of pressure signals at the central position (0,0) of interface
for di↵erent vortex intensities (top:   = 0.5 m2/s; bottom:   = 0.036 m2/s) in standard, static
coupled and translating (Utrans = 200 m/s) coupled cases. Time traces (a) and spectra (b)-(c)
for CFL=0.07. (d) Spectra for CFL=0.7.
Only the level of the error has changed, reflecting the di↵erence on the computation of
the norm.
Temporal evolution of the above simulations is now considered to assess the spurious
errors introduced at every time step by the moving coupled domains. The following mesh
resolution is chosen: Nx = 80 ( x = Rc/4 = 3.89 mm). Figures 3.10 show the time
traces of the pressure signals monitored at the middle point of the overall computational
domain for di↵erent vortex strengths. Figure 3.10(a) stresses that all temporal signals
agree well with the standard simulation for a CFL of 0.07. Only high-frequency pressure
fluctuations are introduced by the translating interface as evidenced in the zoom of the
plot. When a standard FFT of the signal is performed in Figs. 3.10(b) and (c), these
spurious oscillations are identified by a tone around 51.9 kHz independent of the vortex
strengths and the coupling only introduces this additional high-frequency noise. When
the CFL is increased to 0.7 in Fig. 3.10(d), the same conclusions can be drawn for all
vortex strengths, except that additional humps appear around the tone.
The vortex strength is then set to   = 0.5 m2/s. The pressure spectra are presented
for di↵erent translating speeds Utrans = 100, 200 and 300 m/s in Fig. 3.11(a) and for
di↵erent mesh sizes  x in Fig. 3.11(b), all cases being summarized in Table 3.1. The
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Table 3.1: Frequency ftrans of pressure signal spectra in translating coupled cases with di↵erent
mesh sizes  x and translating speeds Utrans.
 x [mm] Utrans [m/s] ftrans [kHz] Strans =
ftrans x
Utrans
3.8900 100 25.9 1.0075
3.8900 200 51.9 1.0095
3.8900 300 77.8 1.0088
2.5933 200 77.8 1.0088
1.9450 200 103.8 1.0094
frequencies of the spurious oscillations are clearly proportional to the translating speed
and inversely proportional to the mesh size, as confirmed by the non-dimensional ratio
or equivalent Strouhal number obtained as the ratio between these three parameters
Strans =
ftransUtrans
 x
= 1.0 . (3.12)
Interpolation error is indeed fluctuating in time as the position of donor cells evolves with
time. The level of this numerical noise is however two orders of magnitude smaller than
the main vortex signal and can be considered negligible as long as it does not interfere with
LES resolved large-scale motions. Moreover, this high frequency noise decreases rapidly
away from the middle point as shown in Fig. 3.11(c) and is higher than the typical
frequencies of combustion and turbomachinery noise of interest. Finally, Fig. 3.11(d)
clearly shows that the additional humps observed in Fig. 3.10(d) are related to the ratio
of the translation period Ttrans to the timestep  t
↵t =
Ttrans
 t
=
 x/Utrans
CFL · x/(U0 + c0) . (3.13)
First, large values of ↵t lead to less spurious frequency bands in the pressure spectra,
and when Ttrans is well resolved by the time step, only the peak translating frequency at
51.9 kHz can be seen. Secondly, poor sampling of Ttrans leads to aliasing frequencies [121,
23].
Impact of the interpolation scheme
To verify the impact of the interpolation scheme on the order of accuracy of the coupling
approach, the cases of Figs. 3.8 and 3.9 are recomputed with the 3rd-order interpolation
method. The quadratic mean and maximum error convergence plots are presented in
Figs. 3.12 and 3.13 respectively. At t = 0.25, with the vortex not having reached the
interface, results are similar as with the linear interpolation. Two sets of convergence
plots with two di↵erent slopes are recovered, corresponding to the 2nd and 3rd-order of
accuracy of the two numerical schemes. However and in contrast to the simulations with
linear interpolation, these di↵erent slopes are recovered at times t = 0.5 and t = 1 as
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Figure 3.11: Spectra of pressure signals at the central position (0,0) of interface in translating
coupled cases (CFL= 0.07; vortex intensity   = 0.5): (a) with di↵erent translating speeds,
Utrans = 100, 200 and 300 m/s and mesh size  x = Rc/4; (b) with di↵erent mesh sizes,
 x = Rc/4, Rc/6 and Rc/8 for a translating speed Utrans = 200 m/s; (c) at di↵erent monitoring
positions for a translating speed Utrans = 200 m/s; (d) using di↵erent time ratios ↵t = 38.9,
19.45, 7.78 and 3.89.
well. While the LW simulations are not impacted, the 3rd-order interpolation is indeed
shown to be capable of preserving the order of the TTG4A scheme and a similar spatial
accuracy is recovered between the standalone and coupled simulations.
These results naturally highlight that high-order schemes require high-order inter-
polation methods. Otherwise the rotor/stator interface can locally impact the crossing
structures and reduce the order of the scheme. It is therefore clear that the interpolation
should be at least of similar order as the numerical scheme to ensure minimum impact
on the rotor/stator interactions, as anticipated.
3.3.3 Turbulent pipe flow
The third validation case is a three-dimensional cylindrical fully turbulent pipe flow. The
set-up of the case is depicted in Fig. 3.14. The reference AVBP case consists of a single
cylindrical pipe of length L = 0.015 m and radius r0 = 0.1 L. The coupled case consists
of two pipes of equal length L1 = 0.00771 m coupled using the MISCOG method. They
are placed in such a way to keep the overall length of the case equal to L, thus forming
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Figure 3.12: The quadratic mean errors of instantaneous pressure fields L2(P ) versus mesh
resolution Nx for di↵erent cases using the LW or TTG4A schemes using 3rd-order interpolation.
The pressure profiles are compared with the analytic profiles when the vortex reaches upstream
of the interface (t = 0.25), the interface (t = 0.5) and the downstream of the interface (t =
1). The computations are using two sets of time steps with CFL= 0.07 (top) and CFL= 0.7
(bottom). The translation speeds for the translating coupled cases is Utrans = 200 m/s.
an overlap zone of 0.42 mm. The flow is coming from the left of AVBP01 and exiting
from the right of AVBP02. Mesh rotation (at a constant speed of 9500 rpm), as used in
typical turbomachinery simulations, is introduced in the second domain of the coupled
case to evaluate any potential impact on the information crossing the interface. The wall
boundary condition is not rotating so no impact from the mesh rotation should be visible
in the flow.
The mesh employed is homogeneous, composed of tetrahedral cells of characteristic
size   = 0.1 mm. The total mesh size is approximately 600k cells for the standard AVBP
case and 310k cells per domain for the coupled case, with the extra cells accounting for
the overlap zone. No mesh refinement is imposed near the walls as accurately resolving
the boundary layer is beyond the scope of this test case. The bulk velocity targeted is
Ubulk = 100m/s, resulting in a Reynolds number at 300 K equal to Re = 20, 000. To
achieve the desired bulk velocity and to approximate a realistic turbulent velocity inflow
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Figure 3.13: The maximum errors of instantaneous pressure fields L1(P ) versus mesh resolu-
tion Nx for di↵erent cases using the LW or TTG4A schemes using 3rd-order interpolation. The
pressure profiles are compared with the analytic profiles when the vortex reaches upstream of
the interface (t = 0.25), the interface (t = 0.5) and the downstream of the interface (t = 1). The
computations are using two sets of time steps with CFL= 0.07 (top) and CFL= 0.7 (bottom).
The translation speeds for the translating coupled cases is Utrans = 200 m/s.
profile, a mean velocity profile is imposed and follows an empirical power law of the form:
U(r) = Ubulk
n2
2
⇤ ( 2
n
+ 1) ⇤ ( 1
n
+ 1) ⇤ (1  r
r0
)n, (3.14)
where n is a profile factor that alters the slope of the radial profile (here it is n = 1.7).
Homogeneous and isotropic turbulent fluctuations are also added on the velocity signal.
They are formed using the Kraichnan/Celik method [122] and the Passot-Pouquet spec-
trum [123] and are introduced through the inlet using the NSCBC formulation [118] with
the modification introduced by Guezennec et al. [124] for vorticity injection. The velocity
fluctuations, like the mean velocity profile, are a function of the radius, to simulate the
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Figure 3.14: Numerical set-up of the pipe test case.
turbulent kinetic energy production occurring in turbulent boundary layers. The max-
imum value of the turbulent kinetic energy in the boundary layer K can be evaluated
using:
Kmax =
U⇤2p
Cµ
(3.15)
where U⇤2 is the wall friction velocity and Cµ ⇡ 0.09.
For Re between 2000 and 105, Tournier [125] proposes an evaluation of U⇤ using:
U⇤ = 0.03955U(
7
4)
bulk
⇣ ⌫
2R
⌘ 1
4
= 0.03955
U2b
Re
1
4
(3.16)
The maximum value of K is typically reached at a non-dimensional distance to the
wall y+ ⇡ 10, where y+ = (R r)U⇤⌫ .
The maximum value of the imposed fluctuations Upmax is given by:
Upmax =
r
2Kmax
3
=
s
2
3
p
Cµ
U⇤ (3.17)
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For this study the value of Upmax is 8.6 m/s.
Then velocity fluctuations decrease to reach a minimum value of Upmin at r = 0:
Upmin = 0.5Upmax (3.18)
The profile of the root-mean-square velocity imposed at the inlet is finally modeled
using:
q
u
02
i (r) = urms(r) =
(
Upmin + (Upmax   Upmin)
⇣
r
(1  )R
⌘2
if r  (1   )R
0 if r > (1   )R
(3.19)
The mean urms imposed at the inlet is approximately 6 m/s. The integral length
scales of the injected fluctuations is Li = 0.2 mm that corresponds to approximately
8 integral length scales along the diameter of the pipe which should ensure relatively
adequate statistical representation of the injected turbulence [126]. For all discussed
results, the governing equations are resolved using the 2nd order LW numerical scheme
along with linear interpolation for the data exchange in the overlap region.
Figure 3.15 shows the velocity magnitude of an instantaneous solution across the
cylinder mid-plane for the standalone and coupled cases (at di↵erent instants). Both
cases depict a similar flow field, with relatively small turbulent structures injected at the
inlet evolving into more realistic and larger structures as they propagate through the pipe.
Visually, the interface for the coupled case appears not to interfere with the turbulent
structures crossing it. This can be further confirmed by a view of the interface (x-normal
plane at x = 0.0075m) from the two di↵erent sides of the coupled simulation and shown
in Fig. 3.16. It is evident that the di↵erences in velocity, even with this very coarse
mesh, are minimal, despite the interface and the rotation of the second domain. The
mass flow di↵erence between the two domains is 0.1%, highlighting minimal conservation
issues despite the large cell size.
Comparisons between the coupled and standalone cases are performed on an averaged
solution. The duration of the averaging is 12ms, which corresponds to 80 flow-through
times (computed using the pipe’s bulk velocity). Figure 3.17 depicts the mean profiles
(both time and azimuthally averaged) of the axial velocity and the turbulent kinetic
energy as a function of the radius for the standard and coupled cases at the location of
the interface of the coupled simulation (x = 0.0075 m). For the coupled case, the profiles
are plotted for both domains to highlight any potential impact issued by the interface.
Very good agreement is found between the two cases for both quantities, the biggest
di↵erence being observed for the peak of the kinetic energy.
3.4 Conclusions
LES recommendations point to the need for numerical schemes that are high order and
centered to minimize numerical dissipation as well as dispersion of turbulent structures, a
fundamental property for proper LES predictions. Yet, they are hard to apply for complex
45
46 Chapter 3 : An overset-grid method for the treatment of rotor/stator interactions
Standard AVBP 
Coupled (MISCOG) 
Interface: x = 0.0075m 
Figure 3.15: Velocity magnitude across the pipe of an instantaneous solution - Standalone
AVBP (top), coupled simulation with MISCOG (bottom).
industrial, confined and rotating internal flows. To address this specific di culty, coupling
multi-copies of a massively parallel unstructured compressible LES solver AVBP with the
parallel coupler OpenPALM is employed, the rotor/stator interface being treated with
an overset grid approach, termed MISCOG.
Several numerical test cases with increasing degrees of complexity have been pro-
posed to evaluate this solution for both translating and rotating interfaces. The coupling
method is proven to handle acoustic and vortical wave propagation for both interfaces
with an acceptable degree of accuracy for LES, provided that the overlapping region con-
tains a su ciently large number of points dependent on the selected numerical scheme.
The proposed treatment almost recovers the dispersive and dissipative properties of the
schemes of the stand-alone LES code. It also shows similar properties as the static cases
with the exception of a high-frequency tone appearing as long as a proper sampling of
the translation period is used. This tone is however weak (low level) and spatially local-
ized close to the interface. For a fully turbulent problem, the turbulent fluctuations are
found to be properly convected through the interface without significant dissipation and
distortion even with an overlapping rotating interface.
With the numerical properties of the proposed coupling approach investigated, valida-
tion on a realistic rotor/stator configuration is still necessary before proceeding with real
applications like combustor/turbine simulations. To this end, the next chapter details
the numerical simulations of an experimental turbine stage using the MISCOG method.
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Figure 3.16: X-normal plane of the velocity magnitude at the interface for the coupled case
- AVBP01 (left) and AVBP02 (right).
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Figure 3.17: Mean axial velocity (left) and turbulent kinetic energy k (right) profiles as a
function of the radius for the standard and coupled simulations at the interface.
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In this chapter, the MISCOG method is applied to a real rotor/stator configuration,
the experimental high-pressure turbine MT1, installed in the Oxford Research Turbine
Facility, Fig. 4.1. The available measurements [2] provide a good platform to validate the
method in realistic turbine configurations. The study is parametric, with di↵erent SGS
models and mesh resolutions investigated in an e↵ort to explore as widely as possible
the advantages and limitations of the method as well as establishing some guidelines on
LES of such configurations. Note that a wall-modeled approach is followed throughout to
reduce the computational cost and make the execution of this parametric study possible.
A large part of the results detailed in this chapter have been presented in the ASME Turbo
Expo conference [127] and submitted for publication in the Journal of Turbomachinery.
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Rotors 
Figure 4.1: View of the experimental high-pressure turbine MT1 [2].
4.1 Applications of LES in turbomachines
Current industrial state-of-the-art in turbomachinery simulations usually relies on solving
the RANS equations with a turbulence model to obtain the mean variables of the station-
ary flow field. In some cases where unsteady flow features at established frequencies are to
be captured, the prevalent method is performing Unsteady RANS (URANS) simulations
[14]. While both these methods are mature and come with an a↵ordable computational
cost, they are subject to several limitations. As mentioned in Chapter 2, they do not ex-
plicitly resolve any turbulent length scales and show deficiencies in predicting transition
and flow separation [128]. This is very restrictive for turbomachinery flows, where there
are complex flow phenomena, including boundary layer transition [9], flow separation and
reattachment [14], vortex shedding and high levels of free-stream turbulence [32, 23].
Large Eddy Simulations (LES), designed to resolve a large range of the turbulent
spectrum with an unsteady formulation [47], have long been considered promising for
turbomachinery applications. However, due to the high computational cost associated
with wall resolved LES and the limitations of classic wall models, only few studies have
been performed so far in this field. Most of the investigated configurations are simple
cascades or slices of the full 3D blades at both low and high Reynolds numbers. The
first studies focused on LES of the low-pressure, low-Reynolds turbine blade T106 with
impinging wakes [129, 130] or homogeneous inflow [131], a challenging case where a lam-
inar separation bubble, Kelvin-Helmholtz instabilities and wake-induced transition can
coexist. The success of these simulations in capturing all these phenomena, accompanied
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Figure 4.2: Number of published ASME papers on LES of turbomachinery and power of the
Top 500 supercomputers for the last 20 years [8].
by the incompressible DNS of Wu and Durbin [50] for further validation of the results,
showcased the potential of high-fidelity LES in turbine blades. These investigations, in
conjunction with the increasing computational power, sparked an ever-increasing interest
in the approach. Figure 4.2 presents in the same graph the number of papers on LES of
turbomachinery blades in ASME journals/conferences and the increase in power of the
top 500 supercomputers [43] for the last 20 years, as well as projections for the future
through linear fits of the data [8]. It highlights the attention the field has received the last
15 years, as well as the correlation with the available computing power. It also shows that
in the future such simulations will become more commonplace, following almost perfectly
the predicted increase in available computational power.
Besides low-pressure turbine cascades, more recent studies focused on compressor
blades with several authors performing LES of the NASA Rotor 37, a high-Reynolds
number compressor rotor blade with shock/boundary layer interactions at the tip [132,
133, 134] and the V103 blade [135, 136], where the impact of incoming wakes on the
transition mechanisms was analyzed. LES and hybrid LES of the aerothermal flow field
around high-pressure turbine cascades are also available in the literature [14, 137, 44],
with Collado et al. [23] and Bhaskaran and Lele [99] successfully capturing the impact of
free-stream turbulence and transition on the heat transfer at the blade walls, contrary to
RANS/URANS simulations. As heat transfer in turbine blades is crucial due to the high
operating temperatures, LES of high-pressure turbine blades with internal blade cooling
have also been coupled to heat transfer solvers to improve the thermal predictions [138,
139]. Finally, You et al. [140, 13] used LES to focus on a particularly challenging region
of moving blades, the tip clearance, which is responsible for the generation of secondary
flows and approximately a third of the total losses [141] of a stage. Apart from accurate
mean flow predictions, the LES formalism allowed to highlight the evolution of turbulent
stresses in that region and their influence on the viscous losses. More recently, Cahuzac
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et al. [142] investigated the rotor tip clearance flows using LES with an aeroacoustics
interest, reporting fair agreement on the measured profiles and spectra with experimental
data from DLR. This is not an exhaustive list of all the LES of blade flows. Tucker [14]
provides a thorough list of turbomachinery LES performed up to 2011 and Gourdain
et al. a more recent list of compressor LES and hybrid LES [143], with the number of
studies increasing considerably every year, as shown in Fig. 4.2.
LES studies of complete turbomachinery stages, including the critical part of ro-
tor/stator interaction, also emerged. Tyagi and Acharya [144] simulated the stator/rotor
interactions across a turbine stage using the immersed boundary method but only dis-
cussed shortly the flow topology. More recently, Rai [145, 146] evaluated in more detail
the rotor/stator interactions across a slice of a compressor and low-pressure turbine stages
respectively, while De Laborderie et al. [147] focused on the emitted noise from a slice of a
3D compressor stage. Gourdain [72, 148, 149] performed wall-resolved LES (up to almost
1 billion nodes) of the CME2 compressor stage, including the endwalls and tip clearance.
Besides accurately predicting the mean flow variables, LES also provided information on
turbulent structures and frequencies not present in URANS simulations and captured
the transition of the boundary layer. Finally, similar conclusions were drawn by McMul-
lan and Page [75], who performed LES on two di↵erent compressor stage configurations,
emphasizing also the impact of the inflow turbulence on the aerodynamic field, notably
the tip leakage flow. Regarding 3D turbine stages, to the author’s knowledge, before the
beginning of this PhD there was no LES of 3D turbine stages in the literature. This work
is the first of its kind and it is aiming at providing a stepping stone for future high-fidelity
LES of turbines by performing wall-modeled LES of a 3D HPT stage.
Before detailing the performed simulations and results, a short review of some turbine
aerodynamic characteristics and secondary flows, particularly important in turbines due
to the strong flow turning [150], is provided. The purpose is for this section to serve as
a reference for the subsequent analysis of LES results and to reveal the flow complexity
of such configurations.
4.2 High-pressure turbine flow characteristics
As mentioned in Chapter 1, the purpose of the HPT is to extract the necessary energy
from the hot and high-energy gases to drive the compressor. Analyzing the velocity
triangles in a 2D slice of a turbine stage is an intuitive and simple way to better illustrate
its function [151]. The triangles of a typical configuration are depicted in Fig. 4.3. With
such a model the velocities are analyzed at 3 stations: at the stator inlet (position 1),
at the stator/rotor interface (position 2) and at the rotor exit (position 3). In Fig. 4.3,
V corresponds to the absolute velocity vector, seen by the immobile stator blades, W
is the relative velocity seen by the moving rotors and U is the velocity of the blades
due to the angular velocity ! at a radius R. It can be seen that V = W +U. In this
example, the flow at the turbine inlet is axial (absolute velocity V1 with angle ↵1 = 0).
As it passes through the stator, the absolute velocity increases with a large azimuthal
component created by the flow turn, illustrated by the positive angle ↵2. In this simple
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Figure 4.3: Typical velocity triangles across a turbine stage. Absolute velocity is V , relative
velocity is W and U is the velocity due to the blade rotation.
approximation, the axial component of the velocity is equal at all 3 positions to ensure
equal mass flow. The rotor on the other hand is moving. As a result, an observer sitting
on the blade would encounter the relative velocity W2 = V2  U, coming at an angle
 2. As the flow goes through the blades it expands further and the previously large
azimuthal component of the absolute velocity is reduced (in this example the flow has
turned back to the axial direction, ↵3 = 0). The amount of work (or total enthalpy drop)
extracted from the flow through this process can be straightforwardly calculated using
Euler’s relation [152]. For a constant radius, it reads:
 Hi =  (UVazim) =  ! ⇤R ⇤ V2 ⇤ cos(↵2) (4.1)
where Vazim is the azimuthal component of the absolute velocity. It shows that for an
axial turbomachinery stage the changes in azimuthal velocity are responsible for the work
(the negative sign used here indicates work extraction). Equation (4.1) is valid also for
compressors, with the di↵erence that the enthalpy of the fluid is increased.
From a purely aerodynamic point of view, the designer of a turbine is interested in
achieving the necessary pressure drop with the maximum e ciency and the lowest possible
losses. The principal sources of aerodynamic losses come from the flow boundary layers,
the mixing of the wakes at the blade trailing edges, in the case of choked transonic
turbines from shock losses, and finally from the secondary flows. The first 3 types are
often grouped in the literature and called profile losses, while secondary flow losses are
often split into endwall (hub and casing) and tip leakage losses [10, 153]. Heat transfer is
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another source of entropy increase, hence contributing to the total losses in the turbine.
Proportions are approximately 60-70% for profile losses and 30-40% for both types of
secondary flow losses.
The generation of losses through viscous friction in boundary and shear layers is a
mechanism known for some time (Denton [153] provides a thorough review of the mech-
anisms and di↵erent correlations for both boundary layer and mixing losses). However,
the state of the boundary or shear layer is an important parameter to determine these
losses accurately. In a HPT, the near-wall flow Reynolds number is usually high enough
to trigger laminar-to-turbulent transition on the suction side of the blade. This transition
usually occurs after the mid-chord of the blade, where an adverse pressure gradient is
prevalent, and leads to higher skin friction and losses. While correlations for the transi-
tion region exist (e.g the correlation of Cebeci & Smith [154]), they are usually calibrated
on flat plates or airfoils for certain free-stream turbulence levels. In real turbines, a
large variety of transition scenarios of the boundary layer can be observed, such as by-
pass transition of attached boundary layers, transition due to laminar separation bubbles,
wake-induced transition from preceding blade rows and shock-induced transition [9]. The
sensitivity of the phenomenon to the free-stream turbulence levels is also an important
characteristic [99, 9]. Figure 4.4 depicts a map of di↵erent transition regimes as a function
of the acceleration parameter (positive for accelerating flow and negative for decelerating)
and the momentum Reynolds number [9]. It shows that, for high free-stream turbulence
levels, by-pass transition is possible even in accelerating regions.
Figure 4.4: Topology of the di↵erent transition regimes as a function of the flow acceleration
level and turbulence intensity [9].
Besides the boundary layer developing along the blades, boundary layers are also
developing at the endwalls, i.e the walls of the channel in which the turbine is placed
(casing on the top and hub at the foot of the blades). Endwall flow losses occur from
the interaction of these endwall boundary layers and the blade passage that gives rise
to secondary flows. They are considered to be the least understood sources of losses
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and a significant amount of research has been performed on cascades since the 70’s to
understand them with several experimental studies establishing a qualitative idea of their
form [155, 156]. Figure 4.5 (left) provides a visualization of the generation of secondary
flows and their interactions in a cascade according to the model of Sharma and Butler
[10]. The two principal secondary vortices evidenced here are a) the passage vortex and
b) the horseshoe vortex occurring at the stator hub and casing as well as the rotor hub.
a) As the endwall boundary layer approaches the blade from the turbine inlet, due to the
velocity deficit with respect to the freestream flow and the azimuthal pressure gradient
between the suction and pressure sides, the flow is forced to turn towards the pressure
side and rolls to form the passage vortex [141]. The pitchwise pressure gradient inside
the blade passage then pushes the vortex towards the low-pressure suction side of the
neighboring blade.
b) The horseshoe vortex is formed due to a di↵erent mechanism. With the endwall
boundary layer facing an adverse pressure gradient from the blade stagnation point it
can separate and form a double saddle point. This forces the boundary layer to roll
up into a horseshoe vortex that is transported downstream in two di↵erent legs: one
on the suction side and one on the pressure-side [157].
Note that as these vortices move downstream, they eventually interact with each
other. The pressure-side leg of the horseshoe vortex has the same direction of rotation as
the passage vortex, resulting potentially in merging structures migrating to the suction
side. The suction-side leg, on the other hand, is rotating in the opposite direction and
gets wrapped around the passage vortex as it propagates downstream. More complicated
vortex flow fields and models have been proposed, with several smaller vortices developing
around the principal ones, as in the model of Wang et al. [11] shown in Fig. 4.5 (bottom).
These enriched views of the flow topology are however based on limited experimental flow
visualizations and further validations are needed [156].
Regarding the influencing parameters of the secondary flows, the endwall boundary
layer, i.e the wall normal total pressure gradient is a major parameter in the secondary
flow development. Laksminarayana and Horlock [158] used the vorticity transport equa-
tion to show that in an inviscid flow, the radial pressure gradient governs the development
of these structures in non-rotating blades. While the inviscid assumption may appear
strong, considering that viscous e↵ects are at the origin of the endwall boundary layer,
the e↵ect of viscosity on the dynamics of the developing vortices is negligible [141]. Pras-
sad and Hendricks [30] using a similar analysis also showed that density gradients due
to non-uniformities at the turbine inlet and modifications of the vane exit angle produce
additional vorticity in the rotor passage. These findings were complemented by the recent
experiments of Barringer et al. [159] and Colban et al. [160] who confirmed that the radial
gradients of the inlet total pressure profile and the state of the endwall boundary layers
impact significantly the secondary flows as well as the heat transfer across the NGV, with
additional vortices appearing for certain inlet profiles. The azimuthal pressure gradients
are also of importance, as they control the pressure-to-suction side migration of the sec-
ondary flows in the blade passage [141]. Finally, the residual combustor swirl arriving at
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Figure 4.5: Secondary flow field in a cascade according to Sharma and Butler [10] (top) and
according to Wang et al. [11] (bottom).
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Pressure 
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Figure 4.6: Smoke visualization of tip leakage in a turbine blade [12] (left) and schematic of
the formation of the tip leakage flow on a thin blade [13] (right).
the HPT is known to impact the secondary flow development through the modification of
the incident angles and generation of additional vorticity [4]. These results question the
universality of correlations for secondary flows in realistic turbines and highlight further
that the combustor/turbine interface is of paramount importance and needs to be taken
into account if the correct flow field is to be reproduced or predicted.
In rotating blade rows, practical reasons impose a clearance between the moving
blade tips and the immobile casing, as the mechanical and thermal forces at the blade
are constantly modifying its e↵ective shape during the di↵erent operating conditions and
there is a manufacturing tolerance [161]. This tip clearance leads to the tip leakage flow,
where fluid from the pressure side of the blade passes through this space to the suction
side. Figure 4.6 (left) shows a smoke visualization of tip leakage in a turbine blade [12]
and Fig. 4.6 (right) depicts a schematic of the formation of the tip leakage flow [13] for
a compressor blade (the streamwise coordinate follows the x-axis). For relatively thin
blades, the flow separates as it passes the pressure side corner and moves to the suction
side to form the tip leakage vortex. If the blade thickness is larger, the flow can reattach
on the blade tip before it reaching the suction side where it rolls to form a vortex. This
latter mechanism has been reported in the literature to be the prevalent one for turbine
blades [162, 153]. The tip leakage flow is formed primarily between 20 and 50% of the
rotor chord [13]. Several experimental studies have tried to investigate the tip leakage
flow both in cascades [162] and in annular turbines [16]. Numerical investigations have
accompanied the experiments, but most attempts relied on Reynolds-Averaged Navier-
Stokes (RANS) that model the turbulent fluctuations. Recently You et al. [140, 13]
performed high-fidelity LES of the tip clearance flow of a rotor cascade, moving beyond
mean flow predictions, as provided in RANS/URANS simulations, and shedding light
onto the evolution of viscous losses issued in the leakage region.
The findings presented above highlight that turbine flows are highly complex. Finding
universal correlations or low-order models is challenging and experimental predictions on
realistic configurations are di cult to obtain due to the geometric complexities. Cascades
alleviate some of the experimental di culties but such flows present important di↵erences
compared to annular blade rows [163, 4], where secondary flows are considered to be more
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confined. In this context, high-fidelity numerical simulations is one promising path to
further our understanding of the flow physics in turbine stages and improve the predictive
capabilities on new designs as well as the low-order models.
4.3 MT1 Turbine Stage
The investigated turbine configuration is the MT1 high-pressure turbine. It is an un-
shrouded, single stage, high-pressure experimental turbine designed by Rolls-Royce and
measured in the frame of the European project TATEF-II1. It is a full scale turbine
and works in engine representative conditions, forming a good database for validations
of numerical methods and solvers in a realistic configuration. The stage consists of 32
stator and 60 rotor blades. The experimental data come from two di↵erent measurement
campaigns and include pressure profiles across the stator blades at 3 di↵erent spanwise
positions, across mid-span for the rotor blades as well as azimuthally averaged rotor exit
profiles in the near and far field [2]. Heat transfer measurements were also performed
but have not been employed in this investigation. Note that to complement the original
database, Qureshi et al. [33] provide additional data on the secondary flow structures
across the rotor blades.
Experimental facility
The test bench of MT1 is a short duration, rotating light piston wind tunnel designed for
investigating turbine stages. Experiments were conducted initially at the QinetiQ Tur-
bine Test Facility (TTF) in Farnborough, England. Later, the experimental apparatus
was moved to the Oxford Turbine Research Facility. It has the capacity to create engine
representative test conditions for turbines up to one and a half stages while both aerody-
namic and heat transfer measurements can be performed simultaneously at a moderate
cost [2]. Figure 4.7 shows a schematic of the TTF facility. To start the experiments,
the turbine first needs to reach the desired rotation speed. Air from the high-pressure
reservoir is then injected behind a piston upstream of the test section making the piston
move forward, hence compressing and heating the air in front of it. When the desired
inlet conditions in front of the piston have been achieved, a plug valve opens and mass
flow is generated due to the pressure gradient across the stage. The duration of the tests
is approximately 400 ms for each run. More details on the installation and the function
of the facility are provided by Hilditch et al. [164].
4.4 Simulation set-up
Geometry and computational domain
The MT1 turbine allows for the periodic simulation of a quarter of the 360 degree annulus
(8 stators and 15 rotors). To reduce the computational cost of such a simulation, the
1TATEF-II : Turbine Aero-Thermal External Flows 2
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Figure 4.7: Schematic of the TTF facility.
reduced blade count technique is employed, as explained in Chapter 2. Hosseini et al. [73]
performed numerical simulations of the MT1 turbine using di↵erent blade counts and
concluded that the impact of the scaling on the mean aerodynamic flow field is minimal
(as long as the solidity and the blade angles are maintained). In this study, a small scaling
is performed on the stator side so the final blade count is 30:60 hence creating a periodic
domain of 12 degrees. The distance to the inflow location from the stator leading edge
is approximately a quarter of the stator chord length, while the distance from the rotor
trailing edge to the outlet is two rotor chord lengths. The resulting domain, along with
the decomposition of the turbine stage to the corresponding AVBP instances, can be seen
in Fig. 4.8.
Mesh generation
Two di↵erent meshes are employed in this study. They are fully 3D hybrid meshes, with
prism layers around the blades and tetrahedral elements on the vane and at the endwalls.
Figure 4.9 provides an overview of the coarsest mesh, while Table 4.1 summarizes the
main characteristics of these grids. The coarse mesh (MESH1) is composed of 8.1 million
cells in total for the stator domain and 10.5 million cells for the rotor domain. It is
designed to place the first nodes around the blade walls in the logarithmic region of a
turbulent boundary layer, hence allowing for the law-of-the-wall to be used e↵ectively
while reducing the computational cost. Note also that the prisms have a low aspect
ratio set to  x+ ⇡  z+ ⇡ 4 y+, with four prism layers in total around each blade.
The fine mesh (MESH2) is designed to improve the overall resolution and places nodes
deeper in the boundary layers to capture the e↵ect of the turbulent structures formed
in the outer and logarithmic parts. Additional prism layers have been added, increasing
the total number of prism layers to 10. The prisms also have an increased aspect ratio,
i.e  x+ ⇡ 10 y+ ⇡ 10 z+ to reduce the computational cost. In the rotor tip region
the coarsest mesh has only 6-7 cell layers, shown in Fig. 4.9b, to keep the mesh cell
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Figure 4.8: A view of the MT1 domain highlighting the decomposition of the turbine stage
to the corresponding AVBP instances and the overlap between them for application of the
MISCOG method.
count limited hence rendering the resolution rather limited in that area. The fine mesh
(MESH2) has approximately 20 layers of cells in the tip clearance, allowing for a much
better representation of the secondary flows developing in that region.
Figure 4.10 depicts estimated values of the non-dimensional wall distance y+ from
the computations across the stator and rotor blades at mid-span as a function of the
curvilinear abscissa. The maximum y+ values measured are approximately 100 and 12
for the stator (coarse and fine mesh respectively), where the thinnest boundary layers
are encountered. Across the rotor blades, lower values are estimated with the exception
of the trailing edge region, where the stator maximum y+ is approached. The mesh with
y+ of 100 clearly necessitates the use of a logarithmic law-of-the-wall, since the first node
from the wall is placed well within the logarithmic part of a turbulent boundary layer.
For the finer mesh, y+ indicates that across both blades most nodes are placed within
the bu↵er region of a turbulent boundary layer [165] where the velocity profile switches
from linear to logarithmic, hence justifying the use of a law-of-the-wall. Note that typical
grid requirements for wall-resolved LES are  y+ < 1,  x+ < 150 and  z+ < 40 [56].
The y+ estimations clearly confirm that the coarse cases do not respect the typical grid
requirements for wall-resolved LES. The fine cases, however, do respect the requirement
for the streamwise resolution  x+ on most of the blade surfaces and considering the use
of a wall-law, this may create issues. These fundamental questions on near-wall modeling
are however considered to be outside the scope of this work.
Boundary and Operating Conditions
The inlet and outlet boundary conditions follow the NSCBC formulation [118] and consist
of imposing a total pressure, total temperature and flow angles for the inlet and a static
pressure at the outlet. The total temperature measured experimentally is imposed at the
inlet and corresponds to 444 K. The experimental value for the total pressure is 4.6 bar.
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Figure 4.9: Cylindrical and x-plane cuts of MESH1.
MESH1 MESH2
Stator cell count 8.1M 40M
Rotor cell count 10.5M 74M
Stator/Rotor prism layers 1/4 10/10
Max y+ 100 12
 x+
 y+ =
 z+
 y+ 4 10
Table 4.1: Main properties of the generated meshes.
With this setting preliminary results revealed that the LES had a mass flow surplus of
approximately 2% linked to an underestimation of losses, as will be detailed further in
section 4.5. To correct this surplus a reduction of the inlet total pressure was applied
using the fact that for a choked turbine (such as this one) the reduced mass flow rate
m˙red = m˙
p
Tt/Pt = 1. A linear relationship between the actual mass flow rate and
the inlet total pressure can thus be established to correct the mass flow. Based on this
adaptation the inlet total pressure was decreased to 4.5 bar for all simulations. Note that
to reduce the complexity in this parametric study, no turbulent fluctuations are injected at
the inlet and walls are considered adiabatic, as indicated in Table 4.2 where all boundary
conditions are summarized. The Reynolds number of the configuration, calculated using
the stator blade chord and the velocity at the stator exit, equals 3 million.
61
62 Chapter 4 : Large-Eddy Simulation of a transonic, high-pressure turbine stage
-0,05 0 0,05
Curvilinear abscissa (m)
1
10
100
y+
MESH1
MESH2
Suction side Pressure side 
-0,02 0 0,02 0,04
Curvilinear abscissa (m)
10
100
y+ MESH1
MESH2
Suction side Pressure side 
Figure 4.10: y+ values for the two meshes across the stator (left) and rotor blades (right) at
mid-span.
Rotational Speed (rpm) 9500
Inlet total pressure (Pa) 4.5 ⇤ 105
Inlet total temperature (K) 444
Mass flow (kg/sec) 17.4
Outlet static pressure (Pa) 1.4 ⇤ 105
Walls Adiabatic
Re 3 · 106
Table 4.2: Summary of the flow parameters.
Numerical scheme and initialization
The numerical scheme employed for this study is LW, second order in space and time [111].
No particular shock capturing techniques are employed apart from the application of some
additional artificial viscosity around the shocks. The position of the shocks is evaluated by
the Jameson sensor. Usually initialization of an unsteady turbine simulation typically uses
a quick stationary RANS simulation (using the mixing plane approach) [65]. However,
this option is not available in the solver. Due to the absence of an initial RANS solution,
the computations are initialized by performing four full rotations on an initial mesh
(very coarse) with uniform initial velocities. The obtained solution is then interpolated
to the two meshes described above. Convergence of the simulation is determined by
assuring that the mean thermodynamical variables and kinetic energy do not exhibit
low temporal transients and that the oscillations around the mean value remain with
the same amplitude. Approximately one extra rotation is enough to achieve convergence
after interpolating to the fine meshes. An additional rotation is then necessary to acquire
reliable time-averaged data.
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Figure 4.11: Practical LES hierarchy [14].
Objectives and cases investigated
The principal objective of this chapter is to validate the MISCOG approach in a realistic
turbine configuration. In addition to that, as the literature lacks of simulations of this
type, the sensitivity of such simulations needs to be evaluated to establish guidelines for
future studies. Tucker et al. [14, 166] provide a hierarchy of the influencing parameters
for LES, Fig. 4.11, commenting that the problem definition and boundary conditions
have the highest influence, followed by the wall modeling, the mesh-solver compatibility
and the SGS models. He also noted that in transitional flows, typically encountered in
HPT, the importance of the SGS model increases. In this work, the wall treatment and
boundary conditions are fixed and only one type of mesh is employed, hybrid prism/tetra
meshes. The sensitivity analysis probes two other influencing parameters, the SGS model
and mesh resolution.
Smagorinsky WALE  
P1 NO YES YES
P2 NO NO YES
P3 NO NO YES
Table 4.3: Summary of the three sub-grid scale models, their constants and whether they
satisfy the desired properties
First, a study of the e↵ect of the SGS models is performed. In general, SGS models
should be able to follow three universal properties. A primary property is that turbulence
stresses are damped near the walls (they scale with y3, where y is the wall-normal dis-
tance [167]), thus turbulent viscosity should follow the same behavior (named property
P1). Additionally, two other desired properties are that turbulent viscosity should be zero
in case of pure shear and pure rotation (property P2) as well as when there is isotropic
or axisymmetric contraction/expansion (property P3) [168]. Property P1 is particularly
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Figure 4.12: Mass (left) and energy (right) conservation at the rotor/stator interface.
critical for wall-bounded flows but not all models comply to it. Damping functions, such
as the Van Driest function [169], exist but they can be cumbersome to use in complex
geometries [170] and are not employed in this work. Here three di↵erent cases are com-
puted, all employing MESH1 and altering only the SGS treatment. The models evaluated
are the classic Smagorinsky model [171] (Case 1), the WALE model [57] (Case 2) and
the   model [168] (Case 3). Table 4.3 summarizes which of the desired properties are
satisfied by the formulation of the three SGS models. The computational cost for a full
rotation of the turbine stage is 6k CPU hours (approximately 2 days on 128 cores), thus
permitting relatively quick results. An e↵ect of the turbulent viscosity on the near-wall
predictions with wall modeling has been reported in the literature [59] with the notable
outcome being under or over prediction of the shear stress due to incorrect levels of tur-
bulent viscosity a↵ecting the calculations of the velocity gradients. Such e↵ects should
therefore be recovered here and impact both global and local predictions. They can also
be further emphasized because of the relatively under-resolved mesh. More details on the
formulation of each model are provided in Appendix A.
The second part tries to identify the influence of mesh resolution on the flow predic-
tions. Besides the changes in the computed turbulent viscosity due to the reduced cell
size (for all models the turbulent viscosity is a function of the filter width, or equivalently
the cell size in solvers with no explicit filtering), the wall-modeled approach in LES is
also particularly sensitive to the resolved flow variables and the turbulent fluctuations
present in the outer layers [59, 172]. As a result, the improved resolution is expected
to play a considerable role on the predictions. For this part, the fine mesh (MESH2) is
employed with the three di↵erent SGS models (Cases 4-6) and results are compared to
the coarse mesh. A summary of the cases investigated, their respective characteristics
and cost (in CPU Hours) can be found in Table 4.4. It is evident that the increase in
resolution leads to a large increase of the computational cost (2 orders of magnitude),
due to both an increase of cell count in the domain and the decreased timestep since the
numerical scheme employed is explicit in time.
The structure for the presentation of the results is the following: First, the flow
64
4.5 Global characteristics 65
Mesh Timestep(sec) SGS model Cost (CPUh) Wall-clock
Case 1
MESH1
0.4e-7 Smago 6K 2 days
Case 2 0.4e-7 WALE 6K (128 cores)
Case 3 0.4e-7   6K
Case 4
MESH2
5e-9 Smago 800K 15 days
Case 5 5e-9 WALE 800K (2048 cores)
Case 6 5e-9   800K
Table 4.4: Summary of the cases investigated in this study.
topology and characteristics are established on the basis of Case 1. Then, the sensitivity
analysis for the three SGS models is presented. The results of these cases are compared
to the available experimental data and against each other. The impact of the SGS model
on the unsteady flow field and secondary flows is also evaluated. Finally, the cases with
the refined MESH2 are analyzed and compared to the results already presented, while
the advantages and limitations of the simulations are established.
4.5 Global characteristics
Conservation across the interface
An essential characteristic for the rotor/stator interface is to avoid any mass or energy
losses. The overset grid method for the rotor/stator interface is based on linear inter-
polation of the conservative variables onto the overlapped cells, so it can be prone to
conservation problems. As a result, a necessary step is to evaluate the mass and energy
fluxes at the interface. Figure 4.12 shows the temporal evolution of the mass flow and
energy surface integrals at the rotor/stator interface for Case 1, evaluated for both sta-
tor and rotor domain. The curves match almost perfectly, with the discrepancy in the
mass flow being less than 0.06%. These plots allow to conclude that the conservation
properties, even for the coarse cases, are adequate. The high level of mass and energy
fluctuations also highlight the unsteady flow features at the interface, which will be more
thoroughly analyzed in the following sections.
Operating point
Before any detailed analysis is performed, the operating point of each numerical case
is examined. The computed mass flow and total pressure drop Ptin/Ptout across the
turbine stage, for each case, is plotted in Fig. 4.13 where the target mass flow is shown
by the vertical dash line. It is important to underline that the experimental total pres-
sure drop across the turbine is not known. Experimentally the total-to-static pressure
drop Ptin/Phub was measured, Phub being the static pressure at the hub of the turbine.
However, the exact measuring position of this pressure at the turbine exit duct is not
known and as the duct is diverging (thus acting as a di↵user), knowing the measurement
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Figure 4.13: Operating point of the di↵erent cases analyzed. The target mass flow is shown
with the vertical line.
position can become important. Despite this limit, a clear trend is observed for the nu-
merical cases with the same SGS model: increasing the mesh resolution translates into
an increased pressure drop across the stage and a reduced mass flow. The coarse Cases
1-3 and the refined Case 4 overestimate the mass flow by approximately 0.3-0.5%, while
the finer cases with WALE and   underestimate the target by 1%. This corresponds well
with the fact that a reduction of the inlet total pressure was applied to achieve the cor-
rect mass flow; the coarse cases indeed largely underestimate the pressure drop across the
turbine. The increased mesh resolution increases the pressure drop and reduces the mass
flow. This suggests that, for a choked turbine such as this one, compensating the mass
flow deficit of the refined simulations would require an increased inlet total pressure that
is closer to the experimentally measured one. These findings highlight the di culty for
numerical simulations to adequately capture the aerodynamic losses and the associated
flow mechanisms. Such a fundamental di culty cannot be addressed here and besides the
necessary mesh resolution it requires an extensive characterization of inflow conditions
which are not available for this case. Finally, the tendency of under-predicting the losses
in low resolution LES of turbomachinery stages has also been observed on previous sim-
ulations [148], with results improving as a wall-resolved LES is approached. It is worth
noting that these mass flow di↵erences are significantly higher than any losses observed
at the stator/rotor interface between the two domains, highlighting that conservation is
not an issue in these simulations.
4.6 Basic flow topology
As a first step, the main flow topology, including the identification of the secondary
flows, is described on the basis of the predictions obtained from Case 1. Turbine flows
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Figure 4.14: Isosurfaces of the Q criterion across the turbine stage.
are complex industrial configurations and the actual topology can vary considerably.
First, the stator vane and near wall flows are known to be sensitive to boundary layer
separation and transition. These phenomena impact the aerothermal load on the blade
as well as the stator wake features. Second, in the rotor domain, besides the stator wakes
being injected with a periodic and deterministic rate at the BPF, its flow topology is also
significantly a↵ected by the tip leakage flow, the passage vortex and subsequent potential
interactions with the flow boundary layer around the blade.
Although highly complex, all LES produced here evidence most of these reported
features, as seen in Fig. 4.14 where an iso-contour of the Q criterion [173] colored by the
local absolute Mach number allows to identify:
A a boundary layer separation on the stator suction side,
B the stator wake entering the rotor passage,
C a horseshoe vortex at the rotor leading edge,
D the hub passage vortex,
E the tip vortex associated with multiple small scale structures,
F the mixing between the rotor wake and aforementioned passage and tip leakage
structures.
To get a better idea of the form of the secondary flows, the Q-criterion can be com-
puted based on a time-averaged velocity profile to remove the e↵ect of the unsteady
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Figure 4.15: Q criterion of a time-averaged solution across the stator blade (a) and flow
visualization of the secondary flows across the blade from experiments [15] (b).
wakes and turbulent fluctuations. Figure 4.15(a) depicts such isosurfaces across the sta-
tor suction side and is compared to flow visualizations obtained experimentally [15] and
shown in Fig. 4.15(b). It can be observed that there exists a good agreement between
the simulation and the experiments. Both at the hub and the casing, the development of
the passage vortices is evidenced. These are the principal flow structures, with the one
from the casing migrating strongly towards mid-span, while the one from the hub stays
close to the endwall due to the radial gradients issued by the radial equilibrium and the
profile of hub and casing. The isosurface of the Q-criterion obtained from the numerical
simulation also allows to observe a small hub corner vortex close to the trailing edge.
Focusing on the rotor blades only, structures highlighted in Fig. 4.14 are once more
evidenced more clearly in Fig. 4.16(a). Here, a time-averaged relative velocity field is
employed to move to the rotor frame of reference. Focusing on the tip clearance and
suction side of the rotor blade, Fig. 4.16(a) shows multiple tip leakage structures:
E1 the induced tip clearance vortex,
E2 the tip leakage vortex,
E3 the tip separation vortex and
E4 the scraping vortex
It is also noted that the tip separation vortex merges with the tip leakage vortex further
downstream as they have the same sense of rotation. The scraping vortex is weak and
gets dissipated rather quickly.
While no experimental flow visualization across the rotor path is available, these
vortices are typical structures observed in similar configurations as described in [13],
Fig. 4.16(b), and in [16], Fig. 4.16(c). To highlight further the development of these
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Figure 4.16: Q criterion of a time-averaged solution across the rotor blades (a) and tip
clearance flow topology of a cascade from the LES of You et al. [13] (b) and from the experiments
of McCarter et al. [16] (c).
flows the helicity, computed from a time-averaged relative velocity field, is plotted across
the rotor domain at 50% of the chord, Fig. 4.17(a), and at the rotor exit, Fig. 4.17(b).
Helicity provides information on the direction of rotation of the observed secondary and
tip vortices, with negative helicity indicating a counter-clockwise rotation (seen from
the front) and positive helicity indicating a clockwise rotation. At 50% of the chord,
four principal structures are observed: the hub passage vortex, the tip leakage vortex,
the induced vortex and the scraping vortex. The induced and scraping vortices have
opposite directions of rotation to the other two ones, in agreement with the observations
from the experiments of McCarter et al. [16] in Fig 4.16 or RANS predictions of high-
pressure turbine stages from Wlassow [5]. The induced vortex is at the side of the tip
leakage vortex and is moving around it while the hub passage vortex, that has migrated
from the pressure side of the neighboring blade, is still close to the endwall and the rotor
suction side. At the rotor exit, Fig. 4.17(b), the induced vortex has moved under the tip
leakage vortex, while the scraping vortex is no longer present. The hub passage vortex
has increased in size and migrated towards the mid-span of the passage. Note that the
flow organization described above is present in all simulations.
In the following section, mean flow profiles are compared and gauged against the
experimental data prior to a more detailed analysis on the unsteady features of the
simulations using MESH1. An evaluation of the influence of the mesh resolution is then
addressed, for which the predictions using MESH2 are specifically looked at.
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Figure 4.17: Helicity of a time-averaged relative velocity flow field.
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Figure 4.18: Time-averaged axial velocity at a probe in the rotor wake as a function of the
averaging time.
4.7 Low resolution results
Mean Flow Field Predictions
Before analyzing the mean flow field, the adequacy of the averaging time is established
on the basis of Case 1. To do this, the signal of the axial velocity from a simple temporal
probe located in the rotor wake is used. This position is chosen to ensure that the probe
is subjected to both unsteady blade wakes, responsible for a large part of the unsteadiness
observed across a turbine stage. The signal is then averaged using di↵erent time lengths,
up to 1.5 full rotations of the rotor, and the average axial velocity at the probe location
is plotted. The result is shown in Fig. 4.18. It is evident that after approximately 0.8
rotations the averaged axial velocity reaches a converged value, hence the chosen runtime
for obtaining time-averaged solutions of 1 rotation is su cient.
The first step in evaluating the di↵erences between each model is obtained by looking
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Figure 4.19: Isentropic mach number across the stator at 10% (a), 50% (b) and 90% span.
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Figure 4.20: Static pressure across the rotor blade at mid-span.
at the pressure profiles across the blades. To do so, Fig. 4.19 shows the time averaged
isentropic Mach number across the stator vane for the three SGS models (Cases 1, 2 &
3) and for three di↵erent spans of the blade: 10, 50 and 90%. All three models predict
similar behaviors across both the pressure and suction sides. Small di↵erences exist near
the trailing edge at 10% span, where a hub corner vortex exists, Fig. 4.15, and for which
each model predicts a slightly di↵erent location of the separation point. This phenomenon
leads to a plateau of the pressure profiles at the suction side near the trailing edge. At
the other spans, the minor di↵erences are related to the shock structures on the suction
side. Reasons for such changes are di↵erences in the boundary layer thicknesses as well
as potential interactions of the outer boundary layer flow unsteady content with the law-
of-the-wall model [59]. Typically, Case 1 produces much stronger shock structures in
the stator that are not present for Cases 2 & 3. Such findings emphasize the need for
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accurate treatment of the modeling in the main stream along with an adequate coupling
with the law-of-the-wall to guarantee the desired turbulent flow properties of Table 4.3.
Similar findings are observed for the rotor, Fig. 4.20, if looking at pressure profiles across
the blade at mid-span.
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Figure 4.21: Radial profiles for Cases 1, 2, 3 at the rotor exit (a) near field (b) far field.
Azimuthally and time-averaged radial profiles of several flow variables at the rotor exit
obtained by LES and measured experimentally are shown in Fig. 4.21. Two exit stations
are displayed: (a) the near field position located less than one rotor chord after the stage
and (b) the far field station which is located approximately three rotor chords from the
stage. All LES predictions show good qualitative agreement with the experiments at
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Figure 4.22: Vorticity of the mean velocity field at the rotor exit for Case 1 (a), Case 2 (b)
and Case 3 (c).
(a) (b) (c) 
Figure 4.23: Total pressure of the mean velocity field at the rotor exit for Case 1 (a), Case
2 (b) and Case 3 (c).
both locations, with Case 2 producing slightly improved predictions for the flow exiting
the rotor. Most di↵erences with the experiments are concentrated in the hub and casing
regions where further grid resolution would most likely improve the predictions. To better
discriminate the impact of SGS on the LES predictions, magnitudes of the mean vorticity
and mean total pressure in the near field rotor exit plane are provided respectively in
Figs. 4.22 and 4.23. The three main structures evidenced from Figs. 4.14 and 4.16 are
also reported here for clarity. Although the expected mean flow structures are reproduced
by the three models, di↵erences in energy content are clearly evidenced and are related to
the di↵erent model properties which impact the overall loss prediction mechanisms. As
anticipated, the tip leakage vortical structure is of crucial importance just like the casing
flow and passage vortex strength for the lower radial part of the stream.
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Figure 4.24: Instantaneous views of ||r⇢||⇢ at mid-span (a)-(c) and FFT’s of the pressure signal
for the identified probe (d)-(f) for Case 1 (a) & (d), Case 2 (b) & (e) and Case 3 (c) & (f).
Unsteady flow features
Looking at an instantaneous density gradient ( ||r⇢||⇢ ) at mid-span and across the flow
field for the 3 cases, Fig. 4.24 (a)-(c), allows to evaluate the unsteady content of each
simulation. Aside from the acoustic waves that propagate and impact neighboring blades,
di↵erent flow patterns appear to be a↵ected by the SGS models. Shock locations and
strengths are not the same, although Cases 2 & 3 converge to a similar flow picture, thus
explaining the observed di↵erences in Figs. 4.19 and 4.20. Stator wakes are also a↵ected,
as evidenced by the FFT’s of pressure signals extracted from a probe and illustrated
for the three LES in Fig. 4.24(d)-(f). From this diagnostic, multiple peaks appear with
amplitudes di↵ering depending on the SGS modeling used (recall that for this operating
condition the rotor BPF equals 9.5 kHz). For all cases, the peaks related to the passing
rotors are particularly clear. Higher harmonics, although clearly present, can however be
altered by the modeling. Another expected peak is related to the Vortex Shedding (VS)
from the trailing edge of the stator. For Cases 1 & 3 it approaches 42 kHz. Case 2
shows a much weaker peak over a wider range of frequencies with a particularly strong
peak at the 5th harmonic of the rotor BPF. Such changes in spectra furthermore indicate
that the energetic flow content issued by the three di↵erent SGS models can be very
di↵erent.
In an attempt to distinguish the fully turbulent features from the deterministic ro-
tor/stator interactions a triple decomposition is detailed in the following paragraphs. In
turbine flows there is inherent unsteadiness due to the passing blades occurring at the
BPF and its harmonics; the stator blades are subjected to the potential e↵ects of the
rotors behind them (and the rotor wakes from previous stages if a multi-stage turbine is
analyzed) and the rotors encounter the stator wakes. This can be considered a determin-
istic phenomenon that is repeated in time, a fact exploited for example by the phase-lag
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method. On top of these deterministic oscillations there are additional turbulent fluc-
tuations generated by the flow, that are stochastic by nature, as well as other unsteady
phenomena occurring at other frequencies. These will be superposed on the determin-
istic ones. This concept is illustrated more clearly in Fig. 4.25, which illustrates a pure
deterministic oscillation that is repeated in time (here a simple sinusoidal function, solid
line) and the result of the superposition of random fluctuations on that signal (dotted
line). From this it is evident that calculating the root-mean-square of that signal after
simple time averaging, without any additional treatment, will provide fluctuations that
include both these components. In the turbine flow context, it is desirable to separate
deterministic from stochastic oscillations as the modeling may impact each component
di↵erently and reveal more about the di↵erences observed in the spectra. To this end, a
triple decomposition is employed.
Triple decomposition analysis
For any flow where a deterministic or fixed frequency interaction is present and known,
the following decomposition can be used to characterize the flow response at any point
in time and space of the simulation [174],
ui(x, t) = Ui(x) + u
0
i
det(x, t) + u0i
stoc(x, t). (4.2)
In Eq. (4.2), the overbar stands for the temporal average, u0i
det(x, t) is the deterministic
fluctuation of the field due to the passing blades in our case and u0i
stoc(x, t) is the stochastic
or remaining part of the turbulent signal. Postulating that u0i
stoc(x, t) is not correlated
to the deterministic oscillations u0i
det(x, t), phase averaging of [ui(x, t)  Ui(x)] results in
an evaluation of u0i
det(x, t) [174] and access to the three components of Eq. (4.2).
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Figure 4.25: Deterministic oscillation (solid line) and deterministic oscillation with random
fluctuations (dotted line).
Depending on the deterministic frequency selected for the decomposition, di↵erent
contributions will be evidenced. Typically, if the rotor BPF is chosen (9.5 kHz), u0i
det(x, t)
75
76 Chapter 4 : Large-Eddy Simulation of a transonic, high-pressure turbine stage
will produce fluctuations induced by the flow modulation at that frequency: i.e. the
potential flow oscillation imposed to the stator flow because of the relative and temporally
evolving rotor blade position in the stator vane exit section. Likewise, if the stator
BPF is chosen (4.75 kHz), the potential flow modulation imposed by the stator to the
rotor vane will be evidenced by u0i
det(x, t). To illustrate the SGS model e↵ects on the
distributions, energetic contents are constructed for the di↵erent fluctuating components:
i.e.
q
1
3 u
0
i
detu0i
det and
q
1
3 u
0
i
stocu0i
stoc. Estimates are then azimuthally averaged and
normalized by the radially dependent mean velocity norm (temporally and azimuthally
averaged velocity norm) to produce dimensionless radial profiles of the deterministic
and stochastic turbulent intensity distributions within the stage and respectively noted:
Tudet =
q
1
3 u
0
i
detu0i
det/||Ui|| and Tustoc =
q
1
3 u
0
i
stocu0i
stoc/||Ui|| where ||Ui|| stands for the
time average velocity vector norm. Note that in the remaining, all contributions are
obtained out of a total of 400 LES snapshots equally spaced and covering 50 periods of
each selected frequency (either the rotor or the stator BPF), the deterministic components
being represented by 8 equally spaced phases of the targeted period.
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Figure 4.26: Radial profiles of the unsteady activity obtained at the rotor / stator interface
for all three LES and based on a triple decomposition using (a) the rotor BPF (9.5 kHz) and
(b) the stator BPF (4.75 kHz).
Typical results are provided in Figs. 4.26 & 4.27 for the rotor and stator BPF based
decompositions. Only two sections in the stage are here presented: the rotor/stator
interface, computed in the fixed stator domain and shown in Fig. 4.26, and the near field
exit plane of the rotor, computed in the rotating rotor domain and shown in Fig. 4.27. At
the interface, Fig. 4.26, deterministic turbulent intensities are rather insensitive to SGS
modeling whatever the reference frequency used which confirms that such interactions are
essentially geometrical (as expected). However, they are not insignificant and, with an
azimuthal average having been introduced, this spatial dependency is seen over the entire
height of the section. Stochastic contributions are on the other hand clearly influenced
by SGS modeling. Although Case 1 produces levels of stochastic flow activities of the
same order as the deterministic one, Cases 2 & 3 produce uncorrelated intensities as
much as twice as high as the deterministic contribution. Looking further into the details
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Figure 4.27: Radial profiles of the unsteady activity obtained at the exit of the rotor (near
field plane of Fig. 4.21) for all three LES and based on a triple decomposition using (a) the
rotor BPF (9.5 kHz) and (b) the stator BPF (4.75 kHz).
of these stochastic contributions issued by Cases 2 & 3, changes do locally occur around
mid-span, issued by di↵erent stator wake profiles, further stressing the importance of SGS
modeling.
At the near field exit plane, Fig. 4.27, conclusions slightly di↵er. First, deterministic
activity is clearly impacted by the selected reference frequency. Levels obtained for the
signal issued by the rotor BPF, Fig. 4.27(a), are indeed smaller than the one obtained
for stator BPF, Fig. 4.27(b), as it corresponds to the second harmonic of the stator BPF,
the principal frequency seen by the rotor, and is thus weaker. Furthermore and although
azimuthal averages are applied, SGS modeling is seen to impact the deterministic compo-
nents of the flow activity. For the rotor BPF based decomposition, Fig. 4.27(a), di↵erences
mainly appear in the region of the tip leakage flow whose extend and intensity is changing
with SGS modeling. For the stator BPF based decomposition, the same observations are
valid with a clear and bulk increase of the associated levels complemented by a response
of the near hub and near casing flow in all cases. In their stochastic counterparts, local
di↵erences appear and are linked to SGS modeling but the overall levels seem unchanged
between the di↵erent cases. The main impact observed here and linked to SGS modeling
appears for the stator BPF based decomposition, Fig. 4.27(b), for which the three LES
depict di↵erent extents of the stochastic activity issued by the near casing, tip leakage
flow. Note finally that based on these two decompositions, the similar behaviors of the
two contributions either obtained from the stator or rotor-BPF based decompositions, no
conclusion on the flow organization in the rotor is captured by Fig. 4.26. This underlines
that the observed flow di↵erences between models in Figs. 4.24(a)-(c), in the rotor are
independent of the deterministic rotor/stator interactions or turbulent stochastic con-
tent. Di↵erences in shock patterns in the stator for example are therefore to be related
to intrinsic modeling issues involving SGS modeling. In that respect, Cases 2 & 3 really
di↵er from Case 1.
The strong impact of the SGS modeling observed in the presented results, with di↵er-
ent results for each model, is exacerbated by the relatively limited MESH1. As a result,
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Figure 4.28: Isentropic mach number across stator blade at 10% span (a), 50% span (b), 90%
span (c) and normalised pressure across the rotor blade at 50% span (d) for the cases employing
MESH2.
further investigations are still needed using the refined MESH2. Improving the overall
grid resolution will allow to evaluate whether the results obtain from the di↵erent models
are similar to their low-resolution counterparts or whether there is a convergence to a
common flow field.
4.8 High resolution results
For this part, the second set of predictions from Table 4.4 are investigated. Cases 1-3 of
the previous part are used for comparisons wherever deemed necessary. The objective is
to investigate the impact of higher mesh resolution on the mean flow variables as well as
on the general flow field and vortical structures. Since turbine flows are wall-dominated
flows, the impact of the near-wall resolution is expected to be of particular importance.
Indeed, reducing the cell size allows to resolve more turbulent fluctuations and ideally a
more accurate unsteady representation of the flow field is expected. Note that the wall
law continues to be applied since y+ values obtained with this refined mesh place the first
nodes in the beginning of the bu↵er region of a typical turbulent boundary layer.
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Time-averaged predictions
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Figure 4.29: Rotor exit profiles in near (a) and far (b) field for the cases employing MESH2.
Figure 4.28 shows the isentropic Mach number and normalized pressure across the stator
and rotor blades respectively for the three high resolution cases. The di↵erences between
them are only minor and are located mainly at the trailing edge of the stator at 10%
span, where the hub corner vortex is present. It can be concluded that the mean pressure
field is not significantly improved by the higher mesh resolution. The agreement with the
experimental measurements remains fair like for the coarse cases. Figure 4.29 compares
the azimuthally averaged radial profiles at the rotor exit. Both in the near and in the far
field, there is a general improvement over Cases 1 & 2, Fig. 4.21, particularly in the tip
clearance region where the number of cells has been increased from 6 to approximately
20 layers. The number of cells, however, is still insu cient and additional refinement
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seems necessary for further improvement of the predictions, which is in agreement with
the findings of You et al. [140]. Experimental trends are nonetheless better captured
in the far field as well (where previously the cell size was much bigger). Overall, the
mean thermodynamic variables agreement with the coarser mesh predictions, Figs. 4.19
- 4.21, is rather good although, when looking more into details, significant di↵erences are
observed.
Case 1 Case 4 
Case 2 Case 5 
Case 3 Case 6 
Figure 4.30: Vorticity magnitude comparisons at the rotor exit all cases grouped according
to the SGS model employed.
First, the vorticity magnitude at the rotor exit (near field), calculated from a time-
averaged velocity field, is plotted for all cases, Fig. 4.30. Each of the first three cases
is plotted next to its corresponding high resolution case (same SGS model). Such com-
parisons serve to highlight the changes in the flow topology as well as in the position
and strength of the secondary flows. The first observation is that the main secondary
flows are recovered in all refined cases. Their positions also appear similar. Changes in
their strength are, however, present with the high resolution cases (Cases 4-6) showing
80
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Figure 4.31: Azimuthally averaged loss coe cient as a function of the normalized radius for
the six cases.
weaker vortices. The passage and induced vortices in particular appear much less pro-
nounced. This is likely due to the higher e↵ective Reynolds number flow that increases
mixing and turbulent fluctuations, extracting energy from the coherent structures. At
the same time, the endwall boundary layers become more pronounced with MESH2, a
result of the increased near wall resolution. A relatively good coherence on the vortex
positions between all the high resolution cases is also evidenced, a notable di↵erence from
the coarse Cases 1-3 which showed di↵erences both in the strength and placement of
the tip-leakage vortices when compared with each other.
Findings obtained from the vorticity based analysis impact also the predicted aerody-
namic losses. Figure 4.31 depicts the azimuthally averaged aerodynamic loss coe cient
⇣(r) = (Ptin Ptout)/(Ptout Psout) as a function of the radius for the 6 cases. It can be
readily observed that with the higher mesh resolution losses are increased between 30 and
70% height, an indication of higher profile and mixing losses. Closer to the hub and the
casing (20% and 80% of H respectively), where the secondary flow losses are prevalent,
the high resolution cases show reduced values of the loss coe cient, in agreement with
the weaker tip leakage flows and passage vortex of Fig. 4.30. Their respective contribu-
tion still remains pronounced with two distinctive peaks present near the hub and casing.
The increase in profile losses is most likely the main contributing factor in the operating
point di↵erences identified between the cases and shown in Fig. 4.13. With respect to the
coherence between the refined simulations, Cases 5 & 6 are in excellent agreement with
each other, while Case 4 shows di↵erences. The principal common point between these
Cases 5 & 6 is that their respective SGS model respects the property P1, the turbulent
viscosity damping as the wall is approached. This property is essential in this type of
flows and, in conjunction with the high resolution mesh that permits better resolution
of the boundary layers, results to the computations converging to the same flow picture.
Case 4 on the other hand, dominated by excessive near-wall turbulent viscosity, does
not produce the same predictions and convergence to either Case 1 or Cases 5 & 6 is
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Figure 4.32: Instantaneous views of ||r⇢||⇢ at mid-span for Cases 4 (a), 5 (b) and 6 (c).
not encountered.
Unsteady features
Looking at the density gradient for Cases 4-6, Fig. 4.32, to be compared to the coarse
cases in Fig. 4.24, allows a quick overview of the unsteady activity across the turbine.
With the refined mesh a much richer flow is revealed throughout with finer structures and
increased acoustics. Figures 4.32(b,c) in particular reveal the strongest activity. A first
notable di↵erence is the evolution of the boundary layer for Cases 5 & 6 (position A),
where a much finer boundary layer appears compared to the coarse cases and Case 4.
Clearly, the satisfaction of property P1 by the WALE and   changes the boundary layer
prediction. The reduction of the thickness with the increased near-wall resolution is also
in agreement with the findings of Gourdain [148, 149] in a compressor stage, where refined
meshes in conjunction with a non-intrusive LES model (the WALE model was employed
solely in that work) resulted in thinner boundary layers. Di↵erences are observed also in
the stator wake and shock structures (Position B). The coherent vortex shedding depicted
in Fig. 4.24 has been replaced by turbulent vortex shedding with vortices quickly braking
up downstream. The trailing edge shock structure is also altered, with a very pronounced
shock visible for Cases 5 & 6 that interacts with the passing rotor blades in a similar
fashion as in the high-pressure turbine stage of [175]. Recall that at Position C, Case
1 was showing a double shock structure. In its corresponding refined prediction, Case
4, this is replaced by a much weaker single shock. Finally, Position D at the rotor
exit is another area where major shock changes appear. Case 4 depicts a blade with a
pronounced   shock at approximately 70% of the chord, that is seen to be sensitive to the
passing stator wakes (it is of di↵erent strength for each rotor blade indicating that the
strength of this shock is a function of the rotor phase with respect to the stator wake). It
is followed by another shock near the trailing edge. The trailing edge shock, on the other
hand, is the only major shock structure for Cases 5 & 6. As with the aerodynamic
losses, there is an excellent agreement between Cases 5 & 6 for the unsteady flow field
as well, highlighting that indeed they predict a similar flow field.
Comparisons of the turbulent content of the flow can be useful to establish the changes
in the turbulence cascade and turbulent production. To this end, a Power Spectral
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Density (PSD) is evaluated for the axial velocity component signals recorded from probes
located in the stators wake (same position as the probes shown in Fig. 4.24). Results are
plotted in Fig. 4.33 using logarithmic scales in an e↵ort to distinguish a turbulent cascade.
The first finding is that the coarse Cases 1-3 have pronounced peaks at the vortex
shedding frequency and its harmonics, highlighting the more coherent and less turbulent
nature of the vortex shedding from the stator trailing edge. Between peaks, di↵erences
are observed with the WALE and   models permitting a narrow turbulent cascade to
appear and an increased cut-o↵ frequency compared to Smagorinsky. For the refined
Cases 4-6 results are very di↵erent. The cut-o↵ frequency of the refined mesh is almost
double the one of the coarse cases (approximately 800 kHz) and a pronounced turbulent
cascade is visible. No particular peak appears, highlighting the strongly turbulent nature
of the vortex shedding of this position. Another finding is the good agreement between
these high-resolution Cases 4-6 for which the e↵ect of the SGS model is less pronounced.
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Figure 4.33: Power Spectral Density of the axial velocity signal recorded at a probe in the
stator wake.
Near-wall characteristics
An area where significant improvement is expected with the refined mesh is the wall
shear stress across the stator guide vane. In the present wall-modeled approach, the
wall shear stress is calculated by a classic log-law that assumes a turbulent profile and
uses flow information from the first node o↵ the wall. In the stator of high-pressure
turbines this procedure can create errors for two reasons: First, in regions where the
boundary layer is not expected to be turbulent increased shear stress is predicted by the
turbulent log-law, particularly at the suction side where the flow accelerates due to the
blade curvature [176]. Second, if the turbulent viscosity is not zero close to the wall, as
one expects, flow gradients and boundary layer profiles will be altered thus modifying
the computed shear stress. On top of these two e↵ects, the use of instantaneous flow
variables, shown to be highly sensitive to the mesh resolution in LES, to calculate the
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Figure 4.34: Shear stress across the stator blades for the two mesh resolutions. With the
smagorinsky model (a),(b) - WALE model (c),(d) and   model (e),(f).
wall shear stress from the analytical log-law can induce further errors [172].
Figure 4.34 depicts the shear stress at an instant across the stator for all 6 cases, with
the blade opened to show both sides at the same time for clarity. The left side depicts
Cases 1-3 that use MESH1, while the right side shows Cases 4-6 which employ MESH2.
For Cases 1 & 4, that use the Smagorinsky model, the di↵erences between MESH1 and
MESH2 are minimal. It is evident that the turbulent viscosity produced in the boundary
layer is a determining factor in the near-wall flow and the overall shear stress estimation.
For the WALE and   models, switching from MESH1 to MESH2 completely changes the
shear stress profiles on the suction side of the blade. With the refined mesh, the overall
levels of shear stress from the Leading Edge (LE) up to 50% of the chord are drastically
reduced. In this area the flow accelerates strongly. The log-law turbulent formulation
translates this accelerating region into increased wall shear stress based on a turbulent
boundary layer formulation [176]. On the other hand, placing the first point deeper in
the boundary layer, as is the case for the refined mesh, improves the boundary layer
predictions and the velocity of the first node o↵ the wall is reduced, thus reducing the
shear stress value. Such an e↵ect is not visible if the turbulent viscosity levels in this
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Figure 4.35: Positions across the suction side of the stator blade where the boundary layer
profiles are plotted.
region are high. Another interesting point is that for Cases 5 & 6, Figs. 4.34(d,f),
laminar-to-turbulent transition appears at around 70% of the chord, a characteristic not
at all present for Case 4, despite the same mesh. This shows that, even with a turbulent
log-law formulation and an unforced simulation, resolving more of the boundary layer
with an appropriate SGS model allows more fluctuations to develop which can trigger
transition. It also justifies the comment of Tucker [14] with respect to the importance
of SGS modeling in transitional flows. Naturally, the point of the transition is highly
sensitive to incoming free-stream turbulence [23, 9], which is not applied for this simula-
tion, rendering the evaluation of the transition point irrelevant or at least questionable in
this case. Commonality between all the di↵erent cases appears with respect to secondary
flows, their traces being visible on the shear stress close to the hub and casing in a similar
fashion as in Fig. 4.15(a). Finally, as with the previously presented results, Cases 5 &
6 show remarkable agreement, the profiles being almost identical.
To investigate further the di↵erences observed in the shear stress levels between the
refined Cases 4-6, boundary layer profiles of the time-averaged tangential (parallel to
the wall surface) velocity and turbulent kinetic energy are plotted at 4 di↵erent positions
across the suction side of the stator blade at mid-span. These positions are highlighted
in Fig. 4.35 and were chosen to correspond to the main findings from Fig. 4.34. The first
2 are placed in areas of relatively limited activity where the adverse pressure gradient
starts developing. The third is where transition appears to be triggered in Figs. 4.34(d,f)
and the fourth near the trailing edge, where in Figs. 4.34(d,f) a shock interacts with the
boundary layer and a drop in the shear stress is observed.
Results are plotted in Figs. 4.36 and 4.37. The mean velocity profiles across the
boundary layer in Fig. 4.36 are plotted as a function of y/ , where   is the boundary
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Figure 4.36: Wall tangential velocity across the boundary layer at 4 di↵erent suction side
positions. The red line corresponds to zero velocity.
layer thickness defined as the wall-normal distance where the velocity is smaller than
99% of the free-stream velocity. The corresponding boundary layer thicknesses for each
case and each measuring position are provided in Table. 4.5. For positions 1 and 2, the
boundary layer appears laminar for all cases. However, Case 4 exhibits a very limited
slope, increased thickness and very high near-wall velocity compared to cases Cases 5
& 6. It is important to remember that the log-law allows for a slip velocity at the wall
nodes. This velocity for Case 4 is clearly over-predicted and leads to high shear stress
by the log-law. In position 3, transition has been triggered and Cases 5 & 6 show some
characteristics of a turbulent boundary layer as di↵erent zones start to form near the wall,
the linear viscous sublayer next to the wall followed by a bu↵er region and the logarithmic
layer. Case 4 on the other hand appears to have a negative slip velocity at the wall, a
fact that agrees well with the drastically reduced shear stress in Fig. 4.34(b). In position
4, Case 4 indicates that a separation bubble has been formed, with the region of negative
velocities having been increased in thickness compared to position 3. For Cases 5 & 6,
a negative slip velocity is evident at the wall. It appears to be linked to the shock present
at this position, Figs. 4.34(d,f), as the shear stress decreases sharply. The increase of the
shear stress right after position 4 indicates flow reattachment and highlights that there
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Figure 4.37: Turbulent kinetic energy across the boundary layer at 4 di↵erent suction side
positions.
is shock/boundary layer interaction present.
These findings are confirmed by the turbulent kinetic energy across the boundary
layer, Fig. 4.36. Case 4 exhibits a very small level of fluctuations across the entire suction
side. Cases 5 & 6, however, reveal strong near fluctuations developing at position
3, increasing by two orders of magnitude compared to position 2. This large increase
indicates the development of a turbulent boundary layer. The high levels of fluctuations
then continue up to the trailing edge. It is, however, important to note that increasing the
near-wall resolution further and switching to no-slip solid boundaries would be essential
if the entire production of the near-wall turbulent kinetic energy is to be captured (with
the peak considered to be between y+ ⇡ 5  10 [47]).
Further post-processing can be performed, for example phase averages, triple decom-
position or spectra at other relevant positions in the flow. However, such post-processing
in the refined cases requires significant computational and memory resources to run for
su cient time and extract snapshots at an increased sampling frequency. Such resources
were not available at the time this thesis was written and such a work will take place in
the near future.
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 1 (m)  2 (m)  3 (m)  4 (m)
Case 4 3.7 · 10 4 4.9 · 10 4 8.6 · 10 4 9.8 · 10 4
Case 5 6.8 · 10 5 1.3 · 10 4 1.7 · 10 4 2.7 · 10 4
Case 6 6.8 · 10 5 1.3 · 10 4 1.7 · 10 4 2.7 · 10 4
Table 4.5: Boundary layer thickness   for Cases 4 - 6 at the di↵erent measuring positions,
indicated by the subscript.
4.9 Conclusions
Several LES of the high-pressure experimental rotor /stator turbine stage MT1 have been
performed using di↵erent SGS models with a wall-modeled approach. Despite modeling
changes, overall mean flow results show qualitative and quantitative agreements with
the experiments performed at the Oxford Turbine Research facility for all cases, even
those with relatively poor resolution. Indeed, all the important flow characteristics and
secondary flow features are revealed. However, an important sensitivity of the LES pre-
dictions to di↵erent modeling parameters is revealed here, particularly notable in the
unsteady behavior of the flow. It is shown that SGS models, with their di↵erent turbu-
lent flow characteristics, lead to di↵erent unsteady flow field responses characterized by
di↵erent shock structures and more importantly di↵erent unsteady contents. Using SGS
models adapted to wall-bounded flows results in flows with higher unsteadiness, hence, in
flow fields likely to be more realistic. As expected, the basic Smagorinsky model proves to
be too dissipative for these types of flows, even when a high resolution mesh is employed.
In depth analysis of the di↵erent LES predictions based on a triple decomposition of
the velocity field at di↵erent stations proved SGS modeling to be of critical importance
especially at the exit of the stage where not only are the deterministic parts a↵ected but
so are the stochastic components. Such diagnostics also evidence the complexity of the
rotor flow which is clearly a↵ected by the stator exit unsteady flow content.
Increasing the mesh resolution shows minor changes on the mean flow predictions.
However, decreasing the general cell size of the mesh and improving near wall resolution,
combined with a model adapted for near-wall regions, not only increases the level of re-
solved turbulence but also changes the boundary layer thickness and near-wall dynamics.
These changes alter the aerodynamic losses, shock structures and secondary flows as well
as modify the operating point of the numerical simulations. The agreement between the
high resolution simulations that use SGS models adapted for wall-bounded flows (WALE
and  ) is also particularly noticeable. The unphysical behavior of the Smagorinsky model
close to walls prevents, however, the corresponding case to converge to the corresponding
flow field. These findings agree well with the LES literature, where damping functions
(such as the Van Driest function [169]) or modified versions of the Smagorinsky model
(such as the shear-improved Smagorinsky model [170]) are frequently used to correct this
issue. The necessity of resolving more of the boundary layer is also highlighted as the
simulations with y+ = 100 show large di↵erences between each other. As these simula-
tions constitute the first LES of a HPT stage, the established conclusions can serve as
necessary guidance for future simulations.
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