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Three-state interactions determine the second-order nonlinear optical response
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Department of Physics, Skidmore College, Saratoga Springs, New York 12866 and
Department of Physics and Astronomy, Washington State University, Pullman, Washington 99164-2814
Using the sum-rules, the sum-over-states expression for the diagonal term of first hyperpolariz-
ability can be expressed as the sum of three-state interaction terms. We study the behavior of a
generic three-state term to show that is possible to tune the contribution of resonant terms by tun-
ing the spectrum of the molecule. When extrapolated to the off-resonance regime, the three-state
interaction terms are shown to behave in a similar manner as the three-level model used to de-
rive the fundamental limits. We finally show that most results derived using the three-level ansatz
are general, and apply to molecules where more than three levels contribute to the second-order
nonlinear response or/and far from optimization.
PACS numbers: 42.65.An, 33.15.Kr, 11.55.Hx, 32.70.Cs
I. INTRODUCTION
Materials with tailored second-order nonlinear optical
properties are needed for the adavance of diverse applica-
tions such as information technology,[1] bio-imaging,[2–4]
and cancer therapy.[5, 6]. The nonlinear optical response
in organic materials is originated at the molecular level,
and the response of the bulk is related to the molecu-
lar response by simple addition rules. This means that
organic materials can achieve the fastest response and
also that there is an immense pool of potential organic
structures suitable for synthesis (of the order of Avo-
gadro’s number).[7, 8] Which such a huge number of po-
tential structures, a better understanding of the underly-
ing mechanism behind the molecular response is needed
in order to tailor organic materials to their full potential.
Applying the “three level ansatz” (described below)
one can show that the strength of the molecular non-
linear optical response is limited by the number of elec-
trons. When these electrons are optimally arranged the
fundamental limit is reached.[9–12] The quantum lim-
its analysis has been used to determine molecular ef-
ficiency, highligh the mechanisms that determine the
molecular response,[3, 13–21] introduce new paradigms
for optimization,[18, 22–27], establish fundamental scal-
ing laws,[28, 29], and to identify the best molecular candi-
dates for second-order nonlinear applications.[30] In this
paper we generalize these results by deriving expressions
that apply to all molecules that can be represented by
a second-order nonlinear susceptibility, even when the
three-level ansatz does not apply.
II. THEORY
The property that quantifies the strength of a
molecule’s second-order nonlinear optical interaction is
∗ jperezmo@skidmore.edu
the first hyperpolarizability, βijk(−ω1;ω1, ω2), a third-
rank tensor that depends on two input frequencies ω1 and
ω2, with ω1 +ω2 = ωσ. A sum-over-states expression for
the first hyperpolarizability can be obtained using time-
dependent perturbation theory and the Bogoliubov and
Mitrolplsky method of averages and was first derived by
Orr and Ward:[31]
βijk(−ωσ;ω1, ω2) = −(h¯)−2e3I1,2
∑
m,n
′
{ 〈ri〉0m〈r¯k〉mn〈rj〉n0
(Ωm0 − ωσ)(Ωn0 − ω1)
+
〈rk〉0m〈r¯j〉mn〈ri〉n0
(Ω∗m0 + ω2)(Ω
∗
n0 − ωσ)
+
〈rk〉0m〈r¯i〉mn〈rj〉n0
(Ω∗m0 + ω2)(Ωn0 − ω1)
}
,(1)
where the prime in the sum indicates that the ground
state is excluded from the sum (n 6= 0 and m 6= 0), h¯ is
the reduced Plank constant and (−e) is the charge of an
electron. The ith component of the position operator is
represented by ri, with matrix elements (between states
|m〉 and n〉):
〈ri〉mn = 〈m|ri|n〉, (2)
and the operator I1,2 averages over all terms gener-
ated by pairwise permutations of (i, ω1) and (j, ω2) in
the expression. Notice that we have used the notation
Ωn0 = Ωn − Ω0, and that the barred operator is defined
as:
O¯ = O − 〈O〉00. (3)
By assumption, the eigenvalues of the time-
independent Hamiltonian, H(0) (which describes the iso-
lated molecule before the interaction with light is turned
on), are complex to allow for natural decay:
H(0)|n〉 = h¯Ωn|n〉 = h¯
(
ωn − iΓn
2
)
|n〉, (4)
such as the energy of the eigenstate |n〉 is given by h¯ωn =
En and its inverse radiative lifetime is h¯Γn.
For molecules that are approximately 1-dimensional
(that is, for molecules where the conjugated path has
2C∞v symmetry) the diagonal term of the first hyperpo-
larizability dominates over all other components. Choos-
ing the geometry such as the x-axis coincides with the
axis of the molecule, the diagonal component of the first
hyperpolarizability can be expressed as:
βxxx(−ωσ;ω1, ω2) = (−e)3
∑
mn
′
x0mx¯mnxn0 ·D(2)mn(ω1;ω2),
(5)
where xmn = 〈m|rx|n〉 and the dispersion factors are
defined as:
D(2)mn(ω1, ω2) =
1
h¯2
I1,2
{
1
(Ωm0 − ωσ)(Ωn0 − ω1) +
1
(Ω∗m0 + ω2)(Ω
∗
n0 + ωσ)
+
1
(Ω∗m0 + ω2)(Ωn0 − ω1)
}
=
1
2h¯2
{
1
(Ωm0 − ωσ)(Ωn0 − ω1) +
1
(Ω∗m0 + ω2)(Ω
∗
n0 + ωσ)
+
1
(Ω∗m0 + ω2)(Ωn0 − ω1)
+
1
(Ωm0 − ωσ)(Ωn0 − ω2) +
1
(Ω∗m0 + ω1)(Ω
∗
n0 + ωσ)
+
1
(Ω∗m0 + ω1)(Ωn0 − ω2)
}
, (6)
where, for clarity, we have explicitly performed the aver-
aging indicated by I1,2.
Far away from resonances, Em0 ≫ h¯ω1, Em0 ≫ h¯ω2
and Em0 ≫ h¯Γm2 , so we can approximate Eq. 6 as:
D(2)mn ≈
3
EmgEn0
, (7)
such as that, in the off-resonance regime, Eq. 5 is ap-
proximated by:
βoffxxx ≈ (−e)3
∑
mn
′ x0mx¯mnxn0
Em0En0
. (8)
The sum-over-states expressions for the first hyperpo-
larizability (Eqs. 1, 5 and 8) depend on an infinite set of
transition dipole moments and energies. However, these
parameters are not independent. They are related to each
other through the Thomas-Kuhn sum rules which apply
quite generally to most quantum systems. The first sum
rules were originally derived by Thomas and Kuhn us-
ing a semiclassical approach.[32, 33] Heisenberg derived
them using quantum mechanics principles,[34] and they
were generalized by Bethe et al.[35] Here we use the gen-
eralized sum rules as derived by Kuzyk.[9–12] Choosing
the geometry such as the x-axis coincides with the axis
of the molecule, ri = rx, and denoting x = 〈rx〉, the sum
rules can be expressed as:
∑
n
(2En0 − Ek0 − El0)xknxnl = h¯
2N
m
δkl, (9)
where N is the number of effective electrons in the sys-
tem, and δkl is the Kronecker delta.
It is important to notice that Eq. 9 is actually an infi-
nite set of equations, depending on which specific values
of (k, l) are picked. However, since by definition of the
inner product xkn = x
∗
nk, the sum rule that we obtain
by picking k = s and l = t is the complex conjugate of
the sum rule that we would obtain by picking k = t and
l = s. This means that if k = l, the corresponding sum
rule is real. Also, in Eq. 9, the sum over the dummy
index n does include the ground state, while in the sum-
over-state expressions (Eqs. 1, 5 and 8) the ground state
is excluded from the sum.
The fundamental limit is obtained by applying the
three-level ansatz which assumes that a three-level
model accurately describes any quantum system whose
nonlinear-optical response is close to the fundamental
limit. In other words, the Three-Level Ansatz can be
stated as:[36]
“When the hyperpolarizability of a quantum
system is at its fundamental limit, only three
states contribute to the response.”
Applying the three-level ansatz to Eqs. 9 and 8 one
can show that the first hyperpolarizability is bounded by
the fundamental limit:[9, 11]
βoffxxx ≤ βmaxxxx = 4
√
3
(
eh¯√
m
)3
N3/2
E
7/2
10
, (10)
and that the expression of the off-resonant first hyperpo-
larizability (Eq. 8) simplifies to:
βoffxxx(E,X) = β
max
xxx · f(E) ·G(X), (11)
where the functions f(E) and G(X) are defined as:
f(E) =
1
2
(1 − E)3/2(2 + 3E + 2E2) (12)
and
G(X) =
4
√
3X
√
3
2
(1−X4). (13)
The dimensionless parameters E and X defined as:
E =
E10
E20
, (14)
3and
X =
|x01|√
h¯2N
2mE10
. (15)
The three-level ansatz has not been rigorously proven
but the calculation of the quantum limits is consis-
tent with experimental data and with numerical stud-
ies. Experimentally, the first hyperpolarizability of any
molecule has always been found to be below the quantum
limit.[13, 14, 22, 23] Numerical studies also show that the
best quantum systems have maximum hyperpolarizabili-
ties that do not surpass the quantum limit.[37–41]
A. Dipole-free expression for the first
hyperpolarizability
The sum-over-states expressions for the first hyperpo-
larizability (Eqs. 1, 5 and 8) have been extensively used
to model the second-order nonlinear response and to an-
alyze experimental data since they were introduced in
1971.[31] However, the sum-over-states expressions treat
the set of {En, xmn} as independent parameters and we
know that the sum rules impose constraints over the
set. Thus, the traditional sum-over-states expressions
are over-specified and require redundant information in
order to be evaluated. Furthermore, results based on
the optimization of the sum-over-states expressions will
treat the parameters as independent, which can lead to
erroneous conclusions.
A more compact sum-over-states expressions that elim-
inates some of the redundant information by incorpo-
rating the sum-rules was introduced by Kuzyk.[42] The
expression is called “dipole-free” since it eliminates the
explicit dependence on dipolar terms (ie. terms that re-
quire a change in dipole moment). We notice that by
definition:
x¯mn =
{
xmn, if m 6= m
xnn − x00 = ∆xn0, if m = n
(16)
such as the traditional sum-over-states expression for the
diagonal term of the first hyperpoloarizability (Eq.5) can
be expressed as:
βxxx(−ωσ;ω1, ω2) = (−e)3
(∑
n
′|xn0|2∆xn0 ·D(2)nn(ω1;ω2)
+
∑
n
′∑
m 6=n
′
x0nxnmxm0 ·D(2)mn(ω1;ω2)

 .(17)
The first sum is made up from all the terms that explicitly
require a change in dipole moment (∆xn0 = xnn − x00)
in order to contribute. These terms depend only on the
transition moments of two states (ground and n), while
the terms in the second sum connect transition moments
of three different states (ground, n and m with n 6= m).
To derive the dipole-free expressions we must consider
the sum rules that we obtain by picking l = 0 and k 6= 0
in Eq. 9, and multiplying the resulting expression by x0k:∑
n6=0
n6=k
(2En0 − Ek0)x0kxknxn0 + Ek0|xk0|2∆xk0 = 0, (18)
Rearranging terms we arrive to:
|x0n|2∆xn0 = −
∑
n6=0
n6=k
2Em0 − En0
En0
x0nxnmxm0. (19)
where by assumption n 6= 0. Substituting Eq. 19 into
Eq. 17 leads to the dipole-free expressions for the first
hyperpolarizability:[42]
βxxx(−ωσ;ω1, ω2) = (−e)3
∑
n6=0
n6=k
′
x0nxnmxm0 ·H(2)nm, (20)
were we have defined the energy terms:
Hnm =
(
D(2)mn(ω1;ω2)−
(2Em0 − En0)
En0
·D(2)nn(ω1;ω2)
)
.
(21)
For simplicity of notation we have omitted the depen-
dence on the input frequencies in the definition of Hnm.
It is important to notice that the only new assumption
that has been made in the derivation of Eq. 20 from Eq.
5 is that the (k, 0) sum rules with k 6= 0 are obeyed. The
sum rules have been shown to apply to the most general
form of the Hamiltonian for N electrons of mass m that
interact through electromagnetic forces. They hold for
any scalar potential that is a function of the position
of the electrons, spin angular momentum and a linear
function of the orbital angular momentum.[29] Therefore,
they apply quite generally to all molecules. Only exotic
potentials that are not physically meaningful can lead
to violation of the generalized sum rules. Furthermore,
while truncation of the sum-rules to the contribution of
few states might lead to inaccuracies,[43] the derivation
of the dipole-free expression does not assume truncation
of the sum-rules and therefore the expression is exact.
III. RESULTS
The dipole-expression for the first hyperpolarizability
is still over-specified in the sense that it does not take
into account the relationship between pairs of transition
moments:
xnm = 〈n|xˆ|m〉 = (〈m|xˆ|n〉)∗ = x∗mn (22)
which follows from the definition of the inner product
and the fact that the position operator xˆ is real,[44] and
therefore always applies. This implies that the products
4of transition moments that appear in Eq. 20 are con-
nected through:
x0nxnmxm0 = (x0mxmnxn0)
∗
. (23)
Our next goal is to use the relationships between the
transition dipole moments to further simplify Eq. 20.
This is very useful when the transition dipole moments
are real as we shall see below, and leads to some general
results.
By explicitly pairing the terms that are connected
through Eq. 23 we can rewrite the expression as:
βxxx(−ωσ;ω1, ω2) =
(−e)3
∑
n
′∑
m>n
′
(x0mxmnxn0 ·Hmn + x0nxnmxm0Hnm) =(24)
(−e)3
∑
n
′∑
m>n
′
(x0mxmnxn0 ·Hmn + (x0mxmnxn0)∗ ·Hnm) .
The advantage of Eq. 25 is that now the expression for
the first hyperpolarizability is expressed as a sum where
each term includes all the possible contributions of three
specific states (ground |0〉, |n〉 and |m〉). Also, by con-
necting the conjugated transition moments we have re-
duced the number of explicit terms that need to be eval-
uated to compute the first hyperpolarizability by a factor
of 2.
More importantly, Eq. 25 clearly highlights how the
second-order nonlinear optical response is determined by
three-state interactions. In fact, the minimum number of
states that must have non-zero transition moments are
three. In other words, a strict two-level model (that con-
siders only the contributions of two states) can not lead
to second-order nonlinear optical response. However, a
typical approximation for the traditional expression of
the first hyperpolarizability is taking by assuming that
the contribution of two states dominate the response.[45]
The two-level model has been shown to be unphysical for
molecules that can not be approximated as 1-dimensional
systems.[46–48] However, according to Eq. 25 (or Eq.
20), in order to be consistent with the sum rules, at least
three levels must contribute to the response, even for
structures that can be approximated to be 1-dimensional.
A. Real transition dipole moments
We will now make use of a theorem concerning time
invariance, as stated by Sakurai:[49]
“Suppose the Hamiltonian is invariant under
time reversal and the energy eigenstate |n〉 is
nondegenerate; then the corresponding energy
eigenfunction is real.”
First we notice that in any 1-dimensional system,
the solutions to the Schro¨dinger Equation are non-
degenerate, so as long as our approximation of treating
the system as 1-dimensional holds, this condition is ful-
filled. Also, if we assume that the Hamiltonian that de-
scribes the molecule is conservative then we can apply the
theorem and conclude that the eigenfunctions are real.
More generally, we can assume that the eigenfunctions
are real when the potential function depends on oper-
ators that are time-reversal invariant (such as position,
energy, electric field, electric polarization or charge den-
sity). The assumption will not apply for potentials that
depend on quantities that are not invariant under time-
reversal (such as angular momentum or magnetic field).
Therefore the following results will apply generally to
molecules where relativistic and magnetic effects can be
ignored.
With real eigenfunctions, the transition dipole mo-
ments have to be real, which implies that x0nxnmxm0 =
x0mxmnxn0, such as Eq. 25 is simplified to:
βxxx(−ωσ;ω1, ω2) = (−e)3
∑
n
′∑
m>n
′
x0nxnmxm0 · Fnm,
(25)
with:
Fnm = Hmn +Hnm. (26)
Thus, if the transition dipole moments are real each term
in the sum can be written as the product of a function
that explicitly depends on transition dipole moments and
a function that explicitly depends on energies. Using
Equation 21, the energy functions Fnm can be expressed
as:
Fnm =
(
D(2)mn(ω1;ω2)−
(2Em0 − En0)
En0
·D(2)nn(ω1;ω2)(27)
+D(2)nm(ω1;ω2)−
(2En0 − Em0)
Em0
·D(2)mm(ω1;ω2)
)
.
We notice that the contributions from the dispersion
terms D
(2)
nn and D
(2)
mm are “weighted” by functions that
depend on energy ratios. The contribution from D
(2)
nn is
weighted by the factor:
fweightnn = −
(2Em0 − En0)
En0
, (28)
which approaches its maximum value −1 if the two ener-
gies are very close to each other; and decreases without
bound as the difference of energies increases. The contri-
bution from D
(2)
mm is weighted by the factor:
fweightmm −
(2En0 − Em0)
Em0
, (29)
which approaches its minimum value −1 when the two
energies are very close; reaches zero when the difference of
energies is such as 2En0 = Em0; and approaches its maxi-
mum value 1 when the difference of energies becomes very
large. This suggest that it is possible to selectively tune
the contribution of resonant terms by targeting molecules
with a specific spectrum.
5FIG. 1. Plot of the absolute value of Fnm (Eq. 28) as a
function of the photon energies, with Em0 = 1.55 eV, En0 =
1.5 eV and linewidths set to 0.1 eV.
B. Resonant response
To determine how the weighting factors affect the over-
all resonant response we will consider some significant
combinations of energies. Typical values for the energy
differences on a molecule range from 1 to 3 eV, with
linewitdhs (h¯Γn) ranging between 0.1 and 0.5 eV. Let
us consider first the effect of the energy spectrum by set-
ting all the linewidths to h¯Γn = h¯Γm = 0.1 eV, and three
significant energy distributions as shown in Figures 1, 2
and 3.
Figure 1 plots the absolute value of Fnm as a func-
tion of the photon energies with Em0 = 1.55 eV and
En0 = 1.5 eV. The weighting factors are f
weight
nn = −1.07
and fweightmm = −0.9. The linewidths are set to 0.1 eV.
As expected, the resonances occur when the combina-
tion h¯(ω1+ω2) matches one of the energy values. In this
case, the energy values are very close such as the two res-
onances add up and the net result looks like a single res-
onance. The highest resonant values are achieved when
one of the photon energies approaches 0 eV, where |Fnm|
peaks and reaches its maximum value (≈ 125 eV−2). If
the resonance is such that none of the photon energies
is close to zero, |Fnm| decreases significantly (about an
order of magnitude). Finally, if the photon energies miss
the resonance by more than 0.3 eV, |Fnm| becomes pretty
flat and approaches zero.
Figure 2 plots the absolute value of Fnm as a function
of the photon energies with Em0 = 1.8 eV and En0 = 0.9
eV. The weighting factors become fweightnn = −3.0 and
fweightmm = 0. The linewidths are set to 0.1 eV. We
can distinguish three mean resonances occurring when
h¯(ω1 + ω2) ≈ En0, h¯ω1 ≈ En0 or h¯ω2 ≈ En0. Inter-
estingly, we do not see any resonances when the photon
energies match Em0 which must be due to the fact that
FIG. 2. Plot of the absolute value of Fnm (Eq. 28) as a
function of the photon energies, with Em0 = 1.8 eV,En0 = 0.9
eV and linewidths set to 0.1 eV.
the dispersion term D
(2)
mm(ω1;ω2) does not contribute to
the energy function. Overall, the effects of the resonances
have been scaled by a factor of 5 when compared with
Figure 1. Again, the peaks occur when one of the photon
approaches 0 eV and the other matches En0. This is the
regime of operation for the electro-optic effect. There is
also another significant peak when each photon energy
matches En0, which correspond to the regime of opera-
tion of second-harmonic generation.
Figure 3 plots the absolute value of Fnm as a function
of the photon energies with Em0 = 1.8 eV and En0 =
0.5 eV. The weighting factors are fweightnn = −5.2 and
fweightmm = 0.35. The linewidths are set to 0.1 eV. Now we
can see resonances when the photon energies match both
En0 and Em0, but the resonance effects due to En0 are
enhanced. As before, the maxima occur when one of the
photon energies approaches 0 eV and the other matches
En0 (electro-optic regime).
Further exploration confirms that trends shown in Fig-
ures 1, 2 and 3 are general and do not depend on the
specific values of Em0 and En0. The resonant effects
are modulated through the weighting functions. Close
to degeneracy, the resonant effects are minimized, which
must be due to an overall cancellation effect (quantum
interference). As the energy difference increases, the res-
onant effects are enhanced, specially resonances associ-
ated with the smallest energy En0 which is explained by
the fact that fweightnn becomes large in magnitude. In all
the cases, the best response corresponds to the regime
of operation of the electro-optic effect. Interestingly,
the best energy spacing for on-resonant second-harmonic
generation occurs when the energies are spaced like a
two-state quantum harmonic oscillator (Em0 = 2En0).
This could be used to design more efficient molecules
for second-harmonic generation imaging where the effects
of resonance can be exploited to achieve spectroscopic
6FIG. 3. Plot of the absolute value of Fnm (Eq. 28) as a
function of the photon energies, with Em0 = 1.8 eV,En0 = 0.5
eV and linewidths set to 0.1 eV.
FIG. 4. Plot of the absolute value of Fnm (Eq. 28) as a
function of the photon energies, with Em0 = 1.55 eV, En0 =
1.5 eV and linewidths set to 0.5 eV.
selectivity.[3]
In general, as the linewidths broaden, the resonance
effects dilute and the absolute value of |Fnm| decreases
dramatically. Figure 4 plots the absolute value of Fnm
as a function of the photon energies with Em0 = 1.55
eV and En0 = 1.5 eV, with the linewidths set to 0.5 eV.
If we compare it with Figure 1 (with the same energy
values) we can see how although the overall shape of the
function is similar, the broadening of the linewidths by a
factor of 5 results in a decrease of the peak response by
2 orders of magnitude.
Figure 5 plots the absolute value of Fnm as a function
of the photon energies with Em0 = 1.8 eV and En0 = 0.5
eV, with linewidths set to 0.5 eV. In comparison with
FIG. 5. Plot of the absolute value of Fnm (Eq. 28) as a
function of the photon energies, with Em0 = 1.8 eV,En0 = 0.5
eV and linewidths set to 0.5 eV.
Figure 3 (with the same energy values), the shape of the
resonances has been mostly diluted and that the peak
values due to the resonances at En0 are 20 times smaller.
In conclusion, both the ratio of energies and the mag-
nitudes of the linewidths have a strong influence on the
shape and magnitude of the energy function Fnm. By
tuning the energy ratio, we can selectively minimize or
enhance the resonance effects. With regards to the pho-
ton energies, the highest response is always achieved in
the electro-optic regime. However, if we want to improve
the resonant response for second-harmonic applications,
we must design molecules with Em0 = 2En0.
C. Off-resonance response
Far away from resonances, the dispersion factors Dmn
are approximated by Equation 6, such as the energy func-
tions become:
Foffnm = 3
(
2
Em0En0
− (2Em0 − En0)
E3n0
− (2En0 − Em0)
E3m0
)
.
(30)
First, we notice that Foffnm diverges when Em0 → ∞,
which is due to the divergence of the weighting function
fweightnm . Experimentally the values of the first hyperpo-
larizability are clearly bounded. Furthermore, in order
for the sum-over-states approach to be valid, the full ex-
pression must be convergent. Thus, there must be some
other mechanism that prevents this divergent behavior.
Taking a hint from the derivation of the quantum lim-
its, the problem can be resolved if the dependence on the
transition dipole moments on energies is such that the
divergence is canceled.[9] We can indeed proof this using
the remaining set of sum rules.
71. Generalized scaling laws
The derivation of the dipole-free expression (Eq. 20)
uses the subset of sum-rules that is obtained by picking
l = 0 and k 6= 0 in the general expression (Eq. 9). If in-
stead, we pick l = k = m we obtain the following subset:
2m
h¯2N
·
∑
n=0
(En0 − Em0)|xnm|2 = 1. (31)
The expression on the left must remain bounded (and
equal to 1) for any combination of energies and in the
limiting cases when En0 → Em0 and |(En0−Em0)| → ∞.
This leads to the following generalized scaling law for the
transition dipole moments:
2m
h¯2N
|xmn|2 ∝ 1
(Em0 − En0) , (32)
which implies:
|xmn| ∝
√
h¯2N
2m
1
(Em0 − En0) . (33)
Using Eq. 33 we can determine the energy dependence
of a generic term in the sum-over-states as:
x0mxmnxn0·Foffnm ∝


√
h¯2N
2m


3√
1
Em0En0(Em0 − En0) ·F
off
nm,
(34)
which, after some manipulation leads to:
(−e)3x0mxmnxn0·Foffnm = knm

e
√
h¯2N
2m


3
1
E
7/2
n0
·f( En0
Em0
).
(35)
where knm must be a function of n and m that does
not depend explicitly on energies; and f(E) is the same
energy function that one obtains using the three-level
ansatz, but now applied to the generalized energy ratio
En0/Em0. This ratio is bounded between 0 and 1, since
by definition Em0 > En0. The behavior of f(E) is well
known. For all possible ratios of energies f(E) is a well
defined monotonically increasing function, that reaches
its maximum value at f(0) = 1 and its minimum value
at f(1) = 0. This is a remarkable result that shows that
aside from the scaling factor E
−7/2
n0 , the energy depen-
dence of a generic term in the sum-over-states mirrors
the energy dependence that is obtained using the three-
level ansatz. However, while the three level-ansatz as-
sumes that only three states contribute to the response,
no such assumption has been used to derive Equation 35.
In fact, if we define the generalized energy function as:
fgennm =
(
E10
En0
)7/2
· f(En0
Em0
), (36)
we can rewrite the contribution of a generic term in the
sum-over-states as:
(−e)3x0mxmnxn0 · Foffnm = βmaxxxx ·Ggennm · fgennm , (37)
where G
gen
nm is another function that results from com-
bining the factor knm with fundamental constants. By
construction, G
gen
nm is bounded and does not depend ex-
plicitly on energies. Also, since by definition f
gen
mn is di-
mensionless, G
gen
mn must also be a dimensionless quantity.
In conclusion, using the sum-rules, the expression for
βoffxxx can be written as the sum of three-state interac-
tions (ground and two excited states). The functional
behavior of each three-state contribution is the same and
can be expressed as the product of a function that de-
pends on the distribution of transition dipole moments,
a function that only depends on energy ratios and the
fundamental limit. This generalizes the results derived
using the three level ansatz (Eqs. 10 to 13) but applies
to all systems irregardless on how many states contribute
to the response. Notice that when the minimum amount
of states contribute to the response (m = 2 and n = 1),
f
gen
mn does automatically become f(E), but G
gen
mn does
not become G(X) unless further assumptions are made.
IV. APPLICATIONS
A. Generalized scaling law for the first
hyperpolarizability
Using Eq. 37 the sum-over-states expression becomes:
βoffxxx = β
max
xxx ·
(∑
n
′∑
m>n
′
Ggenmn · fgenmn
)
. (38)
Since by construction G
gen
mn · fgenmn is a dimensionless
quantity, Eq. 38 implies that the first hyperpolarizability
scales in the same manner as the fundamental limit:
βoffxxx ∝ βmaxxxx ∝
N3/2
E
7/2
10
. (39)
Alternatively, we can derive the scaling law for
the first hyperpolarizability using nondimensionalization
techiques. We begin by explicitly writing Equation 25 in
the off-resonance regime as:
βoffxxx = (−e)3
∑
n
′∑
m>n
′
x0mxmnxn0 · Foffnm, (40)
and introduce the following dimensionless
parameters:[29]
ξnm =
xnm√
h¯2N
2mE10
. (41)
8This yields:
βoffxxx = (−e)3


√
h¯2N
2mE10


3∑
n
′∑
m>n
′
ξ0mξmnξn0 · Foffnm,
(42)
or:
βoffxxx = 6
(
eh¯√
2m
)3
N3/2
E
7/2
10
×(43)
∑
n
′∑
m>n
′
ξ0mξmnξn0
√
En0Em0(Em0 − En0) ·
(
E10
En0
)7/2
f(
En0
Em0
),
where we have made use of the following identity:
1√
En0Em0(Em0 − En0)
·Foffnm = −6·f(
En0
Em0
)
1
E
7/2
n0
. (44)
Recalling Eq. 10 and introducing the dimensionless pa-
rameters ei =
Ei0
E10
,[29] we can express Eq. 44 as:
βoffxxx
βmaxxxx
=
33/4√
2
∑
n
′∑
m>n
′
ξ0mξmnξn0
√
enem(em − en)·fgennm .
(45)
By comparing Equations 38 and 45, we conclude that
G
gen
mn must be defined as:
Ggenmn =
33/4√
2
ξ0mξmnξn0
√
enem(em − en). (46)
As expected, G
gen
mn is a dimensionless function. Further-
more, if we rewrite Equation 33 as:
ξmn ∝ 1
(em − en) . (47)
it becomes clear from the definition of G
gen
mn that the
energy dependence is canceled, such as (also as expected)
G
gen
mn does not depend explicitly on energies.
In conclusion, nondimensionalization techniques con-
firm the previous results and provide for a general ex-
pression for the G
gen
mn function.
B. The Clipped harmonic oscillator
In order to understand better how G
gen
mn and f
gen
mn
determine the first hyperpolarizability let us investi-
gate their behavior for the “clipped harmonic oscilla-
tor” (CHO) model, an exactly solvable model that yields
|βoffxxx| ≈ 0.57 · βmaxxxx .[13, 50]
It is interesting to consider first the regular harmonic
oscillator, where the potential is given by V (x) = 12mω
2.
In this case the eigenenergies are given by En = (n +
1/2)h¯ω with n = 0, 1, 2, · · · and the only non-zero tran-
sition dipole moments are:
xm(m−1) =
√
h¯
2mω
∝
√
1
Em0 − E(m−1)0
. (48)
Clearly, Equation 39 is obeyed. However, all the combi-
nations of three states that contribute to G
gen
mn contain
a null transition dipole moment such as G
gen
mn = 0 for
all values of m and n. This is what we expect since due
to symmetry, the simple harmonic oscillator yields a null
first hyperpolarizability.
The clipped harmonic oscillator is defined by the non-
symmetric potential:
V (x) =
{ ∞ for x < 0
mω2x2
2 for x ≥ 0.
(49)
The eigenergies are given by En = (2n+ 3/2)h¯ω with
n = 0, 1, 2, · · · and the transition dipole moments are
given by:[13, 50]
xij =
√
h¯
pimω
· ϕ(i, j), (50)
with the dimensionless function ϕ(i, j) defined as:
ϕ(i, j) = 2−(i+j)
1√
(2i+ 1)!(2j + 1)!
·
∫ ∞
0
H2i+1(λ)λH2j+1(λ)dλ,
(51)
where Hn(x) is the nth order Hermite Polynomial; and
with i = 0, 1, 2, · · · and j = 0, 1, 2, · · · .
Using that m > n, we confirm the predicted depen-
dence on energy:[51]
xmn ∝ 1√
2(m− n)h¯ω =
1√
(Em0 − En0)
. (52)
Substituting Eq. 50 into Eq. 46 we obtain:
Ggenmn (CHO) =
33/42√
pi
ϕ(0,m)ϕ(m,n)ϕ(n, 0)·
√
m · n · (m− n).
(53)
The energy functions are the same as for the simple har-
monic oscillator and given by:
fgennm (CHO) =
1
n7/2
· f(n/m). (54)
The partial sums as a function of the number of added
states to the sum are plotted in Figure 6. As expected,
the total sum (the product of G · f) converges quickly to
0.57. The convergence is fast, such as the contribution of
the first three-states contribution is about 70 % of the to-
tal sum. The partial sum of G
gen
mn (CHO) terms converges
following a similar trend to 1.2. However, the partial sum
of generalized energy functions does not converge, but in-
creases linearly with the number of states added to the
sum.[52] This means that for the clipped harmonic oscil-
lator the convergence of the total sum is due only by the
convergence of the transition dipole terms, G
gen
mn .
C. Optimization and the three level ansatz
Now let us look for potential strategies to optimize the
first hyperpolarizability.
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FIG. 6. Partial sums as a function of the number of states
added in the expression for the clipped harmonic oscillator
(CHO):
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gen
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We consider first the generalized energy functions.
From the definition (Eq. 28) it follows that 0 ≤ fgenmn ≤ 1
and that f
gen
mn decreases in magnitude as n becomes large.
In the limit when Em0 and En0 approach infinity, f
gen
mn
approaches zero. However, this does not imply that the
partial sums of f
gen
mn must converge, since as we shall
see, when m and n become large there are many more
contributions to the sum-over-states.
If we assume that a specific term f
gen
ij is optimized (i.e.
Ei0 ≫ Ej0) then any term of the form fgenjk has to be far
from optimization (since j > k implies Ej0 > Ek0). In
other words, if we try to optimize one generalized energy
function term we immediately force many other terms to
be far from optimization. So, when trying to optimize
the first hyperpolarizability we either concentrate on op-
timizing a few terms, and let the other contributions to
be negligible; or if we want many terms to contribute we
will be forced to use energy functions that are far from
optimization.
With regards to the generalized transition dipole func-
tions G
gen
mn , we first notice that using 0 ≤ fgenmn ≤ 1, we
can set the partial sums of |Ggenmn | as an upper bound
upon the magnitude of the first hyperpolarizability:
|βoffxxx| = βmaxxxx ·
∑
n
′∑
m>n
′|Ggenmn |·|fgenmn | ≤ βmaxxxx ·
∑
n
′∑
m>n
′|Ggenmn |.
(55)
This inequality holds for any number of states included in
the partial sums and not only when the series converge.
Indeed, we can see that this is the case for the clipped
harmonic oscillator by inspecting Fig. 6.
In general, the values of G
gen
mn can be positive or nega-
tive. Since 0 ≤ fgenmn ≤ 1, the sign of the generic term in
sum over states expression (Equation 38) is determined
by the sign of G
gen
mn . In most situations, the contributions
of different terms to the total sum will partially cancel
each other. This suggests that there must be an optimal
number of contributing states where the positive effects
outbalance the negative effects.
In any case, we can look at the problem of optimizing
the first hyperpolarizability from a different perspective
by simply counting the number of parameters that need
to be manipulated in order to achieve optimization. Let
us assume that the off-resonant first hyperpolarizability
is optimized globally by a specific set of energies and
transition moments, and that a total of ntot states are
significantly contributing to the first hyperpolarizability
(such as we can ignore the contribution of higher states).
This means that the sum-over-states is represented by the
contributions of (ntot−2)(ntot−1)/2 terms and each term
depends on 5 parameters (3 transition dipole moments
and 2 energies). Thus, the number of specific energy and
transition dipole moment values that need to be finely
tuned in order to achieve optimization scales as: 5(ntot−
2)(ntot − 1)/2. Table I list the number of parameters
that determine the first hyperpolarizability as function
of the total number of states that contribute to the sum
(including ground). Thus, although global optimization
might be feasible computationally, such strategy will be
very hard (if not impossible) to implement in the physical
world if it requires the fine tuning of a large set of energies
and transition dipole moments, as it would need a level of
control of molecular properties that is beyond our current
capabilities.
However, we can choose to optimize the first hyper-
polarizability locally, by focusing on the optimization of
one of the terms in the sum. In this case, we can not
guarantee that the first hyperpolarizability is reaching a
global maximum, but the local maximum that we find
can be achieved by tuning the smallest possible set of
energies and transition dipole moments. According to
table I, this goal is much more reasonable and easier
to implement than any global optimization prescription
that requires the contribution of more than three states.
Since all measured compounds fall below the fundamen-
tal limit, we can focus first on designing structures that
optimize the response locally, while we learn more about
what is required to optimize the first hyperpolarizability
globally.
As expected, when the expression for the first hyper-
polarizability and the sum-rules are well represented by
contributions of only three states (including ground), op-
timization is achieved in the same manner as predicted
using the three-level ansatz: G
gen
mn is optimized when
ξn0 =
−4
√
3 where it reaches unity; and f
gen
mn is optimized
when the energy ratio approaches zero. In the specific
case when n = 1 and m = 2, G
gen
21 becomes G(X) and
f
gen
21 becomes f(E), such as we recuperate Eqs. 11, 12
and 13. If we concentrate on optimizing the response of
any other set of states, the maximum that we obtain is
given by
(
E10
En0
)7/2
· βmaxxxx .
Finally, we note that although by counting energies
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TABLE I. Number of parameters (energy and transition dipole moments) that determine the first hyperpolarizability as function
of the total number of states that contribute to the sum (including ground), ntot.
Total number of contributing states (ntot) 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of parameters needed to determine βoffxxx 5 15 30 50 75 105 140 180 225 275 330 390 455
and transition dipole moments the number of parame-
ters scales quadratically with the number of contributing
states, these have to be over specified as they are still
connected through the sum-rules. In fact, we can show
that every first hyperpolarizability (that is below the fun-
damental limit) can be represented by two parameters, Xˆ
and Eˆ, defined such as the following identity is obeyed:
G(Xˆ) · f(Eˆ) =
∑
n
′∑
m>n
′
Ggenmn · fgenmn =
βoffxxx
βmaxxxx
≡ βint.
(56)
As long as the hyperpolarizability is below the fun-
damental limit we can always solve for Xˆ and Eˆ.
This is in agreement with independent findings that at
most two parameters are important for the optimiza-
tion of the first hyperpolarizability with 1-dimensional
potentials.[53, 54]. It also confirms the validity of the
quantum limits analysis for the intrepretation of exper-
imental data.[13, 14] When all the experimental data
(βint, G(X) and f(E)) is in agreement, we know that ef-
fectively three states dominate the response with X = Xˆ
and E = Eˆ. If it is not, we can immediately conclude
that more than three states contribute to the response
and use G(X) and f(E) as proxy functions.
V. CONCLUSIONS
We have shown (without approximations) that the
dipole-free sum-over-states expression for the diagonal
component of the first hyperpolarizability can be ex-
pressed as a sum where each term in the sum includes all
the possible contributions of three specific states (includ-
ing ground). This implies that in order to be consistent
with the sum-rules at least three levels must significantly
contribute to the response even in structures where the
conjugated path is approximated to be 1-dimensional.
In systems that were well approximated as 1-
dimensional governed by a time-reversal invariant Hamil-
tonian, the transition dipole moments have to be real.
This is the case if relativistic and magnetic effects can
be neglected. When the transition dipole moments are
real, the expression for the first hyperpolarizability is ex-
pressed as a sum of similar terms, where each term is
written as the product of three transition dipole moments
(x0mxmnxn0) and a energy function (Fnm).We show that
tuning the energy spectrum of a molecule allows to selec-
tively minimize or enhance the resonant response. The
response is always largest in the regime of operation of
the electro-optic effect. However, the best spacing for
on-resonant second-harmonic generation occurs when the
two energies are spaced like a two-state quantum oscilla-
tor.
When we focus on the off-resonant response, we are
able to show that, aside from the factor E
−7/2
n0 , the energy
dependence of a general term is the same as what is pre-
dicted by applying the three-level ansatz. We introduce
generalized scaling laws for the transition dipole moments
and prove that the first hyperpolarizability must scale in
the same manner as the fundamental limit. In addition,
we generalize the results derived using the three-level
ansatz by expressing every contribution the the sum-
over-states as a product of the fundamental limit and
two dimensionless functions: G
gen
mn and f
gen
mn . This al-
lows to better discern how the distribution of transition
dipole moments and the energy spacing affect the first
hyperpolarizability. We derive this result first using the
generalized scaling laws (Eq. 33); and using nondimen-
sionalization techniques without invoking Eq. 33. Thus,
even if the generalized scaling laws needed to be cor-
rected, the results will still hold.
We apply these principles to the clipped harmonic os-
cillator model and find the convergence of the first hyper-
polarizability sum is due only to the convergence of the
generalized transition dipole moment functions, G
gen
mn ,
and that the first three-state contribution term carries
70% of the weight in the infinite sum.
We then show than in a system with many contribut-
ing levels the generalized energy functions can not all
be optimized at once. We also prove that the absolute
value of the first hyperpolarizability is bounded by the
set of partial sums |Ggenmn |, and that the sign of Ggenmn
determines the sign of every term in the first hyperpolar-
izability sum. As the number of states that contribute
significantly to the sum-over-states increases, the chances
of partial cancellation between terms increases also, so we
conjecture that there must be an optimal (finite) number
of states where the positive effects outbalance the nega-
tive effects. We argue that although global optimization
of the first hyperpolarizability might be possible mathe-
matically when many states contribute to the response,
the strategy will be impractical if it requires the fine tune
of many molecular parameters. A more realistic approach
is to optimize the response locally, by putting our efforts
into the optimization on one of the three-state contribu-
tions, as prescribed by the three-level ansatz. We also
confirm the validity of the fundamental limits analysis
for the interpretation of experimental data.
In conclusion, we have showed that most results de-
rived using the three-level ansatz are general and ap-
ply to molecules where more than three levels contribute
to the second-order nonlinear response or/and far away
11
from optimization. Finally, we would like to note that
although the analysis presented in this paper focuses on
the molecular second-order nonlinear response, the gen-
eralization to the macroscopic level is straightforward.
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