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INTRODUCTION 
In the recent past several American and Japanese mathematicians, notably 
R. E. Langer [l], Wolfgang Wasow [2], K. Okubo [3], and Y. Sibuya [4], 
have developed and used an elegant and powerful formal algorithm for 
treating both nth order scalar and first order systems of differential equations 
with a turning point. Historically, Langer was the first to use the methods 
which we have alluded to above, and he has given a lucid description of this 
in [5]. 
In the present paper we extend a version of this algorithm given by 
W. Wasow [2] to a considerably wider class of first order systems with a 
turning point. The results so obtained include those of Okubo and Wasow 
as very special cases. 
We will study systems of the form 
d'y' =4?E)y, (l-1) 
where h is a positive integer and A(x, 6) is an n x 12 matrix function of the 
two complex variables z and E which in a region 
D = ((5 4 I I z I < 6, , 0 < I E I < co , I arg E I G eo> (1.2) 
has a uniform asymptotic expansion of the form 
A(x, l) - f A,(z) 8, 
f-0 
as E + 0, (6 E D), (1.3) 
with the matrices A^,(z), (Y = 0, 1,2, . ..). holomorphic at z = 0. It is known 
that with no loss of generality we may assume that a,(O) has only one 
1 Partially prepared under NSF grant No. GP-2159. 
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eigenvalue of multiplicity n, and that with a trivial normalization we will have 
tr [A@, c)] = 0, (2,~) E D, tr = trace. (1.4) 
These nonrestrictive assumptions imply that &O) is nilpotent. 
By a linear transformation of the dependent variable we can further achieve, 
without restricting our generality, that Al(O) is in Jordan canonical form with 
zeros down the main diagonal. (See [2] for a resume of this.) 
For the remainder of the paper we make the critical and restrictive hypo- 
thesis that A(0, 0) has only one Jordan block. That is, we suppose 
/lo(O) = J = 
1 0 . . 
(1-5) 
2. THE FORMAL ALGORITHM 
This algorithm can be presented as follows. Suppose we let y = P(z, l ) y*, 
where P(z, l ) is a matrix nonsingular for z = E = 0. (1.1) then becomes 
e&y*’ = P-l(AP - GP’) y*. (2.1) 
Putting Pl(AP - ehP’) = B, we then wish to solve the equation 
chP’ = AP - PB. Cm 
The matrix P(z, l ) is to have the same regularity as the matrix A&, c} 
of (1.1) and is to be nonsingular at z = E = 0, while B(z, C) is to be as simple 
as is possible. 
One inserts formal power series for the matrices B and P, and the asymp- 
totic series for A into (2.2). But here a variation occurs. Let us define a new 
parameter j3 = eh. Then (2.2) has the form 
Suppose that we formally put 
409/16/z-6 
282 HANSON 
and 
If we perform the indicated differentiations and multiplications followed by 
collection of like powers of 8, we are led to the following recursion formulas 
where we have put Bo(z, C) = A,(x, l ). 
A,(% 4 PO@, 4 - PO@, 4 Aoh 4 = 0 (2.3) 
A&, 4 P&, E) - P&, 4 A&, 4 = PO’ - [A&, 4 PO - P&1(% 4 
(2.4) 
Aoh 4 p, - PpAo(% 4 
= p,-1 - [W,-1 - P,-,q + pa, - Fp(z, 4, p > 1. (2.5) 
Here 
h-l 
while 
A&% 6) = c 4+&, cj, (T = 0, 1, 2 ,... ), (2.6) 
j=O 
= c W’p-j - P,-$4) + A$‘, (p > 2). (2.7) 
j&4 
The central idea is to obtain, by a proper choice of the matrices B,(z, E), 
(j = I, 2, . ..). f ormal solutions for the Eq. (2.3) through (2.5) of the form 
P@, 4 = 2 P&) 67, (P = 0, I,...), 
7-O 
where the matrices P,,,.(z) are to be holomorphic for 1 z j < 6,. The matrix 
P,(x) is to be nonsingular for 1 z 1 < 6, . The matrices Bi(z, l ), ( j = 1,2,3, . ..) 
are to be as simple as possible; polynomials in z, for example. 
Equation (2.4) is a singular linear system of algebraic equations since the 
homogeneous equation A,(z, 6) PI - P,A,(x, C) = 0 always has nontrivial 
solutions. 
W. Wasow in [2] used properties of the linear operator 
LAoX = A,(z, l ) X - XA,(z, e) (2.8) 
to satisfy the necessary and sufficient conditions of compatibility for the 
right hand sides of (2.4) and (2.5). 
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Before we explore this matter in greater detail, let us first note the following 
Lemma. 
LEMMA 2.1. Suppose C(z, E) is an n x n matrix of the form 
C(z, c) = f C,(z) ET, (I E I < d 
j=o 
where the matrices Cj(x) are holomorphic for / z 1 < 6, . If C(0, 0) = J, (see 
(1.5)) then there exist positive constants <I and 6, and a nonsingular matrix 
Q(z, c) =go QAZ) ~‘3(IE I< 4, 
where the matrices Qj(z), (j = 0, 1, . ..). are all holomorphic for 1 z ( < 6, , 
such that Q(z, l )-l C(z, l ) Q( z E is the companion matrix formed with the , ) 
characteristic polynomial of C(z, c). (See [6], p. 149.) 
The major difficulty which arises in the proof of Lemma 2.1 is that while 
it is perfectly plausible for C(z, l ) to be similar, for each fixed point (z, E), 
to the companion matrix formed with the characteristic polynomial of C(z, Q), 
there is no guarantee of the existence of a matrix Q(z, E), nonsingular at 
z = E = 0, with the same regularity as C(z, E), which performs the similarity 
transformation throughout the region I z 1 < S, and I E I < e1 . 
In [7] W. Wasow proved that if the null-space of the operator LA, is of 
constant dimension in a neighborhood of z = E = 0, then pointwise simi- 
larity implies analytic similarity in the sense specified in the statement of the 
lemma. Wasow’s proof in [7] is actually given only for a function of one com- 
plex variable, but the more general statement is easily verified by only 
making a slight change of notation in his proof. 
Let us suppose more generally that the matrix A, is only continuous at 
z = E = 0. We can prove that if the null-space of LA0 is of dimension n at 
z = E = 0, then it is of dimension n in a full neighborhood of z = E = 0. 
To this end let ni = ni(z, E), (i = 1, . . . . n), be the degrees of the invariant 
polynomials of the matrix A,(z, c) arranged in decreasing order. 
For each point (z, c) E D, the dimension of the null-space of LA, is 
N = N(z, c) = i (2K - l)n,. 
k=l 
(See [6], p. 222). 
At z = E = 0, (1.5) implies N = n, = n, so that the rank of the operator 
LA, is nz - n at z = E = 0. Hence some minor of order na - n of a matrix 
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representation for LA, does not vanish in a full neighborhood of z = E = 0, 
so that Rank (LAO) > rz2 - n near x = E = 0. 
Since the product of the invariant polynomials is the characteristic poly- 
nomial, we see that 71 < N(z, E) for all (z, e) E D. 
From the rank-nullity theorem 
n2 = Rank (LAO) + N 
>n2+N-n 
> n2 
near enough to z = E = 0. It follows from the above equality that N(z, c) = n. 
From this, and the fact that the characteristic polynomial is the product of 
the invariant polynomials, we conclude that 
2n, + 4% + ***+(2?2-2)n,=O 
near enough to x = E = 0. 
Since the integers rzj , (j = 2 ,..., n), are nonnegative they must be zero; 
hence we also have n, = rz near enough to z = E = 0. Thus the companion 
matrix formed with the characteristic polynomial of C(z, E) and C(z, e) 
itself are pointwise similar near enough to z = E = 0. 
Wasow’s theorem in [7] can now be used to complete the proof of Lemma 
2.1. 
Hence, with a certain nonsingular transformation y = &(z, E) y*, 
we may assume, with no loss of generality, that A,(z, E) is now a companion 
matrix. Notice that the characteristic polynomial for A,(z, c) remains inva- 
riant under changes of the dependent variable for all values of the positive 
integer h. 
We introduce the inner product 
(X, Y) = tr (XY*) (2.9) 
on the space of n x n matrices with complex entries. Here, as usual, Y* 
denotes the conjugate transpose of the matrix Y. 
The adjoint to the linear operator LAO , which we designate Lza , is then 
given by 
L;oX = A,*X - XA,* = LAoaX, (2.10) 
as may be easily verified. 
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We note that the null-space of Lt is of dimension n in a sufficiently small 
neighborhood of z = E = 0. 
This yields 
LEMMA 2.2. For z and E near enough to zero, the matrices (A,*(z, ~))j, 
(j = O,..., n - l), span the null-space of LzO . 
PROOF. The null-space of Lz is of constant dimension n near enough to 
z=e=o. 
Then linearly independent matrices (A,*(O, O))i = (JT)j, (j = O,..., n - I), 
are in the null-space of Lz for z = E = 0. By a continuity argument the 
lemma follows. 
LEMMA 2.3. Suppose K(x, e) is an n x n matrix function holomorphic in z 
and E in the region (1.2) and there possesses the same type of asymptotic expan- 
sion as the matrix A(z, E) as E + 0, (C E D). If LA,X = K(z, e) has particular 
solutions for X(z, e) for every 1 .z / < 6, , 1 E 1 < c,, , then it has a particular 
solution with the same regularity as K(z, l ). 
Lemma 2.3 is a mild generalization of Lemma 3.3 of [2] in the sense that 
it really is a property of a subalgebra of functions which locally contains its 
reciprocals. 
3. CLABIFICATION OF SOME PROBLEM TYPES 
AND OTHER PRELIMINARIES 
Let 
det (Ao(z, 0) - XI) = (- 1)” (A” - Xn-lal*(z) - *** - ha,*_,(z) - a,*(z)). 
(3.1) 
By (1 S), for some positive integer kj , 
aj*(z) = zkjai(z), (3.2) 
(j = l,..., n), with al(z) = 0 by (1.4). The functions ai( (j = l,..., n), 
are all holomorphic at z = 0. 
We may further suppose that by choosing the integers k, sufficiently 
large, at least one of the holomorphic functions axz) is different from zero 
at z = 0. (If not, all the functions aj* vanish identically, By application of 
certain “shearing” transformations, y = diag (1, @,..., &-1)s) y*, with g 
chosen carefully, the system (I. 1) splits into two or more systems of lower 
order, the pole with respect to the parameter E may be decreased, or the 
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system can be rewritten in a manner equivalent to (l.l), where one of the 
functions aj* does not vanish identically. See [8] for a precise statement and 
proof of this.) 
To ease the notation, let the turning point problems satisfying (1.5) be 
denoted by the symbol T,(h, k, v). 
Here n denotes the dimension of the system, h is the order of the pole 
with respect to the parameter E, while 
k = min kj and 
i 
~=max{jIk~=k}. 
In terms of the polynomial (3.1), k is obtained by finding the functions 
{ai*( with the smallest order of zero at 2: = 0. The integer Y is then ob- 
tained by finding the function a,* which is right-most in the right member 
of (3.1), and which has a zero of exact order k at x = 0. 
We confine our attention in this paper to the two important special cases 
where 
Case 1: 
Case 2: 
Y = n. 
v=n-1. 
Notice that these two cases cover all second and third order systems atis- 
fying (1 S) . 
In our computations throughout this paper, we will always assume h = 1. 
By using the methods of this paper, it is possible to obtain a reduction of 
(1.1) satisfying (1.5) f or values of the integer h > 1. This will not be done 
here, but the techniques used are quite similar. 
However, for h = 1, the recursion formulas (2.3) through (2.5) no longer 
depend on E, and hence are simpler to satisfy. Also, the introduction of a 
new parameter j? = c is no longer necessary. 
4. LEMMAS FOR COMPUTATION OF THE REDUCED EQUATION 
In this section we will prove several lemmas which enable us to formally 
obtain a simplified version of the differential equation (1.1). 
LEMMA 4.1. Put &‘(z, 0) = J’ + ET(z), where J is the Jordan matrix 
of (1.5). Then E,(z) is identically zero above and on the rth parallel to the main 
diagonal, (r = l,..., n - 1). 
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PROOF. This is directly verified for I = 1 and I = 2. Assume the lemma 
trueforallruptor=m-2<<--l.Then 
= J-’ + E1 J”-” + JE,,,m2 + E1E,,,m2 
= J*-l + E,,+, . 
Applying the induction hypothesis, JEmb8 has zeros on (and above) the 
(m - 1)st super diagonal. Noting that both E1E,-2 and E1 J”-” have nonzero 
entries only in the last row, the lemma is proved. 
Notice that if the coefficient functions in the characteristic polynomial 
for A&r, 0) all have zeros at x = 0 of order k > 1, we have E,(z) = 0(x”), 
(Y = I,..., n - 1). 
LEMMA 4.2. Suppose all the coeficients in the characteristic polynomial for 
A,(z) are divisible by zk. 
Let B(2) = {b,(Z)} 6 e an y matrix holomorphic at z = 0 with nonzero entries 
only in the last row. 
Then tr @4,,‘(z)) = bn,,&) + g&z), (Y = O,..., n - l), where g,(z) 
invokes only b,,&),..., b,,,+.+&),fiom the last row of B(z), andg,(z) = O(zk), 
(Y = O,..., 12 - 1). 
Ifran, then 
tr (B&(z)) = i f&9 &i(z) + OW”), 
$4 
where the holomorphic functions fjr are O(.zk). 
PROOF. It is only necessary to prove the first part of the lemma, since the 
second part follows from the first by successive applications of the Cayley- 
Hamilton theorem. 
By assumption, 
The lemma is true for Y = 0 and Y = 1. Assume it true for all Y up 
tor=m-2<n-1. 
Then by putting 
B = B, + B, , 
where 
BI= o [ 
0 
, ***, b,-,+1, 0, ***, 0 I 
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and 
we have 
B, = B - B, , 
tr (BAY-‘) = tr (B,AT-l) + tr (B,Ar-l). 
Now from Lemma 4.1, 
where 
B,Ar-l = B,]“+’ + B,E,,+, , 
Since 
tr (BIE,-J = 0. 
setting 
tr (f4Jm-1) = bnm+l , 
g,,&z) = tr (B&f-‘(z)) = tr (B2E,-l(z)) = O(rk) 
completes the proof of the lemma. 
LEMMA 4.3. Suppose that all coeJicients {C+*(Z)}, of the characteristic 
polynomial of A,(z, 0) are divisible by zk, (k > 1). Then 
tr (Ad = i ;&) + ()(.$4”), 
j=O 
(0 <j < n). 
PROOF. This is certainly true for j = 0. It is directly verified to be true 
for j = 1 and j = 2. Assume the lemma true for all j up to m - 1. Then by 
Newton’s formulas and the Cayley-Hamilton theorem (see [6], p. 87), 
tr Aom = u2* tr Ar-’ + *.a + uzea tr A,’ + ma,* 
= O(zk) [tr Arm2 + **+ + tr AZ] + ma,* 
= ma,*(z) + O(2P). 
Here the second equality uses the assumption that all coefficients are divi- 
sible by zk, while the last equality is a result of the induction hypothesis. 
This completes the proof of the lemma. 
LEMMA 4.4. Suppose the hypotheses of Lemma 4.3 are satisjied, and suppose 
p > 0. Then 
tr (At+“) = O(zek). 
PROOF. This follows for p = 1 by an application of the Cayley-Hamilton 
theorem: 
A on+’ = a,*Aon+ ... + an*Ao , 
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and Lemma 4.3. The general statement is a consequence of an obvious 
induction proof which we omit here. 
LEMMA 4.5. Suppose the hypotheses of Lemma 4.3 are satisfied. Suppose 
a,*(z) = O(.zk+l) for Y = n ,..., j + 1. Then if n < 2j < 2n, 
tr A? = j[aj*(z)12 + O(z2’+l). 
PROOF. Put 2j = n + p, where p > 0. Then the Cayley-Hamilton theo- 
rem yields 
A2j = A”+D _ a *An+lD--I 
0 0 -10 
+ . . . + aj*&-j+@ + ..- + a,*A," 
zzz al*A~+p-l + m.0 + aEIAcl + ai*Ad + *** + %*A,‘. 
By hypothesis and Lemmas 4.3 and 4.4, tr (Acm) = O(sk+l), (m > 0). Hence 
a,* tr At+*’ + *-* + azl tr Av = O(gk+l). 
Again by the hypothesis and Lemma 4.3 
a,*,1 tr Ai-’ + --* + a,* tr A,’ = O(zkql) [tr Ai-’ + *** + tr A07 = O(z2”+‘). 
Finally, since j < n, 
tr A,j = jai*(z) + 0(x2’), 
so that 
Thus 
a,* tr A,j = j[aj*(z)12 + O(sk). 
tr A? = j[al*(z)12 + O(Z~~+~) + O(gk) 
= j[a$*(z)]” + O(z2”+l). 
5. REDUCTION THEOREMS FOR TURNING POINT PROBLEMS OF 
TYPE T,(l, k, n) 
In this section we will prove 
THEOREM 5.1. Every turning point problem of type T,,(l, k, n) can be 
formally reduced by a nonsingular transformation y = P(z, C) y* to the form 
l y*’ = B(r, C) y*, where 
B(z, 4 = A&) + 4(z, 4, 
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with 
k-2 
B,(z, 4 = c 
i-0 
0 0 0 
- I Ll.,(40 
isi. 
The b&e), ( j = 0 ,..., k - 2), (m = l,..., n - l), are fbmul power series in 
c with constant coe&ients. 
P(z, C) is a formal power series in E with coejkients which are holomorphic 
for I 2 I < 60 * Pk 0) is nonsingular for j 2 1 < 6, . 
Wolfgang Wasow proved Theorem 5.1 in [2] for problems of type 
T,,(l, 1, n), and we use a modified version of his methods in the present 
paper. 
We now prove Theorem 5.1. 
Equation (2.3) (for h = 1, when E does not occur) may be solved by putting 
PO(Z) = i q*(z) A;-“(z). 
i-l 
(5.1) 
Here the scalar functions pi, (i = l,..., n), are arbitrary. It is implicit 
in the proof of Lemma 2.1 that (5.1) is the most general solution of (2.3). 
As we noted in Section 2, Eq. (2.4) is a singular system of algebraic equations. 
Pointwise, then, the right-hand side of (2.4) must be orthogonal to the null 
space of the operator adjoint to La, in order that this equation have solutions. 
By using Lemma 2.2, these necessary and sufficient conditions of compat- 
ibility are seen to be 
(PO’ - (APO - PO%), (Ao*>j) = 0, (j = O,..., n - I). (5.2) 
(5.2) is seen to be the following system of ordinary differential equations for 
the scalar functions qr , (i = l,..., n): 
where 
S(x)q’ = T(z) q, (5.3) 
and 
S(z) = jtr A~-kir}, columns: (k = I,..., n), 
rows: (r = 1, 2 ,..., n - 1, O), (5.4) 
while 
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T(2) = {tr [Atmk+r(A, - B,)] - (n - K) tr [&++r-l A,‘]} (k = l,..., a), 
(Y = 1, 2 ,...) n - 1, O), 
= T,(z) - T,(z). (5.5) 
Notice that the rows of the matrix S(z) of (5.4) are not quite naturally 
ordered; the first row being written last. 
The definitions of the matrices Tl and T2 are self-explanatory. 
From Lemmas 4.3 and 4.4 we find that 
i 
k 
712 a,, 
. . . 
nzka, , Ok”) 
S(z) = 0 * ** 1 + Wk). (5.6) nzka, (n - l)zka+,, a *, a,, n 
Hence, diag (1, l,..., 1, z”u,(z)) S(z) = zkMl(z), where 
na, 
00) 
WC4 = 
I*.* I 
+ O(Zk). 
0 na, 
na, 
(5.7) 
Note that M,(z) is invertible if z is near enough to z = 0, since u,(O) # 0. 
Put 
all = tr (AIAi-‘), (j = I,..., n). 
Now by Lemma 4.2 
TM = 
,o a,, - b,, , ***, al,-, - bl,- 
0 0 
0 0, a11 - bu 
.* * * , , ***9 , %I - bm 
1 
1 
+ W"), (5.8) 
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and 
k(n - 1) a, 
0 k(n - 2) a, O(l) 
0 
T,(z) = 9-l + O(zk). (5.9) 
4 
0, . . . , 0 c b 1
Let Cz, alirz7, (j = l,..., n), be the power series expansions of the functions 
ali about z = 0. 
If we put b,(z) = 0 and 
k-2 
h&) = 1 aljlf, (j = l,..., n L l), (5.10) 
T=O 
then the system (5.3) takes the form 
z”M,(z) q’ = diag (1, I,..., 1, z”a,(z)) T(s) q = zk-lR(z) q, 
where 
k(n - 1) a, 
0 
(5.11) 
R(x) = - 
i: 
k(n - 2) a, O(l) 
* 
‘** i 
+ O(Z) (5.12) 
ka, 
0, 0, *.-, 0, 0 
is a matrix with holomorphic entries. 
Hence, (5.11) becomes 
zq’ = M;‘(z) R(z) q 
where 
= f+) 4, (5.13) 
- n-l -- ( 1 k n 
0 
n-2 -- 
( 1 
k 
n 
-k 
0, . . . I 0, 
x with entries holomorphic at z = 0. 
+ O(4 
OA 
(5.14) 
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Since no eigenvalue of H(0) is a positive integer while one eigenvalue is 
zero, there exists a formal power series solution for (5.13) where we take 
qn(0) = 1. By a classical theorem from the theory of differential equations 
with a regular singular point, this formal series converges for / z 1 < 6, . 
Also, with the above mentioned choice for qn(0), the matrix P,,(z) of (5.1) 
is nonsingular for 1 z 1 < 6, , if 6, is small enough. This is seen by noting 
that 
PO(O) = 4m If K 
=IfK, (5.15) 
where K is strictly upper triangular. 
For future reference, let &n(z) denote the last component of the vector q(z). 
In the preceding paragraphs we determined P,-,(z) in such a way that 
Eq. (2.4) has a particular solution for each z with 1 z 1 < 6,. By Lemma 2.3, 
we may find a particular holomorphic solution, say pi(z), for (2.4). To this 
particular solution we may add an arbitrary solution of the homogeneous 
equation L,,P = 0. 
From Lemma 2.1, the most general solution of (2.4) is then 
where 
Pl(4 = fw + J%4, (5.16) 
a4 = i ak(4 G”W 
k=l 
(5.17) 
The scalar functions q&s), (k = I,..., n), are arbitrary, and are, in general, 
not the same as those in (5.1). 
Having solved Eq. (2.4) we will now solve Eq. (2.5) with TV = 2. 
The right-hand side of (2.5) with TV = 2 must satisfy the conditions 
tr [(PI’ - (A,P, - PI&) + P& -F,) A,“] = 0, (K = 1, 2,..., 12 - 1,O). 
(5.18) 
(5.18) is seen to be the following system of differential equations for qk , 
(k = I,..., n). 
w 4 = W) 4 + 4zw (5.19) 
M> = {- tr (PA - @iI 4k)l, (K = l,..., n - 1, O), (5.20) 
with 
& = F, f le,’ - Vl& - mu 
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Letjaj, (j= 1 ,..., n), denote the functions tr (#&-j)/&(z). Expanding 
these functions in power series, 
A(4 = 5 f2iP”Y (j = l,..., n), 
V=O 
(5.21) 
let us define the matrix B,(z) to be as follows: 
Make every entry zero except possibly in the last row. In the last row set 
k-2 o 
(forj = l,..., n - 1) 
and put bgn(z) = 0. Now multiply the system (5.19) through by the diagonal 
matrix 
diag (1, l,..., 1, zka,(z)). 
We then see that (5.19), with the help of Lemma 4.2, becomes 
XkMl(2) q’ = 2k-lR(2) q + Z”-‘fi(z). (5.23) 
The matrices M,(z) and R(z) are those appearing by the same names in 
(5.7) and (5.12). The vectorf2(z) is holomorphic at x = 0. Notice that since 
the constant terms of the matrix M,(x) are an upper triangular matrix, we 
rewrite (5.23) in the form 
where 
4 = w4 4 + #2(4, (5.24) 
also has the property that its last component has a zero at z = 0. This last 
mentioned fact allows us to find a formal power series solution for (5.24). 
That this formal series actually converges follows from Lemma 7.1 of [2]. 
The remainder of the proof of Theorem 5.1 consists in carrying out an 
argument by induction to show that we may solve the remaining Eqs. (2.5) 
for p > 2. We shall only mention here that in so doing, one again chooses 
B,(z) in the same manner as B,(z). This leads to a system having the same 
form as (5.24). 
The proof of Theorem 5.1 is then completed upon a formal recording of 
the series for B,(.z, l ). 
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6. REDUCTION THEOREMS FOR TURNING POINT PROBLEMS OF 
TYPE T,(l, k, n - 1) 
In this section we investigate the case where 
u,*(z) = z”+‘u,(z) 
ui*(z) = ZkUj(Z), (j = l,..., 12 - l), 
with the functions C+(Z), (j = l,..., n), holomorphic at z = 0 and a,-,(O) # 0. 
We will prove the following theorem. 
THEOREM 6.1. There exists a formal transformation y = P(z, l ) y* which 
reduces problems of type T,,( 1, k, n - 1) to the form 
where 
+, 4 = 43(z) + E 
cy*' = B(z, c) y*, 
-0 . . . 0 . . . 0 
b 
= 4l(~) + 4(Z, 4. 
The bj, are formal power series in E with constant coe@Gtzts. 
We now begin the proof of Theorem 6.1. 
As in Section 5, Eq. (2.3) is solved by a matrix PO(z) as given in (5.1). 
The conditions of compatibility for (2.4) are given in (5.2). This leads to 
the system (5.3) where now 
while 
S(z) = {tr At-““}, (k = l,..., n) 
(r = O,..., n - l), (6.1) 
T(z) = {tr [Ar’+‘(A, - B,) - (n - k) At-“+‘-‘A,‘]) 
= TM - T,(z), (6.2) 
where the matrices Tl and T, are self-explanatory. 
The integer k denotes the columns while r + 1 denotes the rows of the 
matrices appearing in (6.1) and (6.2). 
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From Lemmas 4.3, 4.4 and 4.5 we see that 
s(z) = zk [+ Kl + K, + (n - 1) z%:&) KS + O(a’+‘)]. (6.3) 
Here the matrix Kl is zero except for a single entry of value one in the first 
row and last column. K3 is a matrix of functions holomorphic at z = 0 
whose entry in the last row and first column is identically one. The matrix 
K, has the form 
K2 = 
Let us put 
‘(n-l)%-,, (71--)a,-,, **., a,, 0 
0, tn - 1) %-1, **-9 ua I a1 
. 
. 
0, . . . , 0, tn - 1) %I-1 
M,(z) = $, 
We wish to calculate 
M;‘(z) = ( $ Kl + Ka + (n 
Now 
($- Kl + Kz)-’ = K;l- 
so that 
where 
(z # 0). 
I* (6.4) 
- 1) c&zkK, + O(Z~+‘))-~. 
?a 
z”[(n - 1) a,-# K1 ’ (6.5) 
M,-‘(z) = [ ($ KI + K,) WI + O(Z))]-~, 
0 . . . 0 1 
(6.6) 
(6.7) 
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From Lemmas 4.2 and 4.3 we see that with aIj = tr (ArA%j), (j = l,..., n), 
we will have 
-h1, %2-be, 
b 11, 
Tlc4 = 
+ Zk - [ 
O(l) 
C O(ulj - b,,), ..a, C O(ulj - b,J I + 0(‘2k)’ 
and 
T,(z) = {(n - k) tr (At-“+r-lAi )} 
= 
I 
n 
(63) 
(6.9 
The expressions C O(U,~ - b,J which occur in (6.8) designate sums of 
functions holomorphic at x = 0 all of which are multiplied by the (as yet 
unspecified) holomorphic functions a,$ - b,, , (j = I,..., n). 
We may then write the system (5.3) in the form 
where 
2q = M;l(z) T(z) q 
= R(z) 4, (6.10) 
44 = [I+ W)l Kil [G - zkLtn -;, u _ l2 K,] [T&4 - ~&)I. (6.11) 
T&l 
Now 
+ 
0 1 
0, *-*, 
. . 
+ 0(x2”-1). (6.12) 
0 . , ***, 
409/w2-7 
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Since the last row of T,(Z) is 0(.z2r+l), we see from (6.11) and (6.12) that 
R(z) will be both holomorphic at z = 0 and divisible by ak-r if and only if 
a,, - 6,, = 0 (x2”-‘) and 
Ulj - b,j = 0 @k--l), (j = 2,..., n). 
Suppose, then, that we expand the functions {ali( in their power series 
at .a = 0. 
Then 
44 = f alipzp, (j = l,..., ?I)* 
p=o 
Let 
2k-2 
M4 = c %19ZP? 
9=0 
and 
k-2 
M4 = c Qlz”, ( j = 2,..., n). 
p=0 
With this choice, 
R(z) = z”-lH(z), 
where H(z) is holomorphic at z = 0 and 
H(0) = 
-k 
0 -(n-W 
n-l 
* 
0 _ (n - 3) k 
n-l 
-k 
n-l 
0, . . . 0, 0 . (6.13) 
The system (6.10) then has the form 
(6.14) 
where H(x) is holomorphic at z = 0. From (6.13) we see that no eigenvalue 
of H(0) is a positive integer while one eigenvalue is zero. Hence we may 
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find a formal power series solution for (6.14) with qn(0) = 1. By a classical 
theorem of systems of ordinary differential equations with a regular singular 
point, this formal series solution will converge for 1 z 1 < 6, . 
We have now determined P,, as a nonsingular matrix holomorphic at 
z = 0 such that the conditions of compatibility for the equation (2.4) are 
satisfied. By Lemma 2.3, Eq. (2.4) h as a particular holomorphic solution, 
say m4 
The most general solution of (2.4) is of the form 
where 
Plc4 = &4 + rs,W~ (6.15) 
u4 = i !?k(4 Kk(4. 
k=l 
(6.16) 
The scalar functions qk(z), (K = I,..., n), are arbitrary and are not, in general, 
the same as those appearing in the first part of Section 6. 
In order to solve (2.5) with p = 2, it is necessary and sufficient that 
tr [Pr’ - (A,P, - P,B,) + PoBz - F,) A,k] = 0, 
(6.17) then becomes 
(K = 0, l,...) n - 1). 
(6.17) 
w 4’ = W) !? + a4 (6.18) 
where da(z) is given in (5.20). Let the functions fij , (j = l,..., n), have the 
same definitions as in Section 5, and suppose that they have been expanded 
in their power series at z = 0 as in (5.21). We now define the matrix B2(z). 
Make every entry zero except in the last row. Put 
Zk--2 
Md = c LIPY 
"=O 
and 
k-2 
w> = c Lc 
C-0 
(j = 2,..., n). 
We then see that (6.18) becomes 
zkq’ = zk-‘H(z) q + f&z), 
where 
(6.19) 
(6.20) 
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From Lemma 4.2 and (6.19) we see that the last component of $s(s) 
is O(Z~~-~), while the remaining components are 0(x”-‘). Hence, f2(z) is both 
holomorphic at z = 0 and divisible by ak-l, so that (6.20) has the form 
%I’ = f&4 P + #2c4 (6.21) 
where the vector I/~(Z) is holomorphic at z = 0. 
Also, the last component of z,~~(z) has a zero at x = 0. This can be seen by 
noting that the constant terms of K;iK;l form an upper triangular matrix, 
and that d2(z) is O(X~~-~) in the last component. 
Thanks to this last mentioned fact, (6.21) h as a formal power series solution. 
That this series actually converges is proved in Lemma 7.1 of [2]. 
Apart from a straightforward induction proof, we may solve the equations 
(2.5) for p > 2. Theorem 6.1 is proved upon formally reordering the series 
for B,(z, c). 
7. THE ANALYTIC MEANING OF THE FORMAL REDUCTION 
It should be observed that in Sections 5 and 6 we have been careful to 
mention that the simplification of the differential Equation (1 .l) was only 
formal. 
The results of these two sections together with a theorem of J. Ritt can be 
used to give the following analytic result. 
Let B(z, E) and P(.z, e) be matrices which have the formal series Z&(Z) 8 
and P,(Z) 8 obtained in Sections 5 and 6 as their asymptotic expansions 
in the region D described in (1.2). That such matrices exist is the essence 
of Ritt’s theorem. The matrix P(z, 6) is nonsingular in D. 
From our formal simplifications of (1.1) made in Sections 5 and 6, the 
transformation y = P(x, ,)w reduces (1.1) with h = 1 to 
Ed = [B(z, c) + qz, E)]W, 
where Q(z, l ) N 0 as E + 0, (e E D). 
That Q(z, C) is identically zero can be concluded in the important special 
case where the functions appearing in the leading matrix A,(z) are polyno- 
mials in a, provided certain additional restrictive hypotheses are satisfied. 
The precise statement, which we omit here because of its length, follows 
directly from [4]. 
The analytic portion of the formal reductions in the general case where 
A,(a) is not a polynomial appears to be a rather formidable open problem 
that deserves further study. 
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