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RESUME 
L'optimisation en temps reel a pour objectif d'operer un procede de fagon a optimiser 
un critere de performance en tout temps et ce, malgre les changements des conditions 
operatoires et les perturbations externes pouvant survenir. Pour ce faire, les mesures 
disponibles sont utilisees arm d'observer ces variations et de reagir en consequence 
pour maintenir le procede a son point d'operation optimal. La commande extremale 
est une classe de methodes d'optimisation en temps reel ou le gradient estime est 
commande a zero. 
Les differentes methodes de commande extremale se distinguent par la fagon dont le 
gradient est estime. Dans la plupart de ces methodes, une perturbation temporelle 
periodique connue est superposee a l'entree du procede et une separation d'echelles de 
temps est necessaire pour isoler les effets de la dynamique du systeme sur l'estimation 
du gradient. Cette separation d'echelle de temps aura peu d'impact sur la vitesse de 
convergence pour des procedes a reponse rapide tels que la plupart des precedes 
mecaniques et electriques. Toutefois, la methode de perturbations appliquee a des 
procedes plus lents tels que certains procedes chimiques ou biochimiques menera a 
une convergence lente vers l'optimum. 
La methode d'optimisation multi-unites permet une convergence plus rapide dans de 
tels cas. Cette methode requiert la presence d'unites identiques au sein du procede 
a optimiser. Ces unites sont operees a des valeurs d'entrees decalees par une pertur-
bation de valeur constante. Le gradient est alors estime par differences finies entre 
les sorties des unites. Comme la perturbation n'est pas temporelle, cette methode 
converge plus rapidement. 
L'hypothese selon laquelle les unites du procede a optimiser sont parfaitement iden-
tiques est rarement verifiee en pratique. La premiere contribution de cette these 
consiste a etudier l'influence de differences entre les courbes statiques des unites 
d'un procede sur la convergence de la methode d'optimisation multi-unites. Bien 
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qu'il soit possible de faire un choix quant au signe de la perturbation introduite a 
l'entree des unites pour assurer la stabilite de la methode dans un tel cas, le point 
d'equilibre peut etre tres loin de l'optimum reel du procede. Afin de contrer cette 
lacune, l'ajout de correcteurs adaptatifs a la methode existante est propose. Deux 
types d'adaptation sont presentes soit une adaptation sequentielle ou la periode d'op-
timisation est decouplee de la periode de correction et une adaptation simultanee ou 
la correction se fait simultanement a revolution vers l'optimum. La stabilite locale 
de ces deux methodes est demontree. II fut demontre que les differences entre les 
unites sont ainsi corrigees et que les unites convergent a leur optimum respectif. 
Les methodes de commande extremale s'appliquent plus souvent a des problemes 
d'optimisation sans contraintes. Typiquement les problemes sous contraintes sont 
transformer en problemes sans contraintes en utilisant une fonction barriere. L'uti-
lisation d'une fonction barriere assure le respect des contraintes mais introduit une 
erreur de convergence par rapport au point optimal reel du procede lorsque celui-ci se 
trouve sur la frontiere de la region admissible. La methode de projection du gradient 
sur les contraintes actives permet quant a elle d'etre directement sur les contraintes 
actives ce qui se traduit par un gain en performance par rapport a celle obtenue avec 
la fonction barriere. Toutefois, le principal defi consiste a identifier l'ensemble des 
contraintes actives dans un contexte continu. Les methodes existantes pour choisir 
l'ensemble de contraintes actives peuvent amener le procede a rester coince a un 
point d'operation sous-optimal. Une logique de choix des contraintes actives sans 
boucle infinie est proposee et une preuve de convergence de la commande extremale 
avec projection du gradient sur l'ensemble des contraintes actives est fournie. La 
methode d'optimisation multi-unites est utilisee avec la projection du gradient sur 
les contraintes actives. 
La derniere partie de cette these presente les resultats experimentaux de l'utilisation 
de la methode multi-unites afin de maximiser la puissance electrique delivree par deux 
piles a combustible microbiennes. Les piles a combustible microbiennes produisent de 
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l'electricite a partir d'eaux usees selon une reaction electro-chimique ou les bacteries 
agissent comme catalyseur. Les correcteurs a adaptation sequentielle presentes dans 
cette these sont utilises pour corriger les differences entre les piles. Les resultats de la 
methode multi-unites sont compares a ceux obtenus par l'utilisation de deux autres 
methodes a perturbation temporelle soit la methode de perturbation et observation 
et la methode de la plus forte pente (methode du gradient). Les reponses de ces trois 
methodes a des perturbations du systeme sont egalement presentees. Les resultats 
experimentaux obtenus confirment l'avantage principal de la methode d'optimisation 
multi-unites comparativement aux methodes a perturbation temporelle soit une plus 
grande vitesse de convergence vers l'optimum. Ces experiences confirment egalement 
que les differences entre les unites peuvent etre corrigees et ainsi leur permettre 
d'atteindre leur optimum respectif. 
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ABSTRACT 
Real-time optimization methods seek to keep a given process at its optimum opera-
ting conditions despite plant variations and external disturbances. This is achieved 
by identifying these variations using the available measurements, and thereby reac-
ting to them. Among the different techniques available for real-time optimization, 
extremum-seeking methods are those where optimization is recast as a problem of 
controlling the gradient to zero. 
The principle difference between the various extremum-seeking methods lie in the 
way the gradient is estimated. Most of these schemes involve injecting a periodic 
temporal perturbation signal and several time-scale separations are necessary to 
isolate the effects of the system dynamics on the estimated gradient. Time-scale 
separation will not be an issue for processes with fast responses, e.g. electrical or 
mechanical systems, though, for slower processes such as the chemical or biological 
ones, the convergence time could be prohibitive. 
The multi-unit optimization is a recently proposed extremum-seeking method which 
provides faster convergence for slow dynamic processes. This method requires the 
presence of multiple identical units, with each of them operated at input values 
that differ by a pre-determined constant offset. The gradient is then estimated by 
finite differences between the outputs of the units. As the perturbation is not in the 
temporal domain, the convergence is faster. 
The assumption of having identical units is indeed very strong and may not be 
realizable in practice. This thesis first studies the effects of the differences between 
the static characteristics on the stability and convergence of the standard multi-unit 
optimization scheme. It is shown that the choice of the offset parameter is crucial to 
stability, while the equilibrium point could be quite far away from the real optimum. 
To avoid such a situation, correctors which compensate for the differences between 
the units have been proposed. Two types of adaptation are analyzed : a sequential 
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approach where the multi-unit adaptation and the correction are done separately 
and a simultaneous approach were the two are performed together. Local stability of 
both approaches has been established. It was shown that the differences can indeed 
be corrected and both units would converge to their respective optima. 
Extremum-seeking methods have traditionally been used for unconstrained problems. 
Typically, constrained problems have been transformed to unconstrained ones using 
barrier functions. Such an approach results in a loss of performance due to a gap 
between the equilibrium point and the set of active constraints. On the other hand, 
control of the gradient, projected on the set active constraints, would allow the equi-
librium point to be directly on the active constraints. However, the main challenge 
is in the identification of the set of active constraints in a continuous framework. 
Existing methods have a problem of "jamming", i.e., being stuck at a non-optimal 
set of constraints. A new jamming-free switching logic is developed and a rigorous 
proof is provided to show that the system in fact converges to the optimum. The 
multi-unit optimization method is then coupled with the idea of gradient projection 
on the set of active constraints. 
The last part of this thesis contains the experimental verification of the multi-unit 
optimization method for the maximum power point tracking of microbial fuel cells. 
Microbial fuel cells produce electricity from waste water though an electro-chemical 
reaction with bacteria acting as the catalyst. The sequential adaptation technique 
presented in this thesis is used to correct the difference between the cells. The results 
from multi-unit optimization are compared with two other traditional techniques 
that involve temporal perturbation, i.e., the perturbation/observation method and 
the steepest descent method. Also, different disturbances are introduced and the 
ability to track the optimum is observed. The experimental results confirm the main 
advantage of the multi-unit optimization method, i.e., a faster convergence to the 
optimum than methods using temporal perturbation. It also verifies the fact that 
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Le developpement technologique incessant que connait le debut du 21ieme siecle 
nous propulse dans un monde ou la performance est un objectif de tout instant. Les 
precedes de transformation et de fabrication n'y echappent pas. Souvent, il ne s'agit 
plus de definir et d'ajuster des strategies de commandes adequates pour maintenir 
les entrees d'un procede a des points de consigne desires, mais plutot d'operer ces 
precedes de maniere a optimiser un critere de performance donne tout en respectant 
des contraintes d'operation ou de conception. Ces objectifs de performance peuvent 
etre de diminuer les couts de production, minimiser des rejets pour respecter cer-
taines normes environnementales ou augmenter la productivity d'un procede. Les 
contraintes, quant a elles, peuvent etre fixees par les capacites limites des equipe-
ments en cause, les normes de securite, d'environnement ou de qualite a respecter. 
Le comportement des precedes est rarement stationnaire mais evolue plutot dans 
le temps selon les differentes sources de perturbations externes qui peuvent exister. 
Dans un tel contexte, il n'existe pas un point d'operation minimisant le critere de 
performance d'un procede qui demeure valide en tout temps. Les instruments de 
mesures d'un procede nous permettent d'observer revolution d'un procede dans le 
temps. L'optimisation en temps reel consiste a utiliser ces mesures pour identifier 
en tout temps le point d'operation permettant de minimiser le critere de perfor-
mance. Des exemples d'application d'optimisation en temps reel se retrouvent dans 
la litterature que ce soit pour maximiser la pression d'un moteur (Vasu, 1957), pour 
augmenter le profit d'une usine (Van Wijk et Pope, 1992; Zhang et al., 1995; Chen 
et al., 1998) ou encore pour ameliorer le controle des freins ABS (Drakunov et al., 
1995). 
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Une etape primordiale et non-triviale dans la realisation d'un projet d'optimisation 
en temps reel est de bien definir le probleme dans le but de choisir la methode 
adequate parmi les differentes methodes d'optimisation en temps reel existantes. 
Ces methodes se distinguent les unes des autres selon differents criteres fixes par la 
definition meme de chaque probleme : 
- La dimension du probleme est un des criteres influengant le choix de la methode a 
appliquer. Une methode d'optimisation utilisant un modele fondamental (Roberts, 
1979) sera privilegiee pour les problemes a grande 'dimension alors qu'une methode 
utilisant seulement un modele empirique (Wang et al., 1999) pourra etre utilisee 
pour des problemes comportant un nombre plus limite de variables manipulees. 
- La connaissance a priori du procede influenceront egalement la methode a privile-
gier, celle-ci etant necessaire pour utiliser une methode avec modele fondamental 
(Golden et Ydstie, 1989; Chen et Joseph, 1987; Guay et al., 2005). 
- Le probleme d'optimisation peut egalement differer d'un cas a un autre selon 
qu'il contienne ou non des contraintes inegalite. La methode retenue devra alors 
tenir compte de ces contraintes inegalite le cas echeant (Dehaan et Guay, 2005; 
Marchetti et a l , 2009; Tatjewski et a l , 2001) 
- Les mesures disponibles font aussi partie de la definition du probleme d'optimisa-
tion. Le critere de performance et les contraintes sont-ils mesures ou si seulement 
des mesures auxiliaires sont disponibles? Lorsque seules les mesures auxiliaires 
sont disponibles, une methode utilisant un modele fondamental (Guay et Zhang, 
2003; Jang et al., 1987) est necessaire alors que la mesure du critere de performance 
permet l'utilisation d'un modele empirique seulement (Wellstead et Scotson, 1990). 
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Definition du probleme 
Le probleme d'optimisation en temps reel a l'etude dans cette these est un probleme 
de petite dimension, soit d'une dizaine de variables manipulees environ, ou la fonction 
objectif est convexe et peut etre evaluee en ligne a partir des mesures disponibles. De 
plus, la dynamique du systeme a l'etude est consideree lente. Le probleme d'optimi-
sation peut contenir ou non des contraintes inegalite et, le cas echeant, les mesures 
des contraintes sont egalement disponibles. Finalement, la connaissance a priori du 
procede etant tres limitee, l'utilisation d'un modele fondamental dans la methode 
d'optimisation en temps reel est consideree impossible. 
Considerant cette definition de probleme, une methode de commande extremale (As-
trom et Wittenmark, 1995) sans modele fondamental ou le gradient estime a partir 
de ces mesures est commande a zero constitue le cadre d'etude de la presente these. 
Dans un tel contexte, la methode de perturbations (Krstic et Wang, 2000) peut s'ap-
pliquer . Cette methode consiste a superposer une perturbation temporelle periodique 
connue a l'entree du procede afin d'en observer l'effet sur le critere de performance. 
Une correlation entre la mesure du critere de performance et cette perturbation per-
met d'estimer le gradient en regime permanent. Comme la perturbation utilisee est 
une perturbation temporelle, une bonne estimation du gradient en regime perma-
nent necessite differentes echelles de temps pour la frequence de la perturbation, la 
frequence de coupure des filtres et l'adaptation. Si cette methode offre une bonne 
performance pour des precedes a reponse rapide, elle mene a une convergence tres 
lente dans le cas de precedes a reponse lente. 
Une autre possibilite serait d'utiliser un modele empirique dynamique du critere 
de performance et d'utiliser les parametres de ce modele pour estimer le gradient 
statique (McFarlane et Bacon, 1989). L'utilisation d'un modele dynamique permet-
trait alors d'eliminer la separation d'echelles de temps et d'accelerer la convergence 
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vers l'optimum. Toutefois, 1'estimation du gradient statique a partir d'un modele 
dynamique engendrera une erreur de convergence. 
La methode d'optimisation multi-unites (Srinivasan, 2007) represente un deuxieme 
choix possible dans le present contexte. Cette methode necessite la presence d'uni-
tes identiques dans le procede a optimiser. Par exemple, le procede peut contenir 
plusieurs micro-reacteurs identiques ou encore, plusieurs cellules photovoltai'ques. 
Cette fois, la perturbation utilisee n'est pas temporelle. Elle consiste plutot en un 
ecart constant impose entre les valeurs d'entrees des unites. Le gradient est alors 
estime par differences finies entre les mesures des criteres de performance des uni-
tes. Puisque les unites sont identiques, 1'estimation du gradient par differences finies 
permet d'eliminer l'effet de la dynamique sur ce gradient (statique). Toutefois, en 
pratique, l'hypothese selon laquelle les unites du procede sont identiques est rarement 
rencontree ce qui limite grandement son application. 
Lorsque le probleme d'optimisation possede des contraintes inegalite, l'utilisation 
d'une fonction barriere permet de transformer le probleme d'optimisation sous contraintes 
en un probleme sans contraintes et de considerer une approche de commande extre-
male. L'utilisation d'une fonction barriere permet au procede de se rapprocher de 
son optimum reel sans toutefois l'atteindre. Une autre fagon d'utiliser une methode 
de commande extremale en presence de contrainte inegalite est de commander le gra-
dient projete sur les contraintes actives a zero. Ainsi, l'optimum peut etre reellement 
atteint ce qui permet un gain en performance par rapport a l'utilisation de fonctions 
barriere. Le principal defi d'effectuer une projection du gradient sur les contraintes 
actives reside en Identification en temps reel de l'ensemble des contraintes actives. 
Objectifs principaux 
Cette these a deux objectifs principaux. Le premier vise a etudier l'effet qu'auront les 
differences entre les unites d'un procede sur la convergence de la methode d'optimi-
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sation multi-unites. Le second objectif est de developper une methode d'optimisation 
en temps reel sans modele utilisant une projection du gradient sur les contraintes 
actives. 
Objectifs specifiques 
Les objectifs specifiques relatifs au premier objectif principal sont : 
1. De determiner l'effet qu'auront des unites semblables, mais non identiques, sur 
la convergence de la methode d'optimisation multi-unites. 
2. De determiner un algorithme d'optimisation utilisant le principe des unites 
multiples dans le cas d'unites semblables, mais non identiques. 
3. De comparer le temps necessaire pour atteindre le point d'operation optimal 
avec les techniques utilisant une source de perturbation temporelle. 
4. De prouver la stabilite de l'algorithme multi-unites avec unites semblables, 
mais non identiques. 
Les objectifs specifiques relatifs au second objectif principal sont : 
1. De determiner une fagon d'identifier l'ensemble des contraintes actives par l'uti-
lisation des mesures disponibles. 
2. De determiner un algorithme d'optimisation utilisant la projection du gradient 
sur les contraintes actives. 
3. De comparer la valeur optimale de la fonction objectif obtenue avec celle ob-
tenue par l'utilisation de la fonction barriere. 
4. De prouver la stabilite de l'algorithme d'optimisation utilisant la projection du 
gradient sur les contraintes actives. 
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Organisation de la these 
Le chapitre 1 dresse une breve revue de la litterature dans le domaine de l'optimisa-
tion en temps reel. Le chapitre 2 traite de l'application de la methode multi-unites a 
des procedes contenant des unites similaires, mais dont les caracteristiques statiques 
ne sont pas parfaitement identiques. Les effets de ces differences sur la convergence de 
la methode sont enonces. Une amelioration a la methode existante dans de tels cas est 
egalement proposee. Le chapitre 3 traite de la commande extremale sous contraintes 
inegalites. Les contraintes inegalites sont prises en compte par l'utilisation du prin-
cipe de gradient projete sur les contraintes actives dans une structure de commande 
extremale sans modele. Le chapitre 4 contient les resultats experimentaux de l'appli-
cation de la methode multi-unites a l'optimisation de la puissance electrique delivree 
par un systeme compose de deux piles a combustibles microbiennes similaires. Ces 
resultats sont egalement compares aux resultats obtenus a l'aide de methodes plus 
traditionnelles telles que la methode de perturbation et observation et la methode du 
gradient. Finalement, les conclusions et recommandations font l'objet du chapitre 5. 
Contributions 
Les principales contributions de cette these ont ete identifiers comme suit : 
1. Une analyse des limites de stabilite et des effets sur le point d'equilibre de la 
methode d'optimisation multi-unites existante lorsqu'elle est appliquee a des 
procedes dont les unites presentent des courbes statiques differentes. 
2. Une methode d'optimisation multi-unites amelioree pouvant optimiser un plus 
grand nombre de procedes soit ceux dont les unites presentent des courbes 
statiques differentes. 
3. Un algorithme capable d'identifier l'ensemble des contraintes actives dans un 
contexte continu en un nombre fini d'iterations permettant d'appliquer la com-
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mande extremale avec projection du gradient sur les contraintes actives. 
4. Des resultats experimentaux demontrant la capacite de la methode d'optimi-
sation multi-unites amelioree de maximiser la puissance electrique delivree par 
des piles a combustible microbiennes semblables. 
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CHAPITRE 1 
REVUE DE LITTERATURE 
1.1 Formulation du probleme d'optimisation 
Considerons un procede opere a des valeurs d'entrees u(t) pour lequel certaines me-
sures Y(t) sont disponibles. Si le procede repond instantanement aux variations d'en-
tree, il peut etre considere comme statique et son comportement peut alors etre decrit 
par la relation suivante : 
Y(t) = h(u(t)) (1.1) 
En realite, la plupart des procedes possedent une dynamique : leur etat a un instant 
t donne ne depend pas uniquement des entrees a cet instant mais egalement des 
entrees aux instants anterieurs. Ainsi, l'historique d'un procede dynamique a un 
instant donne peut etre decrit par les equations suivantes : 
x = F{u(t),x(t)) (1.2) 
Y(t) = H(u(t),x(t)) (1.3) 
ou x(t) represente le vecteur des etats du systeme. Un systeme dynamique est consi-
dere en regime permanent lorsque x = 0 et son comportement peut alors etre decrit 
par l'equation (1.1). 
Les procedes peuvent etre operes de fagon continue ou discontinue. Ces deux types 
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de conditions operatoires se distinguent selon differents criteres. Tout d'abord les 
procedes continus possedent un regime permanent alors que les procedes discontinus 
n'en n'ont pas. Ces derniers sont plutot de nature irreversible : une fois certaines 
limites franchies, aucune commande ne peut ramener un systeme discontinu a son 
etat precedent (Bonvin, 1998). Finalement, chaque lot a une duree d'operation finie 
alors que les procedes continus n'en n'ont pas. 
Dans un contexte d'optimisation des procedes, le critere de performance et les contraintes 
des procedes en lot peuvent etre composes d'une partie associee aux trajectoires et 
d'une partie associee au temps final du lot. Les problemes d'optimisation de procedes 
discontinus sont des problemes de nature dynamique (Bryson et Ho, 1975) pouvant 
se formuler comme suit : 
minJ = $f(x(tf),tf))+ / ($t(u(t),x(t),t))dt (1.4) 
u J to 
(1.5) 
ou tf est le temps final du lot et J le critere de performance devant etre minimise. 
Pour les procedes continus, comme le temps final n'est pas defini, le probleme d'opti-
misation est plus souvent considere en regime permanent : le critere de performance 
est fonction des valeurs des differentes variables en regime permanent. Cette these 
s'interesse a l'optimisation de procedes dynamiques continus et les differentes me-
thodes d'optimisation en temps reel presentees font reference au probleme d'optimi-
sation statique defini comme suit : 
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minJ = $(tx, x) (1.6) 
u 
s.t. F(u,x) = 0 
S(u,x) < 0 
ou J represente le critere de performance devant etre minimise et S, l'ensemble des 
contraintes inegalite a respecter. Ainsi, les valeurs des entrees optimales u* minimi-
sant la fonction J du probleme (1.6) sont valides en regime permanent. 
Bien que le probleme (1.6) soit un probleme sous contraintes inegalite, il peut etre 
transforme en un probleme sans contraintes par l'utilisation d'une fonction barriere 
(Vassiliadis et Floudas, 1997). II prend alors la forme suivante : 
min JB = $(u,x)-C'S2\og(-(Si(u,x)) (1.7) 
i 
s.t. F{u,x) = 0 
La penalite logarithmique associee aux contraintes inegalite assure que la solution 
de ce probleme ne franchisse pas la frontiere de la region admissible definie par ces 
contraintes inegalite. La distance entre la solution du probleme (1.7) et la frontiere 
de la region admissible sera plus ou moins grande selon la valeur du parametre de 
reglage C-
Les equations (1.2-1.3) reliant les entrees u aux sorties Y d'un procede sont rarement 
connues de fagon exactes mais sont plutot approximees par un modele qui a la forme 
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suivante : 
xm - Fm(u(t),xm(t),a,0) (1.8) 
Ym(t) = Hm(u{t),xm{t),a,B) (1.9) 
ou a et 0 representent les vecteurs des parametres fixes et ajustables du modele 
respectivement. 
Ainsi, le probleme d'optimisation a resoudre est defini selon ce modele et devient 
alors : 
minJm = $m(u , X m , Of, 6) (1.10) 
u 
s.t. Fm(u,xm,a,6) = 0 
Sm(u,xm,a,6) < 0 
Le modele utilise dans l'enonce du probleme d'optimisation peut prendre la forme 
d'un modele fondamental elabore a partir des lois fondamentales de la physique ou 
celui d'un modele empirique de type "boite noire" qui tente de reproduire localement 
le comportement du procede. Le probleme d'optimisation (1.10) peut utiliser Fun ou 
l'autre type de modele ou meme les deux a la fois. De fagon generale, les differentes 
fonctions du probleme (1.10) peuvent etre detaillees comme suit : 
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0P) + $&( 06) (l .H) 
^m(«,^m,a,0) = Fp(u,xm,a,0p) +Fb(u,xm,a,9b) (1.12) 
Sm(ii ,xm ,a,0) = Sp(u,xm,a,6p) + Sb(u,xm,a,8b) (1.13) 
ou les indices p et b representent les fonctions et parametres associes aux modeles 
fondamentaux et empiriques respectivement. 
Rien n'assure que la solution du probleme (1.10) nous amene a l'optimum reel du 
procede, solution du probleme (1.6). II existe differentes raisons expliquant la possi-
bility d'une erreur entre les solutions de ces deux problemes. L'incertitude du modele, 
1'efTet sur roptimum reel de perturbations exogenes ne faisant pas partie des mesures 
disponibles et le changement dans le temps de la fonction F decrivant la dynamique 
du procede sont autant de facteurs favorisant l'erreur sur la solution du probleme 
(1.10). Afin que la solution identifiee se rapproche le plus possible du point d'opera-
tion optimal reel, le modele doit etre une representation adequate du procede reel a 
tout instant : les parametres 6 sont alors ajustes regulierement pour que les sorties du 
modele Ym correspondent le plus fidelement possible aux mesures Y du procede. Tou-
tefois, comme nous pourrons le constater dans ce chapitre, une bonne identification 
des parametres du modele ne signifie pas que l'optimum de ce modele correspondra 
a celui du procede reel. 
1.2 Classification des methodes d'optimisation en temps reel 
Les differentes methodes d'optimisation en temps reel peuvent etre regroupees en 
deux categories selon la fagon dont le probleme (1.10) est resolu. La premiere cate-
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gorie regroupe les methodes ou le point d'operation optimal u* est obtenu en resolvant 
numeriquement le probleme (1.10). Ces methodes effectuent la mise a jour des pa-
rametres du modele et le calcul du point d'operation optimal de fagon sequentielle. 
Les methodes de cette categorie se distinguent par la fagon de mettre a jour les pa-
rametres du modele selon la nature des mesures disponibles. Nous distinguerons ici, 
les mesures du critere de performance J et des contraintes inegalites S des autres 
mesures disponibles que nous designerons mesures auxiliaires. 
L'autre categorie de methodes d'optimisation en temps reel est souvent designee dans 
la litterature sous l'appellation "commande extremale". Elle regroupe les methodes 
ou les conditions d'optimalite du probleme (1.10) sont utilisees pour le suivi du 
point optimal en temps reel. Ainsi, le modele est utilise pour estimer le gradient 
Qjj^ et parfois le Hessien Aj^p. Le probleme d'optimisation est alors converti en un 
probleme de commande ou l'information obtenue a Paide du modele est utilisee pour 
determiner la loi de commande permettant au systeme d'evoluer vers l'optimum. Ces 
methodes se distinguent entre elles par la fagon dont le gradient et le Hessien sont 
estimes selon le type de mesures disponibles. 
Le tableau 1.1 dresse une liste des avantages et desavantages de ces deux categories 
de methodes d'optimisation en temps reel. 





- Convergence rapide 
- S'applique aux problemes 
a grande dimension 
- Mauvaise precision 
- Identification des parametres 
du modele affectee par le bruit 
de mesures 
Commande extremale 
- Bonne precision 
- Boucle retro-active nitre 
le bruit de mesure 
- Modele local = pas 
d'extrapolation de u* 
- Convergence lente 
- Difficilement applicable 
pour les problemes de 
grande dimension 
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Les modeles utilises par les principales methodes d'optimisation en temps reel sont 
identifies dans les tableaux (1.2) et (1.3). Nous y distinguons les modeles fondamen-
taux (</>p, Fp et Sp) des modeles empiriques (</>&, Fb et Sb). Ces tableaux indiquent 
quelles sont les composantes des equations generates (1.11-1.13) qui apparaissant 
dans le probleme adresse par chacune des methodes ainsi que le type de parametres 
utilises (a lorsque le modele fondamental ne contient que des parametres fixes et 0 
lorsqu'il contient certains parametres ajustables). Les methodes utilisant des modeles 
fondamentaux dont les parametres sont fixes (Golden et Ydstie, 1989; Desbiens et 
Shook, 2003; Marchetti et al., 2009; Bamberger et Isermann, 1978; Garcia et Morari, 
1981) necessitent un modele empirique pour corriger l'erreur modele fondamental-
procede. 
Tableau 1.2 Methodes avec resolution numerique 
Jang et al. (1987) 
Chen et Joseph (1987) 
Roberts (1979) 
Roberts et Williams (1981) 
Tatjewski et al. (2001) 
Golden et Ydstie (1989) 
Wellstead et Scotson (1990) 
Desbiens et Shook (2003) 























































Dans ce chapitre, les principaux travaux traitant de l'optimisation en temps reel sont 
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Tableau 1.3 
Guay et Zhang (2003) 
Bamberger et 
Isermarm (1978) 
Garcia et Morari (1981) 
McFarlane et Bacon (1989) 
Krstic et Wang (2000) 
Leblanc (1922) 
Srinivasan (2007) 












































presentes selon leur appartenance a l'une ou l'autre de ces 2 categories. 
1.2.1 Optimisation en temps reel avec resolution numerique 
Dans le domaine de l'ingenierie, les algorithmes numeriques de resolution de pro-
blemes d'optimisation peuvent etre utilisees pour ameliorer la conception des prece-
des (Reklaitis et al., 1983) ou encore pour ameliorer leur performance operationnelle 
(Cutler et Perry, 1983). Dans les deux cas, la resolution des problemes d'optimisa-
tion par l'utilisation d'algorithmes numeriques ne peut se faire sans l'utilisation d'un 
modele du procede. 
Comme la performance d'un procede peut etre affectee par differentes sources d'in-
certitude (Zhang et al., 2002), une solution identifier par la resolution numerique 
du probleme d'optimisation defini par un modele a un instant donne ne sera pas 
necessairement valide a un temps ulterieur. L'optimisation en temps reel doit per-
mettre d'identifier et de suivre la solution optimale a tout instant, peu importe les 
perturbations pouvant survenir au sein du procede. 
Le suivi du point d'operation optimal en temps reel necessite une mise a jour du 
modele utilise pour l'optimisation ainsi qu'un calcul frequent de ce point optimal. 
La structure generale de l'optimisation en temps reel avec resolution numerique est 
presentee a la Figure 1. 
Chaque iteration k des methodes avec resolution numerique consiste a effectuer les 
deux etapes suivantes (Marlin et Hrymak, 1997; Dormer et Raynor, 1998) : 
Etape d'identification : appliquer les entrees u(k) au procede et obtenir les me-
sures en regime permanent Y. Determiner les parametres 0*(k) du modele qui 
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Procede u * 
Figure 1.1 Structure generale des methodes avec optimisation numerique 
minimisent le probleme d'estimation au sens des moindres carres suivant : 
minG(u{k),x, Y,0) = Y"M ~ Hm,Mk),x,a,0))
2 (1.14) 
Etape d'optimisation : avec les parametres 6*(k) trouves a l'etape d'identifica-
tion, identifier le point d'operation optimal u(k + 1) = u* a appliquer au 
procede en resolvant numeriquement le probleme d'optimisation (1.10) 
La nature des mesures disponibles determine la nature des elements mis a jour (9). 
Lorsque seules des mesures auxiliaires sont disponibles, un modele fondamental com-
portant des parametres 6P ajustables est necessaire. Les methodes dont la mise a 
jour ne vise que les parametres Of, necessitent quant a elles que les valeurs de J et 
S puissent etre evaluees directement a partir des mesures disponibles. Nous traite-
rons maintenant des principales methodes de cette categorie selon le type de mesures 
qu'elles utilisent soit i) les mesures auxiliaires et ii) les mesures de J et S. 
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1.2.1.1 Methodes utilisant les mesures auxiliaires 
La methode communement appelee dans la litter at ure "approche deux phases" fut 
introduite par Jang et al. (1987). Bien qu'elle fut tout d'abord definie pour un pro-
bleme d'optimisation dynamique avec un horizon de temps fini glissant, elle fut 
egalement utilisee pour resoudre un probleme d'optimisation statique tel que celui 
decrit par l'equation (1.6) (Chen et Joseph, 1987). Cette methode consiste a utiliser 
uniquement un modele fondamental du procede avec parametres fixes et ajustables 
pour le calcul numerique du point d'operation optimal. 
Ici, les mesures de J et de S ne sont pas disponibles et seules les mesures auxiliaires 
sont utilisees lors de la phase d'identification pour mettre a jour les parametres 0P 
du modele suivant : 
Yp = Hp(u,xm,a,9p) (1.15) 
L'etape d'optimisation consiste a resoudre numeriquement le probleme (1.10) qui ne 
contient ici que la partie definie par le modele fondamental : 
min $p(u,xm,a,9p) (1-16) 
u 
s.t. Fp(u,xm,a,9p) = 0 
Sp(u,xm,a,9p) < 0 
Meme si la phase d'identification du modele permet de trouver des valeurs de 9P 
minimisant l'erreur entre les sorties du modele Yp et les mesures auxiliaires Y, rien 
n'assure que l'optimum trouve par la resolution du probleme (1.16) correspondra a 
19 
celui du procede reel, i.e. la solution du probleme (1.6). 
Des 1965, Durbeck (1965) s'est interesse a l'erreur de convergence engendree par 
l'utilisation d'un modele fondamental dans le calcul numerique d'une commande op-
timisante pour un procede. II a demontre qu'il y aura coincidence entre l'optimum 
du modele et celui du procede seulement si les conditions de Karush-Kuhn Tucker 
(Edgar et Himmelblau, 1988) sont respectees i.e., s'il y a correspondance des gra-
dients du modele et ceux du procede. Ainsi, pour que l'optimum identifie a l'aide du 
modele corresponde a l'optimum reel du procede, il ne suffit pas que les sorties du 
modele correspondent aux sorties du procede mais l'ajustement des parametres doit 
permettre aux conditions de KKT du probleme (1.10) de correspondre a celles du 
probleme (1.6). 
D'autres etudes ont egalement porte sur les criteres requis pour qu'un modele puisse 
identifier adequatement l'optimum reel du procede. Biegler et al. (1985) s'est interesse 
a des cas de simulation de precedes a grande dimension utilisant une boucle interne 
avec des modeles approximes et une boucle externe avec un modele rigoureux du 
procede. Les modeles approximes sont utilises pour modeliser des parties du modele 
rigoureux plus difficiles a calculer ce qui permet de reduire la complexity du calcul. 
Les modeles approximes sont solutionnes dans la boucle interne et le controle est 
ensuite retourne a la boucle externe ou les parametres des modeles approximes sont 
mis a jour en faisant correspondre les proprietes des modeles approximes. a ceux 
du modele rigoureux. Cette approche est similaire a l'optimisation en temps reel 
avec resolution numerique ou le modele rigoureux est le procede, la boucle interne 
represente l'etape d'optimisation a l'aide du modele et la boucle externe constitue 
l'etape d'identification des parametres du modele. 
Dans un contexte d'optimisation en temps reel, sous les hypotheses suivantes : 
- toutes les variables du procede sont incluses dans le modele; 
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- les contraintes d'operation sont representees par les memes equations tant pour le 
modele que pour le procede; 
- le modele possede le meme nombre d'equations que le procede; 
- le probleme d'optimisation utilisant le modele et le probleme reel (utilisant le 
procede) ont les memes multiplicateurs KKT. 
L'optimum calcule a l'aide du modele pourra correspondre a celui du procede seule-
ment s'il existe des valeurs des parametres 9P permettant aux gradients du modele 
(par rapport aux variables de procede) et aux gradients du procede de correspondre. 
Toutefois comme le soulignent Forbes et al. (1994), habituellement un modele n'est 
qu'une approximation du procede reel et il est rare qu'il contienne toutes les va-
riables. La methode plus generale proposee par Forbes pour determiner s'il y aura 
coincidence entre l'optimum du modele et celui du procede utilise le concept d'es-
pace reduit. Ainsi, l'espace du probleme original est reduit en utilisant les contraintes 
egalite et les contraintes inegalite actives pour eliminer certaines variables dans le 
probleme d'origine. Si les contraintes inegalite actives Sm sont connues, l'ensemble 
des contraintes actives peut etre represents par : 
Sm(u,xm,a,0) _ 
Selon les methodes de Gill et Wright (1981), le noyau du Jacobien de l'ensemble des 
contraintes actives peut etre defini par : 
gm(u,xm,a,9) = 
\Su9m VXmgm]Z = 0 (1.17) 
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ou Z est l'ensemble des bases defmissant le noyau du Jacobien des contraintes. Ainsi, 
le gradient reduit de la fonction objectif Jm du probleme (1.10) est donne par : 
» r^m \y u^m » Xm'AraJ^ (1.18) 







ou Lm est le Lagrangien du probleme (1.10) tel que LM = Jm + fJ^gm
 o u A* represente 
les multiplicateurs de Lagrange associes aux contraintes actives. 
Les conditions suffisantes pour avoir un minimum peuvent s'exprimer en terme d'es-
pace reduit : 
Vr Jm = 0 et V^Jm definie positive 
Forbes et al. (1994) utilisent ce principe d'espace reduit pour definir le critere a 
respecter assurant que l'optimum du modele coincide a celui du procede : 
Si u* est un minimum unique du procede et qu'il existe au moins un ensemble de 
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valeurs des parametres 9 tels que 
UTV2rJm 
uTVU 
= 0 (1.19) 
u > 0 (1.20) 
u > 0 (1.21) 
alors l'optimum du modele coi'ncidera a l'optimum du procede. L'avantage principal 
de definir ce critere de modele adequat en utilisant le principe d'espace reduit est 
que seulement les variables manipulees determinant la localisation de l'optimum du 
procede sont considerees. 
Bien que ces analyses aident a mieux comprendre l'erreur de convergence que peut 
presenter l'approche 2 phases, rien n'assure que cette erreur ne puisse etre evitee 
lorsque seul un modele fondamental est utilise : la mise a jour des parametres 9P 
n'assure pas que l'optimum reel du procede puisse etre trouve. 
Plusieurs travaux ont porte sur l'amelioration de l'approche deux phases afin de 
tenir compte de l'erreur de modelisation explicitement et d'en diminuer l'effet sur 
la convergence. Roberts (1979) suggere d'ajouter un modele empirique au modele 
fondamental en introduisant un terme de correction dans la fonction objectif de 
fagon a compenser l'ecart entre les gradients du procede et du modele. Le probleme 
d'optimisation devient : 
min $p(u,xm,a,9p) + $b(u,8b) (1.22) 
u 
s.t. Fp(u,xm,a,9P) = 0 
Sp(u,xm,a,9p) < 0 
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avec 
&b(u,db) = -6blu 
_ fdYp ^ W ^ V
1 ^ 
Le terme de correction est une approximation du premier ordre de l'erreur entre le 
modele fondamental et le procede. Ainsi, les parametres 9P et 9b sont mis a jour 
a chaque cycle d'identification-optimisation. Cette idee constitue la base de la me-
thode ISOPE (Integrated System Optimization and Parameter Estimation) (Brdys 
et Tatjewski, 2005). 
La valeur de | ~ est obtenue experimentalement en perturbant chacune des entrees 
de u a partir du regime permanent. 
Chaque cycle k de la methode ISOPE consiste done a effectuer les etapes suivantes : 
1. Obtenir les mesures auxiliaires du procede au point u(k). Perturber chacune 
des entrees pour estimer les gradients %¥- au point d'operation u(k) necessaires 
a la mise a jour de 0bi{k)-
2. Identifier les parametres 6p(k) du modele en resolvant le probleme (1.14) avec 
Y = Y 
3. Resoudre le probleme d'optimisation (1.22) et appliquer u(k + 1) = u* au 
procede 
L'introduction d'un terme de correction dans le probleme d'optimisation permet de 
compenser l'incertitude du modele fondamental mais la necessite d'obtenir le gradient 
| ^ a chaque cycle d'optimisation vient ralentir la convergence de cette methode dans 
le cas notamment des procedes a reponse lente. 
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La mise a jour du modele peut se faire egalement par l'ajustemerit des parametres 
8b du modele empirique uniquement. La partie fondamentale du modele ne contient 
alors que des parametres non-ajustables a. C'est ce que proposent Golden et Ydstie 
(1989) en utilisant la connaissance a priori du procede pour elaborer un modele 
fondamental a parametres fixes representant la non-linearite statique du systeme. 
L'erreur procede/modele est prise en compte par une approximation du second ordre 
cette fois. Ici, la fonction objectif n'est decrite que par un modele fondamental alors 
que la non-linearite statique contient une partie fondamentale ainsi qu'une partie 
empirique ce qui permet une meilleure representation locale de la non-linearite du 
procede. 
Le modele fondamental decrivant la relation entre les entrees et les sorties du procede 
ne contient maintenant que des parametres fixes a : 
Yp = Hp{u,xm,a) (1.24) 
Le probleme d'optimisation est defmi comme suit : 
min %(u,xm,a) (1-25) 
u 






2 - u(k)2) + ebl(u - u{k)) + 0, 




OU u(k) OU u{k) 
-h avec h = ^ — 
d2Yv 
du2 L(fe) du2 u{k) 
(1.27) 
La definition des parametres k\ et k2 assure que le modele possede les memes carao 
teristiques geometriques locales (gradient et courbure) que celles du procede au point 
d'operation u(k). Les valeurs de dYm du u(k) et 
d2Y, 
du2 u(k) 
sont determinees par l'applica-
tion du theoreme de la valeur moyenne finale a un modele Hammerstein de 2ieme 
ordre utilise pour modeliser localement la dynamique du systeme. 
Ce modele s'ecrit comme suit : 
Aiq-^Yit) = B{q-1)u{t - 1) + C ( g " > (* - 1) + v{t) (1.28) 
ou q 1 represente l'operateur de retard defini par q ^(t) = Y(t — 1). Ce modele 
peut etre egalement represente sous la forme suivante : 
Ym(t) = e
Tip(t-i) + v(t) (1.29) 
ou 
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0 T = [ - a i , - a 2 , . . . , - a „ , 60, &i, ---frm, Co, c i , . . . c m , z;] 
<pT(t - 1) = [Y(t - 1), ...y(t - n), u{t - 1), ..., u[t - m), u2(t - 1), ...u2(t - m), 1] 
et i/, les non-linearites et les dynamiques negligees. 
L'identification des parametres de ce modele empirique se fait par une methode 
d'estimation par raoindres carres recursive (RLS) avec facteur d'oubli. 
La partie statique de ce modele est utilisee pour evaluer le gradient et le Hessien 
menant a l'expression de k\ et k2 : 
dY^ 
du 
= 2 ^ t*(J fc ) + ^ (1.30) 
u(*) A(l) v ' A{\) v ; 
^ = 2 ^ (131) 
U(k) A(l)
 v ' ' du
2 
L'utilisation de la courbure dans le schema d'optimisation en temps reel permet une 
meilleure performance. Toutefois, pour des systemes a plusieurs entrees et sorties 
l'estimation du Hessien necessitera une complexite de calcul qui augmente selon le 
carre du nombre de variables. 
1.2.1.2 Methodes utilisant les mesures de la fonction objectif et des 
contraintes inegalite 
En 1990, Wellstead et Scotson utilise un modele statique empirique dans une ap-
plication pour l'industrie automobile. lis posent alors l'hypothese que le critere de 
performance peut etre modelise par une fonction quadratique. Le probleme d'opti-
misation n'utilise aucun modele fondamental cette fois et n'est constitue que d'une 
partie empinque : 
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min $b(u,a,6b) (1-32) 
avec 
®(u,a,db) = a0 + 6»60 + 0blu + 9b2u
2 
060 = J L (1-33) 
Les parametres 9b sont identifies par un algorithme recursif de moindres carres (RLS) 
applique au modele reecrit sous sa forme incrementale : 
J(k) - J(k - 1) = Obl{u(k) - u{k - 1)) + eb2(u(k)
2 - u(k - l)2) (1.34) 
ou J provient directement des mesures disponibles. 
Les entrees a appliquer au procede a l'iteration suivante sont determinees par la 
resolution numerique du probleme (1.32) : 
u(k + l) = u* + upert(k + 1) (1.35) 
ou upert est un signal d'excitation persistante necessaire pour 1'algorithme recursif 
de moindres carres recursifs (RLS) et u* = =f^. Bien que la simplicite du modele 
utilise est attrayante, cette methode permettra au systeme de converger vers son 
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point optimal reel seulement si l'erreur de modelisation est negligeable. Or, si la 
fonctiori objectif ne se rapproche pas d'une quadratique, il y aura alors erreur quant 
au point d'equilibre atteint. 
D'autres methodes furent egalement proposees pour lesquelles les mesures de J et 
S sont requises. C'est le cas notamment de l'ouvrage de Desbiens et Shook (2003) 
qui proposent une methode inspiree de la methode de commande par modele interne 
(Ogunnaike, 1994). Ainsi, un modele simplifie du procede (voir meme lineaire) est 
utilise et l'erreur de modelisation est consideree en introduisant des termes de com-
pensation dans le probleme d'optimisation tant au niveau de la fonction objectif que 
des contraintes. La convergence est assuree sous certaines hypotheses relativement a 
la structure de la fonction objectif notamment. 
Plus recemment, Marchetti et al. (2009) ont propose d'utiliser un modele fondamental 
a parametres fixes et de compenser l'erreur entre les couts et les contraintes predits 
par ce modele en ajoutant des biais dans le probleme d'optimisation original. 
Le modele utilise contient une partie fondamentale a parametres fixes et une partie 
empirique a parametres ajustables. Le probleme d'optimisation s'ecrit comme suit : 
min %{u, a) + $6(u, 6^b) (1.36) 
u 
s.t. Sp{u,a) + Sb{u,0Sb)<0 
uL <u<uu 
avec : 
$fc(u,0#) = dsw + 0sbi{u - u(k)) 




9Sbo := S{u(k))-Sp(u(k),a) (1.37) 
»56i : = ^(u(k))-Z±(u{k),a) (1.38) 
Dans ce cas, 1'identification par moindres carres n'est pas necessaire car les biais sont 
adaptes selon les lois de commande suivantes : 
dJ, ,. „xx d$. 
0*M(* + 1 ) = (i-k^i)eibl{k) + k^bhl[—(u(k + l))--^-(u(k + l),a) 
(1.40) 
Qst>oAk + 1) — U - hSbo,i)Qsbo,i(
k) + fcsw,i[5'i(tt(fc + 1)) - SPti(u(k + 1), a)], 
z = l,. . . ,n s (1.41) 
35, dS, 
W * + 1) = (1 - ksbiMbU*) + ksbit [-Q^(u(k + 1)) - " ^ M * + 2)>Q) 
i = l,...,n, (1.42) 
ou ^561,,, fes62,i e t fc*6i,i represented des gains d'adaptation et ns le nombre de 
contraintes inegalite. 
La principale difficulte rencontree dans revaluation des parametres 6b reside dans 
l'obtention des gradients §f et ^ - . Cette difficulte est d'autant plus grande pour 
des problemes a grande dimension. L'identification de ces gradients peut se faire par 
une etape supplemental ou le systeme est perturbe a partir du regime permanent 
comme pour la methode ISOPE ou encore par l'information statique provenant d'un 
modele dynamique local comme dans Golden et Ydstie (1989). Cette derniere alter-
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native elimine le temps d'attente necessaire entre chaque iteration lorsque la premiere 
approche est utilisee. Toutefois l'identification des parametres du modele empirique 
dynamique necessite l'insertion d'une excitation persistante dans le procede. 
Cette methode, ou seuls les biais sont mis a jour, se rapproche des methodes de 
commande extremale puisque le modele utilise n'est valide que localement et une mise 
a jour reguliere des parametres #5 permet une correction progressive de revolution 
vers l'optimum. 
1.2.2 Optimisation en temps reel par commande extremale 
La majeure partie des travaux sur la commande extremale traite de problemes d'op-
timisation sans contraintes bien qu'il soit possible de considerer des problemes sous 
contraintes inegalite en utilisant notamment une fonction barriere comme celle du 
probleme (1.7). Les methodes de commande extremale consistent a transformer le 
probleme d'optimisation en un probleme de commande. Ainsi, le modele est utilise 
pour extraire les informations necessaires (gradient et parfois Hessien) permettant de 
commander le procede dans une direction de descente. Ici, l'identification du modele 
et revolution du systeme vers l'optimum se fait de facon simultanee contrairement 
aux methodes avec resolution numerique. 
La plupart des methodes de commande extremale font evoluer l'entree u du systeme 
reel dans le sens oppose du gradient estime : 
ii = -kg (1.43) 
ou g = ^^ est une estimation du gradient | | . Dans ce cas, le modele n'est pas utilise 
pour identifier u* mais plutot pour estimer le gradient. La structure generale de la 
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commande extremale est representee a la Figure 1.2. Ces methodes se distinguent 




s , Controleur 
integral 
Procede u 
Figure 1.2 Structure generale des methodes de commande extremale 
Les principales methodes de commande extremale sont maintenant presentees. Tout 
comme pour les methodes avec resolution numerique, elles sont regroupees en deux 
principales categories selon le type de mesures disponibles : si seules des mesures 
auxiliaires sont disponibles, un modele fondamental est utilise pour estimer le gra-
dient alors que si les mesures de la fonction objectif J et des contraintes S (s'il y a 
lieu) sont disponibles, 1'evaluation du gradient peut se faire directement a partir de 
ces mesures par l'utilisation d'un modele empirique seulement. 
1.2.2.1 Methodes utilisant les mesures auxiliaires 
La commande extremale avec modele adaptatif (Guay et Zhang, 2003; Zhang et al., 
2003) est possible lorsque seules certaines mesures auxiliaires sont disponibles. Un 
modele fondamental est alors utilise pour decrire le comportement du procede. La 
fonction objectif ne depend que des etats (mesurables) du procede et de certains 
parametres du modele et non des entrees du systeme. Le probleme est defini comme 
suit : 
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minJm = %(xm,0p,a) (1.44) 
u 
s.t. Fp(u,xm,0p,a) = 0 (1-45) 
Ici, on assume que le vecteur des variables d'etat xm et celui des entrees u sont de 
meme dimension. Le vecteur d'etats xm evolue selon l'equation Fp dont la structure 
est donnee par : 
xm = Fp(u,xm,9p,a) = Fi(xm) + F2(xm)dp + F3(xm)u (1.46) 
Ainsi, la loi de commande extremale peut s'ecrire en fonction de xm : 
xm = -kg = - k ^ - (1.47) 
oxm 
Puisque le vecteur d'entrees et le vecteur d'etats sont de meme dimension, cette loi 
de commande peut etre realisee par la conception d'un controleur inverse. Toutefois, 
l'utilisation d'un tel type de controleur necessite une composante stabilisante. Ainsi, 
une fonction de Lyapunov assignable est utilisee pour definir des lois de commande 
et d'estimation a partir des conditions de stabilite. La loi de commande est definie 
comme suit : 
u = -bT(xm, 0p)[b(xm, 9p)b
T(xm, 6p))















[Fl(xm) + F2(xm)dP]} 
(1.49) 
b(xm, 9P) = 






et d(t), un signal exogene assurant une excitation persistante. Les valeurs des pa-
rametres 9P sont estimees en utilisant un observateur O.B.E. ("observer based es-
timator") couple a un algorithme de projection. La prediction de xm est donnee 
par : 
xm = Fl(xm) + F2(xm)9p + F3(xm)u + Ke 
C Jb d^Ti 
(1.51) 
(1.52) 
avec K une matrice de gains symetriques, definie positive et x les mesures disponibles 
des etats apparaissant dans la fonction objectif. 
Cette equation d'observation genere une erreur d'estimation decrit par : 
e = F2{xm)9p - Ke (1.53) 
utilisee pour l'adaptation des parametres 9P, selon un algorithme de projection (Krs-
tic et al., 1995). 
34 
La methode s'applique egalement dans des cas ou il y a plus de variables d'etats 
que d'entrees en autant que ces etats supplement aires n'influencent pas la fonction 
objectif. 
Cette methode s'applique egalement lorsque la structure de la fonction objectif est 
inconnue. C'est le cas dans les travaux de Guay et al. (2005) ou la methode est appli-
quee a un probleme d'optimisation de la concentration de produit dans un reacteur 
non-isotherme a agitation continue pour lequel la structure de la fonction objectif 
est inconnue. La fonction objectif est fonction des differentes concentrations dans le 
reacteur en regime permanent. Seule une mesure de temperature est disponible. La 
variable manipulee est le taux de changement de la temperature. La fonction objectif 
qui n'est fonction que de la temperature est estimee par reseaux de neurones. 
Puisque le modele n'est pas utilise pour identifier numeriquement la solution opti-
male, l'adaptation d'un modele fondamental n'est pas une necessite : un modele local 
est sufhsant. C'est ce que confirment les travaux de Bamberger et Isermann (1978) 
ou, tout comme dans les travaux de (Golden et Ydstie, 1989), la partie statique d'un 
modele empirique dynamique de type Hammerstein de deuxieme ordre du procede 
est utilise pour estimer le gradient et le Hessien. Le probleme d'optimisation est defini 
par une fonction objectif representee par un modele fondamental a parametres fixes 
et d'une non-linearite statique representee par un modele empirique a parametres 
ajustables : 
min (f>p(a,xm) (1-54) 
s.t. Fb{u,xm,0b) = 0 (1.55) 
Les variables d'etats xm sont mesurees i.e. Ym = xm. Les parametres ajustables 6b 
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sont identifies a partir d'un modele empirique dynamique tel que celui utilise par 
Golden et Ydstie (1989) et decrit par l'equation (1.28). La partie statique de ce 
modele est alors utilise pour evaluer le gradient -^ et le Hessien -^f. 
La methode proposee est composee de 3 etapes distinctes : 
- introduction d'un signal de perturbation a l'entree du systeme pour obtenir une 
premiere identification grossiere du modele empirique dynamique 
- optimisation-identification : la partie statique du modele empirique est utilisee 
pour determiner le point d'operation optimal par la methode de Newton. L'iden-
tification du modele est ensuite repetee et l'amplitude du signal de perturbation 
est graduellement diminuee 
- supervision : lorsque l'etape precedente mene a la convergence, la valeur du critere 
de performance obtenu a partir des mesures est compare a celle provenant du mo-
dele. Si une difference non-negligeable existe, l'etape d'optimisation-identification 
est reprise 
La loi de commande extremale utilisee s'exprime comme suit : 




du V dYm J \ du m 
(1.57) 
avec T : representant l'inverse du Hessien soit : 
r--('gr <m 
Les expressions de ^ - et ̂ f1 necessaires a revaluation de -^ et -g4p sont donnes 
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directement par la partie statique du modele dynamique (voir equations (1.28-1.31)). 
Les travaux de Garcia et Morari (1981) montrent qu'un simple modele empirique 
lineaire peut etre utilise pour la commande extremale. 
Le probleme d'optimisation est defini comme suit : 
min (f)p(u,a,xm) (1.59) 
u 
s.t. Fb(u,xm,6b) = 0 (1.60) 
avec xm i yd 
Cette fois le modele dynamique lineaire suivant est utilise pour identifier les para-
metres 6b '• 
A(q-l)Y{t) = B(q-l)u{t - 1) + u(t) (1.61) 
ou v represente ici le bruit stationnaire correle. 
La loi de commande est : 
u{t + l) = u(t)-uK(t)^^-{6b,t) (1.62) 
ou u est un pas constant, K(t) une matrice definie positive. Cette matrice peut 
etre soit l'inverse du Hessien (methode de Newton) ou l'approximation du Hessien 
(methode Quasi-Newton) ou encore la matrice identite (methode de la plus forte 




( ^ f ) (k) = (A(ir'B(l))(t) (1.64) 
est fourni par la partie statique du modele dynamique. La methode requiert l'ajus-
tement de 3 parametres soit u, le pas d'optimisation, le temps d'echantillonage et A, 
le facteur d'oubli. 
Encore une fois, l'utilisation des mesures auxiliaires seules n'assure pas que les condi-
tions de KKT soient respectees et que roptimum reel du procede soit atteint. Les 
methodes presentees dans la prochaine section utilisent la mesure de la fonction ob-
jectif et des contraintes inegalite si necessaire pour diminuer l'erreur de convergence. 
1.2.2.2 Methodes utilisant les mesures de la fonction objectif et des 
contraintes inegalite 
Tout comme Garcia et Morari (1981), McFarlane et Bacon (1989) utilisent un modele 
empirique dynamique lineaire et considerent un probleme avec contraintes inegalite. 
Le respect des contraintes inegalite est assure par l'utilisation de fonctions de desi-
rabilite. Le probleme d'optimisation s'exprime comme suit : 
min $m(u,a,xm) (1.65) 
u 
Sm{u,xm)<0 (1.66) 
avec les etats mesurables, i.e. xm = Ym et une fonction de desirabilite (Harrington, 
1965) di est associee a chacune des contrainte du probleme (1.65) : 
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di = di(Ym,i) i = l,2,...n (1.67) 
ou di = 0 si la valeur de Ymi est completement inacceptable et dj = 1 si la valeur de 
Ym,i est completement acceptable, d est la fonction de desirabilite globale telle que 
d = 0 si 3 di = 0 : 
d = {dxd2...dn)
112 (1.68) 
Le probleme sous contraintes (1.65) est ainsi transforme en un probleme d'optimisa-
tion sans contrainte en regime permanent : 
min $d(it, Ym) = $ d = &m(u, Ym)d (1.69) 
u 
Le critere de performance modifie 4>d est alors modelise comme suit : 
Aiq-^ait) = B^q-^u^t) + ... + Bp{q-^)up{t) + c + v(t) (1.70) 
avec £7[i/(£)] = 0. Puisque $ et d sont evalues directement a partir des mesures, les 
parametres de ce modele sont identifiables et le gradient $£ en regime permanent est 




A(l) - A(l) 
(1.71) 
Les pas d'optimisation sont fixes comme suit : 
u{k) = u(k) + u^p- (1.72) 
du 
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Avec u, le pas d'optimisation calcule en ligne tel qu'aucun des changements sur les 
entrees ne depasse une certaine valeur limite maximale. 
L'utilisation d'un modele dynamique permet de gagner en temps puisque l'identifi-
cation ne necessite pas une echelle de temps differente. Toutefois, une bonne identifi-
cation des parametres dynamiques necessite que le systeme soit sufnsamment excite. 
Or une excitation trop rapide introduira une erreur quant a l'estimation du gradient 
statique a partir des parametres du modele dynamique. Ann de diminuer l'erreur 
d'estimation sur le gradient statique un modele statique peut etre utilise. Toutefois, 
l'utilisation d'un modele statique necessite l'elimination des effets de la dynamique 
du procede sur l'estimation de ses parametres. Ces effets sont generalement elimines 
par une separation des echelles de temps. 
Le premier ouvrage relatif a la methode des perturbations remonte a aussi loin que 
1922 (Leblanc, 1922). Cette methode dont la structure est presentee a la Figure 1.3 
utilise un modele local statique et le probleme d'optimisation s'exprime comme suit : 
min <j>b(u, 9b) = 0bo + 0blu (1-73) 
u 
avec 9bo = rj, la valeur moyenne de 4>b et 9bi = g, le gradient estime. La fonction 
objectif etant consideree convexe, la condition necessaire d'optimalite de ce probleme 
est : 
06i = 9 = 0 (1.74) 
La methode de perturbation (Krstic et Wang, 2000; Wang et al., 1999) consiste a 
superposer a l'entree du systeme une perturbation de faible amplitude et d'extraire 
le gradient g = -^ a partir de la reponse du systeme a cette perturbation. Pour ce 
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Figure 1.3 Structure de la methodes des perturbations 
moyenne de <pb , notee r], afm de ne conserver que la partie oscillante resultant de la 
perturbation. Par la suite, une correlation entre le signal de perturbation et le signal 
de sortie du filtre passe-haut permet l'estimation du gradient : si les deux signaux 
sont en phase, le gradient est positif alors que si les deux signaux sont dephases, le 
gradient est negatif. L'utilisation d'un filtre passe-bas de frequence de coupure UJI 
permet d'extraire la valeur moyenne de ce signal resultant et d'utiliser cette valeur 
comme estimation du gradient g. L'utilisation d'un controleur integral de gain k 
permet la commande de ce gradient vers 0. 
Les lois de commande d'une telle structure s'ecrivent comme suit : 
i = -kg (1.75) 
g = —ouig + ui{J — r))asin(u}i) (1-76) 
T) = -0JhT) + lOhJ (1.77) 
ou J est la mesure de la fonction objectif. En 2000, la stabilite (locale pour les 
systemes non-lineaires et globale pour les systemes lineaires) de la methode des per-
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turbations est demontree (Krstic et Wang, 2000). La preuve est basee sur des outils 
de "moyennage" et d'analyse de perturbation singuliere. 
La relation entre le dephasage des deux signaux et le gain statique est vrai si le 
systeme peut etre considere comme statique. Toutefois, si le systeme repond relati-
vement lentement, il y aura un effet dynamique d'introduit : la sortie ne varie plus 
seulement en fonction du changement actuel de l'entree, mais est aussi influencee 
par les changements anterieurs. Ce phenomene se traduit par l'apparition d'un re-
tard dans la partie de la sortie associee au signal de perturbation et y introduit done 
un dephasage. Si la non-linearite du systeme n'est que statique et la dynamique est li-
neaire, la fonction objectif peut-etre representee par une cascade de systemes lineaires 
dynamiques et un systeme non-lineaire statique. Dans ce cas precis, on pourra alors 
compenser l'effet de la dynamique du systeme en introduisant un retard de phase 
dans le signal de perturbation avant de faire la correlation (Ariyur et Krstic, 2003). 
En realite, il existe plusieurs systemes qui comportent une non-linearite dynamique 
et cette separation ne peut s'appliquer. Dans ces cas, l'ajustement des parametres 
de la methode de perturbations devra etre fait afin d'assurer des echelles de temps 
differentes entre le systeme, la perturbation et les filtres : 
- le plus rapide - le procede avec le controleur 
- vitesse moyenne - la perturbation sinusoi'dale 
- le plus lent - les filtres passe-haut et passe-bas (s'il y a lieu). 
La methode des perturbations est attrayante par sa simplicite. Toutefois, l'inconve-
nient majeur de cette methode est la lenteur de reponse du systeme en boucle fermee 
specialement pour des systemes presentant une non-linearite dynamique. 
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En 2007, une autre methode d'optimisation en temps reel utilisant un modele li-
neaire statique definissant le probleme (1.73) fut proposee (Srinivasan, 2007). Cette 
methode dont la structure est presentee a la figure 1.4, requiert la presence d'unites 
identiques au sein du procede a optimiser. Ces unites sont operees a des entrees deca-
lees par une perturbation constante A. Le gradient g est estime par differences finies 
entre les sorties des differentes unites. La ligne en gras dans la figure 1.4 represente 
une concatenation des m-composantes du gradient en un seul vecteur g(u0,£au). 
L'applicabilite de cette methode repose sur la presence de m + 1 unites identiques 
dans le systeme a optimiser ou m est le nombre d'elements dans le vecteur d'entree 
u. La premiere unite est choisie comme unite de reference et est operee a une valeur 
d'entree notee UQ. Toutes les autres unites, i={l,...m} sont operees a : 
Ui = UQ + e;A (1-78) 
ou ej est le iime vecteur unite. Si la valeur de la fonction objectif J peut etre mesuree 
alors le gradient est estime par : 
J(xi,Ui) - J(x0,u0) J(x(ui)+£i,Ui) - J(x(u0) + £o,u0) , . 9i[u0^aii) = = — (1.79) 
ou : 
& = %i — x(ui) (x(ui) est la valeur de la variable d'etat en regime permanent). £a« = 
vecteur de toutes les valeurs de ^ 
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Figure 1.4 Structure de la methode multi-unites 
Ui = -kmug
T{uo, tail) i e {0,1, ...m} (1.80) 
avec /cmu le gain d'adaptation de la methode multi-unites. 
Comme les unites sont identiques, elles presentent les memes dynamiques. Ces dy-
namiques sont eliminees lors de l'estimation du gradient par differences finies ce qui 
permet une adaptation beaucoup plus rapide pour le controleur integral. Comme la 
perturbation n'est pas temporelle, aucun filtre n'est necessaire ici. La seule separa-
tion d'echelle de temps necessaire est entre l'adaptation et la dynamique du systeme 
permettant ainsi une convergence vers l'optimum plus rapide notamment pour les 
procedes a reponse lente tels des procedes chimiques ou biochimiques. Comme au-
cune perturbation sinusoi'dale n'est necessaire, il n'y aura pas d'oscillations autour 
du point optimal. Toutefois, cette methode n'est applicable que dans les procedes 
comportant plusieurs unites identiques. 
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La presente these s'interesse a la methode d'optimisation multi-unites qui se rap-
proche beaucoup de la methode des perturbations puisque toutes deux estiment le 
gradient a partir d'un modele empirique statique lineaire. Afin de mettre en evidence 
l'avantage majeur de la methode multi-unites par rapport a la methode des pertur-
bations soit une convergence plus rapide, ces deux methodes sont utilisees dans un 
exemple de simulation dont les resultats sont presentes a la section suivante. 
1.3 Exemple illustratif: optimisation de la productivity de deux bioreac-
teurs identiques 
La methode de perturbation et la methode d'optimisation multi-unites ont ete appli-
quees a l'optimisation de la productivite d'un procede comportant deux bioreacteurs 
independants parfaitement identiques. Le modele mathematique du bioreacteur de-
crit a l'Annexe I fut utilise pour simuler le procede reel. Ce modele sert a identifier 
clairement le point optimal vise et agit egalement comme "boite noire" dans les 
boucles d'optimisation en temps reel utilisees. 
Le probleme considere est la maximisation de la productivite de proteines vert fluo-
rescent (GFP) durant la phase de production par l'ajustement en temps reel du debit 
d'alimentation en substrat au bioreacteur. Les valeurs numeriques des parametres du 
modele sont egalement fournies a l'Annexe I (voir Tableau 1.1). On considere ici que le 
mode chemostatique (regime permanent) est atteint avant que l'optimisation ne de-
bute. L'instant t — 0 correspond done a l'instant, durant la phase de post-induction, 







(7.1), (7.2), (7.3) = 0 
La courbe statique reliant la productivite de proteines qCp au debit de substrat q 
en regime permanent est presentee a la figure suivante : 
Courbe statique des deux unites : J(u) 
Debit de substrat (L/h) 
Figure 1.5 Courbe statique des deux bioreacteurs identiques 
Le point d'operation optimal du bioreacteur correspond a un debit de substrat de 
16.97 L/h et a une productivite de GFP de 15047 mg/h. 
Des responses a l'echelon pour differentes valeurs de debit de substrat ont permis de 
constater que le bioreacteur presente une dynamique fortement non-lineaire. Ainsi, 
les temps de reponse du systeme varient de 2 a 15 heures selon la plage d'operation, 
la reponse la plus rapide etant obtenue autour de l'optimum. Le temps de reponse le 
plus long a ete considere dans l'ajustement des parametres des methodes utilisees. 
Les valeurs initiales des deux unites correspondent a des debits de substrat de 7 L/h 
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et 8 L/h pour une valeur de A fixe a 1 L/h. Ces donnees sont presentees au Tableau 
1.3 de l'Annexe I. Dans le present exemple, la methode multi-unites consiste a operer 
les 2 bioreacteurs selon les equations suivantes : 
92 = Qi + A (1.81) 
jJ2~Ji j Q2CP.2V - qiCp^V . 
qi — ft——— - fc — U-°4) 
Comme en temoignent les resultats presentes a la Figure 1.6, la methode multi-unites 
amene le systeme a operer a son point optimal en une centaine d'heures environ. Les 
debits de substrat des deux bioreacteurs conservent toujours un ecart de A = 1 L/h 
et les points d'operation optimaux obtenus sont de q{ =16.41 L/h, q\ = 17.41 L/h, 
J\ = J2 = 14891 mg/h. Le point d'equilibre moyen, q* = (ql + q%)/2, est de 16.91 
L/h ce qui ne correspond pas exactement a Poptimum reel. Cette faible difference 
est causee par un changement de courbure d'un cote a l'autre de l'optimum (voir 
Figure 1.5). Le debit moyen de convergence de la methode multi-unites se trouve 
ainsi decentre vers une valeur inferieure par rapport a l'optimum reel. 
Pour fins de comparaison, la methode de perturbation est egalement appliquee a ce 
procede. Le tableau 1.2 contient les valeurs de reglage de cette methode. Elles ont 
egalement ete fixees en tenant compte du temps de reponse le plus long du systeme. 
Ainsi, la frequence de la perturbation correspond a un signal d'une periode de 105 
heures, soit une perturbation 7 fois plus lente que la dynamique du systeme. 
Les resultats obtenus par la methode de perturbations sont presentes a la Figure 
1.7. Cette fois l'optimum est atteint en 6000 heures. 
Une comparaison des resultats des deux methodes permet de constater que pour ce 
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Figure 1.6 Resultat d'optimisation de deux bioreacteurs identiques selon la methode 
multi-unites 
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— 15 
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temps (heures) 
Figure 1.7 Resultat d'optimisation de deux bioreacteurs identiques selon la methode 
de perturbation 
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procede, la methode multi-unites converge 6 fois plus rapidement que la methode de 
perturbation. De plus, la methode multi-unites n'introduit aucune oscillation autour 
de l'optimum contrairement a la methode de perturbation. 
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CHAPITRE 2 
OPTIMISATION MULTI-UNITES EN PRESENCE D'UNITES NON 
IDENTIQUES 
Comme en temoignent les resultats de simulation presentes a la fin du chapitre pre-
cedent, la methode multi-unites presente un net avantage par rapport a la methode 
de perturbation quant a sa vitesse de convergence. Toutefois, elle est fondee sur une 
hypothese plutot forte qui suppose que les unites du procede a optimiser sont iden-
tiques. Or, bien que plusieurs procedes contiennent des unites congues sous les memes 
criteres de conception de telle sorte a etre utilisees en parallele, cette hypothese sera 
rarement verifiee en pratique. 
Le present chapitre vise done, dans un premier temps, a etudier 1'influence des dif-
ferences dans les courbes statiques des unites d'un procede sur la convergence de 
la methode multi-unites. Ensuite, le principe de correcteurs adaptatifs est introduit 
dans la methode multi-unites afin d'en ameliorer la performance lorsque appliquee 
a des procedes comportant des unites semblables, mais non parfaitement identiques 
quant a leurs caracteristiques statiques. Deux types d'adaptation des correcteurs sont 
presentes soit une adaptation sequentielle et une adaptation simultanee. 
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2.1 Effets de la presence d'unites non identiques sur les performances 
de la methode d'optimisation multi-unites 
2.1.1 Definition du probleme : caracterisation des differences entre les 
unites 
La presence de differences entre les unites d'un procede peut se manifester sous 
diverses formes. Par exemple, la dynamique des unites peut etre differente : les 
unites peuvent repondre plus ou moins rapidement a une meme variation en entree. 
L'etude de l'effet de telles differences sur la convergence de la methode multi-unites 
a demontre que la stabilite de la methode peut etre assuree par un choix adequat du 
signe de A en fonction d'une connaissance relativement restreinte du procede quant 
aux temps de reponses relatifs des unites (Reney, 2008). 
Les caracteristiques statiques des unites peuvent egalement differer. La premiere 
partie de ce chapitre vise a analyser le comportement de la methode multi-unites 
lorsqu'elle est appliquee a un procede dont les unites n'ont pas la meme caracteris-
tique statique. 
Les hypotheses suivantes defmissent le probleme a l'etude : 
- Le probleme d'optimisation comporte une seule variable manipulee et le procede 
contient deux unites similaires 
- La dynamique du systeme est tres rapide devant l'echelle de temps de l'optimisa-
tion, i.e. le procede peut etre considere en mode quasi-statique 
- Les mesures sont exemptes de tout bruit 
- La fonction objectif est une fonction convexe 
- Le probleme d'optimisation ne contient aucune contrainte inegalite 
Soit Ji(iti) et J^iuz), les courbes statiques des unites 1 et 2 du procede respectivement 
tel que, 
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—- = —- = 0 (2 1) 
du u°vt du u°0
pt 
ou u^1 et uf* sont les optima de la premiere et de la seconde unite respectivement, 
la relation entre les courbes statiques des deux unites se formule comme suit : 
J2(u) = J1(u + (3) + 7 + J(u + f3) (2.2) 
ou, 
j3 = uT-uT (2.3) 
7 = J 2 « * ) - J i « ) (2.4) 
Cette expression traduit un decalage entre les deux unites tant sur l'entree, u (quan-
tifier par /3), que sur la sortie, J (quantifiee par 7). La fonction J represente la 
difference de courbure entre les caracteristiques statiques des deux unites en tout 
point d'operation. 
La fonction J ainsi que sa derivee, evaluees au point d'operation u^* peuvent etre 
obtenues en evaluant l'equation (2.2) au point u = u^1'. Apres simplification, ces 
expressions deviennent : 
J « ) = 0, £ 0 (2.5) 
du opt 
Ainsi, dans le voisinage de l'optimum, si la difference de courbures entre les deux 
unites a leur optimum respectif est negligeable, i.e.|^- — 0, J peut etre considere 
comme nulle, J ~ 0. Cette hypothese vient completer la description du probleme a 
l'etude. 
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Figure 2.1 Exemple de caracteristiques statiques differentes avec J — 0 
A titre d'exemple, la figure 2.1 represente deux unites dont les caracteristiques sta-
tiques sont differentes selon l'equation (2.2) mais possedent les memes courbures i.e. 
J = 0. 
2.1.2 Equilibre de la methode d'optimisation multi-unites en presence 
d'unites non identiques 
La premiere etape de la presente demarche consiste a identifier l'effet qu'auront les 
differences entre les courbes statiques des 2 unites du procede a optimiser sur la 
convergence de la methode multi-unites tel que definie par Srinivasan (2007). 
Les differences statiques des unites ont un effet direct sur le point de convergence de 
la methode multi-unites : la methode amene les unites non identiques a des points 
d'equilibre qui peuvent etre plus ou moins eloignes des optima reels des deux unites. 
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gradient multi-unites (1.79). Si J ~ 0 dans le voisinage de V optimum, alors u*, le 
point d'equilibre de la methode multi-unites avec des unites non identiques definies 
par (2.2) peut etre approxime par : 
u 




Preuve : La convergence est obtenue lorsque g(u) = 0, i.e. J^iu^) — Ji(ui) = 0- En 
utilisant (1.79) et (2.2) on obtient : 
Ji(u2 + 0) + 7 + J(u*2 + /3)- JI(MJ) = 0 (2.7) 
En considerant J = 0, l'expansion en series de Taylor du second ordre autour du 
point u^1 donnera l'equation suivante : 
dJx 
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opt 
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Puisque (^-) = 0 et que u\ — u\ + A cette equation peut etre reduite a 
l'expression suivante : 
1 fd2Jx 
2 V du2 (ul + A + P-uTY + i-i^y*-*?-0 ^ 
Et, en regroupant les termes, cette equation devient : 
^W-<)(A + « + i ( ^ ) ( A + /y + 7 = 0 (2.10) 
54 
ce qui permet d'extraire la solution pour u\ : 
oPt A + £ 7 u\ = uT - = - ^ '—WT (2.11) 
opt , opt 
Puisque u* = ul + A/2 et < " - /3/2 = "* +"2 , 
opt . opt 
< + < T (2 12) 
2 (A+/J)f£
 (2'12) 
et la proposition est demontree. D 
Si la difference de courbures entre les fonctions des deux unites n'est pas negligeable, 
il y aura alors deux points d'equilibre, Tun stable et l'autre instable. L'exemple 
illustratif presente ulterieurement (voir section 2.1.4) permet d'illustrer ceci. 
2.1.3 Stabilite de la methode d'optimisation multi-unites en presence 
d'unites non identiques 
Les differences statiques entre les unites peuvent amener le procede a converger a 
un point d'operation eloigne du point optimum reel, mais peuvent egalement l'ame-
ner a diverger. Les conditions permettant d'assurer la convergence du procede sont 
maintenant presentees. 
Theoreme 2.1.1. Soit la loi de commande extremale (1.80) et Vestimation du gra-
dient par la methode multi-unites (1.79). Si J cz 0 dans le voisinage de I 'optimum, 
alors la methode multi-unites avec deux unites non identiques telles que definies par 
(2.2) convergera asymptotiquement et localement si et seulement si le parametre A 
est choisi tel que : 
(A)(A + / 3 )>0 (2.13) 
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Preuve : En appliquant la methode multi-unites definies par (1.79) et (1.80) au 
procede, on obtient : 
(2.14) U= -T-(J2(«2) - Jl(Ui)) 
Ann d'evaluer la stabilite autour du point d'equilibre (u*, 1*2), le Jacobien de la 
partie droite de l'equation evalue au point d'equilibre est considere. Le Jacobien J 
est donne par : 
-h /f)T„ Ft L 1 \ 
(2.15) J = — ' 
dJi 
A \du 










Une approximation en series de Taylor de premier ordre autour de it^', mene a 




(u*2 + (3- uT) (2.17) 
En considerant la difference de courbure autour de l'optimum comme negligeable, 
i.e. 
d2J 
du2 0, et en utilisant les expressions ft = u°
p — u^ et u\ = u\ + A, cette opt 
equation devient : 
• ^ ( 0 l A < A + « (2.18) 
Puisque J\ est definie comme etant une fonction convexe, sa derivee seconde est 
definie positive. Avec un choix de k > 0, l'expression -^ est egalement positive et la 
stabilite locale de la methode multi-unites appliquee a un procede comportant des 
unites semblables mais non identiques est done garantie si et seulement si A(A+(3) > 
0. • 
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La difference de courbure, lorsque non-negligeable, intervient dans la condition de 
stabilite. Dans ce cas, il est beaucoup plus difficile de predire la stabilite de la methode 
multi- unites. 
2.1.4 Exemple illustratif 
Dans l'exemple qui suit, 1'efTet de la presence de courbures differentes dans les courbes 
statiques des unites d'un procede sur le point d'equilibre et la condition de conver-
gence est mis en evidence. II est egalement demontre que lorsque les courbures sont 
identiques, les conditions de convergence identifies auparavant sont obtenues. 
Soient les caracteristiques statiques des deux unites du procede decrites par les equa-
tions quadratiques suivantes : 
Ji(u) = ai(w)2 (2.19) 
J2(u) = a2(u + b)
2 + c (2.20) 
Les deux points d'operation optimaux sont donnes par w°pt = 0, luf* = —b et 
Ji(u°pt) = 0, J2(u2
pt) = c et done, dans le present exemple, /? = b et 7 = c, ce 
qui donne J{u^'t) = 0 et J{u) = (a2 — ai)u
2 pour u ^ u f . 
Le point d'equilibre de la methode multi-unites est obtenu en posant J\(u* — A/2) = 
J2(u* + A/2). Cette equation mene a la condition suivante : 
A2 
(ai - a2){u*)
2 - (aiA + a2(A + 2b))u* + —(ax - a2) - a26(A + b) - c = 0 (2.21) 
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La resolution de cette equation donne deux racines : 
A 2a2(A + b)(l±VT^) 
u* = - + — ^ '- (2.22) 
2 2 ( o ! - a 2 )
 ; 
ou a = ~ ° u .|)2 • En utilisant une expansion en serie de Taylor, on peut 
demontrer que : 
a a2 
v T ^ * l - - - y S ( a ) (2.23) 
avec 5(a) donne par (voir Annexe II), 
oo 
5(«) = Y " „. , 2 j ! r r ^ - 1 (2.24) 
1 ^ 2 2 ^ ! ( j + l)! ^ j 
En utilisant (2.23) dans (2.22) les deux racines, u*pos et u*neg deviennent : 
b c (A + b)(ai — a 2 ) , c , , „ , , .„ ^_. 
< - = - 2 - 2 ^ ( A T 6 ) + i 2 ^ - ^ + ( A T ^ ) 5 ( a ) ( 2"2 5 ) 
2a2(A + ft) _ 
Notez que w^e9 et u*pos utilisent respectivement les racines negative et positive. De 
plus, si a,\ —> a2, w^eg est de meme forme que (2.12) predit par la Proposition 2.1.1 
alors que tt*os —> oo. Done, le point d'equilibre souhaite est u*neg, qui est de meme 
forme que (2.12) avec un terme supplement aire qui est proportionnel a la difference 
des courbures. 
Maintenant, la stabilite locale autour de chacun des points d'equilibre est etudiee. 
Pour ce faire, le Jacobien est utilise. Dans le present exemple, il est donne par, 
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-k (dJ2 
A V du 
dJi 
du 
~2ka2 U(A + b) - ( a i ~ a 2 V - £)A ) (2.26) 
A2 V «2 2 
La structure generale de la condition de stabilite, A(A + b), est retrouvee alors 
qu'un terme additionnel relatif a la difference de courbures est egalement present. 
Dans le Theoreme 2.1.1, les courbures des deux unites sont considerees comme etant 
identiques ce qui mene a la condition de stabilite A(A + b) > 0, pour k > 0. 
Toutefois, en remplagant (2.22) dans (2.26) on obtient : 
2kao 
J = ± - £ r A ( A + b) VT^a (2.27) 
Puisque par definition, ^Mi > o et ^\ — a > 0, la stabilite depend du signe de la 
racine utilisee pour determiner le point d'equilibre et du signe de A(A + 6). De plus, 
si le point d'equilibre u*neg est stable, u*pos est instable et vice-versa. La condition de 
stabilite de u*neg, le point d'equilibre souhaite, est alors A(A + b) > 0, ce qui revient 
a la condition du Theoreme 2.1.1. 
II est important de souligner que la condition de stabilite est locale. La region de sta-
bilite peut etre facilement identifiee dans cet exemple. Elle est donnee par (UpOS, oo) 
s i Keg > U*pos 0 U (-°°iU*pas) s i Keg < U*pos' 
Le present exemple donne lieu aux interpretations suivantes : 
1. Si les deux unites ont le meme point d'operation optimal, b = 0, la condition 
de stabilite devient A2 > 0, qui est valide pour toute valeur de A, ce qui est 
en accord avec les resultats disponibles (Srinivasan, 2007). 
2. La valeur de c n'affecte pas la stabilite, ce qui signifie qu'en presence d'erreur 
de mesure (deterministe ou stochastique), la convergence n'est pas affectee. 
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3. Le fait que la condition de stabilite ne soit pas affectee par une difference de 
courbures (a\ — a2) dans le present exemple n'est qu'une pure coincidence. Tou-
tefois, comme le demontre l'application qui sera presentee a la section suivante, 
la region de stabilite est reellement affectee par des differences de courbures. 
4. La condition de stabilite (2.13) est une equation quadratique comportant deux 
racines : A = 0 et A = —b. Deux cas distincts sont presents : 
- Pour b < 0, le systeme sera stable ssi A < 0 ou A > — b 
- Pour b > 0, le systeme sera stable ssi A > 0 ou A < — b 
ce qui signifie que le choix d'une valeur de |A| > |6| assurera la stabilite de la 
methode multi-unites. Toutefois, si la valeur de A est inferieure a cette distance, 
il faudra porter une attention particuliere au signe de A. 
5. S'il est possible d'identifier le signe de b par une quelconque heuristique (i.e. 
identifier laquelle des deux unites a le point d'operation optimal le plus petit), 
alors la convergence peut etre assuree par un ajustement adequat du signe de 
A. 
6. Si c = 0 et Oi = a2 = a, le systeme multi-unites en boucle fermee converger a 
autour du point u* = ^ , point qui represente le point optimal moyen des deux 
unites. 
7. Si b = 0 et a\ = a2 = a, alors u* = ^ ^ , ce qui indique que bien que les 
point optimaux des deux unites soient identiques, la solution peut etre bien 
loin de l'optimum. Egalement, plus A est petit, plus la solution sera eloignee 
de l'optimum reel. 
8. La difference statique entre les deux unites entrainera une erreur d'estima-
tion du gradient par la methode multi-unites. Dans le cas d'unites identiques, 
le gradient estime sera gi = 2a(u — u*) alors que dans le present exemple 
lorsque a\ = a2 = a, le gradient estime devient g^i =
 ai("~~^)( + '. Comme 
^P- = ( £b , une meme valeur du gain d'adaptation menera a des temps de 
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convergence vers le point d'equilibre plus ou moins long selon la valeur de A 
choisie. 
2.1.5 Optimisation multi-unites de deux bioreacteurs non identiques 
Afin de bien illustrer l'influence de la presence d'unites non identiques sur la conver-
gence de la methode multi-unites, reprenons le systeme de bioreacteurs presente au 
chapitre precedent tout en prenant soin d'introduire une difference entre les courbes 
statiques des 2 unites. Pour ce faire, l'unite 1 utilise les memes valeurs que precedem-
ment, mais l'unite 2 utilise les valeurs presentees a l'Annexe III. Le point optimal 
de l'unite 2 est donne par un debit de substrat de 18.4 L/h et une productivity 
de proteines correspondante de 17779 rag/h. Rappelons que le point d'operation 
optimal de l'unite 1 correspond a un debit de substrat de 16.9 L/h ainsi qu'une pro-
ductivity de proteines de 15047 m,g/h. Les courbes statiques des deux bioreacteurs 
sont presentees a la Figure 2.2. Pour une courbure consideree identique autour de 
l'optimum, les valeurs des parametres 0 et 7 de l'equation 2.2 sont donnees par : 
0 = u^-uf ~ -1.4 L/h et 7 = J^-Jf- ~ 2732 g/h. 
Selon notre analyse, la methode multi-unites sans correcteurs amenera le systeme a 
diverger ou encore a converger vers un point autre que le point d'operation optimal. 
Les equations (2.12, 2.13) predisent que cette erreur de convergence dependra de la 
valeur et du signe de A. Ainsi, dans le cas present, un choix de A < 0 ou A > 1.4 
devrait assurer la stabilite du systeme. 
Les figures 2.3 a 2.6 montrent les resultats obtenus en appliquant la methode d'op-
timisation multi-unites a un tel systeme avec des valeurs de A de ±5 j£, et ±1 |> La 
valeur du gain kmu est encore une fois de —1.23 x 10
- 4 ^9. Les valeurs initiales 
de l'unite 1 sont les memes que celles presentees au Tableau 1.3. Pour l'unite 2, les 
valeurs initiales ont ete fixees afin de simuler un regime permanent avant chaque 
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Courbes statiques des deux unites : J(u) 
Debit de substrat (L/h) 
Figure 2.2 Courbes statiques des deux bioreacteurs non identiques 
optimisation selon les differentes valeurs de A. Les Figures 2.3 et 2.4 montrent les 
resultats obtenus pour des valeurs negatives de A : -5 et -1 respectivement. Puisque 
/3 < 0, le systeme est stable pour ces valeurs negatives ce qui concorde avec la theorie 
presentee. 
Lorsque le signe de A est positif i.e. oppose au signe de /3, la stabilite du systeme est 
assure par une valeur de A suffisamment grande (voir Figure 2.5 pour A = 5) alors 
qu'une trop petite valeur de A rend le systeme instable (voir Figure 2.6, pour A = 1). 
Le fait qu'une valeur de A = 1 amene les bioreacteurs en lavage peut s'expliquer 
intuitivement comme suit : un point d'operation (qi, 92) est recherche permettant a 
l'unite 1 et l'unite 2 d'avoir une meme valeur de sortie (Ji = J2) avec une difference 
de debit de 1 L/h (i.e. : §2 = Qi + A). La Figure 2.2 indique clairement qu'un tel 
point n'existe pas et la recherche de ce point mene au lavage. 
Les performances des simulations effectuees avec ces valeurs de A sont resumees au 
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— unite 1 
- - unite 2 
300 
temps (h) 
Figure 2.3 Resultat d'optimisation de deux bioreacteurs non identiques selon la me-
thode multi-unites : A = -5 L/h 
= 10 
- unite 1 
- unite 2 
300 
temps (h) 
Figure 2.4 Resultat d'optimisation de deux bioreacteurs non identiques selon la me-
thode multi-unites : A = -1 L/h 
63 
- unite 1 
- unite 2 
300 
temps (h) 
Figure 2.5 Resultat d'optimisation de deux bioreacteurs non identiques selon la me-






Figure 2.6 Resultat d'optimisation de deux bioreacteurs non identiques selon la me-
thode multi-unites : A = 1 L/h 
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Tableau 2.1. 































Cet exercice demontre que la region d'instabilite existe comme le predit la theorie. 
Toutefois, la limite de la region d'instabilite n'est pas exactement determined par 
A = — /3, mais bien par une valeur superieure. Ceci peut s'expliquer par le fait que 
dans la presente application, l'hypothese de courbures identiques pour les deux uni-
tes n'est pas verifiee, surtout pour des points d'operation loin de l'optimum. De plus, 
plusieurs simulations avec differentes valeurs de gain (kmu) ont permis de verifier que 
la grandeur de la region d'instabilite depend de la valeur du gain. Comme le montrent 
les resultats du Tableau 2.1, un merae gain mene a des temps de convergence dif-
ferents selon la valeur de A utilisee (250 heures pour A = — 1 oppose a 130 heures 
pour A = —5). Comme mentionne dans les remarques de la section 2.1.4, cette va-
riability du temps de convergence provient de la dependance de l'erreur d'estimation 
du gradient (induite par la presence de /3 et 7) au parametre A. Ainsi, un meme gain 
pour differentes valeurs de A mene a des responses plus ou moins rapides/oscillantes. 
Les resultats du Tableau 2.1 confirment egalement l'mfluence du choix de A sur le 
point d'equilibre tel que le decrit l'equation (2.12). La Figure 2.7 montre la relation 
entre le point d'equilibre obtenue par chaque unite (soit la production de proteines), 
en fonction de la valeur de A utilisee. Les points de cette courbe peuvent etre calcules 
directement a partir de la Figure 2.2, en choisissant une valeur donnee de A et en 
trouvant les points satisfaisant la condition J\{u) — ^{u + A). A partir de cette 
figure, on trouve que des valeurs de A* = — 2.2 L/h ou A* = 2.bL/h donnent une 
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productivite de proteines globale maximale ce qui correspond au point d'operation 
optimal de l'unite 1 (soit le plus petit point optimal des unites presentees a la Figure 
2.2). 
A(L/h) 
Figure 2.7 Valeurs optimales de productivite de proteines obtenues selon differentes 
valeurs de A 
L'analyse de stabilite avait bien predit la presence d'une zone d'instabilite pour de 
faibles valeurs de A de signe oppose a (3. Comme en temoignent les resultats de 
simulation, la zone d'instabilite est plus large que celle predite par la theorie. II 
serait done preferable d'ajuster le signe de A en fonction du signe de (3. Dans le cas 
des bioreacteurs, le signe de (3 peut etre determine en comparant la concentration 
de biomasse de chaque bioreacteur : plus la concentration de biomasse est elevee, 
plus grande sera la valeur optimale de debit de substrat. Un choix du signe de A 
fait conformement a cette simple observation assurera la stabilite du systeme en 
boucle fermee, peu importe sa valeur. Toutefois, ce choix n'assure pas que le point 
d'equilibre correspondra au point optimal d'operation reel. 
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2.2 Methode d'optimisation multi-unites avec correcteurs a adaptation 
sequent ielle 
Comme le demontrent les resultats presentes a la section precedente, l'application 
de la methode multi-unites a un procede comportant des unites non identiques peut 
amener le systeme a diverger ou encore a converger vers des points d'equilibre tres 
loin des valeurs optimales reelles des unites, tout specialement lorsque 7 ^ 0 . Dans 
la presente section, une modification a la methode multi-unites est proposee afin de 
parer cette lacune. Cette modification consiste a introduire des correcteurs adaptatifs 
dans la boucle multi-unites afin de corriger l'erreur de convergence engendree par des 
differences dans les courbes statiques telles que definies par l'equation 2.2. 
Cette erreur de convergence est le resultat d'une mauvaise estimation du gradient 
selon la methode multi-unites et elle peut etre eliminee en introduisant deux correc-
teurs adaptatifs. 
La figure 2.8 montre la structure de la methode multi-unites avec correcteurs a 
adaptation sequentielle pour un procede contenant 2 unites. Le correcteur 0 est 
appliquee a l'entree U2 de la seconde unite afin de ramener les deux unites sur le 
meme axe en entree. Le correcteur 7, agit sur la fonction objectif J2 de la seconde 
unite, dans le but cette fois de ramener les deux courbes sur le meme axe en sortie. 
L'idee principale derriere la definition des lois de commande des correcteurs a adap-
tation sequentielle est d'alterner entre la methode multi-unites et la mise a jour des 
correcteurs en utilisant deux signaux de perturbation differents : dmu pour la me-
thode multi-unites et dcorr pour l'adaptation des correcteurs (Figure 2.9). Les deux 
signaux de perturbation sont periodiques de periode, T = T\ + T-2- Notez que cette 
figure presente un seul cycle de perturbation pour l'adaptation des correcteurs bien 
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Figure 2.8 Structure de la methode d'optimisation multi-unites avec correcteurs a 
adaptation sequentielle 
carree mais l'utilisation d'un signal sinusoidal peut egalement etre envisage. 
Les lois d'adaptation sont formulees a partir des idees suivantes. Durant la periode 
de correction, l'ecart entre les deux entrees, A, est elimine et les unites sont amenees 
au meme point d'operation (corrige par J3 si necessaire). Pour un meme point d'ope-
ration, les valeurs de sorties des deux unites devraient etre les memes si le correcteur 
agissant en sortie (7) est calcule correctement. Done, la difference entre les sorties 
corrigees permet de formuler la loi d'adaptation pour le correcteur 7. De plus, les 
gradients des deux unites au meme point d'operation devraient etre les memes si la 
difference (/3) est compensee adequatement. La loi d'adaptation du correcteur (/3) 
est done definie afin d'eliminer la difference entre les gradients des deux unites. Ces 
gradients sont estimes en utilisant la methode de perturbation. 
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Figure 2.9 Signaux de perturbations pour la methode d'optimisation multi-unites 
avec correcteurs a adaptation sequentielle 
2.2.1 Introduction de correcteurs a adaptation sequentielle dans la me-
thode d'optimisation multi-unites 
Soient les deux unites definies par (2.2) avec J = 0. La methode multi-unites est 
modifiee pour inclure les correcteurs a adaptation sequentielle. Les entrees des deux 
unites sont alors definies par : 
ui = u- —dmu + a dc 
A 




et les lois d'adaptation de l'optimisation multi-unites et des correcteurs J3 et 7 sont 
donnees par : 
k 
u = — ^ { J i ~ J\ - 7 ) dmu (2.30) 
/§ = ^{J2-Ji-l)dcorr (2.31) 
4 = fey( J2 - Jx - 7) (1 - dmu) (2.32) 
ou, /cmu, kp et fc7 sont des valeurs positives constantes. 
2.2.2 Equilibre de la methode d'optimisation multi-unites avec correc-
teurs a adaptation sequentielle 
Les signaux de perturbation utilises (Fig. 2.9) etant periodiques de periode T et 
considerant l'hypothese selon laquelle les gains d'adaptation sont petits et bornes, 
i.e. kmu < OL\, kp < a2 et £;7 < 0,3 avec 0 < ttj < 00, Vz = 1,2,3, la methode de 
moyennage telle que decrite dans Khalil (1996) peut s'appliquer au systeme decrit 
par (2.30)-(2.32). Le systeme moyenne est representee par : 
h = YJ^ Ip = / D dcorr dt (2'33) 
r 7 = ^ / 7 , /7 = / D{\- dmu) dt (2.34) Jo 
u = -frjr-1™ Ju= D dmu dt (2.35) 
o u D = (^2(^2) — J\{v>\) — 7). Comme les signaux dcorr et dmu sont nuls durant les 













En utilisant l'equation (2.2) avec J = 0, l'expression de D devient 
£> = (Ji(ui + / 9 ) + 7 - ^ i ( « i ) - 7 ) (2.39) 
Le point d'equilibre moyen etant note (f3e, 7e, ue), l'expansion en series de Taylor du 
second ordre de D autour du point ue est donne par, 





(u2 + (3- wi) 
(u2 + p- ui)(ui + u2 + f3- 2u
e) 
(2.40) 
Cette expansion est exacte si la derivee seconde est evaluee a un point intermediate 
ue. Durant l'intervalle [TUT], (u2 + P - Mi) = p - /3 et (ux + u2 + 0 - 2u
e) = 
(3 — (3 •+ 2adcorr + 2(u — u
e). Done, l'expression Ip peut s'ecrire comme suit, 





((/3 -P)(P-P + 2(u- ue))dcorr + 2a(f3 - / 3 ) C r ) dt 
(2.41) 
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Ce qui mene a, 
h = % 
d2J, 
du2 
a(0 -13) (2.44) 
Avec un raisonnement similaire, il peut etre montre que, 








Durant l'intervalle [0,Ti], {u2 + P - ux) = 0 - /3 + A et (m + u2 + /3 - 2u
e) = 
(3 — /3 + 2(u — ue). L'expression Iu devient, 
4 = Ti h - 7 + 
dJx 
du 
(0 -0 + A) (2.46) 
+ 2 du2 ({3-P + 2(u-u
e))((3-P + A) 













T\ 7 - 7 + 
( /3- /3)( /?_0 + 2(W-tz
c)) 
du 
0 9 - 0 + A) 
ia2J! 
+ -2 du2 




II sera maintenant demontre que les points optimaux souhaites, i.e u\ = nf* ± A et 
u\ = t t ^ i A sont atteints par la methode multi-unites avec correcteurs a adaptation 
sequentielle. 
Theoreme 2.2.1. En moyenne, I'equilibre du systeme (2.28)-(2.32), i.e. I'equilibre 
de (2.33)-(2.35), ( /3 e ,7 e ,0 est donne par fie = p, Y = 7 et ue = uf\ ou ufl est 
le point d'operation optimal reel de I'unite 1. 
Preuve : 
Le point d'equilibre du systeme moyenne (/3e,7e,«e) va satisfaire Ip = 77 = Iu = 0. 
Puisque la derivee seconde est positive par convexite, de (2.44), Ip = 0 conduit a, 
0e = 0 
En utilisant cette equivalence dans (2.45), 77 = 0 conduit a, 
7e = 7 
En utilisant ces deux expression dans (2.46) et en remarquant que le terme u — ue 
est nul a I'equilibre, Iu = 0 donne ^ | e A = 0, ce qui conduit finalement a, 
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it = u 
opt 
le point d'operation optimal de l'unite 1. D 
2.2.3 Stabilite de la methode d'optimisation multi-unites avec correc-
teurs a adaptation sequentielle 
Dans les paragraphes qui suivent, la stabilite locale de revolution dynamique moyen-
nee du systeme est analysee. 
Theoreme 2.2.2. La moyenne du systeme (2.28)-(2.32), i.e. (2.33)-(2.35), est lo-
calement asymptotiquement stable. 
Preuve : 
Le Jacobien de (2.33)-(2.35) evalue au point (/5
e,7e,«e) est donne par : 








™*̂ 0 . Les valeurs propres de (2.50) sont les trois elements de la diagonale 
puisqu'il s'agit d'une matrice triangulaire inferieure. Comme kmu, kp, &7 > 0 par choix 
et K > 0 par convexite, la matrice Jacobienne de (2.50) est Hurtwitz et la moyenne 
du systeme est localement asymptotiquement stable. • 
Quoiqu'il s'agisse d'un resultat important, il faut bien comprendre que le systeme 
n'est stable que localement. L'utilisation de tres grandes valeurs de gain pour des 
points d'operation initiaux tres loin des points optimaux peut amener le systeme a 
di verger. 
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2.2.4 Optimisation de deux bioreacteurs non identiques par la methode 
d'optimisation multi-unites avec correcteurs a adaptation sequen-
tielle 
La methode multi-unites avec correcteurs a adaptation sequentielle telle que decrite 
par les equations (2.28-2.32) a ete appliquee aux deux bioreacteurs de la Figure 2.2. 
Les parametres d'ajustement de la methode sont presenter a l'Annexe IV. Ici, la 
perturbation dcorr utilisee est une sinusoi'dale, i.e. dcorr = asin(ut). La periode T2 
ainsi que la frequence u sont choisies de telle sorte a obtenir 3 cycles de ce signal 
sinusoidal durant la periode d'adaptation des correcteurs. 
Le signe approprie de A est utilise afin d'eviter une divergence initiale. La Figure 
2.10 montre les resultats obtenus : les deux bioreacteurs convergent a leur points 
d'operation optimaux respectifs en 800 heures environ. Les oscillations autour des 
valeurs finales sont un efFet direct de l'utilisation du signal de perturbation sinusoidal 
pour le calcul des correcteurs. La Figure 2.11 montre revolution des correcteurs J3 
et 7. L'augmentation du temps de convergence de 150-250 heures (pour la methode 
multi-unites sans correcteurs) a 900 heures (avec les correcteurs) est principalement 
le temps requis pour l'estimation des correcteurs. Ce temps de convergence peut tou-
tefois etre reduit en fournissant de meilleures conditions initiales pour les correcteurs 
si la connaissance du systeme le permet. Si la valeur initiale de j3 peut s'averer plus 
difficile a evaluer, une estimation de la valeur initiale de 7 peut etre obtenue en eva-
luant l'ecart entre la valeur de la fonction objectif de chacune des unites au meme 
point d'operation. La possibility d'obtenir une valeur initiale pour le correcteur 7 
constitue un avantage par rapport a la methode de perturbations qui se manifeste 
par une amelioration de la vitesse de convergence. 
Le temps de convergence de la methode multi-unites avec correcteurs a adapta-
tion sequentielle depend de l'amplitude des differences entre les unites : plus les 
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temps (h) 
Figure 2.10 Resultat d'optimisation de deux bioreacteurs non identiques selon la me-
thode multi-unites avec correcteurs a adaptation sequentielle : evolution des entrees 
et sorties 
Figure 2.11 Resultat d'optimisation de deux bioreacteurs non identiques selon la 
methode multi-unites avec correcteurs a adaptation sequentielle : evolution des cor-
recteurs 
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unites seront semblables, plus la convergence sera rapide. Les resultats du Tableau 
2.2 montrent clairement que le temps de convergence augmente plus les differences 
entre les unites sont importantes. Ainsi, la methode multi-unites avec correcteurs 
a adaptation sequentielle peut presenter des temps de convergence plus long que la 
methode de perturbations lorsque les differences entre les unites du procede sont tres 
significatives. 
Tableau 2.2 Temps de convergence de la methode multi-unites avec correcteurs pour 


























Une difficulte d'application a la methode multi-unites est certainement le defi que 
represente un ajustement adequat des gains des correcteurs j3 et 7. Dans un cas 
ideal ou les courbures sont identiques, l'equation (2.47) montre que la convergence 
de /3 est independante de 7 et le gain kp peut alors etre ajuste separement. Mais 
meme dans une telle situation, les dynamiques de 7 donnees par (2.49) dependent 
des dynamiques de /3 et doivent etre ajustees en consequence. De plus, dans le cas 
present, les courbures ne sont pas identiques et il y a beaucoup d'interaction entre les 
deux correcteurs. En fait, une convergence plus rapide de 7 ralentit la convergence 
de $. Done, comme regie du pouce, les gains sont choisis de telle sorte a ce que les 
deux correcteurs convergent dans le meme intervalle de temps. 
Dans l'exemple des bioreacteurs, l'ajustement des gains des correcteurs contient un 
defi supplement aire. Comme la difference de courbures des deux unites varie en fonc-
tion du point d'operation u, les valeurs de J3 et 7 ne peuvent etre bien estimees loin 
de l'optimum. C'est done Falternance entre l'adaptation multi-unites et les correc-
teurs qui permet une convergence vers les points d'equilibre souhaites. Ainsi, pour 
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une region loin de l'optimum reel, l'adaptation des correcteurs doit etre interrompue 
afin de permettre une bonne correction. L'ajustement des gains k@ et A;7 depend done 
du choix fait quant au moment d'interruption de l'adaptation des correcteurs. 
2.3 Methode d'optimisation multi-unites avec correcteurs a adaptation 
simultanee 
Dans la section precedente, l'adaptation des correcteurs est decouplee de celle de 
l'optimisation. Ce decouplage est necessaire puisque les correcteurs requierent les 
valeurs des fonctions objectif a un meme point d'operation alors que l'optimisation 
necessite des points d'operation differents (d'une valeur de A) pour l'estimation 
du gradient. L'adaptation simultanee des correcteurs et de l'optimisation souleve la 
question suivante : comment obtenir simultanement les valeurs de sortie des deux 
unites pour un meme point d'operation et les valeurs de sortie de ces memes unites 
a des points d'operation differents de A ? Clairement, la reponse a cette question est 
donnee par l'utilisation d'un modele. 
2.3.1 Introduction de correcteurs a adaptation simultanee dans la me-
thode d'optimisation multi-unites 
L'optimisation multi-unites avec adaptation simultanee des correcteurs necessite une 
hypothese supplemental soit que la fonction objectif puisse etre modelisee par une 
fonction quadratique, i.e., 
Jm = 4>T6 a v e c 0 T = [1 u u2] (2.51) 
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L'hypothese selon laquelle les fonctions J\ et J2 possedent la meme courbure autour 
de l'optimum est egalement maintenue. Les fonctions objectif de chacune des unites 
sont modelisees par : 
Jm\ («i) = d\au\ + dibux + 0ic 
Jm2{u2) = 02al4 + 02bU2 + 0c2 
(2.52) 
(2.53) 
La structure de la methode multi-unites avec correcteurs a adaptation simultanee 
est presentee a la figure 2.12. 




Figure 2.12 Structure de la methode d'optimisation multi-unites avec correcteurs a 
adaptation simultanee 
Une perturbation temporelle persistente de frequence ui est superposee a l'entree u 
du systeme et les valeurs des correcteurs (3 et 7 sont calculees a partir des valeurs 
estimees des parametres 9T = [6j 6%]. Ces parametres sont estimes par un algorithme 
de type moindres carres recursifs (RLS) avec facteur d'oubli dont les lois d'adaptation 
sont donnees par : 
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R = $ T $ - A £ (2.54) 
0 = R-^iJ-^O) (2.55) 
ou, R est la matrice de correlation et A, le facteur d'oubli. II est suppose que l'ex-
citation est suffisante pour estimer les parametres 9 du modele, i.e. 5\I < R < 82I 
avec 52 > Si > 0. 
L'optimisation se fait selon la methode d'optimisation multi-unites, 
U\ = u — — + asin{ui) (2.56) 
u2 =
 u + 7;— P + asin(u>t) (2-57) 
u = - % ( J 2 - J ! - 7 ) (2-58) 
simultanement a l'adaptation des correcteurs (5 et 7 repondant aux lois suivantes : 
$ = kp(uT-uT-p) (2.59) 
= k, (j2(ut) ~ UuT) ~ l) (2-60) 7 
ou ti^* et u^1 representent les points d'operation optimaux des modeles des unites 
1 et 2 respectivement. Ces lois de commande sont inspirees de la definition meme de 
P et 7 donnees par les equations (2.3) et (2.4). Ces equations peuvent etre reecrites 
en fonction des parametres 9 : 
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1 = ^ ( ^ + ^ 1 - ^ + ^ 2 - 7 ) (2-62) 
46>ai 4Va2 
2.3.2 Analyse de convergence de la methode d'optimisation multi-unites 
avec correcteurs a adaptation simultanee 
Dans les paragraphes qui suivent, la stabilite du point d'equilibre de la methode 
d'optimisation multi-unites avec correcteurs a adaptation simultanee telle que decrite 
a la section precedente sera analysee. 
Theoreme 2.3.1. Considerant Vhypothese selon laquelle la matrice de correlation 
est bornee, i.e. 8\I < R < S2I avec 0 < 5i < 62, il est possible de choisir les 
parametres de reglages kmu, kp et /e7 de telle sorte a ce que le point d'equilibre du 
systeme decrit par les equations (2.56-2.55) donne par ue = uf', f3 — f3 et 7 = 7 
soit localement asymptotiquement stable. 
Preuve : 
Soit la fonction de Lyapunov suivante : 
V = l-Wl{u - u
efl- + \w^2 + ^ 3 f + \0
TR9 (2.63) 
Ou wi, w2 et w3 >0 et 0 = $ - p, 7 = 7 - 7 et 0 = 6 - 6. Ainsi, V > 0 et V = 0 
lorsque u = ue, /3 = 7 = 9 = 0. Selon la definition de (3, 7, et 6, les equivalences 
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suivantes sont respectees : 
h = h (2-64) 
7 = 7 (2-65) 
h = 6 (2.66) 
La derivee temporelle de cette fonction de Lyapunov est donnee par l'equation sui-
vante : 
v = w1(u-u
e)u + w2^ + w3^ + e
Tm + eTRe (2.67) 
La non-linearite des expressions de ft, 7 et u introduira des termes d'ordre superieur 
a 2 dans l'expression de V. Puisque la preuve de convergence fournie est valide 
localement, ces termes seront negliges (Khalil, 1996). 
Toujours sous l'hypothese que les caracteristiques statiques des deux unites possedent 
la meme courbure, soit 6\a = 02a-, la loi de commande (2.61) peut etre reecrite sous 
la forme suivante : 
^^k4w^h-wrh-0] (268) 
En utilisant l'equivalence J3 = J3 + (3 et en reorganisant, on obtient : 
02a/3 Y #l& 8lb{8la ~ ^2a) 
#la + #2a 2 (^ i a + ^ i a ) 2 ( 0 l a + #la)(#la + 92a) 
P = kp[-P- 2aH - 2 ^ U - + Ulby:la - U2a> . (2.69) 
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Un developpement en serie de Taylor du 2ieme ordre de l'expression -—^— donne : 
1 ^ ( — ) (2-70) 
0 l a V 1 + £j
 v ; 
na 
1 ' l - ^ + f l ("I) 
En utilisant cette expression et en negligeant les termes de 2ieme ordre, on obtient : 
R ~ k« I -B - ^ ~ ^ _ i i L + M ^ l a ~ Ate) , , v 
Avec un raisonnement similaire, on obtient egalement : 
7 « fc7(-7 + 02a/3 
2 /5(#2&#la — 62a,6lb) 
Q\a 
+ 2lTa
 + Wa + 62C~6lc) (2-73) 
En utilisant l'equation (2.2) dans l'equation (2.58) et en utilisant les equivalences 
(3 = J3 + f3 et 7 = 7 + 7 on obtient : 
u = Z*p f Jl{u + £ - P) - Mu - £) - J) (2.74) 
Une expansion en serie de Taylor du 2ieme ordre autour du point ue mene a : 
i d2Ji, \ d2Ji,i32 7,{u-ue) /3. 7 . /„ „̂ x 
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En ne conservant que la partie lineaire, on obtient : 
. d2Jx a
2J! . /3 . 7 
U ~ ~kmu ' ~drf[U ~ Ue) + ~drf{I) + k'mu2A 
(2.76) 
En utilisant les equations (2.72), (2.73) et (2.76), l'expression de la derivee temporelle 
de la fonction de Lyapunov devient : 
V = -A{u-ue)
2 -Bp2 -Cf-\9TR9 
+ £>7(u - ue) + EJ3(u - ue) + F
T9J3 + GT9^ (2.77) 
Ou 
A = kmuU\9ia > 0 
B = kpui2 > 0 










n* 0 20ia ~ 292a 
k/3^2 a _ kpU2 ' 
29 la 
4*?« 29 
-U3k, ^ ! > + ^ ^ + k ^
2 . 
la 4*?« 9 la 
k-yLUz/3 — U^/Cy 
^la 
Pour avoir V < 0, il faut : 
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D2 < AAC 
E2 < AAB 
FTF < ABXR 
GTG < 4CXR 
Les deux dernieres conditions peuvent paraitrent difficiles a satisfaire puisque les 
elements de la matrice R varient dans le temps. Toutefois, comme la matrice est 
bornee, le respect de ces conditions peut etre assure par un choix des parametres kp, 
kj, u>2 et u>3 assurant que FFT < 4BX5i et GGT < 4C\5\. La condition V < 0 peut 
done etre assuree par un choix adequat des valeurs de U\, o;2, uiz, kmu, kp, A;7, A et 
A. Ceci demontre la stabilite locale asymptotique du point d'equilibre de la methode 
d'optimisation multi-unites avec correcteurs a adaptation simultanee. • 
2.3.3 Optimisation de deux bioreacteurs non identiques par la methode 
d'optimisation multi-unites avec correcteurs a adaptation simulta-
nee 
La methode d'optimisation multi-unites avec correcteurs a adaptation simultanee est 
appliquee au systeme compose de deux bioreacteurs non identiques tels que definis 
a la section precedente (Voir Figure 2.2). Toutefois, comme les courbes statiques des 
deux bioreacteurs n'ont nullement Failure d'une quadratique, l'hypothese utilisee 
dans la preuve ne tient plus. Des lois de commande qui s'apparentent aux lois de 
commande des correcteurs a adaptation sequentielle sont plutot utilisees dans ce 
cas. Ainsi, les lois d'adaptation des correcteurs a adaptation simultanee sont defmies 
selon la difference des pentes des unites (correcteur ft) et la difference des sorties des 
unites au meme point d'operation (correcteur 7). Ces lois de commande sont decrites 
par les equations suivantes : 
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$ = kp (2d2a{u - $) + fa - 2§la{u) + 6lb} (2.78) 
7 = k^(e2a(u-$)
2 + 92b(u-$) + e2c-§la(u)
2 + 9lb(u) + 9lc-^j (2.79) 
Les parametres de reglage utilises sont fournis a l'annexe IV. Les Figures 2.13 et 2.14 






1 / T V T 
unite 1 " 
unite 2 
Figure 2.13 Resultat d'optimisation de deux bioreacteurs non identiques selon la 
methode multi-unites avec correcteurs a adaptation simultanee : evolution des entrees 
et sorties 
Bien que les courbes statiques des bioreacteurs ne soient pas quadratiques, l'utilisa-
tion d'un modele quadratique permet de converger a un point relativement pres de 
l'optiraum en environ 1000 heures soit un temps semblable a celui obtenu avec les 
correcteurs a adaptation sequentielle. On obtient done une performance equivalente 
sans discontinuite de l'optimisation. Les perturbations du procede seront done mieux 
compensees par le systeme en boucle fermee. 
Le correcteur 7 necessite la valeur des sorties des unites au meme point d'operation. 
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Figure 2.14 Resultat d'optimisation de deux bioreacteurs non identiques selon la 
methode multi-unites avec correcteurs a adaptation simultanee : evolution des cor-
recteurs 
Ces valeurs peuvent etre obtenues aisement raerae avec une moins bonne estimation 
des parametres du modele. Un modele de premier ordre serait meme suffisant pour 
obtenir une bonne correction 7. Le correcteur /3 necessite quant a lui l'estimation 
des gradients de chacune des unites au meme point d'operation. Comme les points 
d'operation reels des unites sont distants d'une valeur A, le modele doit etre capable 
de representer un changement de pente a des points d'operation differents. Ainsi, un 
modele de 2ieme ordre est requis pour avoir une bonne evaluation de j3. De plus, 
l'amplitude du signal d'excitation periodique utilise doit etre suffisamment grande 
pour permettre une bonne estimation des parametres 92a et Q\a autour de l'optimum 
(estimation de la courbure) et ainsi obtenir une valeur J3 adequate. 
Le gain d'adaptation multi-unites kmu doit etre reduit dans le cas des correcteurs 
a adaptation simultanee. Ici l'adaptation multi-unites se fait de fagon continue et 
non uniquement durant une periode predeterminee comme c'est le cas de l'approche 
sequentielle. Ainsi, la reduction du gain est proportionnelle au rapport entre la pe-




Dans ce chapitre, les effets de differences entre les courbes statiques des unites du 
procede sur la convergence de la methode d'optimisation multi-unites ont ete identi-
fies. Selon l'hypothese que les courbures des caracteristiques statiques sont les memes 
autour de l'optimum, il a ete demontre que la stabilite de la methode multi-unites 
peut etre assuree par un choix adequat du parametre A. Toutefois, meme si la sta-
bility est ainsi assuree, une valeurs non-nulle de 7 amene le systeme a converger 
vers un point d'equilibre qui peut etre fort different de l'optimum reel. Afin d'eviter 
de tels resultats, des correcteurs J3 et 7 ont ete introduits dans le schema original. 
Deux types d'adaptation ont ete proposes soit l'adaptation sequentielle et l'adapta-
tion simultanee. L'adaptation sequentielle des correcteurs necessite une interruption 
de 1'optimisation multi-unites afin de permettre une mise a jour des correcteurs alors 
que l'adaptation simultanee permet la mise a jour des correcteurs simultanement a 
revolution du systeme vers l'optimum. La preuve de stabilite locale de ces deux types 
de correction a ete presentee. Les resultats de simulation ont demontre que l'utilisa-
tion de correcteurs permet d'amener le systeme a son point optimal reel. Toutefois, 
la vitesse de convergence du systeme est ralenti par le temps necessaire a l'estimation 
des valeurs de /3 et 7. Malgre ce ralentissement, si les differences entre les courbes 
statiques des unites sont faibles, l'avantage de la methode multi-unites par rapport 
a la methode des perturbations quant a la vitesse de convergence est maintenu. Cet 
avantage sera perdu dans le cas ou les unites sont vraiment tres differentes. 
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CHAPITRE 3 
OPTIMISATION MULTI-UNITES SOUS CONTRAINTES : 
PROJECTION D U GRADIENT SUR LES CONTRAINTES ACTIVES 
La plupart des travaux de commande extremale traite des problemes d'optimisation 
sans contraintes. Toutefois, lorsque le probleme inclut des contraintes inegalite, il 
peut etre transforme en un probleme d'optimisation sans contraintes par l'utilisation 
d'une fonction barriere (Vassiliadis et Floudas, 1997). La loi de commande extremale 
(1.43) peut alors s'appliquer a la fonction objectif augmentee J# du probleme (1.7) 
qui inclut une penalite logarithmique assurant le respect des contraintes inegalite 
(Dehaan et Guay, 2005) : 
Cette penalite assure que le systeme converge vers un point situe a une certaine 
distance des contraintes actives. Cette distance, proportionnelle a la valeur de £ 
dans l'equation (1.7) entraine egalement une perte de performance. L'ajustement du 
parametre £ consiste a faire un compromis entre la faisabilite et l'optimalite. 
3.1 Principe de la projection du gradient sur les contraintes actives 
La methode de projection (Rosen, 1960) est couramment utilisee pour resoudre nu-
meriquement des problemes d'optimisation sous contraintes inegalite. Cette methode 
consiste a suivre la direction de descente donnee par le gradient projete sur l'ensemble 
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des contraintes actives. Cette methode peut egalement etre utilisee pour traiter des 
problemes sous contraintes inegalite dans un contexte de commande extremale. Si S, 
l'ensemble des contraintes actives, est connu en tout temps, la loi de commande ex-
tremale peut etre modifiee pour suivre la direction de descente donnee par le gradient 
projete sur cet ensemble de contraintes actives. 
Les conditions necessaires d'optimalite du probleme (1.6) sont donnees par les equa-
tions suivantes : 
+ uT— = 0 (3.2) 
du du 
uTS = 0 =*> Uj;= 0 or Sj = 0 
ou v represente les multiplicateurs de Lagrange et les derivees totales sont donnees 
par, 
dX = (dX_ _ d_X_ (dF\
l dj\ 
du \ du dx \dx J du J 
avec X representant J ou S. Lorsqu'une contrainte est active, le multiplicateur de 
Lagrange v qui lui est associe est positif, alors qu'il est nul lorsque la contrainte 
est inactive. Si u represente les multiplicateurs de Lagrange non nuls associes aux 
contraintes actives, les conditions necessaires d'optimalite (3.2) peuvent etre reecrites 
selon l'espace reduit : 
g + uTM = 0 (3.4) 
5 = 0 
a v e c ^ f e t M = f . 
Ainsi, les multiplicateurs de Lagrange associes aux contraintes actives peuvent s'ex-
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primer par /iT = —gM+, avec M+ = MT(MMT) l, la matrice pseudo-inverse de 
M. En remplagant /zT = —gM+ dans (3.4) on obtient, 
gP = 0, P = 7>(M) = I - M+M (3.5) 
En supposant que les valeurs de g et M soient connues, la loi de commande extremale 
devient : 
u = -kPTgT (3.6) 
Contrairement a la fonction barriere qui impose une certaine distance entre le point 
d'equilibre et la frontiere de la region admissible (fixee par le parametre £), la rae-
thode de projection converge vers l'optimum situe directement sur la frontiere de la 
region admissible permettant ainsi d'atteindre une meilleure performance. 
II faut noter que par definition, MP = 0, mais MPT = 0 egalement. Done, la 
variation des contraintes actives est donnee par, 
§ = ^-u = -kMPTgT = 0 (3.7) 
du 
La methode de projection requiert de connaitre l'ensemble des contraintes actives, 
S en tout temps. L'identification de cet ensemble des contraintes actives est une 
decision discrete. La methode d'optimisation en temps reel contient done des etats 
continus ainsi que des etats discrets : le vecteur d'entrees u et les etats x sont consi-
dered comme les etats continus, alors que l'ensemble des contraintes actives S repre-
sente les etats discrets du systeme. Cette methode doit done etre consideree dans un 
contexte de systemes hybrides (Grossman et al., 1993). L'evolution des etats conti-
nus de chacun des etats hybrides est donne par (3.6). Une logique de mise a jour est 
requise pour initier un changement d'un etat hybride a un autre. 
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Le changement d'un etat hybride est initie par les deux criteres suivants : 
1. Un contrainte est atteinte, puisque continuer dans le present etat hybride me-
nerait a l'infaisabilite 
2. Un des elements de // devient nul, puisqu'un meilleur cout peut etre obtenu en 
quittant cette contrainte 
Soit S, l'ensemble complementaire de S tel que S = SuS, la structure de l'algorithme 
de projection peut etre presentee par le pseudocode suivant : 
while gP^O 
u = -kPTgT 
if & = 0) or ( ^ = 0) 
S = switchinglogic(S', Si, fij) 
end if 
end while 
Ann de pouvoir utiliser une projection du gradient sur les contraintes actives avec une 
methode de commande extremale, une premiere idee que nous avons eu fut d'adapter 
l'algorithme defini par Rosen (1960) dans un contexte continu. Cette logique de 
choix des contraintes actives est nommee dans le present ouvrage Rosenlogic. Les 
etapes de cette logique vont maintenant etre definies. Si une nouvelle contrainte est 
atteinte, elle est tout d'abord incluse dans l'ensemble des contraintes actives. Or, 
tout changement dans l'ensemble des contraintes actives engendre un changement 
des valeurs de //. Les nouvelles valeurs de n peuvent necessiter le retrait de quelques 
contraintes de l'ensemble des contraintes actives si au moins un des elements de fj, 
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change de signe. La figure 3.1 represente le cas ou un multiplicateur de Lagrange est 
negatif i.e. ou une contrainte S doit etre retiree de l'ensemble de contraintes actives. 
Si elle n'est pas quittee, la direction — gP ne sera pas une direction qui tend vers 
l'optimum. Dans ce cas, la direction — g est un meilleur choix. Soit S, l'ensemble des 
contraintes que la logique souhaite retirer de l'ensemble des contraintes actives. Pour 
cet ensemble, la derivee Spred = —gP as 
du 
indique si ces contraintes seront violees 
ou non lorsque la direction — gP est consideree. Spred doit etre inferieure a 0 pour 
que la direction soit faisable. La figure 3.2 represente le cas ou la direction — gP est 
infaisable i.e. ou une contrainte S doit etre remise dans l'ensemble de contraintes 
actives. Si cette contrainte ne devient pas active, la direction a suivre demeure — gP 
et clairement, cette direction viole la contrainte S. Ainsi, la logique de mise a jour 
Rosenlogic contient une boucle while qui assure la positivite de /x et la negativite de 
gpred Le pseudocode suivant presente la version de la logique proposee dans Rosen 
(1960) adaptee a un contexte continu. 
MTM -gP fci 
Figure 3.1 La contrainte S doit etre retiree de l'ensemble S si \i < 0 
Figure 3.2 La contrainte S doit etre remise dans l'ensemble S si Spred > 0 
Pseudocode de la logique de Rosen : 
function S = Rosenlogic(S, Si, fij) 
if 3 Si E S | St = 0 
5 = Si U S (add constraint to active set) 
end if 
S=[] 
while 3/ij < 0 
S = Sj U S (remove constraint from active set) 
while 3 Sf** - max(§pred) > 0 
S = S\ Sk (put back constraint to active set) 
end while 
end while 
s = s\s 
end function 
94 
La difficulte principale avec la logique Rosenlogic est la possibilite que la boucle while 
ne trouve aucune direction projetee faisable et devienne ainsi une boucle infinie. II 
est possible de trouver des contre-exemples demontrant ce fait. Une telle situation, 
souvent nommee "jamming" dans la litterature, peut survenir avec cette logique 
de mise a jour. A chaque mise a jour de l'ensemble des contraintes actives, il n'est 
done pas garanti de trouver une nouvelle direction de descente projetee en utilisant 
l'algorithme tel que defini par Rosen, adapte en continu. Une logique evitant les 
problemes de "jamming" est proposee a la section suivante. 
3.2 Logique de mise a jour sans boucle infinie 
La logique de mise a jour proposee, nommee Proposedlogic, assure que l'algorithme 
n'entre pas dans une boucle infinie. La logique de mise a jour est initiee par les deux 
memes criteres utilises pour initier la logique de Rosen enoncee precedemment. De 
plus, si une nouvelle contrainte est atteinte, la premiere etape consiste egalement a 
inclure cette contrainte dans l'ensemble des contraintes actives. 
Dans la logique Rosenlogic presentee precedemment, l'etape suivante consiste en 
une boucle while, ou le probleme de boucle infinie peut survenir. Ici, le choix de 
la contrainte a remettre dans l'ensemble des contraintes actives est fait en utilisant 
un indicateur normalise de faisabilite. Ainsi, un choix emanant de cet indicateur 
normalise assure l'identification d'un ensemble de contraintes actives respectant les 
deux conditions liees a la faisabilite et a l'optimalite enoncees precedemment. 
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Pseudocode de la logique de mise a jour : 
function S = Proposedlogic(S', Si, //,•) 
if 3SieS\Si = 0 
S = Si U S (add constraint to active set) 
end if 
S=[],f=-gP 
while 3/ij < 0 
5 := 5 U Sj (remove constraint from active set) 
while 3 S:Z?mk = minimi) <0 





A tout instant durant l'execution de la logique Proposedlogic, d = —gV(T) avec F = 
d̂  '. Done, d represente la projection du gradient sur l'ensemble des contraintes que 
la logique desire conserver actives a l'etape en cours. De plus, la fonction Sprednorm 
est appelee a chaque fois que l'ensemble S est modifie. Cette fonction est resumee 
dans le pseudo-code suivant : 
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function (SZfrm f) = Sprednorm(S, f,d) 
qpred f__ qpred AZ 
f " C\. ' 
qp\ 
1 du du 
qpred 
rred, 
norm ~ - ^ 
i f / ^ d 
if 3 a t = mm(tt)<0 
1 




a = 1 
end if 
-((l-a)f + ad)gT 
9 | | ( l - a ) / + ad||2 
f:=p({l-a)f + ad) 
end if 
end function 
Le point crucial de la fonction presentee ci-haut est l'utilisation de la direction / 
pour des fins de normalisation. Le gradient projete d est parfois infaisable et, dans 
de tels cas, une ou plusieurs contraintes doivent alors etre remises dans l'ensemble 
des contraintes actives. Dans de telles circonstances, plutot que de considerer un pas 
entier i.e. a = 1, un pas restreint a < 1 est pris afin de garantir la faisabilite de / , la 
direction projetee sur le nouvel ensemble de contraintes actives. (Note : TfT = 0 est 
satisfait a chaque etape de la logique, avec T = ^ . Ce fait sera prouve dans l'analyse 
qui suit). 
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3.3 Analyse de stability de la commande extremale avec projection du 
gradient 
La commande extremale avec projection du gradient sur les contraintes actives sera 
maintenant analysee. La logique de mise a jour sera tout d'abord analysee. II sera 
demontre que la logique proposee permet d'identifier une direction de descente pro-
jetee faisable en un nombre fini d'iterations. Ensuite, il sera demontre que la loi 
extremale avec projection sur les contraintes actives utilisee avec la logique de mise 
a jour proposee permet d'atteindre l'optimum. 
3.3.1 Analyse de la logique de mise a jour 
II sera maintenant demontre que la logique Proposedlogic se termine par Identifi-
cation d'une direction projetee faisable en un nombre fini d'iterations verifiant la 
positivite de /i, les multiplicateurs de Lagrange des contraintes actives. Pour etablir 
cette preuve, il sera tout d'abord demontre que la direction / est toujours faisable 
et que son amplitude augmente a chaque iteration. 
Avant d'aller directement a ces deux propositions, considerons le lemme suivant qui 
decrit ce qui se produit lorsqu'un pas restreint est adopte. 
Lemme 3.3.1. Soit v et UJ deux vecteurs tels que —gvT — vvT, —guuT = UJUJT avec 
T T 
LOU > VV 
Alors, tout ^ = p((l — a)u + au) avec a € (0,1] et p donne par 
(1 — a)vvT + auuujT 
P = (1 - a)2uuT + 2a(l - a)uuT + a2uuT ( ' 
satis fait —g^T = ££T et ££T > vvT. 
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Preuve : La multiplication de £ = p((l — a)v + auj) par —5, et l'utilisation de 
—guT — vvT et —guT = UJLOT mene a : 
- 5 £
T = p{{\ - a)vuT + aujuT} (3.10) 
D'un autre cote, ££T est donne par, 
££T = p 2 { ( l - a ) 2 w T + 2 ( l - c 0 a z ^ T + a W r } 
(3.11) 
Les equations (3.10) et (3.11) menent a l'expression de p de l'equation (3.9). Soit 
1'expression de p — 1, 
((1 — a)z/ — au)((l — a)^ — au)T ~ 
(3.12) 
Ceci prouve que p > 1. Puisque p > 1, 
££ r = p{{\ - a)vv
T + auujT)} (3.13) 
> vvT + a(uuT - uuT) (3.14) 
De plus, de l'hypothese de depart, (CUUJT — vvT) > 0, et il peut etre conclu que 
££T > vvT pour a G (0,1). D 
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Proposition 3.3.1. / est toujours une direction faisable, i.e. Spfe — /§f < 0. 
Preuve : 
La fonction Sprednorm est utilisee pour verifier la faisabilite de d a chaque change-
ment de S. Notons que la faisabilite de d est verifiee par la positivite de 5 ^ m plutot 
que par la negativite de Spred (comme c'est le cas dans la logique Rosenlogic). Ces 
deux conditions sont equivalentes si SpIe < 0 puisque 
SZfm = S - DanS le 
cas 
ou Spre = 0, puisqu'il s'agit d'une direction faisable, cette expression devrait etre 
consideree comme etant egale a une faible valeur negative tendant vers zero. Ainsi, 
le signe de Spred determine la faisabilite. 
Durant l'execution de cette fonction, il y a deux possibility : d est faisable et alors 
/ := d. Ou alors, d n'est pas faisable et / est une direction interpolee entre la derniere 
direction / (avant le present changement dans S) et d, la nouvelle direction projetee 
(apres le changement). 
La faisabilite de / sera demontree par induction. Le choix initial de / et de S donne 
un ensemble Svfe vide qui est par definition faisable. Maintenant, il sera demontree 
que si / est faisable, sa mise a jour sera egalement faisable. Soit la loi de mise a jour 
de / dans le cas ou d est infaisable, i.e., 
f:=p((l-a)f + ad) 
La multiplication de cette loi de mise a jour par | ^ donne, 
§Yed := p ((1 - a)5yed + a£pred) (3.15) 
100 
L'introduction de l'expression de S^.^ et le rearrangement du resultat mene a : 
"ST* ••= ~S7edP i1 + « (kZL - l ) ) (3-16) 
En substituant l'expression de a dans (3.16) on obtient : 
~ ~ ( Qpred _ npred \ 
qpred qpred I ^norm Jnorm.k 1 / q i 7} 
J \ 1 qpred J 
\ normk / 
Puisque S^dmk est le minimum des elements negatifs de 5 ^ ^ , le terme a l'interieur 
des parentheses est non-negatif. Puisqu'avant la mise a jour, 5?re < 0, ce sera encore 
le cas apres la mise a jour, ce qui conclut l'induction. 
Proposition 3.3.2. Chaque mise a jour de f augmente son amplitude. 
Preuve : La direction / est mise a jour seulement a l'interieur de la fonction "Spred-
norm". Cette fonction est amorcee avec une certaine direction d. Supposons qu'il soit 
demontre que ddT > ffT et ddF = —gdT. Si le pas entier est accepte, la nouvelle 
direction / aura une amplitude superieure a celle de l'ancienne direction / par hypo-
these. Meme si une direction restreinte est prise, il fut demontre dans le Lemme 3.3.1 
que l'amplitude de ce nouveau vecteur augmente si a > 0. Done, il reste a demontrer 
que la fonction est amorcee avec une valeur de d qui satisfasse ddT > ffT et a > 0. 
Afm de demontrer que dd? > ffT, il est tout d'abord montre que TfT = 0 est 
toujours satisfait, avec F = |^ . Juste avant le retrait d'une contrainte, / = d et 
alors, TfT = 0. Lorsqu'une contrainte est retiree, puisqu'une seule des lignes de 
T est retiree l'orthogonalite n'est pas affectee. Lorsqu'une contrainte est ajoutee, il 
peut etre verifie par (3.17) que (SYed)k = ^fT = 0, ce qui signifie que la ligne qui 
serait ajoutee a T, i.e -^ est deja orthogonale a / . Done, avec l'ajout de cette ligne, 
TfT = 0 sera encore satisfait. 
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Puisque T / T = 0, V{T)fT = (7 - T + r ) / T = f . De plus, du Lemme 3.3.1, -fgT = 
ffT. Done, fdT = -fV{T)gT = -fgT = ffT. En utilisant l'inegalite de Cauchy-
Schwartz, 
La substitution de fdT = ffT donne ddT > ffT. Si ffT = ddT, alors cos(^) = 1, 
i.e., f = d. Done, dans ce cas, l'egalite des normes implique que les deux vecteurs 
sont les memes. 
Dans le cas de l'ajout d'une contrainte, la condition / = d peut survenir, mais avec 
la logique de la boucle, il n'y aura pas de mise a jour. Done, lorsque l'equation de 
mise a jour est invoquee ddT > ffT. Toutefois, l'egalite ne peut persister puisque la 
boucle while qui remet la contrainte est terminee avec / = d, i.e. .S^m = 1-
Le cas du retrait d'une contrainte sera maintenant considere. Juste avant qu'une 
contrainte ne soit retiree, f = d. Les indices "avant" et "apres" seront utilises pour 
marquer la distinction entre les variables avant et apres le retrait d'une contraint, i.e. 
/ = davant. II sera montre que dapres ^ davant. Soit /ij < 0, l'element le plus negatif 
de Havant- Alors, la mise a jour de T est donne par Tapres := Tavant \-^-.Le gradient 
peut s'exprimer en utilisant T et /i comme suit, avec v _L Tavant. 
~9 = tfipresTavant + V ( 3 .18 ) 
dS 
= dapres? apres + ^ ~ ^ + V ( 3 .19 ) 
De par les proprietes de la matrice de projection et la perpendicularite de v, il peut 
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etre verifie que 
d-avant = —gP{^avant) = V (3.20) 
OS 
"'apres = 9*\}- apres) = ^3~£) V apres) < ^ \"-^-U 
Puisque //,• < 0, dapres ̂  davant-
Ensuite, il sera demontre que a > 0. a = 0 arrive lorsque min^?™1^) = —oo, i.e. 
{Spred)j > 0, et {SYed)j = 0 " . La condition (Sf ed)j = 0" est vraie seulement lors 
du retrait d'une contrainte. Afin d'eviter a = 0, il doit etre demontre que pour le 
retrait d'une contrainte (Spred)j < 0. 
La multiplication de (3.21) par ( -^ J donne 
CS^^ = ^P^res){^f) <0 (3.22) 
La negativite stricte est assuree par Hj < 0. 
Theoreme 3.3.1. L'algorithme propose dans ce chapitre fournira une direction pro-
jetee fdisable en un nombre fini d'iterations. 
Preuve : II fut demontre dans les deux propositions precedentes que tout / est faisable 
et ffT est strictement augmente a chaque iteration. De par la stricte inegalite, il peut 
etre vu que la direction / change a chaque iteration. 
La boucle de pas restreint ajoute une seule contrainte a la fois et l'algorithme sortira 
de cette boucle avant <̂  iterations, ou <; represente le nombre total de contraintes 
dans l'ensemble initial de contraintes actives (lorsque la logique est invoquee). Le 
fait que cette boucle sera terminee avant peut etre vu par contradiction. Si la boucle 
est executee <; fois, alors toutes les contraintes seront incluses dans l'ensemble des 
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contraintes actives, ce qui correspond a un retour aux conditions de depart. Ceci 
vient contredire l'augmentation monotonique de ffT. 
Pour ce qui est du nombre de fois ou la boucle externe est executee, puisque le 
nombre d'ensembles de contraintes actives est un nombre fini, le nombre d'executions 
est limite a 2?. Done, le maximum d'iterations de l'algorithme en entier est limite a 
^2^, un nombre fini. 
L'algorithme se termine lorsque les multiplicateurs de Lagrange des contraintes ac-
tives sont positifs et que la direction d est faisable. 
3.3.2 Analyse de la commande extremale avec projection du gradient 
sur les contraintes actives 
Theoreme 3.3.2. Soit le systeme dynamique du probleme (1.6) avec le controleur 
de commande extremale (3.6). Si les contraines inegalite sont lineairement inde-
pendantes a tout point de la region admissible, Q, alors le schema de commande 
extremale converge asymptotiquement vers Voptimum. 
Preuve : 
Soit uopt, le point optimal de la fonction convexe J(u) et u ^ Mopt, un point de fi 
avec l'ensemble des contraintes actives etant S. Le theoreme 4.1 a demontre que lors 
d'un changement des etats discrets, il existe un nouvel etat discret pour lequel les 
multiplicateurs de Lagrange sont positifs. Done, par construction, les multiplicateurs 
de Lagrange correspondant a S sont toujours positifs. 
Soit la fonction de Lyapunov V(u) = (J(u) — J(wopt)) definie sur ft. Puisque J est 
convexe, V est definie positive, etant nulle seulement a l'optimum. 
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Soit l'instant ts ou l'ensemble des contraintes actives change. Puisque le change-
ment de l'ensemble des contraintes actives ne necessite pas un changement d'entree, 
u(ts-) = u(tf) et V(u(tj)) = V(u(tt)). 
Durant les instants ou l'ensemble des contraintes actives ne changent pas, la derivee 
par rapport au temps de cette fonction de Lyapunov est donnee par : 
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V = —u = -kgPTgT (3.23) 
Puisque PT est semi-defmie positif, une valeur positive de k assure V < 0. Dans le 
cas ou aucune contrainte n'est active, P — I et V = —kggT < 0. A l'autre extreme, 
lorsqu'il y a autant de contraintes actives qu'il y a de variables, M est de rang m, 
p = 0 et V = 0. 
L'evolution se terminera lorsque V = 0, i.e. gPTgT = gPPTgT = 0, ce qui implique 
que gP — 0. Lorsque le gradient reduit est nul, i.e. gP = 0, et que les multiplica-
teurs de Lagrange correspondant aux contraintes actives sont positifs, l'optimum est 
atteint. • 
Logique de mise a jour proposee et maximisation de la norme 
A partir de la preuve de la Proposition 3.3.2, il peut etre montre que la logique 
Proposedlogic est en fait une optimisation de la norme / / ' . Done, la logique Pro-
posedlogic peut etre exprimee sous la forme d'un probleme d'optimisation. Pour un 
ensemble initial de contraintes actives donne, l'objectif est de trouver une direction 
d de norme maximale respectant les conditions suivantes : 
1. aucune contrainte n'est violee i.e, §pred < 0 
2. d est une projection du gradient sur l'ensemble des contraintes actives i.e, 
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-gdT = ddT 
Considerant ces conditions, le probleme d'optimisation peut se formuler comme suit : 
max ddT (3.24) 
d 
s.t. MdT < 0 
~gdT = ddT 
La resolution de ce probleme d'optimisation divisera l'ensemble initial de contraintes 
actives en deux sous-ensembles. Les contraintes inactives de la solution de ce pro-
bleme d'optimisation representent les contraintes devant etre quittees. Puisque la so-
lution de ce probleme d'optimisation est unique (contraintes lineaires/quadratiques, 
fonction objectif quadratique), la solution sera la meme que celle trouvee par les deux 
boucles while de la logique Proposedlogic (la premiere concernant \ij et l'autre concer-
nant S^,mk). Les deux boucles while constituent une facon possible de resoudre le 
probleme d'optimisation (3.24). Toute autre methodologie pourrait egalement etre 
utilisee pour resoudre ce probleme d'optimisation quadratique. Une fagon plus ge-
nerate de resumer la logique proposee, Proposedlogic, est donnee par le pseudo-code 
suivant : 
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function S = Proposedlogic(S', Si,/j,j) 
if 3 Si e S | Si = 0 
S ~ SiU S (ajouter la contrainte a l'ensemble des contraintes actives) 
end if 
Resoudre le probleme d'optimisation quadratique (3.24) 
s = {sk i §r
d < o} 
s = s\s 
end function 
3.4 Exemples pour illustrer la possibilite de boucles infinies 
Deux exemples sont maintenant utilises afin de montrer la possibilite de boucles in-
finies lorsque la logique Rosenlogic est utilisee. Le premier exemple est resolu par la 
logique Rosenlogic sans aucune boucle infinie alors que cette meme logique presente 
une boucle infinie lorsque appliquee au deuxieme exemple. Toutefois, la logique pro-
posee Proposedlogic fonctionne correctement (sans aucune boucle infinie) dans les 
deux cas. 
Soit le probleme suivant, 
min — 2ui + u4 — 2u5 (3.25) 
u 










































avec les valeurs initiales suivantes : U{ — 1 pour i = 1 a 5. La solution de ce pro-
bleme est donnee par le point suivant, 
opt\T _ («"*) -174 -100 51.5 -333.2 292.5 
,point pour lequel les cinq dernieres contraintes sont actives. 
Au point initial, les quatre premieres contraintes sont actives. Les deux logiques de 
mise a jour menent exactement a la meme solution. Les changements dans l'ensemble 
des contraintes actives menant a la solution optimale sont presentes a la Figure 3.3. 
La logique de mise a jour est, utilisee trois fois pour changer l'ensemble des contraintes 
actives. A chacun de ces changements, une nouvelle direction projetee est suivie par 
les variables manipulees. Pour des fins d'esthetisme, le gain k de Fequation (3.6) a 
ete modifie entre chaque chaque mise a jour pour obtenir des intervalles de temps 
similaires. Le gain est done egal a 0.0850 pour le premier intervalle et a 25, 32 et 1 
pour les trois derniers. 
Considerons maintenant le probleme modifie de tel sorte a ce que la ligne correspon-
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Figure 3.3 Exemple 1 : Evolution des contraintes 
A(b,:) = 2 2 -2 .5 -0.3 1 
La solution de ce nouveau probleme est maintenant, 
opt\T _ (u ) -174 -100 51.5 -333.2 579.6 
Le seul changement dans la solution est dans la valeur de u°pt(5). Une fois de plus, au 
point optimal, les contraintes 2 a 6 sont actives. Pour ce second probleme, la logique 
Rosenlogic entre dans une boucle infinie (au premier changement de l'ensemble des 
contraintes actives) alors que la logique Proposedlogic fonctionne correctement. La 
Figure 3.4 montre revolution des contraintes lorsque la logique Proposedlogic est 
utilisee. 
Ann de mieux comprendre comment la boucle infinie se produit avec la logique Ro-
senlogic et comment elle est evitee en utilisant la logique Proposedlogic, les iterations 
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Figure 3.4 Exemple 2 : Evolution des contraintes 
Les cinq premieres contraintes sont incluses dans l'ensemble des contraintes actives 
et la logique est amorcee. 
Les iterations de la logique Rosenlogic sont les suivantes : 
1- S = [ ], v., = //i, §pred = [ ] : retrait de Si 
2- S = [Si], iij = /i3, &
red = -2.04 : retrait de S3 
3- S - [Si, S3], m = /x2, §
pred = -2.04, -5x l0- 4 : retrait de S2 
4- S = [Si, S2, S3], Hj = [ ], §
pred = 1.3, -4, 0.7 : remise de Si 
5- S = [S2, S3],Hj = [], i5
pred = -2.7, 0.49 : remise de S3 
6- S = [S2], fij = [], &
red = 0.004 : remise de S2 
7- S = [ ],/xj = / / i , S p r c d = [ ] : retour a l'etat initial. 
Comme l'etape 7 est identique a l'etape 1, la logique Rosenlogic entre dans une 
boucle infinie. Les iterations de la logique Proposedlogic vont comme suit : 
1- S = [ ] , ^ = ^ i , « ^ = [ ] : retrait de Si 
2- S = [Si], /zj = /is, & = oc : retrait de S3 
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3- S = [Su S3], », = M2, kZi = 1, 00 : retrait de S2 
4- S = [5i, 52, S3], Hj = [], kZ
dm = -0-6, 00, -1500 : remise de S3 
5- S = [Si, S2], ^ = [ ], ^ 1 = 0.6, 2.6 : fin de la logique 
A la fin des cinq iterations, puisque [i > 0 et S^m > 0, la logique Proposedlogic 
termine en identifiant une nouvelle direction faisable determinee par la projection 
du gradient sur les contraintes [53, S4, 5s]. 
Pour ce deuxieme exemple, on remarque que les trois premieres iterations des deux 
logiques sont identiques. Le seul changement survient a l'iteration 4, iteration pour 
laquelle la logique Rosenlogic dicte la remise de Si dans l'ensemble des contraintes 
actives, alors que la logique Proposedlogic opte pour la remise de S3. Ces deux 
contraintes ont des valeurs de Spred positives. Meme si la valeur de Spred est plus 
grande pour S\, un pas restreint correspondant a Si, i.e. a.\ — 1/1.6 violerait 53, 
pour laquelle 03 = 1/1501. Dans la logique Rosenlogic, S3 doit etre remise a l'ite-
ration suivante ce qui engendre egalement la remise de S2, forgant ainsi un retour a 
l'etat initial. Toutefois, en choisissant £3 a l'iteration 4, la logique Proposedlogic ne 
viole pas Si et se poursuit jusqu'a ce qu'un nouvel ensemble de contraintes actives 
soit identifie. 
3.5 Optimisation multi-unites avec projection du gradient generalisee 
La commande extremale avec projection du gradient sur l'ensemble des contraintes 
actives peut etre realisee avec la methode d'optimisation multi-unites. La structure 
de l'optimisation multi-unites avec projection du gradient sur les contraintes actives 
est presentee a la Figure 3.5. Cette structure inclut 2 blocs additionnels correspon-
dant a la logique de mise a jour pour determiner l'ensemble des contraintes actives 
et la projection du gradient sur ces contraintes actives. La particularite de l'estima-
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Figure 3.5 Structure de la methode d'optimisation multi-unites sous contraintes in-
egalite avec projection du gradient sur les contraintes actives 
tion du gradient selon la methode multi-unites dans le present contexte doit etre 
clarifiee. II est convenu que les contraintes tout comme la fonction objectif sont me-
surees et que l'estimation du gradient de la fonction objectif et des contraintes sont 
obtenus simultanement. Aucune unite supplement aire n'est necessaire dans le pro-
cede a optimiser pour estimer le gradient des contraintes. Une formule de differences 
finies similaire a celle utilisee pour estimer le gradient g est utilisee pour estimer les 
gradients des contraintes. 
dSj _ Sj(xi,Uj) - SJ(XQ,UQ) 
diij A 
(3.26) 
Projection du gradient generalisee 
Les conditions d'optimalite du probleme sous contraintes contiennent deux parties : 
les contraintes actives, S = 0, et la condition associee a la projection du gradient 
, gP = 0. Or, arm de s'assurer que les entrees du systeme evoluent de telle sorte a 
ce que les contraintes identifiees actives par la logique demeurent reellement actives, 
la loi de commande extremale (3.6) est modifiee pour inclure les deux parties des 
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conditions d'optimalite (3.4) et assurer ainsi que la condition 5 = 0 soit respectee : 
u = -kPTgT - ksM
+S (3.27) 
Une valeur non-nulle de ks assure le respect des contraintes actives. Avec ks > 0, 
§ = -ksS - kMP
TgT (3.28) 
correspond a un systeme stable qui force 5 = 0. 
3.6 Exemple : Optimisation multi-unites de la productivity trois reac-
teurs avec projection du gradient sur les contraintes actives 
Dans l'exemple qui suit, la methode d'optimisation multi-unites avec projection du 
gradient sur les contraintes actives et puis, avec fonction barriere est utilisee pour 
optimiser un procede compose de trois reacteurs a agitation continue isothermiques 
identiques. Tout comme au chapitre precedent, un modele mathematique du reacteur 
est utilise pour simuler le procede reel et agir ainsi comme "boite noire" dans la 
methode multi-unites. Le modele utilise est presente a l'Annexe V. 
Dans chacun de ces reacteurs, les reactions A + B —>• C et 2B —> D tiennent place, 
ou C represente le produit desire et D le produit non desire. Le reacteur est alimente 
par deux courants d'entree avec des debit de qa et q\, et des concentrations c^in et 
csin, respectivement. 
Le probleme d'optimisation consiste a maximiser la quantite du produit C, (qa+Qb)cc-, 
ponderee par le facteur de production (qa + Qb)cc/QaCAin- Les contraintes du probleme 
incluent les limites superieures de la chaleur generee ainsi que du debit total. Le 
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probleme d'optimisation se formule comrae suit : 
T (Qa + Qb)
2c2c max J = (3.29) 
I^Qb QaCAin 
s.t. CA = 0 
CB = 0 
cc = 0 
W - Wmax < 0, (qa + qb) - qmax < 0 
avec Wmax et qmax, les limites superieures de la chaleur produite et du debit total 
respectivement. 
Les conditions d'operation optimales correspondent a des debits d'entrees de qa = 
7.62 L/h et de qt, = 13.1 L/h. A l'optimum, la contrainte sur la chaleur produite est 
active i.e. W = Wmax et la valeur de la fonction objectif est de 12.3 mol/h. Ici, la 
presence de trois reacteurs identiques dans le procede est une necessite pour pouvoir 
utiliser la methode d'optimisation multi-unites puisque le probleme contient deux 
entrees, q^ et qs- Dans les exemples qui suivent, ces trois reacteurs seront designes 
par des numeros soit, les reacteurs 0, 1 et 2. 
3.6.1 Methode multi-unites et fonction barriere 
La methode d'optimisation multi-unites avec une fonction barriere logarithmique 
fut tout d'abord utilisee. La methode multi-unites avec fonction barriere se definit 
comme suit : 
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Qa,i = qa,a + &qa (3.30) 
Qb,i = Qb,o (3.31) 
Qa,2 = Qa,0 (3.32) 
96,2 = Qbfi + ^gb (3.33) 
Qa,o = -kmu{J\ - a(log(-(W1 - Wmax) + log(-(qa^ + <?M - qmax)))) 
- Jo-a(log(-(Wo-Wmax) + log{-(qa,o + qb:Q-qmax)))) (3.34) 
%,o = ~kmu( J2 ~ a(log(-(W2-Wmax) +log{-(qa,2 + qb,2-qmax)))) 
- J0 -a(log(-(W0 - Wmax) + log(-(qa,0 + qbfi - qmax)))) (3.35) 
ou les indices 0, 1 et 2 representent les reacteurs 0, 1 et 2 respectivement. 
Les valeurs des parametres ont ete fixees comme suit : 
- Excitation : A = AQa = AQb = 0.1 \ 
- Gain d'adaptation : kmu = 100 ^jf-
- Gain de la fonction barriere : a = 0.1. 
Les resultats de simulation sont presentes a la Figure 3.6. Ces resultats montrent 
que le point d'operation optimal est atteint en environ 1.5 heures et la contrainte de 
chaleur est approchee avec un ecart d'environ 20 kJ/h (fixe par la valeur de a). 
3.6.2 Methode d'optimisation multi-unites et projection du gradient 
La methode d'optimisation multi-unites avec projection du gradient sur les contraintes 
actives fut egalement appliquee. Les lois de commande des differents etats hybrides 
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Figure 3.6 Resultats de la methode d'optimisation multi-unites avec fonction barriere 
logarithmique 
Si aucune contrainte n'est active : 
Qa "rrm 
Qb = K"mu 
(Jl ~ Jo) 




Si la contrainte de chaleur de Punite j est active : 
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Si la contrainte de debit de Punite j est active : 
— h (Jl ~ Jo _ J2 — Jp\ , Qmax — Qj 
Qa ~ *mu y 2 A g a 2 A g b J + k s 2 
_ , 1 J2 — JQ J\ — Jp \ , Qmax ~ Qj 
qb ~ kmu{-^Aq7 ~^Aq-)






Si les deux contraintes sont actives : 
({Wmax - W,-)Ag6 - (gmaa - gj)(W2 - W0)\ 
V (Wi - W„)A<fc - (W2 - W0)Aga J 
(3.42) 
AM/max - I ^ ) ( - A g a ) - (gmax - q , ) ^ - W0)\ 
V (^ i - W0)A<ft, - (W2 - W0)Aga 7 
(3.43) 
ou H'j et ^ = qa + Qb representent les mesures de chaleur et de debit maximal pour 
l'unite j respectivement. La non-singularite des lois de commande pour le cas ou les 
deux contraintes sont actives est assuree par l'hypothese d'independance lineaire des 
contraintes en tout point d'operation. 
Pour l'application de la methode multi-unites avec projection du gradient, les para-
metres suivants ont ete utilises : 
- Excitation : A = AQa = Aqb = 0.1 \ 
- Gains d'adaptation : kmu = 100 2 g £ , k = 10 ^ ^ 
- Gain de suivi des contraintes : ks = 4 
Les resultats obtenus sont presentes a la Figure 3.7. Au depart, le systeme evolue 
sans aucune contrainte active. Ensuite, l'unite 1 atteint la contrainte de chaleur et 
a partir de ce moment, les lois de commande des equations (3.38,3.39) sont utilisees 
avec Wj = Wi. Un depassement de la contrainte de chaleur resultant de la dynamique 
du precede est evite par l'introduction d'un facteur d'attenuation de 0.99 dans la 
detection de la contrainte active, i.e. en utilisant la condition W\ = 0.99WmaI comme 
seuil de detection de la contrainte active. Le changement d'un etat hybride, ou aucune 
contrainte n'est active, vers celui ou la contrainte de chaleur est active est alors 
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Figure 3.7 Resultats de la methode d'optimisation multi-unites avec projection du 
gradient sur les contraintes actives 
Le Tableau 3.1 dresse une comparaison des resultats obtenus en utilisant la fonction 
barriere a ceux obtenus par la projection du gradient. 
Ces resultats confirment qu'une meilleure valeur de la fonction objectif est obtenue 
par la projection du gradient comparativement a la fonction barriere, en etant plus 
proche de la contrainte active. Toutefois, puisque les entrees des differentes unites 
dans la methode multi-unites sont non-identiques, un seul des reacteur atteint reelle-
ment la contrainte alors que les autres reacteurs sont distants de la contrainte d'une 
valeur determines par la valeur du parametre A. 
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Dans ce chapitre, une methode de commande extremale utilisant une projection du 
gradient sur les contraintes actives a ete proposee. II fut demontre que l'adaptation 
de la methode de projection traditionnelle (Rosen, 1960) dans un contexte continu 
peut engendrer une boucle infinie dans la logique servant au choix de l'ensemble 
de contraintes actives. Une logique assurant un choix de contraintes actives menant 
a une direction de descente projetee faisable a ete proposee. La preuve de conver-
gence de la methode de commande extremale avec projection du gradient sur les 
contraintes actives utilisant cette logique a egalement ete etablie. La methode d'op-
timisation multi-unites fut modifiee pour permettre l'optimisation sous contraintes 
inegalite en utilisant la projection du gradient sur les contraintes actives. L'introduc-
tion d'un terme additionnel dans la loi de commande extremale assure de garder les 
contraintes actives. Finalement, un exemple de simulation a permis de constater que 
l'utilisation de la methode d'optimisation multi-unites avec projection du gradient 
sur les contraintes actives plutot que l'utilisation d'une fonction barriere reside en 
une meilleure valeur de la fonction objectif au point d'equilibre. Ce gain en per-
formance est attribuable au fait que le point d'equilibre se situe directement sur la 




MAXIMISATION DE LA PUISSANCE PRODUITE PAR DES PILES 
A COMBUSTIBLES MICROBIENNES : RESULTATS 
EXPERIMENTAUX 
L'epuisement des ressources et les enjeux environnementaux actuels contribuent a 
l'urgence de developper de nouvelles sources d'energie renouvelable. Parmi les diffe-
rentes technologies existantes, telles que les systemes photovoltai'ques ou eoliens, les 
piles a combustible sont devenues une source d'energie renouvelable envisageable d'un 
point de vue technologique. Toutefois, la principale limite dans l'utilisation des piles 
a hydrogene est la necessite de produire de l'hydrogene et d'assurer son transport 
jusqu'au point d'utilisation. Les piles a combustible microbiennes (ou MFC pour Mi-
crobial Fuel Cells) represented une alternative interessante puisqu'elles permettent 
de generer de l'electricite a partir de differentes sources de carbone contenant de 
faibles concentrations de matiere organique comme c'est le cas des eaux usees no-
tamment (Allen et Benetto, 1993; Logan et al., 2006). 
4.1 La pile a combustible microbienne 
Le fonctionnement d'une pile a combustible microbienne est schematise a la Figure 
4.1. Une pile a combustible microbienne consiste en un bioreacteur aerobie dans le-
quel des bacteries agissent comme catalyseur dans une reaction d'oxydoreduction. Les 
bacteries, lorsque nourries avec des composes organiques croissent et maintiennent 
leur metabolisme. La bio-reaction qui caracterise la croissance des bacteries produit 
du CO2 et de l'eau. Le reacteur contient une anode et une cathode et la croissance 
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Figure 4.1 Schema d'une pile a combustible microbienne 
de bacteries qui se produit autour de l'anode libere des electrons a travers un circuit 
externe reliant ces electrodes. La reaction est completee du cote de la cathode (Bond 
et Lovley, 2005; Reguera et al., 2005). 
Depuis la fin des annees 1990, epoque a laquelle debute la recherche intensive sur 
les piles a combustible microbiennes, la densite de puissance produite par ces piles 
a augmente de plusieurs ordres de grandeur (Logan et Regan, 2006). Malgre cette 
augmentation, la densite de puissance atteignable actuellement par une seule pile 
microbienne est faible et la tension disponible a ses bornes est limitee a environ 
0.3-0.5 volt. Consequemment, la recherche se poursuit dans le but d'augmenter la 
puissance electrique delivree par ce type de piles. Cette recherche vise notamment a 
ameliorer la conception du reacteur que ce soit en utilisant une cathode a air (Liu 
et Logan, 2004), un reacteur tubulaire (Zuo et al., 2007; Rabaey et al., 2005) ou 
a courant ascendant (Rabaey et Verstraete, 2005; Tartakovsky et Guiot, 2006), en 
ameliorant la conception des electrodes (Yu et al., 2007; He et Angenent, 2006) ou 
encore en ameliorant la conception du systeme ou une serie de piles a combustible 
microbiennes est utilisee pour augmenter la tension et/ou la puissance electrique 
delivree (Alterman et a l , 2006; Oh et Logan, 2007). 




plusieurs parametres operationnels. La concentration et la composition de la source 
de carbone, la temperature et le pH sont autant de facteurs pouvant faire varier la 
resistance interne de ce type de source electrique et ainsi affecter la puissance fournie 
(Alterman et al., 2008; Gil et al., 2003). 
4.2 Suivi du point maximal de puissance en temps reel 
Une des methodes les plus simples d'augmenter la puissance d'une source electrique 
est de toujours maintenir une charge electrique correspondant au maximum de puis-
sance fournie par la pile. A mesure que le courant soutire de la pile augmente, la 
tension a ses bornes diminue et la puissance maximale fournie est obtenue quand 
la resistance externe (charge) est egale a la resistance interne de la source. Une 
resistance externe differente de la resistance interne peut engendrer une perte en 
puissance de plus de 50 %. 
4.2.1 Formulation du probleme d'optimisation 
Le probleme considere vise la maximisation en temps reel de la puissance electrique 
delivree par deux piles a combustible microbiennes semblables par l'ajustement des 
resistances variables branchees a leurs bornes. Le probleme d'optimisation est formule 
comme suit : 
E2 
max Q = — (4.1) 
ou Q represente la puissance delivree par la pile a combustible microbienne a travers 
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la resistance variable externe R et E represente le voltage mesure aux bornes de la 
pile a combustible microbienne. Le probleme d'optimisation en temps reel vise done 
la maximisation de la puissance Q par l'ajustement de la resistance externe R a tout 
instant. 
Des methodes d'optimisation en temps reel sont souvent utilisees pour maximiser la 
puissance de differents types de source d'electricite tels que les systemes photovol-
tai'ques (Leyva et al., 2006) ou les piles a hydrogene (Zhong et al., 2008). Le suivi 
en temps reel du point maximal de puissance est designe dans la litterature par l'ex-
pression "maximum power point tracking" ou l'acronyme "MPPT" . Une methode 
couramment utilisee consiste a inserer un convertisseur DC/DC et une batterie tam-
pon entre la source et la charge electrique et a ajuster le rapport cyclique ou le courant 
soutire a une valeur optimale par le biais d'une methode de suivi du point maximal 
de puissance (maximum power point tracking- MPPT) (Boico et Lehman, 2006). 
La formulation du probleme presentee ci-haut est legerement differente puisque le 
potentiometre externe est utilise comme variable manipulee. Ce choix a ete fait afin 
de simplifier la procedure experimental tout en permettant Fessai des differents al-
gorithmes d'optimisation en temps reel retenus. En pratique, les memes algorithmes 
seraient utilises avec un convertisseur DC/DC avec comme variable manipulee, le 
rapport de cycle de service ou encore le courant soutire. 
4.2.2 Methodes utilisees 
Differentes methodes MPPT ont ete utilisees pour des systemes photovoltai'ques 
dans la litterature. Une classe de methodes MPPT utilise un modele fondamental 
du panneau solaire pour calculer numeriquement l'impedance de la source (Wyatt et 
Chua, 1983). L'inconvenient majeur de cette approche est la complexite du modele 
requis et l'incertitude de plusieurs de ses parametres. Dans le contexte des MFC, cette 
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approche est difficilement envisageable notamment a cause de la complexity et de la 
nature fortement non-lineaire des cinetiques microbiennes (Batstone et al., 2002). II 
est egalement possible de maximiser la puissance fournie en temps reel sans avoir 
recours a un modele fondamental. Les methodes de Perturbation/Observation et du 
Gradient sont des methodes d'optimisation en temps reel sans modele fondamental 
utilisees couramment comme MPPT pour les systemes photovoltai'ques (Boico et 
Lehman, 2007). Ces methodes considerent la dynamique du systeme a optimiser 
comme etant tres rapide et utilisent une perturbation temporelle pour estimer le 
gradient. Cette dynamique rapide est confirmee pour les systemes photovoltai'ques 
puisque le temps de reponse de tels systemes est de l'ordre de quelques secondes 
tout au plus. La simplicite et la robustesse de la methode Perturbation/Observation 
en font une methode largement utilisee dans les MPPT alors que la methode du 
gradient permet une convergence plus rapide (Xia et al., 2007). 
La principale difference entre le comportement des systemes photovoltai'ques et les 
piles a combustible microbiennes reside en un temps de reponse beaucoup plus long 
dans le cas des MFC. Ce temps de reponse peut varier de l'ordre de minutes a dou-
zaines de minutes. L'application des methodes MPPT habituelles aux MFC peut 
mener a une convergence beaucoup plus lente en raison d'un temps de reponse lent. 
Comme la methode d'optimisation multi-unites presente une convergence plus ra-
pide pour des systemes lents, elle devrait offrir une meilleure performance que les 
methodes de perturbation/observation et du gradient lorsque utilisee pour maximi-
ser la puissance de piles a combustible microbiennes. Les resultats experimentaux 
emanant de l'application des methodes de perturbation/observation, du gradient et 
multi-unites a la maximisation de puissance electrique de 2 piles a combustible mi-
crobiennes sont presentes dans ce chapitre. 
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Methode de perturbation/observation 
La methode de perturbation/observation appelee aussi "switching" (Blackman, 1962; 
Sternby, 1980) est largement utilisee pour le suivi du point maximal de puissance 
des systemes alimentes par energie solaire (Hua et Shen, 1998). Elle consiste a per-
turber le systeme en appliquant une variation d'amplitude constante a son entree 
et a ajuster le signe de la prochaine perturbation en accordance avec le signe du 
gradient estime. Ce gradient est estime par une methode de differences finies, soit 
en evaluant la difference entre la valeur de la fonction objectif (apres le changement 
d'entree) et la valeur d'entree precedente (avant le changement d'entree). Puisque le 
systeme a optimiser est un systeme dynamique, il est important d'atteindre le regime 
permanent entre chaque perturbation d'entree pour obtenir une estimation valable 
du gradient. 
Cette methode se resume par les equations suivantes : 
Q{k+1)-Q{k) 
R(k + 2) = lR{k + 1) + AR Sl W l P i > 0 
^R(k + 1)-AR sr f±^gg<0 
(4.2) 
ou AR represente la perturbation sur l'entree R, Q la puissance de sortie et k l'index 
d'iteration. Lorsque k —¥ oo, avec la presence de la perturbation constante AR, les 
valeurs de resistance oscilleront autour d'un point d'equilibre moyen, R*, avec une 
amplitude de AR : 
R* + AR 
R(k) = { ou (4.3) 
R* -AR 
De plus, puisque AR est le pas minimal pouvant etre effectue, la distance maximale 
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entre le point d'equilibre moyen (R*) et l'optimum reel (R°pt) est ~ : 
A /? 
\R* - Ropt\ < = r 
Une plus grande valeur de AR peut etre utilisee pour augmenter la vitesse de conver-
gence, mais ceci entrainera une erreur d'estimation de la resistance optimale et in-
troduira des oscillations plus importantes autour du point d'equilibre. Le choix du 
parametre AR repose sur un compromis entre la vitesse de convergence et la preci-
sion. 
Methode du gradient 
La methode du gradient (Nocedal et Wright, 1999) utilise egalement une perturba-
tion d'amplitude constante pour estimer le gradient. La principale difference entre 
cette methode et la methode de perturbation/observation est que l'amplitude du pas 
d'optimisation est ici proportionnelle a la valeur du gradient estime. La methode du 
gradient est decrite par les equations suivantes : 
R{k + 1) = R(k) + AR (4.4) 
* i+2) - * ( * + i ) + ^ : H w
 <4-5) 
ou kg est un gain approprie. Chaque iteration de cette methode consiste en deux 
etapes : 
- un changement d'amplitude constante pour evaluer le gradient 
- un changement d'amplitude variable proportionnelle a ce gradient estime 
Lorsque k —> oo, cette methode oscillera egalement autour d'un point d'equilibre 
mais cette fois avec une amplitude reduite de moitie par rapport a la methode de 
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perturbation/observation : 
D * I AR 
R(k) = I ou (4.6) 
^ p* AR R - — 
Contrairement a la methode de P / 0 , le point d'equilibre moyen ne contient pas 
d'erreur cette fois, i.e. R* — Ropt. La vitesse de convergence de la methode du gradient 
peut etre amelioree en choisissant une valeur de gain plus grande. Toutefois, un gain 
trop grand peut mener a l'instabilite et la principale difficulte consiste a faire un 
choix judicieux de ce parametre. De plus, la valeur du gain est intimement liee a 
la courbure de la caracteristique statique de la puissance qui peut evoluer dans le 
temps. 
4.3 Materiaux et methodes 
Les experiences ont ete effectuees avec deux piles a combustibles microbiennes sans 
membranes, a debit air-cathode continu. Chaque pile fut construite avec une series de 
plaques en polycarbonate comme decrit dans (Tartakovsky et al., 2008). Les cellules 
etaient munies de lignes d'alimentation, d'effluent, de liquide de recirculation et de 
sorties de gaz comme illustre a la Figure 4.2. 
Le detail des materiaux et methodes utilises pour le montage experimental est fourni 






k^ i r̂ hJ EFFLUENT 
h^K ACETATE 
L-^H DILUTION WATER 
MFC-2 
Figure 4.2 Montage experimental des deux piles a combustible microbiennes 
4.4 Optimisation multi-unites de la puissance 
Avant de proceder aux tests d'optimisation, les deux MFC ont ete operees avec une 
concentration d'acetate de 137.5 mg/L^/i (A — volume anodique), a une temperature 
de 23°C et avec une resistance externe de 200 ft. Sous ces conditions, une performance 
stable fut atteinte avec une puissance de 1-1.2 mW. La concentration d'acetate dans 
l'effluent du reacteur a ete mesuree a 300-400 mg/L assurant ainsi une condition de 
substrat non-limitante. 
4.4.1 Courbes de polarisation 
Une courbe de polarisation decrit le comportement du voltage de la pile a combustible 
microbienne en fonction du courant en regime permanent. Cette courbe represente 
les pertes irreversibles a partir du voltage ideal de la pile soit les pertes ohmiques 
qui sont causee par la resistance ionique, la resistance electronique et les resistances 
de contact (Logan et al., 2008). 
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Figure 4.3 Courbes de polarisation des deux piles a combustible microbiennes 
Ces courbes ont ete obtenues pour chaque pile en variant successivement la valeur 
de la resistance externe reliee a chacune des piles. Tout d'abord, les resistances ont 
ete fixees a une valeur de 142 fi puis ont ete graduellement diminuees jusqu'a une 
valeur de 12 Q par echelons de 2 Q. Un intervalle de 10 minutes a ete alloue entre 
chaque changement de resistance. Les courbes de polarisation obtenues pour chaque 
pile sont presentees a la Figure 4.3. 
Les parties lineaires de chaque courbe de polarisation (Figure 4.3 A) ont ete utilisees 
pour identifier les valeurs des resistances internes, lesquelles sont estimees a 45 Q et 
47 fl pour les MFC 1 et 2 respectivement. Le maximum de puissance est obtenu 
lorsque les resistances externes sont egales aux resistances internes des MFC. On 
constate que les resistances optimales des deux piles sont les memes et done /3=0 dans 
l'equation (2.2). Toutefois, la Figure 4.3B permet de constater que les puissances 
maximales correspondant a ces resistances optimales ne sont pas les memes et ainsi, 
7 ^ 0 dans l'equation (2.2). Finalement, les courbures autour des points optimaux 
sont identiques i.e., J(u) ~ 0 et Failure convexe de la courbe de polarisation souligne 
le besoin d'optimisation. 
Une comparaison des courbes de polarisation obtenues en diminuant la resistance ex-
terne de 142 Q a 14 Q a celles obtenues en augmentant la resistance externe de 14 fl a 
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Figure 4.4 Variations de puissance obtenue sur la pile 1 suite a des changements de 
resistance A)pour des valeurs inferieures a la resistance interne B)pour des valeurs 
superieures a la resistance interne 
142 Q ont donne des resultats similaires a la seule exception que la courbe provenant 
de 1'augmentation de la resistance etait legerement inferieure a la courbe provenant 
d'une diminution de la resistance. Cette observation laisse croire que le temps de 10 
minutes alloue entre chaque changement de valeur de resistance n'est pas suffisant 
pour que les MFC atteignent leur regime permanent. Afin de mieux comprendre la 
dynamique des piles, des reponses a l'echelon furent obtenues pour differentes valeurs 
de resistances (Figure 4.4). Ces tests ont permis d'estimer un temps de reponse d'en-
viron 15-20 minutes. Ce temps de reponse est le reflet des limites de transformation 
du substrat et du transfert d'electrons par les micro-organismes. (Logan et al., 2006; 
Rabaey et a l , 2004; Oh et Logan, 2007). 
Une augmentation de la resistance externe reduit immediatement la puissance de 
sortie et cette diminution instantanee est suivie d'une transition plus lente a un 
nouveau regime permanent. Ce nouveau regime permanent peut etre soit superieur 
ou inferieur au point de puissance avant la perturbation, dependamment de la re-
gion d'operation. Lorsque la valeur de la resistance externe est inferieure a la valeur 
optimale, une augmentation de cette resistance mene a une augmentation de la puis-
sance en regime permanent (Figure 4.4A) alors que pour une resistance inferieure a 
131 
la resistance optimale, une augmentation de cette resistance mene a une diminution 
de la puissance en regime permanent (Figure 4.4B). La dynamique du systeme se 
comporte comme celui d'un systeme a phase minimale ou celui d'un systeme a phase 
non-minimale selon que la resistance externe est inferieure ou superieure a la resis-
tance interne. Ce type de comportement est souvent observable pour des systemes 
dynamiques non-lineaires possedant un optimum (Van De Vusse, 1964). 
4.4.2 Resultats experimentaux 
Ces tests preoperatoires ont permis de constater que les deux piles a combustible 
presentent des dynamiques presque identiques. Ce constat permet l'application de 
la methode d'optimisation multi-unites a ce montage experimental. Puisque les re-
sistances internes des deux MFC sont identiques, mais que les puissances optimales 
different, la methode d'optimisation multi-unites est appliquee au systeme avec un 
correcteur 7 uniquement, avec adaptation sequentielle. Les lois de commandes sui-
vantes ont ete utilisees : 
Ri(k) = R{k) (4.7) 
R2{k) = R{k) + Admu-P (4.8) 
R(k + 1) = R(k) - ^(P2(k) - P.ik) - j)dmu (4.9) 
7(fc + l) = (P2(k) - P^mi - dmu) (4.10) 
avec $ = 0 et dmu defini comme suit : 
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f l ifi(T1+T2)<t<i(T1 + T2) + T1 
dmu = i (4.11) 
K0 i f i ^ + T a J + T i ^ t ^ ^ + lJCTi+Ta) 
ou i G Z. Ici, la periode T\ n'est pas ete fixee a une valeur precise. C'est plutot la 
valeur du gradient estime qui determine la fin de la periode d'adaptation multi-unites. 
Ainsi, lorsque le gradient estime est suffisamment faible, la periode d'adaptation 
multi-unites prend fin et la periode d'adaptation de 7 debute. De plus, durant la 
periode variable T\, il peut, si necessaire, y avoir plusieurs estimations successives 
du gradient. Un delai de 3 minutes est impose entre chacune de ces estimation du 
gradient durant l'adaptation multi-unites. La periode T2 est egalement fixee a 3 
minutes. Comme j3 = 0, le choix de A n'influence pas la stabilite du systeme. La 
valeur de A est fixee a 2 fl, valeur de changement minimal techniquement permise 
par le type de resistance digitale utilisee. Les gains d'adaptation sont fixes par essais 
et erreurs a des valeurs de kmu = 90 fl
2/mW et ky = 1. De plus, une moyenne 
effectuee sur les 4 dernieres valeurs lues est utilisee pour les mesures de tension aux 
bornes de la resistance externe. 
La valeur initiale des resistances externes est de 140 Q pour les deux MFC. La Figure 
4.6 contient les resultats obtenus avec la methode d'optimisation multi-unites. En 
environ lh, les resistances externes ont atteint des valeurs voisines de l'optimum de 
chaque pile : 34 Q pour la MFC 1 et 36 Q pour la MFC 2 fournissant respectivement 
des puissances de 2.045 mW et 2.11 mW. 
Une comparaison des resistances internes estimees en utilisant la courbe de polarisa-
tion (Figure 4.3 : 45 fl pour MFC 1 et 47 fl pour MFC 2) avec les valeurs optimales 
obtenues par la methode multi-unites (34 fl pour la MFC 1 et 36 fl pour la MFC 
2) denote une difference d'environ 10 fl, qui est attribuable a l'estimation de 7. On 






























































7 n'est pas constante mais varie selon la valeur de la resistance. Done, une valeur de 
7 calculee a une certaine valeur de resistance n'est pas exacte pour d'autres valeurs 
de resistance. 
De plus, l'estimation de 7 est fait avec un intervalle de temps de 3 minutes, temps 
auquel le regime permanent n'est pas encore atteint (voir Figure 4.4). Comme Ri est 
augmente et R2 est diminue pour rejoindre la meme valeur, les dynamiques des deux 
MFC sont opposees. Lors de l'estimation de 7, les puissances s'additionnent plutot 
que de s'annuler. La precision de l'estimation de l'optimum pourrait etre amelioree 
en allouant un temps superieure (T2) pour l'estimation du correcteur 7. 
Apres convergence du systeme vers l'optimum, une perturbation en temperature fut 
introduite comme indique a la Figure 4.5 (t = 1.9 h). Le point de consigne des contro-
leurs de temperature fut fixe a 28 °C pour les deux MFC. Lors de l'augmentation 
de temperature, les valeurs optimales ont legerement diminue (de 2 Q). Apres le re-
tour du point de consigne a 22 °C, l'algorithme multi-unites a ajuste les resistances 
externes a leur valeur precedente. 
La reponse de la methode multi-unites a une telle perturbation est interessante. 
Malgre une augmentation importante de la puissance lors de la perturbation en 
temperature, la methode multi-unites ne change pas de fagon significative la valeur 
des resistances externes. Ceci s'explique par le fait que la difference en puissance (i.e. 
le gradient), reste la meme principalement a cause des dynamiques identiques pour 
les deux piles. Toutefois, les deux MFC ne sont pas identiques et le retour a leur 
valeur precedant la perturbation en temperature est accompagnee de dynamiques 
differentes ayant pour consequence d'introduire des fluctuations autour du point 
optimal (Figure 4.5). Malgre ces fluctuations, le systeme retourne eventuellement au 
point optimal. 
Cette premiere serie de resultats a permis de valider la performance de la methode 
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d'optimisation multi-unites pour un systeme presentant une dynamique lente. Si une 
methode a perturbation temporelle telle que la methode de perturbation/observation 
etait utilisee, le temps de convergence autour de l'optimum serait beaucoup plus 
grand en raison du delai necessaire entre chacune des perturbations lors de l'esti-
mation du gradient. Afin de verifier experimentalement ce point, une autre serie 
d'essais experimentaux a ete realisee. Ainsi, les performances des methodes d'op-
timisation multi-unites, perturbation/observation et du gradient ont ete comparees 
experimentalement. 
4.5 Comparaison des performances experimentales de differentes me-
thodes d'optimisation 
Le montage experimental de la figure 4.2 et decrit a l'annexe F a encore une fois ete 
utilise. Cette fois, le volume de la chambre anodique etait de 50 mL (plutot que 100 
mL) et la distance entre l'anode et la cathode fut fixee a 0.5 cm (plutot que 1.5 cm). 
Les piles a combustible microbiennes ont ete mises en operation en inoculant leur 
chambre anodique avec les agregats anaerobiques et en les alimentant avec l'acetate a 
un debit de 200 mg/jour. Au depart, les valeurs des resistances externes furent fixees 
a 250 Q. Une augmentation de la tension fut observee apres 5 jours d'operation. 
Une periode de 2 semaines fut allouee pour atteindre un regime permanent et les 
courbes de polarisation et les tests preoperatoires furent alors effectues. Les courbes 
de polarisation presentees a la Figure 4.6 furent obtenues selon la methode decrite 
precedemment. La distance plus petite entre les electrodes et/ou les variations dans 
l'epaisseur du biofilm semblent avoir contribue a l'amelioration de la performance des 
MFC en diminuant la valeur de leur resistance interne a environ 15 Q. pour la MFC 
1 et 23 Q pour la MFC 2. Les puissances maximales correspondant a ces valeurs sont 
respectivement de 3.5mW et 2.2 mW. De plus, les courbures des courbes de Q en 
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Figure 4.6 Courbes de polarisation des deux piles a combustible microbiennes 
fonction de R ne sont pas identiques et ne sont pas constantes pour toutes les valeurs 
de R. Des reponses a l'echelon ont montre que le temps de reponse du systeme etait 
cette fois d'environ 1 minute. 
4.5.1 Convergence des methodes utilisees 
Methode de Perturbation/Observation 
La methode de perturbation/observation a ete appliquee avec un temps entre chaque 
adaptation fixe a 1 minute et une perturbation AR de 2 Q. Les deux potentiometres 
ont ete ajustes a une valeur de 70 Q avant l'optimisation. Les resultats presentes a la 
Figure 4.7 montrent que la puissance maximale est atteinte en environ 25 minutes. 
Methode du gradient 
La methode du gradient fut egalement appliquee en utilisant les memes conditions 
initiales, la meme perturbation et le meme delai d'adaptation que ceux utilises dans 
le cas de la methode de perturbation/observation. Les gains kg ont ete ajustes par 
essais erreurs a 150 et 200 fl2/mW pour la pile 1 et la pile 2 respectivement. Comme 
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Figure 4.8 Resultats de la methode de la plus forte pente 
d'operation optimal en 30 minutes alors que la pile 1 ne peut converger. Plusieurs 
essais ont ete faits en vain afin d'ajuster le gain pour la pile 1. Un gain trop faible 
ne permettait pas au systeme de quitter son point initial alors qu'un gain trop fort 
causait l'instabilite. Une large variation de courbure dans les courbes de polarisation 
explique le choix tres restreint (voir merae impossible) de valeurs de gain admissibles 
pour cette methode. 
Methode d'optimisation multi-unites 
Tout comme pour les experiences precedentes, la methode d'optimisation multi-
unites avec correcteur 7 a adaptation sequentielle fut appliquee. Les equations (4.7-
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Figure 4.9 Resultats de la methode multi-unites 
methode multi-unites sont presentes a la Figure 4.9. Ces resultats ont ete obtenus 
en utilisant un delai entre les adaptations multi-unite de 30 secondes, une periode 
pour l'estimation du correcteur 7 de 1 minute, une valeur initiale pour le parametre 
7 de -1.45 mW et un gain d'adaptation multi-unites kmu de 40 ^ 7 . Pour ces tests, 
les memes valeurs presentees pour les deux methodes precedentes ont ete utilisees 
pour la perturbation soit AR = 2 fi et pour les valeurs initiales des potentiometres 
digitaux externes (R = 70 Q). Comme prevu, avec la methode multi-unites, le temps 
de convergence vers l'optimum est reduit significativement : la methode multi-unites 
sans adaptation converge en environ 1 minute et le reglage final du correcteur 7 se 
fait en environ 8 minutes. 
4.5.2 Suivi de l'optimum en presence de perturbations 
Comme en temoignent les resultats precedents, les methodes de perturbation/observation 
et multi-unites sont capables d'atteindre les resistances externes optimales. Nous 
avons juge interessant d'etudier la capacite de ces deux methodes a suivre ces va-
leurs optimales en presence de perturbations externes. Pour ce faire, deux types de 
perturbations ont ete utilisees : (i) un changement de la concentration du substrat 
(perturbation rapide) et (ii) un changement de la temperature (perturbation lente). 
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Figure 4.10 Reponse de la methode perturbation/observation a un changement sou-
dain de la concentration de substrat 
Changement de la concentration du substrat 
La perturbation rapide fut introduite dans le systeme en injectant 1 mL de solution 
d'acetate (contenant 40 g/L d'acetate) dans les chambres anodiques des MFC. La 
reponse de la methode de perturbation/observation a ce changement est presentee a 
la Figure 4.10. 
La concentration de substrat alimentant la pile 1 fut augmentee a l'instant t = 9 
minutes et celle de la pile 2 a t = 12 min. Avant cette injection d'acetate, la concen-
tration dans la chambre anodique etait d'environ 200 mg/L, comme si le substrat ne 
limitait pas de fagon significative les taux de reaction au test de demarrage. Conse-
quemment, l'augmentation en puissance observee dans les deux MFC fut moderee. 
Ces variations en puissance engendrent des variations de la valeur de la resistance 
externe. Toutefois, en raison des conditions de substrat non-limitant, la resistance 
optimale demeure inchangee et la methode de perturbation/observation ramene la 
resistance externe a sa valeur originale. 
La Figure 4.11 presente le comportement de la methode multi-unites en presence 
de changement de la concentration du substrat. Une fois de plus, la concentration 
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Figure 4.11 Reponse de la methode multi-unites a un changement soudain de la 
concentration de substrat 
les valeurs de resistances demeurent inchangees. D'un point de vue multi-unites, 
comme la puissance des deux unites augmente, leur difference, i.e. le gradient demeure 
inchange et aucun changement de resistance n'est necessaire. 
Augmentation de la temperature a l'anode Les reponses des algorithmes d'op-
timisation a des changements de temperature ont egalement ete obtenues. L'aug-
mentation de la temperature consiste en une augmentation du point de consigne de 
temperature de 25 a 28 °C pour la pile 1 et de 25 a 31 °C pour la pile 2. Les Figures 
4.12 et 4.13 presentent les reponses des deux algorithmes a de telles perturbations 
en temperature. Pour les deux MFC, la puissance augmente alors que la resistance 
interne decroit avec l'augmentation de la temperature. L'augmentation en puissance 
observee est en accordance avec la dependance de type Arrhenius des cinetiques 
microbiennes sur la temperature (Siegrist et al., 2002). Les resistances optimales 
decroissent legerement comme en temoignent les resultats des Figures 4.12 et 4.13. 
Cette decroissance est moins visible pour la methode de perturbation/observation 
principalement en raison des oscillations et du fait qu'une augmentation en puissance 
















Figure 4.12 Reponse de la methode perturbation/observation a une augmentation 





Figure 4.13 Reponse de la methode multi-unites a une augmentation de la tempera-
ture 
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Figure 4.14 Reponse de la methode Perturbation/observation avec une perturbation 
de 4 ohms 
4.5.3 Influence du temps d'adaptation sur les methodes d'optimisation 
Methode de perturbation/observation Les resultats obtenus jusqu'a present 
montrent que le temps de convergence de la methode de perturbation/observation 
est plus long que celui de la methode multi-unites. Ce constat souleve une question 
quant a la possibility de reduire le temps de convergence de la methode perturba-
tion/observation. Une fagon de faire serait d'augmenter la valeur de AR afin de 
permettre de plus larges pas. 
La methode de perturbation/observation utilisant un AR de 4 ft reduit le temps de 
convergence de moitie comparativement a celui obtenu avec un AR de 2 tt, soit a 
12.5 minutes (Figure 4.14). Toutefois, la reduction du temps de convergence cause 
de plus grandes oscillations autour de Foptimum. Le choix de AR repose sur un 
compromis a faire entre la vitesse de convergence et la precision de la valeur de la 
puissance optimale obtenue. 
Une autre fagon de reduire le temps de convergence de cette methode est la reduction 
du delai entre chaque perturbation, i.e. l'augmentation de la frequence des pertur-
bations. Les Figures 4.15 a 4.17 presentent les resultats obtenus par la methode de 












Figure 4.16 Reponse de la methode P/O avec un delai de 10 secondes entre les 
perturbations 
perturbation de 30 secondes, 10 secondes et 5 secondes, respectivement. Les resul-
tats presentees dans ces 3 figures confirment que l'augmentation de la frequence des 
perturbations reduit le temps de convergence : l'augmentation de la frequence des 
perturbations diminue le temps de convergence de 6 minutes pour un delai de 30 
secondes a 2.5 minutes pour un delai de 10 secondes et a 1.3 minutes pour un delai 
de 5 secondes. 
Methode multi-unites 
Des tests similaires ont ete effectues avec la methode multi-unites en reduisant le 
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Figure 4.18 Reponse de la methode multi-unites avec un delai de 30 secondes entre 
les perturbations 
les resultats obtenus en utilisant respectivement un delai de 30 sec, 10 sec. et 5 
sec. pour l'adaptation multi-unites. Ces changements n'affectent pas le temps de 
convergence de l'optimisation multi-unites qui demeure autour de 3 minutes dans 
tous les cas. 
II faut souligner que les valeurs optimales obtenues dans les experiences des figures 
4.15- 4.20 ne doivent pas etre comparees a celles des resultats precedents puisque 
ces experiences ont ete effectuees un mois plus tard et qu'entre temps, le systeme a 
evolue. 
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Figure 4.20 Reponse de la methode multi-unites avec un delai de 5 secondes entre 
les perturbations 
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turbations dans la methode de perturbation/observation introduit une erreur entre 
le point de convergence du systeme et le point optimal reel. Ce comportement est 
reflete dans les resultats du tableau 4.1. Ce tableau contient les valeurs moyennes de 
convergence des resistances externes des methodes d'optimisation selon les different^ 
intervalles de temps utilises. 
Tableau 4.1 Valeurs moyennes de convergence des resistances externes 
Delai de 30 secondes 
Delai de 10 secondes 
Delai de 5 secondes 
Perturb. / Observ. 

















II en ressort clairement que dans le cas de la methode de perturbation/observation, 
une trop grande frequence de perturbations amene le systeme a converger a un point 
d'operation sous-optimal et engendre egalement un depassement dans les courbes de 
puissance comme illustre a la Figure 4.17. Par contre, le changement de delai dans la 
methode d'optimisation multi-unites n'affecte pas la valeur moyenne de convergence 
quoique dans ce cas, un delai trop court introduit des variations autour de la resis-
tance optimale de la pile 1. Ces variations sont le fruit du changement instantane 
de J? a chaque transition entre la periode d'adaptation multi-unites et la periode 
d'adaptation du correcteur 7. 
En optimisation en temps reel, le cout de conception etendu permet de quantifier 
la perte de performance d'un systeme optimise par rapport a son optimum ideal 
(Zhang et J.F.Forbes, 2000, 2006). La perte en performance provient essentiellement 
de deux sources, soit la perte encourue durant la transitoire (necessaire pour atteindre 
l'optimum) et la perte due a la variabilite du point d'equilibre. Les methodes dites 
"sans modele" ou le gradient est estime a partir d'un modele statique empirique 
avec perturbation temporelle ont une perte de performance significative associee a 
la periode transitoire qui est plus longue (Yip et Marlin, 2004) . La lente vitesse de 
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convergence observee pour la methode de perturbation/observation confirme cette 
perte en performance. Une augmentation de la frequence de perturbation ou encore 
de la valeur de la perturbation peut reduire la perte de performance reliee a la 
transitoire mais augmentera la perte associee a la variability. 
4.6 Conclusion 
Dans ce chapitre, trois differentes methodes d'optimisation ont ete appliquees pour 
maximiser en temps reel la puissance fournie par deux piles a combustibles mi-
crobiennes a travers deux resistances externes variables. Une premiere serie d'ex-
periences ont permis de constater que la methode d'optimisation multi-unites per-
mettait d'atteindre l'optimum en depit d'un intervalle entre chaque estimation du 
gradient inferieur au temps de reponse du systeme et ce, meme lorsque ce dernier pre-
sente un comportement dynamique a phase non-minimale. La methode multi-unites 
permet egalement de suivre l'optimum malgre une augmentation de la temperature 
dans le compartiment anodique relativement aisement. 
Une autre serie de resultats a permis de comparer experimentalement les perfor-
mances des methodes de perturbation/observation et du gradient a celles obte-
nues avec la methode multi-unites. La convergence de la methode de perturba-
tion/observation, ainsi que celle de la methode de multi-unites, n'est pas affectee 
par les grandes variations de courbure de la fonction objectif alors que la methode 
de la plus forte pente ne peut converger pour une des deux unites. 
La methode multi-unites converge plus rapidement vers l'optimum que la methode 
de perturbation/observation. Ceci s'explique par le fait que, dans le cas de la me-
thode multi-unites, les deux piles microbiennes presentent des dynamiques similaires 
et l'effet transitoire est elimine lors de l'estimation du gradient par differences fmies 
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permettant une adaptation plus rapide. La meme conclusion s'applique quant a la 
capacite de la methode multi-unites a suivre correctement 1'optimum en presence 
de perturbation causant un changement rapide et considerable de la puissance elec-
trique sans changer la resistance optimale (comme dans le cas du changement de 
concentration du substrat). Pour une perturbation plus lente comme l'augmentation 
de temperature, les deux methodes reagissent correctement. 
Bien que la methode d'optimisation multi-unites converge plus rapidement, l'ajuste-
ment de ses parametres est beaucoup plus complexe. De l'information a propos des 
differences dans les courbes statiques est requise afin de regler correctement cette 
boucle d'optimisation. Dans certains cas, ce besoin de connaissance a priori peut 
representer une limite a l'application de la methode d'optimisation multi-unites. La 
convergence rapide de la methode multi-unites est liee a la similarity des unites du 
procede, qui ne peut pas toujours etre verifiee. Le reglage de la methode de perturba-
tion/observation est plus simple mais l'ajustement de la frequence de perturbations 
doit etre choisie avec soin afin d'eviter la convergence vers un point d'operation 
sous-optimal (une frequence trop rapide de perturbations dans la methode de per-
turbation/observation introduit une erreur de convergence sur la valeur de resistance 
obtenue) ou meme l'instabilite du systeme. 
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CONCLUSIONS ET RECOMMANDATIONS 
Conclusions 
La premiere contribution de cette these est l'analyse des performances de la me-
thode d'optimisation multi-unites lorsque appliquee a des precedes possedant des 
unites semblables mais non identiques. Ainsi, au chapitre 2, nous avons tout d'abord 
etudie l'effet qu'auront des courbes statiques differentes pour les unites d'un procede 
sur le point d'equilibre et sur la stabilite de la methode multi-unites. Selon l'hy-
pothese que les courbures des caracteristiques statiques sont les memes autour de 
l'optimum, il a ete demontre que la stabilite de la methode multi-unites peut etre 
assure par un choix adequation du parametre de perturbation constante introduit 
entre les points d'operation de chacune des unites (A). Toutefois, meme si la stabilite 
peut etre assure par ce choix, le systeme peut converger vers un point d'equilibre loin 
de l'optimum reel. Afm de compenser cette erreur de convergence, deux correcteurs 
ont ete introduits dans le schema original de la methode multi-unites. Deux types 
d'adaptation ont ete proposes. L'adaptation sequentielle necessite une interruption 
de l'optimisation multi-unites afin de permettre une mise a jour des correcteurs. 
L'adaptation simultanee quant a elle permet la mise a jour des correcteurs simulta-
nement a revolution du systeme vers l'optimum. La preuve de stabilite locale de ces 
deux types de correction a ete presentee. Les resultats de simulation ont confirme 
que l'utilisation de correcteurs permet d'amener le systeme a son point optimal reel. 
Toutefois, la vitesse de convergence du systeme est ralentie par le temps necessaire 
a l'estimation des differences entre les points d'operations optimaux des unites et 
les valeurs correspondantes de leur fonction objectif. Le gain en vitesse de conver-
gence de la methode multi-unites par rapport a celle de la methode de perturbation 
depend de l'importance des differences entre les unites. La methode d'optimisation 
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multi-unites peut meme converger plus lentement que la methode de perturbations 
si les differences entre les courbes statiques des unites sont tres significatives. 
Le developpement d'une methode de commande extremale avec projection du gra-
dient sur les contraintes actives faisant l'objet du chapitre 3 constitue une autre 
contribution de cette these. Le choix de l'ensemble des contraintes actives en temps 
reel represente le principal defi dans l'utilisation d'une methode de projection. II fut 
demontre que l'adaptation de la methode de projection traditionnellement utilisee 
dans la resolution numerique de problemes d'optimisation dans un contexte continu 
peut engendrer une boucle infinie dans la logique servant au choix de l'ensemble 
de contraintes actives. Une logique assurant un choix de contraintes actives menant 
a une direction de descente projetee faisable a ete proposee. De plus, l'ajout d'un 
terme dans la loi de commande extremale permet d'assurer le suivi des contraintes 
actives. La preuve de convergence de la methode de commande extremale avec pro-
jection du gradient sur les contraintes actives utilisant cette logique a egalement ete 
etablie. Un exemple de simulation a permis de confirmer qu'utiliser une methode 
de commande extremale avec projection du gradient sur les contraintes actives plu-
tot qu'avec fonction barriere resulte en une meilleure valeur de la fonction objectif 
au point d'equilibre. Ce gain en performance est attribuable a l'atteinte d'un point 
d'equilibre situe directement sur les contraintes actives lorsqu'une telle methode est 
utilisee. 
Au chapitre 4, trois differentes methodes d'optimisation ont ete appliquees pour 
maximiser en temps reel la puissance fournie par deux piles a combustibles micro-
biennes a travers deux resistances externes variables. Une premiere serie d'expe-
riences a permis de constater que la methode d'optimisation multi-unites amenait 
le systeme a l'optimum en depit d'un intervalle entre chaque estimation du gra-
dient inferieur au temps de reponse du systeme et ce, meme lorsque ce dernier pre-
sente un comportement dynamique a phase non-minimale. D'autres resultats ont 
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permis de comparer experimentalement les performances des methodes de perturba-
tion/observation et du gradient a celles de la methode multi-unites. La convergence 
de la methode de perturbation/observation ainsi que celle de la methode de multi-
unites n'ont pas ete affectees par les grandes variations de courbure de la fonction 
objectif alors que la methode de la plus forte pente n'a pu converger pour l'unite 
presentant la plus large variation de courbure. 
Ces resultats ont egalement confirme que la methode multi-unites converge plus ra-
pidement vers l'optimum que la methode de perturbation/observation puisque dans 
le cas de la methode multi-unites, les dynamiques similaires des deux piles micro-
biennes permettent l'elimination de l'effet transitoire lors de l'estimation du gradient 
par differences finies. Une adaptation plus rapide est alors possible. Cette meme 
raison explique la capacite de la methode multi-unites a suivre correctement l'opti-
mum en presence de perturbation causant un changement rapide et considerable de 
la puissance electrique sans changer la resistance optimale (comme dans le cas du 
changement de concentration du substrat). Pour une perturbation plus lente comme 
l'augmentation de temperature, les deux methodes reagissent correctement. 
Recommandations 
Suite aux resultats obtenus et presentes dans cette these, certains travaux pouvant 
ameliorer les performances de la methode multi-unites ont ete identifies. Les travaux 
suggeres portent sur les chapitres de resultats presentes dans cette these soit, l'op-
timisation multi-unites en presence d'unites non identiques, la commande extremale 
avec projection du gradient sur les contraintes actives et l'application de la methode 
d'optimisation multi-unites a l'optimisation de la puissance electrique fournie par 
des piles a combustible microbiennes. 
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Optimisation multi-unites en presence d'unites non identiques 
1. L'analyse de l'effet des differences entre les unites presentee dans cette these 
est limitee a un systeme a une seule entree. L'analyse pourrait etre repetee 
pour les systemes multi-variables. La complexity de l'analyse augmente avec le 
nombre de variables manipulees : j3 est une matrice mxm et 7 est un vecteur 
de longueur m, ou m represente le nombre de variables manipulees. 
2. Les analyses presentees ne tiennent aucunement compte du bruit de mesure. 
L'impact du bruit de mesure sur la performance de la methode merite de 1'at-
tention. Des etudes preliminaries ont demontre que le bruit de mesure engendre 
une erreur d'estimation du gradient. Cette erreur peut etre eliminee en choi-
sissant une valeur de A superieure a la deviation standard du bruit. Toutefois, 
une trop grande valeur de ce parametre signifie une perte de performance de la 
methode d'optimisation multi-unites. Une etude stochastique plus approfondie 
permettrait de caracteriser l'erreur d'estimation du gradient et potentiellement 
de proposer des solutions permettant d'ameliorer la performance du schema 
multi-unites en presence du bruit de mesure. 
3. Les correcteurs presentes au chapitre 2 ont pour but de compenser les diffe-
rences entre les courbes statiques des unites. Les differences entre les dyna-
miques des unites quant a elles influencent la stabilite de la methode multi-
unites (Reney, 2008). Or, l'elaboration de correcteurs pour assurer la stabilite 
de la methode en presence d'unites dont les dynamiques different represente 
une autre extension possible a cet ouvrage. 
4. Les effets lies a l'application de la methode multi-unites a des procedes dont 
les unites presentent des caracteristiques statiques differentes ont ete enonces 
dans cette these. Les effets decoulant de l'application de la methode a des 
procedes dont les unites presentent des dynamiques differentes ont fait l'objet 
d'une etude anterieure (Reney, 2008). L'effet de ces deux types de differences 
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combinees serait une autre idee de reflexion. 
5. Les lois de commande des correcteurs a adaptation simultanee sont fondees sur 
un modele quadratique. Or, comme le demontre 1'exemple de simulation pre-
sents a la fin du chapitre 2, un tel modele n'est pas toujours adequat et il faut 
alors utiliser des lois de commande qui se rapprochent des lois de commande des 
correcteurs a adaptation sequentielle. Or, avec ces lois de commande, revolu-
tion du correcteur /3 est couple a celle du correcteur 7 ce qui ralentit la conver-
gence. Dans de tels cas, il faudrait investiguer la possibilite d'utiliser un autre 
type de modele qui permettrait, tout comme le fait le modele quadratique, de 
decoupler revolution de /3 de celle de 7 et ainsi permettre une convergence plus 
rapide de la methode multi-unites avec correcteurs a adaptation simultanee. 
6. Si les impacts combines des differences statiques et dynamiques entre les unites 
sont clairement identifies, il serait envisageable de remplacer une unite par un 
modele fondamental en utilisant des correcteurs. Toutefois, puisque les correc-
teurs adaptatifs utilisent une perturbation temporelle il n'est pas clair a priori 
que la methode multi-unites conserverait son avantage de rapidite de conver-
gence comparativement a la methode de perturbations. II faudrait determiner 
les limites acceptables du modele permettant l'application de la methode. 
Commande extremale avec projection du gradient sur les contraintes actives 
1. La methode de commande extremale avec projection du gradient sur les contraintes 
actives presentee au chapitre 3 suppose un gradient parfaitement estime. Or, 
une erreur d'estimation du gradient peut amener le systeme a invoquer la lo-
gique de choix des contraintes actives a des moments inopportuns. Une etude 
plus approfondie de l'impact d'une erreur d'estimation du gradient sur la me-
thode de commande extremale avec projection du gradient sur les contraintes 
actives represente une autre piste de reflexion. 
2. Un autre aspect qui pourrait etre etudie davantage est la methode de normalisa-
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tion utilisee dans la logique de mise a jour de l'ensemble de contraintes actives. 
Bien que la methode proposee fonctionne correctement elle pourrait possible-
merit etre simplifiee. Une logique realisable en un nombre restreint d'iterations 
est peut-etre possible. 
3. La methode multi-unites avec projection du gradient n'a ete presentee que pour 
des unites identiques. L'application de la methode pour des unites semblables 
mais non-identiques (tant au niveau des fonctions objectif que des contraintes) 
merite d'etre etudiee. 
Optimisation multi-unites de la puissance delivree par des piles a combustible micro-
biennes 
1. Pour ce qui est de l'optimisation des piles a combustible microbiennes, reva-
luation des correcteurs pourraient etre fait autrement. Les mesures de tension 
acquises durant revolution du systeme pourraient servir a evaluer la pente 
des courbes de polarisation de chaque pile. Ces pentes pourraient ensuite etre 
utilisees dans l'ajustement des correcteurs. 
2. Dans la pratique courante, l'utilisation de plusieurs piles a combustible dans 
un meme systeme necessite que ces piles soient branchees en parallele et reliees 
a une seule et unique charge. L'application de la methode multi-unites a un 
systeme compose de piles a combustible microbiennes branchees en parallele 
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ANNEXE I 
DESCRIPTION D U MODELE D U BIOREACTEUR UTILISE 
Le systeme a l'etude est celui de la production de proteines vert fluorescent a partir 
de cellules E. Coli (Aucoin et al., 2006). Dans ce procede, la phase de croissance 
et la phase de production de proteines sont separees par une phase d'induction en 
temperature. La phase de croissance se fait en mode discontinu a une temperature 
de 30°C. Lorsqu'une certaine quantite desiree de cellules est atteinte, la temperature 
est augmentee a 42°C pour une periode d'une heure pour etre ensuite reduite a 30°C. 
Ce choc en temperature induit un passage de la phase de croissance vers la phase 
de production. Habituellement, la phase de production est egalement faite en mode 
discontinu mais dans le present cas, elle est executee en mode continu, soit a volume 
constant. 
Le modele dynamique presente dans Aucoin et al. (2006) est utilise pour simuler le 
procede reel. Le glucose constitue le substrat limitant. Le modele est constitue des 
equations suivantes : 
Cx = »CX - ( £ ) Cx (1.1) 
CP = (YP,XH + CL)CX-^CP (1.2) 
avec, 
Cx, la concentration de biomasse dans le bioreacteur 
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q, le debit volumique du substrat alimentant le bioreacteur 
/ j , le taux de croissance specifique de la biomasse 
V, le volume du melange dans le bioreacteur 
Cs, la concentration de substrat dans le bioreacteur 
Csf, la concentration de substrat dans le courant d'alimentation 
Cp, la concentration de proteines (GFP) dans le bioreacteur 
Yp/s, le coefficient de production de proteines par biomasse 
Yx/s, le coefficient de production de biomasse par substrat 
a, la constante associee a la formation de produit de non-croissance 
ms, le coefficient de maintien 
Le modele de croissance de Monod est utilise pour l'expression de n : 
^KT^CS (L4) 
avec, 
Umax, la constante de taux de croissance maximal 
Ks, la constante de saturation 
Les parametres du modele ont ete fixes aux valeurs indiquees dans le tableau suivant : 
Les valeurs initiates utilisees au chapitre 1 sont presentees dans le tableau qui suit. 
166 





















g S/(g X h) 
g/L 
mg P/g X 
g/L 
mg P/g S 
g/L 












































EXPANSION EN SERIE DE TAYLOR DE y/T^~X 
Dans la presente annexe, il est demontre que l'expansion en serie de Taylor de f(x) 
y/1 — x mene a : 
o 
X X 
x / I ^ * l - 2 " ~2S{X) ( I L 1 ) 
avec S(x) donne par, 
Six) = Y o „ TT^"1 (II.2) 
,=i 2 ^ ! ( j + l)f 
Les derivees successives de f(x) sont : 
/'<*) = - 1 ( 1 - x ) " 1 / 2 (II.3) 
/"(*) = ~ Q ) Q ) (1 - *r3/2 (H.4) 
™ = -G)S)S) ( i - x ) _ B / 3 (IL5) 
'(4)^ - - G ) G ) ( l ) ( i ) ( i - ^ (IL6) 
(us) 
2 V^- 1^- 1 ) ! / 2 
L'expansion en serie de Taylor de f(x) autour de x = 0 mene a 
/(*) « /(0) + J ] ^ — x* (II.9) 
2 
2 = 1 
i=2 




1 1 ^ 2(i — 1)! , / T T i n N 
/W » i -^-TE^Jg '^ / - ' c
1-11' 
v T - i » I - - I - _ S ( I ) (11.12) 
*<*) - tmrnhv^1 (IU3) 
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ANNEXE III 
VALEURS UTILISES POUR SIMULER DEUX UNITES 
NON-IDENTIQUES 
Les parametres du modele de l'unite 2 ont ete fixes aux valeurs indiquees dans le 
tableau suivant : 
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A N N E X E IV 
P A R A M E T R E S DE REGLAGE DE LA M E T H O D E MULTI-UNITES 
AVEC C O R R E C T E U R S P O U R L 'EXEMPLE DES B I O R E A C T E U R S 
Tableau IV. 1 Parametres d'ajustement de la methode multi-unites avec correcteurs 








-2.7 x l ( T 4 
1.2 x 10"4 














r ad /h 
Tableau IV.2 Parametres d'ajustement de la methode multi-unites avec correcteurs 











-4.5 x lO" 6 
2.25 x 10- 5 















A N N E X E V 
D E S C R I P T I O N DU MODELE DE R E A C T E U R UTILISE 
Le modele utilise est constitue des equations suivantes : 
Qa Qa + Qb 
cA = yCAin — cA - n 
Qb qa + Qb cB = yCBin y— cB ~n-r2 
Qa + qb , 
cc = y—cc + n 
ri = k!CAcB, r2 = 2k2c% 
W = n ( - A H i ) y + r2(-AH2)V 
avec, 
ex, la concentration de l'espece X 
qA, le debit d'entree de l'espece A dans le reacteur 
qs, le debit d'entree de l'espece B dans le reacteur 
ki, les constantes de vitesse 
rj, les vitesses de reaction 
(—AHi), les enthalpies des deux reactions 
W, la chaleur produite par les reactions 
V, le volume du reacteur 
























eurs des parametres 







7 x 104 














Note : c^0, CB0, cc0, qao
 e t 960




DESCRIPTION DES MATERIAUX ET METHODES UTILISES 
POUR LE MONTAGE DES MFC 
Conception, instrumentation et operation de la pile a combustible micro-
bienne 
Le volume de chaque chambre anodique etait de 100 mL. L'anode etait constitue un 
tissu de graphite de 5 mm d'epaisseur mesurant 10 X 5 cm (GFA5, Speer Canada, 
Kitchener, ON, Canada) alors que la cathode consistait en un electrode de diffusion 
de gaz de 10 X 5 cm avec une charge de platine de 0.5 mg cm - 2 (GDE LT 120EW, E-
TEK Division, PEMEAS Fuel Cell Technologies, Somerset, NJ, USA). Une distance 
de 1.5 cm separe l'anode de la cathode. Les piles ont ete innoculees avec 5 mL de 
depots anaerobiques homogenes (Lassonde Industries Inc, Rougemont, QC, Canada). 
Elles etaient alimentees par une solution contenant du carbone a l'aide d'une pompe 
d'infusion (modele PHD 2000, Harvard Apparatus, Canada) a un debit variant de 
2.5 a 5 mL/jour, ce qui correspond a une concentration d'acetate en entree de 700 
a 1400 mg/L. 1 mL d'une solution de trace de metaux a ete ajoute a 1 L d'eau de 
dilution. L'eau de dilution etait introduite avec un debit de 146 mL/jour a l'aide 
d'une pompe peristatique (Cole-Parmer, Chicago, IL, USA) assurant ainsi un temps 
de retention de 10 h. Une autre pompe peristatique etait utilisee pour le liquide 
de recirculation a un debit de 0.57 L/h dans la boucle de recirculation externe. 
Une plaque chauffante de 5 x 10 cm juxtaposee a la chambre anodique de chaque 
pile, un thermocouple place dans la chambre anodique ainsi qu'un controleur de 
temperature (modele JCR-33A, Shinko Technos Co. Ltd. Osaka, Japon) permettait 
de maintenir la temperature des piles a une valeur predetermines MFC. Pour chacune 
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des piles, 4 potentiometres digitaux (modele X9C102 d'Intersil, Milpitas, CA,USA) 
connectes en parallele permettaient une variation de la charge externe allant de 9 a 
252 ohms. La lecture du voltage aux bornes de chaque pile ainsi que la commande 
des potentiometres digitaux se faisait via une carte d'acquisition de donnees et de 
commande (Labjack U12, Labjack Corp, Lakewood, CO, USA). 
Composition du Media et mesures analytiques 
La composition de la solution contenant du carbone et celle contenant des traces de 
metaux est detaillee dans les tableaux VI. 1 et VI.2 respectivement. 
Tableau VI. 1 Composition de la solution de carbone 
Composante 
acetate 












Tableau VI .2 Composition de la solution de traces de metaux 
Composante 























Toutes les solutions ont ete filtrees, sterilisees et maintenues a une temperature de 
4°C jusqu'a utilisation. Les solutions furent preparees avec de l'eau distillee, et les 
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produits chimiques et reactants utilises etaient de qualite analytique. La concentra-
tion d'acetate fut determinee a l'aide d'un chromatographe en phase gazeuse (Sigma 
2000, Per kin-Elmer, Norwalk, Connecticut, USA) muni d'une tube de verre d'identifi-
cation de 91 cm x 4 mm rempli de 60/80 Carbopack C/0.3% Carbopack 20 NH3P04 
(Supelco, Mississauga, Ontario, Canada). Plus de details sur les methodes analy-
tiques sont fournies dans Tartakovsky et Guiot (2006). 
