Abstract-To explore new system self-organizing theory, it's urgent to find a new method in the system science. This paper combines factor space theory with system non-optimum theory, applies it into the research of system self-organizing theory and proposes new concepts as system factor space, object-factor and space-order relation. It constructs factor-space framework of system self-organizing based on factor mapping and object inversion, studies system ordering from a new perspective with optimum and non-optimum attributes as the basis of system uncertainty, and expands factor space theory from (0, ) fo to ( ,0) fo . The research suggests that the construction of system factor space is to build an information system capable of selflearning for system self-organization and better enhance functions of system self-organization by adopting information fusion of data analysis and perception judgment.
I. INTRODUCTION
From the perspective of general system theory, system is a unity (complex, whole) composed by several interrelated elements (objects). The purpose of any system study is how to exert the function of the system, and to achieve acceptable goal. The main research content of the traditional system theory: determine the running rules and changing rules that fit the characteristics of system, and thus, make the system from disordered structure (random) into a certain behavior and target of ordered structure. The dissipative structure theory of I. Prigogine, the synergy theory of Herman Hake and the mutation theory of R. Thom have established a relatively complete theoretical system, and made a contribution to the development of system science. [1] It is not difficult to find out traditional research of self-organizing theory ignores the factor study which decides the existence and change of the objects. Actually, factors are roots of the existence and development of anything, like the genes of an organism. So, it is worthy of introducing the factor theory into the study of system selforganization. [2] With the deepening of research on the theory and application of system self-organization, the researchers find out that the order of a system is influenced by related factors with positive and negative attributes, and the recognition and adjustment of different factor attributes is an important content of the system self-organization process. Literature [3] defines positive attribute as optimum attribute, negative attribute as non-optimum attribute. Literature [4] establishes a nonoptimum diagnosis model of network system and proposes that non-optimum attribute is the risk source of network system by adopting non-optimum theory to the order of network system. The literature research on relevant information system discovers [5] [6] [7] [8] that the order of information system comes from the order of information factors, that is to say, the ordered structure and the mode of an information system is realized in the process of self-organization of factor-space. Under this background, and based on non-optimum and factor space theory [9] , this paper proposes is a kind of research method for self-organization from a new system thinking perspective, and introduces a new research content for the theory of factor space. Two main contributions of this paper are: to establish factor space theory of system self-organization; to propose orderly structured evaluation method based on factor-order.
The objective of this paper is to analyze non-optimum problems of the system's self-organization and to discuss a method for evaluating systems level based on the theory of non-optimum analysis. The paper also put forward a new concept called extended entropy with order (optimum order), order (non-optimum order) and order (mesooptimum order).
The remaining parts of the paper are structured as follows: We discuss the basic conception of factor space, as well as the factors level based on factor-order in Section 2. In Section 3 we present a practical notion to describe self-organizing systems based on extended order. Finally, Section 4 concludes the paper and sketches possible further research and applications based on the presented approach.
II. FACTOR SPACE AND FACTOR ORDER

A. Non-optimum and Self-organization
The self-organization system arises during balancing that optimum and non-optimum attributes. Thus, if a system factor has optimum and non-optimum attributes at same time, it is called meso-optimum factor [10] . In traditional selforganization theory, the standards of system order are expressed by optimum attributes of system factor. But it is still difficult to solve the system analysis problem with nonoptimum attributes. The primary cause is uncertainty of optimum attribute and the existence of non-optimum ones. In fact, the process of the self-organization is based on the comparison of optimum and non-optimum attributes.
The diagnosis of the system uncertainty is created by the reversed way of thinking. Therefore, in research self-    www.ijacsa.thesai.org organization system with the uncertainty, we must be considering the optimum and the non-optimum attributes of the system factors, as well as changes of these attributes. In fact, the diagnosis of the system uncertainty is the most important parts of self-organization system. It consists of several processes: (1) Non-optimum attributes identification of selforganization system. (2) Non-optimum attributes evaluation of self-organization system. The factor set F of the system is divided into three parts: optimum attribute, non-optimum attribute and unknown attribute. If it is a complete factor space of the system, the measurement of unknown attribute must be equal to zero. Otherwise it is an incomplete factor space of the system. Therefore a complete factor space can be regard as a special case of an incomplete factor space. [8] The basic frame of factor space is shown in Fig. 1 . We use an ordered triad ( , ) f o o as the meso-optimum relationship of the factor based on the optimum and nonoptimum attributes for describing system, called the factororder of the system.
B. Basic Conception
C. The Analysis of Systems Level Based on Factor-Order
In the research of the self-organization of the uncertain system, the goals of the self-organization are the transformations on the factor level of the system. If the transformations are negative, we can call them friction nonoptimum. If they are positive, we can call them optimum. Thus, meso-optimum relation ( , ) R o o is decided by differences the optimum and non-optimum degree and if the results of decisions fall in this trusted classification, we can call them trusted, which decide the optimum degree and the nonoptimum of the system factor.
Definition 2.3
Let be a value set of factor-order ( , ) f o o of the system, then there exist to be a mapping , where the , the and denote respectively the degree of the positive level, the degree of the negative level, if then denote respectively the degree of the neutrally level.
The major function of the self-organization of the system is to optimal the running of the system, develop its goals; they have to experience from minimum non-optimum to maximum optimum, that is
and from maximum optimum to minimum non-optimum, that is
If the system is not featured with this attribute, it doesn't need self-organization either. The analysis shows that systems always stay on the border of optimum and non-optimum, that is, and the aim of self-organization is to bring the system from the satisfaction of the lower levels to the higher level. Of course, the actual angle of the system doesn't have the optimal criteria, and it is also not necessary to make sure what is optimal. As long as the system can shorten the time of moving from the non-optimum to the border and from the border to the optimum, the system is satisfactory [9] .
The traditional self-organization theories discuss the system level problems under the condition of free borders and fixed borders, which actually reflect subjective and objective restrictions. Whatever the subjective and objective restrictions are, the satisfaction level of a system under non-optimum conditions is called meso-optimum. In the actual analysis, 56 | P a g e www.ijacsa.thesai.org under certain optimal interval of aims and results, the premise is to find out the correspondent non-optimum interval. Thus, a meso-optimum interval is decided by the optimum and nonoptimum interval and if the results of decisions fall in this interval, we can call them trusted meso-optimum. All systems have optimum and non-optimum attribute if the optimum attributes of the system can be distinguished and the nonoptimum attributes of the system can be controlled, moreover， the goal of the system can be selection, then the system goal exists in a maximize the satisfaction. [11] Definition 24 Let is a parameter of in factor space, and ，then is called the level of positive or is called optimum order ( order), and is order parameter.
Definition 2.5
Let is a parameter of in factor space, and , then is called -level of negative or is called non-optimum order ( order ), and is a unordered parameter.
Definition 2.6
Let is a parameter of in factor space, ， Then is called the level of meso-optimum effects or is called meso-optimum order ( order), and is an order parameter of the system self-organizing.
We will be called extension order about synthesize order, order and order，that is, order.
Definition 2.4 belongs to the issue of the traditional selforganizing, and it is a core issue that how to determine of factor-order space, thus there is a time limitation on the system's stay in the optimum category. Within a certain time, because the system is stable, it stays in the optimum category. Definition 2.5 shows that, when the factors of the system cannot determine the optimum attributes, this system belong to the category of the non-optimum, then the function of the selforganization system is how to determine the minimum nonoptimum. Definition 2.6 shows that there are the optimum and non-optimum attributes to everything, and the final direction of the system can be only achieved through practice and the transition of the optimum and non-optimum attributes. The state of the system decides its goal by choosing between optimum and non-optimum attributes. [12] According to definition 2.4-2.6, a factor-order of the selforganizing has three factor characteristics, that is, the factororder of the positively level , the factor-order of the negatively level and the factor-order of the neutrally level .
Thus, the factor-order of the self-organizing can be as the following formulation:
In the analysis of the self-organizing system, to some extent, the optimum and non-optimum attributes can be judged and controlled based on experience and intuition. In fact, the optimum and the non-optimum attributes depends on recognition degree in self-organizing process of system. Some factor-order of system are both optimum and non-optimum attributes. For instance, there is acceptable and unacceptable aspect when the decision is made. At the same time, there exist satisfactory results, as well as unsatisfactory ones, et al. The uncertainty decision arises during balancing those optimum and non-optimum attributes [13] .
III. SELF-ORGANIZATION BASED ON EXTENDED ENTROPY
A. Extended Order Based on Meso-optimum
The key to solving self-organizing level is the study of properties about factor-order of the system, from which the model of self-organization system is formed. In the course of solving self-organizing level, we must come out of the habitual domain; open up systems involved in the problems and put forward creative methods. In fact, a system factor-order with meso-optimum in self-organization system, which is including the maximum optimum order and the minimum non-optimum order, the minimum optimum order and maximum nonoptimum order. The above meso-optimum, which makes it possible to open up systems from different viewpoints, is the basis for both meso-optimum thinking and solving selforganizing level.
The study on the self-organizing level of systems helps us understand the optimum and non-optimum between different parts more clearly. The theory of system self-organizing has given a kind of description of the order structure of systems, which studies systems from the composition and the relationship between optimum attributes and non-optimum
attributes of system factors. The analysis on lots of system has shown that the order structure of systems can be studied from meso-optimum nature of system factors. From the view of meso-optimum nature of system factors, a system factor can be divided into two attributes: optimum attributes and nonoptimum attributes. It is saying that the optimum attributes are the base, and the non-optimum attributes are what we used. Every system is the entity of the optimum and the nonoptimum attributes.
Thus, every factor, and every system can be seen as factororder with goals and meso-optimum order aiming to reach those system goals. The meso-optimum order of the factororder can affect (positively, negatively, or neutrally) the fulfillment of the goals of other factor-order, thereby establishing a relation. The measurement of the system's goals of a factor-order can be represented by using meso-optimum order based on optimum and non-optimum attributes.
The attainability of the objective of the system shows that the distance between the recognized goal of the system and the actual goal of the system is acceptable. The achievability of the function of the system refers that the actual functional resources are near to the objective-required resources. The controllability of the environment of the system refers to the self-organizing capacity or the order parameters achieving the permitted value. [14] In the self-organization system, every factor and every system, can be seen as extended factor-order with goals and behaviors aiming to reach those goals. The characteristics of factor-order can affect (positively, negatively and neutrally) the fulfillment of the goals of other factor-order, thereby establishing a relation. The satisfaction or fulfillment of the goals of a factor-order can be represented using the set of the extended order parameter, which is:
. Relating this to the higher, the satisfaction of a system can be recursively represented as a function And, , thus
We have: 
B. Measurement of Self-organization Level
1) order and entropy
In reality, every uncertain system belongs to the nonoptimum category. It meets the recognition and realization of mankind to analyze the causes of non-optimum category and the ways to reach optimum from the viewpoint of the nonoptimum category. According to the concept of the factor-order analysis, when , we have
The satisfaction of this system belongs to the issue of the self-organizing in the non-optimum category, where is determined tautologically by the share of ( , the characteristics values of the nonoptimum) of each factor to the satisfaction of the systems .
Thus, we can be design a entropy of the non-optimum (or is called entropy), that is
The goals of the system self-organizing are to achieve minimum entropy in the non-optimum category.
2) Extended entropy based on order
The groundwork of the self-organization theory of the system is the systematic non-optimum analysis doctrine. For any uncertain system, whether it has entered the non-optimum category or gone out of non-optimum category are judged 
through factor-order. In order to hold the system in the optimum category under certain degree and stage, we have to recognize and control the non-optimum attributes of the system factor through extended order. As we know, the non-optimum attributes of the system factor are not only dynamic, but also evaluative. In order to measure the degree of the evolution of the system's meso-optimum, the criteria of evolution have to be set up (meso-optimum criteria). According to the concept of the factor-order space, when , we have
The satisfaction of this system belongs to the issue of the self-organizing in the optimum category and non-optimum, where is determined tautologically by the share of ( , the characteristics values of the optimum and non-optimum, at the same time) of each element to the satisfaction of the systems . Thus, we can be design extension entropy of the optimum and non-optimum (or is called entropy), that is
In the (2), the satisfaction of this system belongs to the issue of the traditional self-organizing [14] , where is determined tautologically by the share of ( , the characteristics values of the optimum) of each factor to the satisfaction of the .
The extended entropy is useful because it gives an analysis method of the factor-order representation for the selforganization level of the system, which is measurement of an uncertain system. An extended order would assume that the extended entropy of the factors of a system would be also extended entropy of the self-organization level of the system. However, this is not always the case, since some order parameters can "take advantage" of other order parameters. Thus, we need to concentrate also on the cooperation of the factor-order. [15] C. Measurement of Self-organization Level If the self-organization level of a system considers more than two levels, then of higher levels will be recursively determined by the extended entropy of lower levels. However, 's most probably will be very different on each level. Certainly, an important question remains: how do we determine the function and the extended order parameter? To this question, there is no complete answer. One option would be to approximate numerically . An explicit may be difficult to find, but an approximation can be very useful. Another method consists of function the system: removing or altering factors of the system, and observing the effect on . [16] Through analyzing the effects of different lesions, the function can be reconstructed and the obtained. If is a small change in any produces , the system can be said to be the level of the satisfaction. What could then be done to maximum ? How can we relate 's and avoid conflicts between factors? This is not an obvious task, for it implies bounding the factor-order's characteristics that reduce other 's while preserving their functionality. [17] Not only should the optimum or the non-optimum between of factors be minimized, but the synergy or "positive interference" should also be promoted. Dealing with complex systems, it is not feasible to tell each factor what to do or how to do it, but their behaviors need to be constrained or modified so that their goals will be reached, blocking the goals of other factors as little as possible. These constraints can be called mediators. They can be imposed from the top down, developed from the bottom up, be part of the environment, or be embedded as an aspect of the system. Mediators are determined by an observer, and can be internal or external to the system (depending on where the sub-optimum sets the boundaries of the system) (He Ping, 2011).
Confusion may arise when people describe systems as the lower level causing change (that is ) in the emergent properties of the same system. Vice versa, downward causation is the idea that higher level properties (that is ) constrain or control components at the order. Speaking about causality between order and order is not accurate, in fact, they are dynamic. What we could say is ( , ) [ 1, 1] v o o www.ijacsa.thesai.org that when we observe certain conditions in the order (lower level), we can expect to observe certain properties at the order (higher level) and vice versa. There is correlation function, but not actual causation.
IV. CONCLUSION
Factor space theory is a new theory of Information Science and System Science, and the basic principle of the system nonoptimum science is to discuss the choice of uncertainty from the crossing perspective between optimum and non-optimum. Based on the theory of space factor, this thesis adopts the use of non-optimum to explore system self-organization, and proposes several new concepts about system self-organization by applying factor-order into the discussion of system uncertainty. The research shows that the system factor space establishes the information system, and the factor-state of optimum and non-optimum attribute is an effective parameter to describe the system ordering. The key to self-organization of uncertain system is the realization of the two mappings, and the transformation of disorder and order can be achieved by factor mapping and object inversion. The research content of this paper will get further development in the following several aspects: Firstly, how to find factor of object is an important part of the study of factor space in the design and operation of the system. It should be made clear that the premise of system ordering and optimization is not to find knowledge, but factor. Because only after the finding of factor can find knowledge. Secondly, factor-order is the key to study optimum and nonoptimum. In the study, it is necessary to introduce the humancomputer interaction algorithm to solve the problem between the perception, and how to effectively improve the data analysis and judgment, collaborative perception is also a research subject.
