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ABSTRACT 
This thesis contains two results. Firstly, we characterize 
locally convex spaces in which the theorem on the differentiability of 
the inverse mapping holds. Secondly, we characterize locally convex 
spaces in which every differentiable map is sequentially continuous . 
Throughout, differentiability is the one defined by uniform convergence 
on bounded sets. 
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CHAPTER ONE 
INTRODUCTION 
1 
The inverse mapping theorem plays an important role in classical 
analysis and differential equations. A satisfactory version for real 
Banach spaces has existed for some time (for example, see Lang [10] and 
[11] pages 349 and 122 respectively). However, a satisfactory inverse 
mapping theorem for locally convex spaces has not been demonstrated to 
this day. This, despite the fact that a lot of work has been done on 
differentiability in real linear topological spaces as summarized by 
Averbukh and Smolyanov in the articles [1] and [2]. 
In [2] on page 108, they give an example which shows that the 
inverse mapping theorem does not hold even for metrizable linear topological 
spaces. Indeed, for metrizable linear topological spaces, the inverse 
mapping is not even differentiable under conditions as stated in 2.15 below, 
as is demonstrated by example two in Averbukh and Smolyanov [2, p.109]. 
The goal of this thesis is to present a simple necessary and 
sufficient condition for a space to have the theorem on the differentiability 
of the inverse mapping. This is the main content of chapter 3. Chapter 2 
deals with preliminary results for later use. 
It should be pointed out that when we say differentiable, we mean 
Frechet differentiable in the sense of [21]. The Frechet derivative is 
defined in terms of uniform convergence on bounded sets. Another definition 
of differentiation is the strong (Frechet) de rivative which is defined in 
terms of uniform convergence on neighborhoods of zero. In normed linear 
spaces, these definitions are equivalent to the usual definition as is 
J 
shown in 2.10. below. However, since a nonnormable linear topological 
space has no bounded neighborhoods, the Fr~chet and strong (Fr~chet) 
derivatives do not coincide. From now on we drop "Frechet" and simply 
call it derivative. 
2 
A comprehensive discussion of the various other definitions of 
the operation of differentiation and the relations between and among them 
is given in Averbukh and Smolyanov [2]. These other definitions do not, 
however, concern us in this thesis. 
We shall assume throughout that the topological vector spaces 
are over the real numbers. 
.. 
3 
CHAPTER 'TWO 
PRELIMINARY RESULTS 
In this section we present various defini tions .. ::~ j l d results 
which will be used either directly or indirectly elsewhere in the thesis. 
Some of the results are well known, in which case they 2re presented for . 
completeness. 
We start with a definition. For convenience, we have included 
a list of symbols at the end of this paper. 
2.1. Definition. A space E ~ LCS is levered if, given any 
null sequence {x } 
n 
in E x =f 0 
, n for all n, there exists a sequence 
{a} in R such that {a x} in E is not convergent to zero. 
n n n 
By a null sequence {x } 
n 
in a topological linear space, we 
always mean x =f 0 
n 
for all n unless stated otherwise. 
2.2. Lemma. Let {x} C E be a null sequence such that 
n 
a x ~ 0 
n n 
for all 
all but finite n • 
.... 
{a } in 
n 
R • Then for any x E -E , <x ,x> = 0 
n 
for 
E is the conjugate space of E with the topology of uniform 
convergence. 
Proof: 
n • Then, put ting 
Suppose <x ,x> = E + 0 where 
n n 
-1 
a = E 
n n 
for such n , we have 
E =f 0 
n 
- -1 
<a x ,x> = a <x ,x> = E E = I -f-> 0 , 
n n n n n n 
for infinite 
4 
a contradiction. II 
2.3. Lemma. All finite dimensional locally convex topological 
vector spaces are levered. 
Proof: Let E be of dimension n. By a standard result, as 
in Taylor [15] p. 95, we know that E is topologically isomorphic to 
Rn for some n and hence has a topology equivalent to the topology on 
Rn generated by the Euclidean norm I I I I . Let {x} C E be a null 
n 
. Rn. sequence In Then a x -f-> 0 . II 
n n 
2.4. Proposition. If E E LCS is not levered, there exists 
two null sequences {x} and {y} in E such that 
n n 
(i) {a y } 
n n 
is a null sequence for all 
exists {y} C E such that 
n 
(ii) 
is not bounded. 
<y ,y > = I if n = m 
n m 
= 0 if n =I m , 
{a } C R , ei ther 
n 
a x -+ 0 
n n 
{a } C R 
n 
and there 
or {a x } 
n n 
Proof: (i) Since E is not levered, there exists a null 
sequence {z } C E such that a z -+ 0 for all 
n n n 
{a } 
YI-
in R By 2.3. 
this sequence cannot be contained in a finite-dimensional subspace of 
E . By induction we choose subsequence {z } 
n. 
l 
such that z 4- span { z ; l2j < i}. 
n. n. 
l J 
We call the subsequence {z } just 
n. 
1 
We construct the sequences 
5 
{z } 
n 
{y} and {y} inductively. 
n n 
-Yl = zl· By the Hahn--Banach theorem there exists Y1 E. E such that 
-
<y 1 ' Y 1 > _. 1. Suppose we have chosen k such pairs 
-
{y.,y-.; l<i<k} 
1 1 --
Let 
which are biorthogona1. By 2.2. <z ,y.> = 0 for all but finite n's 
n 1 
-whe re i E {I, 2 , •.. , k} We choose the first n such that <y.,y.> = 0 
J 1 
if j .:.. n and i € {1,2, ••. ,k} , and put 
-
= z 
n 
By theorem 3-E 
in Taylor ([15], p.148), there exists a z. € E , j ~ { 1 , 2 , • • • , k+ 1 } 
J 
such that 
-<y.,z.> = 1 if i = j 
1 J 
i f {I, 2 , • • • , k+ 1 } 
= 0 if i:f j , 
This completes our construction. 
(ii) Define the sequence 
_2n n-1 
-2 
x = 2 Y1 + 2 Y2 n 
where 
_2n 2(-1)2n 2 = • 
If {a x } ¢ B (E) we are done; so 
n n 
+ 
{x} as follows: 
n 
-2 n I . . . + 2 y = n i=l 
assume {a x } is 
n n 
_2n - i +1 
2 y. 
1 
bounded where 
a > 0 for all n. We show that {a x} must converge to zero. Since 
n n n 
{a x } 
n n 
is bounded, there exists Y E R such that 
ill . 
= sup I<a x ,y >/ < 00 
n>l n n m 
6 
-We note that <a x ,y > is the coefficient of Ym in the expression for 
n n ill 
a x and denote it by S 
n n m,n 
For 1 < m < n 
S 
m,n 
_2n- m+l 
= a 2 
n 
n-m 
= S 2-2 
m+l,n 
By the same method as in 2.2., we see that for each continuous seminorm 
P € peE) ) there exists T = {m.; iE{l, ••. ,k} C R} 
1 
such that 
Then pea x ) 
n n 
Moreover, 
< 
p(y ) = 0 if m ¢ T . 
m 
n 2n-i+l I pea 2- y.) = 
. 1 n 1 1= 
k 
I 
i=l 
pes 
m. ,no 
1 1 
as 
p(x ) 
n 
n _2n-i+l k 2n-m.+l 
= p( I 2 y.) < I p(2- 1 Y ) ~ 0 
i=l 1 -i=l mi 
as n ~ 00 • 
Therefore, {x} is a null sequence which satisfies 2.4.(ii). 
n 
II 
A linear topological space E is normable if its topology can 
be defined by a norm I I I I . 
7 
2.5. Theorem. (Kothe [10] p.150). The topological product 
E = TIE of infinitely many normed spaces is not normable. 
a a 
Proof: Suppose E is normable. Consider the set 
B = {x;llxll<l} . Then there exist a neighborhood u = TIW C. B where 
a a 
W = E for all but finitely many a , and for the remaining 
a a 
a = a' , 
W, 
a 
are neighborhoods of E , • 
a 
Let x E E be a non-zero element such 
that x(a') = x = 0 
a' 
for such a' • This implies that for all A ~ R , 
AX c. U However, I IAxl I = II..I I Ixl I < 1 for all A t R implies 
I Ixl I = 0 and hence x = 0 which is a contradiction. II 
Robertson and Robertson ([14], p.45) prove the well known result 
that a locally convex space with a bounded neighborhood is normable. 
2.6. Corollary. If 
bounded neighborhoods. 
E = TIE 
a a 
as above, then E has no 
The next result was alluded to by Grothendieck [6J p.92 • 
2.7. Theorem. E € MLS with a generating increasing sequence 
of seminorms {p.} 
l 
is levered if and only if some p. 
l 
is a norm. 
Proof: (=» Suppose no p. is a norm. 
l 
Take x 1= 0 
n 
so 
that p (x ) = 0 . 
n n 
Then for any sequence 
p.(a x ) < P (a x ) = 0 for all i < n 
l nn -n nn 
{a } C R , 
n 
Therefore, 
all i and so a x + O. Hence E is not levered. 
n n 
p.(a x ) + 0 for 
l n n 
8 
«=) Suppose p. 
1 
a norm for some i . Let {x } 
n 
be a null 
sequence. Then the sequence defined by 
levered property. II 
00 
a. 
n 
= p. (x )-1 
1 n 
satisfies the 
E = II R 
n=l 
is a metrizable locally convex space (Kothe [10], 
p.207) the topology of which can be defined by an increasing sequence of 
proper seminorms. 
00 
2.8. Corollary. The countable product of real lines E = II R 
n=l 
is not levered. 
A set AC E (LCS is said to be bounded if it is absorbed by 
every neighborhood of the origin. Equivalently A is bounded if and 
only if to each N ~ N(E) there corresponds a 0 < A E R such that 
A ~ AN if and only if peA) is a bounded set of real numbers for each 
p ~ peE) where the topology of E is determined by the set peE) of 
seminorms. Clearly, any subset or scalar multiple of a bounded set is 
bounded. 
Let f A ~ F where A' O(E) , E,F € LCS. We define the 
remainder 
r(f,a,x) = r (f,a,x) = f(a+x) - f(a) - u(x) 
u 
where a ~ A , x ~ E and u ~ L(E,F) . We shall drop u 
when there is no possibility of confusion. 
from r (f,a,x) 
u 
2.9. Definition. (i) f is said to be differentiable at a 
if there exists u t L(E,F) such that 
9 
-1 
s r(f,a,sx) + 0 
uniformly for each x in a bounded set of E Alternatively, we say 
f is differentiable at a if and only if f is defined on an open set 
A in E containing a and for any M ~ N(F) and any B e B(E) there 
exists a > 0 such that s-lr(f,a,sx) f V if x ~ Band 0 < lsi < a • 
(ii) f is strongly (Frechet) differentiable at a if there 
exists u f L(E,F) and N € N(E) such that -1 s r(f,a,sx) + 0 
uniformly for all x ~ N. In either case the derivative;(at a is also 
denoted by ff (a) • 
As mentioned in the introduction, the two derivatives are the 
same for normed linear spaces. We show this in 2.10. below. T.'Je also 
show that the usual definition of the derivative on normed linear spaces, 
is equivalent to the two derivatives. 
2 • 10. Lemma. Let E , F ~ NL S , a E A€.O (E) , f 
Then the following are equivalent conditions. 
(i) f is differentiable at a. 
(ii) f is strongly (Frec~t) differentiable at a. 
\: 
(iii) lim su~ I Is-lr(f,a, s x)1 I = 
£+0 II xii <1 
(iv) lim Ilxll-lr(f,a,x) = 0 • 
"x" +0 
o . 
A+F. 
Proof: (i)=> (ii) In particular, -1 lim s r(f,a, s x) = 0 
s+O 
uniformly for x E B = {x; I Ixl I < I}. Hence f is strongly (Frecht) 
u 
j\ 
I 
10 
differentiable. II 
(ii)=>(iii) By assumption, there exists N ~ N(E) and a > 0 
such that for a given -1 M ~ N(F) ,s r(f,a,sx) E M for all x E Nand 
o < lsi < a. Since E ~ NLS , there exists p > 0 such that 
Let 1 B = P Bl . Then for each 
Y E B so that -1 y r(f,a,yy) E. M if Y (. Band o < Iyl < ap . II 
(iii)=> (iv) Let B be the unit ball in E. Given p > 0 , 
choose a > 0 such that x ~ Band 0 < lsi < a implies 
Then if Ilxll < a we have 
II r (f ,a, sx) II ~ P II x II • I I 
(iv)=>(i) (Lloyd [13], p.14). Let B ~ B(E) and p > 0 . 
Let sup II x II = K 
xfB 
Choose a 0 > 0 such that II r (f ,a, x) II ~ ~ II x II 
for all 
we have 
x where II xII < a 
- 0 
Now for all lsi < a = a IK 
o 
II r (f, a, sx) II ~ ~ II sx II ~ ~ I s I K = pis I · 1/ 
and x E B 
The next lemma is included for computational convenience. 
- .-
2.11. Lemma. (Lloyd [13], p.13). f is differentiable at 
a E A € O(E) if and only if there exists u € L(E,F) such that for each 
sequence {x } f B (E) 
n 
and {s } C R wi th s -+ 0 ,s I- 0 , 
n n n 
Proof: (=» 
-1 E r(f,a,Ex) ~ a • 
n f} 
Let B = {x } ~ I B(E) • 
n 
For any M ~ N(F) 
exists a > a such that 
E-1r(f,a,Ex) t M whenever a < lEI < a • 
pi 
11 
there 
Choose m such that n > m implies IE I < a so that 
n 
-1 
£ r(f,a,E x ) ~ M. 
n n n 
«=) Suppose f is not differentiable. This means for all 
u L(E,F) , there exists M ~ N (F) , { x } ~ B (E) , {E } C R wi t h 
n n 
E ~ a , E # a , such that 
n n 
-1 A-E r(f,a,E x ) ~ M 
n n n 
for all n , a contradiction. II 
The next well known result is implicit in 2.13. below. 
2.12. Proposition. (Wilansky [17], p.18a) Let E,F E LCS . 
Then for any u E L(E,F) , B e B(E) , u(B) f B(F) . 
Proof: Since u is continuous, u -1 (M) E N (E) for each 
M t. N (F) • Then for some -1 -1 A £ R , 13 ~ AU (M) = u (AM) . Therefore 
u (B) C AM and so u (B) is bounded. I I 
W d f · f (D- l ) . e now e lne spaces 0 type 
2.13. Definition. Let E,F € LCS and a E A €: aCE) . A 
mapping f . A ~ F is of type (D-l ) at a if . 
(i) f is differentiable at a and f' (a) 6 Isom(E,F) . 
(ii) f is injective. 
12 
(iii) the inverse mapping -1 f = g f(A) ~ A is continuous 
at f(a) = b . 
The space E is said to be of type (D- l ) if all mappings f from A 
into F E LCS of type (D-l ) at a have a differentiable inverse at 
f (a) . 
Since the image of A under f may not be an open set, the 
derivative of the inverse of f at f(a) has to be modified as follows. 
g = f- l is differentiable at f(a) if there exists a u ~ L(E,F) such 
that, for every -1 B ~ B(E) ,E r(g,b,EY) ~ 0 as E ~ 0 uniformly with 
respect to y E B such that b + Ey € f(A). In other words, for any 
continuous seminorm p E: P (E) and B ~ B (F) 
-1 lim sup p(E r(g,b,EY)) = 0 
E~ yEB 
such that b + Ey E f(A) . 
2.14. Lemma. Let f be as in 2.13. above. 
(i) The function defined EY -1 ~ (x) = [flea)] [f(a+X)-f(a)] 
is of type (D- l ) at zero and ~ '(O) = I , the identity linear mapping. 
(ii) Also, if -1 ~ is differentiable at 
is differentiable at b = f(a) • 
o , then -1 g = f 
Proof: (i) Let f' (a) = u and h (x) = f (a+x) - f (a). Then 
-1 ~ = u 0 h and by the chain rule [21, p .11] 
~'(O) = u-\h'(O) = u-~f'(a) = I. 
13 
(ii) This also follows from the chain rule. In fact. 
In 2 . 14. above, we have shown that as far as the differentiability 
of the inverse is concerned for a mapping of type (D- l ) at a, it is 
sufficient to consider E = F , a = 0 and f' (0) = I . 
• 
14 
CHAPTER THREE 
DIFFERENTIABILITY OF INVERSE MAPPINGS 
Before we prove the main result, we need a definition. 
3.1. Definition. A locally convex topological linear space 
E is said to be boundedly levered if for each null sequence 
there exists a sequence 
a x -1-> 0 . 
n n 
{a } C R such that 
n 
{a x } € B (E) 
n n 
{x } c. E , 
n 
and 
A necessary and sufficient condition for a locally convex 
space to be of type (D- l ) is that it be boundedly levered. 
3.2. Theorem. E E. LCS is of type (D- l ) if and only if E 
is boundedly levered. 
Proof: «=) Let F e LCS , a € A € O(E) and f: A + F be 
/. 
(D- l ) t ( " of type a a. By 2.14. we may let E = F , a = 0 , and f'(O) = 10 
Suppose that the identity is not the derivative of g at O. 
Then there exists a sequence {y } ~ B(E) , a null sequence 
n 
and a continuous seminorm p € peE) such that 
-1 
pes r(g,O,s y » = 
n n n 
-1 pes g(snY )-y ) > d 
n n n 
for some d > 0 . 
Let -1 x = s g(s y ) 
n n n n 
Then 
(1) -1 s g(s y ) - y = x 
n n n n n 
-1 
s f(s x ) = 
n n n 
-1 
-[s r(f,O,sx)]. 
n n n 
15 
Hence {x} does not contain a bounded subsequence. By assumption, g 
n 
is continuous at zero and o so that E X = geE y ) -7- 0 
n n n n 
Since E is boundedly levered, there exists a sequence {a } C R such 
n 
that {a EX} E B (E) and a E x -1->.0 . 
n n 'n n n n 
To complete the proof we need to first show that a E -7- 0 . 
n n 
If a E -1-> 0 
n n 
, there exists a subsequence {a E } 
n. n. 
1 1 
such that 
inf 
i>l 
I a E I 
n. n. 
1 1 
> y > 0 • Now {x } 
n 
does not contain any bounded subsequence 
implies there exists a continuous seminorm p f peE) such that 
Hence 
sup p(x ) = + 00 • 
i n i 
sup pea EX) = + 00 , 
1
. n. n. n. 
1 1 1 
so that {a EX} ¢ B(E) , a contradiction. 
n. n. n. 
111 
From (1) above we get the identity 
-1 
a E x = a E y - a r(f,O,a (a EX)) • 
nnn nnn n n nnn 
Now the right hand side must converge to zero, but the left hand side 
does not, which gives us a contradiction and completes the proof. II 
To prove the converse we need the following result. 
3.3. Theorem. Let E E LCS. If E is of type (D-l ) 
then E is levered. 
Proof: Suppose E is not levered. Define {x} and {y} 
n n 
16 
as in 2.4. Further, put 
1 
x = (2- -)x and 
n,k k n 
Define the function f : E ~ E as on page 109 of Averbukh and Smolyanov 
[2] • 
f(x k) = x n = 1,2, ••• k = 2 , 3 , . . . n, n,k-l 
f(x ) = Yn n = 1,2, ..• n 
f(Yn k) = Yn,k+l n,k = 1,2, ••• , 
f(x) = x xf D = BUC where 
B = {x } n,k = 1,2, ... 
n,k 
C = {Yn,k} n,k = 1,2, .•. 
We show in detail that f is of type (D-l ) at O. 
1. f is one-to-one. 
(i) a,b ¢ D and a # b implies f(a) = a I- b = feb) • 
(ii) a = x b = x a,b E B n,k m, .Q, . 
a. k = .Q, = 1 . If f(a) = Y = f (b) = Ym then n = m since , n 
{Y } is linearly independent. 
m 
b. k = 1 # .Q, Let a = x # b = x n • Then f(a) = Y
n n m,)\, 
1 m _2m- i +l and f (b) = x = (2- -) L 2 y. implies m, .Q,-l .Q,-1 i=l l 
f(a) # f (b) fO-T = 1 1 #- 1 n = ill s·nce (2- -) :fur any 
.Q,-1 
.Q, = 2,3, ..•. 
(iii) 
(iv) 
c. k =f 1 , £, =f 1 • If f (a) = feb) 
That is, 
we have x 
n,k-1 
17 
= xm £,-1· , 
(2- _1_) 
k-1 
n _2n-i+1 I 2 y. = 1 (2- -) £,-1 
m _2m-i+1 I 2 y. 
i=1 l i=l 
By linear independence of {y } 
n 
, n = m and so 
(2- k=1) = (2- ~=1) => k = ~ • 
Hence a = b • 
a,b ~ C where 
Then 
or 
a = y k' n, 
1 (2- ._)y 
k+1 n 
b = 
implies n = m and k = ~ • 
Y n • m,N Suppose 
a f B , b ~ C a = x ,b = 
n,k Y n • ll1,N 
He show that B n c = ¢ • 
a. Suppose x = y 
n m 
for some n,m . 
x 
n 
= 
n _2n-i+1 I 2 y. = 
l i=l 
a contradiction. 
implies 
Then 
n = m =1 
f(a) 
and 
l 
= f (b) • 
-2 2 = 1 
b. Suppose a = xn,k = b = Ym,£, for some positive integers 
n, m, k, £' . Then 
2. f is 
{E.}C R 
1 
1 (2- -)x k n 
1 
= (2--) k 
n _2n-i+l I 2 y. = 
1 
1 (2- -)y )1, m 
i=l 
This implies n = m = 1 and 
2-2(2- 1) 1 = (2- -) so that k )1, 
1 4 2- - = 8 )1, or k 
k 
)1, 
1 for all )1, = < = 4-6)1, 
a contradiction. 
18 
1,2, ... 
Therefore, if a ~ B , b , C and k 1 1 , then a 1 band 
f(a) 1 feb) If k = 1 , then a 1 b Further if 
f(a) f (b) then 1 which implies = Yn = (2- )1,+l)Ym n = m , 
and 1 . for )!,. 1,2, ... which is impossible. )1,+1 = 1 some = 
differentiable at zero and f' (0) = I E Isom(E,E) . Let 
be a null sequence and {z.} a bounded sequence in E so 
1 
-1 -1 that 
° 
We check that 
-r ° E.Z. -r E. r(f,O, E.z.) = E. f(E.z.) - Z. 111 1 1 1 111 
for the various cases. 
(i) z. ¢ D for almost all i . 
1 
-1 
r(f,O,E.z.) 
° 
E . = z. - Z . = 
1 1 1 1 1 
(ii) E.Z. E B ~ 
1 1 
Assume E.Z. = x k ' k. 1 1 for almost all i , so that 
1 1 n.,. 1 
1 1 
• 
3. 
19 
-1 
{ E X k} f. B (E) • In fact -1 E. X + ° as i + 00 since 
l n.,k. n. n., . l l l l l 
{x } E B (E). Therefore 
n., k. 
l l 
-1 E. r(f,O,E.Z.) l l l 
-1 
= E. f(E.z.) - Zl' l l l 
-1 -1 
= E x - E X + ° since i n.,k.-1 i n.,k. l l l l 
E.X k 1 also must converge to zero. 
l n., .-
l l 
(iii) 
(iv) 
E.Z. = X 
l l n. 
l 
Then E~lx + ° and 
l n. 
l 
-1 E. r(f,O,E.Z ) = 
l l n. 
-1 
E. Y 
l n. 
l 
-1 
E. x + ° l n. 
l 
a. • Y + ° for all { a. • } CR. 
l n. l 
If 
l 
E.Z. 
l l = Yn.,k. 
l l 
then 
-1 E. r(f,O,E.z.) = l l l 
-1 E. f(E.z.) l l l 
l 
Z . 
l 
as since 
-1 -1 
= E Y - E Y + ° as i + 00 • i n. ,k.+1 i n. ,k. 
(v) For E.Z. 
1. l 
D , clearly 
l l l l 
-1 
E. r(f,O,E.z.) + ° . l l l 
g -_ f-1 . lS continuous at zero where g is defined by f as follows: 
g(x
n 
k) = x n,k = 1,2, ... n,k+1 , 
g(y
n
) = x n = 1,2, ... 
n 
g(Yn,k) = Yn k-1 n = 1,2, ... , k = 2 ,3, . . . 
g(x) = x x f D • 
Let {z } be 
a 
(i) 
(ii) 
a net converging to zero. 
For z ¢ D , then g(z ) = z -+ 0 a 
If a subnet of 
g(x k) 
n, 
g(Yn,k) 
= x 
n,k+l 
= Yn,k-l 
= x 
n 
a a 
{z } is contained 
a 
-+ 0 as n -+ co 
if k f 1 
if k = 1 , 
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. 
in D , then 
both of which converge to zero as n -+ co. Hence f is of type (D-l ) 
at zero. 
We complete the proof by showing that 
differentiable at f(O) 0 = . 
n . Then {E }C R is a null 
n 
-1 E r(g,O,E z ) = 
n n n 
-1 
E g (E Z ) - z 
n n n n 
Let E = 
n 
sequence, 
-1 
= E X 
n n 
2 
_2n 
{z } 
n 
b ~-lx -/-> 0 . n -+ co ut ~ as n -+ co Slnce 
n n 
-1 -
<E X,Y > = 1 for all n. 
n n 1 
-1 f = g is not 
and -1 for all z = E n Yn n 
-1 B(E) = {E Y} E and 
n n 
Now as 
Therefore E is not of type (D-l ) which completes the proof. II 
He can now show that the cenvers£" of 3.2. is also true. 
(=» Assume E is of type (D- l ) but E is not boundedly 
levered. Thus there exists a null sequence {e } C E 
n 
such that for any 
{a } C R , {a e } t: B(E) or {a e} converges to zero. {e} must 
n n n n n n 
contain a linearly independent subsequence since all finite dimensional 
21 
locally convex spaces are clearly boundedly levered. We call the 
subseque ce {e } 
n 
also. By 3.3. E is levered. Hence there exists 
a sequence {p } C R such that p + 00 and 
n n 
{p e } does not converge 
n n 
to zero. Choose two null sequences {A} and {ll} in R such that 
-1 A 11 
n n 
define 
Here 
that 
1. f 
A 
f 
n n 
1 = p 
n 
Again, as in Averbukh and Smo1yanov [2] on page 110, 
f E -+- E as follows: 
f (A Ie) = A e 
n, <. n n,k-1 n n = 1,2, •.. k = 2,3, ..• 
f(A e ) = II e 
n n n n 
n = 1,2, .•. 
fell Ie) = II e 
n, <. n n,k+l n n,k = 1,2, ..• 
f(x) = x if x¢ D = BUC where 
B = {A e } and 
n,k n 
C = {ll e } .. 
n,k n 
1 1 -1 
= (2- -) A and 11 = (2- -) 11 n,k k n n,k k n Again, we need to show 
is of type (D-1 ) at the origin .. 
is one-to-one . 
(i) a,bq. D. a =f b implies f(a) = a =f feb) = b. 
(ii) a,b E B where a = A e 
n,k n and b = A e m,.Q, m 
a. k =f 1 , ,Q, =f 1 • If f(a) = feb) we have 
which implies n = m. Hence 
A 
n,k-1 
1 (2- -)A 
,Q,-l n 
for some n,k,m,.Q, 
A e = A e 
n,k-l n m, ,Q,-l m 
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or k = ~ so that a = b 
b. If k = 1 , ~ :f 1 then a = A e :f b = A e = (2- l)e 
n n m,~ m ~ m '\ 
Suppose f(a) = feb) , i.e., Then n = m 
and so 
Therefore Hence 
~-l p + 1 = < 1 for all 
n 2~-3 -
This means -1 < p < 0 for all n which is impossible. 
- n 
(iii) 
c. If k = 1 = ~ and f(a) = feb) , then 
Let 
~ e = ~ e so that a = b . 
n n m m 
a,b € C where a = ~ e 
n,k n and b = ~ e m,~ m for some 
n,k,m,~ If f(a) = feb) we have ~ e = ~ e which 
n,k+l n m,~+l m 
implies n = ill and k = ~ . 
(iv) For the case a E Band b f C we need only show that 
Suppose 
and look at the case a = A e 
n n 
A e = ~ e for some n,k,~,m 
n,k n m,~ ill 
and hence A k = ~ n. That is, 
n, n,N 
1 (2- -) A k n = (2- kl) (p +1) ~ n n 
This implies n = m 
I 
= (2- -)~ ~ n 
Therefore p ~ < 2~ for all n or p < 2 for all n, 
nn- n n-
• 
2. 
a contradiction. If k = 1 , then f(a) = II e 
n n 
I 1-1 
II e = II e => 1 = (2- n+l) n n n,£ n x, 
• Now 
which is impossible for positive integral values of £. 
We now show that f' (0) = I . Suppose {z } E B(E) 
n 
and 
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is a null sequence. 
(i) 
(ii) 
If E z ~ E - D for almost all m, then 
mm 
-1 E r(f,O,E z ) = 
m m m 
-1 
E (E Z ) 
m mm - Z = ° . m 
Let E Z e B for almost all m. 
mm 
a. Let E Z = A e 
m m .n ,k n and k =f 1 . m 
m m m 
Then Z 
m 
= E-lA e 
m n;k n 
m m m 
so that {E-lA k e } t B(E) and converges to zero. 
m n, n 
b. 
m m m 
Therefore 
If 
Now 
-1 E r(f,O,E Z ) = 
m m m 
E-lA e 
m n ,k -1 n 
E Z 
mm 
-1 
E II 
= A 
n 
m 
e 
n 
m 
, then 
-1 E r(f,O,E Z ) = 
m m m 
m m m 
-1 
E II 
m n 
m 
e 
n 
m 
-1 
= E (p +l)-lA -1 < E A 
E-lA k e - -+ ° 
m n, n 
m m m 
-1 
E A 
m n 
m 
e 
as m -+ 00 • 
n 
m 
m n 
m 
m n 
m 
n 
m 
m n 
m 
(iii) 
Now 
Hence { c-lll e } ~ B(E) d t ~ ~ an so converges 0 zero. 
m n n 
m m 
Let E Z = ~ e 
m m n ,k n 
ill ill m 
Then 
-1 E r(f,O,E z ) 
m m ill 
-1 
= (E ~ k +le m n , n 
-1 
- E ~ k e ) 
m n, n 
~n ,k +1 
m m 
1 -1 
= (2- k +1) ~n 
m m 
m m m 
1 -1 
< (2- -) ~ k n 
m m 
m m m 
so that 
-1 {E ~ k +le } € B(E) and converges to zero as m + 00 • 
m n, n 
m m m 
3 . g is clearly continuous. 
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4 . To show that g is not differentiable at f(O) = ° , consider 
-1 ~ r(g,O,~ e ) 
n n n 
= ~-l(A e ) 
n n n 
e 
n 
-1 
= (~ A -l)e = p e . 
n n n n n 
Now p e -f-> ° so that E is not of type (D-l ) which gives us a 
n n 
contradiction and completes the proof. II 
In [15] Suhinin showed that if E is the regular inductive 
limit of the sequence of Banach spaces E ,then E is of type 
n 
For the definition of inductive limits of a sequence of spaces E see 
n 
Averbukh and Smolyanov ([2], p.105-l06). He show E is of type (D- l ) 
by proving E is boundedly levered. 
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3.4. Theorem. Let E be the regular inductive limit of the 
sequence of boundedly levered spaces E 
n • 
Then E is boundedly levered. 
Proof: Let {x} be a null sequence in E . Then {x} is 
n n 
bounded in E and hence must be contained in E for some n (see 
n 
K5the [lO],p.223). Since all E are boundedly levered we are done. II 
n 
In general, weak convergence does not imply strong convergence. 
A characterization of boundedly levered spaces with the weak topology in 
terms of these two types of convergence is the following. 
3.5. Theorem. Let E e LCS and E be the space E with the 
w 
weak topology. If Ew is boundedly levered, then every weakly convergent 
~t. } fyt"., ~ J C~I II 
to the same limit in E. 
Proof: Suppose E 
w 
is boundedly levered and {x } C E such 
that x ~ 0 
n 
a subsequence 
Suppose 
{x } 
n. 
1 
and 
x ~> 0 
n 
a > 0 
in E • 
such that 
n w 
Then there exists a 
p(x ) > a 
n. 
for all i. 
1 
Since E is boundedly levered and x ~O in E , there exists 
w n w 
{a.} C R such that a. -r 00 and {a .x. } ~ B(E ) and a .x.+O . 
1 1 1 1 W 1 1 
However p(a.x ) > a.a for all i so that {a .x } f- B(E ) , a 1 n. 1 1 n. w 
1 1 
contradiction. II 
p , P (E) , 
an 
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3.6. Lemma. If E E NLS , the converse of 3.5. is true. 
Proof: Since E ~ NLS is boundedly levered, we get the result 
immediately. II 
Gel'fand and Shilov [6] have defined a countably normed space 
as a linear space E with a topology defined by a nondecreasing countable 
family of compatible norms. They show that a complete countably nonned 
00 
space is not normable if the space E = (1 
p=l 
E 
P 
(where E 
P 
is the 
completion of E in the norm I I lip) has infinitely many different 
spaces among the E 
P . 
By 2.7., all countably normed spaces are levered, 
but they are not boundedly levered. 
3.7. Lemma. Nonnormable countably normed spaces are not 
boundedly levered. 
Proof: This follows directly from Theorem (3.3) in Yamamuro 
[22] p.249 which states that every boundedly levered metrizable locally 
convex Hausdorff space is normable. II 
In [18] page 57, Wilansky calls a topological linear space 
braked if for all null sequences in E, there exists a sequence {a } C R 
n 
with a t 00 such that a x -+ 0 . We call E subbraked if, for any 
n n n 
null sequence in E , there exists an unbounded sequence {a }C. R such 
n 
that {a e } is bounded. Clearly, all boundedly levered spaces are 
n n 
subbraked. On page 23 in [21], S. Yamamuro shows that f differentiable 
does not imply f is continuous. However, we have the following result. 
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3.B. Theorem. Let E ~ LCS. Then E is subbraked if and 
only if every map which is differentiable at a point is sequentially 
continuous at the point • 
Proof: (=» Let f: A -+ F ~ LCS , A E aCE) and f 
differentiable at a EA. Assume E is subbraked but not sequentially 
continuous at a. Then there is a null sequence {x } C E and p € P (F) 
n 
such that 
1) p(f(a+X ) - f(a)) > a 
n 
for some a > a and all n 0 
..... 
subbraked means there exists an unbounded {a.} C R such that 
n 
E is 
{a. x } € B (E) • 
n n 
Without loss of generality we may assume a. 
n 
converges 
monotonically to infinity. Then, since f is differentiable at a, 
we have 
-- -1 
a. r(f,a,a. (a. x )) 
n n n n 
. -1 
= a. [f(a+a. (a. x ))-f(a)] - f'(a)(x ) -+ a 
n n n n n 
which contradicts 1). 
«=) Suppose E is not subbraked. Then there exists a null 
sequence {e } C E 
n 
{a. e } ~ B (E) 
n n 
(If 
such that for all unbounded 
{a. e } 
n n 
is bounded then 
{a. } C R , we have 
n 
{a. } 
n 
is bounded). We 
assume {e} 
n 
is linearly independent since all finite dimenaional spaces 
are subbraked. We define f E -+ E as follows: 
fee ) = ne 
n n 
n = 2,3, ... 
f(x) = x elsewhere . 
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We show that f'(O) = I . Let {x.} be bounded and 
1 
{s.}CR 
1 
be a null sequence. Now s.x. f e for almost all i since 
1 1 n. 
1 
{x.} -- {c-.le } . b d d h' h' l' ~ lS oun e w lC lmp les -1 {s. } 
1 
is bounded. 
1 1 n. 
1 
f(s.x.) = s.x. for almost all i so that 
1 1 1 1 
Hence f'(O) = I . 
-1 
s. r(f,O,s.x.) = 
111 
-1 
s. (s.x.) - x. = ° . 111 1 
Therefore, 
However, f is not sequentially continuous at zero since 
e + ° but f(e) = ne is unbounded. II 
n n n 
Subsequent to the above work, S. Yamamuro [22] has given two results 
which are related to the bounded leveredness. First, he has shown that 
every boundedly levered metrizable locally convex space is normable. The second 
result is concerned with the weak injectivity of a function. A map 
f : A + F where A £ O(E) and F E LCS is said to have an invertible 
derivative at a if f is differentiable at a and f'(a) has a 
continuous inverse. A map f from an open set AC E into F is 
weakly injective at a E A if there exists a neighborhood U of zero 
such that f(a) f f(a+x) for all ° I x E U . 
E E LCS is said to be a weakly injective space if every map 
defined on an open subset of E, with an invertible derivative at a 
point is weakly injective at the point. Not all locally convex spaces 
are weakly injective as was shown by Keller [8] pages 319-320. Yamamuro 
then shows that a weakly injective space E is sequential. Further, he 
shows that if E is sequential then a necessary and sufficient condition 
29 
for E to be boundedly levered is that E be weakly injective. 
Recently, D.F. Findley [5] has given an alternate characterization 
for metrizable spaces of type (D-I ). 
B(E) 
E 
-E 
Isom(E,F) 
L (E, F) 
LCS 
MLS 
NLS 
N(E) 
O(E) 
peE) 
R 
r(f,a,x) 
-
<x,x> 
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Symbols 
the class of all bounded subsets in E 0 
a topological linear space over the 
real numbers. 
the conjugate space of E with the 
topology of uniform convergence on 
bounded sets - also called the dual of E. 
the set of all topological linear 
isomorphisms of E onto F. 
the set of all continuous linear 
mappings of E into F with the 
topology of uniform convergence on 
bounded sets. 
the class of all locally convex separated 
(Hausdorff) spaces. 
the class of all locally convex metric 
linear spaces. 
the class of all normed linear spaces 
ov~r the real numbers. 
the class of all balanced, convex 
neighborhoods of the origin of E. 
the class of all open subsets of E. 
the set of all continuous seminorms on 
E € LCS . 
real numbers. 
equals f(a+x) - f(a) - u(x) for some 
u E L(E,F) • 
-
x E E evaluated at x € E ~ LCS . 
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