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Abstract: The problem of approximation of the functions is of great importance, not only theoretically 
speaking but also practically. This problem is involved in lots of mathematical models concerning ”calibration” 
of different phenomena or processes from nature and society. Large areas, as science, technique, economy, 
statistics, physics, etc. are aimed. The econometrics, as relatively young science, is not an exception from the 
idea of approximation, who involves the quantitative study of economical phenomena. In time, econometrics 
supported a large diversification, approaching management problems of commercial companies. Because the 
econometrics is the result of crossing between economical theory, statistics and mathematics, by its own methods 
of numerical approximation, it supplies economical sciences with a strong conceptual, notional, and 
interdependence basis. The triad economy–statistics–mathematics justifies the utility of modelling economical 
phenomena at both macro economical and company levels. Within calculation applications, the use of a range of 
table values obtained as result of measurements (e.g. in physics, statistics, or animal husbandry and agriculture) 
is necessary. These measurements are attributes of samples with the aim of prediction evaluation (statistics, 
social phenomena), or quantitative economical phenomena for determined period, with the aim of prediction of 
the economical phenomenon for the following period. We also use to nominate the above mentioned table 
distribution value ”network” of  measurement ”network”, or distribution ”network”. The elements of table 
network are affected by a series of errors, when measurements, experiences, results obtained from a priori 
calculation are involved. These errors can result from observation, measurements (due to limited precision of the 
instrument), or even recording.  The additional errors can occur in transmission or conversion of the data. They 
are inevitable errors, which cannot be predicted with a reasonable degree of certitude, being distributed 
according to a statistical law, and a considerable probability that some of them to be large enough, exists. The 
approximation strategy characterized as follows selects (after a detailed problem study) the network  knot 
estimated to be obtained with highest error as dependent value with the aim of its so called ”regression” reported 
to others knots, named independent variables. 
 
INTRODUCTION 
 
 As title of he paper suggests authors aim to improve those numerical methods of 
approximation, frequently used in statical or dynamical models from econometrics. In 
econometrics, the most used method of approximation is the classical method of ”least 
squares” (M.C.M.M.P.) also named “regression”. Sometimes it is called “Gauss principle”. 
The method can be used for one or many independent variables. The first case approaches the 
so called simple regression and the second multiple regression. In econometrics, the 
regressions with two, three, and four interdependences are very used. For example, the 
presented econometrics methods [7] are previously liberalized (for this reason, they are also 
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called linear models), and afterwards multiple regression is used. We mention some models: 
linear unifactorial model (general case, with error auto correlation), unlinear unifactorial 
model, multifactorial linear model, Cobb-Douglas unlinear multifactorial model with and 
without technical progress, different dynamic models (Cobb-Douglas with technical progress, 
with disparity, with anticipative values, Keynes model (static + dynamic)), recursive model. 
 Compared to any approximation method, as interpolation for example, M.C.M.M.P 
succeds to eliminate a great part of inevitable above mentioned errors, of measurements and 
recording, especially. But it cannot eliminate calculation errors (truncating, rounding off). 
When performing necessary calculations, any approximate phenomenon is accompanied by 
relative and absolute errors.        
The authors succeeded to improve numerical method of approximate using least squares 
method, even the exposed algorithm is larger from the point of view of mathematical 
formalism, many of above mentioned inevitable and calculation errors are diminished, or 
eliminated. The result consists in a improved precision compared to classical least squares 
method. This desiderate is visible in this paper, and demonstrated by practice on computer – a 
concrete example of dynamic model from econometrics. 
We also mention that the authors have their own computer implementations, for both 
interpolation and approximation methods, as well as for other mathematical numeric methods 
(directed or approximated). The implementations are performed using classical programming 
environments as C++ and Fortran 77. Part of approximating methods is represented in office 
environments, as Excel. Our concrete problem model supports both Excel, and Fortran 77 
execution in the two summaries submitted to the paper. 
 The improved and adapted least squares method (with declared aim – improved 
precision results - values for above mentioned model parameters) is presented in this paper. 
The method is presented here for the general case., and also the extremely spread particular 
cases: 1m = , 2m =  and 3m =  are presented in a original paper. There, for 1m =  on obtains 
“the linear regression”, for 2m =  on obtains “the plane of regression”, and for 3m =  on 
obtain a “hyperplane of regression”. 
We present one of the reasons which determined a higher precision within our approach. It is 
a special approach of the ”system of normal equations” used for obtaining above mentioned 
model parameters. Using the shape of the normal equations system within solution algorithm 
we aim not to allow the reaching of  the maximum threshold of representation of the numeric 
data in memory word of the computer – the reaching being one of the most serious reasons 
which generates truncating and rounding off errors. The mathematically transformation of the 
normal equation system within any M.C.M.M.P. in any other equivalent system with 
reasonable (“balanced”) coefficients as size and representation in computer, was not difficult 
for authors. With this aim, the sums presented as coefficients in any normal equation system 
were replaced with averages and dispersions, statistical entities on distribution network knots 
as initial data in problem. In this way, more ”balanced” coefficients of the system, weak 
generators of truncating and rounding off errors are obtained. 
 
MATERIALS AND METHODS 
 
The table distribution (network) obtained from n  measurements or data processing 
about 1m +  data is considered: 
  
( ) ( ) ( ) ( )
, , ,1 2 ;
i i i i
mx x x y⋅ ⋅ ⋅     , 1,i n=           (1) 
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where y  is dependent variable (the most affected by errors parameter), and 1 2, , , mx x x⋅ ⋅ ⋅  
are independent variables (parameters less affected by errors). In order to simplify the 
following series, we note: 1 2( , , , )mX x x x= ⋅ ⋅ ⋅  the vector of  independent variables,  and: 
   
( ) ( ) ( ) ( )
1 2, , , , 1,( )i i i imX x x x i n= ⋅ ⋅ ⋅ =            (2) 
the fragment from  (1) distribution, represented of arguments (independent variables). 
For this purpose, let be the following “virtual” function: 1 2( ) ( , , , )my f X f x x x= = ⋅ ⋅ ⋅  
due to represent (1) table distribution. Take place a return to verify the following equality: 
  
( ) ( ) ( ) ( ) ( )
1 2, , , , 1,( )( )i i i i iny f X f x x x i n= = ⋅ ⋅ ⋅ =    (3) 
through a f application. Exactly ( )iy  value is taken for f application in every (1) points. So 
function is called “interpolate function” and their diagram is crossing the (1) points. 
The central problem, which succeeds at some extent to eliminate part of above 
mentioned  inevitable errors is obtaining of a continuous function F  (named “model 
function”, or often “approximated”) which can mathematically express as correct as possible 
the dependence of y  on independent variables 1 2, , , mx x x⋅ ⋅ ⋅  (“regression in 1 2, , , mx x x⋅ ⋅ ⋅  
of the y ”). Mathematically expressed, the model function approximates the table dependence 
“optimal in a certain sense”. Whatever approximation aimed, it depends on independent 
variables present within above mentioned vector X , and a series of adjustable coefficients 
0 1 2, , , , ma a a a⋅ ⋅ ⋅  called “model parameters”. Mathematically speaking, the aim of any 
approximation problem is the calculation of model parameters 0 1 2, , , , ma a a a⋅ ⋅ ⋅  which 
accompany any approximant form. They have a clearly established role for the approximate 
they accompany. We note: 1 20( , , , , )mA a a a a= ⋅ ⋅ ⋅  the vector of the model parameters and: 
1 2 0 1( ; ) ( , , , ; , , , )m mY F X A F x x x a a a= = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅    (4) 
the above characterized model function (approximant). Let be: 
  
( ) ( ) ( ) ( ) ( )
1 2 0 1; , , , ; , , ,( ) ( )i i i i im mY F X A F x x x a a a= = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  ,  1,i n=  (5) 
corresponding to (1) table distribution through (4) approximant. 
The selection of the concrete form of F approximant is not a common problem. It must 
be founded on a rigorous basis; to ”fit” the significance and aim of the problem approached 
by the specialist within the specific field. Linear, polynomial,exponential,hyperbolic,harmonic 
approximates, or different constructions of Gaussian functions can be selected. 
We can also speak about types (senses) of approximations, as: approximation in square mean, 
approximation by orthogonal polynomial, uniform approximation (using Berstein polynomial, 
or ” spleen” functions with diminished variation), etc. 
 Compared to any approximation method, as interpolation for example, M.C.M.M.P 
succeds to eliminate a great part of inevitable above mentioned errors, of measurements and 
recording, especially. But it cannot eliminate calculation errors (truncating, rounding off). 
When performing necessary calculations, any approximate phenomenon is accompanied by 
relative and absolute errors.        
 The authors succeeded to improve numerical method of approximate using least squares 
method, even the exposed algorithm is larger from the point of view of mathematical 
formalism, many of above mentioned inevitable and calculation errors are diminished, or 
eliminated. The result consists in a improved precision compared to classical least squares 
method. This desiderate is visible in that two summaries submitted to the paper, where it is 
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demonstrated by practice on computer – a dynamic models from econometrics with multiple 
equations. 
RESULTS AND DISCUSSIONS 
 
 The improved least squares method (with declared aim – improved precision results - 
values for above mentioned model parameters) is presented in this paper. The method is 
presented for general case, and also for extremely spread particular case (original paper): 
1m = , 2m =  and 3m = . We present one of the reasons which determined a higher precision 
within our approach. It is a special approach of the ”system of normal equations” used for 
obtaining above mentioned model parameters. Using the shape of the normal equations 
system within solution algorithm we aim not to allow the reaching of  the maximum threshold 
of representation of the numeric data in memory word of the computer – the reaching being 
one of the most serious reasons which generates truncating and rounding off errors. The 
mathematically transformation of the normal equation system within any M.C.M.M.P. in any 
other equivalent system with reasonable coefficients as size and representation in computer, 
was not difficult for authors. With this aim, the sums presented as coefficients in any normal 
equation system were replaced with averages and dispersions, statistical entities on 
distribution network knots as initial data in problem. In this way, more ”balanced” 
coefficients of the system, weak generators of truncating and rounding off errors are obtained. 
 
Approximation of the table distribution of the functions. Interpolation and regression 
 
Setting the problem. 
The goal of any approximation problem is to determine the optimum values of a lot of 
model parameters 1 20 , , , , ma a a a⋅ ⋅ ⋅  which enters an (4) and (5) approximation. For this we 
define a “functional” which features de degree of approximation of a table distribution (1). 
That is the degree of coming near between the functional (the model) (4) and the table 
distribution (1). 
A suggestive measure for the degree of approximation is the “distance” between the 
F  function and distribution (1), after all the “distance” between F  and f  functions. Such a 
distance can be analytically given, either by the continuous norm: 
       ( )2( ; ) ( ; ) ( ) ( ; )y Y f F f X F X A dxd d β
α
= = −∫          (6). 
Unconfortably used because it is supposed to know the analytical expression of the function 
f . Otherwise, let be the following “discrete” norm: 
( ) ( )
1
2( ; ) ( ; ) ;( )
n
i i
i
Y F F X Ad y d y y
=
 = = − ∑   (7). 
To determine the optimum values for the model parameters comes when minimizing 
one of the (6) or (7) norm, norms which are also called the “functionals”. The approximation 
through any of the (6) or (7) norm is called approximation in "square mean”. The minimizing 
into this case leads to obtain a geometrical figure placed in the euclidian space 1m+¡ (line-
curve, plane-surface, hyperplane-hypersurface) which not necessarily interset all the points 
(2), but it traverse the (2) cloud of points “in an optimum way”. 
Therefore, the goal of this work consists of  the transformations supported by the so 
called “system of normal equation” within the acknowledget method of approximation 
M.C.M.M.P. in order to obtain an improved precision for the value of the above model 
parameters. Then, because we serve the “econometry” area, and because the most 
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econometrical models admit linearities, we will deal with the “linear regressions” in the 
following. We will aproach as a general case (the “multiple regression”) from we can obtain 
logically the peculiar widespread cases: 
- the linear regression (case 1m =  with a result the line of regression – graph in 2¡ ); 
- the double regression (case 2m =  with a result the plane of regression – graph in 3¡ ); 
- the triple regression (case 3m =  with a result the hyperplane of regression–gr. in 4¡ ). 
 
 The multiple regression 
 
 Setting the problem 
 
 For this type of approximation (the multiple linear regression through the M.C.M.M.P. 
method), the (4) or (5) approximant F  is a linear combination into 1m+¡ space of the 
1 2( , , , )mX x x x= ⋅ ⋅ ⋅  independent variables, the combination’s coefficients beeing the model 
parameters 1 20( , , , , )mA a a a a= ⋅ ⋅ ⋅ . Thus, we have the following form of “approximant”: 
    0
1
( ; )
m
j j
j
X AY F a a x
=
= = +∑      (8), 
or if we introduce the variable 0x  alwais having the value 1 (for uniformity), we get: 
    
0
( ; )
m
j j
j
X AY F a x
=
= =∑      (9). 
Expression (9) becomes the “functional”: 
  
( ) ( )
0 1
1 0
2
( ; ) ( , , , ) )
n m
i i
m j j
i j
Fd y a a a y a x
= =
 
= ⋅ ⋅ ⋅ = − 
  
Φ ∑ ∑   (10) 
subject to minimizing. The context of minimum, context which will offer the optimum values 
for the model parameters 1 20 , , , , ma a a a⋅ ⋅ ⋅  is obtained by the cancellation of partial 
derivatives of a function Φ  from (10) reported to this parameter. So, we obtain the following 
linear system of 1m +  equations and 1m +  unknown – measures ja , called “system of 
normal equations” of  the M.C.M.M.P. on the multiple form (10) of approximant: 
           
( ) ( ) ( )
1 0
2 ) 0 , 0,
n m
i i i
j j k
k i j
k my a x x
a
= =
  
= − − = = 
   
∂Φ
∂ ∑ ∑   (11). 
We mention that the (11) writings are posible from (10) with the aim of being condensed, if  
we take into consideration the “unar” vector filled in 1: (0) (1) ( )0 0 0( , , , ) (1, 1, ,1)nU x x x⋅ ⋅ ⋅ ≡ ⋅ ⋅ ⋅  
namely ( )0 1 , 0,
i i nx = ∀ = . Finaly, the system (11) is equivalent with the more visible system: 
  
( ) ( ) ( ) ( )
0 1 1
, 0,
m n n
i i i i
k j j k
j i i
k mx x a x y
= = =
  
⋅ = =   
  
∑ ∑ ∑   (12) 
called  the “real system of normal equation” of the M.C.M.M.P. of unknown values – model 
parameters 0 1, , , ma a a⋅ ⋅ ⋅ . 
 
Transformation of the system of normal equations. Improvement of the precision 
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As we have announced in the introduction, the central aim if this work is the transformation of 
the system of normal equations (12) in an equivalent system, whose solution should provide 
optimum values for the model parameters, especially with improved precision. Let be, 
          
( ) ( )
1
k j
n
i i
k j
i
x x
n
x x
M ==
∑
   şi  
( ) ( )
1
k
n
i i
k
i
x y
n
x y
M ==
∑
  ,  0,,k j m=   (13) 
the “generalized means” and the familiar statistic indexes of disperssion and covariance. 
Then the system (13) is transformed into the following symetrical  improved shape: 
 
     
0
, 0,
m
j
j
kj kyM a M k m
=

⋅ = =

∑      (14) 
 
where , , 0,kj jk k jM M m= ∀ = . 
 
CONCLUSIONS 
 
 Our implementations on the paper’s purpose (the implementations being in C++ and 
Fortran 77 programming environments) take into considerations this “balanced transformed 
form” (14). This system offers the improvement of M.C.M.M.P. very used in econometrics. 
An application (model problem) is suggested to spotlight the improvement during the two 
summaries. It’s about the econometric dynamical model Cobb-Douglas with technical 
progress, present in [7], pag: 76-80. One summary (Excel representation) capitalizes the (12) 
not yet improved form, by contrast with the second summary which capitalizes the (14) 
improved form by a Fortran 77 implementation. The improved precision becomes visible and 
it is materialized beginning with the 6-th decimal digit în the results. 
 From (14) we can easily draw the representative peculiar cases: the linear regression 
( 1m = ),  the plane of regression ( 2m = ) and hyperplane of regression ( 3m = ). In the 
summaries this last peculiar regression are used. 
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