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ABSTRAKT
Táto práca sa zaoberá detekciou pohybujúcich sa objektov v dynamickom obraze. Cieľom
práce je navrhnutie algoritmu pre detekciu pohybujúcich sa objektov a jeho aplikácia na
počítanie vozidiel v reálnej dopravnej scéne. Práca je rozdelená do troch častí. Prvá časť
rozoberá problém z teoretického hľadiska. Druhá časť sa zoberá návrhom a implementá-
ciou algoritmu. Tretia časť je venovaná vyhodnoteniu výsledkov algoritmu.
KĽÚČOVÉ SLOVÁ
trasovanie objekov, odčítanie pozadia, optický tok, C++, OpenCV, Qt
ABSTRACT
The thesis deals with detection of moving objects in image sequence. The target of this
thesis is a design of object detection algorithm and its application in vehicle counting.
The thesis is divided into three parts. The first part of this thesis includes theoretical
analysis of given problem. The second part is related to the design and implementation
of the algorithm. The third part deals with evaluation of results of the implemented
algorithm.
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ÚVOD
V doprave sa čoraz väčší dôraz kladie na bezpečnosť a plynulosť cestnej premávky,
k čomu prispievajú aj dostupnejšie technológie na kontrolu a riadenie premávky. Táto
práca sa venuje systému na detekciu vozidiel. Systémy tohto druhu založené na rôz-
nych fyzikálnych princípoch sú v prevádzke už niekoľko rokov. Uplatnenie takýchto
systémov je široké. Napríklad detekcia prejazdu križovatky na červenú, obsadenosť
parkovísk, nepovolený vjazd, meranie rýchlosti a počítanie vozidiel. Práca sa venuje
detekcii vozidiel založenej na spracovaní obrazu. Počítačové videnie dnes zasahuje
do každej oblasti nášho života. Jedná sa o veľmi rýchlo sa rozvíjajúcu oblasť počíta-
čových vied. Nájde si uplatnenie od priemyslu, cez lekársku techniku až po armádne
systémy. Táto práca sa venuje nasadeniu počítačového videnia do dopravy. Úlohou
tejto práce je popísať možnosti detekcie vozidiel v premávke a následne premávku
analyzovať. Detekcia vozidiel pomocou počítačového videnia je pomerne komplexná
úloha pozostávajúca z niekoľkých dielčich algoritmov, ktoré sú v práci popísané.
Cieľom práce je získať databázu snímok z reálnej premávky motorových vozidiel, na
získanej databáze snímok navrhnúť a realizovať vhodnú metódu detekcie pohybujú-
cich sa vozidiel. Následne je cieľom zhodnotiť úspešnosť detekcie vozidiel.
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1 DEFINÍCIA ÚLOHY
Detekciou objektov sa rozumie určenie hraníc a polohy objektu v obraze. Pod poj-
mom sledovanie objektov sa rozumie priradenie objektu z predchádzajúcej snímky
k objektu v nasledujúcej snímke videa. Počítanie vozidiel vyžaduje spojiť detekciu
a sledovanie objektu. Úlohou je určiť polohu a trajektóriu pohybu vozidla.
1.1 Analýza problému
Vizuálna detekcia vozidiel pomocou kamery a počítačového videnia sa v praxi pou-
žíva už niekoľko rokov ako súčasť systémov pre riadenie a sledovanie premávky.
Vozidlá v premávke môžu byť snímané z rôznych perspektív:
• Satelitné snímky
• Letecké snímky
• Snímky zo statickej kamery umiestnenej na statíve
• Snímky z palubnej kamery motorového vozidla
Snímky zachytené z týchto perspektív prinášajú rôzne problémy, ktoré musí algorit-
mus detekcie vyriešiť. Snímky z kamery umiestnenej na statíve sú pre spracovanie
algoritmom jednoduchšie z dôvodu, že nedochádza k pohybu kamery. V takejto scéne
je jasne definované čo je pohybujúci sa objekt a čo statický objekt. Naopak kamera
umiestnená na helikoptére alebo na vozidle je vzhľadom k objektu záujmu v pohybe.
Obraz z pohybujúcej sa kamery je zložitejší na spracovanie, pretože pri vzájomnom
pohybe objektu a kamery už nie je zrejmé čo je pohybujúci sa objekt a čo je statické
pozadie v scéne. Táto práca sa venuje detekcii vozidiel a ich počítaniu zo snímok
získaných statickou kamerou umiestnenou nad pozemnou komunikáciou. Statické
umiestnenie kamery značne uľahčuje celý algoritmus detekcie.
1.2 Existujúce riešenia
Počítanie vozidiel pomocou kamery je podľa [3] menej nákladné ako použitie indukč-
ných snímačov zabudovaných do vozovky. Existujúce riešenie popísané v článku [1]
dokáže vozidlá nie len detekovať, ale aj sledovať ich trajektóriu a klasifikovať vozidlá
do tried. Úspešnosť detekcie vozidiel je v tomto prípade 96,39%. Úspešnosť klasifiká-
cie detekovaných objektov je 94,69%. Riešenie [3] popisuje sieť kamier umiestnených
v meste. Zábery z týchto kamier slúžia k získaniu štatistických dát o hustote pre-
mávky v uliciach mesta. Dáta sú potom prenesené do mapy, kde zobrazujú dopravnú
vyťaženosť ulíc. Úspešnosť detekcie je pri tomto riešení 91,98%.
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2 DATABÁZA SNÍMOK
Pred samotným návrhom a implementáciou algoritmu boli získané video záznamy
vhodné pre testovanie algoritmu. Snímky z premávky boli natáčané z mostu nad
vozovkou na rôznych miestach a pri rôznom osvetlení. Video súbory pre testovanie
algoritmu sú súčasťou priloženého CD.
2.1 Umiestnenie kamery
Pri vytváraní databázy snímok vznikol problém so získaním vhodných snímok pre
následné spracovanie algoritmom. Problémom je umiestnenie kamery na dostupné
miesto s výhľadom na premávku. Ako ideálna lokácia sa v tomto prípade ukázal
most nad pozemnou komunikáciou. Uchytenie kamery na pevnom statíve minimali-
zuje mechanické oscilácie kamery a tým zjednoduší následnú detekciu objektov. Pre
získanie snímok pohybujúcich sa vozidiel bola spočiatku zvolená digitálna zrkad-
lovka Canon 60D s objektívom Tamron s ohniskovou vzdialenosťou 17-50 mm. Ne-
skôr bol na získanie videosekvencie použitý kompaktný digitálny fotoaparát Nikon
V1 s objektívom NIKKOR 10-30mm 1:3.5-5.6 VR, ktorý disponuje stabilizáciou
obrazu. Získané snímky boli kvalitnejšie pre následné spracovanie. Fotoaparát bol
umiestnený na statíve ako je možné vidieť na obrázku 2.1.
Obr. 2.1: Získavanie testovacích dát
12
Snímky získané kamerou umiestnenou na moste nad vozovkou nepatria medzi
ideálne. Na obrázku 2.2 je zobrazená konfigurácia scény. Nevýhodou tejto konfigu-
rácie je, že dochádza k prekrývaniu sa vozidiel. V prípade, že vozidlá sa pohybujú
v tesnej blízkosti za sebou, spočiatku sa javia ako jeden objekt. Približovaním sa
ku kamere dochádza k rozdeleniu vozidiel. Iná situácia nastáva pri opačnom smere
jazdy, kedy sa vozidlá javia ako nezávislé objekty, ale vzďaľovaním od kamery sa
spoja do jedného objektu. Ideálne je preto získať snímky z čo najväčším sklonom
kamery. Toto je možné dosiahnuť len v prípade objektívu s krátkou ohniskovou vzdia-
lenosťou alebo vysoko umiestnenou kamerou. Snímky boli získané objektívom s oh-
niskom 17 mm. Z tohto dôvodu nebolo možné získať ideálne snímky s 90∘ sklonom
kamery. Pri natáčaní videa bol nájdený kompromis medzi šírkou záberu a sklonom
kamery.
Obr. 2.2: Konfigurácia scény
2.2 Vlastnosti snímok
Celý problém detekcie objektov je uvažovaný za konštantného osvetlenia, čím sa
myslí denné svetlo bez výrazných rušivých vplyvov ako sú napríklad zatmenie slnka,
blesk a iné. Pohyb vozidiel v plynulej cestnej premávke je predvídateľný. Žiadne vo-
zidlo by teoreticky nemalo náhle zmeniť smer jazdy. Nepredpokladá sa ani cúvanie
vozidla na komunikácii. V reálnej premávke hrá veľkú rolu aj počasie. Systém detek-
cie vozidiel založený na spracovaní obrazu pochopiteľne nebude fungovať za hustej
hmly, kedy je viditeľnosť takmer nulová.
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3 TEORETICKÝ ROZBOR
Spracovanie dynamického obrazu sa líši od spracovania statického obrazu. Detekcia
pohybujúcich sa objektov vyžaduje oba prístupy k spracovaniu obrazu. V tejto časti
práce sú popísané techniky spracovania obrazu a nástroje, ktoré boli použité pri
návrhu a implementácii algoritmu detekcie.
3.1 Knižnica OpenCV
Knižnica OpenCV je vydaná pod licenciou BSD a je zdarma dostupná pre aka-
demické ako aj komerčné účely. Je naportovaná pre použitie s jazykmi C++, C,
Python, Java na operačných systémoch Windows, Linux, Mac OS, iOS a Android.
OpenCV je napísaná v C/C++. Je navrhnutá pre real-time spracovanie obrazu [8].
Obsahuje stovky funkcií pre urýchlenie vývoja aplikácii počítačového videnia. Počas
vývoja aplikácie bola dostupná knižnica vo verzii 2.4.8. Koncom vývoja bola vydaná
verzia 2.4.9.
3.2 Qt Framework
Qt je platformovo prenosný aplikačný a UI framework pre použitie s jazykom C++.
Podporuje prácu so súbormi, spracovanie XML, prvky užívateľského rozhrania a iné
[9]. Z komponent Qt frameworku sú použité:
• QSlider - Posuvný ovládací prvok
• QFileDialog - Dialóg s výberom video súboru
• QTimer - Časovanie snímok z videa
• QLabel - Zobrazenie textu v GUI
• QFile - Zápis do CSV súboru
3.3 Segmentácia obrazu
Segmentácia je v spracovaní obrazu technika používaná na oddelenie objektu zá-
ujmu od pozadia v obraze. Segmentácia v statickom obraze je často založená na
detekcii hrán a následnom vyhľadaní hranice objektu. Segmentácia v dynamickom
obraze sa líši od segmentácie v statickom obraze. Na segmentáciu objektov v dyna-
mickom obraze sa často používa metóda nazývaná odčítanie pozadia (Background
Subtraction), ktorá je popísaná v kapitole 3.3.1.
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3.3.1 Odčítanie pozadia
Odčítanie pozadia je technika, ktorá sa používa pri analýze dynamického obrazu.
Jedná sa o segmentáciu pohybujúcich sa objektov v obraze. Úlohou odstránenia po-
zadia je určiť príslušnosť každého pixelu v obraze k pozadiu scény alebo k objektu
záujmu. Pokročilé techniky odčítania pozadia dokážu identifikovať aj tieň objektu
v obraze a následne ho potlačiť. Odčítaním pozadia z obrazu získame objekty zá-
ujmu, v tomto prípade pohybujúce sa vozidlá. K odčítaniu pozadia dochádza me-
dzi snímkou z videa a modelom pozadia, ktorý môže byť statický alebo adaptívny.
Statický model pozadia je vhodný v prípade, že scéna je konštantne osvetlená a ne-
dochádza v nej k náhodným javom ako napríklad pád listu zo stromu. Odčítaním
pozadia so statickým modelom by bol list vždy identifikovaný ako objekt. Adaptívne
modely pozadia sú výhodnejšie do exteriérových aplikácií, kde dochádza k náhod-
ným rušivým vplyvom a zmenám osvetlenia scény. Objavenie sa náhodného static-
kého objektu v scéne sa prejaví do modelu pozadia a za nejaký čas sa objekt stane
súčasťou pozadia. Časový úsek, ktorý je potrebný na adaptáciu takejto situácie sa
líši od konkrétnej aplikácie. Model pozadia musí byť adaptívny voči nasledujúcim
vplyvom:
• Zmena osvetlenia
• Mechanické oscilácie kamery
• Vniknutie statického objektu do scény
Výsledkom operácie odčítanie pozadia je binárny obraz, takzvaná maska popredia
(Foreground Mask). Na odstránenie pozadia sa v praxi používajú rôzne techniky
z nich najjednoduchšia je diferencia snímok popísaná v 3.3.2.
3.3.2 Diferencia snímok
Najjednoduchším spôsobom segmentácie dynamického obrazu je aplikovanie diferen-
cie snímok. Dve po sebe nasledujúce snímky sa od seba odčítajú. Výsledkom sú hrany
pohybujúcich sa objektov. Na obrázku 3.1 je zobrazená snímka z videa zobrazujúca
premávku. Na snímke je vidieť vozidlá v jazdných pruhoch, ale aj zaparkované vo-
zidlá na chodníku. Po aplikácii diferencie snímok zostali vo výslednom obraze len
pixely, na ktorých bola zaznamenaná medzi snímkami zmena jasu. V praxi sa teda
jedná o hrany pohybujúcich sa objektov, ktoré sú zobrazené na obrázku 3.2.
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Obr. 3.1: Snímka z videosekvencie
Obr. 3.2: Diferenčná snímka
Absolútna diferencia snímok je vyjadrená vzťahom (3.1).
𝐷(𝑡+ 1) = |𝑉 (𝑥, 𝑦, 𝑡+ 1)− 𝑉 (𝑥, 𝑦, 𝑡)| (3.1)
Ak je diferencia pre pixel väčšia ako prah 𝑇ℎ označíme tento pixel ako súčasť
pohybujúceho sa objektu (3.2).
|𝑉 (𝑥, 𝑦, 𝑡)− 𝑉 (𝑥, 𝑦, 𝑡+ 1)| > Th (3.2)
Použitie tejto techniky na reálnom videozázname z kamery je sporné z dôvodu zmien
osvetlenia a mechanických oscilácii kamery. Tieto rušivé vplyvy je možné čiastočne
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odstrániť naprahovaním výsledného pozadia. Pixely, ktorých hodnota sa zmenila len
v malej miere sú stále označené ako pozadie. Pixely presahujúce túto hodnotu sú
označené za objekty.
3.3.3 Plávajúci priemer
K odčítaniu pozadia je možné použiť model pozadia založený na jednoduchom sprie-
merovaní posledných niekoľko snímok videa. Tým je zaistená imunita voči výkyvom
osvetlenia scény.




𝑉 (𝑥, 𝑦, 𝑡− 𝑖) (3.3)
Masku pohybujúcich sa objektov získame odčítaním (3.4) aktuálneho snímku
videa a spriemerovaného snímku vyjadreného vzťahom (3.3).
|𝑉 (𝑥, 𝑦, 𝑡)−𝐵(𝑥, 𝑦)| > Th (3.4)
Aplikácia jedného konštantného prahu 𝑇ℎ na celý obraz nie je ideálna. Vozidlá
v scéne nie sú homogénne osvetlené, taktiež nemajú rovnakú farbu. Na detekciu vo-
zidiel s farbou podobnou farbe vozovky je nemožné použiť konštantný prah. Obrázok
3.3 zobrazuje nevhodne nízko zvolený prah rozdielovej snímky. Biele pixely repre-
zentujú možné pohybujúce sa objekty v obraze. Je vidieť, že za objekt boli označené
aj pixely statických objektov, je to spôsobené zmenou osvetlenia scény a nevhodne
zvoleným konštantným prahom. Obrázok 3.4 naopak zobrazuje nevhodne vysoko
zvolený prah spriemerovanej snímky. Pohybujúce sa objekty sú v tomto prípade
označené ako pozadie. Týmto sme zistili, že konštantne naprahovaný rozdielový sní-
mok nie je spoľahlivý na segmentáciu videa.
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Obr. 3.3: Nízky prah kumulovanej snímky
Obr. 3.4: Vysoký prah kumulovanej snímky
3.3.4 Modelovanie pozadia zmesami normálnych rozdelení
Jedná sa o štatistické modelovanie pozadia. Modelovanie pozadia Gaussovými zme-
sami je známe zo zahraničnej literatúry ako Mixture of Gaussians (MOG) alebo
Gaussian Mixture Model (GMM). Uvažujme pixel v čase ako náhodnú veličinu 𝑋.
Distribučná funkcia náhodnej veličiny 𝑋 (hodnota pixelu) je vytvorená zo súčtu
𝐾 normálnych rozdelení. Pre každý pixel obrazu v čase je vytvorený model po-
zostávajúci z minimálne dvoch normálnych rozdelení. Každé z rozdelení zodpovedá
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objektu alebo pozadiu. Doplnením tretieho rozdelenia by bolo možné okrem objektu
a pozadia pixel vyhodnotiť aj ako tieň objektu. Následne sú rozdelenia označené
heuristickým spôsobom a to tak, že rozdelenie zodpovedajúce najtmavšej zložke je
tieň objektu. Rozdelenie s najväčším rozptylom zodpovedá objektu záujmu (popre-
diu). Zostávajúce jedno rozdelenie zodpovedá pozadiu [2]. Tieto kľúčové vlastnosti
rozdelení sa nemenia, ich parametre sa v čase adaptujú. Pre detekciu objektu sa
potom pixel porovnáva s každým rozdelením a je klasifikovaný k príslušnej triede,





𝜔𝑖,𝑡𝑁 (𝑋𝑡 | 𝜇𝑖,𝑡,Σ𝑖,𝑡) (3.5)
Kde parameter K je počet normálnych rozdelení, 𝜔𝑖,𝑡 je váha i-tého rozdelenia v čase
𝑡 so strednou hodnotou 𝜇𝑖,𝑡 a smerodatnou odchylkou
∑︀
𝑖,𝑡. 𝑁 značí normálne rozde-
lenie pravdepodobnosti. Dôležitým poznatkom je, že súčet váh 𝜔𝑖,𝑡 musí byť rovný
jednej. Na inicializáciu váhy, strednej hodnoty a smerodatnej odchýlky je použitý EM
(Expectation–maximization) algoritmus. Akonáhle sú hodnoty inicializované, môže
prebehnúť prvé odstránenie pozadia a úprava parametrov danej zmesi normálnych
rozdelení. Normálne rozdelenia sú zoradené podľa pomeru váhy 𝜔𝑖 a smerodatnej od-
chýlky Σ𝑖. Z takto zoradených rozdelení je možné určiť, že rozdelenie s vysokou váhou
𝜔𝑖 a nízkou hodnotou rozptylu 𝜎2 zodpovedá pozadiu v obraze. Pozadie má v obraze
častejší výskyt ako objekty v popredí a jeho hodnota je kvázi konštantná na rozdiel
od objektov, ktorých farba sa v čase výrazne mení a daný pixel okupujú kratší čas.
Pre každý pixel v snímke 𝑡+ 1 sa testuje príslušnosť k niektorému z 𝐾 normálnych
rozdelení. V prípade, že má hodnota pixelu príslušnosť k normálnemu rozdeleniu po-
zadia, je pixel označený ako súčasť pozadia. Ak má pixel príslušnosť k normálnemu
rozdeleniu popredia, je označený ako súčasť popredia. V prípade, že pixel nemá prí-
slušnosť k žiadnemu z 𝐾 rozdelení, je pixel označený tiež ako popredie. S každou
novou snímkou sa upravujú parametre zmesi normálnych rozdelení pre daný pixel.
Výsledky odčítania pozadia s použitím modelu MOG sú na obrázku 3.6. Na rozdiel
od predošlých dvoch metód sa v tomto prípade odstraňovalo pozadie z RGB snímky
3.5.
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Obr. 3.5: Zdrojová snímka pre odstránenie pozadia
Obr. 3.6: Výsledok odstránenia pozadia pomocou zmesí normálnych rozdelení
3.4 Morfologické operácie
Binárny obraz získaný po odčítaní pozadia 3.6 obsahuje v objektoch záujmu veľké
množstvo dier, hlavne v prípade kedy sa farba objektu (vozidla) približuje farbe
vozovky. Na vyplnenie dier v objektoch boli použité morfologické operácie. Ma-
tematická morfológia nájde uplatnenie v predspracovaní obrazu, odstránení šumu,
segmentácii objektov z obrazu. Morfologické operácie spracovávajú binárny obraz
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v doméne pixelov. Základnými morfologickými operáciami sú dilatácia a erózia. Ich
kombináciou v rôznom poradí je možné dosiahnuť operáciu otvorenie a uzatvorenie.
Morfologická operácia aplikuje štruktúrny element na zadaný obraz. Matematická
morfológia je podrobne popísaná v [5].
3.4.1 Dilatácia
Dilatácia sa používa na vyplnenie dier v objekte, pridáva však aj viac šumu do ob-
razu. Posunom štruktúrneho elementu cez obraz dochádza k rozširovaniu objektu
a zaplňovaniu dier v objekte. Ak sa nejaký pixel štruktúrneho elementu dotýka ob-
jektu, potom počiatok jadra pridá pixel k objektu. Formálne sa dilatácia dá vyjadriť
ako vektorový súčet množín X a B (3.6). Kde X je vstupný binárny obraz a B je
štruktúrny element.
𝑋 ⊕𝐵 = 𝑝 ∈ 𝜖2 : 𝑝 = 𝑥+ 𝑏, 𝑥 ∈ 𝑋, 𝑏 ∈ 𝐵 (3.6)
Aplikáciou dilatácie so štruktúrnym elementom na vstupný obraz 3.7 Získame
výsledný obraz 3.8.
Obr. 3.7: Štruktúrny element pred aplikáciou na vstupný obraz
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Obr. 3.8: Výsledok dilatácie
3.4.2 Erózia
Erózia sa využíva na zjednodušenie objektov. Erózia taktiež odstráni šum z obrazu.
Erózia sa dá formálne popísať ako vektorový rozdiel množín X a B. Kde X je opäť
vstupný obraz a B je štruktúrny element.
𝑋 ⊖𝐵 = 𝑝 ∈ 𝜖2 : 𝑝+ 𝑏 ∈ 𝑋 ∀ 𝑏 ∈ 𝐵 (3.7)
Aplikáciou erózie na obraz vytvorený dilatáciou v predchádzajúcej časti dosta-
neme obraz zobrazený na 3.9. Z obrázku je vidieť, že výsledný obraz po erózii je
rovnaký ako pred dilatáciou. Dilatácia a erózia napriek tomu nie sú inverzné operá-
cie [10].
Obr. 3.9: Aplikácia erózie na krížový vzor
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3.4.3 Aplikácia morfológie
Po odstránení pozadia je potrebné objekty z obrázku 3.6 zaceliť. Obsahujú veľké
množstvo dier. Objekty sú taktiež necelistvé po obvode, čo by spôsobovalo problémy
pri hľadaní kontúr v ďalšom kroku spracovania. Na obraz po odstránení pozadia
aplikujeme morfologickú operáciu erózia s krížovou maskou 3x3, čo nám z obrazu
odfiltruje šum. Následne sa aplikuje dilatácia s eliptickou maskou rozmeru 15x15,
čo spôsobí zacelenie objektov po obvode. Výsledok tejto operácie je možné vidieť na
obrázku 3.10.
Obr. 3.10: Aplikácia morfológie na segmentované snímky
Objekty zobrazené na obrázku 3.10 majú nepravidelný tvar. V oblasti spracova-
nia obrazu sa objekty nešpecifikovaného tvaru nazývajú aj bloby.
3.5 Kontúry
Segmentáciou objektov je získaný binárny obraz obsahujúci bloby (nepravidelné út-
vary) pohybujúcich sa objektov. Na získanie hraníc blobov sa aplikuje algoritmus
vyhľadania kontúr, ktorý prevádza blob na entitu s jednoduchším popisom. Kontúry
sú zoznamy bodov, ktoré reprezentujú krivku ohraničujúcu objekt v obraze. Kon-
túry sa vyhľadávajú spravidla v binárnom obraze. Po vyhľadaní kontúr môže nastať
prípad, kedy kontúra obopína niekoľko ďalších kontúr v objekte. Tieto vnútorné
kontúry je možné jednoducho potlačiť vďaka hierarchickému usporiadaniu kontúr.




Knižnica OpenCV obsahuje funkciu na vyhľadanie kontúr, ktorej výstupom je zo-
znam bodov ohraničujúcich objekt. Alternatívnym spôsobom popisu kontúr je tak-
zvaný Freemanov kód. Výsledný Freemanov kód je reprezentovaný ako zoznam zmien
smeru krivky ohraničujúcej objekt. Zmena smeru nadobúda hodnotu od 0− 7, kde
smery jednotlivých krokov sú zobrazené na obrázku 3.11. Párne čísla reprezentujú
pohyb v ortogonálnych smeroch a nepárne čísla zmenu smeru v diagonálnych sme-
roch.
Obr. 3.11: Číselná reprezentácia zmeny smeru kontúr
Pre našu aplikáciu je vhodnejšie zvoliť kontúry reprezentované zoznamom ab-
solútnych polôh bodov. Funkcia OpenCV cv::findContours dokáže kontúry ulo-
žiť ako štandardný vektor bodov std::vector<cv::Point>. Funkcia na vyhľada-
nie kontúr je založená na algoritme sledovania hranice objektu v binárnom obraze.
V OpenCV je táto funkcia implementovaná pod názvom findContours. Detailný
popis algoritmu je popísaný v článku [12]. Sledovanie hranice (Boundary Tracking)
je metóda pre vyhľadanie hraníc objektov, vo väčšine prípadoch v binárnom obraze.
Algoritmus vyhľadáva susedné pixely na rozhraní objektu a pozadia. Po uzavretí
krivky je výstupom algoritmu kontúra ohraničujúca objekt. Vyhľadávanie hraníc
môže byť realizované v ortogonálnych alebo aj diagonálnych smeroch.
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Obr. 3.12: Kontúry vyhľadané z binárneho obrazu po odstránení pozadia
Tvar kontúr na obrázku 3.12 je pre nasledovné spracovanie zložitý a nestály.
Pohybom objektov sa výrazne mení ako tvar tak aj veľkosť kontúry. Z tohto dôvodu
sa kontúry opíšu obdĺžnikom, ktorý aj napriek zmenám tvaru a veľkosti kontúr
zachováva svoj tvar a veľkosť.
3.5.2 Bounding box
Bounding box je špeciálny druh kontúry, ktorý sa používa v prípadoch, kedy nás
nezaujíma samotný tvar kontúry, ale skôr možné hranice objektu záujmu. Bounding
box je obdĺžnik, do ktorého sa vpíšu kontúry zložitejších tvarov a to tak, že každý
bod pôvodnej kontúry leží vo vnútri obdĺžnika a hraničné body pôvodnej kontúry
sa dotýkajú stien obdĺžnika. Funkcia na vpísanie kontúr do obdĺžnika je v OpenCV
implementovaná pod názvom cv::boundingRect [6]. Vozidlá ohraničené obdĺžnikom
sú zobrazené na obrázku 3.13.
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Obr. 3.13: Objekty ohraničené obdĺžnikom na základe kontúr
3.6 Sledovanie objektov
Sledovanie objektov v dynamickom obraze je dôležitou a často využívanou apliká-
ciou počítačového videnia. Samotná detekcia objektov nám určí, kde v jednotlivých
snímkach videa sa objekty nachádzajú. Úlohou sledovania je priradiť objekt z pre-
došlej snímky k detekovanému objektu v nasledujúcej snímke. V obraze je možné
sledovať viac objektov súčasne. Potenciálny problém môže nastať v prípade, že sa
objekty v scéne začnú prekrývať. Jedným z často používaných algoritmov na sledo-
vanie objektov je výpočet optického toku. V prípade, že chceme sledovať nejaký bod
v obraze, je potrebné vybrať bod jedinečný, ktorý sa dá ľahko odlíšiť od zvyšných
bodov v obraze. Predstavme si jednofarebnú plochu, napríklad bielu stenu, na kto-
rej chceme nájsť vhodné body na sledovanie. Tento bod sa bude medzi snímkami
hľadať veľmi ťažko, pretože má spoločné vlastnosti s ostatnými bodmi v tejto plo-
che. Hrany v obraze sa vyznačujú vysokou hodnotou derivácie. Hrana však nie je
dostatočne jedinečná na sledovanie medzi snímkami. Vhodné body pre sledovanie
objektov sú spravidla rohy, ktoré sa vyznačujú vysokou hodnotou derivácie v dvoch
ortogonálnych smeroch.
3.7 Harrisov detektor
Detektor významných bodov podľa Harrisa je populárným detektorom významných
bodov. Jeho výhodou je, že je invariantný k rotácii, zmene veľkosti, zmene osvetlenia
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a šumu v obraze. Je založený na lokálnej autokorelačnej funkcii, kde lokálna autoko-
relačná funkcia hodnotí lokálne zmeny jasu v rôznych smeroch pre malé okolie bodu




[𝐼(𝑥𝑖, 𝑦𝑖)− 𝐼(𝑥𝑖 +Δ𝑥, 𝑦𝑖 +Δ𝑦)]2 (3.8)
Kde 𝐼 je obrazová funkcia, (𝑥𝑖, 𝑦𝑖) sú body v okne 𝑊 , čo je Gaussova funkcia so
strednou hodnotou vycentrovanou na (𝑥, 𝑦).
Posun obrazu je aproximovaný Taylorovým rozvojom (3.9)




Kde 𝐼𝑥(., .) a 𝐼𝑦(., .) značia parciálne derivácie v bodoch 𝑥 a 𝑦.
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Z vlastných čísel 𝜆1, 𝜆2 matice C(x,y) je možné zistiť o akú časť obrazu v blízkosti
daného bodu v obraze sa jedná. Celkom môžu nastať 3 prípady [7]:
1. 𝜆1, 𝜆2 majú nízke hodnoty, lokálna autokorelačná funkcia je plochá. V malom
okolí bodu nedochádza k žiadnej zmene, takáto oblasť neobsahuje roh a ani
hranu.
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2. Jedno vlastné číslo matice je vysoké, druhé má nízku hodnotu. V tomto prípade
sa jedná o vysokú deriváciu v jednom smere, čo znamená, že okolie vyšetrova-
ného bodu obsahuje hranu.
3. Obe vlastné čísla matice C(x,y) majú vysokú hodnotu, čo znamená, že deri-
vácia je vysoká vo všetkých smeroch. Takéto okolie bodu môžeme označiť ako
roh.
Červené kružnice na obrázku 3.14 reprezentujú umiestnenie Harrisovych bodov
v scéne.
Obr. 3.14: Harrisove body vyhľadané v scéne
3.8 Optický tok
Optický tok je založený na myšlienke, že jasová hodnota pixelov v obraze má ply-
nulý prechod, pretože susedné pixely majú skoro rovnakú jasovú hodnotu. Rovnica
popisujúca plynulý prechod jasu je vyjadrená ako (3.16).
𝜕𝑏
𝜕𝑡
+ v∇𝑏 = 0 (3.16)
Kde v je rýchlostný vektor a 𝑏 je funkcia jasu. Optický tok odráža zmenu v obraze
spôsobenú pohybom v scéne počas časového intervalu medzi snímkami 𝑑𝑡. Výsled-
kom optického toku je rýchlostný vektor reprezentujúci pohyb pixelu v obraze [5].
V sekvencii snímok môžeme teoreticky medzi dvoma po sebe nasledujúcimi sním-
kami určiť posun pixelu v súradniciach 𝑥 a 𝑦. Identifikovať samotný pixel v obraze
je v reálnych snímkach nemožné. Ako príklad uvedieme pohybujúci sa list papiera
v scéne. Aj keď je rozdiel polohy listu medzi snímkami značný, je veľmi ťažké určiť
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optický tok pre každý pixel listu v obraze. Optický tok sme v tomto prípade schopní
určiť len pre hrany, ktoré sú kolmé na vektor pohybu objektu. Optický tok počítaný
pre každý pixel v obraze označujeme ako hustý optický tok. Určenie tohto typu
optického toku je často nemožné a naviac výpočtovo náročné. Pre našu aplikáciu je
hustý (dense) optický tok nevhodný. Optický tok, ktorý sa počíta len pre významné
body sa nazýva riedky (sparse) optický tok. Výpočet riedkeho optického toku spo-
číva vo vyhľadávaní významných bodov medzi snímkami. Vlastnosti týchto bodov
boli popísané v kapitole 3.7. Jeden z algoritmov výpočtu riedkeho optického toku
je Lucas-Kanade algoritmus. Predstavme si pixel v obraze 𝐼(𝑥, 𝑦, 𝑡) v prvej snímke.
Pixel sa posunie o vzdialenosť 𝑑𝑥 a 𝑑𝑦 v nasledujúcej snímke zaznamenanej za čas
𝑑𝑡. V ideálnom prípade sa intenzita pixelu nemení a môžeme teda tvrdiť, že pixely
v čase 𝑡 a 𝑡+ 𝑑𝑡 sú identické ako ukazuje vzťah (3.17).
𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥+ 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡+ 𝑑𝑡) (3.17)
3.8.1 Metoda Lucas-Kanade
Lucas-Kanade algoritmus je jednoduchá technika, ktorá dokáže určiť pohyb vý-
znamných bodov v obraze. V ideálnom prípade je pohybový vektor (𝑢, 𝑣) určený
pre každý významný bod v scéne porovnaním dvoch po sebe nasledujúcich snímok.
Lucas-Kanade algoritmus predpokladá nasledovné vlastnosti obrazu:
• Sledovaný bod sa medzi snímkami jasovo nemení ako ukazuje vzťah (3.17)
• Bod sa nepohybuje o veľkú vzdialenosť medzi dvoma snímkami.
• Bod sa pohybuje podobne ako jeho blízke okolie.
Pre výpočet optického toku metódou Lucas-Kanade uvažujeme, že lokálne sa
významné body presúvajú v obraze len o malú vzdialenosť. Lucas-Kanade funguje
najlepšie pre pomaly sa pohybujúce objekty, počíta s blízkym okolím významných
bodov [11].
3.8.2 KLT tracker
Kanade-Lucas-Tomasi tracker je algoritmus pre vyhľadávanie vzoru medzi snímkami.
Cieľom algoritmu je vyhľadať vzorový obraz 𝑇 (x) vo vstupnom obraze 𝐼(x). Kde
x je stĺpcový vektor obsahujúci súradnice obrazu [𝑥, 𝑦]𝑇 . Vzor môže byť definovaný
ako jeden bod alebo malé okno v okolí tohto bodu. Pohyb v obraze je definovaný







Vzhľadom na to, že je k dispozícii viac rovníc ako premenných, hľadá algoritmus
podobnosť vzoru 𝑇 (x;p) v obraze 𝐼(x) pomocou metódy najmenších štvorcov (3.19).
∑︁
x
[𝐼(W(x;p))− 𝑇 (x)]2 (3.19)
KLT (Kanade-Lucas-Tomasi feature tracker) je algoritmus na vyhľadávanie vý-
znamných bodov medzi snímkami. Pre príklad uvediem dva po sebe nasledujúce
snímky z videa, ktoré si označíme 𝐼 a 𝐽 . Jasová hodnota v snímkach je určená ako
𝐼(𝑥, 𝑦) a 𝐽(𝑥, 𝑦). Úlohou algoritmu je nájsť bod zo snímky 𝐼 v nasledujúcej snímke
𝐽 . Bod v snímke 𝑋 si označíme napríklad 𝑢 = [𝑢𝑥, 𝑢𝑦], cieľom KLT je potom nájsť
bod 𝑣, ktorý môže byť definovaný ako (3.20).
𝑣 = 𝑢+ 𝑑 = [𝑢𝑥 + 𝑑𝑥, 𝑢𝑦 + 𝑑𝑦] (3.20)
Vektor 𝑑 nazývame rýchlostný vektor v bode 𝑢 alebo optický tok v bode 𝑢. Jedno-
duchý KLT algoritmus je možné realizovať následovne:
1. Detekcia významných bodov v prvom snímku
2. Výpočet optického toku pre každý nájdený významný bod
3. Naviazanie predchádzajúcich bodov na nové vypočítané body
4. Za časový interval vyhľadať nové významné body, priemerne jeden krát za 15
snímok
5. Opakovať body 1-4
3.8.3 Súhrn použitých algoritmov
Návrh a implementácia algoritmu detekcie sú popísané v kapitole 4. Z algoritmov
a techník spracovania obrazu popísaných v tejto kapitole, boli pri návrhu a realizácii
algoritmu detekcie použité:
• Odčítanie pozadia
• Model pozadia založený na zmesi normálnych rozdelení
• Morfologické operácia erózia a dilatácia
• Vyhľadanie kontúr
• Harrisov detektor významových bodov
• KLT algoritmus
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4 REALIZÁCIA ALGORITMU DETEKCIE
Algoritmus detekcie vozidiel využíva poznatky popísané v kapitole 3. Algoritmus
je implementovaný v jazyku C++ [4] s použitím knižnice počítačového videnia
OpenCV. Bloková schéma algoritmu je zobrazená na obrázku 4.1.
Obr. 4.1: Bloková schéma algoritmu detekcie objektov
V tejto kapitole sú popísané jednotlivé bloky algoritmu a ich vzájomné prepoje-
nie. Kapitolu uzatvára testovanie implementovaného riešenia a jeho výsledky.
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4.1 Detekcia objektov
Scéna obsahuje objekty, ktoré sa pohybujú a objekty, ktoré sú statické. Predmetom
záujmu algoritmu detekcie sú práve pohybujúce sa objekty. Cieľom detekcie objektov
je ohraničiť v jednotlivých snímkach pohybujúci sa objekt bez ohľadu na predchá-
dzajúcu snímku. Navrhnutý algoritmus využíva k detekcii pohybujúcich sa objektov
odčítanie pozadia, popísané v časti 3.3.1. Pozadie je modelované z posledných N sní-
mok. Osvedčil sa model pozadia GMM z posledných aspoň 100 snímok. Pri videu so
snímkovou frekvenciou 25 FPS je možné tento model považovať za inicializovaný po
100 prvých snímkach videa, teda po 4 sekundách videa. Od každej snímky videa sa
odčíta model pozadia. Výsledkom tejto operácie je binárny obraz reprezentujúci po-
hybujúce sa bloby v obraze. Bloby nájdené pomocou MOG sú zobrazené na obrázku
3.6. Na tento obraz sú následne aplikované morfologické operácie, ktoré boli popísané
v časti 3.4. Detekcia objektov je implementovaná vlastnou triedou ObjectLocator.
Trieda prevádza objekty popísané blobom na objekty popísané ohraničujúcim obdĺž-
nikom. Ohraničujúci obdĺžnik je popísaný triedou Rect, ktorá je súčasťou OpenCV.
Detekcia objektov môže byť algoritmom vykonávaná v celom obraze alebo apliko-
vaná len na určitú oblasť v obraze špecifikovanú užívateľom. Región záujmu (ROI)
je implementovaný v triede AlgorithmArea. Táto trieda spracúva kliknutia užíva-
teľa do okna s videom. Z kliknutí do okna s videom sú získané body, z ktorých
je následne skonštruovaný región záujmu. Objekty sú detekované len v užívateľom
zvolenej oblasti ako je vidieť na obrázku 4.2.
Obr. 4.2: Región záujmu ohraničený bielym polygonom
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4.1.1 Parametre modelu pozadia
Na modelovanie pozadia a následnú segmentáciu pohybujúcich sa objektov je pou-
žitý algoritmus MOG, ktorý je v OpenCV implementovaný v triede
BackgroundSubtractorMOG2. Model pozadia je vytvorený z posledných N snímok.
S narastajúcim počtom snímok zahrnutých do modelu narastá aj výpočtová nároč-
nosť adaptácie modelu. Model založený na zmesiach normálnych rozdelení je adap-
tívny ako bolo popísané v časti 3.3.1. Najviac ovplyvňujúcim parametrom modelu je
práve počet snímok, z ktorých je vytvorený. Počet snímok modelu ovplyvňuje aj zo-
trvačnosť modelu. Zotrvačnosťou modelu je myslená doba, za ktorú sa objekt stane
súčasťou modelu pozadia. V mestskej premávke sa často vozidlá pohybujú nízkou
rýchlosťou a úplne zastavujú. Aby sa zabránilo pohlteniu vozidla modelom poza-
dia pri nízkych rýchlostiach, bol zvolený vyšší počet snímok a to 1000. Odčítanie
pozadia s históriou 10 snímok je vidieť na obrázku 4.3
Obr. 4.3: Odčítanie modelu pozadia s históriou 10 snímok
Odčítanie pozadia s históriou 1000 snímkov je vidieť na obrázku 4.4. Rozdiel
medzi modelmi s 10 a 1000 snímkami je značný. Ešte výraznejšie by sa rozdiel
prejavil pri pomalých objektoch.
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Obr. 4.4: Odčítanie modelu pozadia s históriou 1000 snímok
4.1.2 Odstránenie tieňov
Pohybom objektov v scéne vznikajú tiene vrhané samotnými objektmi. Tieto tiene
sú z dôvodov spracovania obrazu rušivé. Ideálne by bolo tiene úplne potlačiť. Mo-
del pozadia MOG implementovaný v OpenCV dokáže tiene oddeliť od objektov.
Jednoduchým prahovaním sú potom tiene z obrazu odstránené.
4.2 Identifikácia objektov
V časti 4.1 bola popísaná detekcia objektov v jednotlivých snímkach videa. Ďalším
krokom algoritmu je spárovať objekty medzi dvoma po sebe nasledujúcimi snímkami.
Objekt v scéne je popísaný triedou Object. Existuje presne toľko inštancií triedy
Object, koľko blobov sa práve v scéne nachádza. Inštancia triedy Object vzniká
v prípade, že bol nájdený blob, ktorý zatiaľ neobsahuje žiadne významné body ako
ukazuje vývojový diagram na obrázku 4.5.
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Obr. 4.5: Vývojový diagram vzniku novej inštancie triedy Object
Po priradení významných bodov objektu je objekt zaradený do zoznamu objek-
tov, aby nedochádzalo k jeho viacnásobným výskytom. Priradené významné body
sú medzi snímkami sledované KLT algoritmom. S väčším počtom významných bo-
dov priradených objektu sa zvyšuje kvalita sledovania objektu, ale aj výpočtová
náročnosť. Pre spoľahlivé sledovanie objektov sa osvedčilo objektu priradiť aspoň 20
významných bodov. Pohybom objektu v scéne sa časť významných bodov nepodarí
vyhľadať KLT algoritmom. Časť významných bodov sa dostane mimo hranice ob-
jektu, čo sa prejaví nulovou rýchlosťou bodu. Body, ktoré sa nepodarilo vyhľadať
v nasledujúcom snímku alebo majú nulovú rýchlosť medzi snímkami sú z objektu
odstránené. Zánik objektu nastáva v nasledujúcich prípadoch:
• Malý obsah obdĺžnika ohraničujúceho objekt
• Strata všetkých významných bodov
• Objekt mimo ROI
Vývojový diagram sledovania objektu po jeho vzniku zobrazuje obrázok 4.6.
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Obr. 4.6: Vývojový diagram sledovania objektu
4.3 Analýza získaných dát
Každý pohybujúci sa objekt, ktorý vnikne do scény a pohybuje sa ňou až do jej opus-
tenia má nejakú veľkosť a trajektóriu. Analýzou týchto dvoch vlastností je možné
zistiť o aký objekt sa jedná. Veľkosť objektu sa pri pohybe scénou mení, preto sa
analyzuje priemerná veľkosť objektu počas jeho existencie v scéne. Po opustení scény
je vypočítaná dĺžka trajektórie, po ktorej sa objekt pohyboval. Zobrazením dát do
2D priestoru vzniká zhluk dát. Zhluk je následne spracovaný algoritmom K-Means.
Po analýze dát je zrejmé, že niektoré detekované objekty sa výrazne odlišujú od
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ostatných objektov. Objekty, ktoré vykazujú vysokú odlišnosť od ostatných, sebe
podobných objektov je možné považovať za chybne vyhodnotené objekty a následne
ich filtrovať. Výsledok zhlukovej analýzy dát je zobrazený na obrázku 4.7.























Obr. 4.7: Výsledok zhlukovej analýzy algoritmom K-Means
Z obrázku 4.7 je vidieť, že detekované objekty, ktoré majú malú veľkosť alebo
krátku trajektóriu sú so zvýšenou pravdepodobnosťou chybne detekované. Objekty
s veľkými rozmermi sú so zvýšenou pravdepodobnosťou nákladné autá.
4.4 Užívateľské rozhranie
Užívateľské rozhranie bolo vytvorené v prostredí Qt Creator. Užívateľské rozhranie
umožňuje nastaviť parametre detekcie objektov. Po spustení aplikácie je potrebné
zvoliť vstupný video súbor kliknutím na tlačítko Video File. Kliknutím na tlačítko
Play je spustené video a algoritmus detekcie. GUI je zobrazené na obrázku 4.8.
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Obr. 4.8: Užívateľské rozhranie
Popis tlačítiek:
• Video File - Výber vstupného video súboru pre detekciu
• Play - Spustenie videa a detekcie
• Pause - Pauza pri prehrávaní videa
• Clear count - Vynulovanie počítadiel detekcie
Popis ovládacích prvkov:
• Min Blob Size - Minimálna veľkosť vozidla
• Min Trail Length - Minimálna dĺžka stopy vozidla
• Max Car Size - Maximálna veľkosť osobného vozidla
• Min Truck Size - Minimálna veľkosť nákladného vozidla
Popis zobrazovacích prvkov:
• Small cars - Počet osobných vozidiel
• Medium cars - Počet stredne veľkých vozidiel
• Large cars - Počet nákladných vozidiel
4.5 Vyhodnotenie úspešnosti detekcie
Na určenie úspešnosti detekcie bol algoritmus doplnený možnosťou počítania vozi-
diel. Objekt je označený ako vozidlo ak splňuje nasledujúce podmienky:
• Minimálna veľkosť objektu
• Dĺžka trajektórie
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Nastavenie limitov pre tieto podmienky je realizované v GUI pomocou posuvných
nastavovacích prvkov. Algoritmus bol testovaný na získanej databáze snímok. Vo vi-
deách bol vhodne umiestnený región záujmu, kde prebiehala detekcia a počítanie
vozidiel. Pre kontrolu algoritmu boli vozidlá v regióne záujmu spočítané manuálne.
Porovnanie výsledkov počítania sú zobrazené v tabuľke 4.1.
Súbor Reálny počet Detekcia Rozdiel Chyba[%]
vid_640_360_1.mov 100 114 14 14,00
vid_640_360_2.mov 91 118 27 29,67
vid_640_360_3.mov 72 75 3 4,16
vid_640_360_4.mov 19 19 0 0,00
vid_640_360_5.mov 24 24 0 0,00
vid_640_360_6.mov 272 291 19 6,95
vid_640_360_7.mov 23 25 2 8,69
Tab. 4.1: Porovnanie počítania vozidiel algoritmom a manuálne
4.5.1 Úspešná detekcia
Za úspešnú je detekcia objektov považovaná v prípade, že objektu je počas existencie
v scéne priradený jednoznačný identifikátor ktorý sa nemení. Na obrázku 4.9 sú
zobrazené 2 vozidlá, ktoré sú algoritmom úspešne detekované a sledované. Číslo nad
ohraničujúcim obdĺžnikom označuje ID objektu. Kružnice reprezentujú trajektóriu
objektu.
Obr. 4.9: Úspešná detekcia objektov
39
4.5.2 Zastavenie vozidla
Algoritmus využíva na segmentáciu objektov metódu odčítanie pozadia. Akýkoľvek
objekt, ktorý zmení svoju rýchlosť na nulovú sa po určitom čase stane súčasťou po-
zadia. Naviac zánik objektu je podmienený práve nulovou rýchlosťou významných
bodov medzi snímkami. K zániku objektu teda postačuje nulová rýchlosť význam-
ných bodov medzi dvoma po sebe nasledujúcimi snímkami. Túto situáciu zobrazuje
obrázok 4.10. Na rozhraní farieb trajektórie vozidla došlo k zániku objektu. Potom
ako vozidlo opäť získalo rýchlosť došlo k vzniku nového objektu.
Obr. 4.10: Zánik objektu zastavením
Podmienkou úspešnej detekcie vozidla teda je nenulová rýchlosť počas výskytu
vozidla v scéne. Z toho je možné usúdiť, že algoritmus by dosahoval väčšiu úspešnosť
detekcie na diaľniciach, kde k zastavovaniu vozidiel dochádza len vo výnimočných
prípadoch.
4.5.3 Prekrytie scény dopravnou značkou
V prípade, že statický objekt ako napríklad dopravná značka narušuje zorné pole
kamery, dochádza k dočasnému prekrytiu vozidla týmto objektom. Takáto situácia je
zobrazená na obrázku 4.11. Vozidlo bolo prekryté statickým objektom. Následne bola
porušená podmienka minimálnej veľkosti vozidla a došlo k zániku objektu s modrou
trajektóriou. Po tom ako sa vozidlo opäť objavilo v scéne dochádza k vzniku nového
objektu s oranžovou trajektóriou. Región záujmu je zobrazený bielym polygónom.
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Obr. 4.11: Scéna zakrytá statickým objektom
Pre úspešnú detekciu je potrebné aby statické objekty neprekrývali pohybujúce
sa vozidlá. Toto je možné dosiahnuť umiestnením kamery na vhodné miesto. Druhou
možnosťou je vhodná voľba regiónu záujmu, tak aby v ňom nedochádzalo k prekrý-
vaniu scény.
4.5.4 Spojenie vozidiel
V scéne dochádza k prekrývaniu vozidiel. Pri prekrytí vozidiel sú dve vozidlá vyhod-
notené ako jeden objekt. Túto situáciu zobrazuje obrázok 4.12. Tento stav je možné
eliminovať vhodne zvoleným regiónom záujmu.
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Obr. 4.12: Spojenie dvoch vozidiel do jedného objektu
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5 ZÁVER
Práca sa zaoberá detekciou pohybujúcich sa objektov v obraze a aplikáciou detekcie
na snímky z reálnej premávky vozidiel.
Na testovanie algoritmu bola získaná databáza snímok. Databáza snímok po-
zostáva z video záznamov získaných z dvojice digitálnych fotoaparátov Canon 60D
a Nikkon V1. Snímky z fotoaparátu Nikkon dosahovali lepšie parametre vďaka ob-
jektívu so stabilizáciou obrazu.
Algoritmus detekcie bol implementovaný v jazyku C++ s použitím knižnice
OpenCV. Realizované riešenie dokáže určiť polohu vozidiel v obraze a sledovať ich
trajektóriu. Dôležitou súčasťou detekcie je kvalitná segmentácia objektov. Bolo tes-
tovaných niekoľko metód segmentácie. Z nich najlepšie výsledky dosahovala práve
metóda modelovania pozadia zmesami normálnych rozdelení (MOG). Sledovanie ob-
jektov využíva algoritmus KLT, ktorý medzi snímkami vyhľadáva významné body
jednotlivých objektov.
Testovanie úspešnosti algoritmu bolo realizované na počítaní vozidiel vo vybra-
nom regióne záujmu. Úspešnosť detekcie je závislá na náročnosti scény. Najväčší
problém spôsobujú vozidlá jazdiace v tesnej blízkosti. V takomto prípade sú dve
vozidlá vyhodnotené ako jedno vozidlo. V krátkom videu, kde jazdili vozidlá v do-
statočnej vzdialenosti od seba bola zistená 100 percentná úspešnosť detekcie. V ná-
ročnejších scénach len 70,32%. Pre lepší prehlad o detekovaných objektoch boli vlast-
nosti každého objektu zaznamenané a exportované do CSV súboru. S týmito dátami
by bolo možné klasifikovať objekty do tried.
Možnosti ďalšieho rozvoja práce vidím v klasifikácii vozidiel do tried, vyriešení
kolízie objektov v scéne. Priestor pre zlepšenie taktiež vidím v optimalizácii algo-
ritmu a pridaním podpory akcelerácie grafickej karty.
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ZOZNAM SYMBOLOV, VELIČÍN A SKRATIEK
CSV Hodnoty oddelené čiarkami – Comma-separated values
ID Identifikátor – Identifier
GUI Grafické užívateľské rozhranie – Graphical User Interface
KLT Kanade-Lucas-Tomasi algoritmus – Kanade-Lucas-Tomasi tracker
GMM Zmes normálných rozdelení – Gaussian Mixture Model
ROI Oblasť záujmu – Region of Interest
MOG Zmes normálných rozdelení – Mixture of Gaussians
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B NÁVOD K APLIKÁCII
K preloženiu a spusteniu aplikácie sú potrebné nasledujúce nástroje:
• Ubuntu 14.04 64-bit
• OpenCV 2.4.9
• Qt 5.2.1
• Qt Creator 3.0.1
Aplikácia je priložená ako Qt Creator projekt. Pre preklad a spustenie projektu
je potrebné otvoriť súbor s príponou *.pro v Qt Creator.
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