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Abstract
Let AK be an abelian variety with semistable reduction over a strictly
henselian field of positive characteristic with perfect residue class field. We
show that there is a close connection between the pairings of Grothendieck,
Bester/Bertapelle and Shafarevic. In particular, we show that the pairing
of Bester/Bertapelle can be used to describe the p-part of Grothendieck’s
pairing in the semistable reduction case, thus proving a conjecture of
Bertapelle, [Be03].
1 Introduction
Let R be a discrete valuation ring with field of fractions K and residue class field
k. We consider an abelian variety AK over K with dual abelian variety A
′
K and
Ne´ron models A and A′, respectively. In [SGA7], exp. IX, 1.2.1, Grothendieck
constructed a canonical pairing φ × φ′ → Q/Z of groups of components φ of
A and φ′ of A′. Grothendieck’s pairing represents the obstruction to extend
the Poincare´ bundle on AK ×K A′K to a Poincare´ bundle on A ×R A
′. It is
conjectured that this pairing is perfect. Indeed, it can be shown that this
pairing is perfect in the following cases: AK has semistable reduction, [We97],
R is of equal characteristic 0, [SGA7], R has mixed characteristic and a perfect
residue class field, [Beg80], the residue class field k is finite, [McC86].
If k is not perfect, counterexamples can be found, [BB02], corollary 2.5. If
R is of equal characteristic p 6= 0 with infinite, perfect residue class field, there
are only partial results: If AK is of potentially multiplicative reduction, then
Grothendieck’s pairing is perfect, [Bo97].
In this article, we focus on the open case of discrete valuations rings of
equal characteristic p 6= 0 with perfect residue class field k. Since the formation
of Ne´ron models is compatible with unramified base change, without loss of
generality, we may assume that R is complete and strictly henselian.
In this setting, we enlighten the relation of Grothendieck’s pairing to the
pairings of Bester and Shafarevic: The latter pairing
SP: H1(K,AK)(p) × π1(A
′)(p) −→ Q/Z
is constructed in [Sh62] for the prime-to-p-parts. For the prime-to-p-parts, the
relation of the pairings of Grothendieck and Shafarevic is known and can be
summarised in the following exact sequence of pairings:
0 −→
(
Grothendieck’s
pairing
)
−→
(
cup product for
AK,n and A
′
K,n
)
−→
(
Shafarevic’s
pairing
)
−→ 0.
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More precisely, there is the following commutative diagram with exact lines.
The inductive limits vary over all n which are prime to p:
0 ✲ (φA)(p) ✲ lim−→H
1(K,AK,n) ✲ H1(K,AK)(p) ✲ 0
0 ✲ (φA′)∗(p)
GP❄
✲ lim−→H
0(K,A′K,n)
∗
∪❄
✲ π1(A′)∗(p)
SP❄
✲ 0.
The vertical morphisms are induced by Grothendieck’s pairing, by the perfect
cup product ([SGA5], I, 5.1.8) and by Shafarevic’s pairing (cf. [Be03], 4.1, prop.
2 and theorem 2 together with remark 1 on p. 152).
The p-parts of the pairings of Grothendieck and Shafarevic are rather mys-
terious: In order to extend Shafarevic’s pairing to the p-parts of H1(K,AK) and
π1(A
′) in the case of good reduction, Bester constructed a pairing
H2k(R,Apn)×F (A
′
pn) −→ Q/Z
of the kernels of pn-multiplication of the Ne´ron models of an abelian variety of
good reduction and its dual, cf. [Bes78]. Here, H∗k denotes the functor of local
cohomology and F denotes a rather complicated functor constructed by Bester.
In [Be03], Bertapelle generalised Bester’s pairing to the kernels of pn-multi-
plication of abelian varieties with semistable reduction. Using this, she extended
Shafarevic’s pairing to the p-parts in the case of semistable reduction.
Surprisingly, if we replace the cup product in the above diagram by Bester’s
pairing, there is a similar exact sequence of the p-parts of these pairings: (we
still have to assume that AK has semistable reduction)
0 −→
(
pairing of p-parts of
groups of components
)
−→
(
Bester’s
pairing
)
−→
(
Shafarevic’s
pairing
)
−→ 0
(1)
This sequence, of course, has to be read like the above sequence of pairings.
The first pairing of this sequence is a perfect pairing of the p-parts of groups
of components of A and A′. Bertapelle conjectured that this pairing coincides
with Grothendieck’s pairing. We will prove this conjecture.
In a final step, we show that the pairing of Shafarevic can be seen as a
higher-dimensional analogue of the pairing of Grothendieck. To make this ex-
plicit, we generalise Bester’s functor F to some kind of “derived functor”. In
this view, the pairings of Grothendieck, Bester and Shafarevic induce a duality
of the homotopy and local cohomology of A.
In order to prove the conjecture of A. Bertapelle, we need to gain a deep
understanding of Bester’s pairing. Bester uses cup products in the derived
category to construct his pairing. Since there are no references to (derived)
cup products on arbitrary sites in the literature, we start by developing such a
theory in greater generality as for example in [EC], V, §1, prop. 1.16.
In the third section we use the theory of derived cup products to analyse
Bester’s pairing and compare it to the pairing of Grothendieck. For this result
we use the technique of rigid uniformisation of abelian varieties: The duality
of AK and A
′
K induces a monodromy pairing, which – on the one hand – is
compatible with the pairing of Grothendieck and – on the other hand – allows
for a connection to cup products and thus, for a connection to the pairing of
Bester.
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2 Cup Products in the Derived Category
2.1 ∪-Functors
Let S be a category of sheaves, e. g. the category of abelian sheaves on a
Grothendieck topology. Under some hypothesis (cf. [EC], V, §1, prop 1.16) one
can extend a functorial pairing of left exact functors f∗A × g∗B → h∗(A  B)
to a cup product
Rrf∗A× R
sg∗B → R
r+sh∗(AB)
of the derived functors for every r, s ∈ N which is compatible with the connecting
morphisms d and such that for r = s = 0 this is the pairing we started with. It is
known how to construct such cup products in the case of Cˇech cohomology using
Cˇech cocycles ([EC], V, §1, remark 1.19) and in the case of group cohomology
([Br], V.3) using the Bar resolution. To clarify these various cup products and
their relations, we will develop a theory of derived cup products in arbitrary
abelian categories A .
When working with derived categories, we will mainly work in the derived
category of complexes that are bounded from below, D+A , that is, we require
that for every complex X ∈ D+A there exists n ∈ Z such that for all i < n we
have Hi(X) = 0.
In general, a left exact functor f∗ : A → B does not extend without more ado
to the derived category. To remedy this defect, one constructs the derived func-
tor Rf∗. This functor turns distinguished triangles into distinguished triangles.
Moreover, it is equipped with a functorial, universal morphism Q◦f∗ → Rf∗◦Q,
for the canonical quotient functor Q : K+A → D+A , from the category of com-
plexes up to homotopy, which are bounded from below, to the derived category.
Composition of functors has a simple description in the setting of derived
categories. If f∗ and h∗ are functors whose composition exists and if f∗ turns
injective objects into h∗-acyclic ones, the following fundamental equation holds:
R(h∗f∗) = Rh∗Rf∗. (2)
Cup products involve tensor products; thus, we require that our abelian
categories are equipped with a tensor product with the usual properties. More
precisely, we require that A and B are symmetric monoidal categories with
respect to a right-exact tensor product, e. g. [MacL], VII, sections 1 and 7.
Since the main application of cup products is sheaf cohomology, we may not
use projective resolutions. However, it is sufficient to consider flat objects and
flat resolutions to construct the derived tensor product: Let us call an object
P ∈ A flat, if P is acyclic for the tensor product. In the category of abelian
groups or abelian sheaves this is the usual notion of flatness.
It is clear that the derived category is again a symmetric monoidal category
with respect to the derived tensor product. It makes things easier, if we require
that the category A has finite Tor-dimension (or finite weak dimension, as in
[CE]), i. e. we require that there exists n ∈ N such that every object has a flat
resolution of length ≤ n. This ensures that the derived tensor product does not
leave the derived category of complexes that are bounded from below, D+A .
For details, see proposition 2.2.8.
Crucial to our construction is the notion of adjoint functors . Let us recall
that a pair of functors (f∗, f∗) is called adjoint, if there exists a functorial
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isomorphism
Hom(f∗A,B) −→∼ Hom(A, f∗B)
for every pair of objects, A, B. The property of adjointness has many useful
consequences: The right adjoint functor f∗ preserves all limits and the left
adjoint functor f∗ preserves all colimits ([MacL], V, 5, theorem 1); in particular,
f∗ is left exact and f
∗ is right exact. If f∗ is even exact, then f∗ preserves
injective objects. Moreover, every pair of adjoint functors induces functorial
adjunction morphisms f∗f∗ → id and id→ f∗f
∗.
When we speak of a functor f : A → B of monoidal categories, we do not
require that f is compatible with the tensor product.
2.1.1 Definition. (Cup-Pairing of Functors) Let f , g and h be three func-
tors of monoidal categories A → B.
(i) A cup-pairing of functors f ∪ g → h is a functorial morphism
fA gB −→ h(AB)
for every pair of objects A,B ∈ A .
(ii) A cap-pairing of functors1 h→ f ∩ g is a functorial morphism
h(AB) −→ fA gB
for every pair of objects A,B ∈ A .
If f ∪ g → h is a cup-pairing, we call the corresponding functorial morphism
fA  gB → h(A  B) the cup-pairing morphism. Accordingly, we call the
corresponding morphism of a cap-pairing the cap-pairing morphism. The central
lemma in our further argumentation is the following:
2.1.2 Lemma. Let f∗, g∗ and h∗ be right adjoint to f
∗, g∗ and h∗. Then
every cup-pairing of functors f∗ ∪ g∗ → h∗ induces a cap-pairing of functors
h∗ → f∗ ∩ g∗ and vice versa. These constructions are inverse to each other.
Proof. The adjunctions id → f∗f∗ and id → g∗g∗ induce together with the
pairing morphism the morphism A  B → f∗f∗A  g∗g∗B → h∗(f∗A  g∗B).
Since h∗ and h∗ are adjoint, this composition induces the cap-pairing morphism
h∗(AB)→ f∗A g∗B. By “adjoint” arguments, every cap-pairing morphism
induces a cup-pairing morphism of functors. A lengthy calculation shows that
these constructions are inverse to each other; it uses arguments as in [MacL],
IV, 1, proof of theorem 2, part (v). 
With these preparations, we can isolate a class of functors that admit cup-
products:
2.1.3 Definition. (∪-functor) Let f∗ : A → B be a functor of monoidal abelian
categories. It is called a pre-∪-functor, if
(∪1) f∗ has a left adjoint f∗ with the following properties:
(∪2) f∗ is exact and preserves flat objects.
1Although the cup-pairing or the cup-product is related to the cup-product of algebraic
topology, we have chosen the notion of a “cap-pairing” for duality reasons. It has nothing to
do with the cap-product of algebraic topology.
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A pre-∪-functor f∗ together with a cup-pairing f∗∪f∗ → f∗ is called a ∪-functor.
In the case of a ∪-functor, we will omit the pairing in the notation. In our
applications, it will always be clear, which pairing the functor is equipped with.
Notation. Whenever f∗ is a pre-∪-functor, let us denote by f∗ its left adjoint.
The ∪-functors we have defined enjoy the following properties: Due to (∪1),
the functor f∗ is left exact; due to (∪2), it preserves injective objects. Hence,
compositions of ∪-functors can be described by the Grothendieck spectral se-
quence. Moreover, since f∗ is exact, it coincides with its derived functor Lf∗,
i. e., by X 7→ f∗X , the functor f∗ defines a well-defined functor of derived
categories.
Let us continue with some general adjointness properties in the derived cat-
egory:
2.1.4 Proposition. Let f∗ be a pre-∪-functor with left adjoint f∗. Then, there
are the following canonical isomorphisms:
(i) RHom(f∗X,Y ) −→∼ RHom(X,Rf∗Y ).
(ii) Hom(f∗X,Y ) −→∼ Hom(X,Rf∗Y ).
Proof. Since f∗ and f∗ are adjoint and f∗ preserves injective objects, the first
assertion is (2). Moreover, we have Hom(X,Y ) = H0(RHom(X,Y )), hence (ii).

We need the following simple lemma to prove our main theorem:
2.1.5 Lemma. Let f∗, g∗ and h∗ be exact functors A → B with the property
that g∗ respects flat objects. Then every cap-pairing h∗ → f∗ ∩ g∗ extends to a
cap-pairing in the derived category, that is, the cap-pairing induces a functorial
morphism
h∗(X L Y ) −→ f∗X L g∗Y
for complexes X,Y ∈ D+A .
Proof. Let P → Y be a quasi-isomorphism with a complex P consisting of
flat objects. Since g∗ respects flat objects, we have morphisms h∗(X L Y ) =
h∗(X  P )→ f∗X  g∗P = f∗X L g∗Y . 
2.1.6 Theorem. (Cup product) Let f∗ ∪ g∗ → h∗ be a cup-pairing of pre-∪-
functors A → B.
(i) There exists a cup-pairing Rf∗∪Rg∗ → Rh∗, i. e. there exists a functorial
morphism, the derived cup product,
Rf∗X 
L Rg∗Y −→ Rh∗(X 
L Y ),
for complexes X and Y in the derived category.
(ii) This morphism induces the cup product
∪ : Rrf∗A R
sg∗B −→ R
r+sh∗(AB)
for objects A,B ∈ A and every pair of integers r, s ∈ N, with the follow-
ing properties:
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(iii) for r = s = 0, this is the pairing of functors we started with and it is
compatible with exact sequences in the following sense:
(iv) Let 0 → A′ → A → A′′ → 0 be an exact sequence in A let B ∈ A be
another object. There is a commutative diagram
Rrf∗A
′′  Rsg∗B ✲ Rr+sh∗(A′′ B)
Rr+1f∗A
′  Rsg∗B
❄
✲ Rr+s+1h∗(A′  B)
❄ (3)
and a diagram, which commutes up to sign, with interchanged roles of
the exact sequence and B.
By the properties (iii) and (iv), the cup product is uniquely determined.
Proof. The cup-pairing of f∗ ∪ g∗ → h∗ induces a cap-pairing h∗ → f∗ ∩ g∗
by lemma 2.1.2. Using lemma 2.1.5, this cap-pairing extends to the derived
category. By lemma 2.1.2, the derived cap-pairing induces the cup-pairing Rf∗∪
Rg∗ → Rh∗. This is the derived cup product. Let us now take the (r + s)-th
cohomology of the derived cup product. Together with the canonical morphism
AL B → AB this induces
Hr+s(Rf∗A
L Rg∗B) −→ R
r+sh∗(A
L B) −→ Rr+sh∗(AB).
There exists a canonical morphism α, [CE], IV, §6, proposition 6.1:
α : Rrf∗A R
sg∗B −→ H
r+s(Rf∗A
L Rg∗B). (4)
The composition of those morphisms is the cup product. This is the construction
of the cup product. Now, let us prove its properties: For r = s = 0, we show that
this morphism coincides with the cup-pairing we started with: Let A,B ∈ A
and consider the following commutative diagram in the derived category
h∗(f∗A g∗B) ✲ f∗f∗A g∗g∗B ✲ AB
h∗(f∗A
L g∗B)
✻
✲ f∗f∗AL g∗g∗B
✻
✲ AL B
✻
h∗(Rf∗A
L Rg∗B)
❄
✲ f∗Rf∗AL g∗Rg∗B
❄
✲ AL B.
ww
It is induced by the canonical morphisms “L → ” and f∗ → Rf∗ (and for
g∗ accordingly). Again, we use the fact that the exact functors f
∗, g∗ and h∗
define functors on the level of derived categories. Since Rh∗ is right adjoint to
h∗, this diagram induces
f∗A g∗B ✲ Rh∗(AB)
f∗A
L g∗B
ϕ✻
✲ Rh∗(AL B)
✻
Rf∗A
L Rg∗B
❄
✲ Rh∗(AL B).
ww
If we take the 0-th cohomology, the morphism ϕ induces an isomorphism, and we
see that for r = s = 0 the cup product morphism of (ii) coincides with the cup-
pairing we started with. Finally, we show that the cup product is compatible
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with exact sequences. Every exact sequence induces a triangle A′ → A→ A′′ →
A′[1]. This triangle induces the following morphism of triangles:
Rf∗A
′ L Rg∗B ✲ Rh∗(A′ L B)
Rf∗A
L Rg∗B
❄
✲ Rh∗(AL B)
❄
Rf∗A
′′ L Rg∗B
❄
✲ Rh∗(A′′ L B)
❄
Rf∗A
′[1]L Rg∗B
❄
✲ Rh∗(A′[1]L B).
❄
By means of the morphism α and the canonical morphism “L → ”, the last
square induces a diagram
Rrf∗A
′′  Rsg∗B ✲ Rr+sh∗(A′′ B)
Rr+1f∗A
′  Rsg∗B
❄
✲ Rr+s+1h∗(A′ B).
❄
To prove that the cup product is uniquely determined by these properties, con-
sider a sequence 0 → A → I → Z → 0 with an f∗-acyclic object I. Since
Rrf∗I = 0 for r ≥ 1, the left vertical morphism is bijective for r ≥ 1 and sur-
jective for r = 0. Inductively, we can infer that the cup product morphisms are
uniquely determined by property (iii) and (iv). 
Remark. In the category of sheaves, we will study another possibility to con-
struct the morphism α. That is why we do not study the morphism α in detail,
here. In fact, the existence proof for α, which is given in [CE], is categorial.
The proof of the theorem shows that the cup product is a natural morphism.
This fact is not visible if one constructs cup products as in [EC], V, §1, proposi-
tion 1.16. Moreover, the fundamental properties of cup products as in (iii) and
(iv) turn out to be formal properties of a morphism in the derived category.
Finally, we show that composition of ∪-functors is compatible with composition
of cup products:
2.1.7 Proposition. Let h∗, f∗ and g∗ be ∪-functors with g∗ = h∗f∗. If their
cup-pairing morphisms are compatible, i. e., if the canonical diagram
g∗A g∗B ✲ g∗(AB)
(h∗f∗A) (h∗f∗B)
ww
✲ h∗(f∗A f∗B) ✲ h∗f∗(AB)
ww (5)
commutes, then the cup-products of Rh∗, Rf∗ and Rg∗ are compatible, that is
the following diagram commutes:
Rg∗X 
L Rg∗Y
∪g ✲ Rg∗(X L Y )
(Rh∗Rf∗X)
L (Rh∗Rf∗Y )
ww
∪h✲ Rh∗(Rf∗X L Rf∗Y )
Rh∗∪f✲ Rh∗Rf∗(X L Y ).
ww

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2.1.8 Corollary. Let h∗ and f∗ be ∪-functors. If the composition g∗ := h∗f∗
exists, then this composition is a ∪-functor and it is compatible with cup prod-
ucts, i. e., the conclusion of the above proposition holds.
Proof. Since h∗ and f∗ have exact left adjoints f
∗ and h∗, the composition g∗
has an exact left adjoint g∗ := f∗h∗, which clearly respects flat objects. The
cup pairings for h∗ and f∗ induce a cup pairing for g∗ by diagram (5). 
In the case that the cup-pairing-morphism of the composition g∗ = h∗f∗
is compatible with the cup-pairing morphisms of the functors h∗ and g∗, we
will say that the cup-pairings of h∗, f∗ and g∗ are compatible. As an important
computational tool we can construct the following pairing of spectral sequences:
2.1.9 Corollary. Let h∗, f∗ and g∗ = h∗f∗ be three cup-functors with compat-
ible cup-pairings. Then there is the following commutative diagram of pairings
of spectral sequences:
Rr1h∗R
s1f∗A × R
r2h∗R
s2f∗B ✲ Rr1+r2h∗Rs1+s2f∗(AB)
Rr1+s1g∗A
w
× Rr2+s2g∗B
w
✲ Rr1+s1+r2+s2g∗(AB)

for objects A and B, where the horizontal morphisms are induced by cup prod-
ucts. 
2.2 Flat Sheaves
In this section, we give a brief survey on flat sheaves and flat resolutions for the
category of abelian sheaves on an arbitrary Grothendieck topology. In contrast
to the exposition of flat sheaves e. g. in [RD] or [KS] we will not use stalks.
In the following, we will use the tensor product both in the category S of
sheaves and in the category P of presheaves. Although we will use the same
notation, it will be clear in which category we are working and, therefore, which
tensor product we refer to. Remember that the sheaf tensor product is obtained
from the presheaf tensor product by sheafification: If s : P → S denotes the
sheafification functor and if i : S → P denotes the inclusion functor, we have
AB = s(iA iB) for sheaves A and B.
To begin with, recall that an abelian group P is flat if and only it is torsion
free ([CA], I, §2.5, prop. 3). This fact generalises to the category of abelian
sheaves and presheaves.
2.2.1 Definition. (Torsion Free Sheaf) Let A be a sheaf (or presheaf) of
abelian groups. It is called torsion free if the multiplication morphism n : A→ A
is a monomorphism for every integer n ≥ 1.
Obviously, a (pre)sheaf A is torsion free if and only if the groups A(U) are
torsion free for every U . This is the key to the following proposition:
2.2.2 Proposition. Let P be an abelian sheaf or a presheaf. Then P is flat if
and only if it is torsion free.
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Proof. Let P be a flat sheaf or a flat presheaf. Tensoring it with the exact
sequence 0 → Z → Z → Z/n → 0 shows that it is torsion free. To prove
the other implication, recall that the group of sections over U of the tensor
product of presheaves A and B is defined to be A(U)  B(U). Therefore,
the characterisation of flat groups as torsion free groups implies the converse
implication in the category of presheaves. It remains to show the implication
“torsionfree” ⇒ “flat” for sheaves: let P be a torsion free sheaf. The functor
−  P is equal to s(i − iP ). This functor preserves monomorphisms. Hence
P is flat. 
This simple characterisation of flatness is the key to the following assertions
about flat sheaves of abelian groups.
2.2.3 Corollary. Let P be a flat sheaf (or presheaf) of abelian groups.
(i) Every subsheaf of P is flat,
(ii) the sheafification of P is flat, and
(iii) H0(X,P ) is a flat group for every object X of the site.
Proof. Using the characterisation of flat sheaves, it is clear that a subsheaf of
a flat sheaf is flat. Let P be a flat presheaf and let T be any sheaf of abelian
groups. The calculation
HomS (sP  F, T ) = HomS (sP,Hom(F, T ))
= HomP(P,Hom(iF, iT ))
= HomP(P  iF, iT )
= HomS (s(P  iF ), T )
shows that the functor (sP −) = s(P  i−) respects monomorphisms. Hence,
sP is flat. Finally, (iii) is trivial. 
Let f be an arbitrary morphisms of sites. In our applications we are inter-
ested in the case of the morphism “change of topology” (e. g. Rfl → Re´t) and
in the case of “restriction of site” (e. g. the morphism induced by SpecK →֒
SpecR) These morphisms induce functors f∗ and f∗. We want to study their
flatness preserving properties.
2.2.4 Lemma. Let (Pi)i∈I be a directed system of flat groups. The group lim−→Pi
is flat.
Proof. Since the inductive limit is exact and commutes with tensor products,
the functor − lim−→Pi is isomorphic to the exact functor lim−→(− Pi). 
Of course, the same is true for a directed limit of flat sheaves.
2.2.5 Proposition. Let P be a flat sheaf, then f∗P and f∗P are flat.
Proof. Due to proposition 2.2.2, the assertion for the case of the functor f∗ is
trivial. Things are more complicated for the case of the functor f∗ induced by
a morphism f : S → S′ of sites. Let P be a flat sheaf on S′. In a first step to
obtain f∗P from P , we have to extend the sheaf P to a presheaf on S. Then
we sheafify this presheaf to get the sheaf f∗P : The presheaf-extension to S is
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given by the presheaf T 7→ lim−→P (T ) for some inductive system, cf. [EC], II, §2,
prop. 2.2 and the following remarks. According to the above lemma, this limit
is a flat group, thus, the presheaf is flat, thus, the associated sheaf is flat. 
The above proof gets easier, if j : Y → X is a restriction map, i. e. if j belongs
to the category of the Grothendieck topology. In this case, j∗P is the restriction
of P to Y ; this sheaf is clearly flat.
In “classical” sheaf theory we can argue with stalks to prove various prop-
erties of flat sheaves, e. g. [KS], proposition 2.4.12. In the general setting, the
functor j! is of great help (cf. [EC], II, §3, remark 3.18). Let j : Y → X be a
morphism of schemes that belongs to the category of the Grothendieck topology.
It induces a functor j!, extension by 0, between presheaf categories PY → PX
as follows: Let F be a presheaf over Y . We set
(j!F )(T ) =
⊕
ϕ∈HomX (T,Y )
F (Tϕ)
for every X-scheme T . Here Tϕ is the scheme T , regarded as an Y -scheme by
means of ϕ. By sheafification, this functor induces a functor of the appropriate
categories of sheaves. We will denote this functor by j!, too. It has the following
fundamental properties.
2.2.6 Lemma.
(i) The functor j! is left adjoint to j
∗,
(ii) j! is exact (in particular, the functor j
∗ preserves injective objects) and
(iii) we have j!Z F = j!j
∗F for every sheaf F . In particular, j!Z is flat.
Proof. (i) and (ii) are [EC], II, §3, remark 3.18. A calculation, similar to the
proof of 2.2.3, shows that the functor j!Z− is isomorphic to the exact functor
j!j
∗. 
We have now collected all technical facts about flat sheaves that we will need
in the following. Let us continue with flat resolutions and their properties:
2.2.7 Proposition. Let S be a category of sheaves of abelian groups and let
F be a sheaf. Then there exists an exact sequence
0 −→ P1 −→ P0
ε
−→ F −→ 0
with flat sheaves P0, P1.
This lemma generalises the appropriate property for the category of abelian
groups: The Tor-dimensions (or weak dimension as in [CE]) of the categories of
abelian groups, abelian presheaves and abelian sheaves are ≤ 1.
Proof. For every object U of the Grothendieck topology with structure mor-
phism j : U → X , the sheaf j!Z is flat. We define an epimorphism of presheaves
and thus of sheaves
ε : P0 :=
⊕
j : U→R
s∈F (U)
j!Z 7−→ F
by 1 7→ s ∈ F (U) for the component (j : U → R, s). As the the sheaf
⊕
j!Z is
flat, the kernel P1 := ker ε it is flat, too. 
10
Remark. For later use, let us remark that this proposition and lemma 2.2.6
imply that the category P of abelian presheaves has enough projectives in form
of the presheaves j!Z: Since the presheaf functor j
∗ is exact, the presheaf functor
j! preserves projectives. In fact, we have Hom(j!Z, F ) = F (U); this functor is
exact on the category of presheaves. Since flat sheaves need not be projective,
we cannot expect that every sheaf has a projective resolution of length 1.
2.2.8 Proposition. Let ∗ ∈ {b,+,−, ∅} and let X ∈ D∗S be a complex. Then,
there exists a quasi-isomorphism P → X with a complex P ∈ D∗S consisting
of flat sheaves. In particular, for any complex, bounded from below, there exists
a quasi-isomorphism P → X with a complex P of flat sheaves that is bounded
from below.
Proof. This is a special case of a more general result. Cf. [KS], chapter I, exc.
I.23. 
Using this result, it is easy to work with the derived tensor product. Re-
member that ALB is obtained by choosing a quasi-isomorphism P → B with
a complex P consisting of flat sheaves and setting ALB := AP . The above
proposition implies that in this process we do not leave the category of com-
plexes bounded from below. Thus, we have a convergent spectral sequence to
compute the hypercohomology of double complexes obtained from the derived
tensor product.
Finally, we want to construct the Ku¨nneth spectral sequence. Unfortunately,
proofs for the existence of the Ku¨nneth spectral sequence can only be found for
categories with enough projectives, e.g˙. for module categories, [EC], XVII, §3,
(iv) or [G], I, §5, theorem 5.5.1. These proofs do not generalise without more
ado to the category of sheaves.
2.2.9 Proposition. Let X and Y be complexes of sheaves. There exists the
homological Ku¨nneth spectral sequence
E2r,s =
⊕
s1+s2=s
Torr(Hs1(X),Hs2(Y )) =⇒ Er+s = Hr+s(X 
L Y ).
Proof. In a first step, we prove the existence of the Ku¨nneth spectral sequence
in the category P of presheaves. The proof given in [G], I, §5, theorem 5.5.1 (or
5.4.1, respectively) is purely categorial and rests on the existence of (projective)
Cartan-Eilenberg resolutions. Since P has enough projectives (remark on page
11), we can construct a projective Cartan-Eilenberg resolution (in [G] those
resolutions are called “re´solution injective” or “re´solution projective”, respec-
tively) in P and construct the Ku¨nneth spectral sequence for the complexes of
presheaves iX and iY as it is shown there.
Since the functor of sheafification is exact, and since tensor products and
flat sheaves are compatible with sheafification, we sheafify the Ku¨nneth spectral
sequence in the category P to obtain a spectral sequence in the category S of
sheaves. Routine verifycations show that this spectral sequence has the right
E2 and limit terms and thus is the Ku¨nneth spectral sequence in the category
of abelian sheaves. 
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Remarks.
(i) Since the Tor-dimension of the categories of abelian sheaves and pre-
sheaves is 1 by proposition 2.2.7, the Ku¨nneth spectral sequence collapses
to a family of exact sequences
0→
⊕
s1+s2=s
Hs1(X)Hs2(Y )→ Hs(X
LY )→
⊕
s1+s2=s−1
Tor1(Hs1(X),Hs2(Y ))→ 0.
(ii) The first edge morphism induces the morphism α of (4). For this equality
cf. [CE], XVII, §3, proposition 3.1.
2.3 Cup Products in the Category of Abelian Sheaves
In this section, we study some fundamental functors of sheaf cohomology. It is
an important observation that they all come along as adjoint functors. Using
the theory of ∪-functors, we will see that they all admit cup products. In our
applications, we are mainly interested in sheaves on the e´tale and the flat site
of a discrete valuation ring R, so let us adopt our notation to this situation. If
nothing else is specified, we are working with a fixed site over R with its abelian
category of abelian sheaves. Of course, all these results are true for the category
of abelian sheaves on any site or topological space.
The following facts are well-known, e. g. [EC].
2.3.1 Proposition. The following pairs of functors are adjoint:
(i) Sheafification s : P → S and inclusion i : S → P for the category of
abelian sheaves on any fixed site.
(ii) f∗ and f∗ associated to the canonical morphism f : Rfl → Re´t.
(iii) j∗ and j∗ for a morphism j : Y → X of schemes.
(iv) The functors “constant R-sheaf” G 7→ G˜ and H0(R,−).
(v) The functor G 7→ i∗G˜ and H0k(R,−) := ker(H
0(R,−) → H0(K,−)), the
functor “sections with support over k” of local cohomology,2 with respect
to the closed immersion i : Spec k →֒ SpecR. 
It is common to denote the functor H0(R,−) by Γ and to denote its derived
functor in the sense of derived categories by RΓ. Moreover, let us write Γk for
the functor H0k(R,−) and RΓk for its derived functor.
In fact, even the functors of (i) and (iv) can be seen as an incarnation
of a functor associated to a morphism of sites: Let C be the category of the
Grothendieck topology T. Then the category C with trivial coverings defines
a Grothendieck topology. Let us denote this topology by C again. There is
a canonical morphism C → T. This morphism induces the functors s and i.
To study the functor of (iv), consider the morphism h : {∗} → (Schemes/R),
∗ 7→ R. Then h∗ is the functor “constant sheaf” and h∗ is the functor H0(R,−).
There are the following extended adjointness properties for the functors (i)
– (iv) and for the tensor product with its adjoint Hom .
2.3.2 Proposition. Let ϕ∗ be one of the functors of proposition 2.3.1, (i) –
(iv). There are canonical isomorphisms
(i) ϕ∗ Hom(ϕ
∗X,Y ) −→∼ Hom(X,ϕ∗Y ).
2For a brief introduction to local cohomology, see e. g. [LC].
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(ii) Hom(X  Y, Z) −→∼ Hom(X,Hom(Y, Z)).
(iii) Hom(X  Y, Z) −→∼ Hom(X,Hom(Y, Z)),
for suitable sheaves or complexes of sheaves. These isomorphisms extend to the
derived category:
(iv) Rϕ∗ RHom(ϕ
∗X,Y ) −→∼ RHom(X,Rϕ∗Y ).
(v) RHom(X L Y, Z) −→∼ RHom(X,RHom(Y, Z)).
(vi) RHom(X L Y, Z) −→∼ RHom(X,RHom(Y, Z)),
for suitable complexes X,Y, Z in the derived category. Moreover, the functors
L and RHom are adjoint:
(vii) Hom(X L Y, Z) −→∼ Hom(X,RHom(Y, Z)).
To prove this proposition, we need the following well-known lemma
2.3.3 Lemma. Let P be a flat sheaf and let I be an injective sheaf. Then, the
sheaf Hom(P, I) is injective.
Proof. Indeed, by the adjunction formula, the functor Hom(−,Hom(P, I)) is
isomorphic to the exact functor Hom(−  P, I); hence, Hom(P, I) is injective.

Proof of proposition 2.3.2. The isomorphisms of (i) – (iii) are well-known:
[EC], II, 3.22 for (i), ibid. 3.19 for (iii). Let us continue with the “derived”
isomorphisms: To show (iv), we can assume that X consists of flat, and Y of
injective objects. By lemma 2.3.3, the sheaf Hom(f∗X,Y ) is injective and the
formula is (i). In the same way, we can show (v) and (vi). Let Z be a complex
of injective objects and let Y be a complex of flat objects. Then, the formulas
of (v) and (vi) are the formulas of (ii) and (iii). Finally, by taking the 0-th
cohomology of (vi) we get (vii). 
2.3.4 Proposition. The functors of proposition 2.3.1 are ∪-functors.
Proof. It is known that the corresponding left adjoint functors are exact, [EC],
II, introduction to §3 with II, §2, 2.6. Using the characterisation of flat groups
and flat sheaves being torsion free, it is clear that the functor G 7→ G˜ preserves
flats objects. Using proposition 2.2.5, it follows that the functors G 7→ i∗G˜, f∗
and j∗ preserve flat objects, too. Finally, we have to construct canonical cup-
pairings. In the case of the functors of (i) – (iv) of proposition 2.3.1, the functor
ϕ∗ even commutes with tensor products, i. e., there exists a canonical cap-pairing
morphism ϕ∗(AB) −→∼ ϕ∗A ϕ∗B. By lemma 2.1.2, this isomorphism gives
rise to the desired cup-pairing.
Finally, let us show that the functor H0k(R,−) is equipped with a canonical
cup-pairing. Consider the commutative diagram with exact second line
H0k(R,A)H
0
k(R,B) ✲ H
0(R,A)H0(R,B) ✲ H0(K,A)H0(K,B)
0 ✲ H0k(R,A B)
❄
✲ H0(R,AB)
❄
✲ H0(K,AB)
❄
Keep in mind that the first line needs not to be exact. However, it is a complex.
The second and third vertical morphisms are the cup-pairings of H0(R,−) and
H0(K,−). 
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Since the functors of proposition 2.3.1 are ∪-functors, they admit cup prod-
ucts by theorem 2.1.6:
2.3.5 Theorem. Let ϕ∗ be any of the left adjoint functors of proposition 2.3.1.
There is a canonical morphism Rϕ∗X 
LRϕ∗Y → Rϕ∗(XL Y ) for complexes
X, Y in the derived category D+Se´t. It induces morphisms
Rrϕ∗A R
sϕ∗B −→ R
r+sϕ∗(AB)
for sheaves A, B with the properties of theorem 2.1.6. 
Remark. By the adjunction of RHom and L, the cup product morphism is
the same as a morphism
Rϕ∗A −→ RHom(Rϕ∗B,Rϕ∗(A
L B)),
which, again, we will refer to as the cup product.
It is an easy calculation to show that this cup product coincides with the
product that is constructed in [EC], V, §1, proposition 1.16 using Godement
resolutions. In fact, we have already proven this fact implicitly in theorem
2.1.6: Both products share the same properties that characterise a cup product.
2.4 The Cup Product of Cˇech Cohomology
In some cases, Cˇech cohomology can be used to compute the “true” derived
functor cohomology groups H∗(X,−). In this section, we show that in this cases
the cup product, which is defined on Cˇech cocycles, can be used to compute the
cup product of derived functor cohomology. Remember that the Cˇech functors
Hˇ∗(U,−) for a covering U of U and Hˇ∗(U,−) are universal, cohomological δ-
functors on the category P of presheaves, [A62], theorem 3.1. For a sheaf
F , both groups Hˇ0(U, iF ) and Hˇ0(U, iF ) coincide with the group H0(U, F ).
Thus, the relation between Cˇech cohomology and derived functor cohomology
is described by the Cˇech spectral sequences
Hˇr(U,RsiF ) =⇒ Hr+s(U, F ) and Hˇr(U,RsiF ) =⇒ Hr+s(U, F ) (6)
for the inclusion functor i : P → S . Before we can state the first lemma, we
need some notations: Let U = (Ui
ji
−→ U)i∈I be a covering. By ji0,...,in , we
denote the morphism Ui0 ×U . . . ×U Uin → U . For an abelian group G, we
denote by G˜ the constant presheaf associated to G.
2.4.1 Lemma. Let U be a covering of U . The canonical sequence of presheaves
CU(Z) : . . .
−→−→−→−→
⊕
i0,i1,i2∈I
(ji0,i1,i2)!Z˜
−→−→−→
⊕
i0,i1∈I
(ji0,i1)!Z˜ −→−→
⊕
i∈I
(ji)!Z˜
is a projective resolution of the cokernel of the latter pair of morphisms in the
category P of presheaves. We will denote this cokernel by cUZ. This presheaf
is flat.
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Proof. This is [A62], proof of theorem 3.1 for the proof that the sequence is
acyclic and the remark on page 11 that it consists of projectives. In [A62], ibid,
it is shown that for V → U this sequence induces a canonical, exact sequence
. . . −→
⊕
S×S×S
−→
⊕
S×S
Z −→
⊕
S
Z
for a set S, depending on V . The cokernel of the last map, cUZ(V ), is trivial if
S is empty and it is isomorphic to Z otherwise. Hence, this presheaf is flat. 
In [A62], proof of theorem 3.1 it is shown that this complex induces the Cˇech
complex via Cˇ(U, F ) = Hom(CU(Z), F ). This resolution will play an important
role in the following. Moreover, since the functor Hom(−, F ) is left exact, we
have
Hˇ0(U, F ) = H0(Cˇ(U, F )) = Hom(cUZ, F ). (7)
This means that the Cˇech functor is represented by the presheaf cUZ.
2.4.2 Proposition. Let U = (Ui → U)i∈I be a covering.
(i) The Cˇech functor Hˇ0(U,−) is a ∪-functor.
(ii) In particular, there exists a cup product for ΓˇU := Hˇ
0(U,−).
(iii) This cup product induces a cup product for the Cˇech functor Γˇ := Hˇ0(U,−).
Proof. Let us prove that Hˇ0(U,−) has a left adjoint. We define the functor
“constant presheaf with respect to the covering U”, cUG, for an abelian group
G by
cUG := G˜ cUZ,
where G˜ is the constant presheaf associated to G. An easy calculation using
equation (7) shows that the functor cU is left adjoint to the Cˇech functor.
Since cUZ is flat, the functor cU is exact. Since the presheaf cUZ consists of
the group Z or 0 at every level, the tensor product cUZ cUZ is isomorphic to
cUZ. In particular, there is a canonical isomorphism
cU  (F˜  G˜) −→
∼ (cUZ F˜ ) (cUZ G˜), (8)
This can be regarded as a cap-pairing cU → cU ∩ cU and, thus, there is a cup-
pairing ΓˇU ∪ ΓˇU → ΓˇU.
These facts imply that ΓˇU admits a cup product. Now, Γˇ is defined to be
lim−→U
ΓˇU, where the limit varies over all coverings U of U . By this limit we define
the cup product for the Cˇech-functor Γˇ. Remember that lim−→ turns flat sheaves
into flat sheaves, remark after proposition 2.2.4. Consequently, taking the direct
limit is compatible with the derived tensor product. This way, we obtain the
cup product for Γˇ. 
We want to describe the cup product of the Cˇech functor: The cap-pairing
morphism of (8) for G = F = Z can be extended to a canonical pairing of the
resolutions:
Cr+s
U
(Z) −→ Cr
U
(Z) Cs
U
(Z)
ei0,...,ir+s 7−→ ei0,...,ir  eir,...,ir+s .
In particular, for r = s = 0 this pairing induces the isomorphism cUZ −→
∼ cUZcUZ of the above proof. Moreover, this pairing induces a pairing of Cˇech
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complexes as follows: Let a = (a0, . . . , ar) ∈ Cr(U, A) and let b = (b0, . . . , bs) ∈
Cs(U, B). Their image in Cr+s(U, F  G) is given by the Alexander-Whitney
formula:
(a ∪ b)i0,...ir+s = ai0,...ir  bir ,...ir+s , (9)
cf. [EC], V, §1, remark 1.19. This suggests that the cup product of Cˇech coho-
mology is given by the Alexander-Whitney formula and, in the case that sheaf
cohomology is given by Cˇech cohomology, even the cup product is given by (9).
We are going to prove these facts in the following.
2.4.3 Proposition. The cup product defined on Cˇech cocycles by the Alexander-
Whitney-formula agrees with the cup product of the ∪-functor Hˇ0(U,−).
Proof. The complex CU(Z) is a projective resolution of cU(Z). Since Hˇ
0(U, F ) =
Hom(cU(Z), F ), there are canonical isomorphisms
RΓˇUF −→
∼ RHom(cU(Z), F ) −→
∼ Hom(CU(Z), F ) −→
∼ C(U, F ). (10)
The derived cup product of ΓˇU can therefore be written as the following mor-
phism in the derived category:
Hom(CU(Z), F )
L Hom(CU(Z), G) −→ Hom(CU(Z), F 
L G). (11)
Let us replace F and G by flat, i. e. torsion free, resolutions. Then, the complex
Hom(CU(Z), F ) consists of direct sums of flat summands F (Ui) for morphisms
Ui → U . Hence, it consists of flat groups. Consequently, we can replace the
derived tensor product L by the ordinary tensor product . Consequently, the
morphism is given by the Alexander-Whitney formula. 
Let us emphasise that equation (10) states that the derived functor RΓU of
the Cˇech functor actually is the Cˇech complex relative to the covering U.
Remark. Using the same arguments, we can show that cup products of group
cohomology can equivalently be defined by ∪-functors and by the Alexander-
Whitney formula on the Bar resolution, cf. [Br], V.3.
By Cˇech cohomology, we refer to the cohomology with respect to the functors
Hˇ∗(U,−) and Hˇ∗(U,−). We say that Cˇech cohomology and derived functor
cohomology agree in dimension r if the edge morphism
Hˇr(U, F ) −→ Hr(U, F ) or Hˇr(U, F ) −→ Hr(U, F )
of the Cˇech spectral sequence (6) is an isomorphism. For example, this is the
case for the latter edge morphism for r = 0, 1 .
2.4.4 Theorem. If Cˇech cohomology agrees with derived functor cohomology,
the cup product of Cˇech cohomology agrees with the cup product of derived func-
tor cohomology. In particular, it can be calculated by the Alexander-Whitney-
formula.
Proof. For the case of Hˇ∗(U,−), this is corollary 2.1.9 and proposition 2.4.3. In
the case of Hˇ∗(U,−), we take the limit over all coverings U over the diagram of
proposition 2.1.7 and continue as in corollary 2.1.9. 
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For use in the next section, let us note
2.4.5 Corollary. The cup product H1(U,A) × H0(U,B) → H1(U,A  B) can
be computed by Cˇech cohomology. 
We will see an explicit example for such a computation in the proof of propo-
sition 3.3.11.
3 The p-Part of Grothendieck’s Pairing in the
Case of Semistable Reduction
3.1 Rigid Uniformisation
In the following, let R be a complete, discrete valuation ring of equal charac-
teristic p 6= 0 with algebraically closed residue class field k. Let K := quotR be
its field of fractions and let AK be an abelian variety over K with dual abelian
variety A′K .
In this section, we summarise some results on rigid uniformisation of abelian
varieties as we need them in the following. These results are due to [R70], [BL91]
for rigid uniformisation and [BX96] for formal Ne´ron models. For the following
proposition, it is crucial that K is complete:
3.1.1 Proposition. (Rigid Uniformisation) Let R and K be as above and
let AK be an abelian variety over K with semistable reduction.
(i) There exists a K-group scheme EK , which is an extension of an abelian
variety BK with good reduction by a split torus TK of dimension d, such
that in the category of rigid K-groups the abelian variety AK is isomor-
phic to a quotient of EK by a split lattice MK of rank d. This means,
MK is a closed analytic subgroup of EK , which is isomorphic to the con-
stant K-group scheme Zd. This data can be summarised by the following
exact sequences:
0 −→MK −→ EK −→ AK −→ 0 and
0 −→ TK −→ EK −→ BK −→ 0
where the morphism EK → AK exists in the category of rigid K-groups.
(ii) Let A′K be the dual abelian variety whose uniformisation is denoted by
M ′K , E
′
K , T
′
K. Then, M
′
K is the character group of TK (and vice versa).
The abelian varieties BK and B
′
K are dual to each other. 
The exact sequence of rigid uniformisation extends to the level of formal
Ne´ron models as follows:
3.1.2 Proposition.
(i) The rigid uniformisation above gives rise to an exact sequence of formal
Ne´ron models:
0 −→M −→ E −→ A −→ 0.
The induced morphism E0 → A0 is an isomorphism.
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(ii) This sequence induces the following exact sequence of groups of compo-
nents
0 −→M −→ φE −→ φA −→ 0.
Proof. See [BX96], theorem 2.3 and proposition 5.4. 
To simplify notation, let us write M for both the Ne´ron model of MK and
the (abstract) group which MK is associated to.
We will need the following notions of duality: LetG be any (abstract) abelian
group. We define G∨ to be the group Hom(G,Z), and G∗ to be the Pontrjagin
dual Hom(G,Q/Z). If G is finite, there is a canonical isomorphism G∗ −→
∼ Ext1(G,Z), induced by the Ext-sequence of 0→ Z→ Q→ Q/Z→ 0.
Remark. Taking the uniformisation of the dual abelian variety A′K into con-
sideration, there is the bijective map evaluation of characters
φT ′ −→M
∨ = Hom(Hom(T ′K ,Gm),Z),
t¯ 7−→ (ϕ 7→ ν(ϕ(t)))
(12)
for an element t¯ ∈ φT ′ = T ′(R)/T ′0(R) = T ′K(K)/T
′0(R) and the discrete
valuation ν on K. This map will play a central role in the following; we will
denote it by ν∗.
3.2 The Monodromy Pairing
In [SGA7], Grothendieck suggested comparing the perfect monodromy pair-
ing to Grothendieck’s pairing of groups of components in order to show that
Grothendieck’s pairing is perfect in the case of semistable reduction. This is
done in [We97]. We will sketch the main ideas without giving proofs. In the
following, let AK be an abelian variety with semistable reduction. Let M , E
etc. be the objects of rigid uniformisation we obtained in proposition 3.1.2.
We have two exact sequences of component groups
0 −→M ′ −→ φE′ −→ φA′ −→ 0 and
0 −→M −→ φE −→ φA −→ 0.
(13)
Again, we write M for the abstract group MK is associated to. There is a
canonical isomorphism φT −→∼ φE , [BX96], theorem 4.11, and, thus, there are
isomorphisms
φE −→
∼ φT −→
∼ M ′∨. (14)
The last map is the map “evaluation of characters”, ν∗, as in (12).
3.2.1 Proposition. The isomorphisms obtained from (14) induce a commuta-
tive diagram
M ✲ φE ✲ φA ✲ 0
φ∨E′
≀❄
✲ M ′∨
≀❄
✲ Ext1(φA′ ,Z)
σ❄
✲ 0.
In particular, the induced map σ is bijective. Hence, it induces a perfect pairing
φA × φA′ → Q/Z.
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We will refer to this pairing of component groups as the monodromy pairing.
Proof. The exact sequence in the first line is clear. The second one is obtained
by applying Hom(−,Z) to the first sequence of (13); it yields the exact sequence
Hom(φE′ ,Z) −→ Hom(M
′,Z) −→ Ext1(φA′ ,Z) −→ Ext
1(φE′ ,Z).
Since φE′ is free, the latter group is trivial. Hence, we have the exact sequence
of the second line. The commutativity of the first square is shown in [We97],
section 3 and 4. It induces the morphism σ that is clearly bijective. Since the
group Ext1(φA′ ,Z) is isomorphic to Hom(φA′ ,Q/Z), the isomorphism σ induces
a perfect pairing of groups of components. 
3.2.2 Proposition. In the situation of semistable reduction, the monodromy
pairing and Grothendieck’s pairing of groups of components coincide up to sign.
That is, the following diagram commutes up to sign
φT ✲ φA
M ′∨
ν∗❄
✲ φ∗A′
GP❄
.
In particular, in the case of an abelian variety with semistable reduction, Grothen-
dieck’s pairing is perfect.
Proof. See [We97], proposition 5.1. 
3.3 Bester’s Pairing
In [Bes78], M. Bester constructed Bester’s pairing using local cohomology. Let
us review the theory of local cohomology in the framework of e´tale cohomology.
(cf. [EC] pages 73–78)
The topological space SpecR consists of two points and there are two im-
mersions
Spec k
i
−→ SpecR
j
←− SpecK,
the first being a closed immersion, the second being an open immersion. We
consider the functor H0k(R,−) on the category of abelian sheaves on SpecR
which is defined by the exact sequence
0 −→ H0k(R,F ) −→ H
0(R,F ) −→ H0(K,F ) (15)
for a sheaf F on the flat or the e´tale site of SpecR. Obviously, it is left exact so
we can define its derived functors Hrk(R,−) := R
rH0k(R,−). Of course, there is
a long exact cohomology sequence for every exact sequence, but there is another
important sequence for every sheaf F :
3.3.1 Proposition. (Sequence of Local Cohomology) Let F be a sheaf.
Then, sequence (15) is part of the long exact sequence of local cohomology:
. . . −→ Hik(R,F ) −→ H
i(R,F ) −→ Hi(K,F ) −→ Hi+1k (R,F ) −→ . . .
for every i ≥ 0.
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Of course, this works for both the e´tale and the flat topology.
Proof. Lemma 3.3.8 or [Bes78], Appendix, p. 172. 
As counterpart to local cohomology, Bester constructs a functor F . We will
sketch its construction: As always, let R be a complete, discrete valuation ring
of equal characteristic p 6= 0 with algebraically closed residue class field k. By
the Cohen structure theorem for complete, local rings, [N], theorem 31.1 and
theorem 31.10, the ring R has a uniquely determined field of coefficients, which
is isomorphic to k, and R is isomorphic to kJxK.
Bester constructs the functor F for finite, flat R-group schemes N , whose
order is a power of p, as follows: Choose a smooth, connected, formal resolution
of N , i. e. a family of resolutions
ζi : 0 −→ NRi −→ Ai −→ Bi −→ 0
of smooth and connected schemes Ai and Bi over Ri := R/m
i such that ζi =
ζi+1 R Ri (cf. [Bes78], 1, lemma 3.1). We define F (N) to be the pro-sheaf
over Spec k associated to
F (N) := (coker(π1(αi∗Ai)→ π1(αi∗Bi)))i∈N.
Here, π1 denotes the fundamental group in the sense of proalgebraic groups,
[O66], II.7-4. Due to the Cohen structure theorem, there exist canonical mor-
phisms αi : SpecRi → Spec k. They induce the Weil restriction functors αi∗,
that coincide with the Greenberg functor, [BLR], p. 276. By means of the
Greenberg functor, we regard an R-grou as a proalgrabaic group over k. Bester
shows that F is independent of the resolution chosen and, indeed, defines a
functor.3
The Greenberg functor (αi∗)i∈N has some nice properties: it is exact on
smooth group schemes; more precisely, its first derived functor R1αi∗G is triv-
ial for smooth groups G and it respects identity components of smooth group
schemes ([Bes78], 1, lemma 1.1). In the following, we will omit the functor αi∗
in the notation and write simply N for the proalgrebraic group (αi∗NRi)i∈N.
Bester’s pairing is built upon Cartier duality, N ×ND → Gm. Since we are
interested in groups N whose order is a power of p, the image of this morphism
is contained in some µpn,R. In this case, the Cartier pairing can be equivalently
written as
N ×ND −→ lim−→µp
n,R =: µp∞ , (16)
for any finite, flat group N whose order is a power of p.
The main part of [Bes78] is devoted to the proof of the following theorem:
3.3.2 Theorem. (Bester’s Pairing) Let N be a finite, flat R-group scheme
whose order is a power of p. Then, there exists a perfect pairing
H2k(R,N)×F (N
D) −→ Q/Z.
We will call this pairing Bester’s pairing. 
3Later, we will discuss another approach to Bester’s functor F .
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Remarks.
(i) Let G˜ be the constant group scheme which is associated to an abstract
group G. Then, we have F (G˜) = G, [Bes78], 1, lemma 3.7 and remark
3.8.
(ii) Let N be any finite, flat R-group scheme. If the order of N is prime to p,
then N is e´tale. Since R is strictly henselian, N is constant. Thus, F (N)
is isomorphic to N(R) = N(K), regarded as a constant group scheme,
and H2k(R,N
D) is isomorphic to H1(K,ND) by proposition 3.3.1 and
lemma 3.3.3, (i). We can define a perfect pairing
H2k(R,N)×F (N
D) −→ Q/Z
for all finite, flat R-group schemes by means of the cup product for the
prime-to-p-part and Bester’s pairing for the p-part of N . Later, we will
see that Bester’s pairing is the well suited extension of the cup product
to the p-part.
In the following, we want to study the pairing for tori; more precisely, we
want to study Bester’s pairing for the group µpn,R and its Cartier dual Z/p
n.
Let G denote the Ne´ron model of Gm,K . It is isomorphic to G ∼=
⋃
r∈Z π
rGm,R
for a uniformising element π ∈ R. We will encounter the exact sequence
0 −→ µn,R −→ G
n
−→ nG −→ 0 (17)
for n ∈ N≥1. Since the n-power map of Gm,R is epimorphic in the flat topology,
the subgroup nG of G is given by nG =
⋃
r∈nZ π
rGm,R. It is clear that this
group scheme is smooth, too.
We need some cohomological facts:
3.3.3 Lemma. Let G be a smooth R-group scheme.
(i) Hi(R,G) = 0 for all i ≥ 1.
(ii) H1k(R,G) = G(K)/G(R). In particular we have
(iii) H1k(R,Gm,R) = Z, H
1
k(R,G ) = 0.
(iv) H2k(R, µn,R) = H
1
k(R, nG ) = Z/n for all n ∈ N.
(v) H1k(R,A
0) = φA.
Proof. (i) is shown in [DixExp], theorem 11.7. Using this, we can show (ii): Let
G be a smooth R-group scheme. We have the following part of the sequence of
local cohomology:
H0(R,G) −→ H0(K,G) −→ H1k(R,G) −→ H
1(R,G).
Since the latter term is trivial by (i), this implies (ii). Since both Gm,R and G
are smooth, we get (iii) by (ii). Let us prove (iv). Consider the exact sequence
of (17). It induces the following exact cohomology sequence
H1k(R,G ) −→ H
1
k(R, nG ) −→ H
2
k(R, µn,R) −→ H
2
k(R,G ).
The group H1k(R,G ) is trivial by (iii). Furthermore, the last term is trivial:
The sequence of local cohomology induces the exact sequence
H1(K,Gm,K) −→ H
2
k(R,G ) −→ H
2(R,G ).
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We have used G RK = Gm,K . The outer terms of this sequence are trivial due
to Hilbert 90 in the case of H1(K,Gm,K) and due to (i) in the case H
2(R,G ).
Thus, we have the equality H2k(R, µn,R) = H
1
k(R, nG ) of (iv). Furthermore, since
nG is smooth, we can conclude by means of (ii) that H1k(R, nG ) is isomorphic
to (nG )(K)/(nG )(R) = K∗/(nG )(R).
Now, consider the diagram
0 ✲ Gm,R ✲ nG ✲ i∗nZ ✲ 0
0 ✲ Gm,R
ww
✲ G
❄
✲ i∗Z
❄
✲ 0.
Since Gm,R is smooth, this diagram induces a diagram with exact lines of R-
valued points. In particular, the cokernel of the second vertical morphism is
K∗/(nG )(R) = H1k(R, nG ). Obviously, it is isomorphic to Z/n.
Finally, (v) is a direct consequence of (ii). 
3.3.4 Lemma. Let f : Rfl → Re´t denote the canonical morphism of sites in-
duced by the identity map. Then we have:
(i) Rrf∗G = 0 for a smooth group G and every r ≥ 1.
(ii) R1f∗µpn,R = f∗Gm,R/(f∗Gm,R)
pn . The sheaves Rrf∗µpn,R are trivial for
r 6= 1.
(iii) Hre´t(R,R
1f∗µpn,R) = H
r+1
fl (R, µpn,R). These groups are trivial for r 6= 0.
(iv) Hrk,e´t(R,R
1f∗µpn,R) = H
r+1
k,fl (R, µpn,R). For r = 1, this group is isomor-
phic to Z/pn and it is trivial for r 6= 1.
Proof. (i) is [DixExp], lemma 11.1 with theorem 11.7. Statement (ii) is an easy
consequence of the Kummer sequence 0→ µpn,R → Gm,R
pn
→ Gm,R → 0 on the
flat site of SpecR. It yields the following long exact sequence on the e´tale site
of SpecR:
0 −→ f∗Gm,R
pn
−→ f∗Gm,R −→ R
1f∗µpn,R −→ R
1f∗Gm,R. (18)
It is exact on the left, since f∗µpn,R = 0. Now, (i) implies (ii).
Statements (iii) and (iv) follow with the Leray spectral sequences
Hre´t(R,R
sf∗µpn,R) =⇒ H
r+s
fl (R, µpn,R),
Hrk,e´t(R,R
sf∗µpn,R) =⇒ H
r+s
k,fl (R, µpn,R)
and with (ii): The spectral sequences are degenerate with Er,s2 = 0 for s 6=
1, hence Hre´t(R,R
1f∗µpn,R) = H
r+1
fl (R, µpn,R). Again, the Kummer sequence
induces the long exact cohomology sequence
Hr(R,Gm,R)
pn
−→ Hr(R,Gm,R) −→ H
r+1(R, µpn,R) −→ H
r+1(R,Gm,R).
Since Hr(R,Gm,R) = 0 for r ≥ 1, we have Hr(R, µpn,R) = 0 for r ≥ 2.
By the same arguments applied to the sequence of local cohomology, it fol-
lows (iv) in the case r 6= 1. The case r = 1 is lemma 3.3.3. 
In the following, we will often drop the indices e´t and fl. However, it will be
unambiguous relative to which site we compute the cohomology groups: When
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working relative to the e´tale site, we will use the functor f∗, to indicate that
f∗N refers to the sheaf, defined by the group scheme N on the small e´tale site.
When working on the flat site, we identify the scheme N with the appropriate
sheaf by means of the Yoneda lemma.
Using these cohomological facts, we want to study Bester’s pairing for the
torus TK and its Ne´ron model T of the rigid uniformisation of abelian vari-
eties. Using lemma 3.3.3, the group H1k(R, T
0) is isomorphic to the group of
components of T .
Since TK is split, we can reduce to the case of TK ∼= Gm,K ; thus its Ne´ron
model T is isomorphic to G with its identity component T 0 ∼= Gm,R. The exact
sequence
0 −→ Gm,R
ι
−→ pnG −→ i∗p
nZ −→ 0
induces the following exact sequence
H1k(R,Gm,R)
ι
−→ H1k(R, p
n
G ) −→ H1k(R, i∗p
nZ).
The latter term is trivial: it fits into the sequence of local cohomology (propo-
sition 3.3.1):
0 = H0(K, i∗p
nZ) −→ H1k(R, i∗p
nZ) −→ H1(R, i∗p
nZ) = H1(k, pnZ) = 0.
Due to lemma 3.3.3, there is an epimorphism
H1k(R,Gm,R)
ι
−→ H1k(R, p
n
G ) = H2k(R, µpn,R).
Let M ′ = Hom(Gm,K ,Gm,K) ∼= Z denote the character group of the torus
T = Gm,K . Evaluation of characters x¯ 7→ (ϕ 7→ ν(ϕ(x))) yields a bijective map
H1k(R,Gm,R) = K
∗/R∗
ν∗
−→M ′∨.
Finally, the exact sequence 0→ Z
pn
→ Z→ Z/pn → 0 induces the connecting
morphism of the long Ext-sequence
Hom(Z,Z)
δ
−→ Ext1(Z/pn,Z).
The last group is isomorphic to the Pontrjagin dual of Z/pn, hence, we can
write this map as M ′∨ → (Z/pn)∗. Since F (Z/pn) = Z/pn, these maps fit into
the following diagram:
H1k(R,Gm,R)
ι✲✲ H2k(R, µpn,R)
M ′∨
ν∗ ❄
δ ✲ F (Z/pn)∗.
BP❄ (19)
To simplify notation, let us write q := pn. The most important result of
this section is the following proposition. It will be crucial to the proof that
Grothendieck’s pairing can be described by Bester’s pairing.
3.3.5 Proposition. Diagram (19) commutes, i. e. Bester’s pairing is compati-
ble with evaluation of characters.
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We will prove this proposition in the setting of derived categories. To do
so, let us recall some basic facts on the derived category. Moreover, we will
translate some previous results into the setting of derived categories. We start
with the following basic “two of three” properties for triangulated categories.
They can be seen as a generalisation of the 5-lemma of homological algebra.
3.3.6 Lemma. Let
X ✲ Y ✲ Z ✲ X [1]
X ′
❄
✲ Y ′
❄
✲ Z ′ ✲ X ′[1]
❄
be two distinguished triangles with morphisms X → X ′ and Y → Y ′ such that
the resulting square commutes. Then there exists a morphism Z → Z ′ such that
the resulting diagram is a morphism of triangles. If two of these three morphisms
are isomorphisms, so is the third.
Proof. The first assertion is the axiom [TR3] of [RD], §1, the second assertion
is [ibid] proposition 1.1. 
We use the following notations:
Γk,R := H
0
k(R,−), ΓR := H
0(R,−), ΓK := H
0(K,−),
with the corresponding derived functors RΓk,R, RΓR and RΓK . Since these
functors are ∪-functors by proposition 2.3.4, they preserve injective sheaves.
This ensures the existence of various spectral sequences involving those functors.
Let us prove some cohomological facts we need in order to prove proposition
3.3.5: There is a “derived version” of lemma 3.3.4:
3.3.7 Lemma.
(i) Rf∗µq,R = (R
1f∗µq,R)[−1].
(ii) RΓk,R,e´t ◦ Rf∗µq,R = RΓk,R,flµq,R = H2k(R, µq,R)[−2].
(iii) RΓR,e´t ◦Rf∗µq,R = RΓR,flµq,R = H1(R, µq,R)[−1] and analogous over K.
(iv) Rf∗Z/q = Z/q.
We regard the cohomology objects as a complex concentrated in degrees 1, 2, 1
and 0 respectively.
Proof. In the cases of (ii) and (iii) keep in mind that f∗ respects injective
sheaves, i. e. we can use the fundamental equation RΓ ◦Rf∗ = R(Γ ◦ f∗), for the
appropriate functor ΓR etc.
In all four cases, we have a complex X which has non trivial cohomology in
one level, only (namely Rf∗µq,R in level 1, RΓk,Rµq,R in level 2, etc., see lemma
3.3.4). By standard arguments in the derived category, the claimed equality
follows. 
There is the following counterpart of the sequence of local cohomology,
lemma 3.3.1, in the derived world:
3.3.8 Lemma. There is a distinguished triangle
RΓk,R(X) −→ RΓR(X) −→ RΓK(X) −→ RΓk,R(X)[1]
for every complex X.
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Proof. As in [RD], IV, §1, “Motif B” (p. 218). 
If we take cohomology of this triangle, we obtain the exact sequence of local
cohomology, proposition 3.3.1.
3.3.9 Lemma. There are canonical isomorphisms
(i) H2k(R,F (µq,R)) = Z/q.
(ii) π1(R
1f∗µq,R) = F (µq,R).
Proof. (i) is shown in the proof of [Bes78], 2, lemma 6.2. Statement (ii) is
shown for a group of height 1 in [Bes78], 2, lemma 5.13, with lemma 4.7. For
the general case, use the isomorphism F (µq,R) = π1(R
1α∗µq,R), [Bes78], 1,
lemma 3.7, where α∗ denotes the Greenberg functor, see the introduction to
this section. Using [ADT], remark after theorem III, 10.4, the pro-algebraic
group scheme R1α∗µq,R can be identified with H
1(R, µq,R), regarded as a pro-
algebraic group scheme. Due to the Leray spectral sequence, this object can be
identified with R1f∗µq,R. 
Finally, we need to evaluate the cup product induced by Cartier duality. Let
S be R or K. It is easy to see that the Cartier pairing is given by
µn,S ×Z/n −→ µn,S ⊆ Gm,S
(ζ, i¯) 7−→ ζi.
(20)
The Cartier pairing induces the following cup product:
3.3.10 Lemma. Let N be a finite, flat group of order n over S. Then, Cartier
duality N ×ND → µn,S induces cup products
Rrf∗N × R
sf∗N
D −→ Rr+sf∗µn,S
Hr(S,N)×Hs(S,ND) −→ Hr+s(S, µn,S)
for the morphism f : Sfl → Se´t.
Proof. The Cartier pairing N ×ND → Gm,S induces a morphism N  ND →
µn,S . By composition with the cup product, theorem 2.3.5, this induces the
desired cup product. 
The description of (20) extends to the cup product in the following sense:
3.3.11 Lemma. Let S be R or K.
(i) H1(S, µn,S) = S
∗/(S∗)n.
(ii) The cup product for r = 1, s = 0 is given by
H1(S, µn,S)×H0(S,Z/n) −→ H1(S, µn,S)
(ζ¯ , i¯) 7−→ ζi
for an element ζ¯ ∈ H1(S, µn) = S∗/(S∗)n and i¯ ∈ Z/n.
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Proof. (i) follows from the Kummer sequence and the triviality of H1(K,Gm)
and H1(R,Gm) due to Hilbert 90 and lemma 3.3.3.
Due to corollary 2.4.5, we can describe the cup product in terms of Cˇech
cohomology: An element of Hˇ1(S, F ) can be represented by some element of
Hˇ1(U, F ) for some covering U = (Ui → S)i∈I . Without loss of generality, we can
assume that every Ui is connected such that (Z/n)(Ui) = Z/n. The cup product
of (ii) on Cˇech cohomology is induced by the Alexander-Whitney formula on
Cˇech cochains, cf. (9)
C1(U, µn,S)× C
0(U,Z/n) −→ C1(U, µn,S  Z/n)
((ζj0,j1)j0,j1 , (ij0)j0 ) 7−→ ζ ∪ i,
with (ζ ∪ i)j0,j1 = ζj0,j1  ij1 . The canonical map Hˇ
1(U, µn,S  Z/n) →
Hˇ1(U, µn,S) is given by ζ ∪ i 7→ ζi with (ζi)j0,j1 = ζ
ij1
j0,j1
. The composition
of both maps yields the description of (ii). 
Using these results, we can prove the commutativity of (19) in the setting
of derived categories:
Proof of proposition 3.3.5. In a first step, let us elaborate on the construction
of Bester’s pairing as it is sketched in [Bes78], 2, lemma 6.3. Doing so, we see
in which way Bester’s pairing is built upon the cup product for f : Rfl → Re´t.
In a second step, we use this description to evaluate it for µq,R and its Cartier
dual Z/q.
Let f : Rfl → Re´t be the canonical morphism of sites. In the derived category,
the cup product for f∗ and µq,R, µ
D
q,R = Z/q is a morphism
Rf∗µq,R −→ RHom(Rf∗Z/q,Rf∗µq,R).
Bester shows that there is a morphism
d : RHom(Rf∗Z/q,Rf∗µq,R) −→ RHom(RF ◦ Rf∗Z/q,RF ◦ Rf∗µq,R), (21)
where RF is defined4 to be Rπ1[1]◦Rα∗ = Lπ0 ◦Rα∗ for the Greenberg functor
α∗, cf. introduction on page 20. Again, we will omit the functor Ra∗ in the
notation. By composition with the derived cup product morphism, this gives
rise to a morphism
Rf∗µq,R −→ RHom(RF ◦ Rf∗Z/q,RF ◦Rf∗µq,R).
As Rf∗Z/q = Z/q and π1(Z/q) = 0 and π0(Z/q) = Z/q = F (Z/q), we can
conclude that RF ◦ Rf∗Z/p equals Z/q. To evaluate RF ◦ Rf∗µq,R we need
more preparations: We know the following:
(i) Rf∗µq,R = R
1f∗µq,R[−1], cf. Lemma 3.3.7,
(ii) π1(R
1f∗N) = F (N), by lemma 3.3.9, and
(iii) π0(R
1f∗µq,R) = 0. This group is trivial since the sheaf R
1f∗µq,R fits into
an exact sequence
0 −→ f∗Gm,R
q
−→ f∗Gm,R −→ R
1f∗µq,R −→ 0,
cf. (18). As the (pro-)scheme f∗Gm,R is connected, so is the pro-scheme
R1f∗µq,R.
4Despite of the notation, RF is not the derived functor of F . In fact, F defines an exact
functor. Bester chooses this notation because pi1(R1f∗N) = F (N). Cf. lemma 3.3.9.
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Using arguments similar to those in the proof of lemma 3.3.7, we can conclude
that RF ◦ Rf∗µq,R = F (µq,R).
Applying RΓk,R, we get
RΓk,R ◦ Rf∗µq,R −→ RΓk,R ◦ RHom(F (Z/q),F (µq,R)).
Again, with lemma 3.3.7, this morphism can be written as
H2k(R, µq,R)[−2] −→ RΓk,R ◦ RHom(F (Z/q),F (µq,R)). (22)
Next, we want to show that in this very situation the functor RΓk,R commutes
with RHom . The exact sequence 0→ Z→ Z→ Z/q → 0 induces a triangle
RΓk,R ◦ RHom(Z,F (µq,R)) −→ RΓk,R ◦ RHom(Z,F (µq,R)) −→
RΓk,R ◦ RHom(Z/q,F (µq,R)) −→ RΓk,R ◦ RHom(Z,F (µq,R))[1].
Since the functors Hom(Z,−) (for sheaves) and Hom(Z,−) (for abstract groups)
are isomorphic to the identity, we have
RΓk,R ◦ RHom(Z,−) = RHom(Z,RΓk,R−).
Therefore, this triangle is isomorphic to the triangle
RHom(Z,RΓk,RF (µq,R)) −→ RHom(Z,RΓk,RF (µq,R)) −→
RΓk,R ◦ RHom(Z/q,F (µq,R)) −→ RHom(Z,RΓk,RF (µq,R))[1]
Due to the “two of three” properties of triangulated categories, the first term is
isomorphic to RHom(Z/q,RΓk,RF (µq,R)). Since F (Z/q) = Z/q, we can write
the cup product morphism (22) as
β : H2k(R, µq,R)[−2] −→ RHom(F (Z/q),RΓk,RF (µq,R)). (23)
Let us take hypercohomology of the second term. The corresponding spectral
sequence is
Extr(F (Z/q),Hsk(R,F (µq,R))) =⇒ H
r+s(RHom(F (Z/q),RΓk,RF (µq,R))),
and it induces the edge morphism E2 → E0,22 :
η : H2(RHom(F (Z/q),RΓk,RF (µq,R))) −→ Hom(F (Z/q),H
2
k(R,F (µq,R))).
Since H2k(R,F (µq,R)) = Z/q (lemma 3.3.9), we can compose these morphisms
to obtain Bester’s paring
BP = η ◦H2(β) : H2k(R, µq,R) −→ Hom(F (Z/q),Z/q) = F (Z/q)
∗.
Next, we want to show that Bester’s pairing is compatible with ordinary
cup products. Therefore, consider the triangle of lemma 3.3.8. Together with
the cup product morphism, it induces the following morphism of distinguished
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triangles. The lower right morphism is the morphism d of (21):
RΓk,R ◦ Rf∗µq,R ✲ RΓk,R ◦ RHom(Z/q,Rf∗µq,R)
RΓR ◦ Rf∗µq,R
❄
✲ RΓR ◦ RHom(Z/q,Rf∗µq,R)
❄
RΓK ◦ Rf∗µq,R
❄
✲ RΓK ◦ RHom(Z/q,Rf∗µq,R)
❄
RΓk,R ◦ Rf∗µq,R[1]
❄
✲ RΓk,R ◦ RHom(Z/q,Rf∗µq,R)[1]
❄
RΓk,R ◦ RHom(F (Z/q),RF ◦ Rf∗µq,R)[1].
d❄
By the the same “two of three” argument as above, the functors ΓR, ΓK and
Γk,R commute with Hom . Using lemma 3.3.7, we can write this diagram as
H2k(R, µq,R)[−2] ✲ RHom(Z/q,H
2
k(R, µq,R)[−2])
H1(R, µq,R)[−1]
❄
✲ RHom(Z/q,H1(R, µq,R)[−1])
❄
H1(K,µq,R)[−1]
❄
✲ RHom(Z/q,H1(K,µq,R)[−1])
❄
H2k(R, µq,R)[−1]
❄
✲ RHom(Z/q,H2k(R, µq,R)[−2])[1]
❄
RHom(F (Z/q),RΓk,R(F (µq,R))[1].
d❄
Due to corollary 2.1.9 the functors RΓ and RΓk transform the cup product of
f∗ into the cup product for H
0 or H0k on the small e´tale site. Now, we take
hypercohomology. Using lemma 3.3.9 and the edge morphisms E1 → E0,12 , this
induces the following diagram:
0
R∗/(R∗)q
❄
= H1(R, µq,R) × Z/q
∪ ✲ H1(R, µq,R)
K∗/(K∗)q
❄
= H1(K,µq,R)
❄
× Z/q
ww
∪ ✲ H1(K,µq,R)
❄
Z/q
ν❄
= H2k(R, µq,R)
❄
× Z/q
ww
∪ ✲ H2k,fl(R, µq,R)
❄
0
❄
H2k(R, µq,R)
ww
× F (Z/q)
ww
BP✲ H2k,fl(R,F (µq,R))
d ❄
= Z/q.
This diagram shows that Bester’s pairing is compatible with the cup product.
To analyse the cup products, we can use the cup product defined on Cˇech
cocycles. Lemma 3.3.11 shows that it is given by (x¯, i¯) 7→ xi, for x¯ ∈ K∗/(K∗)q
and i¯ ∈ Z/q.
Consequently, Bester’s pairing can be described as follows: Lift an element
ζ ∈ H2k(R, µq,R) to an element x¯ ∈ K
∗/(K∗)q. Then, 〈ζ, i〉BP = ν(xi) in Z/q.
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Consequently, the diagram of pairings
H1k(R,Gm,R) × M
′ ✲ Z
H2k(R, µq,R)
❄
× Z/q
❄
✲ Z/q
❄
⊆ Q/Z
(24)
commutes. The upper pairing is given by (x¯, n) 7→ ν(xn), for x¯ ∈ K∗/R∗,
n ∈ M ′ = Z. The lower pairing is given by (x¯, n¯) 7→ ν(xn) for x¯ ∈ K∗/(K∗)q,
n¯ ∈ Z/q. Thus, diagram (19) commutes. 
Remark. If we replace the integer q in diagram (24) by an integer n which
is prime to p then we can infer that the cup product H2k(R, µn) = H
1(K,µn)×
H0(K,Z/n) → Z/n is compatible with the map evaluation of characters, ν∗.
See proposition 3.3.11. We will use this observation to combine Bester’s pairing
for the p-part of a groups and the cup product for the prime-to-p-part of a group
to a new pairing that is compatible with the map ν∗.
In [Bes78], Bester gives a description of Bester’s pairing for groups of height
1. We can find the result of proposition 3.3.5 in this description as follows:
Crucial for Bester’s description is the exact sequence
0 −→ R1f∗N −→ LieN  Ω
1
R/k −→ LieN  Ω
1
R/k −→ 0
(cf. [Bes78], 2, lemma 4.3). In the case of N = µp,R, it reads
0 −→ f∗Gm/(f∗Gm)
pµp,R
dlog
−→ Ω1R/k −→ Ω
1
R/k −→ 0
(cf. [ADT], III, example 5.9). The morphism dlog : x 7→ dxx of this sequence is
part of the diagram (cf. [Bes78], bottom of p. 164)
0 ✲ Hom(F (Z/p),Z/p) ✲ Hom(Ok,Ok)
0 ✲ H2k(R, µp,R)
BP✻
dlog ✲ H1k(R,Ω
1
R/k)
i1=res
∗✻
where i1 is induced by the residue map ([Bes78], section 2.5). Since res ◦ dlog
equals the valuation on R ([Se59], II, no. 12, proposition 5′), we can conclude
that Bester’s pairing for µp,R and Z/p is given by the evaluation map.
3.4 Bester’s Pairing vs. Grothendieck’s Pairing
From now on, let AK be an abelian variety with semistable reduction and Ne´ron
model A. Let MK , EK etc. denote the data of rigid uniformisation as in propo-
sition 3.1.1 and 3.1.2.
In the last section, we gave an overview of Bester’s pairing for finite, flat R-
group schemes. Unfortunately, the kernel of n-multiplication An of the Ne´ron
model of an abelian variety with semistable reduction is known to be only a
quasi-finite, flat group scheme. In [Be03], lemma 14, it is shown that it is
sufficient to consider only the finite partAfn of An to obtain a suitable duality
result for An and A
′
n. Recall that every quasi-finite R-group scheme N is the
disjoint union of open and closed subschemes Nf and N ′ where Nf is finite and
N ′ has an empty special fibre ([BLR], 2.3, proposition 4).
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Since we are interested in a comparison between Bester’s pairing and Grothen-
dieck’s pairing, we assume n ∈ N to be big enough to kill φA and φA′ . To
simplify notation, we will just write φ instead of i∗φ.
In this situation, we have several important exact sequences:
3.4.1 Proposition.
(i) There are exact sequences
H2k(R, Tn)
ϕ
−→ H2k(R,An) −→ H
2
k(R, (E
′
n)
D) −→ 0 and
0 −→ F (E′n) −→ F (A
′
n)
ψ
−→ F (M ′/nM ′).
where F (An) is defined to be F (A
f
n).
(ii) The image of ϕ is φA, and
(iii) the image of ψ is φA′ .
Proof. [Be03], lemmas 11, 12 and 13. 
As n does not have to be a power of p, the groups An, En etc. can have non-
trivial prime-to-p-parts. As indicated before, we use the perfect cup product to
extend Bester’s pairing from the p-part of the groups to the whole group and
call this combined pairing Bester’s pairing again. In this spirit, you have to read
the following:
Since En is a finite, flat R-group scheme, we can apply Bester duality as in
[Bes78] and we get the following diagram
H2k(R, Tn) ✲ H
2
k(R,An) ✲ H
2
k(R, (E
′
n)
D) ✲ 0
F (M ′/nM ′)∗
≀❄
✲ F (A′n)
∗
Γ❄
✲ F (E′n)
∗
≀❄
✲ 0
(25)
for the morphism Γ as defined in [Be03], Lemma 14. Essentially, it is induced by
the closed immersion A′fn →֒ A
′
n and Bester’s pairing for the finite, flat R-group
(A′fn )
D, cf. [Be03], proof of lemma 14.
Since the images of the first horizontal arrows are isomorphic to φA and φ
∗
A′ ,
the first square of this diagram induces the following diagram:
H2k(R, Tn)
✲✲ φA ⊂ ✲ H2k(R,An)
F (M ′/nM ′)∗
BP❄
✲✲ φ∗A′
BP❄
⊂ ✲ F (A′n)
∗.
Γ❄ (26)
We call the morphism between component groups to be induced by Bester’s
pairing (as it is the kernel of the right square of (25)).
3.4.2 Proposition. The morphisms Γ and BP: φA → φ∗A′ are bijective.
In particular, there exists a perfect pairing between the kernels An and A
′
n,
which we will call Bester’s pairing, too. Indeed, on the finite parts of An and
A′n it coincides with the original pairing, defined for finite, flat R-groups.
Proof. The images of the left horizontal arrows in diagram 25 are φA′ , and φ
∗
A
respectively. The first isomorphism in (26) induces a surjection between these
groups. Due to duality reasons, both groups must have the same cardinality,
thus the surjection is indeed bijective. Using the snake lemma (or a diagram
chase in (25)) we see that Γ is bijective, too. 
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3.4.3 Theorem. The pairing of component groups, induced by Bester’s pairing
coincides with Grothendieck’s pairing up to sign.
Proof. Let n be big enough with nφA = 0 = nφA′ . Due to the remark on page
29, the cup product, i. e. Bester’s pairing at its prime-to-p-part, is compatible5
with the map “evaluation of characters”, v∗. Thus, we can argue for Bester’s
pairing and the cup product simultaneously.
The composition T → E → A that induces the morphism φT → φA has a
factorisation T 0 →֒ nT → A0. Thus, there is a factorisation
H1k(R, T
0) −→ H1k(R, nT ) −→ H
1
k(R,A
0).
Using lemma 3.3.3, it corresponds to the first line in the following diagram
(obtained from the right square of diagram (26)):
φT ✲✲ H2k(R, Tn) ✲✲ φA
M ′∨
ν∗❄
✲✲ M ′∨/nM ′∨
BP❄
✲✲ φ∗A′ .
GP ❄ BP❄
Keep in mind that M ′∨/nM ′∨ ∼= (M ′/nM ′)∗, TDn
∼= M ′/nM ′ and F (G˜) = G.
In this situation, we know the following:
(i) The left square commutes by proposition 3.3.5.
(ii) The outer diagram – consisting of ν∗ and GP – commutes up to sign by
corollary 3.2.2.
(iii) The right square – consisting of Bester’s pairings – commutes.
Since the morphism φT → φA is surjective and since both compositions with
BP and GP coincide up to sign, both BP and GP must coincide up to sign. 
3.5 A new view on Bester’s pairing
Let N be a finite, flat group scheme over R. Bester’s functor F is defined to
be the cokernel of π1α˜∗G→ π1α˜∗H , where
0 −→ N −→ G −→ H −→ 0
is a smooth, connected formal resolution of N and where α˜∗ is the Greenberg
functor. Since smooth group schemes are acyclic for the Greenberg functor,
and π1 is exact on connected proalgebraic group schemes, we want to view this
resolution as an acyclic resolution for the functor π1◦α˜∗. In this view, we want to
regard Bester’s functor F as the first derived functor of π1 ◦ α˜∗. Unfortunately,
this cannot be made more explicit, since the category of R-group schemes (or
formal R-group schemes) does not have enough injective objects. However, let
us assume we had the machinery of (hyper)cohomology to handle this composed
functor.
In this case, it would be clear that F is independend of the smooth, con-
nected resolution. Moreover, if we assume that the first right-derived functor
of π1 is the functor π0, the Grothendieck spectral sequence would provide the
exact sequence of [Bes78], I, Lemma 3.7, easily.
5Another proof that the cup product is compatible with Grothendieck’s pairing is given in
[Be03], 4.1, proposition 2.
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In the following we will construct a spectral sequence that serves as a surro-
gate for the Grothendieck spectral sequence and converges to Bester’s functor.
Let us write R0π1 for the functor π1 and R
1π1 for the functor π0 on proal-
gebraic group schemes. For i 6= 0, 1 set Riπ1 := 0
3.5.1 Proposition. Let G be a (formal) R-group scheme with a (formal) smooth
resolution. Then there exists a spectral sequence
Rrπ1R
sα˜∗G =⇒ F
r+sG
for a family of objects Fn(G).
Remarks.
(i) A priori, this spectral sequence is only functorial in (formal) R-groups
together with a smooth (formal) resolution.
(ii) More general, we can use (formal) R-groups, which have a resolution of
group schemes that are α˜∗- acyclic.
(iii) If G is a smooth R-group scheme, we will omit the functor α˜∗ in the
notation and write simply π1G and π0G, respectively.
Proof. Let us begin with the following observation: If G is a pro-algebraic group,
let G¯ denote is univeral covering. (cf. [GP], §6.2) Let us view the canonical map
G∗ : G¯ → G as a complex in degrees 0 and 1. Then we have Hi(G∗) = Riπ1G.
Combining this observation with hyper cohomology leads to the result:
Since G has a smooth, hence αi,∗-acyclic resolution G → X∗, consider the
following double complex K.
α˜∗X
0 d
′
✲ α˜∗X1 ✲ α˜∗X2 ✲ . . .
α˜∗X0
d′′ ✻
d′✲ α˜∗X1
✻
✲ α˜∗X2
✻
✲ . . .
The cohomology groups ′H∗(α˜∗X
∗) are the objects R∗α˜∗N . Furthermore, since
“universal covering”, is an exact functor, it commutes with cohomology and we
have ′H∗(α˜∗X∗) = R∗α∗G
The spectral sequence of hypercohomology
′′Hr(′Hs(K)) =⇒ Hr+s(TotK) =: F r+sG
leads to the result. 
Notation. For later use let us denote the double complex used in the proof by
K(G)
We have seen that the above spectral sequence is functorial in (formal) R-
groups together with a resolution of (formal) smooth R-groups. We can weaken
this hypothesis:
Since every quotient of a smooth group scheme over Ri is smooth again,
[SGA3], exp. VIA, prop 1.3.1, the existence of a smooth, formal resolution is
equivalent to the existence of a monomorphism N →֒ G with a smooth, formal
R-group G. Moreover:
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3.5.2 Proposition.
(i) Let M → N be a morphism of (formal) R-group schemes such that there
exist monomorphisms into smooth (formal) R-groups M →֒ G and N →֒
H (We do not demand that these monomorphisms are compatible). Then
there is a morphism of smooth resolutions of M and N . In particular,
the above spectral sequence is functorial, once there are monomorphisms
into smooth (formal) R-groups.
(ii) Let
0 −→ N ′ −→ N −→ N ′′ −→ 0
be a short exact sequence of (formal) R-group schemes such that there
exist monomorphisms into smooth (formal) R-groups (Again, we do not
demand that these monomorphisms are compatible). Then there exist a
short exact sequence of smooth (formal) resolutions of N ′, N and N ′′.
In particular, there is a long exact sequence
0→ F 0(N ′)→ F 0(N)→ F 0(N ′′)→ F 1(N ′)→ F 1(N)→ F 1(N ′′)→ 0
Proof. The assertion of (i) can be proven as the first part of the proof of [Bes78],
I, lemma 3.5. To proof (ii) we need to construct in a first step compatible
resolutions of N ′, N and N ′′. This can be done as in the first part of the proof
of ibid. lemma 3.9. Once we have these resolutions, (ii) is clear, since the
functor “universal covering” is exact. 
Let us collect some first properties of the functors F i. They can be obtained
easily by the above spectral sequence.
3.5.3 Proposition. Let G be an R-group scheme.
(i) F 0(G) = π1α˜∗G.
(ii) F 1(G) is trivial for connected, smooth groups G, more general
(iii) F 0(G) = π1G and F
1(G) = π0G for smooth R-group schemes G. 
3.5.4 Proposition. On the category of (quasi) finite, flat R-group schemes,
the functors F 1 and the functor F of Bester coincide.
Proof. Let 0 → N → G1 → G2 → 0 be a smooth, connected formal resolution
of N . Due to 3.5.2 it induces the following exact sequence
π1G1 −→ π1G2 −→ F
1(N) −→ π0(G1) = 0.
Hence F 1(N) is the same quotiont as F (N). 
Let AK be an abelian variety with semistable reduction and let n ∈ N be
big enough to kill φ and φ′. Then there is an exact sequence
0 −→ An −→ A
n
−→ A0 −→ 0 (27)
Since n-multiplication on A0 is epimorphic, we have the equality i∗φ = An/A
0
n.
Remember the following equalities of lemma 3.3.3.
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3.5.5 Lemma. Let AK be an abelian variety with semistable reduction and let
A be its Ne´ron model.
(i) H1k(R,A) = 0 and H
1
k(R,A
0) = φ.
(ii) H2k(R,A) = H
1(K,AK).
(iii) Hik(R, (A
0)n) = H
i
k(R,An) and H
i
k(R,A
0) = Hik(R,A) for i ≥ 1 . 
This allows us to reveal the relationship between the parings of Grothendieck,
Bester and Shafarevic:
3.5.6 Proposition. Let AK be an abelian variety with semistable reduction and
let n ∈ N big enough to kill φ and φ′. There is a commutative diagram
H1k(R,A)
n✲ H1k(R,A
0)✲ H2k(R,An)✲ H
2
k(R,A)
n✲ H2k(R,A)✲ H
3
k(R,An)
✲ 0
(π0A
′0)∗
≀❄
n✲ (π0A′)∗
GP❄
✲ F (A′n)
∗
BP❄
✲ (π1A0)∗
SP❄
n✲ (π1A)∗
SP❄
✲ (π1α˜∗An)∗
≀❄
✲ 0
where all vertical morphisms are induced by the perfect pairings of Shafarevic,
Bester/Bertapelle and Grothendieck.
Proof. The existence of the horizontal sequences is clear. The squares involving
BP and SP commute by [Be03], the square involving BP and GP commute by
theorem 3.4.3. 
Remark. This diagram, of course, induces the sequence of parings as in (1).
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