Abstract-This paper addresses the problem of blind source separation (BSS) of n independent sources from their m linear mixtures in the over-determined cases ( m n > ) with unknown and dynamically changing number of sources. The system architecture including an on-line source number estimator and an auto-adjust separation mechanism is considered based on the feed-forward neural network (FNN). To speed up and stabilize the iteration procedure, we propose to modify the FNN by adding a momentum term, and convergence analysis for the new algorithm is also presented, provided that the learning rate is set as a constant and the momentum factor an adaptive variable.
I. INTRODUCTION
In the past two decades, BSS [1] has been studied extensively and found applications in many practical fields including wireless communication [2, 3] , speech and image processing, radar enhancement, biomedical signal processing [4, 5] . The instantaneous mixing model solves the problem of extracting independent but unobserved source signals s from their observed mixtures x without available mixing coefficients as is the unknown zero-mean source vector of dimension n and A is the m n × unknown nonsingular mixing matrix.
( ) ( ) t t = Ai x s (1) The separation problem is formulated to recover the waveforms of each source from output y through an unmixing matrix W as follows:
Since the pioneering work by Jutten and Herant [6, 7] , many methods for BSS have been proposed, such as the independent component analysis (ICA) methods [1, 8] , the information-theoretic method [9] , and the nonlinear principal component analysis (PCA) method [10] . Most of them assume that the number of sources is known as a priori, and typically, it should be equal to the number of sensors. In practice, however, such an assumption does not always hold, and the source number is unknown and even dynamically changing (take the random number of users within a cell in mobile communication for example). When there are more sensors than sources ( m n > ), the BSS problem is referred to as over-determined case.
There are a variety of articles dealing with overdetermined BSS with number of sources already known [11] [12] [13] [14] , but only a few researchers concerning about the unknown source number case [15] [16] [17] [18] [19] . Cichocki [15] firstly validated by extensive experiments that the natural gradient can be used directly to learn an n n × un-mixing matrix and showed that at convergence there are n independent components and m n − remaining components rescaled copy of some independent components. A possible way consists a pre-whitening layer to estimate the source number and reduce the data dimension from m to n , but its separation results suffer from ill-conditioned mixing matrix or badly scaled source (i.e., some source signals are weak in comparison to others). Ye [16] has proved theoretically that the minimum mutual information criterion can still work as an effective contrast function for the over-determined BSS and proposed a generalized natural gradient algorithm in the unknown source number case. Unfortunately, its separating performance is incommensurate since the adjusting speed cannot always be applied to every case. Sun [17] [18] [19] has proposed to utilize an adaptive neural network with self-organized structure. The concept involves a system capable of instantly identifying the number of sources and adjusting the size of neural network accordingly. Nevertheless, the ANA algorithm in [19] enhances convergence stability at the expense of slower convergence speed.
The neural network algorithm which imitating the bionervous system is a well-known learning rule in many applications. Various BSS algorithms based on neural network have been proposed [6, [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] . Some corresponding unsupervised learning rules are based on the observation that introducing a nonlinear function, allowing performing BSS if the distributions of the source signals meet certain conditions. Cichocki [20] utilized the feed-forward neural network (FNN) with the gradient method and proposed a unsupervised, selfnormalizing, adaptive learning algorithm for roust blind identification or separation. Surprisingly it is proved to be equivalent to the subsequent natural gradient algorithm [25] latterly, the extension of the Infomax algorithm [9] . The convergence properties for two-layer FNN are discussed in [26, 27] . To speed up and stabilize the training iteration procedure, a momentum term is often added to the increment formula for the weights, and it becomes one of the most popular modified methods [28, 29] . However, its learning performance depends heavily upon the selection of the values of the step size and the momentum factor.
In this paper, we concentrate on the over-determined BSS with unknown and dynamic source number. Based on the existing adaptive two-stage neural network architecture [19] , we make contributions including the proposition of a modified FNN-based separation algorithm for better convergence performance by adding an momentum term instead of the adaptive learning rate, and the presentation of its theoretic convergence analysis when the learning rate is set to be a constant while the momentum factor an adaptive variable.
The remainder of this paper is organized as follows. Section II describes the framework of the adaptive FNNbased system model, the source number estimation based on singular value decomposition (SVD) and the selforganized criterion. Section III presents the modified algorithm with a momentum term. Simulation results and performance comparisons are given in Section IV. Some brief conclusions are drawn in Section V.
II. THE ADAPTIVE FNN-BASED SYSTEM MODEL
To solve the over-determined BSS with unknown and dynamic number of source, it is necessary to estimate the source number instantly at the very beginning. Then the dimension of received data vector should be reduced to be the same as the estimated number, so that signal components of high correlation are abandoned. And the size of neural network is also trimmed accordingly to generate or remove nodes. Hence the over-determined BSS turns into our familiar determined BSS, which has been explored widely and deeply. At last the new FNNbased algorithm with momentum we proposed can update the un-mixing matrix and achieve rapid convergence within several iterations.
The framework diagram of the adaptive FNN-based system model is shown in Figure. 1.
A. SVD-based source number estimation
Many methods for estimating signal number have been researched, such as AIC [30] , MDL [31] , GDE [32] , et.al. However, above methods require storage of quantitative samples and may fail to realize real-time estimation. The SVD-based method, valid for small sample detection, can yield reliable estimation results in both noise-absence and non-uniform noise environment. It can be implemented by three steps:
Step1: Calculate the covariance matrix of observed signals,
where E means the expectation value.
Step2: Perform SVD on C ,
, , ,
where U and V are both unitary matrixes, and Step3: Under the presupposition of noise-absence in this paper, if 1 2 n σ σ σ
, the source number can be determined to be equal to n . To satisfy the requirement of on-line estimation, a sliding window length 35 wind = is defined. At instant
to generate the covariance matrix C as indicated in Eq.(3). More details can be referred to [33] .
According to the estimation result ( ) n t , received signals components of high correlation should be abandoned, so the observed vector will be cut to: 
B. Self-organized criterion
As we find from Figure. 1, the input layer and output layer of the FNN contain the same number of nodes. a pair of nodes from both layers will be generated or removed the time ( ) n t changes. Therefore the selforganized criterion [19] adjusts the dimension of unmixing matrix W respectively according to the following three circumstances:
If ( 1) ( ) n t n t + > , which implies the number is increasing, then the dimension will be enlarged:
( 1) ,
and 0, otherwise ij ij w t i n t j n t w t r i n t j n t i j
Where ij w is the i -th row j -th column element of W , and r is a random value between [ 
, which implies the number is decreasing, then the dimension will be cut off:
ij ij w t w t i n t j n t
If ( 1) ( ) n t n t + = , since the number hasn't been changed, then the dimension should keep the same:
( 1)
III. THE MODIFIED ALGORITHM WITH MOMENTUM

A. The classical neural network algorithm
Generally, the elements of un-mixing matrix ij w ⎡ ⎤ ⎣ ⎦ are deemed as the weights of neural network and updated by the gradient decent method, with the objective function a nonlinear correlation measurement.
Herault and Jutten [6] are the first to propose the following learning criterion:
where ( ) Later, Cichocki [20] considered an more efficient and robust learning criterion based on FNN:
Where Λ is a diagonal matrix with its amplitude scaling factors 0
B. The proposed learning algorithm by adding momentum
We know easily from Eq. (9) 
where 0 γ > is a constant parameter and ⋅ is the Euclidean norm. Intuitively, if the previous weight change is large, then adding a fraction of this amount to the current weight update will accelerate the descent process towards the convergence stationary point * W . At convergence, assuming that µ and η are chosen sufficiently small, we
As a result, (13) equals to the condition:
For clarity of presentation the theoretical convergence analysis of the proposed learning algorithm by the method in [34] is provided in the Appendix. Combined above analysis, we decide to fix ( ) 0.005 t µ = in the first learning phase (i.e. the "search" phase) and decrease it to zero exponentially in the second learning phase (i.e. the "converge" phase).
C. Summary
The procedure of our algorithm is illustrated as follows. 
VI. SIMULATION RESULTS
The momentum algorithm proposed in this paper has been extensively simulated on computer. Simulation results fully confirm its validity for separation of unknown and dynamic source number and its considerable performance enhancement compared with the ANA algorithms [19] . Moreover, it is robust and efficient for weak signals which are badly scaled.
In our experiments, the sampling rate is 1 kHz and the sensors number is 8. The zero-mean mutually independent source signals are given as [19] , and a piece of waveforms are displayed in Figure. 
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The elements of mixing matrix A are randomly selected from [0, 1] by computer itself, so the requirement of full column rank can be satisfied generally.
The cross-talking error [35], i.e. the performance index (PI) is utilized to evaluate separation performance: 
Where { } pq c = WA , multiplication of the mixing matrix and un-mixing matrix, is the so-called global matrix. The smaller PI is, the better separation performance is. The simulation experiments include three different cases, static source number case, dynamic source number case and weak source signals case respectively. All simulation results will be displayed by averaging 80 independent runs. What should be noticed is that when we refer to ( 1, ,6 ) 
A. Static case
In this static case we set 4 n = for sake of generality and keep it unchanged during the iteration of 10000 sampling time. Waveforms of the last 500 samples of separated signal are plotted in Figure. 3. Windows without waveforms mean that no output exists. This denotation also applies to the rest of the paper. Figure.4 presents the average PI curves of the three algorithms (i.e, our proposed algorithm, the ANA algorithm [19] and the Cichocki algorithm [20] ) in 80 independent runs. 
B. Dynamic cases
We assume two dynamic cases each having three states switching every 6000 sample time. (1) 4,3, 6 n = : the number of source decreases, then increases. 4 , sample 6000
3, 6000<sample 12000
6, 12000<sample 18000
: the number of source increases, then decreases.
3, sample 6000 6, 6000<sample 12000 2, 12000<sample 18000 
C. Discussion
From above simulation results in Figure 3 , Figure 5 and Figure 7 , it can be easily confirmed that the on-line SVD-based source number estimator is effective, and the proposed algorithm can separate the mixtures successfully no matter the number of sources changes or not. The reason for the separated signals' difference from the original source signals in the order is due to the inherent permutation indeterminacy of BSS.
From above simulation results in Figure 4 , Figure 6 and Figure 8 , we can find that the ANA algorithm has smooth trajectory at the cost of slow learning, and the Cichocki algorithm has rapid convergence speed but unstable learning procedure. Our proposed algorithm with momentum term addition is able to converge much faster than the ANA algorithm in the first search phase, and keep much more stable than the Cichocki algorithm in the second converge phase.
What should be noted is that the value of PI becomes intensively high for all the three algorithms when the number of source changes suddenly, no matter it increases or decreases, which may imply possible undesired divergence. And the mixing matrix A may not always maintain full column in practical environment, which may lead to separation failure.
D. Separation of weak source signals
In this experiment, three very badly scaled and weak source signals we used: As Figure 9 shows, after a period of learning time our proposed algorithm can ensure the successful separation of weak source signals which are badly scaled and mixed with considerable strong noise.
V. CONCLUSION
The paper resolves an advanced BSS issue with unknown and dynamic source number, which is much more likely encountered in practical environments. Under the system model presented, the procedure contains two stages: first is the SVD-based source number estimation and second is the adaptive FNN-based learning algorithm we proposed. The learning iteration can be divided into two phases: one is the rapid "search phase" due to the addition of the momentum term, and the other is the stable "converge phase" because of the learning rate decreased exponentially to zero. Compared with the ANA algorithm and the Cichocki algorithm, performances in both the convergence speed and the steady-state error have been enhanced obviously. Besides, the detailed deduction about its convergence analysis is also given. Moreover, the proposed algorithm can satisfy the requirement for on-line BSS, without storage of input data. And it is also efficient and robust when the sources are badly scaled weak signals. How to deal with BSS under noisy background and how to handle the possible resulted source number overestimation will be included in our next research.
APPENDIX
In this Appendix, we consider the convergence property of the proposed algorithm with momentum term. 
