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Abstract
We prove that the middle two layers of the cube Q2rþ1 contain a cycle of length
ð1 oð1ÞÞ2 2rþ1
r
 
: Our methods can also be used to show that the odd graph Ok contains a
cycle of length ð1 oð1ÞÞjVðOkÞj:
One of our tools, giving a Hamilton cycle in the cube with the minimum number of ‘changes
of direction’, may be of independent interest.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Let X be an n element set; we will usually take X ¼ ½n ¼ f1; 2;y; ng: The discrete
cube Qn is deﬁned to be the graph ðV ; EÞ; where V ¼ PðXÞ and E ¼ fða; bÞ :
jaWbj ¼ 1g: Equivalently, we could take V ¼ f0; 1gn; deﬁne the distance between
two sequences a ¼ ða1;y; anÞ and b ¼ ðb1;y; bnÞ by dða; bÞ ¼ jfi : aiabigj; and
take E ¼ fða; bÞ : dða; bÞ ¼ 1g: Clearly, Qn is an n-regular bipartite graph with 2n
vertices. It is natural to consider the vertices of the cube as splitting into n þ 1 layers,
the layer LiðnÞ consisting of all subsets of size i (in the sequence formulation, this
corresponds to all sequences containing exactly i 1s). The number of vertices in
LiðnÞ is ni
 
:
The cube has been studied extensively; nevertheless, many intriguing open
questions remain. In this paper we will be concerned with the famous middle two
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layers problem [4]. If n is odd, say n ¼ 2r þ 1; then the middle two layers of Qn;
namely Lr and Lrþ1; have the same size. We denote byBr the bipartite graph induced
by these two layers:
Br ¼ Q2rþ1½Lrð2r þ 1Þ,Lrþ1ð2r þ 1Þ:
The number of vertices of Br is 2
2rþ1
r
 
; which we will denote by NðrÞ:
We are now ready to state a conjecture which probably originated with Havel [4],
although it has also been attributed to Dejter, Erd +os, Trotter, and various others.
Conjecture 1 (Middle two layers conjecture). The graph Br is Hamiltonian.
This is known to be true for rp15—see [6]. For larger values of r; even ﬁnding
long cycles in Br seems to be hard. The ﬁrst result giving a cycle of length a positive
proportion of NðrÞ was given by Felsner and Trotter [3], who proved that there exists
a cycle in Br of length at least
1
4
NðrÞ: This was improved by Savage and Winkler [7]
to 0:839NðrÞ; and then further by Savage and Shields [6], who used the same
methods to show that there is a cycle of length 0:86NðrÞ:
Our main result is that there are cycles through almost all of the vertices of Br:
Theorem 2. There exists a cycle in Br of length ð1 oð1ÞÞNðrÞ:
The oð1Þ term we obtain in our construction is, in fact, of the form kﬃ
r
p ; for some
constant k:
We begin with a few remarks, and a useful reformulation of the problem. Work
will start in earnest in the next section.
If a and b are r-sets from ½2r þ 1; then a and b are at distance 2 in Br if and only if
ja-bj ¼ r  1: Given this, it is of interest to consider the graph GrðnÞ; which we
deﬁne to have vertex set ½nðrÞ ¼ faC½n : jaj ¼ rg; and edge set fða; bÞ : ja-bj ¼
r  1g: Notice that, if we have a cycle of length 2l in Br; then taking alternate points
of the cycle gives a cycle of length l in Grð2r þ 1Þ: Of course, a cycle in Grð2r þ 1Þ will
not in general lift to a cycle in Br: However, if no two pairs of adjacent points in a
cycle in Grð2r þ 1Þ have the same union, then by inserting a,b between a and b for
all adjacent a; b in the cycle we obtain a cycle in Br:
With this in mind, we make the following important deﬁnition. Let C ¼ c1c2ycl
be a cycle in a graph whose vertices are subsets of ½n: We will denote the multiset of
unions of adjacent points in the cycle C by UðCÞ; and refer to it as the adjacent
unions multiset. More formally, we write
UðCÞ ¼ fðci,ciþ1Þ : 1pipl  1g,fðcl,c1Þg:
We emphasise that UðCÞ is a multiset, that is elements are considered with
multiplicity.
We deﬁne UðPÞ for a path P ¼ p1p2ypl in such a graph similarly:
UðPÞ ¼ fðci,ciþ1Þ : 1pipl  1g:
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It will always be clear from the context which deﬁnition of U is being used. Our
trivial observation above is restated in the following proposition.
Proposition 3. The following are equivalent:
(i) there is a cycle of length 2l in Br;
(ii) there is a cycle C of length l in Grð2r þ 1Þ with UðCÞ containing no set more than
once.
In what follows, we will frequently regard Qn as Qa  Qna: Thus, we may regard
LiðnÞ as the set of ordered pairs ðx1; x2Þ; where x1AVðQaÞ and x2AVðQnaÞ with
jx1j þ jx2j ¼ i: In the proof of Theorem 2 we will treat VðGrð2r þ 1ÞÞCVðQ2rþ1Þ in
this way, with a large and 2r þ 1 much larger than a:
Our proof of Theorem 2 will require two separate ingredients. Roughly speaking,
one result will tell us how to vary the ﬁrst coordinate, and the other will tell us how
to vary the second coordinate (as we move round the cycle). The ﬁrst ingredient is
the existence of a Hamilton cycle in Grð2r þ 1Þ with a weaker condition than simply
having no repetitions in the adjacent unions multiset. The second ingredient is the
existence of a long path in the cube with few ‘changes of direction’. These two
ingredients are described in the next two sections. In Section 4 we put these
ingredients together to prove Theorem 2. Finally, in Section 5 we apply our methods
to construct long cycles in a related family of graphs, the odd graphs.
2. A preliminary construction
In this section we describe our ﬁrst ingredient. We will prove that Grð2r þ 1Þ
contains a Hamilton cycle C with no set appearing more than twice in UðCÞ:
We remark that it is a relatively simple exercise to construct a Hamilton cycle in
Grð2r þ 1Þ if no restriction at all is given on U (see [5], for example).
Lemma 4. There exists a Hamilton cycle C ¼ x1x2yxl in Grð2r þ 1Þ such that
(i) the adjacent unions multiset UðCÞ has no set appearing in it more than twice,
(ii) if a set appears twice in UðCÞ; say as ðxi,xiþ1Þ and ðxj,xjþ1Þ; then we must have
j  i71 ðmod lÞ (where we take xlþ1 ¼ x1).
Proof. We use induction on r: The cases r ¼ 1 and 2 follow from the fact thatB1 and
B2 are Hamiltonian.
The induction hypothesis allows us to take c1c2c3ycm; a Hamilton cycle with the
required properties in Gr2ð2r  3Þ: Now, in the cube Q2r3 consider the following
matchings:
a : ½2r  3ðrÞ-½2r  3ðr1Þ;
b : ½2r  3ðr1Þ-½2r  3ðr2Þ;
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g : ½2r  3ðr3Þ-½2r  3ðr2Þ;
d : ½2r  3ðr4Þ-½2r  3ðr3Þ:
These partition the layers from size r  4 to size r into chains. These matchings exist
by a standard application of Hall’s theorem on matchings in bipartite graphs (see [2],
for example). Note that b is a bijection, since 2r3
r1
  ¼ 2r3
r2
 
:
We group together the sets lying on each chain by deﬁning, for each 1pipm:
bi ¼ b1ðciÞ;
ai ¼ a1ðb1ðciÞÞ if it exists;
di ¼ g1ðciÞ if it exists;
ei ¼ d1ðg1ðciÞÞ if it exists:
Notice that if di does not exist then neither does ei: We relabel all of these sets, by
adding 4 to each element of each set, so that they are subsets of f5; 6;y; 2r þ 1g
rather than f1; 2;y; 2r  3g:
Let
Vi ¼ vA½2r þ 1ðrÞ : v-f5; 6;y; 2r þ 1g ¼ ai; bi; ci; di or ei
n o
:
Thus the sets Vi; for 1pipm; partition ½2r þ 1ðrÞ:
We will exhibit, for each i; a path Pi in Grð2r þ 1Þ from ci,f1; 2g to ci,f3; 4g
whose vertices are precisely the elements of Vi: We will then show how to join these
paths up to give a Hamilton cycle. The paths will be constructed in such a way that
the resulting cycle has the required properties. Speciﬁcally, we will require the Pi to
satisfy:
(i) no set appears more than twice in UðPiÞ;
(ii) if a set appears twice in this way then the instances are adjacent (as in the
statement of Lemma 4),
(iii) if AA½2r þ 1ðrþ1Þ with A-½4 ¼ f1; 2g or f3; 4g then A does not belong to
UðPiÞ:
It is not difﬁcult to ﬁnd such paths, although there will be a number of cases to go
through. To give some motivation for the properties we demand of the Pi; we
postpone the construction of them, and give the remainder of the proof assuming
that our paths have been constructed. The remainder of the proof consists of
showing how to join up the paths, and checking that the resulting cycle has the
required form. We denote the reverse of a path P by %P:
Firstly, we consider the case of even m: In this case the following is a Hamilton
cycle in Grð2r þ 1Þ:
C ¼ P1 %P2P3y %Pm:
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Note that the ﬁrst vertex of Pi is f1; 2g,ci; and this is adjacent to f1; 2g,ciþ1; the
ﬁrst vertex of Piþ1: Similarly, the last vertex of Pi is adjacent to the last vertex of
Piþ1; and so C is a cycle.
We now prove that no set appears more than twice as the union of adjacent
elements of this cycle. Suppose that AA½2r þ 1ðrþ1Þ: If A-½4 ¼ f1; 2g then, by
property (iii) above, A only appears as the union of pairs of the form
f1; 2g,ci; f1; 2g,ciþ1; and by the induction hypothesis there are no more than
two instances of each such set. Moreover, only one edge out of
f1; 2g,ci; f1; 2g,ciþ1 and f1; 2g,ciþ1; f1; 2g,ciþ2 is in our Hamilton cycle and
so, in fact, a set A of this form only appears once in the adjacent unions multiset.
Similarly, there is no more than one instance of a set which intersects ½4 in the pair
f3; 4g: If A-½4 is not equal to f1; 2g or f3; 4g; then looking at A-f5; 6;y; 2r þ 1g
determines which Pi it is that all adjacent pairs with union A occur in (this is because
ai; bi; ci; di; ei is a chain). By properties (i) and (ii) of the Pi; no A appears more than
twice as the union of adjacent elements in Pi; and if it appears twice then these
appearances are adjacent, and so we are done.
If m is odd then the same approach would give a Hamilton path in Grð2r þ 1Þ: A
little extra care is needed to ensure that the path joins up to form a cycle. To do this
we exhibit a path P01 from f1; 2g,c1 to f1; 4g,c1; and a path P02 from f1; 4g,c2 to
f3; 4g,c2 with the same properties as the Pi above. Now our Hamilton cycle is
given by
C ¼ P01P02 %P3y %Pm:
The proof that this is a cycle of the correct form is as before, except that the extra
union ðf1; 4g,c1Þ,ðf1; 4g,c2Þ must be considered. We can arrange that our chains
are such that c1,c2 has a pre-image under a: We can also guarantee that if ai exists
then f1; 4g,bi is not the union of adjacent sets in Pi: This completes the proof,
assuming the existence of the Pi:
It remains to exhibit the Pi: Recall that they must satisfy the following
properties:
(i) Pi is a path from f1; 2g,ci to f3; 4g,ci containing all of Vi;
(ii) P01 is a path from f1; 2g,c1 to f1; 4g,c1 containing all of V1;
(iii) P02 is a path from f1; 4g,c2 to f3; 4g,c2 containing all of V2;
(iv) no set appears more than twice in UðPiÞ or UðP0iÞ;
(v) if a set appears twice in this way then these instances are adjacent,
(vi) if AA½2r þ 1ðrþ1Þ with A-½4 ¼ f1; 2g or f3; 4g then A is not in UðPiÞ or UðP0iÞ;
(vii) if ai exists then f1; 4g,bi is not in UðPiÞ or UðP0iÞ:
We must consider the following cases:
Case 1: only bi and ci exist.
Case 2: only bi; ci and di exist.
Case 3: only bi; ci; di and ei exist.
Case 4: only ai; bi and ci exist.
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Case 5: only ai; bi; ci and di exist.
Case 6: ai; bi; ci; di and ei all exist.
To improve readability we will use 12c as a shorthand for f1; 2g,ci; and
so on. Also, we will describe paths by listing their vertices separated by commas
where this helps with clarity. If we are in case 1 then our path Pi will have
the form
12c; 13c; 14c; 24c; 2b; 4b; 1b; 3b; 23c; 34c;
with unions of adjacent sets
123c; 134c; 124c; 24b; 24b; 14b; 13b; 23b; 234c:
In case 2 we take Pi to be
12c; 123d; 13c; 134d; 14c; 124d; 24c; 2b; 4b; 1b; 3b; 23c; 234d; 34c;
and in case 3 we take Pi to be
12c; 123d; 1234e; 134d; 13c; 14c; 124d; 24c; 2b; 4b; 1b; 3b; 23c; 234d; 34c:
It is left as an exercise for the reader to check that the adjacent unions multiset
is as required in these two cases. Finally, if we are in case 4,5 or 6 then we can
add a to any of the above by inserting it between 4b and 1b: This adds 1a and 4a
to U at the expense of 14b: It is this last point that ensures that condition (vii) is
satisﬁed.
In each of these cases we form P01 from P1 by reversing the section of it from 14c to
the end. For example, if only b1 and c1 exist then P
0
1 has the form
12c; 13c; 34c; 23c; 3b; 1b; 4b; 2b; 24c; 14c:
We form P02 from P2 in a similar way by reversing the section of it from the start to
14c: It is left as an easy exercise to check that in all cases P01 and P
0
2 have the same
adjacent unions multisets as P1 and P2: It follows that the conditions on the P
0
i are
satisﬁed.
This completes the proof of Lemma 4. &
3. Long paths in Qn with few peaks
We now proceed to our second ingredient. We need one natural deﬁnition. If
p1p2ypl is a path in Qn; then we say that pi is a peak of the path if jpi1j ¼ jpiþ1j ¼
jpij  1: We say that pi is a change of direction if it is either a peak or jpi1j ¼
jpiþ1j ¼ jpij þ 1: How few peaks can a path through most of the vertices of Qn
have? Of course, there is a simple lower bound of 1
2
n
n
2
 
X 2
nﬃﬃﬃﬃﬃ
2pn
p on the number of
peaks that a Hamilton cycle in Qn can have. Indeed, any Hamilton cycle must
contain at least
n
n
2
 
changes of direction, because we must have at least one change
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of direction between visiting two points of the middle layer of Qn: Half of these
changes of direction must be peaks, establishing the bound.
Our aim in this section is to prove that a path exists through almost all of the
vertices of Qn with close to this number of peaks. (For technical reasons we will
demand that our path satisﬁes two extra conditions.)
It is amusing to contrast this with a construction, due to Savage and Winkler [7],
of a Hamilton path in Qn which passes through all points from the ith layer before
any points from the ði þ 2Þth layer for all i: Their property is equivalent to the path
having the maximum possible number of peak vertices.
Theorem 5. There exists some constant k such that, for all even n; there exists a path
P ¼ p1p2p3ypl in Qn satisfying:
(i) P contains at least ð1 kﬃﬃ
n
p Þ2n vertices which are not peaks,
(ii) jp1j ¼ jpl j ¼ n2;
(iii) jp2j ¼ jpl1j ¼ n2þ 1:
The number of peaks in the paths constructed in the proof of Theorem 5 is within
a constant multiple of being the minimal number of peaks in a Hamilton cycle in Qn:
In fact, we shall see later that our methods can be improved to give an upper bound
for the minimum number of peaks in a Hamilton cycle which is asymptotically equal
to the trivial lower bound.
The result we shall actually need, to construct a long cycle in Br; is the following
easy consequence of Theorem 5. This concerns paths in a related graph, the
augmented cube Qþn ¼ ðV ; EÞ; deﬁned as follows:
V ¼ Pð½nÞ;
E ¼ fða; bÞ : jaWbj ¼ 1g,fða; bÞ : jaj ¼ jbj ¼ i; ja-bj ¼ i  1g:
Theorem 6. If n is even then there exists a path P ¼ p1p2p3ypl in Qþn with lX
ð1 oð1ÞÞ2n satisfying:
(i) there are no repetitions in UðPÞ;
(ii) p1 and pl are not elements of UðPÞ;
(iii) jp1j ¼ jpl j ¼ n2:
We ﬁrst show that Theorem 5 implies Theorem 6.
Proof of Theorem 6. Suppose that P is a path in Qn of the form demanded by
Theorem 5. We replace each section of the path pi1pipiþ1; where pi is a peak, with
pi1piþ1: This gives a path in Qþn which has length equal to the number of non-peak
vertices in P; and clearly satisﬁes the conditions of Theorem 6.
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Proof of Theorem 5. Take n even. We will need two ingredients to build our long
path in Qn: The ﬁrst is the fact that there exists a collection of chains C ¼
fC1; C2;y; Ctg which partition Qn
2
; where C is as small as possible, that is t ¼
n
2
n
4
 
:
We denote the elements of Ci by c
ðiÞ
1 ; c
ðiÞ
2 ;y; c
ðiÞ
li
where jcðiÞjþ1j ¼ jcðiÞj j þ 1: As our
second ingredient, we need the following claim.
Claim. There exist paths R ¼ r1r2yrm and S ¼ s1s2ysm in Qn
2
; of length 2
n
2  1;
with jr1j ¼ jrmj ¼ In4m; jr2j ¼ jrm1j ¼ jr1j þ 1 and js1j ¼ jsmj ¼ Jn4n; js2j ¼ jsm1j ¼
js1j þ 1:
Proof. The standard inductive construction of a Hamilton cycle in the cube shows
that we can ﬁnd a Hamilton cycle in Qn
2
which has ﬁve consecutive vertices
x1Cx2Cx3Cx4Cx5 forming a chain. For any 1pipn  2; there exists an
automorphism of the cube fi with jfiðx1Þj ¼ jfiðx5Þj ¼ i þ 1; jfiðx2Þj ¼ jfiðx4Þj ¼
i; jfiðx3Þj ¼ i  1: Speciﬁcally, such an automorphism can be obtained by taking the
symmetric difference of every set in Qn
2
with X ; where X is any subset of ½n
2
 satisfying
X-ðx5\x1Þ ¼ x3\x1 and jXWx1j ¼ i þ 1: If we apply such an automorphism with
i ¼ In
4
m; and remove fiðx3Þ; then we obtain a path of the correct form for R; and
similarly, taking i ¼ Jn
4
n and removing fix3; we obtain a path of the correct form
for S: This establishes the claim. &
Now regard Qn as Qn
2
 Qn
2
and deﬁne, for each 1pkpm; 1pipt; the chain
C
ðiÞ
k ¼ ðrk; cðiÞj Þ : 1pjpli
n o
:
Consider the set of chains
S ¼ CðiÞk : 1pkpm; 1pipt
n o
:
This is a set of disjoint chains in Qn: Between them the chains inS contain all but 2
n
2
of the vertices of Qn (the missing vertices are those with ﬁrst
n
2
coordinates
corresponding to the unique vertex of Qn
2
not contained in the path R). It is natural
to partition S into sets corresponding to a single chain in C by taking
Si ¼ fCðiÞk : 1pkpmg
for all 1pipt:
Now consider paths Pi from ðr1; cðiÞ1 Þ to ðrm1; cðiÞ1 Þ constructed as follows:
Pi ¼ r1; cðiÞ1
 	
; r2; c
ðiÞ
1
 	
; r2; c
ðiÞ
2
 	
;y; r2; c
ðiÞ
li
 	
; r3; c
ðiÞ
li
 	
;y;
r3; c
ðiÞ
1
 	
; r4; c
ðiÞ
1
 	
;y; rm2; c
ðiÞ
li
 	
;y; rm2; c
ðiÞ
1
 	
; rm1; c
ðiÞ
1
 	
:
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The path Pi contains all of the points in chains in Si; apart from those with ﬁrst
n
2
coordinates being r1; rm1 or rm; together with the points ðr1; cðiÞ1 Þ and ðrm1; cðiÞ1 Þ:
Now consider the following paths:
K ¼ ðr1; s1Þ; ðr1; s2Þ; ðr1; s3Þ;y; ðr1; smÞ;
L ¼ ðrm1; s1Þ; ðrm1; s2Þ; ðrm1; s3Þ;y; ðrm1; smÞ:
We construct our path in Qn by traversing K and L; swapping between them via Pi
when we hit the sj which is c
ðiÞ
1 : We remark that if S is chosen carefully then the point
of Qn
2
not in S is not the bottom of any chain in C: Speciﬁcally, if c
ðiÞ
1 ¼ saðiÞ; and we
renumber the chains in C so that að1Þoað2Þo?oaðtÞ; then our path is
P ¼ðr1; s1Þ; ðr1; s2Þ;y; ðr1; sað1ÞÞ; P1; ðrm1; sað1ÞÞ; ðrm1; sað1Þþ1Þ;
y; ðrm1; sað2ÞÞ %P2ðr1; sað2ÞÞ; ðr1; sað2Þþ1Þ;y
Note that, to emphasise the structure of P; we have repeated the endvertices of the Pi
in this expression.
This path ends at either ðr1; smÞ or ðrm1; smÞ: In the second case we add the point
ðrm; smÞ to the end of the path. By construction, the ﬁrst and last elements of the path
have size n
2
; and the second and penultimate elements of it have size n
2
þ 1: It remains
to show that the path P contains enough non-peak vertices.
The only vertices of Qn which P does not pass through are all of those of the form
fx; rmg  Qn
2
; where x is the unique point of Qn
2
not contained in R; and at most half
of those of the form fr1; rm1g  Qn
2
: So in total there are at most 3 2n2 points of Qn
not contained in P:
How many peaks does P contain? Ignoring the endvertices of the Pi; each of the Pi
contains at most 2
n
2
1  2 peaks (with equality if the chain Ci has length at least 2).
This is because we have a peak only when we move from ðra; cðiÞli Þ to ðraþ1; c
ðiÞ
li
Þ: We
may have up to 2
n
2 peaks in fr1g  Qn
2
and frm1g  Qn
2
; since in the worst case we
have all of these vertices in P and half of them are peaks. Notice that we have
counted the endvertices of the Pi among these vertices. Since there are t paths Pi; we
deduce that there are fewer than 2
n
2
1 n2
n
4
 
þ 2n2 peaks in P:
Let a be the proportion of the vertices of Qn that are non-peak vertices of P: We
have that
a X 1 2n 2n21
n
2
In
4
m
 
þ 2n2 þ 3 2n2
 
4 1 kﬃﬃﬃ
n
p  1
2
n
22
for some constant k ðby Stirling’s formulaÞ:
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Thus, if we take n to be sufﬁciently large then there are at least ð1 2kﬃﬃ
n
p Þ2n
non-peak vertices in P: This completes the proof. &
We have proved Theorem 5 only in the case of even n: This is the case that we will
need in our proof of Theorem 2. However, the result may be of some independent
interest so we remark that it is a simple matter to use induction on n to prove a
similar theorem for odd n:
The problem of ﬁnding a Hamilton cycle in Qn with as few peak vertices as
possible can also be attacked using this method, giving a result which is close to best
possible. For completeness we give a theorem concerning this. Those interested only
in the main theorem on the middle two layers graph can safely skip the remainder of
this section. As we remarked at the start of this section, any Hamilton cycle in the
cube Qn contains at least
2nﬃﬃﬃﬃﬃ
2pn
p peak vertices.
Theorem 7. There exists a Hamilton cycle in Qn containing only ð1þ oð1ÞÞ 2nﬃﬃﬃﬃﬃ2pnp peak
vertices.
Proof. The natural approach, for even n; is to repeat the proof of Theorem 6 taking
R ¼ r1yrm and S ¼ s1ysm to be Hamilton cycles in Qn
2
: In this case we have a cycle
in Qn given by
ðr1; s1Þ; ðrm; s1Þ; ðrm; s2Þ; ðr1; s2Þ; ðr1; s3Þ; ðrm; r3Þ;y; ðrm; sm1Þ; ðrm; smÞ; ðr1; smÞ:
This cycle contains all points of Qn which are of the form fr1; rmg  Qn
2
: We deﬁne
paths Pi as in the proof of Theorem 6. Replacing each edge ðr1; siÞ; ðrm; siÞ where
ðr1; siÞ is an endvertex of one of the Pi gives a Hamilton cycle in Qn: By the same
argument as before we can see that it contains
2nﬃﬃﬃﬃﬃ
pn
p þ 2n2þ1
peak vertices. This bound is of the same order as the lower bound, but differs by a
factor of
ﬃﬃﬃ
2
p
: By splitting up the vertices of Qn in an asymmetric way we can improve
on this.
Given e40; take t large enough that
ﬃﬃﬃﬃﬃﬃ
t
t1
p
oð1þ e
2
Þ: First consider the case t
divides n; and regard Qn as Qa  Qb where a ¼ nt and b ¼ nt1t : Take R ¼ r1r2yr2a
a Hamilton cycle in Qa; and S ¼ s1s2ys2b a Hamilton cycle in Qb: Let C ¼
fC1; C2;y; Cmg be a decomposition of Qb into chains with m ¼ bIb
2
m
 
: We deﬁne
paths Pi as follows:
Pi ¼ r1; cðiÞ1
 	
; r2; c
ðiÞ
1
 	
; r2; c
ðiÞ
2
 	
;y; r2; c
ðiÞ
li
 	
; r3; c
ðiÞ
li
 	
;y;
r3; c
ðiÞ
1
 	
; r4; c
ðiÞ
1
 	
;y; r2a1; c
ðiÞ
li
 	
;y; r2a1; c
ðiÞ
1
 	
; r2a ; c
ðiÞ
1
 	
:
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As before, we have a cycle
ðr1; s1Þ; ðr2a ; s1Þ; ðr2a ; s2Þ; ðr1; s2Þ; ðr1; s3Þ; ðr2a ; r3Þ;y; ðr2a ; s2b1Þ; ðr2a ; s2bÞ; ðr1; s2bÞ;
and replacing each edge of the form ðr1; siÞ; ðr2a ; siÞ with Pi; whenever si is the bottom
point of one of the chains Cj; gives a Hamilton cycle in Qn:
The number of peaks in the cycle we have described can be bounded in the same
way as before:
Number of peaks p ð2a1  1Þ b
Ib2m
 
þ 2b
o 1þ e
2
 	
2a
2bﬃﬃﬃﬃﬃﬃﬃﬃ
2pb
p þ 2b
o 1þ e
2
 	 2nﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
t
t  1
r
þ 2
n
2a
o ð1þ eÞ 2
nﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p ;
provided that n is sufﬁciently large.
By the standard inductive method for constructing cycles in Qn we can produce a
cycle in Qn with 2p peaks from a cycle in Qn1 with p peaks. This sufﬁces to prove the
bound in the case of n not a multiple of t: To be precise, when n ¼ xt þ y where x; y
are positive integers with yot we have a cycle in Qn with
Number of peaks p ð1þ eÞ 2
nﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pxt
p
¼ð1þ eÞ 2
nﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xt þ y
xt
r
o ð1þ eÞ2 2
nﬃﬃﬃﬃﬃﬃﬃﬃ
2pn
p ;
provided that n is large enough that
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n
tIn
t
m
r
oð1þ eÞ: This completes the proof. &
4. Putting it all together
We now have both of the ingredients we need to prove Theorem 2. The
construction described in this section is rather complicated. As the proof of Theorem
2 will follow the proof of Lemma 4 closely, the reader is strongly advised to be
familiar with the proof of Lemma 4 before reading this section.
We start with a brief overview of the proof. The Pi in the proof of Lemma 4 are
determined by a sequence of sets in Q4 forming a path in Q
þ
4 (whether to add
ai; bi; ci; di or ei to our set is forced by the requirement that elements of Pi must have
size r). In proving Theorem 2 we will need, to play the part of our paths in Qþ4 with at
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most two instances of each set in the adjacent unions multiset, paths in Qþt with at
most one instance of each set in the adjacent unions multiset. Unfortunately, it is
impossible to ﬁnd a path P containing all of Qþt with no repetitions in UðPÞ (for
example the two unions involving f1; 2;y; tg must both be f1; 2;y; tg).
Consequently, it appears that this procedure will only give a ﬁxed proportion of
the vertices of Grð2r þ 1Þ in our ﬁnal cycle.
To get around this, rather than working with a single ﬁxed t; we allow t to become
large. In the previous section we have seen that in this case paths exist through
almost all of the vertices of Qþt without any repetitions in the adjacent unions
multiset.
Proof of Theorem 2. Given e40; let s be even and sufﬁciently large that, by Theorem
6, there exists a path P ¼ p1p2ypl in Qþs ; of length at least ð1 eÞ2s; with no
repetitions in UðPÞ: Take such a P with jp1j ¼ jpl j ¼ s2; and p1; pleUðPÞ:
Let t be odd, and sufﬁciently large that if Qt is partitioned into symmetric chains,
then in the induced partition of the layers Lts1
2
ðtÞ to Ltþs1
2
ðtÞ at least ð1 eÞ tt1
2
 
of the chains have length s þ 1: This can be done since the number of chains of length
less than s þ 1 is
t
t1
2
 
 t
ts1
2
 
¼ t
t1
2
 
1
t1
2
t3
2
?ts1
2
tþ3
2
tþ5
2
?tþsþ1
2
 
¼ 1 ðt  1Þðt  3Þ?ðt  s  1Þðt þ 3Þðt þ 5Þ?ðt þ s þ 1Þ
 
- 0 as t-N;
since s is ﬁxed. We remark that t is much larger than s:
Now let n ¼ s þ t and consider Qn; regarded as Qs  Qt: Let m ¼ tt1
2
 
; and
C ¼ c1c2ycm be a Hamilton cycle in Gt1
2
ðtÞ satisfying the hypotheses of Lemma 4
(that is UðCÞ contains no set more than twice, with any repetition occurring in
adjacent places on the cycle).
If ci is in a chain of length s þ 1 in our decomposition, then we form Pi a path in
Gsþt1
2
ðnÞ as follows. Each vertex p of P is replaced by the vertex of Gn1
2
ðnÞ with ﬁrst
s coordinates being p; and last t coordinates corresponding to the set in the chain
through ci which has size
n1
2
 jpj: Note that for at least ð1 eÞ tt1
2
 
of the ci; the
chain through ci has length s þ 1: Also, in this case the path Pi has length ð1 eÞ2s:
These facts will be important later, when we come to calculate the length of the cycle
we have constructed.
If ci is not in a chain of length s þ 1; then let Pi be any path in Gsþt1
2
ðnÞ with the
last t coordinates always being ci; and the ﬁrst s coordinates ranging from p1 to pl in
such a way that UðPiÞ has no repetitions. Note that such a path certainly exists.
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Indeed, suppose not and let p1 ¼ a1a2a3yab ¼ pl be the path between p1 and pl
with the fewest repetitions. There exist ioj with ai,aiþ1 ¼ aj,ajþ1; but now
a1a2yaiajþ1yab is a path with fewer repetitions. This contradiction establishes the
existence of the required path.
We are now ready to exhibit our cycle. If
t
t1
2
 
is even the following does the
trick:
P1 %P2P3y %Pm:
Note that the ﬁrst vertex of Pi is ðp1; ciÞ; and this is adjacent to ðp1; ciþ1Þ; the ﬁrst
vertex of Piþ1: Similarly, the last vertex of Pi is adjacent to the last vertex of Piþ1;
and so this is a cycle.
Observe that, by the remarks following the construction of the Pi; this cycle has
length at least ð1 eÞ2 tt1
2
 
2s4ð1 2eÞ nn1
2
 
: It is also easy to see that this cycle
has no repetitions in the adjacent unions multiset, by the same method used
in the proof of Lemma 4. To recap, suppose that A is a set which is repeated
in the adjacent unions multiset, and let B be the restriction of A to the ﬁrst s
coordinates. If B ¼ p1 or pl then any repetition must occur between two vertices
in different Pi; the construction of C (in particular, the fact that any repetition
in UðCÞ occurs at adjacent places in C) rules out this possibility. Otherwise, looking
at the restriction of A to the last t coordinates establishes the Pi in which both
instances of A must appear; the construction of the Pi mean that this possibility is
also impossible.
If
t
t1
2
 
is odd, then choose C so that c1,c2ac2,c3; and consider the following
cycle:
ðp1; c1Þ; ðp1; c2Þ; P3 %P4P5 %P1;
where the ﬁrst vertex is repeated at the end, to emphasise the fact that this is
a cycle.
We have missed out the vertices on P2; but there are so few of these that we still
have a path of length at least ð1 3eÞ nn1
2
 
say, and 3e can be made arbitrarily
small. The proof that no union is repeated is as for the previous case. We note that
although we now have a pair of adjacent edges in our cycle neither of which are
within a Pi; our choice of c1; c2; c3 ensures that no repetition occurs here. This
completes the proof. &
In fact, to be more precise, we have shown that for all r there is a cycle in Br of
length at least ð1 kﬃ
r
p Þ2 2rþ1
r
 
; for some constant k:
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5. Connection with the odd graphs
The middle two layers graphs are related to the odd graphs, another intriguing
though less well-known family of graphs. The odd graph Ok is deﬁned to have vertex
set ½2k  1ðk1Þ; with two vertices being adjacent if their corresponding subsets are
disjoint. The odd graph is a special case of the Kneser graph, deﬁned to have vertices
the set of r-sets from ½n; with disjoint sets being adjacent. The following folklore
conjecture is mentioned by Biggs [1].
Conjecture 8. The graph Ok is Hamiltonian except when k ¼ 3:
The case k ¼ 3 is the Petersen graph, which is non-Hamiltonian. In this section we
develop the methods of our proof of the existence of a cycle through a proportion
ð1 oð1ÞÞ of Br to prove the following theorem.
Theorem 9. There exists a cycle in Ok of length ð1 oð1ÞÞjVðOkÞj:
It is worth pointing out that we can use cycles in the odd graph Ok to build cycles
in the middle two layers graph Bk1; as described in the following proposition.
Proposition 10. Let C be a cycle of length l in Ok:
(i) If l is odd then there is a cycle of length 2l in Bk1:
(ii) If l is even then there are two disjoint cycles each of length l in Bk1:
Proof. Let C ¼ x1x2x3yxl be a cycle in Ok: If l is odd then, writing sc for ½2k  1\s;
we have that
x1x
c
2x3x
c
4yx
c
l1xlx
c
1yxl1x
c
l
is a cycle of length 2l in Bk1:
If l is even then
x1x
c
2x3x
c
4yxl1x
c
l
and
xc1x2x
c
3yx
c
l1xl
are disjoint cycles of length l in Bk1: &
This remark, together with the fact that Bk1 has twice as many vertices as Ok;
shows that Theorem 2 would be implied by Theorem 9 if we could arrange that our
long cycle in Ok had odd length. However, there is no obvious converse to
Proposition 10 to deduce the existence of cycles in the odd graph from cycles in the
middle two layers graph, so it does not seem to be possible to deduce Theorem 9
from Theorem 2. We show that despite this, with some work, we can use our cycle in
the middle two layers, and the methods used to construct it, to ﬁnd a long cycle in the
odd graph.
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We will use cycles in adjacent layers of Q2k1 to build cycles in Okþ1: Observe the
following relationship between the sizes of the graphs involved:
jVðOkþ1Þj ¼
2k þ 1
k
 
¼ 2k  1
k  1
 
2kð2k þ 1Þ
kðk þ 1Þ
o 4 2k  1
k  1
 
¼ 2jVðBk1Þj:
Proof of Theorem 9. First notice that, if C ¼ x1y1x2y2yxlyl is a cycle in Bk1 with
jxij ¼ k  1 and jyij ¼ k for all i; then we have a cycle
C0 ¼ x1,f2kg; yc1,f2k þ 1g;y; xl,f2kg; ycl,f2k þ 1g
of length 2l in Okþ1: If C contains a proportion a of the vertices of Bk1; then C0
contains a proportion at least a
2
of the vertices of Okþ1:
Also, if D ¼ v1w1v2w2yvmwm is a cycle in Q2k1½Lk2ð2k  1Þ,Lk1ð2k  1Þ
with jvij ¼ k  2 and jwij ¼ k  1 for all i; then we have a cycle
D0 ¼ v1,f2k; 2k þ 1g; wc1;y; vm,f2k; 2k þ 1g; wcm
of length 2m in Okþ1: Moreover, the cycle D0 is disjoint from C0 regardless of the
cycles C and D: We can modify D0 by permuting ½2k  1 so that w1 ¼ x1 and
w2 ¼ x2: This is possible since jw1-w2j ¼ jx1-x2j ¼ k  2: Thus, ðwc1; x1,f2kgÞ
and ðwc2; x2,f2kgÞ are edges of Ok; and so we can join C0 and D0 losing only two
points. This yields a cycle in Okþ1 of length 2l þ 2m  2:
Theorem 9 will follow if we can ensure that, for any e40; cycles C and D as above
with l; mX 2k1
k1
 ð1 eÞ exist, provided that k is sufﬁciently large. The fact that we
can ﬁnd a C with lX 2k1
k1
 ð1 eÞ is the content of Theorem 2. We proceed to use the
methods of the proof of Theorem 2 to show that we can ﬁnd a similarly long cycle in
Q2k1½Lk2ð2k  1Þ,Lk1ð2k  1Þ: By an obvious generalisation of Proposition 3,
it sufﬁces to ﬁnd a cycle through an arbitrarily large proportion of Gk2ð2k  1Þ
with no repetitions in the adjacent unions multiset. First we need an analogue of
Lemma 4.
Lemma 11. There exists a Hamilton cycle C ¼ x1x2yxl in the graph Gk2ð2k  1Þ
such that:
(i) the adjacent unions multiset UðCÞ has no set appearing in it more than twice,
(ii) if a set appears twice in UðCÞ; say as ðxi,xiþ1Þ and ðxj,xjþ1Þ; then we must have
j  i71 ðmod lÞ (where we take xlþ1 ¼ x1).
The proof of this uses exactly the same ideas as the proof of Lemma 4. For
completeness, we give the details anyway.
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Proof of Lemma 11. Take b1b2b3ybm a Hamilton cycle in Gk3ð2k  5Þ satisfying
the hypotheses of Lemma 4. In the cube Q2k5 consider the following matchings:
a : ½2k  5ðk2Þ-½2k  5ðk3Þ;
b : ½2k  5ðk4Þ-½2k  5ðk3Þ;
g : ½2r  kðk5Þ-½2k  5ðk4Þ;
d : ½2k  5ðk6Þ-½2k  5ðk5Þ:
These matchings exist by Hall’s theorem. Note that a is in fact a bijection since
2k5
k2
  ¼ 2k5
k3
 
:
We group together the sets lying on each chain by deﬁning, for each 1pipm:
ai ¼ a1ðbiÞ;
ci ¼ b1ðbiÞ if it exists;
di ¼ g1ðb1ðbiÞÞ if it exists;
ei ¼ d1ðg1ðb1ðbiÞÞÞ if it exists:
We relabel all of these sets by adding 4 to each element of each set so that they are
subsets of f5; 6;y; 2k  1g rather than f1; 2;y; 2k  5g:
Let
Vi ¼ fvA½2k  1ðk2Þ : v-f5; 6;y; 2k  1g ¼ ai; bi; ci; di or eig:
Thus the sets Vi; for 1pipm; partition ½2k  1ðk2Þ:
In a similar way to the proof of Lemma 4 we will exhibit, for each i; a path Pi in
Gk2ð2k  1Þ from bi,f1g to bi,f4g whose vertices are precisely the points of Vi:
We will then show how to join these paths up to give a Hamilton cycle. The paths
will be constructed in such a way that the resulting cycle has the required properties.
Speciﬁcally, we will require the Pi to satisfy:
(i) no set appears more than twice in UðPiÞ;
(ii) if a set appears twice in this way then the instances are adjacent (as in the
statement of Lemma 11),
(iii) if AA½2k  1ðk1Þ with A-½4 ¼ f1g or f4g then A does not belong to UðPiÞ:
We claim that taking the Pi used in the proof of Lemma 4, and moving the set 1b
to the start and the set 4b to the end gives suitable Pi: It is left to the reader to check
this. It remains to show how to join up the paths, and to check that the resulting
cycle has the required form.
Firstly, we consider the case of even m: In this case, exactly as before, the following
is a Hamilton cycle in Gk2ð2k  1Þ:
P1 %P2P3y %Pm:
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The proof that no set appears more than twice as the union of adjacent elements of
this cycle is as in the proof of Lemma 4.
If m is odd then the same approach would give a Hamilton path in Gk2ð2k  1Þ:
To get a cycle, we modify P1 by swapping 3 and 4 in every set in it to form a path P
0
1;
and modify P2 by swapping 1 and 3 in every set in it to give a path P
0
2: Note that P
0
1 is
a path from f1g,b1 to f3g,b1; and P02 is a path from f3g,b2 to f4g,b2: We now
have a cycle as follows:
P01P
0
2
%P3P4y %Pm:
In this case, by the method of the proof of Lemma 4, no set can appear more than
twice in the adjacent unions multiset, with the possible exception of the union
f3g,b1,b2: However, if we choose our matchings so that b1,b2 lies on the chain
through b1 then this union does not appear in UðP01Þ; since f4g,a1 did not appear in
UðP1Þ: This completes the proof. &
The remainder of the proof follows the proof of Theorem 2, with one slight
modiﬁcation. Speciﬁcally, we need that our long path with few peaks in Qs has ﬁrst
and last vertices of size s
2
 1; and second and penultimate vertices of size s
2
: The
reader who has understood the proof of Theorem 6 will have no difﬁculty in
modifying it to ensure that this holds. &
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