This paper uses Stein's method and the binomial w-functions to determine a bound for approximating the distribution of a sum of n independent binomial random variables, each with parameters n i and p i , by a binomial distribution with parameters m = n i=1 n i and p = 1 m n i=1 n i p i .
Introduction
There has been much methodological research on topics related to the binomial approximation, which have yielded useful results in applications of probability and statistics, and the most valuable findings have concerned the binomial approximation for sums of independent and dependent Bernoulli random variables. In the past few years, some authors have sought to propose a good error bound for measuring the accuracy of this approximation. Many accurate results are derived from the well-known Stein's method, can be found in [1] and [3] − [5] . In this context, we extend the approximation to a sum of independent binomial random variables.
Let X 1 , ..., X n be independently distributed binomial random variables, each with probability function
In this paper, we focus on determining a bound for the total variation distance between the distribution of S n and the distribution of B m,p is denoted and defined as follows:
where A is a subset of {0, ..., m}.
The tools for giving the desired result consist of Stein's method and the binomial w-functions, which are in Section 2. In Section 3, we determine the desired result, a bound for d T V (S n , B m,p ), and the conclusion of this study is presented in the last section.
Method
The following lemma gives the binomial w-functions, which are directly obtained from [6] .
Lemma 2.1. For 1 ≤ i ≤ n, let w i be the w-function associated with the binomial random variable X i , then we have the following:
The following relation is an important property for proving the result, which was stated by [2] .
for any function f : N ∪ {0} → R for which E|w i (X i )∆f (S n )| < ∞, where ∆f (x) = f (x + 1) − f (x). For Stein's method in the binomial approximation, it can be applied for every m ∈ N and 0 < p = 1 − q < 1, for every A ⊆ {0, ..., m} and bounded real-valued function f = f A : N ∪ {0} → R defined as in [1] , where f (0) = f (1) and f (x) = f (m) for x ≥ m. So, Stein's equation for these conditions is as follows:
For A ⊆ {0, ..., m} and x ∈ N ∪ {0}, Ehm [3] showed that
Result
The following theorem presents a bound on the error of binomial approximation to the distribution of S n .
Theorem 3.1. With the above definition, we have the following:
Proof. From (2.3), it follows that
Using (2.2) and Lemma 2.1, we have
Hence, by (2.4), (3.2) is obtained. It is noted that if n i = 1 for every i ∈ {1, ..., n}, then S n has the Poisson binomial distribution with parameter p = (p 1 , ..., p n ). Thus, an immediately consequence of Theorem 3.1, a binomial approximation to the Poisson binomial distribution is also obtained. 
Conclusion
In this study, a bound on the error of binomial approximation to the distribution of a sum of n independent binomial random variables was derived by Stein's method and the binomial w-functions. It is a good measurement of the approximation when all p i are small or all p i are close to p.
