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Introduction
In this habilitation thesis we link together two mathematical subjects which are
unrelated so far: the theory of tight closure on one hand, and the theory of vector
bundles on the other. The aim is to translate algebraic problems in tight closure
theory into problems about vector bundles and projective bundles in order to
attack them with the help of the geometric tools then available.
A vector bundle is a geometric object over a base space which is locally isomorphic
to a standard bundle (like Rn, Cn, Ank , depending on the category). Vector bundles,
and also their relatives, locally free sheaves, projective bundles and affine-linear
bundles play a leading role in different parts of mathematics: in algebraic geometry,
in complex analysis, in differential geometry, in algebraic and topological K-theory,
in mathematical physics, in gauge theory and in the theory of moduli spaces, to
mention a few. The importance and the ubiquity of bundles in all these branches
is obvious and deserves no further explanation.
The theory of tight closure on the other hand is a rather new and fascinating
development in commutative algebra. It has been developed since the end of
the eighties by M. Hochster and C. Huneke starting with [52], [53]. One moti-
vation for its creation was to provide a systematic foundation for the technique
called “reduction to positive characteristic”, which has been applied with success
to questions of homological algebra, to invariant theory, to birational geometry
and to the characterization of singularities. Reduction to positive characteristic
means to prove a statement first in positive characteristic and then to deduce from
this its validity in characteristic zero. By reduction to positive characteristic p,
the Frobenius homomorphism f 7→ fp becomes available which is ultimately what
gives the method its power.
We shall give a survey about the theory of tight closure in greater detail in section
1.1 (consult also [13], [50], [58], [59] and [96]). In this introduction we shall only
recall briefly its definition and emphasize some important problems of this theory
which will be of interest for us.
Some problems in tight closure theory
Tight closure is, as the name suggests, a closure operation. To every ideal I in a
commutative Noetherian ring containing a field it assigns its tight closure I∗ ⊇ I.
If the field has positive characteristic p > 0, then this ideal is defined with the
help of the Frobenius homomorphism. Suppose that I = (f1, . . . , fn), then the
containment f ∈ I∗ is defined by the property that there exists an element c ∈ R,
not contained in any minimal prime, such that cf q ∈ (f q1 , . . . , f qn) holds for almost
all powers q = pe.
If the field has characteristic zero, then the notion of tight closure is defined within
a relative setting by reduction to positive characteristic. We shall restrict our
description of tight closure to positive characteristic in this introduction.
It is the interplay between inclusion and exclusion properties of tight closure which
makes it a strong tool in commutative algebra. The main exclusion property is
that in a regular ring every ideal is tightly closed, that is I = I∗. The main
inclusion properties are the contraction property, the colon-capturing property
and the Brianc¸on-Skoda property. These properties together with the persistence
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of tight closure are somehow the axioms of this theory. In spite of these general
and useful inclusion and exclusion results the following is a difficult problem.
Problem 1. Let I denote an ideal in a commutative Noetherian ring R over a
field and let f ∈ R. Give criteria to decide whether f ∈ I∗ holds or not.
The definition of tight closure mentioned above is not well suited for a decision
procedure, since we have to check infinitely many conditions. About the possibility
to compute the tight closure of an ideal or to answer the question whether f ∈ I∗
holds, C. Huneke writes “Tight closure is very difficult to compute; indeed that
is necessarily the case. It contains a great deal of information concerning subtle
properties of the ring and the ideal” ([58, Basic Notions]).
We have a closer look at two problems which are special cases of problem 1.
First we consider the contraction property mentioned above. Suppose that R is a
Noetherian domain over a field of positive characteristic. Suppose that I ⊆ R is an
ideal and that R ⊆ S is a finite extension of domains such that f ∈ IS holds. Then
f ∈ I∗ holds, that is the contraction from a finite extension belongs to the tight
closure. The set of elements f ∈ R for which there exists such a finite extension
with f ∈ IS form an ideal which is called the plus closure of I, written I+. One of
the most difficult questions of tight closure theory is whether the inclusion I+ ⊆ I∗
is, in fact, an equality. Hochster calls this a “tantalizing question” ([49]).
Problem 2. Let R denote a Noetherian domain over a field of positive character-
istic. Is it true that I∗ = I+?
A positive answer to this question would solve the localization problem of tight clo-
sure. This is the question whether (I∗)RF = (IRF )
∗ holds for any multiplicatively
closed subset F ⊆ R.
The main result with respect to this problem is the theorem of K. Smith which as-
serts that the equality holds for a parameter ideal in a locally excellent Noetherian
domain over a field of positive characteristic ([91]). A parameter ideal in a local
ring is an ideal primary to the maximal ideal and generated by n elements, where
n is the dimension of the ring.
Beside this deep and striking result there is not much known about this problem.
“There is no non-trivial class of rings in which this open problem has been solved”,
K. Smith writes in [96]. In particular this problem is completely open for two-
dimensional normal graded K-domains (for a regular ring there is no problem,
since in a regular ring every ideal is tightly closed).
To formulate another interesting problem we suppose now that R is a standard-
graded domain over a field K, that is R = ⊕d∈NRd, R0 = K and R is finitely
generated by elements of R1. Suppose that I = (f1, . . . , fn) is a homogeneous,
R+-primary ideal generated by homogeneous forms fi. It is quite easy to see
that I∗ is again a homogeneous ideal. What can we say about the homogeneous
components (I∗)d, for d ∈ N? Again there exists a striking answer for parameter
ideals: if R is normal, Cohen-Macaulay and non-singular outside the maximal ideal
R+, and if the fi are homogeneous parameters, then the so-called Strong Vanishing
Theorem, proved by Hara in [39], gives the following numerical characterization of
the tight closure (it holds for p = 0 or p≫ 0 sufficiently large; this last condition
is typical for tight closure and we will explain this in section 1.1 and 5.2.1).
(f1, . . . , fn)
∗ = (f1, . . . , fn) +R≥deg(f1)+...+deg(fn) .
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This theorem implies the Kodaira Vanishing Theorem for ample invertible sheaves
on projective varieties ([60]), hence the name. Hara’s result gives a strong bound
on the degree of an element to be in the tight closure. The degree bound N =∑n
i=1 deg(fi) has the property that above this bound every homogeneous element
belongs to the tight closure, whereas a homogeneous element of degree strictly
smaller than this bound belongs to the tight closure only if it belongs to the ideal
itself. Note that the Strong Vanishing Theorem needs essentially that the ideal
is generated by parameters. This naturally leads to the following problem by
dropping this condition.
Problem 3. Let R denote a normal standard-graded domain and let (f1, . . . , fn)
be a homogeneous R+-primary ideal. Give degree bounds for the inclusion and
the exclusion for the tight closure (f1, . . . , fn)
∗. Under which conditions does there
exist a strong bound theorem. Can one describe the bounds in terms of the degrees
of the fi?
It is clear that we cannot expect a result without any further condition. For
example, if we take one of the ideal generators twice, then this does not change
the ideal nor its tight closure, but it does change a numerical expression in terms
of the degrees. The situation here is similar to the problem concerning the plus
closure. For homogeneous parameter ideals the Strong Vanishing Theorem gives
a complete answer, but for arbitrary primary ideals very little is known. There
exist some general (inclusion and exclusion) bounds due to K. Smith (see 1.1.16
and 1.1.17 below), but they are quite coarse for non-parameter ideals, even in
dimension two. In fact the only non-trivial computation for a non-parameter ideal
is that the containment xyz ∈ (x2, y2, z2)∗ holds for the ringK[x, y, z]/(x3+y3+z3)
([90]). Our attack on these problems is via forcing bundles, which we shall describe
now.
Via forcing algebras to projective bundles
We shall now describe briefly the main idea of the construction, which assigns
to “forcing data” for tight closure various geometric objects. Here forcing data
consist of a set of ideal generators I = (f1, . . . , fn) ⊆ R in a Noetherian ring and
another element f0 ∈ R. Suppose that I is primary to a maximal ideal m of height
d, i.e. V (I) = V (m).
The starting point for our geometric interpretation is the result of Hochster (see
[49] and Proposition 1.2.6 below), that for a local complete K-domain (R,m) of
dimension d over a field of positive characteristic the containment f ∈ (f1, . . . , fn)∗
is equivalent to the cohomological property that Hdm(A) 6= 0, where
A = R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f)
is the forcing algebra for the forcing data f1, . . . , fn; f . The spectrum of this forcing
algebra yields over the punctured spectrum D(m) = Spec R−{m} an affine-linear
bundle
B = Spec R[T1, . . . , Tn]/(f1T1 + . . . + fnTn + f)|D(m) .
This means that it looks locally like an affine space over the base and that the
transition mappings are affine-linear. Thus we assign to forcing data f1, . . . , fn; f
an affine-linear bundle.
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The scheme V = Spec R[T1, . . . , Tn]/(f1T1 + . . . + fnTn)|D(m) is a vector bundle
over D(m) of rank n − 1. Its sheaf of sections is the sheaf of relations R =
Rel(f1, . . . , fn) for the elements f1, . . . , fn (Proposition 2.1.1). These sections are
also the translations for the affine-linear bundle B, i.e. V acts on B and B is a
principal fiber bundle (or a torsor) with structure group V (Proposition 2.2.2).
The containment f ∈ (f1, . . . , fn)∗ is now (in positive characteristic, d ≥ 2) equiv-
alent with Hd−1(B,OB) 6= 0, and this means that the cohomological dimension
of B equals d − 1, which is also the cohomological dimension of the base D(m)
(Proposition 1.3.2). The cohomological dimension of a scheme X is the maximal
number i such that there exists a coherent sheaf on X with H i(X,F) 6= 0 (see sec-
tion 1.3). This reinterpretation of tight closure leads to the following more general
problem.
Problem 4. Let Y denote a scheme and let V → Y be a vector bundle acting
on an affine-linear bundle B → Y . What can we say about the cohomological
dimension of B, in particular compared with the cohomological dimension of the
base scheme Y ?
This is in general a quite difficult and far reaching problem. The vector bundle
V itself (the trivial affine-linear bundle for V ) has the zero-section Y → V , hence
the cohomological dimensions of Y and V coincide.
In order to study the cohomological properties of such an affine-linear bundle and
to attack the last problem it is helpful to embed the situation into a projective
setting. The affine-linear bundle corresponds to a Cˇech-cohomology class c ∈
H1(Y,S), where S is the sheaf of sections in V (Proposition 2.3.3). This class
c ∈ H1(Y,S) = Ext1(OY ,S) defines also an extension 0 → S → S ′ → OY → 0 of
locally free sheaves. The corresponding inclusion of vector bundles V →֒ V ′ yields
an inclusion of projective bundles P(V ) →֒ P(V ′). Then we find that B ∼= P(V ′)−
P(V ), i.e. B is the complement of a projective subbundle of codimension one inside
a projective bundle (Proposition 2.3.5). In particular B is the complement of an
irreducible divisor, which we call the forcing divisor.
The cohomology class c corresponding to the affine-linear bundle given by forcing
data f1, . . . , fn; f0 ∈ R in the forcing situation has another description: if we
consider the short exact sequence
0 −→ R = Rel(f1, . . . , fn) −→ OnU f1,...,fn−→ OU → 0
of locally free sheaves on U = D(m), then c = δ(f0) ∈ H1(D(m),R), where δ is
the connecting homomorphism (Proposition 2.4.1). The extension defined by this
class has also an easy description, namely V ′ = Spec R[T0, T1, . . . , Tn]/(f1T1 +
. . . + fnTn + f0T0)|D(m), and the inclusion of vector bundles V ⊂ V ′ is given by
T0 = 0 (Proposition 2.4.2).
The graded situation
The realization of an affine-linear bundle in terms of projective bundles and sub-
bundles is in particular useful in the graded situation. Let R be a normal standard-
graded K-domain, let f1, . . . , fn denote homogeneous, R+-primary elements and
let f0 denote another homogeneous element. Then we can do the same construc-
tions to get bundles on the projective variety Proj R (sections 2.5 and 2.6). In
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particular we assign to homogeneous forcing data f1, . . . , fn; f0 a projective bundle
over Proj R together with a projective subbundle (caller the forcing subbundle or
the forcing divisor) in such a way that the cohomological properties of its com-
plement characterize f0 ∈ (f1, . . . , fn)∗ (Proposition 2.6.8). Then we are in an
entirely projective setting and we can use all the methods and tools of projective
algebraic geometry to attack the underlying tight closure problem. Moreover, this
projective situation is smooth under the condition that the graded ring R has an
isolated singularity.
We may also interpret the containment in the plus closure in terms of the geometric
situation. If R is a normal standard-graded K-domain, then the question whether
f0 ∈ (f1, . . . , fn)+gr holds (this is a graded version of the plus closure) is in our set-
ting equivalent to the existence of a projective subvariety inside the corresponding
affine-linear bundle B on Y = Proj R of maximal dimension dim Y (Proposition
2.6.10). Such a projective subvariety represents a finite solution for the tight clo-
sure problem. To paraphrase, if B ∼= P(V ′) − P(V ), then f0 6∈ (f1, . . . , fn)+gr is
equivalent to the property that every projective subvariety in P(V ′) of dimension
dim Y intersects the forcing divisor P(V ) positively.
Therefore the problem whether the tight closure and the plus closure of an ideal
is the same has the following natural generalization (both problems are relevant
only in positive characteristic).
Problem 5. Let Y denote a projective variety over a field of positive characteristic
and let B →Y denote an affine-linear bundle. Suppose that the cohomological
dimension of B equals the dimension of the base Y . Does there exist a projective
subvariety of dimension dim Y inside B?
If R is a two-dimensional normal domain, then we are in a particularly manage-
able situation (section 2.8). The containment f ∈ I∗ is then equivalent with the
property that the affine-linear bundle B is not an affine scheme. Recall that a
scheme X is called affine if it is isomorphic to the spectrum of a commutative ring.
If X is of finite type over a field K, this means that we can embed X as a closed
subscheme into an affine space ANK .
If moreover R is standard-graded, then Proj R is a smooth projective curve and
the construction yields projective bundles and subbundles over this curve, and
again the containment f0 ∈ (f1, . . . , fn)∗ (fi homogeneous) is equivalent with the
non-affineness of the complement of the forcing divisors P(V ) ⊂ P(V ′) (Theorem
2.8.2).
Since a lot of problems of tight closure are still unsolved in dimension two, it seems
to be justified to concentrate on the two-dimensional situation (the corresponding
projective situation is one-dimensional). Therefore we shall deal to a great extent
with the following special case of problem 4.
Problem 6. Let Y denote a smooth projective curve and let P(V ′) denote a pro-
jective bundle together with a projective subbundle P(V ) ⊂ P(V ′) of codimension
one. When is the complement P(V ′)− P(V ) an affine scheme?
Such a situation is equivalent to give a locally free sheaf S (the sheaf of sections
of V ) and a cohomology class c ∈ H1(Y,S). In the forcing situation this class
is given by δ(f0) ∈ H1(Y,R(m)), where S = R(m) is the sheaf of relations for
homogeneous elements f1, . . . , fn of total degree m and where f0 has degree m.
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The containment to the graded plus closure is equivalent to the question whether
the bundle B does contain projective curves or not, or, equivalently, whether the
forcing divisor intersects every curve positively (Theorem 2.8.5).
Using algebraic geometry
What is the advantage of this geometric interpretation? First of all it allows
to use the whole methods and tools of algebraic geometry and apply them to
tight closure problems. We will use among other things the following items of
algebraic geometry: ample divisors and ample vector bundles, big divisors, the
notion of the slope of a vector bundle and semistability, intersection theory on
projective varieties, in particular the top self intersection number of a hypersurface,
group schemes and torsors, classification of vector bundles. In fact rather basic
properties of these topics suffice to obtain new and interesting results for tight
closure. Algebraic geometry provides also the language to express the complexity
and the geometrical richness which lie behind a tight closure problem.
Our geometric reformulation of tight closure theory gives at once an important
numerical condition and a candidate for the bound degree for which we asked in
problem 3. Heuristically, the affineness of the complement of a divisor is a richness
property (like being big or being ample) and the behavior of the sections of the
multiples of a divisor is given (up to correcting higher cohomology terms) by the
top self intersection number of the divisor. Hence a coarse numerical orientation
for the tight closure problem for a two-dimensional graded domain is given by the
top self intersection number of the forcing divisor. We will see (Theorem 2.8.6)
that
P(V )n = (d1 + . . .+ dn − d0(n− 1)) deg(Y ) ,
where di = deg(fi) and deg(Y ) is the degree of the ample invertible sheaf OY (1)
on Y . This number is positive if and only if deg(f0) <
d1+...+dn
n−1 holds, a condition
which will play a crucial role in the following.
The ampleness of the forcing divisor P(V ) ⊂ P(V ′) implies that its complement
is affine, and this property implies that the forcing divisor is big, that is some
multiple of it defines a rational mapping to a projective space such that the image
has maximal dimension. The bigness property is a useful necessary condition
for affineness (Theorem 4.4.4 and our main inclusion criterion for tight closure
Theorem 5.1.4 are based on it). Bigness implies also that there exists a multiple of
P(V ) which is linearly equivalent aP(V ) ∼ H + F , where H is another projective
subbundle and where F consists of fiber components (Proposition 2.8.12). Under
this condition a projective curve which does not meet the forcing divisor must lie
on H. This gives a strong restriction for the existence of such curves and therefore
for the existence of a finite solution for a tight closure problem (Propositions 2.7.8
and 5.7.2).
Regarding a tight closure problem f0 ∈ (f1, . . . , fn)∗ as a property of the cor-
responding cohomology class c = δ(f0) ∈ H1(Y,R(m)) provides the following
feature, which we will use several times: to argue “along a short exact sequence”.
If c ∈ H1(Y,S) and 0 → T → S → Q → 0 is exact, then we may consider the
image c′ of the class in H1(Y,Q). If the Q-bundle defined by c′ is affine, then so
is the S-bundle defined by c (2.3.7). If c′ = 0, then c = ϕ(e), and we may argue
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on T . With this principle we may divide problems of tight closure into problems
of lower rank.
The parameter case in dimension two
The first case to test our geometric approach to tight closure is for n = 2 (in
dimension two), the parameter case. The construction yields in this case a pro-
jective bundle of rank one, that is a ruled surface over the corresponding smooth
projective curve together with a forcing section (Corollary 3.1.2). For this situa-
tion we cannot expect new results for tight closure due to the simple reason that
“everything” is known about the tight closure of a parameter ideal. However, our
geometric interpretation yields new geometric proves for known facts.
The numerical condition mentioned above becomes deg(f0) < deg(f1) + deg(f2),
which we know from the Strong Vanishing Theorem. The affineness of the com-
plement of the forcing section is equivalent to its ampleness and we recover Strong
Vanishing Theorem (Theorem 3.1.4 and Corollary 3.1.5). For positive character-
istic we recover also that (f1, f2)
∗ = (f1, f2)
+gr using the Artin-Schreier sequence
and e´tale cohomology (Proposition 3.4.1).
Already here we see the geometrical richness behind a tight closure problem (sec-
tions 3.2 and 3.3), for example we encounter Hirzebruch surfaces, incidence varie-
ties, the graph of a meromorphic function. Moreover, tight closure provides also
analytically interesting examples of complements of sections on a ruled surface.
One of the most prominent examples of tight closure, that z2 ∈ (x, y)∗ holds in
K[x, y, z]/(x3 + y3 + z3), yields for K = C a classical construction of Serre of a
Stein but non-affine variety (Corollary 3.3.1).
Moreover the tight closure of a parameter ideal provides a new class of counter-
examples to the hypersection problem of complex analysis (Proposition 3.3.4):
suppose that D ⊆ X is a hypersurface in a complex Stein space X of dimension
≥ 3 and suppose that for every analytic surface S ⊂ X the intersection S∩(X−D)
is Stein. Is then X−D Stein? The first counter-example to this problem was given
by Coltoiu and Diederich ([16]). The first instance of our class of counter-examples
(example 3.3.5) is given by
X = (SpecC[x, y, z, T1, T2]/(x
4 + y4 + z4, xT1 + yT2 + z
3))an
together with the hypersurface D = V (x, y) ⊂ X.
Slope criteria for affineness
What can we say about the affineness of an affine-linear bundle B ∼= P(V ′)−P(V )
in general (problem 6 for arbitrary rank), where the situation corresponds to a
short exact sequence 0→ S → S ′ → OY → 0 of locally free sheaves on the smooth
projective curve Y over an algebraically closed field and to a cohomology class
c ∈ H1(Y,S).
The ampleness of the divisor P(V ) ⊂ P(V ′) is by definition the ampleness of the
locally free sheaf (S ′)∨ (the dual sheaf of S ′). This property implies the affineness
of the complement. The ampleness of S∨ is equivalent to the ampleness of the
normal sheaf on P(V ). This property does not depend on the cohomology class.
If S∨ is ample and c 6= 0, then also (S ′)∨ is ample in characteristic zero (and then
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also in characteristic p≫ 0) and the complement is affine. Therefore it is natural
to look first for criteria for ample vector bundles on a curve.
This is a well-studied notion and we are in the lucky position to use several classical
results or to extend them for our needs. The numerical conditions for ampleness
work best with the notion of the slope of a bundle.
Recall that the slope of a locally free sheaf E on a smooth projective curve Y
is defined by µ(E) = deg(E)/ rk(E). We will use also the following variants (see
section 4.1): the minimal slope µmin(E), which is defined as the minimal slope of
every quotient sheaf of E , and the maximal slope, µmax(E), which is defined as the
maximal slope of every subsheaf of E . A sheaf is called semistable if the minimal
and the maximal slope are the same. In positive characteristic we will define also
µ¯min(E) and µ¯max(E), which take into account also the behavior of subbundles and
quotient bundles under a Frobenius morphism.
The main numerical ampleness criterion, which is essentially due to Barton ([4,
Theorem 2.1]), is that E is ample if and only if µ¯min(E) > 0 (Theorem 4.2.4). From
this we get for our question easily (in characteristic 0 or p≫ 0) that µmax(S) < 0
and c 6= 0 imply that P(V ′) − P(V ) is affine (Theorem 4.3.2). With some more
effort we get the following sufficient criterion: suppose that ϕ : S → T is a
sheaf homomorphism such that T is semistable of negative slope µ(T ) < 0 and
such that ϕ(c) 6= 0 holds in H1(Y,T ), then P(V ′) − P(V ) is affine (Theorem
4.3.5). Important candidates for T are invertible sheaves of negative degree and
the semistable quotient of minimal slope in the Harder-Narasimhan filtration of S
(Corollaries 4.3.6 and 4.3.7).
Our main criterion for P(V ′)−P(V ) to be not affine is the condition that µ¯min(S) ≥
0 or equivalently that µ¯max(G) ≤ 0 (Theorem 4.4.4), where G = S∨. From this
condition we deduce (Lemma 4.4.3) that µmax(S
kG) ≤ 0 and therefore the forcing
divisor is not big, hence its complement is not affine.
If S is semistable, then these results together yield the numerical condition that
P(V ′) − P(V ) is affine if and only if deg(S) < 0 and c 6= 0 (Corollaries 4.3.3 and
4.4.5, characteristic 0 or p ≫ 0). If S has a decomposition S = S1 ⊕ . . . ⊕ Ss
with semistable summands Sj, then we also get a complete numerical description:
P(V ′)−P(V ) is affine if and only if there exists j such that deg(Sj) < 0 and cj 6= 0,
where cj is the component of c in H
1(Y,Sj) (Theorem 4.4.7). If the base curve
is a projective line, then every locally free sheaf splits into invertible sheaves and
therefore we get the equivalence that P(V ′) − P(V ) is affine if and only if c 6= 0
(Corollary 4.4.9). This corresponds to the property that every ideal in a regular
ring is tightly closed.
In general we have to work along the Harder-Narasimhan filtration of S,
0 = S0 ⊂ S1 ⊂ . . . ⊂ Ss = S ,
where the quotients Si/Si−1 are semistable. Going through the short exact se-
quences corresponding to this filtration we get the first steps of an algorithm
to decide whether P(V ′) − P(V ) is affine or not (section 4.5). If the Harder-
Narasimhan filtration consists only of two terms (s = 2), that is if we have a short
exact sequence 0 → S1 → S → S/S1 → 0 with S1 and S/S1 semistable, then we
get a complete answer. This applies in particular to the case where the rank of S
is two, which corresponds to the tight closure of three elements.
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From slope criteria to inclusion and exclusion bounds
From these criteria for affineness and non-affineness we get now at once criteria
for the inclusion and exclusion for tight closure. Suppose that f1, . . . , fn ∈ R are
homogeneous R+-primary elements in a two-dimensional normal standard-graded
domain over an algebraically closed field K, and let R(m) denote the sheaf of
relations of total degree m on Y = Proj R. Another homogeneous element f0
of degree m yields the cohomology class c ∈ H1(Y,R(m)) and the embedding
P(V ) ⊂ P(V ′) as before. We set µmax(f1, . . . , fn) := µmax(R∨(0)). Note that its
slope is µ(R∨(0)) = degOY (1)(
∑n
i=1 deg(fi))/(n − 1).
We obtain then the following degree bound for the inclusion (Theorem 5.1.4):
if deg (f0) ≥ µ¯max(f1, . . . , fn)/deg (OY (1)), then f0 ∈ (f1, . . . , fn)∗. It is worth
noting that this kind of inclusion to tight closure rests upon the non-bigness of the
forcing divisor and is not covered by the three standard containments contraction,
colon capturing and Brianc¸on-Skoda. With additional conditions (see below) we
get better estimates for µ¯max(f1, . . . , fn) and therefore better inclusion bounds.
Without any further condition we may derive that Rm ⊆ (f1, . . . , fn)∗, whenever
m is greater or equal the sum of the two biggest degrees of the fi (Corollary 5.1.6),
which improves slightly the bound 2max di of Smith given in [92, Proposition 3.1].
In the other direction we prove (if the characteristic of the field is 0 or p≫ 0) that
if deg (f0) < µmin(f1, . . . , fn)/deg (OY (1)) holds, then f0 ∈ (f1, . . . , fn)∗ is only
possible if already f0 ∈ (f1, . . . , fn) holds (Theorem 5.2.3).
If the sheaf of relations is semistable, then the two slope bounds coincide and we
get the strong bound theorem (our main contribution to problem 3)
(f1, . . . , fn)
∗ = (f1, . . . , fn) +R≥k , k = ⌈deg(f1) + . . .+ deg(fn)
n− 1 ⌉
(Theorems 5.3.1 and 5.3.4). Here we meet again the bound expected from the
heuristic reasoning about the top self intersection of the forcing divisor. In partic-
ular, if the sheaf of sections is semistable, there exists an easy numerical criterion
for tight closure. A complete numerical description of the tight closure is also
available if the sheaf of relations is the direct sum of semistable sheaves.
The computation of the tight closure of three R+-primary homogeneous elements
f1, f2, f3 is already a very subtile problem with a multitude of new phenomena,
which become visible through the geometric interpretation, see the examples in
section 5.7. However, due to the algorithm mentioned above it is always possible
to compute (f1, f2, f3)
∗, at least if we are able to find the Harder-Narasimhan
filtration of the relation bundle (of rank two) for f1, f2, f3. If the sheaf of relations
is semistable, then the numerical criterion gives the answer. Otherwise we have
a short exact sequence 0 → L → R(m) → M → 0 such that deg(L) > deg(M)
and we may decide whether f0 ∈ (f1, f2, f3)∗ holds by looking at the behavior of
the class c = δ(f0) ∈ H1(Y,R(m)) under the cohomology sequence corresponding
to this short exact sequence (Proposition 5.4.2 and Corollary 5.4.3). A similar
reasoning yields also (but less complete) results on the plus closure in positive
characteristic.
Under the condition that the sheaf of relations for f1, f2, f3 is indecomposable
we obtain degree bounds for inclusion and exclusion which are quite near to the
expected number k = (d1 + d2 + d3)/2 (di = deg(fi)): the difference is at most
(g − 1)/δ, where g is the genus of the curve and δ = deg(OY (1)) is its degree
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(Corollary 5.5.4). In particular, if R = K[x, y, z]/(F ), where deg(F ) = δ, and if the
sheaf of relations for f1, f2, f3 ∈ R is indecomposable, then Rm ⊆ (f1, f2, f3)∗ holds
form ≥ d1+d2+d32 + δ−32 , and Rm∩(f1, f2, f3)∗ = Rm∩(f1, f2, f3) form < d1+d2+d32 −
δ−3
2 (Corollary 5.5.5 in characteristic zero, the results in positive characteristic are
slightly worse). In positive characteristic we get under the same assumptions the
inclusion Rm ⊂ (f1, f2, f3)+gr for m ≥ d1+d2+d32 + δ − 3 (Proposition 5.5.8).
The existence of global relations of certain degree has also consequences on the
structure of R(m) and hence on the corresponding tight closure problem (section
5.6). This includes criteria for semistability, indecomposability and ampleness in
terms of the existence of global relations. If we know that there does not exist
a global relation of degree k ≤ d1+d2+d32 + g−1δ , then Rm ⊂ (f1, f2, f3)∗ holds for
m ≥ d1 + d2 + d3 − k + g−1δ (Corollary 5.6.4). On the other hand, if there does
not exist a global relation of degree k, then (I∗)m = Im holds for m ≤ k − 2gδ
(Proposition 5.6.8). Other results require the condition that certain relations are
primary, which means that they define a subbundle of R(m).
Tight closure and plus closure over elliptic curves
Suppose now that the base curve is an elliptic curve Y , that is a curve with genus
g(Y ) = 1. Then we are in a very favorable situation: the vector bundles on an
elliptic curve have been completely classified by Atiyah ([3]). This classification
has led to subsequent results on vector bundles over an elliptic curve such as
the numerical ampleness criterion of Hartshorne-Gieseker (Theorem 6.1.2), the
property that every indecomposable sheaf is semistable (Proposition 6.1.1) and
results about the behavior of cohomology classes under finite morphisms like the
theorem of Oda (Theorem 6.1.4). We extend this last theorem and give a converse
to it in positive characteristic which says the following (Lemma 6.1.6): if c ∈
H1(Y,S) is a cohomology class, where S is an indecomposable sheaf of degree
deg(S) ≥ 0, then a sufficiently high power of the p-multiplication (in the group
structure of the abelian curve Y ) annihilates c.
From these results we deduce the following numerical criterion for affineness for
P(V ′) − P(V ) given by c ∈ H1(Y,S): if S = S1 ⊕ . . . ⊕ Ss is the decomposition
of S into indecomposable locally free sheaves, then P(V ′) − P(V ) is affine if and
only if there exists j such that deg(Sj) < 0 and cj 6= 0 (Theorem 6.2.1). The
same numerical characterization holds in positive characteristic also for the non-
existence of projective curves inside P(V ′)− P(V ) (Theorem 6.2.2). Therefore we
get for an elliptic curve (p > 0) a positive answer to problem 5: if B ∼= P(V ′)−P(V )
is an affine-linear bundle, then B is an affine scheme if and only if it does not
contain any projective curve (Corollary 6.2.3).
These results imply at once the following result concerning problem 2: if R =
K[x, y, z]/(F ) is the homogeneous coordinate ring over an elliptic curve (deg(F ) =
3, R normal) over a field of positive characteristic, then for every R+-primary
homogeneous ideal I we have the identity I∗ = I+gr (Theorem 6.3.3).
1. Foundations
1.1. A survey about the theory of tight closure.
In this section we present an overview about the theory of tight closure. This
shall help the reader who is not acquainted with this theory to understand the
motivation for this habilitation thesis. Other introducing literature for this subject
are [13], [50], [58], [59] and [96], to which we also refer for proves.
The theory of tight closure has been developed since the end of the eighties by
Melvin Hochster and Craig Huneke. It is one of the most interesting and fasci-
nating discoveries in commutative algebra over the last 15 years. Its fascinating
and somehow mysterious flavor is due to the fact that this theory is defined at
first stage only for commutative Noetherian rings containing a field of positive
characteristic with the help of the Frobenius-Endomorphism. In a second stage it
is then also defined for rings containing a field of characteristic zero by reduction
to positive characteristic.
In fact it was an important motivation for developing this theory to give a system-
atic foundation for proves which work by “reduction to positive characteristic”, i.
e. to establish a proposition first in positive characteristic and to deduce from this
fact that it must hold in zero characteristic as well.
Definition of tight closure in positive characteristic and basic properties
The theory of tight closure assigns to every ideal I in a Noetherian commutative
ring R over a field K another ideal I∗ which is called the tight closure of I.
We restrict first to the case where the ground field K has positive characteristic
p > 0. Then the mapping F : R → R, a 7→ ap, is a ring-endomorphism, the
so-called Frobenius. Working in positive characteristic means studying and using
the Frobenius morphism.
We denote the extended ideal under a Frobenius power F e : R → R, a 7→ aq,
q = pe, by I [q]. If the ideal I is given by generators I = (f1, . . . , fn), then I
[q] =
(f q1 , . . . , f
q
n). With these Frobenius powers we define the tight closure of an ideal
by the following condition.
I∗ = {f ∈ R : ∃ c ∈ R, c 6∈ minimal prime, cf q ∈ I [q] for almost all q = pe} .
If R is reduced and f ∈ I∗, then we may skip the word “almost” in the definition,
i.e. we find then also a c (not in any minimal prime of R) such that cf q ∈ I [q] holds
for all q = pe. It turns out that I∗ is again an ideal, which contains I and which
has the property that (I∗)∗ = I∗. For I ⊆ J we get the inclusion I∗ ⊆ J∗. Hence
the name “closure” is justified. Ideals which coincide with their tight closure are
called tightly closed.
We look first at such properties of this closure operation which justify the name
“tight”. An important – and maybe at first glance disappointing – property of
tight closure is the following theorem (p is temporarily positive).
Theorem 1.1.1. Let R denote a regular ring over a field of characteristic p. Then
every ideal in R is tightly closed.
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Proof. See [58, Theorem 1.3(e) and Theorem 1.5(3)]. 
This proposition is due to the fact that for regular rings the Frobenius morphism
is flat. Rings with the property that every ideal is tightly closed are called weakly
F-regular (F is for Frobenius) and F-regular, if this property holds for every local-
ization (it is not known whether this is the same). Hence theorem 1.1.1 tells us
that regular rings are F-regular. Theorem 1.1.1 gives rise to the question whether
there exist other F-regular rings and what kind of properties may be deduced from
this property. It also indicates that there should be a relation between tight closure
and singularity theory. We will discuss this relationship below.
Theorem 1.1.1 has also consequences for non-regular rings in connection with the
following property which is called the persistence of tight closure.
Theorem 1.1.2. Let R and S denote Noetherian commutative rings over a field
of characteristic p and let ϕ : R→ S denote a ring homomorphism. Suppose that
R is essentially of finite type over an excellent local ring or that Rred is F-finite.
Then I∗S ⊆ (IS)∗.
Proof. See [58, Theorem 2.3]. 
The proof of this statement is rather intricate (under the first condition) and
deserves the theory of test ideals, which we will see below. The problem here is
due to the fact that the element c ∈ R, which we need in the definition to show
that an element belongs to the tight closure, may be mapped under ϕ : R→ S to
zero, and then we cannot use the image of c for this purpose anymore.
The property F-finite means that the Frobenius morphism is a finite mapping.
This is true for K-algebras which are (essentially) of finite type over a perfect field
K. The technical conditions in the theorem are also fulfilled for complete local
rings.
The relation of tight closure I∗ to the integral closure I¯ is given by the following
corollary. One way to characterize the containment f ∈ I¯ – among a lot of other
equivalent possibilities – is by the property that for every discrete valuation domain
ϕ : R→ B we have ϕ(f) ∈ IB. Let √I denote the radical of I, i.e. the intersection
of all prime ideals which contain I.
Corollary 1.1.3. Let R denote a Noetherian ring over a field of characteristic p
and let I ⊆ R denote an ideal. Then
I∗ ⊆ I¯ ⊆
√
I .
Proof. Since discrete valuation domains are regular, the first inclusion follows
from the persistence of tight closure and from the F-regularity of regular rings. 
The statement 1.1.3 tells us that the tight closure of an ideal is much more closer
to the ideal than the integral closure, in particular if we recall that in a regular
ring an ideal is not integrally closed in general.
The strength of tight closure lies in the fact that it is very tight as already shown
but also wide enough to contain interesting information. So now we look for
elements which belong to the tight closure without belonging to the ideal itself.
Recall that elements x1, . . . , xd in a local Noetherian ring (R,m) of dimension d
are called parameter if V (x1, . . . , xd) = V (m) holds. An ideal which is generated
by a system of parameters is called a parameter ideal. A local Noetherian ring
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is called Cohen-Macaulay if one (and then every) system of parameters form a
regular sequence, i.e. xk is not a zero divisor in R/(x1, . . . , xk−1) for k = 1, . . . , d.
This is equivalent with the property that
((x1, . . . , xk−1) : xk) ⊆ (x1, . . . , xk−1)
holds in R for k = 1, . . . , d. The point is that this statement holds without further
conditions if we replace the ideal on the right by its tight closure.
Theorem 1.1.4. Let x1, . . . , xd denote parameters in a d-dimensional local Noe-
therian ring R over a field of characteristic p. Suppose that R is the homomorphic
image of a local Cohen-Macaulay ring. Then we have the inclusion for k = 1, . . . , d
((x1, . . . , xk−1) : xk) ⊆ (x1, . . . , xk−1)∗
Proof. See [58, Theorem 3.1]. 
This property of tight closure is called “colon-capturing”. The condition that the
ring is the image of a Cohen-Macaulay ring is of technical nature and holds for
complete local rings and for rings which are essentially of finite type over a field.
Hence tight closure provides a measure for the deviation from the Cohen-Macaulay
property. Formulated in another way, we get the following.
Corollary 1.1.5. A local weakly F-regular ring which is the homomorphic image
of a local Cohen-Macaulay ring is Cohen-Macaulay.
Proof. This follows directly from 1.1.4 
The properties of tight closure developed so far allow us to prove interesting state-
ments in which tight closure is only a tool for proving, but not a part of the
statement itself.
Theorem 1.1.6. A Noetherian ring S which is a direct summand of a local regular
ring R over a field of characteristic p is (F-regular and in particular) Cohen-
Macaulay.
Proof. Let S →֒ R be a direct summand and I ⊆ S an ideal. From f ∈ I∗
it follows due to the persistence 1.1.2 (in fact we need here only a trivial case of
persistence) that f ∈ (IR)∗ and therefore f ∈ IR due to the (F-)regularity of R
(1.1.1). Since S is a direct summand it follows that f ∈ I. (Since we may pass to
the completion, the technical conditions in the cited statements are granted.) 
An important special case of this statement is the following theorem of Hochster
and Roberts. Its clear proof using the theory of tight closure is already a justifica-
tion for the effort! The original proof in [56] was a rather complicated reduction
to the case of positive characteristic.
Theorem 1.1.7. Let G denote a linearly reductive group, which acts on a poly-
nomial ring K[X1, . . . ,Xn] over a field K of characteristic p as a group of linear
automorphisms. Then the ring of invariants K[X1, . . . ,Xn]
G is Cohen-Macaulay.
Proof. The Reynolds operator shows that the ring of invariants is a direct
summand in the polynomial ring. Furthermore it is a finitely generated graded
K-algebra. Hence this follows from 1.1.6. 
Note that the statement of 1.1.7 holds so far only in positive characteristic, and
therefore it applies to rather few groups, namely to finite groups, if their order is
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not divisible by the characteristic, and to tori (the operations of tori correspond
to multigraduations on the polynomial ring). When we will have developed the
theory of tight closure also in zero characteristic together with the basic properties
1.1.1 - 1.1.4, then theorem 1.1.7 is also established in zero characteristic and applies
also to the classical groups, the general linear group, the special linear group, the
orthogonal group and the symplectic group.
The theorem of Brianc¸on-Skoda is another theorem where tight closure provides
both a simple proof and a more general statement.
Theorem 1.1.8. Let I ⊆ R denote an ideal in a Noetherian commutative ring
over a field of characteristic p. Suppose that I is generated by k elements. Then
Ik+m ⊆ (Im+1)∗. In particular Ik ⊆ I∗.
Proof. See [58, Theorem 5.7]. 
From this follows the theorem of Brianc¸on-Skoda for regular rings.
Theorem 1.1.9. Let I ⊆ R denote an ideal in a regular ring over a field of
characteristic p, which is generated by k elements. Then Ik+m ⊆ Im+1 for m ≥ 0.
This theorem was proved by Brianc¸on and Skoda analytically for the ring of con-
vergent power series over C ([8]) and later algebraically for arbitrary regular rings
(even in mixed characteristic) by Lipman and Sathaye ([71]) and by Lipman and
Teissier ([72]). The theory of tight closure requires that the ring contains a field,
but on the other hand it yields also a statement for non-regular rings without any
further assumption.
The definition of tight closure in zero characteristic
We shall now explain how to get a theory of tight closure for Noetherian rings which
contain a field of zero characteristic in such a way that the properties described in
the last section hold again.
The main idea is to consider a relative situation over a finitely generated Z-domain,
where the fiber over the generic point has zero characteristic, but the special fibers
have positive characteristic. We take then the behavior of the tight closure in
almost all special fibers as the leading principle for the definition of tight closure
in the generic fiber. Here we encounter different possibilities to fix such a relative
setting and therefore there exist different possibilities to develop a theory of tight
closure in characteristic zero by reduction to positive characteristic. It is not known
whether these different notions lead really to different theories. We consider here
only the following definition, see [51, Definition 3.1] and [55].
Definition 1.1.10. Let R denote a Noetherian Q-algebra, f ∈ R an element and
J an ideal in R. Then we declare that f ∈ J∗ if and only if there exists a finitely
generated Z-subalgebra S of R which contains f and such that for I = J ∩R the
following holds.
For almost all prime numbers p ∈ Z the containment fp ∈ I∗p holds in Sp. Here
we set Sp = S ⊗Z Z/(p) = S/(pS), fp denotes the image of f in Sp and Ip is the
extended ideal of I in Sp.
The theory in zero characteristic arising from this definition is called equational
tight closure or Q-tight closure. We just call it tight closure in this survey. To
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show that this conception yields a useful theory, forces some amount of technical
work, witnessed by the voluminous manuscript [55]. In the definition above we
may enrich the finitely generated Z-algebra S and we may assume that it contains
a set of ideal generators for J . Since the definition relies only on almost all prime
numbers, we may invert elements of S if we want to.
With this definition the main results of tight closure hold also in characteristic
zero; in particular the statements 1.1.1, 1.1.2, 1.1.4 and 1.1.8 together with their
consequences are true for p ≥ 0.
The notion of F-regularity for a Q-algebra R deserves some care. It is defined as
before by the property that every ideal in R is tightly closed. There is however
another similar notion called of F-regular type. This means that we have a family
of models for R such that on an open non-empty subset all special fibers are F-
regular. A family of models for R consists of a finitely generated Z-domain A and
a flat finitely generated A-algebra S with R = S ⊗A K = (S ⊗A Q(A)) ⊗Q(A) K
for a suitable field Q(A) ⊆ K.
Is it possible to define a closure operation in zero characteristic with similar prop-
erties as tight closure without reduction to positive characteristic? What about
mixed characteristic? A serious attempt in this direction is the notion of solid
closure due to Hochster (see [49]), which we will discuss in the next section 1.2.
However, over a field of zero characteristic, this notion does not have the right
properties, since in dimension ≥ 3 not every ideal in a regular ring is closed with
respect to solid closure. For a proposal how to rescue this notion see [10].
Tight closure, plus closure and the localization problem
So far we have met three possibilities to force an element to lie in the tight closure
of an ideal: through colon-capturing, through the theorem of Brianc¸on-Skoda and
through persistence. These possibilities exist also in characteristic zero. In this
section however we explain a forth possibility to find elements in the tight closure,
which is useful only in positive characteristic.
Theorem 1.1.11. Let R ⊆ S be a finite extension of commutative Noetherian
domains over a field of characteristic p > 0. Let I ⊆ R denote an ideal and f ∈ R
an element such that f ∈ IS. Then f ∈ I∗ holds.
Proof. It is a rather easy to show (see [96, Key Lemma] or [49, Corollary
2.3]) that there exists an R-linear mapping ϕ : S → R such that ϕ(1) = c 6= 0
(this property means by definition that S is a solid R-algebra, see section 1.2).
Suppose that f ∈ IS = (f1, . . . , fn)S. Then also f q ∈ (f q1 , . . . , f qn) = I [q]S holds,
say f q = s1f
q
1 + . . .+ snf
q
n. Applying the R-linear mapping ϕ to this equation we
get cf q = ϕ(s1)f
q
1 + . . . + ϕ(sn)f
q
n, hence cf
q ∈ (f q1 , . . . , f qn) holds in R. 
The property described in 1.1.11 is called the contraction property. This property
holds in every characteristic, but it is not very useful in zero characteristic: under
the condition that R is a normal domain, the trace map t : S → R shows that an
element f ∈ IS must belong to I itself.
The statement in 1.1.11 leads to the definition of the plus closure. For an ideal in
a Noetherian domain we set
I+ = {f ∈ R : ∃R ⊆ S finite extension of domains such that f ∈ IS} .
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Hence 1.1.11 tells us that I+ ⊆ I∗.
Another way to define the plus closure is to consider the absolute integral closure
of R. For a Noetherian domain R let Q = Q(R) denote its quotient field and
let Q denote an algebraic closure. The integral closure of R in Q is denoted by
R+ and is called the absolute integral closure of R. With this we may also write
I+ = IR+ ∩R.
One of the most difficult questions of tight closure theory is whether 1.1.11 has a
converse, i.e. does there exist for every f ∈ I∗ in a Noetherian domain R over a
field of positive characteristic a finite extension R ⊆ S such that f ∈ IS. Hochster
calls this a “tantalizing question” ([49]).
Problem 1.1.12. Let R denote a Noetherian domain over a field of positive char-
acteristic. Is it true for every ideal I ⊆ R that the tight closure is the same as the
plus closure, I∗ = I+?
The most important result so far in this direction is the following theorem of K.
Smith.
Theorem 1.1.13. Let R be an excellent local Noetherian domain of dimension d
over a field of positive characteristic. Let x1, . . . , xd denote parameters in R. Then
(x1, . . . , xd)
+ = (x1, . . . , xd)
∗ .
Proof. See [59, Theorem 7.1] or [91]. 
Beside this beautiful result there is not much known about this problem. “There
is no non-trivial class of rings in which this open problem has been solved”, K.
Smith writes in [96]. In particular this problem is open for two-dimensional normal
graded K-domains. One result of this habilitation thesis is that for a normal
homogeneous coordinate ring R over an elliptic curve and for every homogeneous
R+-primary ideal I the equality I
∗ = I+ holds.
What about the elements of tight closure which arise by colon-capturing and by the
theorem of Brianc¸on-Skoda, do they belong also to the plus closure? For the first
kind of containment the following theorem of Hochster-Huneke gives an answer.
Theorem 1.1.14. Let R denote an excellent local domain over a field of positive
characteristic. Then the absolute integral closure R+ is a big Cohen-Macaulay
algebra.
Proof. See [58, Theorem 7.1]. 
A big Cohen-Macaulay algebra means that every system of parameters of R be-
comes a regular sequence in R+ (but R+ is not Noetherian anymore, hence the
name “big”). From this property of the absolute integral closure R+ it follows
that for every system of parameters x1, . . . , xd in R the inclusion ((x1, . . . , xk−1) :
xk) ⊆ (x1, . . . , xk−1)R+ holds in R+. Therefore the part of tight closure given by
colon-capturing belongs also to the plus closure.
This is also true for the part of tight closure coming from the theorem of Brianc¸on-
Skoda, see [58, Theorem 12.8].
The problem 1.1.12 is connected with another open problem in tight closure, the
localization problem.
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Problem 1.1.15. Let R denote a Noetherian domain over a field and let F denote
a multiplicatively closed system. Does (IRF )
∗ = I∗RF hold?
Here the inclusion ⊇ is a special case of the persistence property and ⊆ is the open
problem. A positive answer to 1.1.12 would imply a positive answer to 1.1.15, since
it is easy to see that the plus closure commutes with localization.
Computation of tight closure, degree bounds and vanishing theorems
About the possibility to compute the tight closure of an ideal or to answer the
question whether f ∈ I∗ holds, C. Huneke writes “Tight closure is very difficult to
compute; indeed that is necessarily the case. It contains a great deal of information
concerning subtle properties of the ring and the ideal” ([58, Basic Notions]). The
problem lies in the fact that due to the definition we have to check infinitely many
conditions.
Since we know often by the theory of test ideals for which c we may check the
conditions cf q ∈ I [q], we get in case f 6∈ I∗ after finitely many tests also a negative
answer. In the case f ∈ I∗ however every single test has a positive answer, but we
cannot deduce the containment after finitely many steps.
Lets restrict in the following to the graded situation, i.e. let R denote an N-graded
K-algebra of finite type, where R0 = K is a field of arbitrary characteristic. The
algebra is called standard-graded if it is generated by finitely many homogeneous
elements of R1. For an R+-primary ideal I (i.e. V (I) = V (R+)) there exists a
degree bound such that R≥N ⊆ I holds and there exists also a (in general smaller)
degree bound for I∗. Can we give estimates for such inclusion bounds for a given
homogeneous R+-primary ideal, for example in terms of the degree of some ideal
generators?
The situation with this question is similar to the problem about the plus closure
explained in the previous section. For parameter ideals where exists a satisfactory
answer, whereas for arbitrary primary ideals very few is known. K. Smith has
given the following two estimates.
Theorem 1.1.16. Let R denote an N-graded K-domain of dimension d and let I
denote an R+-primary ideal which is generated by homogeneous elements f1, . . . , fn
of degree di. Then the following two estimates hold.
(i) R≥dim(R)(maxi{di}) ⊆ I∗
(ii) R≥d1+...+dn ⊆ I∗
Proof. See [92, Proposition 3.1 and Proposition 3.3]. 
These statements rely on the theorem 1.1.8 of Brianc¸on-Skoda and are therefore
also true for the (graded) plus closure. If the ideal is a parameter ideal (generated
by dimR elements), then the second bound is sharp, as we shall see in Theorem
1.1.18 below.
Lets have a look at bounds from below, i. e. exclusion bounds. Such bounds are
not really exclusion bounds in the strong sense (think of 0), but have the following
property: if deg(f) ≤ M , then f ∈ I∗ holds if and only if f ∈ I holds. A general
result in this direction is the following.
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Theorem 1.1.17. Let R denote a normal N-graded domain of finite type over a
perfect field K of positive characteristic. Let I denote a homogeneous ideal and
suppose that I is generated by elements of degree ≥ M . Then for a homogeneous
element f of degree ≤M we have that f ∈ I∗ if and only if f ∈ I.
Proof. See [92, Theorem 2.2] for a proof in terms of differential operators or
proposition 2.7.7 below for a proof within our geometric interpretation. 
As we have already mentioned, the degree bound in Theorem 1.1.16(ii) is sharp
for the parameter case. This rests upon the following theorem, which has been
conjectured and proved for dim R = 2 in [60] and was proved in general by N.
Hara in [39]. In the formulation of this theorem we encounter the condition p≫ 0
for the characteristic. This means that we have a family of models over a finitely
generated Z-domain A, that the conditions are true in the generic point and that
the conclusion is true for the fibers over an open non-empty subset.
Theorem 1.1.18. Let R denote a normal standard-graded K-domain of dimension
d with an isolated singularity and let x1, . . . , xd denote homogeneous parameters of
degree di. Set N =
∑
i di. Suppose that the characteristic of K is zero or p ≫ 0.
Then the following hold.
(i)
(x1, . . . , xd)
∗ =
∑
i
(x1, . . . , xi−1, xi+1, . . . , xd)
∗ +R≥N .
(ii) Moreover, if R is Cohen-Macaulay, then
(x1, . . . , xd)
∗ = (x1, . . . , xd) +R≥N .
Proof. See [59, Theorems 5.15 and 6.1], [96, Section 3] and [39]. 
The Theorem 1.1.18 is called “Strong vanishing theorem”. This deserves an ex-
planation. The statement (i) in 1.1.18 is in positive characteristic equivalent with
the property that the Frobenius acts injectively on the negative part of the local
cohomology module HdR+(R), where d is the dimension of R.
This last property is not only true for the dimension d, but also more general for
H iR+(R), 0 < i ≤ d (for p ≫ 0). From this it follows at once that the negative
part of H iR+(R) is zero for 0 < i < d and for p≫ 0. This property holds then also
in zero characteristic. Therefore we get an algebraic proof of the famous Kodaira
vanishing theorem from algebraic geometry, if we apply this statement to the ring
of global sections of an ample invertible sheaf on a projective variety.
Theorem 1.1.19. Let X denote a projective non-singular variety over a field of
characteristic zero and let L be an ample invertible sheaf. Then H i(X,L−1) = 0
holds for 0 ≤ i < dim X.
We emphasize that this proof works with positive characteristic although the state-
ment does not hold in every positive characteristic. For another algebraic proof
of the vanishing theorem of Kodaira, which work also by reduction to positive
characteristic, but not with tight closure, look at [17].
Theorem 1.1.18 means in particular that for homogeneous parameters f1, . . . , fd
in a graded Cohen-Macaulay algebra there exists a degree bound, namely N =∑
i deg(fi) such that every element of degree ≥ N belongs to (f1, . . . , fd)∗ and such
that every element of degree < N which belongs to (f1, . . . , fd)
∗ belongs already
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to the ideal itself. This gives a completely satisfactory numerical characterization
for the tight closure of a parameter ideal in a graded domain.
Even in the first non-trivial case where (f1, . . . , fn) is a homogeneous R+-primary
ideal in a two-dimensional normal standard-graded K-domain there is not much
known apart from the bounds mentioned in 1.1.16 and in 1.1.17. In particular it
is not clear whether and under which conditions there may exist a common bound
which separates the inclusion to the tight closure and the exclusion from the tight
closure like in the parameter case.
This habilitation thesis contains various results for two-dimensional normal stan-
dard-graded domains which give under some weak conditions on the relation mod-
ule for some ideal generators f1, . . . , fn much better estimates. Moreover, if the
sheaf of relations is semistable, we also get a common bound for inclusion and
exclusion. This bound is given by (deg (f1) + . . . + deg (fn))/(n − 1) and has a
geometric interpretation within our setting, see theorems 2.8.6 and 5.3.1.
Singularities, test ideal and multiplier ideal
We cannot resist to mention the connection between the theory of tight closure
and singularities, though we will not come back to this point in the following.
Regularity-properties defined by properties of the Frobenius have been studied
even before the rise of tight closure, for example by Fedder, Goto, Hochster, Kunz,
Mehta, Ramanathan, J. Roberts, Watanabe (see [68], [23], [57], [76]). These con-
cepts have been systematized since the introduction of tight closure. The work of
both Hara and Smith yield to astonishing relations between properties of singu-
larities which are defined by reduction to positive characteristic with the help of
the Frobenius morphism (so called F -singularities) and with the test ideal on one
hand, and properties of singularities which are defined with the help of a resolution
of singularities and the multiplier ideal on the other hand.
We have already mentioned the F-regularity defined by the property that every
ideal is tightly closed with the variant being of F-regular type in characteristic
zero.
Definition 1.1.20. A local Noetherian ring over a field K is called F-rational if
for every system f1, . . . , fd of parameters the identity (f1, . . . , fd) = (f1, . . . , fd)
∗
holds.
The property F-rationality is in general a weaker notion than F-regularity. For a
Gorenstein ring however both notions coincide, see [52, Proposition 5.1]. More-
over, it is then even enough to know that just one single parameter ideal is tightly
closed. An F-rational ring is Cohen-Macaulay (this follows as in 1.1.5) and also
normal ([14, Proposition 10.3.2]).
Definition 1.1.21. A Noetherian local ring over a fieldK of positive characteristic
is called F-pure if the Frobenius morphism is a pure mapping.
The definition of F -rational carries over to zero characteristic with the variant
being of F -rational type. In zero characteristic the notion of (dense) F-pure means
that we have a family of models such that the set of points is dense for which the
fibers are F-pure (that we demand this property only for a dense subset instead
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for an open non-empty subset is due to the fact that for a cone over an elliptic
curve the property F-pure jumps from one prime number to another).
For the definition of test elements and the test ideal we have to go back to the
definition of tight closure in positive characteristic.
Definition 1.1.22. Let R denote a Noetherian Ring containing a field of positive
characteristic p > 0. An element c ∈ R is called test element if for every ideal
I ⊆ R and for every f ∈ I∗ the condition cf q ∈ I [q] holds for all q = pe.
The set of all test elements gives an ideal which is called the test ideal of R. We
may take every element of the test ideal which is not contained in any minimal
prime of R to test the containment f ∈ I∗. The test ideal of a ring is the unit ideal
if and only if the ring is F -regular. The main existence result about test elements
is the following theorem.
Theorem 1.1.23. Let R be a Noetherian ring over a field of positive characteristic.
Suppose that R is essentially of finite type over an excellent local ring or that Rred
is F-finite. Let 0 6= c ∈ R such that Rc is regular. Then there exists a power of c
which is a test element.
Proof. See [59, Theorem 3.2]. 
If R,m has an isolated singularity it follows from this existence result that the
test ideal is primary to the maximal ideal m. Test elements and test ideals play
an important role in the proof of persistence of tight closure. The test ideal in
characteristic zero is defined by the elements in a family of models which are test
elements over an open non-empty subset.
Let us now recall some properties and notions of a variety X (or of a finitely
generated algebra R) over a field of characteristic zero which are defined with the
help of a resolution of singularities, see [66].
Let X = Spec R denote an affine variety over a field K of characteristic zero and
let π : X˜ → X denote a resolution of singularities. We say that X has rational
singularities if X is normal and Cohen-Macaulay and if H i(X˜,OX˜) = 0 for i ≥ 1.
This property is independent of the resolution.
Now the following relationship between rationality and F-rationality holds.
Theorem 1.1.24. Suppose that R is a finitely generated domain over a field K
of characteristic zero. Then R is of F-rational type if and only if it has rational
singularities.
Proof. See [96, Theorem 3.2], [39] and [93]. 
Suppose further that the exceptional divisors E1, . . . , Ek of the resolution have
simple normal crossings and that X is Q-Gorenstein, i.e. the canonical module
ωX is a torsion element in the class group, i.e. (ωX)
⊗r ∼= OX holds for some r ∈ N.
Then it is possible to compare the canonical divisor KX˜ on the resolution with the
pullback of KX and to get an equation of Q-Weil-divisors,
KX˜ = π
∗KX +
∑
aiEi ,
where the ai are rational numbers.
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Definition 1.1.25. The singularities of X are called log-terminal if ai > −1 holds
for all i = 1, . . . , k.
The singularities of X are called log-canonical, if ai ≥ −1 holds for all i = 1, . . . , k.
The multiplier ideal of X is defined by π∗(OX˜(⌈
∑
aiEi⌉)).
These types of singularities arises in the study of birational geometry and the
minimal model program, see [63] or [67]. The multiplier ideal was first defined
analytically by Nadel and later algebraically by Kollar, see [66], [21], [70]. The
multiplier ideal is the unit ideal if and only if the singularities are log-terminal.
Theorem 1.1.24 implies the following theorem.
Theorem 1.1.26. Let X denote a normal Q-Gorenstein variety over a field of
characteristic zero. Then X has F -regular type if and only if X has log-terminal
singularities.
Proof. This follows from theorem 1.1.24 using the canonical cover X ′ → X.
This may be constructed with the help of an identification (ωX)
⊗r ∼= OX . Now
due to results of Watanabe and of Kawamata both properties carry over from X
to X ′ and back. Since X ′ Gorenstein, the statement follows. 
Problem 1.1.27. Let R denote a normal Q-Gorenstein domain of finite type over
a field of characteristic zero. Is it true that R is of (dense) F-pure type if and only
if the singularities of R are log-canonical.
This is a difficult problem with deep connections to number theory. The answer
is yes in dimension ≤ 2 due to the classification of such singularities, see [94,
Theorem 4.4 (4)] and [38].
The best result so far about the relationship of F -singularities and singularities
defined by resolution is the following theorem which was proved independently by
Hara and Smith. It implies at once the theorem 1.1.26.
Theorem 1.1.28. Let R denote a normal Q-Gorenstein local domain over a field
of characteristic zero. Then the multipier ideal of R and the test ideal of R are
the same.
Proof. See [95, Theorem 3.1] and [40]. 
1.2. Solid closure and forcing algebras.
The theory of solid closure was an attempt by Hochster (see [49] and [50]) to
define directly without any reduction procedure a closure operation for ideals in
every Noetherian ring (even in mixed characteristic) in the hope to get a general
theory with similar properties as tight closure. For rings containing a field of
positive characteristic it coincides with tight closure under some mild conditions
(see Theorem 1.2.8 below). It turned out however by an example due to P. Roberts
(see [87] and 1.2.10 below) that regular rings containing a field of characteristic
zero of dimension three do not have the expected property that every ideal is
solidly closed. This “discouraging result” (Hochster, [49]) shows that solid closure
is too big.
This notion is anyway very important for us because of the following reasons. Solid
closure gives a cohomological characterization of tight closure in positive charac-
teristic. It gives a good notion with all expected properties for every Noetherian
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ring in dimension two, the case we will mostly deal with. Furthermore it provides
the notion of forcing algebra which will play a crucial role in the following.
The starting point of the definition of solid closure is the notion of a solid module.
Definition 1.2.1. Let R denote a commutative domain and let M denote an
R-module. Then M is called solid if there exists a non-trivial R-module homo-
morphism ϕ : M → R.
Hence an R-module is solid if and only if its dual moduleM∨ = HomR(M,R) 6= 0.
This definition applies in particular to R-algebras. The argument used in the proof
of 1.1.11 says that a finite extension R ⊆ S is a solid R-algebra. This proof gives
at once the following more general result: if I ⊆ R is an ideal in a domain over a
field of positive characteristic and if R → S is a solid algebra such that f ∈ IS,
then f ∈ Isoclo.
The solidity of an R-module may also be characterized with the help of local
cohomology. For local cohomology we refer to [12], [14], [31] or [36].
Proposition 1.2.2. Suppose that R,m is a complete local Noetherian domain of
dimension d. Then an R-module is solid if and only if Hdm(M) 6= 0.
Proof. This is an application of Matlis duality, see [49, Corollary 2.4]. 
The notion of solid closure is now defined by the following condition (see also [49,
Definition 1.2]).
Definition 1.2.3. Let R denote a Noetherian ring, let I ⊆ R be an ideal and let
f ∈ R be an element.
(i) If R is a complete local domain, then f belongs to the solid closure of I,
f ∈ I⋆, if and only if there exists a solid R-algebra S such that f ∈ IS.
(ii) In general we declare that f ∈ I⋆ if f ∈ (IRˆm/q)⋆ holds for every maximal
ideal m of R and every minimal prime q of the completion Rˆm of Rm.
For properties of this closure operation we refer to [49] and [50]. Another impor-
tant concept which arises naturally in the study of solid closure is the notion of a
forcing algebra (Hochster calls this a generic forcing algebra)
Definition 1.2.4. Let R denote a commutative ring and let f1, . . . , fn ∈ R and
f0 ∈ R be elements. The R-algebra
A = R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0) ,
is called the forcing algebra for the elements (the forcing data) f1, . . . , fn; f0.
Remark 1.2.5. The forcing algebra forces that f0 ∈ (f1, . . . , fn)A. Every other R-
algebra S with the property that f0 ∈ (f1, . . . , fn)S factors (not uniquely) through
A: if −f0 = s1f1 + . . .+ snfn with si ∈ S, then we just send Ti 7→ si. The forcing
algebra has a section Spec R→ SpecA if and only if f0 ∈ (f1, . . . , fn).
If A is the forcing algebra for elements f1, . . . , fn; f0 ∈ R and if ϕ : R → R′ is a
ring homomorphism, then A′ = A ⊗R R′ is the forcing algebra for the elements
ϕ(f1), . . . , ϕ(fn);ϕ(f0).
The forcing algebra A for forcing data f1, . . . , fn; f0 ∈ R is solid if and only if there
exists a solid R-algebra S such that f0 ∈ (f1, . . . , fn)S. Hence in the definition
of solid closure we only have to look whether the forcing algebra is solid or not,
Cohomological dimension 25
and therefore it is possible to characterize the notion of solid closure in terms of
forcing algebras and local cohomology as follows.
Proposition 1.2.6. Let R be a Noetherian ring and let f1, . . . , fn, f0 ∈ R. Then
f0 ∈ (f1, . . . , fn)⋆ if and only if for every local complete domain R′ = Rˆm/q (where
m is a maximal ideal of R and q is a minimal prime of Rˆm) we have that H
d
m′
(A′) 6=
0, where d = dim R′ and A′ is the forcing algebra over R′.
Proof. This follows from 1.2.2, see also [49, Proposition 5.3]. 
Remark 1.2.7. This cohomological condition must only be checked for the maxi-
mal ideals m ⊇ (f1, . . . , fn).
The connection to tight closure in positive characteristic is given by the following
theorem.
Theorem 1.2.8. Suppose that R is a Noetherian ring containing a field of char-
acteristic p > 0. Suppose furthermore that R is essentially of finite type over an
excellent local ring or that the Frobenius endomorphism is finite. Then I∗ = I⋆.
Proof. See [49, Theorem 8.6]. 
Remark 1.2.9. In this habilitation thesis we shall deal with the notion of solid
closure rather than tight closure, and therefore we will also use the notation I⋆.
As the previous theorem states this does not make any difference in positive char-
acteristic. In characteristic zero and in dimension two it is not clear whether
solid closure coincides with any version of tight closure, but solid closure has all
the properties which one expect from a tight closure theory. In dimension ≥ 3
solid closure does not has the right properties, as the following example of Roberts
shows. For a variant of solid closure with the right properties, which is also defined
without any reduction to positive characteristic, see [10].
Example 1.2.10. A computation of P. Roberts in [87] shows that regular rings
over a field of characteristic zero are not solidly closed in general. Roberts con-
siders the ideal (x3, y3, z3) in the polynomial ring K[x, y, z], where K is a field of
characteristic zero, and proves that (xyz)2 ∈ (x3, y3, z3)⋆ by showing that
H3(x,y,z)(K[x, y, z][T1, T2, T3]/(x
3T1 + y
3T2 + z
3T3 − x2y2z2)) 6= 0 .
1.3. Cohomological dimension.
Recall that the cohomological dimension cd X of a scheme X is the maximal
number i such that there exists a quasicoherent sheaf F with H i(X,F) 6= 0. This
notion was developed by R. Hartshorne, see [44]. In the following proposition we
gather together some results on cohomological dimension which we will need in
the sequel.
Proposition 1.3.1. The cohomological dimension has the following properties.
(i) Let X denote a Noetherian scheme. Then cd X ≤ dimX
(ii) If X ′ → X is an affine morphism of separated Noetherian schemes, then
cd X ′ ≤ cd X.
(iii) A Noetherian scheme X is an affine scheme if and only if cd X ≤ 0 (the
cohomological dimension of the empty scheme is −1).
(iv) An irreducible separated variety X is proper if and only if cd X = dim X.
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(v) Suppose that R,m is a local Noetherian ring of dimension d. Then the
cohomological dimension of D(m) is d− 1.
(vi) Suppose that A is a graded K-algebra of finite type over a field K and let
a denote a homogeneous ideal. Then cd (D(a)) = cd (D+(a)).
Proof. (i) is another formulation of the vanishing theorem of Grothendieck,
see [47, Theorem III.2.7].
(ii) follows from Cˇech-cohomology, see [47, III.4], in particular exc. 4.1.
(iii) This is the cohomological characterization of affine schemes due to Serre, see
[47, Theorem III.3.7].
(iv) is a theorem of Lichtenbaum, see [46, III §3] or [64].
(v) The estimate ‘≤’ follows from (i). The estimate ‘≥’ is clear for d = 0, 1 and
follows for d ≥ 2 from the Theorem of Grothendieck that Hd−1(D(m),OX) =
Hdm(R) 6= 0, see [14, Theorem 3.5.7].
(vi) The cone mapping D(a) → D+(a) is affine, hence ‘≤’ follows from (i). On
the other hand, every quasicoherent sheaf on the open subset D+(a) ⊆ Proj A is
quasicoherent extendible to Proj A and hence of type M˜ , where M is a graded
A-module ([47, Propositions II.5.8 and II.5.15]). 
For an ideal a ⊆ R we call the maximal number j such that there exists an R-
moduleM with Hja(M) 6= 0 the cohomological height, cht (a) (this is also called the
local cohomological dimension). For cd(D(a)) ≥ 1 we have cht (a) = cd (D(a))+1,
due to the long exact sequence relating local cohomology and global cohomology.
We may express now the solid closure of an ideal I = (f1, . . . , fn) with the help of
the forcing algebra and the cohomological dimension in the following way.
Proposition 1.3.2. Let R be a normal excellent domain. Let f1, . . . , fn ∈ R be
elements which are primary to a maximal ideal m of height d, let f0 ∈ R and let
A = R[T1, . . . , Tn]/(f1T1+ . . .+fnTn+f0) denote the forcing algebra for this data.
Then the following hold.
(i) f0 ∈ (f1, . . . , fn)⋆ if and only if the cohomological height of the extended
ideal mA is d.
(ii) If d ≥ 2, then f0 ∈ (f1, . . . , fn)⋆ if and only if the cohomological dimension
of W = D(mA) ⊂ Spec A is d− 1.
(iii) If d = 2, then f0 ∈ (f1, . . . , fn)⋆ if and only if D(mA) is not an affine
scheme.
Proof. (i). Since the completion of a normal and excellent domain is again a
domain, the condition f0 ∈ (f1, . . . , fn)⋆ is due to 1.2.6 equivalent to Hdm′(A′) 6= 0,
where R′ is the completion of Rm and A
′ = A⊗RR′. Since local cohomology com-
mutes with completion this is equivalent to Hdm(A) 6= 0. Since Hdm(A) = HdmA(A)
this implies that cht (mA) ≥ d, and equality must hold since the cohomological
height of mA can not be bigger than cht (m) = d due to 1.3.1(ii),(v). On the
other hand, if Hdm(A) = 0, then this holds for every A-module M , since we find a
surjection A(J) →M → 0 and since Hd+1m (−) = 0.
(ii) follows from (i) by the long exact sequence of local and global cohomology.
(iii) follows from (ii) and the cohomological characterization of affine schemes,
1.3.1(iii). 
Remark 1.3.3. An open subset U = D(a) ⊆ Spec B, a = (a1, . . . , ak) is affine if
and only if there exist elements q1, . . . , qk ∈ Γ(U,OU ) such that
∑
aiqi = 1. So
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if f0 = 1, then the forcing equation gives that f1T1 + . . . + fnTn = −1, hence
D(f1, . . . , fn) is affine. If (f1, . . . , fn) is m-primary, then f0 6∈ (f1, . . . , fn)⋆).
r
✑
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✑
✑
D(m) Spec R
Spec AD(mA)
✁
✁
✁
❆
❆
❆
❆
❆
❆
✁
✁
✁
For studying tight closure problems in terms of the forcing algebra for forcing data
f1, . . . , fn; f0 we have to study the cohomological and the geometric properties of
the open subset D(mA) ⊆ Spec A for a maximal ideal m ∈ Spec R as shown in the
picture. In particular, for dim R = 2, we have to look for criteria which imply that
D(mA) is an affine scheme or not. Note that the cohomological height of m ⊂ R
is the same as its height d. If after building the forcing algebra the cohomological
height of mA is still d, then f0 ∈ I⋆, but if the cohomological height has dropped,
then f0 6∈ I⋆.
In studying the geometric properties of D(mA) we will also use the notion of
superheight. Recall that the superheight of an ideal a ⊆ R is the maximal height
of aR′ in any Noetherian R-algebra R′. The superheight of an ideal is less or equal
to the cohomological height due to 1.3.1(ii) and (v).
Proposition 1.3.4. Let R be a Noetherian ring, let f1, . . . , fn ∈ R be elements
primary to a maximal ideal m of height d. Let f0 ∈ R denote another element and
let A = R[T1, . . . , Tn]/(f1T1+ . . .+ fnTn + f0) denote the forcing algebra for these
data. Let W = D(mA) ⊂ Spec A.
Suppose that there exists a local Noetherian ring R′ of dimension d and a ring
homomorphism R→ R′ such that V (mR′) = V (mR′) and f0 ∈ (f1, . . . , fn)R′ hold.
Then the superheight of mA is d and hence also the cohomological height is d (and
f0 ∈ (f1, . . . , fn)⋆, if R is normal and excellent).
Proof. The morphism Spec R′ → Spec R lifts to a morphism ϕ : Spec R′ →
Spec A such that ϕ−1(D(mA)) = D(mR′). Hence the superheight of mA is ≥ d
and hence equals d. 
In particular, if I = (f1, . . . , fn) ⊆ R is primary to a maximal ideal of height d
and R ⊆ S is a finite extension of Noetherian domains such that f0 ∈ IS, then the
superheight and the cohomological height of mA is d. The relation between the
superheight and the cohomological height of mA in the forcing situation depends
heavily on the characteristic of the base field. In positive characteristic it is open
whether the two notions fall apart. In zero characteristic however the two notions
do fall apart quite often. In particular tight closure (solid closure) in zero char-
acteristic yields at once examples of ideals a with superheight one, but such that
the open subset D(a) is not affine. For other examples see [82] and [9]. We will
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apply this in section 3.3 to give new counterexamples to the hypersection problem
of complex analysis.
Proposition 1.3.5. Let K be a field of characteristic zero and let R be a normal
excellent K-domain. Let f1, . . . , fn be primary to a maximal ideal m of height
d and let f0 ∈ R. Suppose that f0 6∈ (f1, . . . , fn), but f0 ∈ (f1, . . . , fn)⋆. Then
the cohomological height of mA ⊆ A = R[T1, . . . , Tn]/(
∑
fiTi + f0) is d, but its
superheight is < d.
Proof. Let R′ denote a local normal Noetherian domain of dimension n ≤ d
and let ϕ : A → R′ be a homomorphism such that V ((mA)R′) = V (mR′). This
gives a homomorphism ψ : R → R′ such that V (mR′) = V (mR′). If n = d, then
Rˆm → Rˆ′ would be finite (after enlarging the base field). But a finite extension
R ⊆ S such that f0 ∈ (f1, . . . , fn)S with R normal forces that f0 ∈ (f1, . . . , fn)
holds already in R due to the existence of the trace map, see [14, Remarks 9.2.4].
Hence the superheight is < d, but the cohomological height is d due to 1.3.2 (i). 
1.4. Vector bundles, locally free sheaves and projective bundles.
In this section we recall briefly the notion of vector bundles and its relatives, locally
free sheaves and projective bundles, and we fix our notations.
Let X denote a scheme. A scheme p : V → X is called a geometric vector bundle
of rank r if there exists an open affine covering X =
⋃
i Ui and Ui-isomorphisms
ψi : V |Ui = p−1(Ui) → Ui × Ar = ArUi such that for every open affine subset U ⊂
Ui∩Uj the transition mappings ψj ◦ψ−1i : ArU → ArU are linear automorphisms, i.e.
they are induced by an automorphism of the polynomial ring Γ(U,OX)[T1, . . . , Tr]
given by Ti 7→∑ aijTj (if X is separated, then Ui ∩ Uj is affine and the condition
has to be checked only for such subsets). ArX together with its natural structure
of a vector bundle is called the trivial bundle over X of rank r.
A vector bundle V over X is in particular a commutative group scheme over X,
where the addition V ×X V → V is locally given by the identifications with ArU .
Due to the compatibility conditions this gives a well defined addition (it is even
“un X-sche´ma en modules sur le X-sche´ma en anneaux X[T]”, see [32, 9.4.13]).
A vector bundle V → X comes along with two locally free sheaves. The sheaf of
sections SV is given by
Γ(U,SV ) = {s : U → V |U : p ◦ s = idU } .
The linear structure on the vector bundle makes this into a quasicoherent sheaf.
Since locally V ∼= Ar, the sheaf of sections is locally isomorphic to OrX , hence SV
is a locally free sheaf of rank r on X. The group scheme V → X represents the
group functor X ′ 7→ Γ(X ′, ϕ∗(SV )), where ϕ : X ′ → X is any scheme over X.
The sheaf of linear forms FV for a vector bundle V → X is given by
Γ(U,FV ) = {f : V |U → A|U is a linear morphism } .
Here a morphism f : V →W of two vector bundles over X is called linear if for an
open covering X =
⋃
i Ui with simultaneous identifications ψi : V |Ui → ArUi and
ϕi : W |Ui → AsUi (which are compatible with the identifications which define the
linear structures on the bundles) the induced mappings
ϕi ◦ ψ−1i : ArUi −→ AsUi
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are linear. This is again a locally free sheaf of rank r, and we have the relationship
S∨V = HomOX (SV ,OX) = FV .
Vector bundles and locally free sheaves are essentially the same objects. For a
locally free sheaf F of rank r on X the symmetric algebra S(F) = ⊕k≥0Sk(F) is a
graded OX -algebra. The associated spectrum of this algebra (see [32, 9.4] or [33,
1.7]),
V = Spec S(F) = Spec ⊕k≥0Sk(F)
is a geometric vector bundle over X with the sheaf of linear forms F . This gives
a correspondence of vector bundles and locally free sheaves.
We feel free to jump from one viewpoint to another, but we will always make it
clear whether we are dealing with vector bundles or with locally free sheaves. In
particular we will always speak about the sheaf of sections or the sheaf of linear
forms and not about the sheaf associated to a vector bundle.
There is one point however where the two concepts behave quite different. A
subbundle W ⊆ V is a linear mapping W → V which gives for every point x ∈ X
a linear subspace Wκ(x) ∼= Asκ(x) →֒ Arκ(x) ∼= Vκ(x), whereas a subsheaf R ⊆ S
means only that the sheaf morphism R → S is injective. There may be points
x ∈ X such that R ⊗OX κ(x) → S ⊗OX κ(x) is not injective or is even zero. A
locally free subsheaf R ⊆ S corresponds to a subbundle if and only if the quotient
sheaf S/R is also locally free.
Suppose that F is a locally free sheaf on X. Then the graded algebra S(F) =
⊕k≥0Sk(F) gives also rise to a projective bundle
P(F) = Proj⊕k≥0Sk(F) π−→ X ,
see [33, 4.1] or [47, Proposition II.7.11]. P(F) has a relatively ample invertible
sheaf OP(F)(1) with the property that π∗OP(F)(k) = Sk(F), see [47, II.7.11].
Tensorizing the locally free sheaf F with an invertible sheaf L does not change the
projective bundle, i.e. there exists a canonical isomorphism iL : P(F)→ P(F⊗L).
Under this isomorphism we get ([33, Proposition 4.1.4]) that i∗L(OP(F⊗L)(n)) =
OP(F)(n)⊗ π∗Ln.
For a vector bundle V → X with sheaf of linear forms F we set P(V ) = P(F).
Hence a point in P(Vκ(x)) represents a line in Vκ(x). The natural cone mapping
V × = V − {zero section} −→ P(V )
maps every closed point v 6= 0 to the line [v].
We set AP(F)(1) = Spec ⊕k≥0OP(F)(k). This line bundle AP(F)(1) on P(F) has
therefore the sheaf of linear forms OP(F)(1) and the sheaf of sections OP(F)(−1).
We use this notation also for the corresponding line bundle on a projective space.
If ϕ : Y → X is a morphism, then a morphism s : Y → P(F) over X is equiv-
alent with an invertible sheaf L on Y and a surjection ϕ∗(F) → L → 0, where
L = s∗OP(F)(1), see [33, Proposition 4.2.3] or [47, Proposition II.7.12] for this
correspondence.
A subbundle W ⊆ V corresponds to a surjection of linear forms F → G → 0.
This induces a surjection π∗F → π∗G → OP(G) → 0 and hence a closed embedding
P(W ) ⊆ P(V ).
2. Geometric interpretation of tight closure via bundles
In this chapter we shall introduce several geometric objects associated to forcing
data consisting of ideal generators f1, . . . , fn and another element f0 in a com-
mutative Noetherian ring R in order to provide a geometric interpretation of the
property f0 ∈ (f1, . . . , fn)⋆.
We have mentioned already (section 1.2) the forcing algebra corresponding to
such data. Ideal generators f1, . . . , fn themselves give rise to the coherent sheaf
of relations which is locally free over D(f1, . . . , fn). This sheaf of relations is the
sheaf of sections in the relation bundle, which is a commutative group scheme over
Spec R and which is a vector bundle over D(f1, . . . , fn) (section 2.1).
This group scheme acts on the spectrum of the forcing algebra for f1, . . . , fn; f0.
This spectrum induces on D(f1, . . . , fn) an affine-linear bundle and it is a geomet-
ric torsor (or principal homogeneous space) for the relation bundle (section 2.2).
Hence the theory of tight closure leads us to study the cohomological properties of
geometric torsors for a vector bundle in general. For this purpose it is helpful to
provide a projective realization of such a torsor as the complement of a projective
subbundle inside a projective bundle (sections 2.3 and 2.4).
The objects which we construct and describe in this chapter have also graded
counterparts. This provides an entirely projective setting consisting of a pro-
jective bundle over a projective variety together with a projective subbundle of
codimension one (sections 2.5 and 2.6). This subbundle is called the forcing di-
visor. Properties of this divisor such as ampleness and bigness are of interest for
the underlying tight closure problem (section 2.7). This relationship is especially
useful in dimension two (2.8).
2.1. Relation bundles.
Let R denote a commutative ring. Elements f1, . . . , fn ∈ R define a vector bundle
over the open subset D(f1, . . . , fn) ⊆ Spec R in the following way.
Proposition 2.1.1. Let R denote a commutative ring and let I ⊆ R denote an
ideal with ideal generators f1, . . . , fn. Set U = D(I) = D(f1, . . . , fn) ⊆ Spec R.
Then the following hold.
(i) V˜ = Spec R[T1, . . . , Tn]/(f1T1+. . .+fnTn) is a commutative group scheme
over Spec R.
(ii) The sheaf of sections in V˜ is the quasicoherent sheaf of relations for the
elements f1, . . . , fn.
(iii) The restriction V = V˜ |U is a vector bundle on U of rank n− 1.
Proof. (i). The coaddition is given by
R[T1, . . . , Tn]/(
∑
fiTi) −→ R[T1, . . . , Tn, S1, . . . , Sn]/(
∑
fiTi,
∑
fiSi) ,
where Ti 7→ Ti+Si. It is easy to see that this fulfills the axioms of a group scheme.
(ii). A section
s : Spec S → Spec S[T1, . . . , Tn]/(f1T1 + . . .+ fnTn)
over an affine subset W = Spec S ⊆ Spec R is just a tupel (s1, . . . , sn) ∈ Sn
satisfying f1s1 + . . . + fnsn = 0.
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(iii). The bundle V is on D(fi), i = 1, . . . , n, isomorphic to
SpecRfi [T1, . . . , Ti−1, Ti+1, . . . , Tn] ,
and the transition functions send
Ti 7→ − 1
fi
(f1T1 + . . .+ fi−1Ti−1 + fi+1Ti+1 + . . .+ fnTn) ,
thus they are linear and V is a vector bundle on U =
⋃n
i=1D(fi). 
Definition 2.1.2. We call V˜ = Spec R[T1, . . . , Tn]/(f1T1+ . . .+fnTn) the relation
group scheme and its restriction V = V˜ |U the relation bundle corresponding to
the ideal generators f1, . . . , fn. We will denote the sheaf of relations by R =
Rel(f1, . . . , fn) = Rel(f1, . . . , fn)˜ and the sheaf of linear forms of V by F = R∨.
Remark 2.1.3. The bundle V˜ = Spec R[T1, . . . , Tn]/(f1T1+ . . .+ fnTn) is not flat
over X. The fiber over a point x ∈ D(f1, . . . , fn) has dimension n−1 and the fiber
over a point x ∈ V (f1, . . . , fn) has dimension n.
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Remark 2.1.4. It is also possible to describe the relation algebra as a symmetric
algebra. If the R-module E is defined by the presentation
R
f1,...,fn−→ Rn −→ E −→ 0,
then S(E) ∼= R[T1, . . . , Tn]/(∑ fiTi), see [101, Introduction].
Remark 2.1.5. The relation bundle V = V˜ |U for elements f1, . . . , fn ∈ R sits in
the following short exact sequence of vector bundles on U = D(f1, . . . , fn),
0 −→ V −→ AnU f1,...,fn−→ AU −→ 0 ,
where the mapping sends (s1, . . . , sn) 7→ ∑i sifi. We call this sequence the pre-
senting sequence or defining sequence for the relation bundle. We adopt the same
name for the short exact sequences of the sheaf of relations and the sheaf of linear
forms,
0 −→ R −→ OnU f1,...,fn−→ OU −→ 0
and
0 −→ OU f1,...,fn−→ OnU −→ F −→ 0 .
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Remark 2.1.6. Suppose that we have an inclusion (f1, . . . , fn) ⊆ (g1, . . . , gk) of
ideals and let M = (aij) be a matrix such that fi =
∑
j aijgj. This matrix defines
a linear mapping
R[S1, . . . , Sk]/(
∑
gjSj) −→ R[T1, . . . , Tn]/(
∑
fiTi)
by sending Sj 7→ ∑i aijTi. This gives a morphism V˜ (f1, . . . , fn) → V˜ (g1, . . . , gk)
of group schemes and a morphism of vector bundles on D(f1, . . . , fn).
If some ideal generator is superfluous, say fn =
∑n−1
i=1 aifi, then we have the
decomposition
Rel(f1, . . . , fn) = Rel(f1, . . . , fn−1)⊕OU
by sending (r1, . . . , rn) 7→ ((r1 + a1rn, . . . , rn−1 + an−1rn), rn).
2.2. Affine-linear bundles arising from forcing algebras.
Suppose further that R is a commutative ring and that f1, . . . , fn ∈ R are ideal
generators of an ideal I. Let f0 ∈ R denote another element so that we can build
the forcing algebra
A = R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0) .
We will see in a minute that its spectrum is not a vector bundle, but an affine-linear
bundle over D(f1, . . . , fn). We recall the definition.
Definition 2.2.1. A scheme p : B → X is called an affine-linear bundle of rank r
if there exists an open affine covering X =
⋃
i Ui and Ui-isomorphisms ψi : B|Ui =
p−1(Ui) → Ui × Ar = ArUi such that for every open affine subset U ⊂ Ui ∩ Uj
the transition mappings ψj ◦ ψ−1i : ArU → ArU are affine-linear automorphisms, i.e.
they are induced by an automorphism of the polynomial ring Γ(U,OX)[T1, . . . , Tr]
given by Ti 7→∑j aijTj + vi.
Proposition 2.2.2. Let R denote a commutative ring and let f1, . . . , fn ∈ R be
elements, set U = D(I) = D(f1, . . . , fn) ⊆ Spec R. Let f0 ∈ R denote another
element and let A = R[T1, . . . , Tn]/(f1T1 + . . . + fnTn + f0) denote the forcing
algebra. Set B˜ = Spec A and B = Spec A|U . Then the following hold.
(i) B = Spec A|U is an affine-linear bundle of rank n− 1 over U .
(ii) The group scheme V˜ acts on B˜.
(iii) This action is simply transitive, i.e. the morphism
µ× p2 : V˜ ×X B˜ −→ B˜ ×X B˜
is an isomorphism.
Proof. (i). Consider the mapping Spec A −→ Spec R over the open subset
U = D(I) = D(f1, . . . , fn). On D(fi), i ≥ 1, one can identify
Afi = (R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0))fi
∼= Rfi [T1, . . . , Ti−1, Ti+1, . . . , Tn] .
So this mapping looks locally like D(fi)×An−1 −→ D(fi). The transition mapping
on D(fifj) is given by
Rfifj [T1, . . . , Ti−1, Ti+1, . . . , Tn] −→ Rfifj [T1, . . . , Tj−1, Tj+1, . . . , Tn] ,
Cohomology classes, torsors and their geometric realizations 33
where Tk 7−→ Tk for k 6= i, j and Ti 7−→ −1/fi(
∑
j 6=i fjTj + f0). This is an affine-
linear mapping, therefore the forcing bundle Spec A|D(I) is an affine-linear bundle
of rank n− 1.
(ii). The action of the group scheme V˜ = SpecR[S1, . . . , Sn]/(
∑
fiSi) on B˜ =
SpecR[T1, . . . , Tn]/(
∑
fiTi + f0) is given by the coaction
R[T1, . . . , Tn]/(
∑
fiTi + f0) −→ R[T1, . . . , Tn, S1, . . . , Sn]/(
∑
fiTi + f0,
∑
fiSi)
by sending Ti 7→ Ti + Si. It is easy to verify that this is indeed a group coaction.
(iii). The morphism µ× p2 corresponds to the ring homomorphism
R[S1, . . . , Sn, T1, . . . , Tn]/(
∑
fiSi + f0,
∑
fiTi + f0)
−→ R[S1, . . . , Sn, T1, . . . , Tn]/(
∑
fiSi,
∑
fiTi + f0)
given by Si 7→ Si + Ti and Ti 7→ Ti. This is clearly an isomorphism. 
Remark 2.2.3. The difference of two sections in B˜ (over some open subset) is a
relation for f1, . . . , fn. Therefore the relations act as translations on the affine-
linear bundle given by the forcing algebra.
2.3. Cohomology classes, torsors and their geometric realizations.
The geometric situation arising from forcing data in a commutative ring has a
natural generalization which we consider in this section and throughout this ha-
bilitation thesis. For notions of the theory of group schemes we refer to [37], [80],
[103].
Definition 2.3.1. Let G denote a group scheme over a scheme X. A scheme
B → X together with an operation µ : G×XB → B is called a geometric (Zariski-
) torsor for G (or a G-principal fiber bundle or a principal homogeneous space) if
there exists an open covering X =
⋃
Ui and isomorphisms ϕi : B|Ui → G|Ui such
that the diagrams (with U = Ui, ϕ = ϕi)
G|U ×U B|U µ−−−−→ B|U
id×ϕ
y yϕ
G|U ×U G|U µ−−−−→ G|U
commute.
Remark 2.3.2. This concept is also applicable for other topologies like the flat
topology or the e´tale topology and shows then its real strength (see [37], [27] and
[77]). We will apply this concept only for vector bundles G = V with respect
to the Zariski-topology. A V -torsor B for a vector bundle V is the same as an
affine-linear bundle.
Proposition 2.3.3. Let X denote a Noetherian separated scheme and let p : V →
X denote a vector bundle on X with sheaf of sections S. Then there exists a
correspondence between cohomology classes c ∈ H1(X,S) and geometric V -torsors.
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Proof. We will describe this correspondence, see also [77, Proposition III.4.6].
Let B denote a V -torsor. Then there exists by definition an open covering X =⋃
Ui such that B|Ui together with the action of V |Ui is isomorphic to V |Ui acting
on itself. These isomorphisms ϕi : B|Ui → V |Ui induce isomorphisms
ψij = ϕj ◦ ϕ−1i : V |Ui∩Uj −→ V |Ui∩Uj .
These isomorphisms are compatible with the operation of V on itself, and this
means that they are of the form ψij = idV |Ui∩Uj +sij with suitable sections sij ∈
Γ(Ui ∩Uj ,S). This family defines a Cˇech-cocycle for the covering and gives there-
fore a cohomology class in H1(X,S).
For the reverse procedure, suppose that the cohomology class c ∈ H1(X,S) is
represented by a Cˇech-cocycle sij ∈ Γ(Ui ∩Uj ,S) for an open covering X = ⋃i Ui.
Set Bi := V |Ui . We take the morphisms
Bi|Ui∩Uj = V |Ui∩Uj
ψij−→ V |Ui∩Uj = Bj|Ui∩Uj
given by ψij := idV |Ui∩Uj +sij to glue the Bi together to a scheme B over X.
This is possible since the cocycle condition guarantees the glueing condition [32,
0, 4.1.7]. The action of Vi on Bi by itself glues also together to give an action on
B. 
This habilitation thesis deals to a large extent with the following very general
problem which contains the problems of tight closure.
Problem 2.3.4. Let X denote a scheme and let V denote a vector bundle on X
with sheaf of sections S. Study the cohomological and geometric properties of a
geometric torsor B → X corresponding to a cohomology class c ∈ H1(X,S) in
dependence of X, S and c.
In order to work in a projective setting and to use the methods of projective
geometry it is very useful to have the following realization of a torsor.
Proposition 2.3.5. Let X denote a Noetherian separated scheme and let V be a
vector bundle on X with sheaf of sections S. Let c ∈ H1(X,S) be a cohomology
class and let 0 → V → V ′ → AX → 0 denote the extension of vector bundles
corresponding to c ∈ H1(X,S) ∼= Ext1(OX ,S). Then the geometric torsor B → X
corresponding to c (as described in 2.3.3) is isomorphic to P(V ′)− P(V ).
Proof. The inclusion e : V →֒ V ′ induces a projective subbundle P(V ) ⊂
P(V ′). Let T : V ′ → AX denote the linear form on V ′ in the sequence, hence
V is the zero set of T . We consider the cone mapping V ′ 99K P(V ′). We claim
that the zero set Z = V (T − 1) ⊂ V ′ maps isomorphically onto P(V ′) − P(V ).
This may be checked locally in X and is therefore clear. Hence we shall show that
Z = V (T − 1) ⊂ V ′ is isomorphic to the torsor given by c.
First we claim that Z is indeed a V -torsor by the action V ×X Z → Z given by the
addition in V ′. This is a well defined action on Z since T (v+z) = T (v)+T (z) = 1
(where v ∈ V , z ∈ Z).
Let now Ui denote a covering on X such that there exist sections s
′
i ∈ Γ(Ui,S ′)
which map to 1 ∈ Γ(Ui,OX). Consider the mappings ψi := e+s′i◦p : V |Ui → V ′|Ui .
The image of this mapping lies on Z, since T (s′i) = 1, and hence we have mappings
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ψi : V |Ui → Z|Ui , which are isomorphisms. These identifications commute with
the operation, since (let p denote the projections)
ψi(v1 + v2) = v1 + v2 + (s
′
i ◦ p)(v1 + v2) = v1 + (v2 + (s′i ◦ p)(v2)) = v1 + ψi(v2) .
This shows that Z is a V -torsor.
We can compute the corresponding cohomology class of this torsor by using these
identifications. The transition mappings are given by
ψ−1j ◦ ψi : V |Ui∩Uj −→ V |Ui∩Uj
which sends v 7→ v+(s′i−s′j)(p(v)). Therefore the corresponding cohomology class
is given by sij = s
′
i − s′j ∈ Γ(Ui ∩Uj ,S). But this is also the image of 1 under the
connecting homomorphism for the short exact sequence 0 → S → S ′ → OX →
0. 
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Remark 2.3.6. Suppose that we have any projective subbundle P(V ) ⊂ P(V ′) of
codimension one. Then it is easy to show that the complement P(V ′)− P(V ) is a
(V ⊗ L)-torsor for some suitable line bundle L.
We consider now some functorial properties of torsors.
Lemma 2.3.7. Let X denote a Noetherian separated scheme and let V and W be
geometric vector bundles on X with sheaf of sections S and T . Let ϕ : S → T
be a homomorphism of locally free sheaves. Let c ∈ H1(X,S) with corresponding
extension 0 → V → V ′ → AX → 0 and let ϕ(c) ∈ H1(X,T ) be its image with
corresponding extension 0 → W → W ′ → AX → 0. Then there exists an affine
morphism
P(V ′)− P(V ) −→ P(W ′)− P(W ) .
For the cohomological dimension we have the inequality
cd(P(V ′)− P(V )) ≤ cd(P(W ′)− P(W )) .
Proof. First note that we have a mapping ϕ′ : V ′ →W ′ compatible with the
extensions and with ϕ, see [73, Ch. 3 Lemma 1.4]. The induced rational mapping
P(V ′) 99K P(W ′) is defined outside the kernel of ϕ′. Locally these mappings on
the vector bundles look like
Ar −−−−→ Ar × A
ϕ
y y ϕ× id
As −−−−→ As × A .
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The point on P(V ′) corresponding to the line given by v = (v, t) does not lie on
the subbundle P(V ) for t 6= 0. For these points the rational mapping is defined
and the image point (ϕ(v), t) does not lie on the subbundle P(W ). Hence we have
an affine morphism
P(V ′)− P(V ) −→ P(W ′)− P(W ) .
The second statement follows from 1.3.1(ii). 
Lemma 2.3.8. Let ϕ : X → Y denote a morphism between Noetherian separated
schemes, let S denote a locally free sheaf on Y , let c ∈ H1(Y,S) with correspond-
ing geometric torsor B → Y . Then ϕ∗(B) = B ×Y X is the geometric torsor
corresponding to ϕ∗(c) ∈ H1(X,ϕ∗(S)).
Proof. The pull-back of the cohomology class is represented by the pull-back
of the extension of vector bundles 0 → V → V ′ T→ AY → 0 corresponding to c.
We have B = V (T − 1) ⊆ V ′ due to the proof of 2.3.5. Hence
ϕ∗(B) = ϕ−1(V (T = 1)) = V ((T ◦ ϕ)− 1) ⊂ ϕ∗(V ′) .

Proposition 2.3.9. Let X denote a Noetherian separated scheme, let S denote
a locally free sheaf on X, let c ∈ H1(X,S) with corresponding geometric torsor
B → X. Then a morphism ϕ : Z → X factors through B if and only if 0 =
ϕ∗(c) ∈ H1(Z,ϕ∗(S)).
Proof. The pull-back of the cohomology class vanishes on the torsor which it
defines: a principal fiber bundle has the property that µ× p2 : V ×X B ∼= B×X B
is an isomorphism. Hence the pull-back of B → X under the base change B → X
is isomorphic to the projection V ×X B → B. This is trivial since it has a section.
For the other direction we consider the diagram
B ×X Z −−−−→ By y
Z
ϕ−−−−→ X
Here B×XZ is the torsor corresponding to the cohomology class ϕ∗(c) due to 2.3.8.
Since this pull-back is trivial there exists a section Z → B ×X Z and therefore
there exists also a factorization Z → B. 
Corollary 2.3.10. Let X denote a Noetherian separated scheme, let S denote a
locally free sheaf on X which has a decomposition S = S1 ⊕ S2 into locally free
sheaves. Let c ∈ H1(X,S) denote a cohomology class c = (c1, c2) and let B, B1
and B2 denote the corresponding torsors. Then B ∼= B1 ×X B2.
Proof. The projections pi : S1⊕S2 → Si, i = 1, 2 yield due to 2.3.7 mappings
B → Bi, i = 1, 2 and therefore a mapping B → B1×XB2. This mapping is locally
an isomorphism, hence an isomorphism. 
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2.4. Projective bundles arising from forcing data.
Let f1, . . . , fn ∈ R be elements in a commutative ring R. Another element
f0 ∈ R gives rise to the forcing algebra, which induces an affine-linear bundle
on U = D(f1, . . . , fn). This is also a torsor on U . On the other hand, the elements
f1, . . . , fn define the presenting sequence 0 → R → OnU → OU → 0 on U . The
element f0 ∈ R → Γ(U,OU ) defines also via the connecting homomorphism for
the presenting sequence a cohomology class c = δ(f0) ∈ H1(U,R), which defines
itself a torsor on U .
Proposition 2.4.1. Let R denote a commutative ring and let f1, . . . , fn ∈ R be
elements. Let V denote the corresponding relation bundle on U = D(f1, . . . , fn)
and let R be the sheaf of relations. Let f0 ∈ R denote another element. Then the
affine-linear bundle B = Spec R[T1, . . . , Tn]/(f1T1 + . . . + fnTn + f0)|U given by
these forcing data is a V -torsor, which is isomorphic to the V -torsor given by the
cohomology class c = δ(f0) ∈ H1(U,R), where δ is the connecting homomorphism
for the presenting sequence on U .
Proof. Set Bi = Spec Rfi [T1, . . . , Tn]/(f1T1 + . . . + fnTn + f0) and Vi =
Rfi [S1, . . . , Sn]/(f1S1 + . . . + fnSn) for i = 1, . . . , n. Then the isomorphisms ϕi :
Bi → Vi given by Tj 7→ Sj for j 6= i and by Ti 7→ Si−f0/fi are compatible with the
action of V on B defined in 2.2.2(ii). Therefore the forcing bundle is a V -torsor.
We shall compute the cohomology class represented by the forcing bundle B, thus
we have to look at the mappings
ϕj ◦ ϕ−1i : V |Ui∩Uj → V |Ui∩Uj .
This mapping is given by Sk 7→ Sk for k 6= i, j, Si 7→ Si−f0/fi and Sj 7→ Sj+f0/fj.
The corresponding relations are
(0, . . . , 0, f0/fi, 0, . . . , 0,−f0/fj , 0, . . . , 0) ∈ Γ(D(fifj),R) .
Now look at the connecting homomorphism for the presenting sequence. The
element f0 ∈ Γ(U,OU ) (coming from f0 ∈ R by restriction) is locally given by
(0, . . . , 0, f0/fi, 0, . . . , 0) ∈ Γ(D(fi),OnU ). The difference of two such local repre-
sentatives gives δ(f0) as a Cˇech cocycle. But this is just the same. 
The extension of vector bundles 0 → V → V ′ → AU → 0 on U = D(f1, . . . , fn)
corresponding to a cohomology class c ∈ H1(U,R) = Ext1(OY ,R) has for c =
δ(f0) also another natural interpretation.
Proposition 2.4.2. Let R be a commutative ring and let f1, . . . , fn and f0 be
elements and set I = (f1, . . . , fn), U = D(I). The schemes
V = SpecR[T1, . . . , Tn]/(
n∑
i=1
fiTi)|U and V ′ = SpecR[T0, . . . , Tn]/(
n∑
i=0
fiTi)|U
are vector bundles on U . They are related by the short exact sequence of vector
bundles
0 −→ V −→ V ′ T0−→ A1U −→ 0 .
This extension sequence represents δ(f0) ∈ H1(U,R), where δ is the connecting
homomorphism induced by the presenting sequence. The inclusion V ⊂ V ′ yields
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a closed embedding P(V ) →֒ P(V ′) of projective bundles over U . Its complement
P(V ′)− P(V ) is isomorphic to the forcing affine-linear bundle
Spec R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0)|U .
Proof. The schemes V and V ′ are vector bundles on U due to 2.1.1. The
element T0 ∈ Γ(V ′,OV ′) is a linear function T0 : V ′ → A1U . Its zero set is V .
Looking at D(fi), the exactness of the sequence on U is clear. Therefore V
′ is
indeed an extension of A1U by V , so we have to compute the cohomology class
defined by the corresponding sequence 0→R→ R′ → OU → 0.
On D(fi), the unit 1 ∈ Γ(U,OU ) is represented by the relation
(0, . . . , 0,−f0
fi
, 0, . . . , 0, 1) ∈ Γ(D(fi),R′) .
This defines the Cˇech cocycle
(0, . . . , 0,
f0
fi
, 0, . . . , 0,−f0
fj
, 0, . . . , 0) ∈ Γ(D(fifj),R) .
The other statements follow from 2.3.5 and 2.4.1 
Definition 2.4.3. We call the short exact sequence in 2.4.2 the forcing sequence
and we call P(V ′) the projective bundle and P(V ) the forcing projective subbundle
or the forcing divisor associated to the elements f1, . . . , fn; f0.
Remark 2.4.4. Since the forcing sequence is the extension corresponding to δ(f0)
under the presenting sequence it follows that the presenting sequence itself is the
forcing sequence corresponding to f0 = 1.
We may characterize the containment in the solid closure in the following way.
Corollary 2.4.5. Let R be a normal excellent domain, let I = (f1, . . . , fn) denote
an ideal which is primary to a maximal ideal m of height d ≥ 2. Let f0 ∈ R denote
another element and let V and V ′ denote the relation bundles on U = D(m)
according to 2.4.2. Then the following are equivalent.
(i) f0 ∈ (f1, . . . , fn)⋆
(ii) The cohomological dimension of P(V ′)− P(V ) is d− 1.
(iii) The cohomological dimension of the geometric torsor defined by δ(f0) ∈
H1(U,R) is d− 1.
Proof. This follows from 1.3.2, 2.4.1 and 2.4.2. 
We gather together some characterizations of f0 ∈ (f1, . . . , fn) in terms of the
geometric objects which we consider.
Lemma 2.4.6. Let R be a commutative ring and let f0, f1, . . . , fn ∈ R be elements,
U = D(f1, . . . , fn). Let A = R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0) be the forcing
algebra. Then the following are equivalent.
(i) f0 ∈ (f1, . . . , fn).
(ii) There exists a section Spec R→ Spec A.
(iii) The forcing algebra A is isomorphic to the algebra of relations
R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn) .
Suppose further that R = Γ(U,OX ) (e.g. if R is normal and ht I ≥ 2).
Then these statements are also equivalent with
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(iv) The affine-linear bundle B = Spec A|U has a section over U .
(v) There exists a section U → P(V ′) which does not meet P(V ).
(vi) The forcing sequence splits.
(vii) The element f0 defines the zero element in H
1(U,R).
Proof. Suppose that (i) holds, say −f0 = ∑ aifi. Then Ti 7→ Ti + ai is well
defined and gives the isomorphism in (iii). On the other hand, a relation algebra
has the zero section, thus the first three statements are equivalent.
(ii)⇒ (iv) is a restriction, and (iv)⇒ (ii) is true under the additional assumption.
(iv) and (v) are equivalent due to 2.4.2.
(i) gives also directly a section for V ′ → AU → 0, thus we get (vi), which is
equivalent with (vii). If the sequence splits, then V ′ = V ⊕ A on U and the
complement of P(V ) is the vector bundle V , which has the zero section. 
Remark 2.4.7. What can we say about the topology and the differential structure
of an affine-linear bundle arising from a forcing problem? Let K = C and let
R denote a normal C-domain of finite type and let f1, . . . , fn ∈ R be elements
generating an ideal primary to a maximal ideal m. Suppose that D(m) is smooth
and let M = D(m), considered as a real differential manifold.
Then the affine-linear bundle (Spec A)|M , where A denotes the forcing algebra
for f1, . . . , fn and another element f has always a (differential) section and is
therefore isomorphic to the relation bundle. In particular, the topological and the
differential properties of these affine-linear bundles do not depend on f .
This is an easy application of partition of unity, see [97, Satz 5.A.3]. There exists
a partition of unity hi for the open subsets Mi = D(fi), i.e.
∑
i hi = 1 and
Supphi ⊆ Mi. Then the function qi = hi/fi may be extended (by zero outside
Mi) to a function onM , since qi|Mi∩(M−Supp hi) = 0. Therefore
∑
i qifi =
∑
i hi = 1
and
∑
i(fqi)fi = f . This gives the section.
Another way to prove this is by using that a short exact sequence of differential
vector bundles always splits, but this fact also rests upon partition of unity.
Remark 2.4.8. We adopt the situation of the previous remark, but now we con-
sider M = D(m) and the torsor defined by forcing data as complex manifolds.
Then the complex structure and the complex coherent cohomology of the torsor
depend on f . The complex cohomological dimension however may differ from the
algebraic cohomological dimension, see the example below (3.3.2) of a Stein but
non-affine torsor.
2.5. The graded case: relation bundles on projective varieties.
We have shown in the last section how to realize the affine-linear bundle coming
from forcing data inside a projective bundle. In order to use the full strength
of the methods of projective geometry such as intersection theory it is necessary
that also the base scheme is projective. Hence we shall consider now the graded
situation and repeat the constructions of the last sections on the corresponding
projective varieties.
Let K be a field and let R be a standard N-graded K-algebra, i.e. R0 = K and
R is generated by finitely many elements of first degree. The projective scheme
Y = Proj R is a projective variety over K. It carries the very ample invertible
sheaf OY (1). We denote by AY (1) the line bundle on Y with sheaf of linear
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forms OY (1) and sheaf of sections OY (−1). Hence AY (m) = Spec S(OY (m)) =
Spec⊕k≥0OY (km). Another geometric realization is given by
AY (m) := D+(R+) ⊂ Proj R[T ], deg (T ) = −m,
where the inclusion R ⊂ R[T ] induces the bundle projection AY (1)→ Y . We will
denote by H the hyperplane divisor class of OY (1) on Y .
Let f1, . . . , fn be homogeneous elements of R of degree di. We say that the fi are
primary if they are R+-primary, i.e. D(R+) = D(f1, . . . , fn). We may find degrees
ei (possibly negative) for Ti such that the polynomials
∑n
i=1 fiTi ,
∑n
i=0 fiTi and∑n
i=1 fiTi + f0 are homogeneous (for the last polynomial ei = d0 − di is the only
choice).
Let A = R[(T0), T1, . . . , Tn]/(P ), where P is one of these polynomials. Then A
is also graded (but not standard-graded in general) and we have the following
commutative diagram.
Spec A ⊃ D(R+A) −−−−→ D+(R+A) ⊂ Proj Ay y
Spec R ⊃ D(R+) −−−−→ Proj R
These algebras A may have negative degrees, but Proj A can be defined as well, see
[11]. The open subset D+(R+A) ⊂ Proj A is the same as D+(R+A) ⊆ Proj A≥0.
r
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❆
❆
❆
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❆
✁
✁
✁
D(R+)
Spec R
Spec A
✲
✲
Y = Proj R
D+(R+) ⊂
Proj A
The relation module for the homogeneous elements f1, . . . , fn is a graded R-
module, where the graded piece is given by Rel(f1, . . . , fn)m =
{(r1, . . . , rn) ∈ Rn homogeneous :
∑
i
rifi = 0 and deg(ri) + deg(fi) = m} .
We denote the corresponding sheaf of relations on Y = Proj R by R(m). We call
this the sheaf of relations of total degree m.
Proposition 2.5.1. Let R be a standard-graded K-algebra and let f1, . . . , fn be
homogeneous R+-primary elements. Let di = deg (fi) and fix a number m ∈ Z
and set ei = m− di. Then the following hold.
(i) Set deg (Ti) = ei. Then
Proj R[T1, . . . , Tn]/(
n∑
i=1
fiTi) ⊃ D+(R+) −→ Proj R
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is a vector bundle V (−m) of rank n − 1 over Y = Proj R. Its sheaf of
sections is the sheaf of relations R(m) of total degree m.
(ii) For this vector bundle V (−m) we have the exact sequence of vector bun-
dles
0 −→ V (−m) −→ AY (−e1)×Y . . . ×Y AY (−en)
∑
fi−→ AY (−m) −→ 0 .
(iii) We have Det V (−m) ∼= AY (−∑ni=1 ei +m) = AY (∑ni=1 di − (n− 1)m).
(iv) We have V (−m′) = V (−m)⊗ AY (m−m′).
(v) The projective bundle P(V (−m)) does not depend on the chosen degree
m. For the relatively very ample sheaf OP(V (−m))(1) on P(V (−m)) we
have
j∗OP(V (−m′))(1) = OP(V (−m))(1) ⊗ π∗OY (m−m′) ,
where j : P(V (−m))→ P(V (−m)⊗AY (m−m′)) is the isomorphism and
π : P(V (−m))→ Y is the projection.
Proof. (i) and (ii). First note that the natural mapping (deg Ti = ei)
Proj R[T1, . . . , Tn] ⊇ D+(R+) −→ AY (−e1)×Y . . .×Y AY (−en)
is an isomorphism. The ring homomorphism R[T ]→ R[T1, . . . , Tn], T 7→
∑
fiTi is
homogeneous for deg (T ) = m. This gives the epimorphism of vector bundles, since
the D+(fi) cover Y . Its kernel is given by D+(R+) ⊂ Proj R[T1, . . . , Tn]/(
∑
fiTi),
thus this is also a vector bundle on Y .
(iii) follows from (ii). If we tensor the exact sequence for V (−m) with AY (m−m′)
we get the sequence for V (−m′), hence (iv) follows.
(v) P(V ) does not change when V is tensored with a line bundle. The relatively
very ample sheaves behave like stated due to [33, Proposition 4.1.4]. 
Remark 2.5.2. We call the short exact sequence in 2.5.1 again the presenting
sequence. It yields for the sheaf of relations of total degree m the short exact
sequence
0 −→ R(m) −→ ⊕iOY (m− di)
∑
fi−→ OY (m) −→ 0 .
The sheaf of linear forms of total degree m is the dual sheaf F(−m) = R(m)∨,
thus V (−m) = Spec S(F(−m)) and P(V ) = P(F). The corresponding sequence is
0 −→ OY (−m) f1,...,fn−→ ⊕iOY (di −m) −→ F(−m) −→ 0 .
The most important choice for m will be m = d0, where d0 is the degree of another
homogeneous element f0.
Remark 2.5.3. The sequence in 2.5.1 (ii) allows us to compute inductively the
Chern classes of the vector bundles V (−m) (or of its sheaf of linear forms F(−m)).
For the Chern polynomial ct(V (−m)) = ∑i ci(V (−m))ti we get the relation (let
H denote the hyperplane section of Y )
ct(V (−m))(1 −mHt) = (1− e1Ht) · · · (1− enHt) .
This yields (set ei = m− di) c0(V (−m)) = 1,
c1(V (−m)) = (−e1 − . . . − en +m)H = (d1 + . . .+ dn − (n− 1)m)H,
c2(V (−m)) = (
∑
i1,i2
ei1ei2 − (e1 + . . .+ en −m)m)H.H etc.
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2.6. The forcing sequence on projective varieties.
Let R denote a normal standard-graded K-algebra and let f1, . . . , fn denote R+-
primary homogeneous elements. We discuss now the forcing sequence defined by
another homogeneous element f0 on the projective variety Proj R and how the
containment in the solid closure is expressed in terms of projective bundles and
subbundles.
Proposition 2.6.1. Let R be a standard-graded K-algebra, let f1, . . . , fn be ho-
mogeneous R+-primary elements and let f0 ∈ R be also homogeneous. Let di =
deg (fi) and fix a number m ∈ Z. Let deg (Ti) = ei = m− di. Let
V (−m) = D+(R+) ⊂ Proj R[T1, . . . , Tn]/(
n∑
i=1
fiTi) and
V ′(−m) = D+(R+) ⊂ Proj R[T0, . . . , Tn]/(
n∑
i=0
fiTi)
be the vector bundles on Y = Proj R due to 2.5.1. Then the following hold.
(i) There is an exact sequence of vector bundles on Y ,
0 −→ V (−m) −→ V ′(−m) T0−→ AY (d0 −m) −→ 0 .
(ii) The embedding P(V ) →֒ P(V ′) does not depend on the degree m (and we
skip the index m inside P(V )). The complement of P(V ) is
P(V ′)− P(V ) ∼= D+(R+) ⊆ Proj R[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + f0) .
(iii) Let E be the Weil divisor (the hyperplane section) on P(V ′) corresponding
to the relatively very ample invertible sheaf OP(V ′)(1) (depending on the
degree). Then we have the linear equivalence of divisors P(V ) ∼ E+(m−
d0)π
∗H, where H is the hyperplane section of Y . If m = d0, then the
forcing divisor P(V ) is a hyperplane section.
(iv) The normal bundle for P(V ) →֒ P(V ′) on P(V ) is AP(V )(−1)⊗π∗AY (d0−
m).
Proof. (i). The homogeneous ring homomorphisms
R[T0] −→ R[T0, . . . , Tn]/(
n∑
i=0
fiTi) (deg (T0) = e0) and
R[T0, . . . , Tn]/(
n∑
i=0
fiTi) −→ R[T1, . . . , Tn]/(
n∑
i=1
fiTi), T0 7−→ 0
induce the morphisms on D+(R+). The exactness is clear on D(fi), i = 1, . . . , n,
and they cover D+(R+).
The first statement in (ii) is clear due to 2.5.1(iv), thus we may assume that
m = d0. The homogeneous ring homomorphism R[T0, . . . , Tn]/(
∑n
i=0 fiTi) →
R[T0, . . . , Tn]/(
∑n
i=1 fiTi + f0) where T0 7→ 1 yields the closed embedding
Proj R[T0, . . . , Tn]/(
n∑
i=1
fiTi + f0) ⊇ D+(R+) →֒ V ′(−m) ,
where the image is given by T0 = 1. But this closed subset V+(T0 − 1) ⊆ V ′(−m)
is isomorphic to P(V ′)− P(V ) under the cone mapping V ′(−m) 99K P(V ′).
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(iii). The mapping T0 : V
′(−m) → AY (d0 − m) yields via the tautological mor-
phism AP(V ′(−m))(1)→ V ′(−m) a morphism of line bundles on P(V ′(−m)),
AP(V ′(−m))(1)→ π∗AY (d0 −m) .
This corresponds to a section in the line bundle AP(V ′(−m))(−1) ⊗ π∗AY (d0 −m)
with zero set P(V (−m)). Thus P(V (−m)) ∼ E + (m− d0)π∗H.
(iv). Let i : P(V ) →֒ P(V ′) be the inclusion. Since P(V ) is the zero-set of a section
in AP(V ′(−m))(−1)⊗ π∗AY (d0 −m), we have that
i∗(AP(V ′)(−1)⊗ π∗AY (d0 −m)) = AP(V )(−1)⊗ q∗AY (d0 −m)
is the normal bundle on P(V ). 
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Definition 2.6.2. We call the sequence in 2.6.1 (i) again the forcing sequence and
we denote the situation P(V ) →֒ P(V ′) by P(f1, . . . , fn; f0). This is a projective
bundle of rank n − 1 together with the forcing divisor P(V ) = P(f1, . . . , fn) over
Y .
Remark 2.6.3. Corresponding to the forcing sequence of vector bundles in 2.6.1
we have the exact sequence of the sheaves of relations
0→R(m)→R′(m)→ OY (m− d0)→ 0
of total degree m. For m = d0 this extension corresponds to a cohomology class
c ∈ H1(Y,R(m)). The forcing sequence for the sheaves of linear forms is
0→ OY (d0 −m)→ F ′(−m)→ F(−m)→ 0 .
Remark 2.6.4. The normal sheaf on P(V ) ⊂ P(V ′), i.e. the sheaf of sections in
the normal bundle, is (by 2.5.1(v))
N = OP(V (−m))(1) ⊗ π∗OY (m− d0) ∼= OP(V (−d0))(1) .
Its global sections are Γ(P(V ),OP(V (−d0))(1)) = Γ(Y,F(−d0)). Thus the normal
sheaf does not depend on f0, only on its degree d0 = deg(f0).
The next results show that we can express the properties which are of interest
from the tight closure point of view in terms of the projective bundles on Y .
Lemma 2.6.5. In the situation of 2.6.1 the following are equivalent.
(i) f0 ∈ (f1, . . . , fn).
(ii) There is a section Y → P(V ′) disjoined to P(V ) ⊂ P(V ′).
(iii) The forcing sequence 0→ V (−m)→ V ′(−m)→ AY (d0 −m)→ 0 splits.
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(iv) Let m = d0. The corresponding cohomological class in H
1(Y,R(m)) van-
ishes.
Proof. Suppose that (i) holds and write −f0 = ∑ni=1 aifi, where the ai are
homogeneous. Set m = d0. The ai define a homogeneous mapping
R[T0, T1, . . . , Tn]/(
n∑
i=0
fiTi) −→ R by T0 → 1, Ti → ai .
The corresponding mapping Y → V ′(−m) induces Y → P(V ′) and its image is
disjoint to P(V ).
Suppose that (ii) holds. A section in P(V ′(−m)) corresponds to a line bundle L on
Y and an embedding of vector bundles L →֒ V ′(−m), see [47, Proposition 7.12].
Since the section is disjoined to P(V ), the morphism V (−m)⊕L→ V ′(−m) is an
isomorphism, hence the sequence splits.
(iii). The splitting yields a section AY (d0 − m) → V ′(−m) and this means a
homogeneous mapping R[T0, T1, . . . , Tn]/(
∑n
i=0 fiTi) → R[T0]. For T0 = 1 we get
a solution for (i). (iii) and (iv) are equivalent. 
Example 2.6.6. Let R denote a standard-graded K-algebra and let f1, . . . , fn be
homogeneous primary elements of degree di. Let f0 = 0. Then
R[T0, . . . , Tn]/(
n∑
i=0
fiTi) = R[T1, . . . , Tn]/(
n∑
i=1
fiTi)[T0]
and we have the splitting forcing sequence
0 −→ V (−m) −→ V (−m)⊕AY (d0 −m) −→ AY (d0 −m) −→ 0 .
Then V (−d0) ∼= P(V ′)− P(V ) and P(V ′) is just the projective closure of V (−d0).
Example 2.6.7. Let R = K[X0, . . . ,Xd] denote the polynomial ring and consider
the forcing data X0, . . . ,Xd; 1. Then the forcing sequence (which is here also the
presenting sequence) for the sheaf of relations on the projective space is just
0 −→ R(m) −→ ⊕d+1OPd(m− 1) −→ OPd(m) −→ 0 .
This is for m = 0 nothing but the Euler-sequence for the cotangent sheaf. Hence
R(0) = T ∨ and F(0) = T is the (ample) tangent sheaf on Pd.
Proposition 2.6.8. Let R be a normal standard-graded K-algebra of dimension
d ≥ 2, let f1, . . . , fn ∈ R be R+-primary homogeneous elements and let f0 be
another homogeneous element. Let V and V ′ be as in 2.6.1. Then the following
are equivalent.
(i) f0 ∈ (f1, . . . , fn)⋆.
(ii) The cohomological dimension of P(V ′)− P(V ) is d− 1 = dim Y .
Proof. We have P(V ′)−P(V ) ∼= D+(R+) ⊆ Proj R[T1, . . . , Tn]/(f1T1+ . . .+
fnTn + f0). The cohomological dimensions of D+(a) and of D(a) are the same
due to 1.3.1(iii). Hence the cohomological dimensions of P(V ′)− P(V ) and of the
forcing affine-linear bundle D(R+) ⊆ SpecR[T1, . . . , Tn]/(f1T1 + . . . + fnTn + f0)
are the same, and the result follows from 1.3.2(ii). 
In the presence of a grading it is more natural to compare tight closure with the
graded plus closure, which is defined in the following way.
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Definition 2.6.9. Let R denote an N-graded Noetherian K-domain and let I =
(f1, . . . , fn) denote a homogeneous ideal. Then
I+gr := {f ∈ R : f ∈ IR′ for a finite graded extension R ⊆ R′} .
ϕ : R → R′ graded means that there exists a ∈ N such that ϕ(Rd) ⊆ R′ad. If
R ⊆ R′ is graded and finite, then this induces a morphism ProjR′ → ProjR.
The Frobenius morphism of a graded ring over a field of positive characteristic is
therefore always graded.
If R ⊆ R′ is a finite extension such that f0 ∈ IR′, then this holds also in R′′ =∑
k R
′
ak, and by regrading we may find also a finite graded extension R ⊆ R′′
such that f ∈ R′′ holds, but without any degree shift. We may characterize the
containment f0 ∈ (f1, . . . , fn)+gr in our geometric setting in the following way.
Proposition 2.6.10. Let R be a normal standard-graded K-algebra of dimension
d ≥ 2, let f1, . . . , fn ∈ R be R+-primary homogeneous elements and let f0 be
another homogeneous element. Let V and V ′ be as in 2.6.1. Then the following
are equivalent.
(i) f0 ∈ (f1, . . . , fn)+gr.
(ii) There exists a finite surjective morphism g : Y ′ → Y such that the pull
back g∗P(V ′) = P(V ′)×Y Y ′ has a section not meeting g∗P(V ) = P(V )×Y
Y ′.
(iii) There exists a closed subvariety Y ′′ ⊂ P(V ′) not intersecting P(V ), finite
and surjective over Y .
(iv) There exists a closed subvariety Y ′′ ⊂ P(V ′) not intersecting P(V ) of
dimension d− 1 = dim Y .
Proof. First note that the pull-back of a relation bundle V (−m) on Y for ho-
mogeneous elements f1, . . . , fn yields the relation bundle V (−am) on Y ′ = Proj R′
for the elements considered in R′.
(i) ⇒ (ii). Suppose first that R ⊆ R′ is a finite extension such that f0 ∈
(f1, . . . , fn)R
′ holds. Then on Y ′ = ProjR′ there exists due to 2.6.5 a section
s : Y ′ → P(V ′Y ′) which does not meet P(VY ′), where VY ′ denotes the relation bun-
dle on Y ′ corresponding to the elements considered in R′. But P(VY ′) = g
∗P(V ) =
P(V ) ×Y Y ′, where g : Y ′ → Y is the finite morphism corresponding to the ring
inclusion R ⊆ R′.
(ii) ⇒ (i). Let g : Y ′ → Y be such a morphism. Then OY ′(1) = g∗OY (1) is ample
and we consider R′ = ⊕k≥0Γ(Y ′, g∗OY (k)), which is finitely generated and finite
over R′. We have Y ′ ∼= ProjR′ and we have the commutative diagram
D(R′+) −−−−→ D(R+)y y
Y ′
g−−−−→ Y .
Let B = P(V ′) − P(V ). The existence of a section s : Y ′ → P(V ′) ×Y Y ′ not
meeting P(V ) ×Y Y ′ implies that g∗(B) is trivial. Then also the pull-back of B
to D(R′+) is trivial, but this is the same as the pull-back of the forcing bundle
Spec R(T1, . . . , Tn]/(
∑
fiTi+ f0)|D(R+). It follows that f0 ∈ (f1, . . . , fn)R′′, where
R′′ is the normalization of R′.
Suppose that (ii) holds. Then the image of the section gives the closed subvariety
Y ′′ finite over Y . This gives (iii) and then (iv). Suppose that (iv) holds. The
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mapping Y ′′ →֒ P(V ′)→ Y is projective and the fibers are zero-dimensional, since
P(Vy) ⊂ P(V ′y) meets every curve, but Y ′′ ∩ P(V ) = ∅. Hence this mapping is
finite and due to the assumption on the dimension it is surjective. So suppose that
(iii) holds. The mapping g : Y ′ = Y ′′
i→֒ P(V ′) → Y is finite and surjective, and
the image of the section i × idY ′ : Y ′ → P(V ′) ×Y Y ′ = g∗P(V ′) is disjoined to
g∗P(V ) = P(V )×Y Y ′. 
2.7. Ample and basepoint free forcing divisors.
We fix the following situation.
Situation 2.7.1. Let K be an algebraically closed field and let R be a normal
standard-graded K-domain of dimension d. Let f1, . . . , fn be homogeneous R+-
primary elements of degree d1, . . . , dn and let f0 be another homogeneous element
of degree d0.
Let V (−m) and V ′(−m) be the relation bundles on Y = Proj R for f1, . . . , fn
and for f1, . . . , fn, f0 of total degree m as described in 2.6.1 with sheaf of sections
R(m) and R′(m) and with sheaf of linear forms F(−m) and F ′(−m). Let Z =
P(V ) ⊂ P(V ′) denote the forcing divisor.
In this section we examine basic properties of this forcing divisor Z = P(V ) ⊂
P(V ′) corresponding to homogeneous forcing data f1, . . . , fn; f0 ∈ R. When is the
forcing divisor Z ample and when is Z basepoint free?
For m = d0 the forcing divisor is a hyperplane section of OP(V ′)(1), and the ample-
ness of this invertible sheaf is by definition the ampleness of the locally free sheaf
F ′(−d0) = π∗OP(V ′)(1), see [46, III, §1] and chapter 4 for further ampleness cri-
teria for vector bundles and applications to tight closure problems. The following
proposition shows that the ampleness property is interesting mainly in dimension
two.
Proposition 2.7.2. Suppose the situation and notation of 2.7.1. Then the follow-
ing hold.
(i) Suppose that f0 is a unit and that di ≥ 1 for i = 1, . . . , n. Then Z is
ample.
(ii) If f0 is not a unit, then the cohomological dimension cd (P(V
′) − Z) ≥
d− 2.
(iii) If f0 is not a unit and d ≥ 3, then Z is not ample.
Proof. (i). We may assume that f0 = 1. Then
V ′(−m) = D+(R+) ⊂ Proj R[T0, T1, . . . , Tn]/(
n∑
i=1
fiTi + T0) ∼= Proj R[T1, . . . , Tn] ,
where deg Ti = ei = m− di. Thus V ′(−m) ∼= AY (d1 −m)×Y . . .×Y AY (dn −m).
For m = 0 we see that F ′(0) is a sum of ample invertible sheaves, hence F ′(0) is
ample due to [46, III, Corollary 1.8].
(ii). For d = 0, 1 there is nothing to show, so suppose that d ≥ 2. The zero
set V+(f0) ⊂ Y is a closed subset of dimension ≥ d − 2. There exists a section
s : V+(f0) → P(V ′) which does not meet Z. Hence P(V ′) − Z contains the
projective subvariety s(V+(f0)) of dimension d − 2, thus the inequality holds for
the cohomological dimension due to 1.3.1(ii) and (iv).
Ample and basepoint free forcing divisors 47
(iii). Due to (ii) the complement of Z cannot be affine (it contains projective
curves), hence Z is not ample. 
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V+(f0) Y = Proj R
P(V ′)
Z = P(V )
s(V+(f0))
✣
s
The forcing divisor Z is basepoint free if and only if OP(V ′)(1) is generated by
global sections for m = d0. This is in particular true if π∗OP(V ′)(1) = F ′(−d0) is
generated by global sections.
A divisor Z is called semiample ([70, Definition 2.1.14] if aZ is basepoint free for
some a ≥ 1. In this case there exists a (projective) morphism ϕ : P(V ′)→ PN such
that aZ = ϕ−1(H), where H is a hyperplane section in PN . Then P(V ′) − Z is
projective over the affine space PN −H. Schemes which are proper over an affine
scheme are called semiaffine and were studied in [29].
Lemma 2.7.3. Suppose the situation and notation of 2.7.1. Suppose that the
complement P(V ′) − P(V ) is semiaffine. Then f0 ∈ (f1, . . . , fn)⋆ if and only if
f0 ∈ (f1, . . . , fn)+gr.
Proof. Due to [29, Corollary 5.8] the cohomological dimension of a semiaffine
scheme equals the maximal dimension of a closed proper subvariety. Thus f0 ∈
(f1, . . . , fn)
⋆ implies via 1.3.2 that there exists a projective subvariety Y ′ ⊂ P(V ′)
of dimension dim Y which does not meet P(V ). Therefore f0 ∈ (f1, . . . , fn)+gr due
to 2.6.10. 
The condition in the following corollary is usefull mainly for dim R = 2. The
ampleness of the pull-back Z|Z is the same as the ampleness of the bundle F(−d0).
Corollary 2.7.4. Suppose the situation of 2.7.1 and suppose that the pull back
Z|Z is ample. Then f0 ∈ (f1, . . . , fn)⋆ if and only if f0 ∈ (f1, . . . , fn)+gr.
Proof. The theorem of Zariski-Fujita (see [70, Remark 2.1.18]) asserts that
Z is semiample. Then the complement of Z is semiaffine and the result follows
from 2.7.3. 
Corollary 2.7.5. Suppose the situation of 2.7.1. Suppose that the locally free
sheaf F ′(−d0) is generated by global sections. Then f0 ∈ (f1, . . . , fn)⋆ if and only
if f0 ∈ (f1, . . . , fn)+gr.
Proof. Since F ′(−d0) is generated by global sections we know that the forcing
divisor is basepoint free, hence P(V ′)−P(V ) is semiaffine. Hence the result follows
from 2.7.3. 
Remark 2.7.6. Note that the results 2.7.3 - 2.7.5 yield in characteristic zero in
fact the stronger result that f0 ∈ (f1, . . . , fn)⋆ holds if and only if already f0 ∈
(f1, . . . , fn) holds.
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We recover the theorem of Smith (1.1.17) about the exclusion bound within our
geometric setting. Smith proved her result for tight closure in [92, Theorem 2.2]
using differential operators in positive characteristic. Our version proves the same
result for solid closure.
Corollary 2.7.7. Suppose the situation of 2.7.1. Suppose that deg(f0) ≤ mini di.
Then f0 ∈ (f1, . . . , fn)⋆ is only possible if f0 ∈ (f1, . . . , fn).
Proof. Set m = d0. Then ei = d0 − di ≤ 0 and we have a surjection
OY (−e1)⊕ . . . ⊕OY (−en)⊕OY −→ F ′(−d0)→ 0 .
Since theOY (a) for a ≥ 0 are generated by global sections, we have also a surjection
OkY → F ′(−d0) → 0. Therefore F ′(−d0) is generated by global sections and we
have a closed embedding V ′ →֒ Y × Ak.
Suppose that f0 ∈ (f1, . . . , fn)⋆. Then by 2.7.5 we know that there exists a subva-
riety Y ′ ⊂ P(V ′) of dimension dim Y not meeting the forcing divisor Z. We may
consider Y ′ ⊂ V+(T0−1) ⊂ V ′, since V+(T0−1) is isomorphic to P(V ′)−P(V ) via
the cone mapping (see the proof of 2.3.5). All together we get a closed embedding
Y ′ →֒ Y × Ak. Since Y ′ is a projective variety, this factors through Y × {P},
where P ∈ Ak is a closed point, and so Y ′ ∼= Y ×{P} ∼= Y , since K is algebraically
closed. Hence we get a section. 
Even if the forcing divisor is not basepoint free, the existence of linearly equivalent
effective divisors has consequences on the existence of closed subvarieties and hence
on the existence of finite solutions (in the sense of 2.6.10 (iii) or (iv)) for the tight
closure problem. See also Propositions 2.8.12 and 5.7.2.
Proposition 2.7.8. Suppose the situation and notation of 2.7.1, and suppose fur-
thermore that Y = Proj R is a smooth variety. Suppose that there exists a positive
(effective 6= 0) divisor L ⊂ Y such that for some a ≥ 1 the divisor aP(V )− π∗L is
linearly equivalent to an effective divisor. Then there exists a linearly equivalent
effective divisor D ∼ aP(V ) with the property that the cohomological dimension of
P(V ′)− suppD is smaller than the (cohomological) dimension of Y . If Y ′ ⊆ P(V ′)
is finite and surjective over Y and disjoined to P(V ) (as in 2.6.10(iii)), then Y ′
must lie on the support of D.
Proof. Let aP(V ) − π∗L ∼ D′ be effective, hence aP(V ) ∼ D = D′ + π∗L.
The divisor D′ cuts out a hyperplane on every fiber, hence it is also a projective
subbundle. Since a projective bundle minus a dominant effective divisor is rela-
tively affine over the base we see that P(V ′) − suppD is affine over Y − suppL.
But the cohomological dimension of Y − suppL is smaller than the dimension of
Y due to 1.3.1(iv), hence this is also true for P(V ′)− suppD.
Now suppose that Y ′ is finite and surjective over Y and Y ′ ∩ P(V ) = ∅. Then we
have from intersection theory the identities
0 = aY ′.P(V ) = Y ′.(D′ + π∗L) = Y ′.D′ + Y ′.π∗L .
The second summand is a positive cycle, since Y ′ dominates Y . Hence Y ′.D′
cannot be effective and the intersection of Y ′ and D′ must be improper, so Y ′ ⊂
suppD′ ⊂ suppD. 
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2.8. The two-dimensional situation.
The geometric interpretation of tight closure developed so far is valid in every di-
mension, but it is especially successful if R is a two-dimensional normal standard-
graded domain and Proj R is a smooth projective curve. There are a lot of rea-
sons which make life more convenient in the two-dimensional (and projective one-
dimensional) situation. Let us mention the following items.
The notion of affineness is easier to handle than the notion of cohomological di-
mension in general, and there exists various sufficient and necessary conditions
for affineness which we can use to obtain inclusion and exclusion results for tight
closure (see sections 4 and 5).
Moreover, in dimension ≥ 3, the cohomological dimension characterizes tight clo-
sure only in positive characteristic, whereas in characteristic zero it characterizes
solid closure, which has only in dimension two all the expected properties from
tight closure.
The affineness of an open subset is in the projective setting intimately related to
the notion of an ample divisor, which is fundamental in every part of algebraic
geometry. In fact a lot of results which we shall obtain in the sequel about affine-
ness and tight closure rest on results about ampleness. In higher dimensions the
notion of ampleness is not well suited for the study of tight closure problems.
(A conceivable approach in higher dimensions could be achieved with the help of
k-ampleness, where k = dim R− 2, see [5, Chapter 2.1] for this notion.)
The top self intersection number of the forcing divisor can be easily expressed by
the degrees of the homogeneous elements and gives an important indication for
ampleness.
The element f0 ∈ Rm gives the cohomology class c = δ(f0) ∈ H1(Y,R(m)), which
defines the torsor. It seems that in higher dimension it is necessary to look also at
the higher relation modules coming from a locally free resolution
G• −→ ⊕iOY (m− di) −→ OY (m) −→ 0
and at the cohomology classes ci ∈ H i(Y,Ri(m)), i = 1, . . . ,dim Y , defined by the
connecting homomorphism for the short exact sequences 0→Ri → Gi →Ri−1 →
0 induced by the free resolution.
Let us fix the following situation with which we are mainly concerned in the fol-
lowing chapters.
Situation 2.8.1. Let K be an algebraically closed field and let R be a normal
standard-graded K-domain of dimension two. Let Y = Proj R denote the cor-
responding smooth projective curve over K. Let f1, . . . , fn be homogeneous R+-
primary elements of degree d1, . . . , dn and let f0 be another homogeneous element
of degree d0. Let V (−m) and V ′(−m) be the relation bundles on Y for f1, . . . , fn
and for f1, . . . , fn, f0 of total degree m (as described in 2.6.1) with sheaf of sec-
tions R(m) and R′(m) and with sheaf of linear forms F(−m) and F ′(−m). Let
Z = P(V ) ⊂ P(V ′) denote the forcing divisor.
Theorem 2.8.2. Suppose the situation and notation of 2.8.1. Then the following
are equivalent.
(i) f0 ∈ (f1, . . . , fn)⋆.
(ii) The open subscheme P(V ′)− P(V ) is not affine.
50 2. Geometric interpretation of tight closure via bundles
Proof. This follows from 2.6.8. 
Y
P(V )
P(V ′)
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Corollary 2.8.3. Suppose the situation and notation of 2.8.1. Suppose that the
forcing divisor Z is ample. Then f0 6∈ (f1, . . . , fn)⋆.
Proof. A multiple of the forcing divisor is very ample and defines an embed-
ding i : P(V ′) → PN such that i−1(H) = Z. Then P(V ′) − P(V ) is affine and the
result follows from 2.8.2. 
Remark 2.8.4. We will see in Theorem 3.1.4 below that for n = 2 also the converse
of Corollary 2.8.3 is true. For n ≥ 3 however there exists non-ample forcing divisor
with affine complement, see example 5.7.5.
Theorem 2.8.5. Suppose the situation and notation of 2.8.1. Then the following
are equivalent.
(i) f0 ∈ (f1, . . . , fn)+gr.
(ii) There exists a curve in P(V ′) which does not meet the forcing divisor Z.
Proof. This follows from 2.6.10. 
An important invariant of a divisor on a projective variety is its top self intersection
number. This may be computed directly for a forcing divisor.
Theorem 2.8.6. Suppose the situation and notation of 2.8.1. Let δ = deg Y
denote the degree of the curve, i.e. the degree of the invertible sheaf OY (1) on Y .
Let m = d0 = deg(f0). Then the top self intersection number of the forcing divisor
is
P(V )n = (d1 + . . .+ dn − (n− 1)m)δ .
Proof. Note that P(V ′) is a projective bundle of rank n − 1, hence its di-
mension is n and P(V )n is the top self intersection of the forcing divisor. The
top self intersection number is also the degree of the vector bundle V (−m) (see
[70, Lemma 6.4.10]), which is the same as the degree of its determinant. We have
computed in 2.5.1(iii) that Det V (−m) ∼= AY (∑ni=1 di − (n − 1)m). Therefore
deg V (−m) = (∑ni=1 di − (n− 1)m)δ. 
Remark 2.8.7. It is not surprising that the number
∑n
i=1 di − (n − 1)m and the
conditions m ≥ (d1 + . . . + dn)/(n − 1) and m < (d1 + . . . + dn)/(n − 1) play a
crucial role throughout this habilitation thesis.
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Remark 2.8.8. Suppose the situation and notation of 2.8.1. A function f ∈
Γ(P(F ′) − P(F),OP(F ′)) has a pole only at the forcing divisor and corresponds
therefore to a section
s ∈ Γ(P(F ′),O(kP(F)) = {q ∈ Q(P(F ′)) : (q) + kP(F) ≥ 0}
for some k ∈ N. The theorem of Riemann-Roch describes (m = d0) the Euler-
characteristic of kP(F) in the following way,
χ(P(F ′), kP(F)) = χ(Y, Sk(F(−m)))
= Γ(Y, Sk(F(−m))) −H1(Y, Sk(F(−m)))
= deg(Sk(F(−m))) + (1− g) rk(Sk(F(−m)))
= (
∑
i≥1
di − (n− 1)m)
(
k + n− 2
n− 1
)
δ + (1− g)
(
k + n− 2
n− 2
)
In characteristic zero we may replace H1(Y, Sk(F(−m))) by H0(Y, Sk(R(m))),
but not in positive characteristic.
We recall the definition of a big divisor, see [5] or [70, Definitions 2.1.3 and 2.2.1]).
Definition 2.8.9. AWeil divisor D on a normal projective variety X of dimension
d is called big if for some multiple the divisor kD defines a rational mapping to
some projective space such that the dimension of the image is d.
Remark 2.8.10. A divisor is big if and only if its Iitaka-dimension is maximal.
This means that there exists a number c > 0 such that h0(X,OX (kD)) ≥ ckd for
k ≫ 0. An ample divisor is big. A numerically effective divisor Z is big if and
only if its top self intersection number Zn is > 0, see [65, Theorem VI.2.15] or
[70, Theorem 2.2.14].
Remark 2.8.11. If the complement of an effective Weil divisor D on a normal
projective variety X of dimension d is affine, then Γ(X − D,OX) is a finitely
generated K-algebra of dimension d and there exists a multiple kD such that the
corresponding rational mapping to a projective space induces an isomorphism on
X −D. In particular, an effective divisor which has an affine complement is big.
It is sometimes possible to establish that the complement of the forcing divisor is
not affine (and hence that f0 ∈ (f1, . . . , fn)⋆) by showing that the forcing divisor
is not big (see 4.4.4). The following proposition deals with equivalent conditions
for bigness in the forcing situation.
Proposition 2.8.12. Suppose the situation and notation of 2.8.1. Then the fol-
lowing are equivalent.
(i) There exists an effective divisor L ⊂ Y of positive degree such that for
some a ≥ 1 the divisor aZ − π∗L is equivalent to an effective divisor.
(ii) There exists a linearly equivalent effective divisor D ∼ aZ (a ≥ 1) such
that P(V ′)− suppD is affine.
(iii) The forcing divisor Z is big.
Proof. (i) ⇒ (ii) follows from 2.7.8. Suppose that (ii) holds, let X = P(V ′)
and let s ∈ Γ(X,OX (aZ)) be a section such that Xs is affine. The topology of
Xs is generated by subsets Xt ⊆ X, t ∈ Γ(X,OX(bZ)), b ≥ 1, see [33, The´ore`me
4.5.2]. Therefore the rational mapping defined by aZ is an isomorphism on Xs and
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the image has maximal dimension, hence Z is big (and (ii) ⇒ (iii)). On the other
hand, if ∅ 6= U ⊂ Xs is an affine subset which does not meet the fiber over a point
P ∈ Y , then there exists also t ∈ Γ(X,OX (bZ)) such that ∅ 6= Xt ⊆ U . Therefore
bZ+(t) =
∑
i aiDi, ai > 0 is an effective divisor and P(V
′
P ) is one of the Di (hence
(ii) ⇒ (i)). (iii) ⇒ (ii). If Z is big, then for some a ≥ 1 the multiple aZ defines
a mapping which is birational with its image. Therefore the mapping induces an
isomorphism on an open affine subset Xs ∼= X − V (s), s ∈ Γ(X,OX (aZ)). 
3. The two-dimensional parameter case
In this short chapter we apply our theory to the first non-trivial situation, the case
of two homogeneous parameters f1, f2 ∈ R in a two-dimensional normal standard-
graded domain R.
The relation bundle for the parameters is an invertible sheaf on the projective
curve Y = ProjR and a third homogeneous element f0 ∈ R defines an extension
of rank two of two invertible sheaves. This setting yields a projective bundle of
rank one together with a projective subbundle of rank 0 on the projective curve Y ,
i.e a ruled surface together with a forcing section. This section is an ample divisor
if and only if its complement is affine, which is equivalent with f0 6∈ (f1, f2)⋆.
Since in the two-dimensional parameter case everything is known about the tight
closure we cannot expect new results for tight closure in this chapter. However,
our geometric interpretation yields new geometric proves for known facts and it
yields somewhat surprisingly a new class of counter-examples to the hypersection
problem in complex analysis.
3.1. Ruled surfaces and forcing sections.
We fix the following situation.
Situation 3.1.1. Let K denote an algebraically closed field and let R denote a
normal standard-graded two-dimensional K-domain. Let Y = Proj R denote the
corresponding smooth projective curve. Suppose that f1 and f2 are homogeneous
parameters of degree d1 and d2 and let f0 be another homogeneous element of
degree d0. Fix m ∈ N and let V (−m) and V ′(−m) denote the relation bundles on
Y as described in in 2.6.1. Let Z = P(V ) ⊂ P(V ′) denote the forcing divisor.
Corollary 3.1.2. In the situation 3.1.1 the following hold.
(i) P(V ′) is a ruled surface and P(V ) ⊂ P(V ′) is a section, called the forcing
section.
(ii) We have Proj R[T1, T2]/(f1T1 + f2T2) ⊃ D+(R+) = V (−m) ∼= AY (d1 +
d2 −m). In particular, the forcing sequence is
0 −→ AY (d1 + d2 −m) −→ V ′(−m) −→ AY (d0 −m) −→ 0 .
(iii) We have DetV ′(−m) ∼= AY (d1 + d2 + d0 − 2m).
(iv) The normal bundle for the embedding Y ∼= P(V ) ⊂ P(V ′) is AY (d0− d1−
d2).
(v) The self intersection number of the forcing section Y ∼= P(V ) →֒ P(V ′) is
(d1 + d2 − d0) deg H, where H is the hyperplane section corresponding to
OY (1).
Proof. (i) follows from 2.6.1. (ii). Let R[T1, T2]/(f1T1 + f2T2) be graded by
deg(T1) = m − d1 and deg(T2) = m − d2. The homomorphism R[T1, T2]/(f1T1 +
f2T2)→ R[U ] given by T1 7→ f2U, T2 7→ −f1U is then homogeneous for deg (U) =
m − d1 − d2 and induces an isomorphism on D+(R+). The corresponding line
bundle is AY (d1 + d2 −m). (iii) follows.
The normal bundle for the embedding on P(V ) ∼= Y is N = AP(V )(−1)⊗AY (d0−m)
due to 2.6.1(iv). Furthermore, V (−m) = AY (d1 + d2 −m) on Y and V (−m) =
AP(V )(+1) is the tautological line bundle for P(V ) ∼= Y . This yields N = AY (m−
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d1−d2)⊗AY (d0−m) = AY (d0−d1−d2). Its sheaf of sections is OY (d1+d2−d0)
and its degree is the self intersection number, hence (iv) follows. 
Remark 3.1.3. The corresponding sequence of sheaves are
0 −→ OY (d0 −m) −→ F ′(−m) −→ OY (d1 + d2 −m) −→ 0
for the linear forms F ′(−m) and
0 −→ OY (m− d1 − d2) −→ R′(m) −→ OY (m− d0) −→ 0
for the relations R′(m) . These extensions are classified by H1(Y,OY (d0−d1−d2))
for m = d0, where the elements f1, f2; f0 correspond to the cohomology class
f0/f1f2.
The following theorem gives a criterion for tight closure in the two-dimensional
parameter case in terms of ampleness of the forcing divisor.
Theorem 3.1.4. Suppose the situation and notation of 3.1.1. Then the following
are equivalent.
(i) f0 6∈ (f1, f2)⋆.
(ii) P(V ′)− Z is affine.
(iii) The forcing divisor Z on P(V ′) is ample.
Proof. We know the equivalence (i)⇔ (ii) from proposition 2.8.2 so we have
to show the equivalence (ii)⇔ (iii). If Z is ample, then its complement is affine
as mentioned in corollary 2.8.3. If P(V ′) − Z is affine, then it does not contain
projective curves. Furthermore, there exist global functions on P(V ′) − Z which
are not constant. Thus aZ, a ≥ 1, is linearly equivalent with an effective divisor
not containing Z. Hence the self intersection number is positive and the criterion
of Nakai yields that Z is ample. 
✣
s
Y
Z = P(V ) = s(Y )
P(V ′)
Corollary 3.1.5. Let K be an algebraically closed field and let R be a normal two-
dimensional standard-graded K-algebra and let f1, f2 be homogeneous parameters
of degrees d1, d2. Then R≥d1+d2 ⊆ (f1, f2)⋆.
If the characteristic of K is zero, then (f1, f2)
⋆ = (f1, f2) +R≥d1+d2
Proof. Let d0 = deg f0 ≥ d1 + d2. Then d1 + d2 − d0 ≤ 0 and the self
intersection of Z = P(V ) ⊂ P(V ′) is not positive. Hence Z is not ampel and
f0 ∈ (f1, f2)⋆ due to theorem 3.1.4.
Now let f0 ∈ (f1, f2)⋆, but f0 6∈ R≥d1+d2 . Then the self intersection is positive,
but the forcing divisor Z is not ample. Thus there must exist a curve C ⊂ P(V ′)
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disjoint to Z. By 2.6.10 it follows that f0 ∈ (f1, f2)+, so 1.3.4(ii) gives the result
in characteristic 0. 
Remark 3.1.6. The second statement in corollary 3.1.5 is also true if the char-
acteristic of K is p ≫ 0. This follows from the theorem of Hartshorne-Mumford
about the ampleness of vector bundles of rank two, which we treat in the next
chapter, see 4.2.8.
Remark 3.1.7. A locally free sheaf E of rank two on a projective curve Y is called
normalized if Γ(Y, E) 6= 0, but Γ(Y, E ⊗ L) = 0 for every invertible sheaf L of
negative degree. For every ruled surface X → Y there exists a representation
X = P(E) such that E is normalized. The e-invariant of a ruled surface is then
defined by e = − deg(E), where E is normalized. In this normalized situation there
exists also a short exact sequence 0 → OY → E → M → 0 and the section C0
corresponding to the surjection is also called normalized. Then C20 = −e, see [47,
V.2].
3.2. Examples.
We give some examples of ruled surfaces and their forcing sections arising from
forcing data. Let R be a standard-graded normal two-dimensional K-domain,
Y = Proj R, and let f, g be homogeneous parameters and h homogeneous of
degrees d1, d2, d0.
Example 3.2.1. Suppose that h ∈ (f, g). Then the forcing sequence splits and
V ′(−m) ∼= AY (d1 + d2 −m)×AY (d0 −m)
This is normalized form = max(d0, d1+d2) and then isomorphic to AY×AY (−|d1+
d2− d0) and P(V ′) is the projective closure of the line bundle AY (−|d1+ d2− d0|).
The forcing section is either the zero section of the line bundle or the closure
section. The e-invariant is |d1+ d2− d0|deg H, where H is the hyperplane section
on Y .
Example 3.2.2. Suppose that h = 1. Then
Proj R[T0, T1, T2]/(fT1 + gT2 + T0) ∼= Proj R[T1, T2] .
and therefore V ′(−m) = AY (d1 −m)×AY (d2 −m) is decomposable. The forcing
sequence is
0 −→ AY (d1 + d2 −m) −→ AY (d1 −m)× AY (d2 −m) −→ AY (−m) −→ 0 ,
where v 7→ (gv,−fv) and (a, b) 7→ −(af + bg). The sequence is normalized for
m = max(d1, d2). Let d1 ≥ d2. Then the normalized sequence is
0 −→ AY (d2) −→ AY × AY (d2 − d1) −→ AY (−d1) −→ 0 .
The e-Invariant of the ruled surface is e = |d2 − d1|deg H.
Example 3.2.3. Let f and g be elements of the same degree d and let h = 1. This
yields the trivial ruled surface P(V ′) = Y ×P1 and the forcing section is the graph
of the meromorphic function q = −f/g. For let m = d. Then we have the forcing
sequence
0 −→ AY (d) g,−f−→ AY × AY fT1+gT2−→ AY (−d) −→ 0 ,
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and fT1 + gT2 = 0 is equivalent with T1/T2 = −g/f . If d ≥ 1, then h 6∈ (f, g)⋆,
and so we see via tight closure that the complement of the graph of a non constant
meromorphic function is affine.
Example 3.2.4. Let R = K[x, y], thus Y = P1K . The ruled surface P(f, g;h) must
be a Hirzebruch surface P(AP1
K
× AP1
K
(k)) and we have to determine the number
k ≤ 0.
Let (a1, a2, a3) and (b1, b2, b3) be a basis of homogeneous relations for all the re-
lations for (f, g, h). Let ei and e
′
i be its degrees and suppose that ei ≥ e′i. Set
k = e′i − ei. The homomorphism
K[x, y, T1, T2, T3]/(fT1 + gT2 + hT3)
ψ−→ K[x, y, U, S]
given by Ti 7→ aiU + biS, i = 1, 2, 3, is well defined and is homogeneous for
deg (Ti) = ei, deg (U) = 0, deg (S) = ei − e′i = −k. It induces a mapping
Proj K[x, y, U, S] ⊇ D+(x, y) = AP1
K
× AP1
K
(k) −→ V ′(−m) .
We claim that this is an isomorphism. Since (−g, f, 0) is a relation, there exist
r, s ∈ R such that (−g, f, 0) = r(a1, a2, a3) + s(b1, b2, b3). Since (0,−h, g) and
(−h, 0, f) are also relations it follows that (g, f) ⊆ (a3, b3). Hence (a3, b3) is R+-
primary and a3 and b3 do not have a common divisor. Therefore there exists t ∈ R
such that r = tb3, s = −ta3, hence we may write f = t(b3a2−a3b2). The mapping
ψ is locally on D(f) given by a linear transformation Rf [T2, T3] → Rf [U,S] and
its determinant is b3a2 − a3b2, which is a unit in Rf . The same is true on D(g),
so the induced mapping is an isomorphism.
The forcing sequence is
0 −→ AP1
K
(d1 + d2 − d0 − e3) −→ AP1
K
× AP1
K
(e′3 − e3) a3U+b3S−→ AP1
K
(−e3) −→ 0 .
It follows that d1 + d2 − d0 = e3 + e′3.
Let f = x2, g = y2. For h = xy we have e3 = e
′
3 = 1, but for h = x
2 we have
e3 = 2, e
′
3 = 0.
Let f, g, h ∈ Rd be homogeneous of the same degree d and suppose that f, g are
parameters and that h 6∈ (f, g). Let E ⊆ Γ(Y,OY (d)) denote the linear system
spanned by f, g, h and set m = d. Then the presenting sequence for f, g, h from
2.5.1(ii) is
0 −→ V ′(−d) −→ A3Y −→ AY (−d) −→ 0 .
The mapping sends (P, t1, t2, t3) 7→ t1f(P )+t2g(P )+t3h(P ) and this is zero if and
only if the point P lies on the divisor defined by the global section t1f + t2g+ t3h
of OY (d). Therefore
P(V ′) = {(P,D) : P ∈ D, D ∈ E}
and the ruled surface P(V ′) is the incidence variety for the linear system E.
Now let Y = V+(F ) ⊂ P2K = Proj K[x, y, z] be a smooth curve and consider the
linear system of lines. Thus the ruled surface associated to the vector bundle
V ′(−1) = D+(x, y, z) ⊂ Proj K[x, y, z]/(F )[T1, T2, T3]/(xT1 + yT2 + zT3)
(deg (Ti) = 0) consists of the pairs (P,L), where L is a line through P ∈ Y .
Suppose that x, y are parameters for the curve. Then the point Q = (0, 0, 1) does
not belong to Y . The forcing section maps a point P ∈ Y to the line passing
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through P and Q, since this is the line given by T3 = 0. The self intersection
number of the forcing section is deg (F ). If deg (F ) ≥ 2, then z 6∈ (x, y)⋆ and the
forcing section is ample.
Y = V+(F )
Q
✑
✑
✑
✑
✑
✑
✑
✑
✑✑
✁
✁
✁
✁
✁
✁
✁
✁✁
❆
❆
❆
❆
❆
❆
❆
P2
✏✏
✏
✔
✔
✔
PP
P
❚
❚
❚
PPP❚
❚
❚
✏✏✏ ✔
✔
✔
✏✏
✏
✔
✔
✔
PP
P
❚
❚
❚
PPP❚
❚
❚
✏✏✏ ✔
✔
✔
✏✏
✏
✔
✔
✔
PP
P
❚
❚
❚
PPP❚
❚
❚
✏✏✏ ✔
✔
✔
Example 3.2.5. Let F ∈ K[x, y, z] be a homogeneous polynomial of degree three
such that Y = Proj K[x, y, z]/(F ) is an elliptic curve and suppose that x, y are
parameters. Consider P(x, y; z) as above and set m = 1, and let E = F(−1) be
the sheaf of linear forms for this grading. The global linear forms T1, T2, T3 are a
basis for H0(Y, E). A global linear form s = a1T1 + a2T2 + a3T3 (ai ∈ K) belongs
to Γ(Y, E ⊗ OY (−P )) if and only if s|V ′P = 0, and this is the case if and only
if (a1, a2, a3) is a multiple of (x(P ), y(P ), z(P )). So this can happen at most at
one point. Hence dimH0(Y, E ⊗ OY (−P )) = 1 and H0(Y, E ⊗ OY (−P −Q)) = 0.
Therefore E ⊗ OY (−P ) is normalized and the e-invariant of P(x, y; z) is
e = − deg (E ⊗ OY (−P )) = −3 + 2 = −1 .
3.3. Examples over the complex numbers C.
The ruled surfaces together with their forcing sections arising from tight closure
problems yield analytically interesting examples over the field of complex numbers
K = C.
Corollary 3.3.1. Let F be a homogeneous polynomial of degree three such that
R = C[x, y, z]/(F ) defines an elliptic curve Y = Proj R. Let f, g, h be homoge-
neous such that f and g are parameters, deg (h) = deg (f)+deg (g) and h 6∈ (f, g).
Then the complement of the forcing section P(f, g) in the ruled surface P(f, g;h)
over Y is not affine, but it is a complex Stein space. The same is true for the open
subset D(R+) ⊂ Spec R[T1, T2]/(fT1 + gT2 + h).
Proof. The condition on the degrees shows that h ∈ (f, g)⋆ and that the
open complement is not affine. Since h 6∈ (f, g), the forcing sequence, which is
an extension of OY by OY , does not split. Hence due to [100] the complement is
Stein. The corresponding statement for the subset in the cone follows. 
Example 3.3.2. Let R = C[x, y, z]/(x3 + y3 + z3) and f = x, g = y, h = z2. Then
z2 6∈ (x, y), but z2 ∈ (x, y)⋆. The open subset
D(x, y) ⊆ Spec C[x, y, z][T1, T2]/(x3 + y3 + z3, xT1 + yT2 + z2)
is not affine, but it is a complex Stein space.
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Remark 3.3.3. The first construction of a non-affine but Stein variety was given
by Serre using non-split extensions of OY by OY on an elliptic curve, see [100], [6]
or [82]. Thus we may consider this classical construction as a construction using
forcing algebras.
On the other hand we have to remark that tight closure takes into account the
subtile difference between affine and Stein. This shows that tight closure is a con-
ception of commutative algebra and algebraic geometry, not of complex analysis.
It is also possible to construct new counterexamples to the hypersection problem.
The first counterexample was given 1997 by Coltoiu and Diederich in [16]. For this
and related problems in complex analysis see [19]. The problem is the following:
Let X denote a complex-analytic space of dimension ≥ 3 and let D ⊂ X be an
analytic hypersurface. Suppose that the intersection (X−D)∩S is Stein for every
analytic hypersurface S ⊂ X. Is then X −D itself Stein?
Proposition 3.3.4. Let R be a standard-graded normal two-dimensional C-alge-
bra, let f, g and h be homogeneous elements in R such that V (f, g) = V (R+),
h 6∈ (f, g) and deg (h) > deg (f) + deg (g). Then
W = D(R+) ⊂ Spec R[T1, T2]/(fT1 + gT2 + h) = X
is not Stein (considered as a complex space), but it fulfills the assumption in the
hypersection problem, i.e. for every analytic surface S ⊂ Spec R[T1, T2]/(fT1 +
gT2 + h) the intersection W ∩ S is Stein.
Proof. Due to 1.3.5 the superheight of W is one, and [9, Theorem 5.1] gives
that the assumption of the hypersection problem holds. The self intersection num-
ber of the forcing section on the corresponding ruled surface is negative, thus due
to [30] this section is contractible as a complex space and therefore its complement
is not Stein. Hence the subset W is also not Stein, because it is a C×-bundle over
this complement. 
Example 3.3.5. Consider R = C[x, y, z]/(x4+ y4+ z4) and the forcing algebra for
the elements x, y; z3, hence A = C[x, y, z, T1, T2]/(x
4 + y4 + z4, xT1 + yT2 + z
3).
Then z3 6∈ (x, y) in R, but z3 ∈ (x, y)⋆, for the degree of the self intersection is
−4. Therefore W = D(R+) ⊆ Spec A is not Stein, but for every analytic surface
S ⊂ SpecA the intersection W ∩ S is Stein.
r
✑
✑
✑
✑
✑
✑
S
Spec R
W = X −D
S ∩W
D✁
✁
✁
❆
❆
❆
❆
❆
❆
✁
✁
✁
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3.4. Plus closure in positive characteristic.
We have mentioned in 1.1.13 the theorem of Smith that the tight closure and
the plus closure of a parameter ideal are the same. In this section we will give a
proof for this theorem in the two-dimensional graded case within our geometric
setting. Let K be an algebraically closed field of positive characteristic p and let f
and g be homogeneous parameters in a two-dimensional standard-graded normal
K-algebra R. Let h be another homogeneous element. If the complement of the
forcing divisor Z ⊂ P(f, g;h) is not affine, then we must find a curve on the ruled
surface disjoined to Z.
Suppose first that deg (h) > deg (f) + deg (g). Then the cohomology class h
fg
has
positive degree k deg (h) − deg (f) − deg (g) and applying a Frobenius morphism
it becomes ( h
fg
)q ∈ H1(Y,OY (qk)), but H1(Y,OY (qk)) = 0 for q = pe sufficently
large. Therefore the forcing sequence splits after a Frobenius morphism and h
belongs to the Frobenius closure of (f, g) and in particular to its tight closure.
Thus we have to consider the case deg (h) = deg (f) + deg (g).
Proposition 3.4.1. Let K be an algebraically closed field of characteristic p > 0.
Let R be a standard-graded normal two-dimensional K-domain and let f, g, h be
homogeneous elements such that f and g are parameters and such that deg (h) =
deg (f) + deg (g). Then there exists a composition of a Frobenius morphism and
an Artin-Schreier extension of Y = Proj R such that the image of the cohomology
class c = h/fg ∈ H1(Y,OY ) vanishes.
Proof. The Frobenius morphism Φ acts on H1(Y,OY ) p-linear yielding the
so called Fitting decomposition H1(Y,OY ) = Vs ⊕ Vn such that Φ|Vs is bijective
and Φ|Vn is nilpotent (see [46, III §3] or [77, Lemma III.4.13]). Thus we may write
c = c1+c2, where c2 becomes zero after applying a certain power of the Frobenius.
Thus we may assume that c = c1 ∈ Vs. Consider the Artin-Schreier sequence
0 −→ Z/(p) −→ OY Φ−id−→ OY −→ 0 ,
which is exact in the e´tale topology. It yields the exact sequence
0 −→ H1et(Y,Z/(p)) −→ H1(Y,OY ) Φ−id−→ H1(Y,OY ) −→ . . . .
There exists a basis cj of Vs such that Φ(cj) = cj , see [81, §14]. Thus we may
assume that Φ(c) − c = 0 and we consider c ∈ H1et(Y,Z/(p)). Hence c represents
an Artin-Schreier extension Y ′ of Y and the cohomology class c vanishes on Y ′,
see [77, III. §4]. 
Remark 3.4.2. We describe the Artin-Schreier extension appearing in the last
proof explicitly. Let c = h/f1f2 and suppose that c
p − c = 0 in H1(Y,OY ). This
means that cp − c = a2 − a1, where ai ∈ Γ(Ui,OY ), Ui = D+(fi) = Spec Ri. Let
U ′i = Spec Ri[Ti]/(T
p
i − Ti + ai), i = 1, 2. The transition function T1 7→ T2 + c is
due to
(T2 + c)
p − (T2 + c) + a1 = T p2 − T2 + cp − c+ a1 = T p2 − T2 + a2
well defined and U ′1 and U
′
2 glue together to a scheme Y
′ → Y . The cohomology
class in Y ′ is c = h/f1f2 = T1− T2, Ti ∈ Γ(U ′i ,OY ′), so that c = 0 in H1(Y ′,OY ′).
60 3. The two-dimensional parameter case
Remark 3.4.3. Let Y = Proj R as in 3.4.1. The p-rank of Y is the dimension
dimVs ≤ g(Y ). This is the same as the p-rank of the jacobian of Y , see [81, §15].
The p-rank is 0 if and only if the plus closure (=tight closure) of any homogeneous
parameter ideal is the same as its Frobenius closure.
Suppose now that Y = Proj K[x, y, z]/(F ) is an elliptic curve, thus we have
H1(Y,OY ) ∼= K. An elliptic curve with p-rank 0 is called supersingular (or is
said to have Hasse invariant 0). The criterion [47, Proposition IV.4.21] says that
Y is supersingular if and only if the coefficient of (xyz)p−1 in F p−1 is 0, or equiv-
alently F p−1 ∈ (xp, yp, zp). On the other hand, if the Hasse invariant is 1, then
F p−1 6∈ (xp, yp, zp), and the criterion of Fedder [59, Theorem 3.7] tells us that
K[x, y, z]/(F ) is Frobenius pure.
4. Slope criteria for affineness and non-affineness
Our interpretation of tight closure in terms of vector bundles and their extensions
has led to the following more general problem: Suppose that S denote a locally
free sheaf on a smooth projective curve Y and let c ∈ H1(Y,S) = Ext1(OY ,S)
denote a given cohomology class (or extension class), and let S ′ be the locally
free sheaf which represents the class. Let 0 → OY → G′ → G → 0 be the dual
sequence. Under which conditions is the open subscheme P(G′)− P(G) affine?
The answer depends of course both on S and on c. We will study this question
in terms of the slope of S, which plays a crucial role in this game. This chapter
requires no knowledge about tight closure. We will derive applications for tight
closure in the next chapter.
4.1. Slope of bundles over a curve.
In this section we recall the notion of the slope of a vector bundle and various re-
lated concepts like semistable sheaves and the Harder-Narasimhan filtration which
we will need in the sequel, our main references are [42], [61], [70, Ch. 6.4], [78]
and [88].
Let E denote a locally free sheaf of positive rank on a smooth projective curve
Y over an algebraically closed field K. The degree of E is defined by deg (E) =
deg (
∧r(E)), where r is the rank of E . If P(E) = Proj ⊕k≥Sk(E) is the correspond-
ing projective bundle of dimension r and if ξ denotes the divisor class corresponding
to the relatively very ample invertible sheaf OP(E)(1), then also deg (E) = ξr equals
the top self intersection number, see [70, Lemma 6.4.10]. The number deg (E)/r! is
also the coefficient of kr in the Euler-Hilbert polynomial χ(OP(E)(k)), which equals
χ(Sk(E)). The degree is additive on short exact sequences.
The slope of a locally free sheaf E is defined by µ(E) = deg (E)/ rk(E). For two
locally free sheaves E1 and E2 we have that µ(E1 ⊗ E2) = µ(E1) + µ(E2) A locally
free sheaf E is called semistable if for every locally free quotient sheaf of positive
rank E → Q → 0 the inequality µ(Q) ≥ µ(E) holds. This is equivalent to the
property that for every locally free subsheaf T ⊆ E the inequality µ(T ) ≤ µ(E)
holds.
Every locally free sheaf E has a unique Harder-Narasimhan filtration. This is a
filtration of locally free subsheaves
0 = E0 ⊂ E1 ⊂ . . . ⊂ Es = E
such that Ei/Ei−1 is semistable for every i = 1, . . . , s. E1 is called the maximal
destabilizing subsheaf. The slopes of these semistable quotients form a decreasing
chain µ1 > . . . > µs. µmin(E) = µs = µ(E/Es−1) is called the minimal slope
and µmax(E) = µ1(E) is called the maximal slope. This is the same as µmin(E) =
min{µ(Q) : E → Q → 0}. For the dual sheaf we have µmax(E∨) = −µmin(E). If
µmin(E) > µmax(F), then Hom(E ,F) = 0. In particular, if µmax(F) < 0, then
Γ(Y,F) = Hom(OY ,F) = 0.
If ϕ : Z → Y is a finite K-morphism between smooth projective curves over the
algebraically closed field K, then µ(ϕ∗(E)) = deg (ϕ)µ(E). If ϕ is separable, then
the pull-back ϕ∗(E) of a semistable sheaf E on Y is again semistable, see [78,
Proposition 3.2]. Hence in the separable case the Harder-Narasimhan filtration of
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ϕ∗(E) is just the pull-back of the Harder-Narasimhan filtration of E , and also µmax
and µmin transform in the same way as µ does.
In the non-separable case however this is not true at all and the notion of semista-
bility needs to be refined. A locally free sheaf E on Y is called strongly semistable if
for every finite K-morphism ϕ : Z → Y the pull-back ϕ∗(E) is again semistable. In
characteristic zero, this is the same as being semistable, and in positive character-
istic it is given by the property that the pull-back under every K-linear Frobenius
morphism is semistable, see [78, Proposition 5.1]. This difficulty in positive char-
acteristic is one motivation for the following definition.
Definition 4.1.1. Let Y denote a smooth projective curve over an algebraically
closed field and let E denote a locally free sheaf. Then we define
µ¯max(E) = sup{µmax(ϕ
∗E)
deg (ϕ)
| ϕ : Z → Y finite dominant K-morphism }
and
µ¯min(E) = inf{µmin(ϕ
∗E)
deg (ϕ)
| ϕ : Z → Y finite dominant K-morphism } .
Remark 4.1.2. It is enough to consider in the previous definition only K-linear
Frobenius morphisms, since every morphism factors through a separable map and
a Frobenius and the maximal and minimal slope behave well with respect to sepa-
rable morphisms. We will see in remark 4.2.5 that µ¯min(E) is bounded from below,
hence these numbers exist, but it is not clear whether they are obtained. An
equivalent question is whether one may find a sufficiently high Frobenius power
such that the Harder-Narasimhan filtration of ϕ∗(E) consists of strongly semistable
quotients.
We will also need the following definition, compare with [62], [69] and [79] for
related invariants of E and P(E).
Definition 4.1.3. Let E denote a locally free sheaf on a smooth projective curve,
let 1 ≤ s ≤ r = rk (E). We set
ρs (E) = min{deg (Q) : E → Q → 0, Q is locally free and rk (Q) = s}
and
λs (E) = max{deg(T ) : T ⊆ E is a locally free subsheaf of rank s} .
We have ρs(E) = deg(E)− λr−s(E) and λs(E) = −ρs(E∨).
4.2. Ampleness criteria for vector bundles over projective curves.
Recall the following definition for a locally free sheaf G on a scheme Y .
Definition 4.2.1. A locally free sheaf G on a scheme Y is called ample if the in-
vertible sheaf OP(G)(1) on the projective bundle P(G) = Proj ⊕k≥0Sk(G) is ample.
For this notion we refer to [43], [46] and [70]. In characteristic zero we have the
following linear criterion of Hartshorne-Miyaoka for ample bundles over a curve.
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Theorem 4.2.2. Let Y denote a smooth projective curve over an algebraically
closed field of characteristic 0. Let G denote a locally free sheaf on Y and P(G) the
corresponding projective bundle, and let ξ denote the divisor class corresponding
to OP(G)(1). Then the following are equivalent.
(i) The sheaf G is ample.
(ii) For every projective subbundle P(Q) ⊆ P(G) of dimension s we have that
P(Q).ξs > 0.
(iii) For every locally free quotient sheaf G → Q → 0, Q 6= 0, we have that
deg (Q) > 0.
(iv) The minimal slope is µmin(G) > 0.
Proof. The equivalence of (ii), (iii) and (iv) is clear since we have P(Q).ξs =
(ξ|P(Q))s = deg (Q). (i) ⇒ (ii) follows from the Nakai-criterion, for the other
direction see [45, Theorem 2.4], [78, Corollary 3.5] or [70, Theorem 6.4.15]. 
The minimal degree ρ1(G) of a quotient invertible sheaf of G must fulfill a stronger
condition to guarantee that G is ample.
Corollary 4.2.3. Let Y denote a smooth projective curve of genus g over an
algebraically closed field of characteristic 0. Let G denote a locally free sheaf of
rank r on Y and suppose that ρ1(G) > r−1r g. Then G is ample.
Proof. This is deduced in [62, Proposition 2] from the theorem. 
The conditions (ii)-(iv) in Theorem 4.2.2 are in positive characteristic not sufficient
for ampleness. This is due to the fact that the pull back of a semistable sheaf under
a non-separable morphism need not be semistable anymore and the minimal slope
may drop. It is also related to the failure of the vanishing theorem in tight closure
theory in small positive characteristic. The following criterion is valid in every
characteristic and is essentially due to Barton (see [4, Theorem 2.1]).
Theorem 4.2.4. Let Y denote a smooth projective curve over an algebraically
closed field K of characteristic p ≥ 0. Let G denote a locally free sheaf of rank r
on Y . Then the following are equivalent.
(i) The sheaf G is ample.
(ii) µ¯min(G) > 0.
(iii) There exists ǫ > 0 such that for every finite K-morphism ϕ : Y ′ → Y and
every invertible quotient sheaf ϕ∗(G) →M → 0 the inequality deg (M)deg (ϕ) ≥
ǫ > 0 holds.
Proof. (i) ⇒ (ii). Suppose that ϕ : Y ′ → Y is finite, where Y ′ is another
smooth projective curve, and let ϕ∗(G)→H → 0 be given, s = rk(H). We consider
first the case s = 1. Then M = H is an invertible sheaf on Y ′ and the surjection
ϕ∗(G) → M → 0 defines a section s : Y ′ → P(ϕ∗(G)) due to the correspondence
described in [33, Proposition 4.2.3] and a curve Z (its image) in P(G). The map
Y ′ → Z factors through the normalization of Z, hence M is defined already on
this normalization. Therefore we may assume that Y ′ is the normalization of Z.
The numerical class of the curve Z in P(G) can be written as aξr−1 + bξr−2.f ,
where ξ is again the divisor class corresponding to OP(G)(1), f is the class of a
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fiber P(G)→ Y and a, b ∈ Z. Furthermore a equals the degree of ϕ. Therefore we
have
deg (M) = Y ′.s∗(OP(G)(1)) = (aξr−1 + bξr−2.f).ξ = aξr + b = adeg (G) + b .
Hence deg (M)/deg (ϕ) = deg (G) + b/a. Since G and hence ξ is ample, there
exists a number ǫ > 0 such that ξ.Z ≥ ǫ||Z|| holds for every curve, where ||Z||
denotes any norm on Num⊗ R, see [46, Theorem 8.1]. Hence
deg (G) + b
a
=
ξ.Z
a
≥ ǫ
√
a2 + b2
a
= ǫ
√
1 + (
b
a
)2 ≥ ǫ .
Now consider the general case. Since G is ample, also its wedge product ∧s G is
ample due to [43, Corollary 2.6]. The surjection ϕ∗(G)→H → 0 yields a surjection∧s(ϕ∗G)→ ∧sH → 0. M = ∧sH is invertible and since ∧s(ϕ∗G) is ample, there
exists an ǫs such that deg (
∧sH)/deg (ϕ) ≥ ǫs > 0. Then µ¯min(G) ≥ mins ǫs/s > 0.
(ii) ⇒ (iii) is a restriction to invertible quotient sheaves.
(iii) ⇒ (i). Let ξ denote the hypersection divisor corresponding to OP(G)(1). Due
to the ampleness criterion of Seshadri, see [46, I§7], it is enough to show that
there exists an ǫ > 0 such that ξ.Z
m(Z) ≥ ǫ > 0 holds for every (effective) curve Z,
where m(Z) = sup{multP (Z)} is the maximal multiplicity of a point on Z. So
suppose that Z is an irreducible curve in P(G). If Z lies in a fiber F ∼= Pr−1,
then ξ.Z = deg (Z) ≥ m(Z). Hence we may assume that Z dominates the base.
Let Z ′ be the normalization of Z, i : Z ′ → P(G) the corresponding mapping and
let ϕ : Z ′ → Y be the composition. Let ϕ∗G → M → 0 be the corresponding
surjection onto the invertible sheaf M.
The multiplicity m(Z) is bounded above by deg (ϕ). Therefore we have
ξ.Z
m(Z)
=
deg (M)
m(Z)
≥ deg (M)
deg (ϕ)
≥ ǫ > 0 .

Remark 4.2.5. If G is locally free on Y and if OY (1) is an ample invertible sheaf
on Y , then G(n) = G ⊗ OY (n) corresponds to the invertible sheaf OP(G)(1) ⊗
p∗(OY (n)) on P(G), see [33, Proposition 4.1.4]. Choosing n high enough we may
achieve that G(n) becomes ample. Since the slopes transform like µmin(G ⊗Lk) =
µmin(G) + k deg (L) it follows that µ¯min(G) = µ¯min(G ⊗ OY (k)) − k deg (OY (1)) is
bounded from below. Dually it follows that µ¯max(S) is bounded from above, so
both numbers exist (but it is not clear whether they are obtained).
Corollary 4.2.6. Let Y denote a smooth projective curve over an algebraically
closed field K. Let G denote a locally free sheaf on Y . Suppose that G is strongly
semistable. Then G is ample if and only if its degree is positive.
Proof. This follows directly from 4.2.4. For another proof see [78, Corollary
3.5 and §5]. 
The ampleness of a locally free sheaf has also the following consequence on µmax,
which we will use in section 5.1.
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Corollary 4.2.7. Let G denote an ample locally free sheaf of rank r on a smooth
projective curve Y . Then we have the estimates (set ρ0(G) = 0)
µmax(G) ≤ maxs=0,...,r−1deg (G)− ρs(G)
r − s ≤ deg (G) .
Proof. Let T ⊂ G denote a locally free subsheaf of positive rank with a short
exact sequence 0→ T → G → Q→ 0, s = rk(Q), s = 0, . . . , r − 1. Then
µ(T ) = deg (T )
r − s =
deg (G) − deg (Q)
r − s ≤
deg (G) − ρs (G)
r − s
due to the definition of ρs(E) as the minimum of deg (Q), where Q is a quotient
sheaf of rank s. Since G is ample, it follows that ρs(G) > 0, hence the estimate
with deg (G) follows. (This last estimate holds also for µ¯max.) 
If the bundle has rank two, the following theorem of Hartshorne-Mumford gives a
satisfactory criterion for ampleness also in positive characteristic.
Theorem 4.2.8. Let Y denote a smooth projective curve of genus g defined over
an algebraically closed field of characteristic p > 0. Let G denote a locally free
sheaf of rank two on Y . Suppose that deg (G) > 2
p
(g−1) and deg (L) > 0 for every
invertible quotient sheaf G → L → 0. Then G is ample.
Proof. See [43, Proposition 7.5 and Corollary 7.7]. 
Remark 4.2.9. Examples of semistable sheaves of positive degree which are not
ample (or which are not strongly semistable) correspond to examples where the
strong vanishing theorem for tight closure does not hold in small characteristic.
Look at the examples in [45, §3] and [25, Lemma 2.4]) on the one hand and at
[60, Example 3.11] on the other hand.
Remark 4.2.10. There exist more criteria for ample and very ample vector bundles
on curves, see for example [2], [15], [62]. We omit them, since they don’t seem to
have implications on tight closure problems.
4.3. Criteria for affineness.
For ease of reference we fix the following situation, which is a special case of
problem 2.3.4.
Situation 4.3.1. Let Y denote a smooth projective curve over an algebraically
closed field K and let S denote a locally free sheaf on Y and let G = S∨ be its
dual sheaf. A cohomology class c ∈ H1(Y,S) = Ext1(OY ,S) yields a short exact
sequence
0 −→ S −→ S ′ −→ OY −→ 0 .
The dual sequence 0 → OY → G′ → G → 0 yields a projective subbundle P(G) ⊂
P(G′) of codimension one.
Such a situation arises in particular from a homogeneous R+-primary tight closure
problem in a homogeneous coordinate ring R of Y . This tight closure point of view
leads to the question whether the complement P(G′) − P(G) is affine or not, in
dependence of S and c ∈ H1(Y,S). Though we consider in this section mainly the
case of characteristic 0, subsequent results in positive characteristic are discussed
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in section 5.2 and section 5.3. The ampleness criterion 4.2.2 yields at once the
following affineness criterion.
Theorem 4.3.2. Let the notation be as in 4.3.1 and suppose that char(K) = 0.
Suppose that G is ample - i.e. µmin(G) > 0 - and that c 6= 0. Then P(G′)−P(G) is
affine.
Proof. Since G is ample and since 0→ OY → G′ → G → 0 is a non splitting
short exact sequence, the sheaf G′ is also ample due to [25, Theorem 2.2] (here we
use characteristic 0). Hence P(G) ⊂ P(G′) is an ample divisor and its complement
is affine. 
Corollary 4.3.3. Let the notation be as in 4.3.1 and suppose that char(K) = 0.
Suppose that G is semistable of positive degree and that c 6= 0. Then P(G′)− P(G)
is affine.
Proof. This follows from 4.3.2. 
Even if the divisor P(G) ⊂ P(G′) is not ample, the open subset P(G′) − P(G) may
be affine. We need the following lemma to obtain more general sufficient criteria
for the affineness of the complement.
Lemma 4.3.4. Let Y denote a scheme and let S and T be locally free sheaves on Y
and let q : S → T be a sheaf homomorphism. Let c ∈ H1(Y,S) with corresponding
extension 0 → S → S ′ → OY → 0 and let q(c) ∈ H1(Y,T ) be its image with
corresponding extension 0→ T → T ′ → OY → 0.
If P((T ′)∨)− P(T ∨) is affine, then also P((S ′)∨)− P(S∨) is affine.
Proof. This is for Y Noetherian and separated a special case of lemma 2.3.7.
The same proof gives the result without any further condition. 
Theorem 4.3.5. Let the notation be as in 4.3.1 and suppose that char(K) = 0.
Suppose that there exists a semistable sheaf T of negative slope, µ(T ) < 0, and a
sheaf morphism q : S → T such that q(c) 6= 0 in H1(Y,T ). Then the complement
P(G′)− P(G) is affine.
Proof. The sheaf H = T ∨ is semistable of positive degree, hence ample due
to 4.2.6, therefore P(H′) − P(H) is affine due to 4.3.2. Thus P(G′) − P(G) is also
affine due to 4.3.4. 
The first candidates of semistable quotient sheaves to look at are S/Ss−1 (the
semistable quotient of minimal slope) and invertible sheaves.
Corollary 4.3.6. Let the notation be as in 4.3.1 and suppose that char(K) = 0.
Suppose that µmin(S) < 0 (equivalently µmax(G) > 0) and that the image of c ∈
H1(Y,S) in the semistable quotient Q = S/Ss−1 is 6= 0. Then P(G′) − P(G) is
affine.
Proof. Since µ(Q) = µmin(S) < 0, the result follows from 4.3.5. 
Corollary 4.3.7. Let the notation be as in 4.3.1 and suppose that char(K) = 0
(for char(K) > 0 see the following remark). Suppose that there exists an invertible
sheaf L of negative degree and a morphism q : S → L such that 0 6= q(c) ∈
H1(Y,L). Then P(G′)− P(G) is affine.
Proof. This follows again from 4.3.5. 
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Remark 4.3.8. A sheaf homomorphism q : S → L is equivalent to a section
Γ(Y,S∨ ⊗ L). Hence 4.3.7 is only applicable if G = S∨ is not normalized, i.e. if
there exist non-trivial global sections of G ⊗ L for an invertible sheaf of negative
degree.
Remark 4.3.9. In positive characteristic the assumption in 4.3.2 (and in the fol-
lowing corollaries 4.3.5, 4.3.6 and 4.3.7) that c 6= 0 is to weak to ensure the
ampleness of G′. We need the stronger condition that 0 6= ϕ∗(c) ∈ H1(Y ′, ϕ∗(S))
for every finite morphism ϕ : Y ′ → Y . In the situation coming from a forcing
problem in tight closure, this condition means that f0 does not belong to the plus
closure.
However, if G is invertible and of positive degree, then the extension G′ corre-
sponding to 0 6= c ∈ H1(Y,G∨) is ample also in positive characteristic p under the
condition that p ≥ 2(g−1), where g is the genus of the curve Y . This follows from
the ampleness criterion of Hartshorne-Mumford for bundles of rank two, see 4.2.8.
From this it follows also that Corollary 4.3.7 holds for positive characteristic p≫ 0.
For in this case the cohomology class 0 6= q(c) ∈ H1(Y,L) in the assumption of
4.3.7 gives rise to an ample sheaf (L′)∨ and then the open subset P((L′)∨)−P(L∨)
is affine. The affineness of P(G′)− P(G) follows then from 4.3.4.
If G is indecomposable and ample of rank r ≥ 2, then the degree of G must
fulfill stronger conditions to ensure the ampleness of G′ defined by c ∈ H1(Y,S),
S = G∨. The result [98, Theorem 25] suggests that the right condition may be
deg (G) > r(r−1)(g−1)+2r(g−1)/p (or equivalently µ(G) > (g−1)(r+p/2−1)).
Tango considers only the behavior of a cohomology class c ∈ H1(Y,S) under the
Frobenius, but along these lines it should be possible to deduce also an ampleness
criterion.
Remark 4.3.10. Another way to obtain results in positive characteristic is via a
relative setting such that Y → Spec D is a smooth projective relative curve over
a finitely generated Z-domain D. Then the generic fiber has characterstic zero
and the special fibers have positive characteristic. Since the affineness (and the
ampleness) is an open property it follows that if we have established this property
in the generic situation YQ(D), then it must also hold on the curves Yp for almost
all p ∈ Spec D or for p ≫ 0. Therefore the results in this section hold also in
characteristic p≫ 0. We will come back to this in more detail in 5.2.1.
4.4. Criteria for P(G′)− P(G) not to be affine.
We look again at the situation of 4.3.1, but now we look for criteria for P(G′)−P(G)
to be not affine. We first gather together some trivial but useful criteria.
Proposition 4.4.1. Let the notation be as in 4.3.1.
(i) Suppose that ϕ : X → P(G′) is an affine mapping such that X−ϕ−1(P(G))
is not affine. Then P(G′)− P(G) is not affine. This is in particular true
for closed subschemes X ⊆ P(G′).
(ii) Suppose that G′ → Q → 0 is a surjection of locally free sheaves. If
P(Q)− P(Q) ∩ P(G) is not affine, then P(G′)− P(G) is not affine.
(iii) Suppose that there exists a curve X ⊆ P(G′) which does not meet P(G).
Then P(G′)− P(G) is not affine.
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(iv) Suppose that there exists a finite morphism ϕ : X → Y such that ϕ∗(c) =
0. Then P(G′)− P(G) is not affine.
Proof. (i) is trivial, since X −ϕ−1(P(G)′)− P(G)) and since a closed embed-
ding is an affine morphism. (ii). A locally free quotient sheaf Q defines a closed
subscheme P(Q) ⊆ P(G′), so this follow from (i). (iii). A curve X in P(G′) is pro-
jective. Hence, if the curve X does not meet P(G′) this means that P(G′) − P(G)
contains projective curves, therefore it cannot be affine. (iv). The condition means
that the pull back of 0→ OY → G′ → G → 0 splits on X. The splitting surjection
ϕ∗(G′)→ OX → 0 yields a section X → P(ϕ∗(G′)) disjoined to P(ϕ∗(G)) and hence
there exists a projective curve inside P(G′)− P(G). 
Remark 4.4.2. If G′ → Q → 0 is any quotient sheaf of G′, then Q/torsion is
torsion-free and hence locally free on the smooth curve. Hence this somewhat
more general situation leads also to the situation in 4.4.1(ii). If we have a section
0 6= s ∈ Γ(G′ ⊗M), where M is an invertible sheaf, then the corresponding non-
trivial mappingM−1 → G′ induces a surjection G′ → G′/M−1, which yields again
a projective subbundle P(H) of codimension one, where H = (G′/M−1)/torsion.
We will now look for conditions which imply that the forcing divisor is not big and
hence its complement is not affine (see section 2.8).
Lemma 4.4.3. Let Y denote a smooth projective curve over an algebraically closed
field and let T denote a locally free sheaf on Y . Suppose that µ¯min(T ) ≥ 0. Then
µmin(Γ
k(T )) ≥ 0 for k ≥ 0, where Γk(T ) = (Sk(T ∨))∨.
Proof. Note that Sk(T ) ∼= (Sk(T ∨))∨ is only true in characteristic zero.
Assume that there exists a locally free quotient sheaf (Sk(T ∨))∨ → Q → 0 of
negative degree. We find a finite morphism ϕ : Y ′ → Y such that we may write
ϕ∗(Q) = Lk ⊗N , where L is an invertible sheaf on Y ′ with deg (L) < 0 and also
deg (N ) < 0. Due to our assumption we may assume that this is already true on
Y . We tensorize by L−k and get (Sk(T ∨))∨ ⊗ L−k → N → 0. But
(Sk(T ∨))∨ ⊗L−k = (Sk(T ∨)⊗ Lk)∨ = (Sk(T ∨ ⊗ L))∨ = (Sk((T ⊗ L∨)∨)∨ .
Now deg (L∨) > 0, hence µ¯min(T ⊗ L∨) > 0 and therefore T ⊗ L∨ is ample
due to 4.2.4. Then due to [43, Theorem 6.6 and Proposition 7.3] it follows that
(Sk((T ⊗ L∨)∨)∨ is ample, buts its quotient sheaf N is not, since deg (N ) < 0,
which gives a contradiction. 
Theorem 4.4.4. Let the notation be as in 4.3.1. Suppose that µ¯max(G) ≤ 0 (equiv-
alently µmin(S) ≥ 0). Then P(G′)− P(G) is not affine.
Proof. From the sequence 0→ OY → G′ → G → 0 it follows that µ¯max(G′) ≤
0 holds as well, since the image of a mapping T → G′, where T is a semistable
sheaf of positive slope, must lie inside the kernel of G′ → G. Applying Lemma
4.4.3 to the dual of G′ it follows that µmax(Sk(G′)) ≤ 0 for all k ∈ N.
If moreover µmax(S
k(G′)) < 0, then Γ(Y, Sk(G′)) = 0. So we may suppose
that µmax(S
k(G′)) = 0. Then there exists the maximal destabilizing sheaf 0 →
Fk → Sk(G′) → Sk(G′)/Fk → 0 such that Fk is semistable with µ(Fk) = 0 and
µmax(S
k(G′)/Fk) < 0, so that this sheaf has again no global sections 6= 0.
We claim that for a semistable locally free sheaf F of degree zero and rank s the
dimension of the global sections is at most s: This is true for invertible sheaves,
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so we do induction on the rank. If F has a global section 6= 0, then OY ⊆ F is a
subsheaf. We consider the saturation OY ⊆M ⊆ F so that the cokernel F/M is
torsion free, hence locally free on the curve (see [61, 1.1]). M has degree 0 (since
OY ⊆ M and since F is semistable) and therefore we may apply the induction
hypothesis to the cokernel.
This gives the estimates (set r = rk(G) and r + 1 = rk(G′))
h0(Sk(G′)) ≤ h0(Fk) + h0(Sk(G′)/Fk) ≤ rk(Fk) ≤ rk(Sk(G′)) =
(
k + r
r
)
.
This is a polynomial in k with leading coefficient 1
r!k
r, thus it is bounded from
above by ≤ ckr for some c > 0. Since the dimension of P(G′) is r + 1 and since
π∗OP(G′)(k) = Sk(G′) it follows that OP(G′)(1) is not big and that P(G′) − P(G) is
not affine by 2.8.12. 
Corollary 4.4.5. Let the notation be as in 4.3.1. Suppose that G is strongly
semistable with µ(G) ≤ 0. Then P(G′)− P(G) is not affine.
Proof. Since G is strongly semistable we have µ¯max(G) = µ(G) ≤ 0, hence
the result follows from 4.4.4. 
Corollary 4.4.6. Let the notation be as in 4.3.1 and suppose that G is invertible.
If deg(G) ≤ 0, then P(G′)− P(G) is not affine.
If deg(G) > 0 and 0 6= c ∈ H1(Y,G∨), then P(G′) − P(G) is affine (if the cha-
racteristic is zero or p≫ 0).
Proof. The first statement follows from 4.4.5, and the second from 4.3.3 and
remark 4.3.9 in positive characteristic. 
Theorem 4.4.7. Let the notation be as in 4.3.1. Suppose that we have a decom-
position
S = S1 ⊕ . . . ⊕ Ss
into strongly semistable locally free sheaves Sj . Let c = (c1, . . . , cs) denote the
decomposition of the cohomology class c ∈ H1(Y,S). Then the following are equiv-
alent (for (i) ⇒ (ii) we have to assume that the characteristic of K is 0 or p≫ 0).
(i) There exists 1 ≤ j ≤ s such that deg(Sj) < 0 and cj 6= 0.
(ii) P(G′)− P(G) is affine.
Proof. (i)⇒ (ii). Suppose that j fulfills the statement in the numerical crite-
rion. Consider the projection pj : S → Sj, where the corresponding cohomological
map sends c to cj . Due to theorem 4.3.3 the complement of P(S∨j ) ⊂ P((S ′j)∨) is
affine. Therefore P(G′)− P(G) is also affine due to 4.3.4.
(ii) ⇒ (i). Assume that the numerical condition of (i) is not fulfilled. We consider
the direct summand
T = ⊕deg (Sj)≥0 Sj ⊆ S .
Then all non-zero components of the forcing class c belong to T , so this class
comes from and goes to a cohomology class in H1(Y,T ). Hence we know by
Lemma 4.3.4 that the affineness of P((T ′)∨)−P(T ∨) is equivalent to the affineness
of P(G′)− P(G).
Since the components of T are strongly semistable and of non-negative degree it
follows that µ¯min(T ) ≥ 0 and therefore µ¯max(T ∨) ≤ 0, hence P((T ′)∨)− P(T ∨) is
not affine due to Theorem 4.4.4. Then P(G′)− P(G) is also not affine. 
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Corollary 4.4.8. Let the notation be as in 4.3.1. Suppose that we have a decom-
position S = L1 ⊕ . . .⊕Ls, where Lj are invertible sheaves. Then P(G′)− P(G) is
affine if and only if there exists 1 ≤ j ≤ s such that deg(Lj) < 0 and cj 6= 0.
Proof. This follows directly from theorem 4.4.7, since invertible sheaves are
strongly semistable. 
Corollary 4.4.9. Let the notation be as in 4.3.1 and suppose that Y = P1. Then
P(G′)− P(G) is affine if and only if c 6= 0.
Proof. Every locally free sheaf on the projective line is the direct sum of
invertible sheaves OP1(k). Since H1(Y,OP1(k)) = 0 for k ≥ 0, the result follows
from 4.4.8. 
Remark 4.4.10. The last corollary corresponds to the property tat in the (regular)
two-dimensional polynomial ring every ideal is tightly closed.
Remark 4.4.11. Suppose that Y is an elliptic curve. An indecomposable sheaf on
an elliptic curve is strongly semistable, hence we may always apply theorem 4.4.7
to get an answer whether P(G′)− P(G) is affine or not, see chapter 6.
4.5. Starting an algorithm.
In this section we bring together the results of the previous sections to describe
the first steps of an “algorithm” to decide whether an open subset P(G′) − P(G)
given by a cohomology class c ∈ H1(Y,S), S = G∨, is affine or not. It gives
always a complete answer if S is the extension of two semistable sheaves and in
particular if the rank of S is two. This implies that it is possible to decide whether
f0 ∈ (f1, f2, f3)∗ holds or not (at least if we are able to compute the Harder-
Narasimhan filtration of the relation sheaf). We assume that the characteristic of
K is zero. The Harder-Narasimhan filtration of S,
0 = S0 ⊂ S1 ⊂ . . . ⊂ Ss−1 ⊂ Ss = S ,
splits into short exact sequences
0 −→ Sj−1 i−→ Sj −→ Sj/Sj−1 −→ 0 ,
where the quotients Sj/Sj−1 are semistable with slope µj(S) = µ(Sj/Sj−1). The
algorithm uses the fact that for a cohomology class cj ∈ H1(Y,Sj) we have either
0 6= c¯j ∈ H1(Y,Sj/Sj−1) or cj = i(cj−1), where cj−1 ∈ H1(Y,Sj−1).
If s = 1, then S is semistable and everything is clear by theorem 4.3.3 and corollary
4.4.5. If s = 2, then we have an exact sequence
0 −→ S1 −→ S −→ Q −→ 0 ,
where S1 and Q are semistable of different slope. In this case the algorithm gives
also a complete answer.
We present the algorithm in the following diagram. Numbers in bracket indicate
the proposition on which the implications in the diagram relies. Note that for
s = 2 we have µs−1(S) = µ1(S) = µmax(S). So if this number is < 0, then we may
conclude that P(G′)− P(G) is affine by 4.3.3.
c ∈ H1(Y,S) (given by f0, S = Rel(f1, . . . , fn) )
c = 0 c 6= 0
(4.4.1)
µs(S) = µmin(S) ≥ 0 µs(S) = µmin(S) < 0
 
 
 
 
 
 
c¯ =
im(c) ∈ H1(Y, S/Ss−1)
(4.4.4)
c¯ = 0 c¯ 6= 0
c = im(cs−1) ∈ H1(Y, Ss−1)
cs−1 6= 0
(4.3.6)
µs−1(S) ≥ 0 µs−1(S) < 0
(4.4.4 on
Ss−1)
PPPPPPPPP
(4.3.2 if s = 2)
c¯s−1 ∈ H1(Y,Ss−1/Ss−2)
c¯s−1 = 0 c¯s−1 6= 0
P((S ′
s−1
)∨)− P(S∨
s−1
)
is not affine
P((S ′
s−1
)∨)− P(S∨
s−1
)
is affine
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
(4.3.4)
cs−1 = im(cs−2)
∈ H1(Y,Ss−2)
cs−2 6= 0
P(G′)− P(G)
is not affine
etc ? P(G′)− P(G)
is affine
(f0 ∈ (f1, . . . , fn)∗) (f0 6∈ (f1, . . . , fn)∗)
5. Inclusion and exclusion bounds for tight closure
We shall now apply the results of the previous chapters to tight closure problems.
In particular we will give inclusion and exclusion bounds for a homogeneous R+-
primary ideal in a two-dimensional normal standard-graded K-domain. We derive
these bounds from the minimal and the maximal slope of the relation bundle
associated to ideal generators f1, . . . , fn. If this sheaf of relations is semistable,
then the minimal and the maximal slope coincide and therefore the inclusion and
the exclusion bound coincide, and we get a strong vanishing theorem. We study
in detail the case of three elements f1, f2, f3, which yields a geometrically rich
situation with various new phenomena.
5.1. Inclusion bounds.
We fix the following situation.
Situation 5.1.1. Let K denote a field with algebraic closure K¯ and let R denote
a two-dimensional standard-graded K-algebra such that RK¯ is a normal domain.
Let Y = Proj RK¯ denote the corresponding smooth projective curve over K¯, let
g denote its genus and let δ = deg (Y ) = deg (OY (1)) denote the degree of the
very ample invertible sheaf OY (1) on Y . Let f1, . . . , fn ∈ R be homogeneous R+-
primary elements of degree di. Let R(m) be the sheaf of relations of total degree
m on Y and let F(−m) be its dual sheaf.
Let f0 denote another homogeneous element of degree d0, let R′(m) be the sheaf
of relations for the elements f1, . . . , fn, f0 of total degree mand let
0 −→ R(m) −→ R′(m) −→ OY −→ 0
be the corresponding forcing extension and let c ∈ H1(Y,R(m)) be the corre-
sponding forcing class defined by f0. The corresponding surjection F ′(−m) →
F(−m)→ 0 yields the embedding P(F(−m)) ⊂ P(F ′(−m)).
Definition 5.1.2. Let the notation be as in 5.1.1. Then we set
µmax(f1, . . . , fn) := µmax(F(0))
and also for µ, µmin, µ¯max and µ¯min.
Remark 5.1.3. Note that we consider for ideal generators f1, . . . , fn ∈ R always
the slope of the relation bundle after replacing K by K¯. Since changing the base
field does not affect the affineness of open subsets, it does not affect solid closure.
The slope of F(0) is - due to the presenting sequence for F(0) - given by
µ(F(0)) = d1 + . . .+ dn
n− 1 δ ,
therefore we get the estimates
µmin(f1, . . . , fn) ≤ d1 + . . .+ dn
n− 1 δ ≤ µmax(f1, . . . , fn) .
Equality holds if and only if F(−m) is semistable. Furthermore we have
µ(F(−m)) = µ(F(0) ⊗OY (−m)) = µ(F(0)) −mδ = (d1 + . . .+ dn
n− 1 −m)δ ,
and the same rule holds for µmax etc.
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From the conditions in section 4.4 we derive the following numerical condition that
elements of sufficiently high degree must belong to the tight closure.
Theorem 5.1.4. Let the situation and notation be as in 5.1.1. Suppose that
deg (f0) ≥ 1δ µ¯max(f1, . . . , fn). Then f0 ∈ (f1, . . . , fn)⋆.
Proof. Let m = deg (f0). The condition means that
µ¯max(F(−m)) = µ¯max(f1, . . . , fn)−mδ ≤ 0 .
Hence the result follows from 4.4.4 and 2.8.2. 
To obtain criteria for tight closure membership we need bounds from above for
µ¯max(f1, . . . , fn). The next proposition gives a general bound for µ¯max. We will
give better bounds under additional conditions in the next sections.
Proposition 5.1.5. Let the notation be as in 5.1.1. Suppose that the degrees are
ordered 1 ≤ d1 ≤ d2 ≤ . . . ≤ dn. Let E = ⊕iOY (di) and let 0 → OY → E →
F(0)→ 0 be the presenting sequence for F(0). Then we have the estimate
µmax(f1, . . . , fn) ≤ δ · (dn−1 + dn) .
The same is true for µ¯max.
Proof. Set F = F(0). Corollary 4.2.7 together with the inequality ρs(F) ≥
ρs(E) yields
µmax(F) ≤ max
s=0,...,n−2
deg (F)− ρs (F)
n− 1− s ≤ maxs=0,...,n−2
deg (E)− ρs (E)
n− 1− s .
We claim that ρs (E) = δ(d1+ . . .+ ds). Since OY (d1)⊕ . . .⊕OY (ds) is a quotient
sheaf of rank s, the estimate ≤ is clear. For the other estimate we consider first
the case s = 1, so suppose that Q is an invertible sheaf. If Q is a quotient of E ,
then Hom(OY (di),Q) = H0(Y,OY (−di) ⊗ Q) 6= 0 for at least one i. Therefore
deg (Q) ≥ δmini (di) = δd1.
Now suppose that Q is a locally free quotient of E of rank s. Then we have a
surjection
⊕i1<...<is OY (di1)⊗ . . .⊗OY (dis) ∼=
s∧
E −→
s∧
Q = detQ .
Due to the case s = 1 we know deg (Q) ≥ δ(d1+ . . .+ ds), which proves the claim.
Thus we have the estimate
µmax(F) ≤ max
s=0,...,n−2
deg (E)− ρs (E)
n− 1− s = maxs=0,...,n−2 δ
ds+1 + . . .+ dn
n− 1− s .
Here the term for s = n− 2, which is δ(dn−1 + dn), is maximal.
If ϕ : Y ′ → Y is a finite morphism, then the situation is preserved under the
pull-back (even if ϕ∗OY (1) is not very ample anymore). Then µmax(ϕ∗(F)) ≤
(δ · deg (ϕ))(dn−1 + dn) and hence the inequality holds also for µ¯max. 
Corollary 5.1.6. Let the notation be as in 5.1.1. Suppose that the degrees are
ordered 1 ≤ d1 ≤ d2 ≤ . . . ≤ dn. Then for m ≥ dn−1 + dn we have the inclusion
Rm ⊆ (f1, . . . , fn)⋆ .
Proof. This follows from 5.1.5 and 5.1.4. 
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Remark 5.1.7. This corollary is for the two-dimensional case a somewhat better
estimate than the estimate 2maxi(di) (and d1 + . . .+ dn) found by K. Smith, see
1.1.16, 1.1.17 or [92, Proposition 3.1 and Proposition 3.3]. Smiths estimate for
R+-primary ideals is however true in every dimension and holds also for the plus
closure in positive characteristic.
Remark 5.1.8. An estimate from below for µmax is given by µmax(F(0)) ≥ δ ·
maxi(di). To see this consider again the sequence 0 → OY → ⊕iOY (di) →
F(0)→ 0. If OY (di)→ F(0) is the zero map for one i, then OY ∼= OY (di), di = 0
and fi is a unit and the statement is clear from F(0) ∼= ⊕j 6=iOY (dj). Otherwise
OY (di) → F(0) is not the zero map, and then µmax(F(0)) ≥ µ(OY (di)) = δdi for
all i.
There exists also the following inclusion criterion to an ideal itself in terms of the
slope of the relation sheaf.
Proposition 5.1.9. Let the notation be as in 5.1.1. Suppose that deg(f0) >
1
δ
µmax(f1, . . . , fn) +
2g−2
δ
. Then f0 ∈ (f1, . . . , fn).
Proof. Let m = deg (f0). It suffices to show that H
1(Y,R(m)) = 0. This is
by Serre duality equivalent with H0(Y,F(−m)⊗ ωY ) = 0. Now
µmax(F(−m) ⊗ ωY ) = µmax(F(−m)) + µ(ωY )
= µmax(f1, . . . , fn)−mδ + 2g − 2
< 0
by the numerical condition, thus F(−m)⊗ ωY has no global sections 6= 0. 
5.2. Exclusion bounds for tight closure.
We are now looking for exclusion bounds for tight closure. A number a ∈ N is
an exclusion bound for (f1, . . . , fn) if the following holds: If deg(f0) < a, then
f0 ∈ (f1, ..., fn)⋆ if and only if f0 ∈ (f1, . . . , fn).
The theorems in this and the next section hold either in characteristic zero or
in positive characteristic p under the condition that p ≫ 0. To make sense of
this statement we have to suppose that everything is given relatively to a base
scheme such that the generic fiber has characteristic zero and the special fibers
have positive characteristic. For this we fix the following situation, see also [60,
Definition 3.3] and in particular the appendix of Hochster in [58] for this setting.
Situation 5.2.1. Let D denote a finitely generated normal Z-domain of dimension
one. Let S denote a standard-graded flat D-algebra such that for all p ∈ Spec D
the algebras Sκ(p) = S⊗Dκ(p) are two-dimensional geometrically normal standard-
graded κ(p)-algebras (so that Sκ¯(p) are normal domains). For p = 0 this is an
algebra over the quotient field Q(D) of characteristic zero, and for a maximal
ideal p the algebra Sκ(p) is an algebra over the finite field κ(p) = D/p of positive
characteristic.
We suppose that we have S+-primary homogeneous elements f1, . . . , fn ∈ S of
degree di and another homogeneous element f0. Let B denote the forcing alge-
bra over S for this data and let U = D(S+) ⊆ Spec B. These elements yield
homogeneous forcing data for every Sκ(p) and Bκ(p) = B ⊗D κ(p) is the corre-
sponding forcing algebra. For every prime ideal p ∈ Spec D the affineness of
Up = Uκ(p) = U ∩ Spec Bκ(p) is equivalent with f0 6∈ (f1, . . . , fn)⋆ in Sκ(p).
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We denote by Y = Proj S the smooth projective (relative) curve over Spec D and
by δ the common degree of the curves Yp, p ∈ Spec D. We denote by R(m) the
sheaf of relations on Y and by F(−m) its dual sheaf and we denote the restrictions
to Yp by Rp(m) and Fp(−m). The different notions of slopes and of semistability
refer always to Fκ¯(p) on Yκ¯(p). The element f0 yields an extension 0 → R(m) →
R′(m) → OY → 0 and a subbundle P(F) ⊂ P(F ′), which induces the projective
subbundle P(F) ⊂ P(F ′) on every curve for every p ∈ Spec D.
Remark 5.2.2. We will apply several times the following conclusion: let D ⊆ B
denote Noetherian domains and let U = D(a) ⊆ Spec B denote an open subset,
a = (a1, . . . , ak). Suppose that Uη = U ∩ Spec (B ⊗D κ(η)) is affine, where η
denotes the generic point of Spec D. This means that there exist rational functions
qj ∈ Γ(Uη,Oη) such that
∑
qjaj = 1 (1.3.3). We find a common denominator
0 6= g ∈ D such that these functions qj are defined on U ∩D(g) ⊆ Spec B, hence
also U ∩D(g) is affine. This means that after shrinking D (i. e. replacing SpecD
by SpecDg) we may assume that U itself is affine. Then for every P ∈ Spec D
the fibers Uκ(P ) are affine.
Suppose in the situation 5.2.1 that f0 6∈ (f1, . . . , fn)⋆ holds over the generic point
η ∈ Spec D. This means that the open subset Uη is affine. Then after shrinking
D we may assume that U is affine, hence that every fiber Uκ(p) is affine. This
means that f0 6∈ (f1, . . . , fn)⋆ holds in Sκ(p) for all p ∈ Spec D (or for almost all
p ∈ Spec D for the old D). In this case we say briefly that f0 6∈ (f1, . . . , fn)⋆ holds
for p≫ 0.
Theorem 5.2.3. Let the notation be as in 5.1.1 and in 5.2.1. Suppose that the
characteristic of K is 0 or p ≫ 0. If deg (f0) < 1δµmin(f1, . . . , fn), then f0 ∈
(f1, . . . , fn)
⋆ if and only if f0 ∈ (f1, . . . , fn).
Proof. Let m = deg (f0). Suppose first that the characteristic is zero. We
may assume that K is algebraically closed. The condition means that the min-
imal slope µmin(F(−m)) = µmin(f1, . . . , fn) − mδ > 0, hence F(−m) is ample
due to 4.2.2. Suppose that f0 6∈ (f1, . . . , fn). This means by 2.6.5 that the cor-
responding forcing class is c 6= 0. Hence P(F ′) − P(F) is affine due to 4.3.2 and
f0 6∈ (f1, . . . , fn)⋆ due to 2.8.2.
Now suppose the relative situation 5.2.1. Note that the slope condition is imposed
on the generic fiber, i.e. deg (f0) <
1
δ
(f1, . . . , fn) =
1
δ
µmin(Fη(0)). We have to
show that f0 6∈ (f1, . . . , fn) implies f0 6∈ (f1, . . . , fn)⋆ for almost all p ∈ Spec D.
From f0 6∈ (f1, . . . , fn) in Sκ(p) it follows f0 6∈ (f1, . . . , fn) in S and by shrinking
D we may assume that f0 6∈ (f1, . . . , fn) in SQ(D). From the case of characteristic
zero we know that Uη is affine and the result follows from remark 5.2.2. 
From the bounds proved in Theorem 5.1.4 and in Theorem 5.2.3 it is easy to derive
the following result of Huneke and Smith (see [60, Theorem 5.11]).
Corollary 5.2.4. Let the notation be as in 5.1.1 (or 5.2.1). Suppose that the
characteristic of K is 0 or p ≫ 0. Suppose that the projective dimension of
R/(f1, . . . , fn) is 2 or equivalently that the sheaf of relations has a splitting R(0) ∼=
OY (−a1)⊕ . . . ⊕OY (−ar). Set a = max{ai} and b = min{ai}. Then
R≥a ⊆ (f1, . . . , fn)⋆ and (f1, . . . , fn)⋆ ⊆ (f1, . . . , fn) +R≥b .
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Proof. Whenever F(0) is a direct sum of invertible sheaves Lj we have that
µ¯max(F(0)) = maxj deg (Lj) and µ¯min(F(0)) = minj deg (Lj). So for F(0) =
OY (a1)⊕ . . .⊕OY (ar) we find that µ¯max(F(0)) = aδ and µ¯min(F(0)) = bδ, so the
result follows from 5.1.4 and 5.2.3. 
If the sheaf of relations on the projective curve splits into invertible sheaves as in
the previous Corollary 5.2.4 it is easy to give a numerical criterion for tight closure.
Corollary 5.2.5. Let the notation be as in 5.1.1 (or 5.2.1). Suppose that we
have a decomposition R(0) = L1 ⊕ . . . ⊕ Lr, where Lj are invertible sheaves.
Let m = deg (f0) and let c ∈ H1(Y,R(m)) be the forcing class with components
cj ∈ H1(Y,Lj ⊗OY (m)). Suppose that the characteristic is zero or p ≫ 0. Then
f0 ∈ (f1, . . . , fn)⋆ if and only if deg (Lj)+mδ ≥ 0 or cj = 0 holds for all 1 ≤ j ≤ r.
Proof. This follows from 4.4.8. 
Remark 5.2.6. The situation of Theorem 5.2.5 holds for every primary homo-
geneous ideal in K[x, y] (due to the splitting theorem of Grothendieck, see [85,
Theorem 2.1.1]), but for a polynomial ring the computation of tight closure does
not make much problems, so 5.2.5 gives a help which we do not need in this case.
However, the splitting situation holds also if I ⊆ R is the extended ideal I = JR
of an ideal J ⊆ K[x, y] ⊂ R, and in this case it is also useful for computations, see
example 5.4.5 below.
Remark 5.2.7. Let the notation be as in 5.1.1. From the sequence
0 −→ OY −→ OY (d1)⊕ . . . ⊕OY (dn) −→ F(0) −→ 0
we also get the estimate
µ¯min(F(0)) ≥ µ¯min(⊕iOY (di)) = mini µ(OY (di)) = δmini(di) .
So if f0 6= 0 and deg (f0) < mini(di), then f0 6∈ (f1, . . . , fn) and due to 5.2.3 also
f0 6∈ (f1, . . . , fn)⋆.
The minimal slope in the generic point gives also a bound for the minimal slope
in positive characteristic for p≫ 0. The same is true for the maximal slope.
Proposition 5.2.8. Suppose the relative situation 5.2.1, let Y = ProjS → SpecD
denote the smooth projective curve of relative dimension one and suppose that the
generic curve Yη = YQ(D) has at least one Q(D)-rational point. Let µmin(Fη(−m))
denote the minimal slope and let µmax(Fη(−m)) denote the maximal slope on Yκ¯(η).
Then for p≫ 0 we have the bounds
µ¯min(F(−m)) > ⌈µmin(Fη(−m))⌉ − 1
and
µ¯max(F(−m)) < ⌊µmax(Fη(−m))⌋+ 1 .
Proof. First we may assume by shrinking D that there exists a section for
the relative curve Y . Hence there exists an invertible sheaf M on Y such that the
degree ofM on every fiber Yp is one. Let L denote an invertible sheaf on Y which
has on every fiber Yp the degree −⌈µmin(Fη(−m))⌉+ 1.
Then µmin(Fη(−m)⊗Lη) = µmin(Fη(−m))− ⌈µmin(Fη(−m))⌉+ 1 > 0 and hence
Fη(−m) ⊗ Lη is ample on Yη due to 4.2.2. Therefore Fp(−m) ⊗ Lp is ample on
Yp for p ≫ 0, since ampleness is an open property (see [34, The´ore`me 4.7.1] or
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[70, Theorem 1.2.13]; since we need here only the generic open property, we can
also use 5.2.2 together with [33, The´ore`me 4.5.2]). This means again by 4.2.4 that
µ¯min(Fp(−m)⊗ Lp) > 0 or that
µ¯min(Fp(−m)) > − deg (Lp) = ⌈µmin(Fη(−m))⌉ − 1 .
This gives the first result. The second statement follows by applying the first
statement to R(m),
µ¯max(F(−m)) = −µ¯min(R(m))
< −(⌈µmin(Rη(m))⌉ − 1)
= ⌊−µmin(Rη(m))⌋ + 1
= ⌊µmax(Fη(−m))⌋+ 1 .

5.3. Vanishing theorems for tight closure.
The inclusion bound in Theorem 5.1.4 and the exclusion bound in Theorem 5.2.3
coincide if the sheaf of relations is semistable. This gives a new class of vanishing
type theorems (or strong bound theorem) in dimension two and generalizes the
strong vanishing theorem for parameter ideals, see [60] and Corollary 5.3.6 below
(the name vanishing is due to the fact that it is related to the Kodaira vanishing
theorem, see 1.1.19). We give first the formulation in zero characteristic.
Theorem 5.3.1. Let the notation be as in 5.1.1 and suppose that the characteristic
of K is zero. Set k = ⌈d1+...+dn
n−1 ⌉. Suppose that the sheaf of relations R(m) for the
elements f1, . . . , fn is semistable. Then
(f1, . . . , fn)
⋆ = (f1, . . . , fn) +R≥k .
Proof. Let f0 ∈ R be homogeneous of degree m. Suppose first that m ≥ k.
Then
m ≥ d1 + . . .+ dn
n− 1 =
µ(F(0))
δ
=
µmax(f1, . . . , fn)
δ
.
Hence the numerical condition in 5.1.4 is fulfilled, thus f0 ∈ (f1, . . . , fn)⋆.
Suppose now that m < k. Then m < d1+...+dn
n−1 =
µmin(f1,...,fn)
δ
and 5.2.3 gives the
result. 
Suppose that in the relative setting (5.2.1) the sheaf of relations is semistable in
the generic point, so that the vanishing theorem 5.3.1 holds in the generic point.
What can we say about the behavior in positive characteristic? We know by [78,
§5] that Fp is semistable over an open non-empty subset of Spec D. However, for
strongly semistable we have to take into account the following problem of Miyaoka.
Remark 5.3.2. Miyaoka states in [78, Problem 5.4] the following problem: sup-
pose that C is a relative (smooth projective) curve over a (say) Z-algebra D of
finite type and assume that a locally free sheaf F is semistable in the generic
fiber (characteristic zero). Let S be the set of points P ∈ Spec D of positive
characteristic such that F|CP is strongly semistable. Is S dense in Spec D?
Therefore we may not expect that semistability in the generic point implies a
vanishing theorem for p ≫ 0 without any further conditions. It implies however
that the bounds are quite near to the expected number (d1 + . . .+ dn)/(n − 1).
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Corollary 5.3.3. Suppose the situation of 5.2.1 and suppose that the sheaf of
relations is semistable over the generic point. Let m = deg(f0). Then the following
hold for p≫ 0.
(i) If m ≥ d1+...+dn
n−1 +
1
δ
, then f0 ∈ (f1, . . . , fn)⋆.
(ii) Ifm ≤ d1+...+dn
n−1 −1δ , then f0 ∈ (f1, . . . , fn)⋆ if and only if f0 ∈ (f1, . . . , fn).
Proof. For (i) we have the estimates
δm ≥ δd1 + . . .+ dn
n− 1 + 1
≥ ⌊δd1 + . . . + dn
n− 1 ⌋+ 1
= ⌊µmax(Fη(0))⌋ + 1
> µ¯max(F(0)) ,
where the last estimate follows from 5.2.8. The statement follows then from 5.1.4.
(ii) follows by similar estimates from 5.2.3. 
The previous corollary shows that the inclusion and exclusion bounds are very near
to (d1+ . . .+ dn)/(n− 1). If this number is not an integer and if the degree of the
curve is big enough, then we get also a vanishing theorem from 5.3.3. In general
however we get a vanishing theorem in positive characteristic only for those points
p ∈ Spec D for which the sheaf of relations Rp is strongly semistable.
Theorem 5.3.4. Suppose the situation 5.2.1. Set k = ⌈d1+...+dn
n−1 ⌉. Suppose that
for the generic fiber the sheaf of relations is semistable. Then for all p ≫ 0 such
that the corresponding sheaf of relations is strongly semistable we have
(f1, . . . , fn)
⋆ = (f1, . . . , fn) +R≥k .
Proof. The inclusion ⊇ follows for every p ∈ Spec D such that the sheaf
Rp(m) is strongly semistable on Yκ¯(p) from 5.1.4.
For the inclusion ⊆ we do not need the condition strongly semistable. From 5.2.3
we know that a single fixed element f0 with f0 ∈ (f1, . . . , fn)⋆ belongs also to the
right hand side for p≫ 0, but here we state the identity of the two ideals for p≫ 0.
Let I = (f1, . . . , fn) in S. We may assume by shrinking D that I = S ∩ ISQ(D).
Let m < k and consider Sm/Im ⊆ H1(D(S+), Rel(f1, . . . , fn)m). We may assume
that Sm/Im is a free D-module with a basis induced by hj ∈ Sm, 1 ≤ j ≤ t.
For every field Q(D) ⊆ L the sheaf FL(−m) = RL(m)∨ is ample on ProjSL due
to 4.2.4, hence for every h =
∑
λjhj 6= 0 the extension F ′L(−m)(h) is also ample
and the open subset P(F ′L,h)− P(FL) is affine. This is then also true for the open
subset UL = D((SL)+) ⊆ Spec SL[T1, . . . , Tn]/(f1T1 + . . .+ fnTn + h).
We introduce indeterminates Λj , 1 ≤ j ≤ t, for the coefficients of an element
h =
∑
j λjhj and consider the universal forcing algebra
C = S[Ti,Λj ]/(f1T1 + . . .+ fnTn + Λ1h1 + . . . + Λtht)
over S[Λj ] and over D[Λj ]. Set U = D(S+) ⊆ Spec C.
We claim that (after shrinking D) for every point P ∈ Spec D[Λ1, . . . ,Λt], P 6∈
V (Λ1, . . . ,Λt), the fiber UP is affine. We show this by increasing inductively the
open subset where this statement holds.
For the quotient field L = Q(D)(Λ1, . . . ,Λt) = Q(D[Λ1, . . . ,Λt]) we know that
UL is affine. Therefore also U ∩ D(g) is affine (by remark 5.2.2), where 0 6=
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g ∈ D[Λ1, . . . ,Λt], and we know then that the fiber UP is affine for every point
P ∈ D(g) ∈ Spec D[Λ1, . . . ,Λt]. So we know that the claim is true for a non-empty
open subset.
For the induction step suppose that the claim is true for the open subset W ⊆
Spec D[Λ1, . . . ,Λt]. By shrinking D we may assume that all irreducible compo-
nents of the complement of W dominate Spec D. Consider such an irreducible
component Z = V (q) of maximal dimension and suppose that Z 6= V (Λ1, . . . ,Λt).
The generic point ζ of Z has characteristic zero and the Λj are not all zero in κ(ζ),
hence again Uζ is affine and we find an open neighborhood ζ ∈ D(g) ∩ Z ⊆ Z,
g ∈ D[Λ1, . . . ,Λt], such that for every point P ∈ D(g) ∩ Z the fiber UP is affine.
Hence the claim is now true on a bigger open subset and the number of components
of the complement of maximal dimension has dropped.
So we see that the claim holds eventually for D(Λ1, . . . ,Λt). Now the claim means
in particular that for every prime ideal p ∈ Spec D and every linear combination
h =
∑
j λjhj 6= 0, λj ∈ κ(p), the corresponding open subset Up,h is affine, hence
h 6∈ I⋆κ(p) for all h 6∈ Iκ(p).
This procedure can be done for every degree 0 ≤ m < k, hence we find a sufficiently
small Spec D such that the statement holds for all p ∈ Spec D. 
Remark 5.3.5. The Theorems 5.3.1, 5.3.3 and 5.3.4 indicate that the number
⌈d1+...+dn
n−1 ⌉ is the “generic bound” for the degree of an element to belong to the
tight closure. It is reasonable to guess that for R of higher dimension the number
⌈dim R−1
n−1 (d1 + . . .+ dn)⌉ should take over this part (n ≥ dim R).
The following result of Huneke and Smith - the strong vanishing theorem for para-
meters in dimension two - is an easy corollary of 5.3.1 and 5.3.4, see [60, Theorem
4.3]. For characteristic zero we have proved it already in 3.1.5.
Corollary 5.3.6. Let the notation be as in 5.1.1 and suppose that n = 2, so
we are concerned with the tight closure of a parameter ideal. Suppose that the
characteristic of K is 0 or p > 2
δ
(g − 1). Then
(f1, f2)
⋆ = (f1, f2) +R≥d1+d2 .
Proof. The statement for characteristic 0 and characteristic p≫ 0 follows at
once from 5.3.1 and 5.3.4, since the sheaf of relations R(m) = OY (m− d1 − d2) is
invertible, hence (strongly) semistable.
For the precise statement in positive characteristic we need the ampleness criterion
of Hartshorne-Mumford for bundles of rank two, see 4.2.8. The inclusion ⊇ is true
in any characteristic by 5.1.4 (or already 3.1.5), since R(m) = OY (m − d1 − d2).
So suppose that f0 ∈ (f1, f2)⋆, but f0 6∈ (f1, f2) and m = deg (f0) < d1 + d2. The
corresponding forcing class c ∈ H1(Y,R(m)) gives the forcing sequence
0 −→ OY −→ F ′(−m) −→ F(−m) −→ 0 .
Now deg (F ′(−m)) = (d1+d2−m)δ ≥ δ, hence deg (F ′(−m)) > 2p(g−1). This gives
the first condition in the criterion 4.2.8. For the second condition, let F ′(−m)→
M → 0 be an invertible quotient sheaf. If deg (M) < 0 or if deg (M) = 0 and
M 6= OY , then the composed mapping OY →M is zero and M is a quotient of
the ample invertible sheaf F(−m), which is not possible. If M = OY , then the
composed mapping OY → OY is not zero, hence it is an isomorphism and the
sequence splits, which contradicts the assumption c 6= 0. 
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Remark 5.3.7. If Y is a smooth plane curve given by a polynomial F of degree δ,
then g = (δ− 1)(δ− 2)/2 and the condition in 5.3.6 is that p > 2
δ
( (δ−1)(δ−2)2 − 1) =
δ−3. The condition in [60, Theorem 4.3] for 5.3.6 to hold in positive characteristic
is that p exceeds the degree of each of a set of homogeneous generators for the
module of k-derivations of R.
Remark 5.3.8. It is not so easy to establish the semistability property for the
relation bundle for given ideal generators on a given curve. There exist however
restriction theorems saying that this property holds for a generic curve of suffi-
ciently high degree under the condition that the bundle is (defined and) semistable
on the projective plane, see [24], [75], [61] [83], [48].
5.4. Computing the tight closure of three elements.
Suppose that we have three homogeneous primary elements f1, f2, f3 ∈ R of degree
d1, d2, d3, where R is a two-dimensional normal standard-graded domain over a
field. Then the sheaf of relations R(m) on the smooth projective curve Y = Proj R
for these three elements has rank two, and due to section 4.5 we may decide
whether the torsor defined by the cohomology class δ(f0) = c ∈ H1(Y,R(m)) is
affine or not. Therefore we may compute (f1, f2, f3)
⋆, at least if we can compute
the Harder-Narasimhan filtration of R.
Recall that we have defined (4.1.3) the maximal degree of an invertible subsheaf
by λ1(S) = max{deg(L) : L is an invertible subsheaf of S} . For a locally free
sheaf S of rank two we have µmax(S) = max{λ1(S),deg(S)/2} and µmin(S) =
min{deg(S)/2 − λ1(S),deg(S)/2}, and S is semistable if and only if λ1(S) ≤
deg(S)/2. If we find a subsheaf L ⊆ S such that deg(L) ≥ deg(S)/2 and such that
the quotient is itself locally free (i.e. L is a subbundle), then deg(L) = λ1(S) =
µmax(S).
Lemma 5.4.1. Let S denote a locally free sheaf of rank two on a smooth projective
curve Y . Suppose that we have a short exact sequence 0 → L → S → M → 0,
where L and M are invertible sheaves. Then λ1(S) ≤ max(deg(L),deg(M)).
If furthermore deg(L) ≥ µ(S) = deg(S)/2, then λ1(S) = deg(L) and ρ1(S) =
deg(M).
If deg(L) = µ(S), then S is strongly semistable. If deg(L) > µ(S), then S is not
stable and L is the maximal destabilizing subsheaf.
Proof. Let N denote an invertible sheaf and let ϕ : N → S be a sheaf
morphism. If deg(N ) > deg(M), then the composed morphism N → M is zero
and ϕ factors through L. But then deg(N ) ≤ deg(L) or ϕ is zero. So suppose
that deg(L) ≥ µ(S). Then deg(M) = deg(S) − deg(L) ≤ deg(S) − deg(S)/2 =
deg(S)/2, hence deg(L) ≥ µ(S) ≥ deg(M). Thus L is a subbundle of maximal de-
gree andM is a quotient invertible sheaf of minimal degree. The other statements
follow. 
In particular we have the two alternatives: the locally free sheaf S of rank two on
Y is strongly stable: then µ¯max(S) = µ(S) = µ¯min(S) and the tight closure is easy
to compute by the numerical criterion 5.3.1.
Or S is not strongly semistable, then there exists a finite morphism ϕ : Y ′ → Y
such that there exists a short exact sequence on Y ′, 0→ L → S ′ →M→ 0, where
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deg(L) ≥ µ(S ′). In this case the pull-back of this sequence for another morphism
ψ : Y ′′ → Y ′ fulfills also the condition in 5.4.1, and µ¯min(S) = deg(M)/deg(ϕ).
If we have a short exact sequence for the sheaf of relations for three elements
f1, f2, f3, then we can often compute (f1, f2, f3)
⋆ and (f1, f2, f3)
+ according to the
following proposition.
Proposition 5.4.2. Let R denote a two-dimensional normal standard-graded K-
domain over an algebraically closed field K. Let f1, f2, f3 ∈ R denote three ho-
mogeneous R+-primary elements. Let 0 → L → R(m) →M → 0 denote a short
exact sequence, where L and M are invertible. Let f0 denote another homoge-
neous element of degree m and let c ∈ H1(Y,R(m)) denote its forcing class. Let c′
denote the image of c in H1(Y,M). Then the following hold (suppose in the first
two statements that the characteristic of K is zero or p≫ 0).
(i) If deg(L) < 0 and deg(M) < 0 and c 6= 0, then f0 6∈ (f1, f2, f3)⋆.
(ii) If deg(M) < 0 and c′ 6= 0, then f0 6∈ (f1, f2, f3)⋆.
(iii) If c′ = 0 and deg(L) ≥ 0, then f0 ∈ (f1, f2, f3)⋆.
(iv) If deg(L) ≥ deg(M) ≥ 0, then f0 ∈ (f1, f2, f3)⋆.
(v) Suppose that the characteristic of K is positive. Suppose that c′ = 0 or
that M is trivial or M has positive degree and that L is trivial or has
positive degree. Then f0 ∈ (f1, f2, f3)+.
Proof. (i). The dual sheaf F(−m) = R(m)∨ is ample as an extension of
ample invertible sheaves, hence the result follows from 4.3.2. (ii) follows from
4.3.7.
(iii) If c′ = 0, then there exists a cohomology class e ∈ H1(Y,L) mapping to c. If
f0 6∈ (f1, f2, f3)⋆, then P(F ′)− P(F)) would be affine and then P((L′)∨)− P(L∨))
would also be affine due to 4.3.4, but this is not true due to deg(L) ≥ 0 and 4.4.4.
(iv). The condition implies in connection with 5.4.1 that µ¯max(R(m)) ≥ 0, hence
the result follows again from 4.4.4.
(v). After applying a finite mapping Y ′ → Y we may assume that c′ = 0. For
deg(M) > 0 this can be done by a Frobenius power and for M = OY this is
due to 3.4.1. Therefore we may assume that c stems from a cohomology class
e ∈ H1(Y ′,L′). Due to the assumptions on L we can do the same with e, hence
there exists altogether a finite mapping Y ′′ → Y such that the pull-back of c is
zero. Therefore f0 ∈ (f1, f2, f3)+. 
We may apply 5.4.2 to the short exact sequence given by the Harder-Narasimhan
filtration to compute the tight closure of (f1, f2, f3) if R is not strongly stable.
Corollary 5.4.3. Let R denote a two-dimensional normal standard-graded K-
domain over an algebraically closed field. Let f1, f2, f3 ∈ R denote three homoge-
neous R+-primary elements. Suppose that the sheaf of relations R is not strongly
stable, and let ϕ : Y ′ → Y denote a finite dominant morphism of smooth projective
curves such that there exists a short exact sequence
0 −→ L(m) −→ ϕ∗(R(m)) −→M(m) −→ 0
on Y ′, where deg(L(m)) ≥ µ(ϕ∗(R(m))) ≥ deg(M(m)).
Let f0 denote another homogeneous element of degree m, let c denote its forcing
class in H1(Y ′, ϕ∗(R(m))) and c′ its image in H1(Y,M(m)). Then we may decide
whether f0 ∈ (f1, f2, f3)⋆ in the following way (assume in the first and second
statement that the characteristic is zero or p≫ 0).
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(i) If deg(L(m)) < 0 and c 6= 0, then f0 6∈ (f1, f2, f3)⋆.
(ii) If deg(L(m)) ≥ 0, deg(M(m)) < 0 and c′ 6= 0, then f0 6∈ (f1, f2, f3)⋆.
(iii) If deg(L(m)) ≥ 0, deg(M(m)) < 0 and c′ = 0, then f0 ∈ (f1, f2, f3)⋆.
(iv) If deg(M(m)) ≥ 0, then f0 ∈ (f1, f2, f3)⋆.
Proof. This follows from 5.4.2. 
Remark 5.4.4. Suppose the situation of 5.4.3 and suppose that the characteristic
is positive. Then we need in (iii) and (iv) stronger conditions to conclude that
f0 ∈ (f1, f2, f3)+gr. For (iii) we need that L(m) is trivial or that deg(L(m)) is
positive. For (iv) we need thatM is of positive degree. This follows from 5.4.2(v).
The situation of 5.4.3 holds in particular if the sheaf of relations is decomposable,
i.e. the direct sum of two invertible sheaves. Corollary 5.4.3 gives of course the
same answer as corollary 5.2.5.
The next example gives a negative answer to a question of Craig Huneke asked at
the MSRI (September 2002). The example gives an ideal which is generated by ∗-
independent elements (meaning that none of them is contained in the tight closure
of the others, see [102] for this notion), but there does not hold a strong vanishing
theorem for it, i.e. there does not exist a common inclusion and exclusion bound
for tight closure.
Example 5.4.5. Consider the ideal I = (x4, xy, y2) in the Fermat cubic x3+ y3+
z3 = 0. These ideal generators come from the regular polynomial ring K[x, y] ⊂
K[x, y, z]/(x3 + y3 + z3) = R. From this it follows that they are ∗-independent in
R and that the relation bundle must split, and in fact
R(x4, xy, y2)(5) = OY (0) ⊕OY (2)
where Y = Proj R is the corresponding elliptic curve. Let h denote a homogeneous
element of degree m, given rise to a forcing class
c ∈ H1(Y,R(m)) = H1(Y,OY (m− 5))⊕H1(Y,OY (m− 3)) .
From the numerical criterion in 5.4.3 (or 5.2.5) it is easy to deduce the following.
For m ≥ 5 we have Rm ⊂ I⋆.
For m = 4 an element h belongs to I⋆ only if it belongs to I.
For m = 3 all possibilities occur. We find yz2 ∈ (x4, xy, y2)⋆, but not in the ideal
itself, and xz2 6∈ I⋆.
5.5. Slope bounds for indecomposable bundles.
In this section we discuss inclusion and exclusion bounds for tight closure for ho-
mogeneous primary ideals generated by three elements under the condition that
the relation bundle is indecomposable. We have the following lemma for indecom-
posable sheaves of rank two.
Lemma 5.5.1. Let G denote an indecomposable locally free sheaf of rank two on
a smooth projective curve Y of genus g over an algebraically closed field. Then
µmax(G) ≤ µ(G) + g − 1.
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Proof. Let 0 → L → G → M → 0 denote a short exact sequence with in-
vertible sheaves L andM. The sequence corresponds to an element c ∈ H1(Y,L⊗
M−1). Since G is indecomposable we have c 6= 0. By Serre duality it follows that
H0(Y,L−1 ⊗ M ⊗ ωY ) 6= 0 and hence that deg(L−1) + deg(M) + 2g − 2 ≥ 0.
Therefore
deg(L) ≤ deg(M) + 2g − 2
= 2µ(G) − deg(L) + 2g − 2
and deg(L) ≤ µ(G) + g − 1. 
Remark 5.5.2. The statement 5.5.1 is equivalent to the fact that the e-invariant
of a ruled surface is ≤ 2g − 2, see [47, Theorem V.2.12].
Theorem 5.5.3. Let K denote an algebraically closed field of characteristic zero
and let R denote a normal standard-graded K-domain of dimension two. Let
Y = Proj R denote the corresponding smooth projective curve of genus g and
let δ denote the degree of OY (1). Let f1, f2, f3 denote R+-primary homogeneous
elements of degree d1, d2, d3 and suppose that the sheaf of relations R(m) is inde-
composable on Y . Then
µmax(f1, f2, f3) ≤ δd1 + d2 + d3
2
+ g − 1
and
µmin(f1, f2, f3) ≥ δd1 + d2 + d3
2
− g + 1 .
Proof. The first statement follows from 5.5.1, for
µmax(f1, f2, f3) = µmax(F(0)) ≤ µ(F(0)) + g − 1 = δd1 + d2 + d3
2
+ g − 1 .
The bound for µmin(f1, f2, f3) follows from µmin(F) = 2µ(F) − µmax(F). 
Corollary 5.5.4. Let K denote an algebraically closed field of characteristic zero
and let R denote a normal standard-graded K-domain of dimension two. Let
Y = Proj R denote the corresponding smooth projective curve of genus g and
let δ denote the degree of OY (1). Let f1, f2, f3 denote R+-primary homogeneous
elements of degree d1, d2, d3 and suppose that the sheaf of relations R(m) is inde-
composable on Y . Then the following statements hold.
(i) For m ≥ d1+d2+d32 + g−1δ we have the inclusion Rm ⊆ (f1, f2, f3)⋆.
(ii) For m < d1+d2+d32 − g−1δ we have (f1, f2, f3)⋆ ∩Rm = (f1, f2, f3) ∩Rm.
Proof. The first statement follows from 5.5.3 and from 5.1.4. The second
statement follows from 5.5.3 and 5.2.3. 
Corollary 5.5.5. Let K denote an algebraically closed field of characteristic zero
and let F ∈ K[x, y, z] denote a homogeneous polynomial of degree δ such that
R = K[x, y, z]/(F ) is a normal domain. Let f1, f2, f3 ∈ R denote R+-primary
homogeneous elements of degree d1, d2, d3. Suppose that the sheaf of relations R(m)
is indecomposable on the curve Y = Proj R. Then the following hold.
(i) Rm ⊆ (f1, f2, f3)⋆ for m ≥ d1+d2+d32 + δ−32 .
(ii) For m < d1+d2+d32 − δ−32 we have (f1, f2, f3)⋆ ∩Rm = (f1, f2, f3) ∩Rm.
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Proof. This follows from 5.5.4 taking into account that g = (d − 1)(d −
2)/2. 
We also have the following result in positive characteristic.
Corollary 5.5.6. Suppose the relative setting 5.2.1 and suppose that n = 3.
Suppose that R(m) is indecomposable on Yη¯, where η is the generic point. Then
for p≫ 0 we have
µ¯max(f1, f2, f3) < ⌊δd1 + d2 + d3
2
⌋+ g
and
µ¯min(f1, f2, f3) > ⌊δd1 + d2 + d3
2
⌋ − g
Proof. We have from 5.2.8 and 5.5.3 the estimates
µ¯max(f1, f2, f3) < ⌊µmax(Fη(0))⌋ + 1
≤ ⌊δd1 + d2 + d3
2
+ g − 1⌋+ 1
= ⌊δd1 + d2 + d3
2
⌋+ g

Remark 5.5.7. Corollary 5.5.6 allows us to formulate 5.5.4 and 5.5.5 also in pos-
itive characteristic with some modifications.
The pull-back of an indecomposable locally free sheaf S on a projective curve Y
under a morphism Y ′ → Y is not indecomposable in general. Lets call a locally
free sheaf S strongly indecomposable if the pull-back ϕ∗(S) is again indecomposable
for every finite dominant morphism ϕ : Y ′ → Y . If the rank of S is two, then
a strongly indecomposable sheaf is even strongly semistable. For suppose that
L ⊂ S is an invertible subsheaf such that deg(L) > µ(S) on Y . Let ϕ : Y ′ → Y
denote a K-linear Frobenius morphism of degree q. Then from 5.5.1 we know that
deg(ϕ∗(L)) ≤ µ(ϕ∗(S))+g(Y ′)−1 = deg(ϕ)µ(S)+g(Y ′)−1. Since g(Y ′) = g(Y ),
this gives a contradiction if we choose the degree of ϕ high enough.
For the plus closure in positive characteristic we get a somewhat worse inclusion
bound.
Proposition 5.5.8. Let R denote a normal standard-graded K-domain over an
algebraically closed field K of positive characteristic, let Y = Proj R be the pro-
jective curve of genus g and degree δ with canonical sheaf ωY . Let f1, f2, f3 denote
homogeneous primary elements of degree d1, d2, d3 and suppose that their sheaf of
relations R(m) is indecomposable.
Then Rm ⊆ (f1, f2, f3)+gr for m ≥ d1+d2+d32 + 2g−2δ .
Proof. If H1(Y,R(m)) = 0, then there is nothing to prove. So suppose that
H1(Y,R(m)) 6= 0. This means by Serre duality that
H0(F(−m) ⊗ ωY ) 6= 0
or that there exists a non-trivial morphism R(m) → ωY . Since µ(R(m)) = (m −
d1+d2+d3
2 )δ and deg(ωY ) = 2g − 2 it follows from the numerical condition thatR(m) is not stable.
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On the other hand we have due to 5.5.1 that
µmin(R(m)) ≥ µ(R(m))− (g − 1) = (m− d1 + d2 + d3
2
)δ − (g − 1) .
This is > 0 for g ≥ 2 and the result follows from 5.4.4. For g = 0 every sheaf
is decomposable, so there is nothing to prove. So suppose that g = 1 and 2m =
d1+d2+d3. An indecomposable sheaf on an elliptic curve is semistable. The non-
trivial mapping R(m) → OY = ωY is then surjective and we have a short exact
sequence 0→ OY →R(m)→ OY → 0, and the result follows from 5.4.2(v). 
Example 5.5.9. Let F ∈ K[x, y, z] denote a homogeneous form of degree δ = 5
such that R = K[x, y, z]/(F ) is a geometrically normal domain. Suppose that
f1, f2, f3 ∈ R are primary homogeneous elements of degree 100 and such that its
sheaf of relations is (generically) indecomposable. Then the bounds of Smith in
[92] give R≥200 ⊆ (f1, f2, f3)⋆ on the one hand and, on the other hand, that an
element of degree m ≤ 100 belongs to (f1, f2, f3)⋆ if and only if it belongs to the
ideal itself.
The bounds in 5.5.5 give on the one hand that R≥151 ⊆ (f1, f2, f3)⋆ and on the
other that an element of degree ≤ 148 belongs to (f1, f2, f3)⋆ if and only if it
belongs to the ideal itself (for zero characteristic or p ≫ 0). So only the degrees
149 and 150 are not covered by 5.5.5. If furthermore the sheaf of relations is
semistable in the generic point, then 5.3.3 shows that also an element of degree
149 belongs to the tight closure only if it belongs to the ideal itself.
5.6. The degree of relations.
The notions of semistability and of minimal and maximal degree of a locally free
sheaf S on a smooth projective curve Y refer to all locally free subsheaves of S (or
quotient sheaves). For a relation sheaf R(m) however defined by homogeneous pri-
mary elements f1, . . . , fn in a two-dimensional normal standard-graded K-domain
we have the fixed polarization OY (1) on Y = Proj R. It is then often easier to
control the behavior of R(m) = R(0)⊗OY (m) instead of R(0)⊗L for all invertible
sheaves L. The (non-)existence of relations 6= 0 for f1, . . . , fn of certain degree has
a lot of consequences on the structure of R(m) and hence on the corresponding
tight closure problem.
Lemma 5.6.1. Suppose that the locally free sheaf S on the smooth projective curve
Y of genus g over an algebraically closed field K does not have sections 6= 0.
Then Γ(Y,S ⊗ L) = 0 for every invertible sheaf L of degree ≤ −g. In particular
λ1(S) ≤ g − 1.
Proof. Suppose the contrary. Then we have a non-trivial morphismM→ S
such that degM≥ g. But due to the theorem of Riemann-Roch we have h0(M) ≥
deg(M)+1−g, hence the invertible sheafM must have non-trivial sections, which
gives a contradiction. 
Proposition 5.6.2. Let f1, . . . , fn denote homogeneous primary elements in a
normal two-dimensional standard-graded K-domain R of degree di, where K is an
algebraically closed field. Suppose that Y = Proj R has genus g = g(Y ) and degree
δ.
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(i) Suppose that there exists a relation 6= 0 for the elements f1, . . . , fn of
total degree k < (d1+ . . .+ dn)/(n− 1). Then the sheaf of relations is not
semistable (and not stable for “≤ ”).
(ii) Suppose that there does not exist a relation 6= 0 of total degree k. Then
λ1(R(k)) ≤ g − 1 .
(iii) Let n = 3. Suppose that there exists a relation 6= 0 of total degree k <
d1+d2+d3
2 − g−1δ . Then the sheaf of relations is decomposable, i.e. the sum
of two invertible sheaves.
(iv) Let n = 3 and suppose that there does not exist a relation 6= 0 of total
degree k ≥ d1+d2+d32 + g−1δ . Then R is semistable.
Proof. (i). The relation 6= 0 induces a non-trivial morphism OY → R(k),
but the degree deg(R(k)) = ((n−1)k−d1− . . .−dn)δ < 0 is negative, hence R(k)
is not semistable.
(ii). The assumption means that S = R(k) has no global sections 6= 0, hence 5.6.1
yields that λ1(R(k)) ≤ g − 1.
(iii). Since R(k) has a section it follows that µmax(R(k)) ≤ 0. On the other hand
we have µ(R(k))+ g−1 = (k− d1+d2+d32 )δ+ g−1 < 0, and the result follows from
5.5.1.
(iv). The numerical condition means that g − 1 ≤ (k − 12 (d1 + d2 + d3))δ =
deg(R(k))/2, hence from (ii) we get that λ1(R(k)) ≤ deg(R(k))/2 and the sheaf
of relations is semistable. 
Remark 5.6.3. We call a relation of degree k < (d1+ . . .+dn)/(n−1) as in 5.6.2(i)
a destabilizing relation.
We may derive from Proposition 5.6.2(ii) the following inclusion bound for tight
closure.
Corollary 5.6.4. Let R denote a normal two-dimensional standard-graded do-
main over an algebraically closed field K of characteristic zero and let f1, f2, f3 ∈ R
be R+-primary homogeneous elements of degree d1, d2, d3. Suppose that there does
not exist a relation 6= 0 of total degree k ≤ d1+d2+d32 + g−1δ . Then Rm ⊆ (f1, f2, f3)⋆
holds for m ≥ d1 + d2 + d3 − k + g−1δ .
Proof. If R is semistable, then the result follows from 5.3.4. If R is not
semistable, then with µmax(F(−k)) = deg(F(−k))−µmin(F(−k)) = deg(F(−k))+
µmax(R(k)) we get
µmax(F(−m)) = µmax(F(−k)) + (k −m)δ
= deg(F(−k)) − µmin(F(−k)) + (k −m)δ
= (d1 + d2 + d3 − 2k)δ + λ1(R(k)) + (k −m)δ
≤ (d1 + d2 + d3 − 2k)δ + g − 1 + (k −m)δ
= (d1 + d2 + d3 − k)δ + g − 1−mδ
This is ≤ 0 if and only if m ≥ d1 + d2 + d3 − k + g−1δ . 
Corollary 5.6.5. Let R = K[x, y, z]/(F ) denote a normal two-dimensional stan-
dard-graded K-domain over an algebraically closed field K, where F is a polynomial
of degree δ. Let f1, f2, f3 ∈ R be R+-primary homogeneous elements of degree
d1, d2, d3. Suppose that there does not exist a relation 6= 0 for f1, f2, f3 of total
degree k with k ≤ d1+d2+d32 + δ−32 . Then R is semistable.
The degree of relations 87
Proof. This follows directly from 5.6.2(iv). 
Example 5.6.6. Consider the sheaf of relations for the elements xd, yd, zd on the
Fermat curve given by xδ + yδ + zδ = 0. The equation gives for δ ≥ d at once the
relation (xδ−d, yδ−d, zδ−d) of total degree δ.
Example 5.6.7. We consider the elements xd, yd, zd on a smooth projective curve
given by an equation F = 0, where F is a homogeneous polynomial of degree δ.
There exist relations like (yd,−xd, 0) of total degree 2d. Suppose that there does
not exist relations of smaller degree. Then the numerical condition in Corollary
5.6.5 for semistability is that 2d−1 ≥ 3d/2+(δ−3)/2 or equivalently that δ ≤ d+1.
If we want to apply 5.6.5 we have to make sure that the defining polynomial F of
degree δ does not yield relations of degree < 2d.
Look at d = 2 and δ = 3. If the monomial xyz does occur in F , then there do not
exist relations of degree 3 and the relation sheaf is semistable. This yields however
nothing interesting for the tight closure, since then xyz ∈ (x2, y2, z2) holds anyway.
Now look at d = 4 and δ = 5. Under suitable conditions at the coefficients of F
there does not exist a relation of degree 7 for x4, y4, z4. Write F = ax3y2+bx3yz+
cx3z2+dx2y3 etc. Such a relation is the same as a multiple FQ (deg(Q) = 2) which
belongs to (x4, y4, z4). The six monomials of degree 2 yield six linear combinations
in the six monomials of degree 7 outside (x4, y4, z4), namely x3y3z, x3y2z2, x3yz3,
x2y3z2, x2y2z3 and xy3z3. We may choose the coefficients of F in such a way that
these linear combinations are linearly independent. Then there does not exist a
relation of degree 7. So in this case the sheaf of relations is semistable. It follows for
char(K) = 0 that R6 ⊆ (x4, y4, z4)⋆. Note that it is not true that R6 ⊆ (x4, y4, z4),
since there exist 10 monomials of degree 6 outside (x4, y4, z4) in K[x, y, z], hence
the dimension of R6/(x
4, y4, z4) is at least 10 − 3.
Proposition 5.6.8. Suppose that the characteristic of the algebraically closed field
K is zero and that R is a two-dimensional normal standard-graded K-domain. Let
f1, . . . , fn denote homogeneous R+-primary elements. Suppose that there does not
exist a global relation 6= 0 of total degree k. Then F(−m) is ample for m <
k − 2n−3(n−1)δg + 1δ . In particular, F(−m) is ample for m ≤ k − 2g/δ.
Proof. We know by 5.6.2(ii) that λ1(R(k)) ≤ g− 1 and therefore dually that
ρ1(F(−k)) ≥ −g + 1. Hence
ρ1(F(−m)) = ρ1(F(−k)⊗OY (k−m)) = ρ1(F(−k))+(k−m)δ ≥ −g+1+(k−m)δ .
The numerical condition is equivalent with −g + 1 + (k − m)δ > n−2
n−1g. Hence
ρ1(F(−m)) > n−2n−1g and the result follows from 4.2.3. 
Corollary 5.6.9. Let R = K[x, y, z]/(F ) be a normal standard-graded K-domain
over an algebraically closed field K of characteristic zero, where F is an irreducible
polynomial of degree δ. Let f1, . . . , fn denote primary homogeneous elements of
degree di. Suppose that there does not exist a global relation 6= 0 for f1, . . . , fn of
total degree k. Then F(−m) is ample for m ≤ k − δ + 2. An element f0 ∈ R of
degree m ≤ k−δ+2 belongs to (f1, . . . , fn)⋆ if and only if it belongs to (f1, . . . , fn).
Proof. m ≤ k − δ + 2 ≤ k − (δ − 2)(δ − 1)/δ = k − 2g/δ, hence the result
follows from 5.6.8 and 5.2.3. 
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Example 5.6.10. We want to apply 5.6.8 and 5.6.9 to example 5.6.7 for d = 4,
δ = 5 under the condition that there does not exist a global relation of degree 7.
Then 5.6.9 shows (k = 7, g = 6, n = 3) that F(−m) is ample only for m ≤
7 − 5 + 2 = 4. The second bound in 5.6.8 gives this for m ≤ 7 − 2·65 = 4.6. The
first bound however yields ampleness for m < 7− 32·56 + 15 = 7− 1610 = 5.4.
Suppose further that R is the sheaf of relations on a smooth projective curve
Y = ProjR for homogeneous primary elements f1, . . . , fn ∈ R, where R is a
normal standard-graded K-domain over an algebraically closed field K. We say
that a relation r ∈ Γ(Y,R(m)) is a primary relation if it has no zero on Y , or
equivalently, if r : OY →R(m) defines a subbundle.
Lemma 5.6.11. Let R be a normal standard-graded K-domain over an algebraically
closed field K. Let f1, . . . , fn ∈ R be homogeneous primary elements. Let r = (ri)
denote a homogeneous primary relation for fi of total degree k. Then there exists
a sequence 0→ OY →R(k)→ L → 0 such that L is locally free.
Proof. The relation is a global element in Γ(Y,R(k)) and yields a morphism
OY ⊆ R(k). This morphism is locally given by OU → On−1U , a 7→ a(r1, . . . , rn),
and since the relation is primary we may assume that one ri is a unit. Then the
quotient is also locally free. 
Corollary 5.6.12. Let K denote an algebraically closed field and let R denote
a two-dimensional normal standard-graded K-domain. Let f1, f2, f3 ∈ R denote
three homogeneous R+-primary elements. Suppose that there exists a primary
relation of total degree k. Then this relation gives rise to a short exact sequence
0→ OY →R(k)→ OY (2k − d1 − d2 − d3)→ 0 .
If k ≤ (d1+d2+d3)/2, then λ1(R(k)) = 0 and ρ1(R(k)) = (2k−d1−d2−d3)δ ≤ 0.
If moreover k = (d1+ d2+ d3)/2, then the sheaf of relations is strongly semistable.
Proof. The existence of the short exact sequence follows from 5.6.11. We
have deg(OY ) = 0 ≥ k− (d1+ d2+ d3)/2 = µ(R(k)), hence we are in the situation
of 5.4.1. If k = (d1 + d2 + d3)/2, then R(k) is the extension of the structure sheaf
by itself, hence its degree is 0 and this follows again from 5.4.1. 
Corollary 5.6.13. Let R denote a two-dimensional normal standard-graded K-
domain and let f1, f2, f3 ∈ R denote three homogeneous R+-primary elements.
Suppose that there exists a primary relation of total degree k ≤ (d1 + d2 + d3)/2.
Suppose that the characteristic of the algebraically closed field K is zero or p≫ 0.
Let f0 ∈ R be a homogeneous element of degree deg(f0) = m. Then the following
hold.
If m < k, then f0 ∈ (f1, f2, f3)⋆ if and only if f0 ∈ (f1, f2, f3).
If m ≥ d1 + d2 + d3 − k, then f0 ∈ (f1, f2, f3)⋆.
Proof. From 5.6.12 we get the short exact sequence 0 → OY (m − k) →
R(m) → OY (m + k − d1 − d2 − d3) → 0, where deg(OY (m − k) ≥ µ(R(m)) ≥
(OY (m+ k− d1− d2− d3)). Thus we are in the situation of 5.4.3 (i) and (iv). 
We may also deduce a result about the plus closure.
Corollary 5.6.14. Let R denote a two-dimensional normal standard-graded do-
main over an algebraically closed field K of positive characteristic. Let f1, f2, f3 ∈
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R denote three homogeneous R+-primary elements. Suppose that there exists
a primary relation of total degree k ≤ (d1 + d2 + d3)/2. Then (f1, f2, f3)⋆ =
(f1, f2, f3)
+gr.
Proof. Let c ∈ H1(Y,R(m)) denote the cohomology class of a homogeneous
element f0 ∈ R of degree m. We look at the sequence from 5.6.12, 0 → OY (m −
k)→R(m)→ OY (m+ k− d1− d2− d3)→ 0 and run through the cases according
to 5.4.3. If m ≥ d1 + d2 + d3 − k, then f0 ∈ (f1, f2, f3)+ follows from 5.4.2 (v). So
suppose thatm < d1+d2+d3−k. If the image of c inH1(Y,OY (m+k−d1−d2−d3))
is 6= 0, then f0 6∈ (f1, f2, f3)⋆ by 5.4.2 (i). So we may assume that c stems from
e ∈ H1(Y,OY (m − k)). If m ≥ k or c = 0, then the pull back of e under a finite
mapping is zero, hence f0 ∈ (f1, f2, f3)+. Ifm < k and c 6= 0, then f0 6∈ (f1, f2, f3)⋆
by 5.4.2(ii). 
Example 5.6.15. Let K denote an algebraically closed field and consider
R = K[x, y, z]/(xδ + ayδ + bzδ + cxzδ−1 + dyzδ−1)
where a, b, c, d 6= 0 are chosen such that Y = Proj R is smooth. Consider the
relation sheaf for the elements xδ, yδ, zδ. Then we have a relation of total degree
δ + 1, given by (z, az, bz + cx+ dy). Since δ + 1 < 3δ2 − δ−32 = 3δ2 − g−1δ , it follows
from 5.6.2(iii) that R is decomposable.
The relation (z, az, bz + cx + dy) is primary if and only if cx + dy and xδ + ayδ
have no common homogeneous zero. This is true if and only if (−d
c
)δ 6= −a. If
this is true, then we have the splitting R(δ + 1) = OY ⊕ OY (−δ + 2), where the
second summand corresponds to a relation of total degree 2δ−1. We can find such
a relation in the following way: There exists a polynomial P (x, y) in x and y of
degree δ−1 such that (cx+dy)P (x, y) = rxδ+syδ. Then (P+rzδ−1, aP+szδ−1, bP )
is a relation of total degree 2δ−1, since Pxδ+aPyδ+ rxδzδ−1+ syδzδ−1+ bPzδ =
Pxδ + aPyδ + Pbzδ + Pcxzδ−1 + Pdyzδ−1 = 0.
Corollary 5.6.16. Let f1, f2, f3 ∈ K[x, y, z] be homogeneous elements of degree
d1, d2, d3 such that d1 + d2 + d3 = 2k is even and k ≥ di for i = 1, 2, 3. Let
g1, g2, g3 ∈ K[x, y, z] be homogeneous of degree k−di. Suppose that V (f1, f2, f3) =
V (g1, g2, g3) = V (x, y, z). Set F = f1g1 + f2g2 + f3g3 and suppose that R =
K[x, y, z]/(F ) is a normal domain. Then the sheaf of relations R(m) for f1, f2, f3
on Y = ProjR is an extension of the structure sheaf by itself and is strongly
semistable. In particular
(f1, f2, f3)
⋆ = R≥k + (f1, f2, f3) .
If furthermore the characteristic of K is positive, then (f1, f2, f3)
⋆ = (f1, f2, f3)
+gr.
Proof. The relation (g1, g2, g3) is primary of total degree k, thus this follows
from 5.6.12. 
Example 5.6.17. Consider a Fermat polynomial xk + yk + zk ∈ K[x, y, z] and let
R = K[x, y, z]/(xk + yk + zk). Let f = xd1 , g = yd2 , h = zd3 such that di ≤ k
and d1 + d2 + d3 = 2k. Then we are in the situation of 5.6.16, we just may take
(xk−d1 , yk−d2 , zk−d3) as a primary relation. Therefore we get R≥k ⊆ (xd1 , yd2 , zd3)⋆,
for d1 + d2 + d3 = 2k and di ≤ k. We also get that R≥k ⊆ (xd1 , yd2 , zd3)+gr in
positive characteristic.
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For instance we get xyz ∈ (x2, y2, z2)⋆ modulo x3+y3+z3 = 0. This was stated in
[59] as an elementary example of what is not known in tight closure theory. The
first proof was given in [90].
For R = K[x, y, z]/(F ), where F = x4 + y4 + z4, we get that R≥4 ⊆ (x3, y3, z2)⋆
(= (x3, y3, z2)+gr) etc.
Example 5.6.18. Let F ∈ K[x, y, z] be a homogeneous equation for an elliptic
curve. When is xyz ∈ (x2, y2, z2)⋆ in R = K[x, y, z]/(F )? If the coefficient of F in
xyz is not zero, then of course xyz ∈ (x2, y2, z2). Thus we may write F = Sx2 +
Ty2+Uz2 so that (S, T, U) is a homogeneous relation for (x2, y2, z2) of total degree
3. If this relation is primary, i.e. V (S, T, U) = V (R+), then xyz ∈ (x2, y2, z2)⋆.
If however the relation (S, T, U) is not primary, e. g. for F = x3 + y3 + (x+ y)z2,
then we have a decomposition R(3) = O(P ) ⊕ O(−P ) (P a point) and xyz 6∈
(x2, y2, z2)⋆, since H1(Y,R(3)) = H1(Y,O(−P )) and 4.3.7.
5.7. Correlations and big forcing divisors.
Let K denote further an algebraically closed field and let R denote a two-dimen-
sional normal standard-graded K-domain, Y = Proj R. Let R(k) denote the
sheaf of relations for primary homogeneous elements f1, . . . , fn ∈ R and F(−k)
its dual sheaf on Y = Proj R. The sections s ∈ Γ(Y,F(−k)) correspond to sheaf
morphisms s : OY → F(−k) and to correlations s∨ : R(k) → OY of total degree
k. These sections correspond also to sections in Γ(P(F),OP(F(−k))(1)).
The existence of correlations of certain degrees has the same consequences on R(k)
as the existence of relations of certain degrees.
Proposition 5.7.1. Let f1, . . . , fn denote homogeneous primary elements in a
normal two-dimensional K-domain R of degree di. Suppose that Y = Proj R has
genus g and degree δ.
(i) Suppose that there exists a correlation 6= 0 for the elements f1, . . . , fn of
total degree k > (d1+ . . .+ dn)/(n− 1). Then the sheaf of relations is not
semistable. (and not stable for ≥).
(ii) Let n = 3. Suppose that there exists a correlation 6= 0 of total degree
k > (d1+d2+d3)/2+(g−1)/δ. Then the sheaf of relations is decomposable.
Proof. Same proof as for 5.6.2(i) and (iii). 
Let f0 be another homogeneous element of degree m defining the forcing sequence
0→ OY → F ′(−m)→ F(−m)→ 0.
Suppose that there exists a section 0 6= s ∈ Γ(Y,F ′(−m − 1)). Then we have
seen in 2.8.12 that the forcing divisor Z = P(F) ⊂ P(F ′) is big, since it is linearly
equivalent to an effective divisor D with an affine complement. Such a section
induces also a section 0 6= s ∈ Γ(Y,F(−m − 1)) which is a correlation of degree
m+1. In this situation it is sometimes possible to decide whether f0 ∈ (f1, f2, f3)⋆
holds or not on the divisor D.
Proposition 5.7.2. Let R be a normal two-dimensional standard-graded K-do-
main. Let f1, f2, f3 be homogeneous primary elements and let f0 be another homo-
geneous element of degree m. Suppose that there exists an effective divisor L ⊂ Y
of positive degree such that Z − π∗L is equivalent to an effective divisor. Then
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there exists an effective divisor D, Z ∼ D = H + F , where H is the horizontal
component and F the fiber components. Moreover, the following hold.
(i) If H − Z ∩H is not affine, then f0 ∈ (f1, f2, f3)⋆.
(ii) If H − Z ∩H is affine (this is fulfilled when the pull back Z|H is ample
or when Z ∩ H contains components which lie in a fiber), then there
does not exist a finite graded solution for the tight closure problem, i.e.
f0 6∈ (f1, f2, f3)+gr.
Proof. Let D′ ∼ Z − π∗L be an effective divisor. Then Z ∼ D = D′ + π∗L
may be written as D = H + F , where F consists of all fiber components. Then
F 6= 0 and H is a projective subbundle, since it intersects every fiber in a line.
So we look at the intersection Z∩H ⊂ H. (i). From 4.4.1(i) we get that P(V ′)−Z
is not affine, hence f0 ∈ (f1, f2, f3)⋆.
(ii). We have to show that the forcing divisor Z intersects every curve C 6⊆ Z
positively. Z.C ∼ (H+F ).C > 0 for C 6⊆ H (as in 2.7.8). If however C ⊂ H, then
the assumption (ii) shows that C ∩ (Z ∩H) 6= ∅. 
We close this chapter with some further examples.
Example 5.7.3. Let Y = P1K = Proj K[x, y] and consider the projective bundles
corresponding to the forcing data x, y, 1; 1. Then Z is big, Z3 = 2 > 0 and Z
is numerically effective, but there exists a curve C disjoined to Z (the solution
section corresponding to 1 ∈ (x, y, 1)) and the complement of Z is not affine and
the forcing divisor is not ample.
The relation algebra is K[x, y][T1, T2, T3, T4]/(xT1 + yT2 + T3 + T4). Eliminating
T3 in the forcing equations yields the splitting forcing sequence
0 −→ AY (1) × AY (1) −→ AY (1)× AY (1) × AY −→ AY −→ 0 .
The forcing subbundle is Z ∼= P1 × P1 given by the equation T4 = 0. We have
F ′(0) = OY (1) ⊕ OY (1) ⊕ OY and also F ′(−1) = F ′(0) ⊗ OY (−1) has sections
6= 0. Therefore Z is big. A section is for example xT1, thus a divisor D linearly
equivalent to Z is given by D = H+F , where H = {T1 = 0} and F = {x = 0}. H
is a Hirzebruch surface P(AY ×AY (−1)) (the blowing up of a projective plane). The
intersection Z∩H is on Z ∼= P1×P1 a horizontal fiber and onH = P(AY ×AY (−1))
a line not meeting the exceptional divisor, which is also the solution section C.
The self intersection number of Z ∩H on H is
(Z|H)2 = Z2.H = Z2(Z − F ) = Z3 − Z2.F = 2− 1 = 1 ,
hence Z is numerically effective. (The self intersection of Z ∩H on Z is 0.)
P1
Z
H
F
Z ∩H
C
 
 
 
 
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Example 5.7.4. Let K denote an algebraically closed field and consider
R = K[x, y, z]/(x4 + ay4 + bz4 + cxz3 + dyz3)
where a, b, c, d 6= 0 are chosen such that Y = Proj R is smooth. The elements y
and z are parameters and we consider the forcing data x4, y4, z4 and xy2z3. We
want to show that both cases described in 5.7.2 do actually occur depending on
the coefficients.
First we show that Γ(Y,F ′(−7)) 6= 0. This sheaf is the sheaf of linear forms for
the geometric vector bundle
V ′(−7) = D+(x, y) ⊆ Proj A ,
where
A = R[T1, T2, T3, T4]/(x
4T1 + y
4T2 + z
4T3 + xy
2z3T4)
is graded by deg(T1) = deg(T2) = deg(T3) = 3 and deg(T4) = 1. From the curve
equation and the relation equation we get
z3(−(bz + cx+ dy)T1 + zT3 + xy2T4) = y4(aT1 − T2) .
This gives us the global function G on V ′(−7) given by
−bz + cx+ dy
y4
T1 +
z
y4
T3 +
x
y2
T4 on D+(y) and +
a
z3
T1 − 1
z3
T2 on D+(z) ,
which is a linear form. We consider the function yG ∈ Γ(Y,F ′(−6)). It induces a
section in Γ(P(F ′),OP(F ′(−6))(1)), and this gives the linear equivalence
Z = P(V ) = V+(T4) ∼ V+(yG) = V+(G) + V+(y) = H + F
on P(V ′) and we are in the situation of 5.7.2 (H = V+(G) does not contain fiber
components).
When does the intersection Z ∩ H have fiber components? If z 6= 0, then the
equation for G on D+(z) does not vanish, thus there cannot be fiber components.
So look at z = 0. Then x4 + ay4 = 0 and the equation for G on D+(y) becomes
just cx+dy
y4
T1 = 0 (note that T4 = 0, since we are on Z). Thus there exists a fiber
component if and only if cx + dy = 0 = x4 + ay4 has a solution, and this means
(d/c)4 = −a.
Consider the equation x4 − y4 + z4 + xz3 + yz3 = 0. This yields a smooth curve
and the intersection has fiber components, hence every curve intersects the forcing
divisor and therefore xy2z3 6∈ (x4, y4, z4)+gr.
The equation x4 + y4 + z4 + xz3 + yz3 = 0 yields also a smooth curve, and here
the intersection does not have a fiber component. Hence the intersection Z ∩H is
irreducible and its self intersection number on H = V+(G) is negative (it is −4, as
the computation in the previous example shows). Therefore the complement of it
cannot be affine, hence the complement of the forcing divisor Z is not affine, thus
xy2z3 ∈ (x4, y4, z4)⋆.
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In the case of a projective bundle of rank two we cannot characterize the relation
f4 6∈ (f1, f2, f3)⋆ by the ampleness of the forcing divisor, as the following example
shows. The first example of an affine open subset in a three-dimensional smooth
projective variety with no ample divisor on the complement was given by Zariski
and described in [28].
Example 5.7.5. Let R = K[x, y] and consider on P1 = Proj R the projective
bundle of rank two defined by the forcing data x4, y4, x4;x3y3. The third self
intersection number of the forcing subbundle Z is zero, hence Z is not ample. But
the complement of Z is affine, since x3y3 6∈ (x4, y4) = (x4, y4)⋆ = (x4, y4, x4)⋆ in
the regular ring K[x, y]. Therefore Z is also big.
Z is not numerically effective: for m = d0 = 6 the forcing divisor Z is a hyperplane
section, i.e. a global section of OP(F ′(−6))(1). The pull back of Z on Z yields the
hyperplane section on the ruled surface Z = P(x4, y4, x4) for this grading. We
have R(8) = OP1 ⊕OP1(4) given by the relations (y4,−x4, 0) and (1, 0, 1), hence
Z ∼= P(OP1 ⊕ OP1(−4)). Let E = Z|Z denote this hyperplane section, let C =
P(x4, y4) ⊂ Z be the forcing section and let L be a disjoined section corresponding
to x4 ∈ (x4, y4). Then we know by 2.6.1(iii) that C ∼ E + 2π∗H (where H is the
hyperplane section on P1) and therefore E.L = C.L− 2π∗H.L = −2π∗H.L < 0.
The divisor Z is also not semiample: We know that there exists a curve L such
that Z.L < 0. Let P ∈ L and suppose there exists an effective divisor D ∼ aZ
such that P 6∈ D. Then L 6⊂ D yields a contradiction.
The divisor is also not almost basepoint free in the sense of [46, conjecture III.5.2],
so this gives also a counter example to this conjecture. If we take x5, y5, x5;x4y4,
then the self intersection is negative −1, and the other properties hold again.
Y = P1
Z = P(O ⊕O(−4))
L
C ∼ Z|Z + 2π∗H
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Remark 5.7.6. Suppose that D ⊂ X is an effective divisor on a smooth projec-
tive curve. Suppose that the complement X − D is affine. Then the theorem of
Goodman tells us that there exists a modification X ′ → X such that the pull-back
of D is an ample divisor on X ′, see [46, II Theorem 6.1].
6. Tight closure and plus closure in cones over elliptic curves
In this last chapter we study locally free sheaves and their geometric torsors over
an elliptic curve. Due to the classification of Atiyah we know much more about
vector bundles on an elliptic curve than about vector bundles on a curve of higher
genus. If c ∈ H1(Y,S) is a cohomology class and if P(G′)−P(G) is the correspond-
ing torsor (G = S∨), then we give an easy numerical condition for the affineness
of P(G′) − P(G) in terms of the indecomposable summands of S. Moreover, the
same numerical condition characterizes in positive characteristic the non-existence
of projective curves inside P(G′) − P(G). From this we derive that for a normal
homogeneous coordinate ring over an elliptic curve over a field of positive charac-
teristic the tight closure of a primary homogeneous ideal is the same as its plus
closure.
6.1. Vector bundles over elliptic curves.
Let Y denote an elliptic curve over an algebraically closed field K. We gather
together some results on vector bundles over elliptic curves.
Proposition 6.1.1. Let Y denote an elliptic curve over an algebraically closed
field K and let G denote a locally free sheaf on Y . Then the following hold.
(i) Suppose that G is indecomposable and of positive degree, deg (G) > 0.
Then H1(Y,G) = H0(Y,G∨) = 0.
(ii) If G is indecomposable, then G is semistable.
(iii) If G is semistable, then G is also strongly semistable.
Proof. (i). See [45, Lemma 1.1].
(ii). See [99, Appendix A].
(iii). See [78, §5]. 
The following theorem of Gieseker-Hartshorne gives an easy numerical criterion
for ample bundles over an elliptic curve.
Theorem 6.1.2. Let Y denote an elliptic curve over an algebraically closed field
K and let G denote a locally free sheaf. Then G is ample if and only if the degree
of every indecomposable summand of G is positive.
Proof. See [45, Proposition 1.2 and Theorem 1.3] or [25, Theorem 2.3.]. 
Corollary 6.1.3. Let Y denote an elliptic curve over an algebraically closed field
K and let S denote a locally free sheaf with dual sheaf G = S∨. Suppose that G
is ample and let 0 → OY → G′ → G → 0 be a non-trivial extension given by
0 6= c ∈ H1(Y,S). Then G′ is also ample and P(G′)− P(G) is affine.
Proof. This follows from 6.1.2 and [25, Proposition 2.2]. 
The following theorem is a generalization of a theorem of Oda.
Theorem 6.1.4. Let Y denote an elliptic curve over an algebraically closed field
K and let S denote an indecomposable locally free sheaf of negative degree. Let
g : X → Y be a finite dominant map, where X is another smooth projective curve.
Then H1(Y,S) −→ H1(X, g∗S) is injective.
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Proof. Let 0 6= c ∈ H1(Y,S) be a non zero class and consider the correspond-
ing extension
0 −→ S −→ S ′ −→ OY −→ 0 .
Let G and G′ denote the dual sheaves and let P(G) →֒ P(G′) be the corresponding
projective subbundle. The indecomposable sheaf G is of positive degree, hence
ample due to 6.1.2. Then also G′ is ample due to 6.1.3. Hence P(G) is an ample
divisor on P(G′) and its complement is affine. This property is preserved under the
finite mapping X → Y , therefore the complement of P(g∗(G)) ⊂ P(g∗(G′)) is affine
and there cannot be projective curves in the complement. Hence the pull-back of
the sequence does not split and g∗(c) 6= 0. 
Remark 6.1.5. Oda proved this statement only for the Frobenius morphism in
positive characteristic, see [84, Theorem 2.17], and Hartshorne used this theorem
to prove the numerical criterion for ampleness. The proof of this criterion by
Gieseker in [25] however is independent of the theorem of Oda.
A kind of reverse to 6.1.4 is given by the following lemma.
Lemma 6.1.6. Let K denote an algebraically closed field of positive characteristic
p and let Y be an elliptic curve. Let S be an indecomposable locally free sheaf on
Y of degree deg(S) ≥ 0. Let c ∈ H1(Y,S) be a cohomology class. Then there exists
a finite curve g : X → Y such that g∗(c) ∈ H1(X, g∗(S)) is zero.
Proof. In fact we will show that the multiplication mappings [pe] : Y →
Y, y 7→ pey have the stated property for e ≫ 0. If deg S > 0, then H1(Y,S) ∼=
H0(Y,S∨) = 0 due to 6.1.1(i) and there is nothing to prove. The same is true
for an invertible sheaf 6= OY of degree 0. For S = OY , the multiplication map
[p] : Y → Y induces the zero map on H1(Y,OY ), this follows for example from
[89, Corollary 5.3] and [81, §13 Corollary 3].
Now we do induction on the rank, and suppose that r = rk S ≥ 2 and deg S = 0.
Due to the classification of Atiyah (see [3, Theorem 5]) we may write S = Fr⊗L,
where L is an invertible sheaf of degree 0 and where Fr is the unique sheaf of
rank r and degree zero with Γ(Y,Fr) 6= 0. In fact, for these sheaves we know
that H0(Y,Fr) and H1(Y,Fr) are one-dimensional and there exists a non-splitting
short exact sequence
0 −→ OY −→ Fr −→ Fr−1 −→ 0 .
This gives the sequence 0→ L → S → Fr−1⊗L → 0. Let c ∈ H1(Y,S). Then the
image of this class in H1(Y,Fr−1 ⊗ L) is zero after applying [pe] and comes then
from an element in H1(Y,L), which itself is zero after applying [p] once more. 
6.2. A numerical criterion for subbundles to have affine complement.
In this section we investigate subbundles P(G) ⊂ P(G′) of codimension one over an
elliptic curve with respect to the properties which are interesting from the tight
closure and plus closure point of view: Is the complement affine? Does it contain
projective curves?
Our first main result is the following numerical characterization for the complement
of a projective subbundle to be affine.
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Theorem 6.2.1. Let K denote an algebraically closed field and let Y denote an
elliptic curve. Let S be a locally free sheaf on Y and let S = S1 ⊕ . . . ⊕ Ss be the
decomposition into indecomposable locally free sheaves. Let c ∈ H1(Y,S) and let
0 → S → S ′ → OY → 0 be the corresponding extension and let P(G) ⊂ P(G′) be
the corresponding projective bundles. Then the following are equivalent.
(i) There exists 1 ≤ j ≤ s such that deg Sj < 0 and cj 6= 0, where cj denotes
the component of c in H1(Y,Sj).
(ii) The complement P(G′)− P(G) is affine.
Proof. Proposition 6.1.1 shows that we have a decomposition into strongly
semistable sheaves. Hence the result follows from 4.4.7. For (i) ⇒ (ii) in small
positive characteristic we may use 6.1.2 and 6.1.3 to show that P(G′j) − P(Gj) is
affine and then P(G′)− P(G) is affine due to 4.3.4. 
We shall show now that the same numerical criterion holds in positive characteristic
for the (non-)existence of projective curves inside P(G′)− P(G).
Theorem 6.2.2. Let K denote an algebraically closed field of positive characteristic
and let Y denote an elliptic curve. Let S be a locally free sheaf on Y and let
S = S1 ⊕ . . . ⊕ Ss be the decomposition into indecomposable locally free sheaves.
Let c ∈ H1(Y,S) and let 0 → S → S ′ → OY → 0 be the corresponding extension
and let P(G) ⊂ P(G′) be the corresponding projective bundles. Then the following
are equivalent.
(i) There exists 1 ≤ j ≤ s such that deg Sj < 0 and cj 6= 0, where cj denotes
the component of c in H1(Y,Sj).
(ii) The sequence 0 → S → S ′ → OY → 0 does not split after a finite
dominant morphism X → Y , where X is another projective curve.
(iii) The subbundle P(G) ⊂ P(G′) intersects every curve in P(G′) positively.
Proof. (i)⇒ (ii). Suppose that the sequence splits under the finite morphism
g : X → Y . Then g∗(cj) = 0 on X and from 6.1.4 we see that deg Sj ≥ 0 or cj = 0
(ii) ⇒ (iii). If there exists a curve C on P(G′) not meeting P(G), then it dominates
the base. Let X be the normalization of C and let g : X → Y the finite dominant
mapping. Then g∗P(G′) → X has a section not meeting g∗P(G) and then the
sequence splits on X.
(iii)⇒ (i). Suppose to the contrary that for all the indecomposable components of
S with negative degree cj = 0 holds. For every component Sj with deg Sj ≥ 0 there
exists due to 6.1.6 a finite curve gj : Xj → Y such that g∗j (cj) ∈ H1(Xj , g∗jSj) is
zero. Putting these curves together we find a curve g : X → Y such that g∗(c) = 0.
Thus the sequence splits on X and this gives a projective curve in P(G′)−P(G). 
Corollary 6.2.3. Let K denote an algebraically closed field of positive charac-
teristic and let Y denote an elliptic curve. Let S be a locally free sheaf on Y , let
c ∈ H1(Y,S) and let 0→ S → S ′ → OY → 0 be the corresponding extension. Let
P(G) ⊂ P(G′) be the corresponding projective bundles. Then P(G′)− P(G) is affine
if and only if it contains no projective curve.
Proof. This follows from 6.2.1 and 6.2.2, since for both properties the same
numerical criterion holds. 
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6.3. Numerical criteria for tight closure and plus closure for cones
over elliptic curves.
We are now in the position to draw the consequences to tight closure and plus
closure in a homogeneous coordinate ring of an elliptic curve.
Corollary 6.3.1. Let K be an algebraically closed field and R = K[x, y, z]/(F ) a
homogeneous coordinate ring over the elliptic curve Y = Proj R, deg(F ) = 3. Let
f1, . . . , fn be homogeneous generators of a R+-primary ideal in R and let m ∈ N
be a number. Let R(m) be the corresponding locally free sheaf of relations of
total degree m on Y and let R(m) = S1 ⊕ . . . ⊕ Ss be the decomposition into
indecomposable locally free sheaves. Let f0 ∈ R be another homogeneous element
of degree m and let c ∈ H1(Y,R(m)) be its forcing class. Then the following are
equivalent.
(i) There exists 1 ≤ j ≤ s such that deg Sj < 0 and cj 6= 0, where cj denotes
the component of c in H1(Y,Sj).
(ii) The complement of the forcing divisor is affine.
(iii) f0 6∈ (f1, . . . , fn)⋆.
Proof. The equivalence (ii) ⇔ (iii) was stated in 2.8.5, and (i) ⇔ (ii) is
6.2.1. 
Corollary 6.3.2. Let K denote an algebraically closed field of positive character-
istic and let R = K[x, y, z]/(F ) be a homogeneous coordinate ring over the elliptic
curve Y = Proj R, deg(F ) = 3. Let f1, . . . , fn be homogeneous generators of an
R+-primary ideal in R and let m ∈ N be a number. Let R(m) be the corresponding
locally free sheaf on Y and let R(m) = S1 ⊕ . . . ⊕ Ss be the decomposition into
indecomposable locally free sheaves. Let f0 ∈ R be another homogeneous element of
degree m and let c ∈ H1(Y,R(m)) be the corresponding class. Then the following
are equivalent.
(i) There exists 1 ≤ j ≤ s such that deg Sj < 0 and cj 6= 0, where cj denotes
the component of c in H1(Y,Sj).
(ii) The forcing divisor intersects every curve.
(iii) The complement of the forcing divisor is affine.
(iv) f0 6∈ (f1, . . . , fn)⋆.
(v) f0 6∈ (f1, . . . , fn)+gr
Proof. Follows directly from 6.2.2, 6.3.1 and 2.8.5. 
Theorem 6.3.3. Let K be an algebraically closed field of positive characteristic and
let R = K[x, y, z]/(F ), where F is a homogeneous polynomial of degree 3 and R is
normal. Let I be an R+-primary homogeneous ideal in R. Then I
+gr = I+ = I⋆.
Proof. The inclusions ⊆ are clear. It is known that the tight closure of
a homogeneous ideal is again homogeneous, see [54, Theorem 4.2]. Hence the
statement follows from 6.3.2. 
Remark 6.3.4. If the p-rank (=Hasse invariant) of the elliptic curve Y is 0, then
the plus closure (=tight closure) of a primary homogeneous ideal is the same as
its Frobenius closure.
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The tight closure of a primary homogeneous ideal is easy to describe by a numerical
condition, if (there exists a system of homogeneous generators such that) the
corresponding vector bundle is indecomposable.
Corollary 6.3.5. Let K be an algebraically closed field and R = K[x, y, z]/(F )
a homogeneous coordinate ring over the elliptic curve Y = Proj R. Let f1, . . . , fn
be homogeneous generators of an R+-primary graded ideal in R with deg fi = di.
Suppose that the corresponding locally free sheaf R(m) on Y is indecomposable.
Let f0 ∈ R be a homogeneous element of degree m, defining the cohomology class
c ∈ H1(Y,R(m)). Then the following are equivalent.
(i) m < d1+...+dn(n−1) and f0 6∈ (f1, . . . , fn).
(ii) degR(m) < 0 and the cohomology class is c 6= 0.
(iii) The sheaf F(−m) = R(m)∨ is ample and c 6= 0.
(iv) The sheaf F ′(−m) is ample.
(v) The complement of the forcing divisor is affine.
(vi) f0 6∈ (f1, . . . , fn)⋆ ( = (f1, . . . , fn)+ in positive characteristic).
Proof. The degree of R(m) is degR(m) = −3(d1 + . . .+ dn − (n− 1)m) due
to 2.5.1, hence (i) ⇔ (ii) is clear. (ii) ⇔ (iii) follows from 6.1.2, (iii) ⇒ (iv) follows
from [25, Proposition 2.2] and 6.1.2, (iv) ⇒ (v) is clear and (v) ⇒ (ii) is 6.3.1 for
indecomposable R(m). 
Corollary 6.3.6. Let K be an algebraically closed field and R = K[x, y, z]/(F )
a homogeneous coordinate ring over the elliptic curve Y = Proj R. Let f1, . . . , fn
be homogeneous generators of an R+-primary ideal in R with deg fi = di and
suppose that the corresponding locally free sheaf R(m) on Y is indecomposable.
Set k = ⌈d1+...+dn
n−1 ⌉. Then
(f1, . . . , fn)
⋆ = (f1, . . . , fn) +R≥k
Proof. This follows from 5.3.1 and 5.3.4 in connection with 6.1.1 or from
6.3.5. 
Example 6.3.7. The statements in 6.3.5 and 6.3.6 do not hold without the con-
dition that R(m) is indecomposable. The easiest way to obtain decomposable
relation sheaves is to look at redundant systems of generators. Consider the ellip-
tic curve Y given by x3 + y3 + z3 = 0.
Look at the elements x2, y2, x2. Then the corresponding sheaf is of course decom-
posable. For m = 3 we have that R(3) ∼= OY (1) ⊕OY (−1). Let f0 = xyz. Then
the number d1 + . . . + dn − (n − 1)m is zero, but xyz 6∈ (x2, y2, x2)⋆ = (x2, y2)⋆.
The complement of the forcing divisor in P(x2, y2, x2, xyz) is affine, but it is not
ample, since its degree is zero (or since OY (−1) is a quotient invertible sheaf of
F ′(−3) of negative degree).
Consider now x, y, z3 and f0 = z
2. Then z2 ∈ (x, y, z3)⋆ = (x, y)⋆, but z2 6∈ (x, y)
and the number in 6.3.5(i) is 1+1+3−2·2 = 1 > 0. The relation sheaf decomposes
R(3) = OY ⊕OY (+1).
The ideal (x2, y2, xy) provides an example where no generator is superfluous, but
the corresponding sheaf of relations is anyway decomposable.
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