The available experimental thermodynamic data for NaCI(cr) have been fitted in order to generate thermodynamic values as a function of temperature and for a nominal pressure of 0.1 MPa. Thermal measurements (heat-capacity values and enthalpy-increment values) have been fitted with a new method. The fitted function and calculated thermodynamic values are given. Estimates of the inaccuracies of the calculated thermodynamic values are also given.
Introduction
Sodium chloride is an important substanCe in the determination of a set of internally consistent thermodynamic valueS for a large set of substances. It is in this role that sodium chloride appears in the CODATA key values tabulation. 1 Because of the importance that has been assigned to sodium chloride, it would be expected that there exist accurate values for the thermodynamic properties of both the aqueous solution· of sodium chloride and the crystal. Indeed, the values for the crystal that appear in compilations of thermodynamic values appear to support this expectation. For example, the following compilations list values of the 298.15 K heat capacity of NaCI(cr) as: Wagman etal.,2 50.50 J·K-1·mol-1 , table dated 1980; 3 GuIVich etal.,4 50.500 J·K-1·mol-1 ; Chase et al.,5 50.509 J·K-1·mol-1 , table dated 1964; Medvedev et al.,6 50.50 J·K-1·mol-1 , table dated 1976; Pankratz,' 50.50 J·K-1·mol-1 . The excellent agreement of the 298.15 K heat-capacity values given in these data evaluations (no more than 0~02 % deviation from the average value) reinforces the uncritical user's expectation that the tabulated values for NaCI(cr) are highly accurate. Figure 1 shows the experimental values of the heat capacity in the temperature region about 300 K. Also shown are two small horizontal lines. The average of the compiled values listed above is midway between these two lines and the distance between the two lines, 0.02 J'K-1'mol-1 , is twice the spread of the values. The heat-capacity value for 298.15 K given by Chase et al. s is the only one listed above that is dated in such a way that one would not expect the results of Leadbetter and Settatree 10 to have been included. Considering the differences in the experimental results available to all of the compilations listed above. with the exception of Chase et al., it is perhaps surprising that so many different evaluations of the data of Fig. 1 resulted in values so nearly ... identical. This is especially so, as this value is significantly larger than the experimental data available to each of the compilations, (with the exception of Chase et al.) The need to incorporate the thermodynamic values of NaCI(cr) in computer programs for other work, combined with the apparent systematic differences of the compiled heat capacities from the experimental values has prompted a re-examination of the thermodynamic properties for NaCI(cr).
Method of Representation
The representation of ,experimental heat-capacity results is interesting (NaCl(cr) is shown in Fig. 2) . A method was desired that would; 1) allow a statistical representation of the various experimental results that contribute to the determination of the thermodynamic properties; 2) provide a function that could be used to generate a thermodynamic property and to generate other thermodynamic properties through some manipulation of the function: 3) introduce minimal model bias into the representation of the experimental results; and 4) incorporate the low-temperature T3 dependence of heat 47 00000 Mo r r i s on and Pa t t e r son 00000 C 1 us i us eta 1 . OOOOOLeadbetter and Settatree capacity into the model. For temperatures approaching o K a polynomial in T with lowest order of three can represent experimental results. However as the temperature region included in the representation is increased such a polynomial becomes more difficult to fit to the experimental results. This is because the higher-temperature results are slowly varying functions of T when compared to the lower-temperature results. The high-order polynomial can thus be expected to oscillate about the highertemperature experimental results. The reasons for this behavior are well understood ll and will not be discussed here. The behavior of the higher-temperature data suggests a nearly first-order temperature dependence combined with a more exaggerated temperature dependence as temperature decreases. This suggests the use of an inverse-temperature power series combined with a firstorder temperature term. This Tesults in equations of the familiar type:
However, the inverse-temperature power series exhibits the same problems as T ~O that the temperature power series does as T becomes large, that is T-n-? 00 as T-?O when n > 0; and so this method is also not applicable for the region of temperature to be considered here.
An alternate solution is to fit a cubic spline to the experimental values. In order to incorporate the lowtemperature T3 behavior the spline polynomials would take the form:
and where a "natural spline" end condition would be adopted at the T = 0 end knot. This procedure was attempted for the NaCI(cr) data. A typical representation of the heat-capacity results for temperatures less than 300 K required about 10 knots. These least-squares evaluated splines represented the experimental results within expeclt!d errur limits. Huwevt!f, pluts uf lht! first dt!rivative of the heat capacity with respect to temperature showed small eccentricities superimposed on a function that appeared, on average, corTectly hehaved. The smal1 eccentricities appeared from a combination of three causes: 1) the great flexibility of a spline with a significant number of knots; 2) the very rapid variations of the heatcapacity function against temperature; 3) the distribution of the -experimental results against temperature. Cause 3 expresses the facts that the experimental results of Clusius et al. s and of Morrison et al. 9 differ by morc than their precisions, and that the Morrison et al. results are distributed intermittently against temperature, whereas the results of Clusius et al. are distributed evenly against temperature. It is the combination of the three conditions listed above that hampered attempts to use the spline of Eq. (2), not either of the first two themselves. Thus, in order to improve the spline representation of the experimental results, one of the three causes described above must be mitigated. Of course, cause 3 is inherent in the data and cannot be altered. A more slowly changing function of temperature is a potential solution.
It is well known that at low temperatures the apparent Debye temperature is generally a more slowly changing function of temperature than is the heat capacity. A function, J(T), similar to the Debye temperature, but not the Debye temperature, is:
where TO is 1 K and C; is 1.0 J·K-1·mol-1 • Figure 3 shows the values of J(T) calculated from the experimental heatcapacity values. At temperatures greater than 70 K, there appears to exist a first-order temperature dependence of J(T). An estimate of the slope of this portion of J(T), b, can be made and then J{T) may be redefined as: (4) is splined using polynomials of the form:
The (;alculated heat (;apadty is thus;
Equation (6) can be integrated numerically to obtain the enthalpy. Because Eq. (5) lends itself well to a recursive formulation this numerical integration does not require as much computational expense as might at first be expected. The spline function J(T) is fitted to the experimental values with a nonlinear least-squares program. The vector of residuals is calculated using Eq. (6) increment results to be fitted simultaneously from the lowest temperatures to the melting point of the crystal with 11 variable knots. The T = 0 end knot was fixed at a value corresponding to a Oebye temperature of 321 KY "Natural spline" end conditions were adopted at each end knot. The first temperature derivative of the heat capacity was significantly better behaved with this method than when using splines of the type given as Eq.
(2).
Representation of the Thermodynamic
Properties of NaCI(cr) Table 1 lists the sources of the experimental results that were used in the present work. Table 2 lists the experimental results included in the least-squares representation, the difference of the experimental value from the data representation, and the value of (J'j for each observation as it was used for the purpose of creating weighting factors. The (J' are the square roots of the assumed variances. Basic statistical methods and expected experimental uncertainties were both used to obtain the assumed variances. The final knot positions are given in Table 3 .
Representation of Heat-Capacity Values
The difference of the experimental heat-capacity values from the representation is shown in Figs. 6 and 7. Also shown is the difference of the values calculated by Kellermann 18 from a set of lattice frequencies for NaCl. It is seen in Fig. 6 that the values of Morrison and Patterson,9 near 260 K, are larger than the results of the two other sets of heat capacities, one at the same temperature, the other extrapolated from !;omewhat higher tem- aCT; is the estimated standard error of the measurement; a * indicates that the observation was not included in the least squares representation; 8M1:' (T2-TI» is the difference between the experimental and the calculated value, MI:' (T2-Tl)(exp.) -Ml:' (T2-TI)(calc.) than the values given by Ditmars et al.20 Assuming that this 0.3% difference represented a systematic calorimetric error, the enthalpy-increment values for NaCI(cr) were reduced by 0.3%. The thus-corrected enthalpyincrement values showed a root-me an-square error of 0.15% (omitting the largest residual) from the representation. 
Thermodynamic Properties of NaCI(cr) and Estimated Errors
Values of the entropy, heat-capacity and enthalpy relative to 0 K, calculated from the fitted spline are given in Table 4 . Calculated values of the heat capacity from 0 K to the melting point are shown in Pig. 9. Decause of the discrepancies in heat-capacity measurements below 270 K (shown in Figs. 6 and 7) and because an impurity in Morrison and Patterson's sodium chloride sample cannot be eliminated from consideration, the 298.15 K entropy is known to no better than 1 %. From 300 K to 800 K, the heat capacities given in Table 3 are accurate to approximately 0.3%; from 800 K to the melting point, the heat capacity values are probably accurate to 1 %; between 20 and 300 K they are no more accurate than 1 to 5%.
No attempt was made to convert the temperatures of each experimental observation to a particular temperature scale for two reasons: 1) Only the temperatures for the results of Morrison and Patterson were reported with enough significant digits to give such a conversion significance; 2) When one considers the inaccuracies of the experimental results, as demonstrated in Figs. 6-8 , such a correction is clearly much smaller than the uncertainties in the calculated values. As such, the values given in Table 3 could be taken as corresponding to any recent temperature scale. 
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The author wishes to thank Dr. David GalVin for helpful discussion. 31t seems that the meaning of "(Prepared 1980)" as it appears in reference 2 for the sodium One of the reviewers of this work objected to the weighting of the experimental results. The perceived incorrect treatment of the data, according to the reviewer, arises because of "problems with the temperature scale and/or thermometers used in ... " the laboratory of Clusius and that the weighting of the experimental results does not take into account systematic errors that would result from these temperature measurement errors. The reviewer cited three cases, in which the results of Clusius were different from the results of others, as the evidence of the temperature measurement error. These three cases were the differences of the heat capacity measurements for germane (Ge~) reported by Mountfield and Wei~ from those of Clusius and Fabe~ and "Similar deviations occurred between the heat capacity results of Clusius 24 and those of Flubacher et al. 25 and of Clusius 24 and those of Beaumont et al.26 for argon and krypton." The reviewer stated that the differences for NaCI (the results of Clusius et al. 8 compared to those of Morrison and Patterson 9 ) in Figs. 6 and 7 " ... reveals the same kind of deviation involving Clusius" as observed in the three cited cases. The reviewer stated that the results from Clusius for NaCI thus " ... are suspect over a wide range and it is unsatisfactory for the author to exclude Clusius' data only below 20 K" and that all of the results of Clusius " ... below 80 K should be eliminated." The reviewer further stated that, given the points described above, the variances that should be assigned to the results of Clusius " ... are several times higher at temperatures above 80 K and the author should include these realistic errors in his numbers."
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Summarizing the points of the reviewer: 1) There were systematic errors in determination of temperature by Clusius for temperatures below 80K. 2) These systematic errors in temperature determination led to systematic errors in heat capacity measurements for temperatures below 80 K; and both are evidenced in the similarity of differences of the results of Clusius from the results of others for argon, krypton and germane.
3) These similar systematic errors below 80 K should cause all results from Clusius, for temperatures less than 80 K, to be eliminated from the fitted results and for temperatures greater than 80 K the results of Clusius should be assigned variances several times larger than those assigned to the Morrison and Patterson results. Because of the significance of the reviewer's comments this appendix was added to examine more fully the points raised. It will be shown here that there is very little systematic similarity in the differences of the results above 20 K that were cited by the reviewer. The differences of the results of Clusius et al. from a fitted equation for each of argon, krypton and germane are shown for temperatures from 20 K to -80 K in Fig. At . Each fitted equation is based on the work cited by the reviewer. The methods used for fitting the results of Morrison and coauthors and of Mountfield and Weir are discussed later. The results from Clusius for Ar(cr) were smaller than those from Flubacher et al. by approximately 1.5 percent for all temperatures greater than 20 K. Clusius' results for Kr( cr) were larger than those from Beaumont et al. by approximately 0.5 per cent from 25 K to 80 K, while from 80 K to the triple point the agreement of the two sets of results was within the precision of the results from Clusius. The differences for germane were negative near 30 K, change sign near 40 K, were large and positive as the temperature passed 60 K, and then decreased to zero as temperature approached 75 K. In short, the pattern of differences is different for each of the three substances.
A small difference in temperature, A Tcalc, that is related to a small difference in heat capacity can be approximated as: three cases. The difference in temperature scale andlor thermometer error must have had opposite signs for the measurements of the heat capacities of argon and krypton, respectively. (This is because (aCp,m/aT) is positive for both of these substances between 0 K and the triple point.) This is not the behavior one expects from either a difference in temperature scales or a systematic error in the calibration or measurement of a thermometer. The agreement for Kr(cr) can be considered to be within the combined uncertainties of the two studies.
There are alternative explanations for the argon and germane differences. The differences for the heat capacity results for Ar(cr) (== -1.5 per cent) were approximately the same magnitude and the same sign as the difference in the heat of fusion (-1.3 per cent) of Ar reported in the two studies. This is particularly important in that the heat of fusion is measured at an approximately constant temperature and thus its magnitude is essentially independent of the temperature scale. The similarity in the differences of both the heat capacity results and the heat of fusion results suggests a calorimetric error or a sample error rather than a thermometer error or a large difference in temperature scale. The larger differences observed for germane, in this temperature region, might have been due to incomplete tempering of the crystal, or the presence of small amounts of decomposed (oxidized) germane, or other effects, rather than temperature scale differences or thermometer errors. The differences in temperature measurements described above, when combined with Eq. A2.1, cannot explain the differences in heat capacity results for NaCI for temperatures greater than 30 K. Near the triple point of water, the thermometer error or temperature scale difference must be as large as 30 K to explain the differences in heat capacity for NaCI. Because neither the differences in temperature scales nor expected errors in thermometer measurement can account for the large differences in heat capacities for N aCI, sample differences or calorimetric errors must be considered as principal sources of error.
There is a similarity in the differences for the three substances for temperatures less than 20 K, and this was one of the reasons for not including the results of Clusius below this temperature. However. these differences have little effect on the entropy or enthalpy at 298 K, as shown below, and are rejected as a basis for setting weights at higher temperatures. The entropy at 20 K is 0.4 J·K-1·mol-1 . A 10 per cent uncertainty in this quantity results in an error in the 298.15 K value of the entropy, 72.27 J'K-1'mol-1 , of ±0.04 J·K-1·mol-1 • This uncertainty is clearly smaller than that which results from a systematic 0.1 per cent error in heat capacity. Because the heat capacity results for NaCI are significantly less accurate than ± 0.1 per cent, even substantial errors in the heat capacity below 20 K have little effect on the properties of the crystal in the region of interest to the NaCI( aq) work, for which the present equation was prepared.
The possibility still remains that the results of Morrison and Patterson are accurate to ± 0.2 per cent and that all of the other measurements, those of Clusius and of Leadbetter and Settatree, as well as the enthalpy increment values, were all less accurate than expected and that the agreement of these results was happenstance. Additional measurements would probably clarify matters for the interested parties.
Fitting of the experimental results
The heat capacity results of Flubacher et al. for Ar( cr) and of Beaumont et al. for Kr(cr) were fitted with the method described in the present work. The values of b and of the Debye temperature used in the representations for Ar(cr) and Kr(cr) were 0.25 and 0.30, and 92.6 and 72, respectively. The variances assigned to the reported heat capaCity values were the values described in the references as "accuracy." These values were: ± 2 per cent for T < 20 K, ± 0.2 per cent for 20 K < T < 60 K, and 0.5 per cent for T > 60 K, the last of these being an approximation to the phrase" ... decreasing above 60 K to about 0.5% at the highest temperatures." The representation of the Ar( cr) results is particularly interesting. The weighted residuals, from 20 K to the triple point, calculated from the least-squares representation for Ar(cr) are shown in Fig. A2. (The weighted residual is the residual divided by the accuracy stated by the authors.) There appears to be a serial correlation pattern in these results. This is observed in groups of three to six residuals of closely spaced value followed by a large and negative residual. The second point to observe is that the accuracy cited by Flubacher et al. is about one-half to one-third the imprecision of the measurements, relative to a smooth function that does not have a wildly changing temperature derivative. The imprecision of the krypton results also appears to be about two to three times larger than the stated accuracy (not shown in the figure) . The variances assigned to the results for NaCI from Morrison and Patterson are thus representative of the imprecisions seen in the argon and krypton results as well as the NaCI results, in the temperature range from 30 K to 100 K. The same type of serial correlation was not observed for the Kr ( The results for germane, through the lowest-temperature lambda transition, from Mountfield and Weir were also fitted. These and the results from Clusius are shown in Fig. A3 . The experimental results were weighted according to the authors' stated accuracies. Values of b = 0.25 and of the Debye temperature = 89.8 K were used. Four points, those of lowest temperature were deweighted in the fit because of the assumed presence of a Schottky anomaly at low temperatures. This will not affect our conclusions as we are interested in the compari son of h.eat capacities for temperatures significantly greater than these. The fitted function is shown in Fig. A3 . In addition to the lambda transition shown in Fig. A3 , there are an additional two lambda transitions that occur at approximately 73.2 and 76.5 K. 
