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The wetting behavior of a liquid on solid substrates is governed by the nature of the effective interaction
between the liquid-gas and the solid-liquid interfaces, which is described by the binding or wetting
potential g(h) which is an excess free energy per unit area that depends on the liquid film height
h. Given a microscopic theory for the liquid, to determine g(h), one must calculate the free energy
for liquid films of any given value of h, i.e., one needs to create and analyze out-of-equilibrium
states, since at equilibrium there is a unique value of h, specified by the temperature and chemical
potential of the surrounding gas. Here we introduce a Nudged Elastic Band (NEB) approach to
calculate g(h) and illustrate the method by applying it in conjunction with a microscopic lattice
density functional theory for the liquid. We also show that the NEB results are identical to those
obtained with an established method based on using a fictitious additional potential to stabilize the non-
equilibrium states. The advantages of the NEB approach are discussed. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4990702]
I. INTRODUCTION: RELEVANCE OF THE BINDING
POTENTIAL
To describe a thin film of a liquid on a surface with a
liquid-gas interface close to a solid-liquid interface, the so-
called binding potential1 (also referred to as the wetting or
disjoining potential2,3 or effective interface potential4) is of
great importance. The binding potential g(h) is an excess free
energy per substrate area due to the interaction of the two
interfaces. It depends on the film height h, i.e., on the dis-
tance between the two interfaces. g(h) is a key quantity in
the study of wetting transitions4,5 and is a crucial input to
coarse-grained (mesoscopic) effective interface models which
are used to study both the statics and dynamics of liquids at
interfaces. The binding potential is defined for a uniform thick-
ness layer of the liquid on a flat solid wall in the presence of
a bulk vapor phase. For partially wetting liquids that form
droplets on a solid substrate, the binding potential is partic-
ularly important for describing the droplets in the vicinity of
the three-phase contact line.
On the one hand, expressions for g(h) may be derived
from microscopic theories by asymptotic methods2 resulting
in relatively simple approximations which consist of combina-
tions of power laws and/or exponentials.3,6 Such expressions
are used in many applications although strictly speaking they
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are only valid in the large h limit. In particular, the diver-
gence of power law terms for vanishing h is problematic.
On the other hand, one can avoid such problems by numer-
ically determining g(h) from microscopic models to obtain a
relation that is valid for all film heights. Then, the binding
potential is a useful tool to bridge the scales from a quanti-
tative microscopic description to a corresponding mesoscopic
coarse-grained description where it enters the effective inter-
face Hamiltonian or mesoscopic free energy. In particular,
binding potentials have been extracted from molecular dynam-
ics (MD) computer simulations,7,8 lattice density functional
theory (DFT),9 and continuum DFT.1
To illustrate the reasoning leading to the definition of the
binding potential as the contribution to an effective interface
Hamiltonian for a partially wetting liquid on a substrate, we
consider a two-dimensional (2D) system (cf. Fig. 1), with fluid
contained in a rectangular domain, A = [0, Lx] × [0, Lz]. A
thermodynamic description of such a three-phase system can
be done using DFT10,11 in the canonical ensemble, i.e., based
on the minimization of a Helmholtz free energy F [ρ] as a
functional of the density profile, ρ(x), x ∈ A, subject to the
constraint that the system contains a fixed number of particles
N = ∫A ρ(x)dx which is enforced by a Lagrange multiplier
which is also the chemical potential µ. Thus, the equilibrium
state of the system corresponds to the minimum of the ther-
modynamic grand potential Ω = F− µ ∫A ρ(x)dx. When there
is no substrate wall in the system, the equilibrium state has a
uniform density. However, below the critical temperature, two-
phase coexistence can occur and one observes phase separation
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FIG. 1. A droplet density profile obtained from lattice DFT in a domain of
size Lx × Lz = 100σ × 50σ with lattice spacing σ and a wall for z ≤ 0.
The colour-coding for the density scale is given on the right. The inset shows
a density profile of a cut through the droplet at the position indicated by the
white dashed line. The height h is marked with a black dashed line at the
interface between the liquid (ρl) and gas (ρg) phases.
into bulk liquid and bulk gas phases with densities ρl and ρg,
respectively. At coexistence, the chemical potential µ = µcoex
and the difference between the values of Ω when the system
contains just a single phase and when there is gas-liquid coex-
istence, per unit area (or length in 2D) of the liquid-gas inter-
faces, gives the liquid-gas surface tension γlg. Similarly, when
there is a wall present in the system, the excess free energy
per wall-area due to the wall-liquid interface (at µ = µcoex)
corresponds to the solid-liquid interfacial tension γsl. The
binding potential is extracted from the difference of the mini-
mized grand potential for an imposed value of the adsorption
Γ = ∫ Lz0 [ρ(z) − ρg]dz (identical at all points along the wall)
and the state with h→ ∞ (at µ = µcoex).
As a result, the minimization of the grand potential
Ω[ρ(x)] with respect to ρ(x) is reduced to the minimization
of an effective interface Hamiltonian F[h(x)] with respect to a
function h(x) with x ∈ [0, Lx] that describes the position of the
liquid-gas interface (cf. Fig. 1). Of course, neither functional
is known exactly, but a good approximation for the latter is
F [h] =
Lx∫
0
[
g
(h(x)) + γlgξ + γsl] dx. (1)
This excess free energy contains contributions from the
liquid-gas and solid-liquid interfaces, i.e., the surface ten-
sions γlg and γsl, and the interaction energy of the two
interfaces, i.e., the binding potential g(h). Here ds = ξdx
is the local interface element, i.e., ξ =
√
1 + (∂xh)2 repre-
sents the interface metric. For small interface slopes, one
can make the small-gradient or long-wave approximation
ξ ≈ 1 + (∂xh)2/2 often used in gradient dynamics models on
the interface Hamiltonian (also known as thin film or lubrica-
tion models).12–14
The crucial step in the coarse-graining procedure is to
determine the binding potential from a set of one-dimensional
density profiles ρ(z), where z is the perpendicular distance
from the wall, obtained by minimizingΩ[ρ(z)] under the con-
straint of fixed adsorptions Γ and under the condition that
µ = µcoex, i.e., ρ(z) → ρg for z → ∞, far from the wall.
Since one can define h = Γ/(ρl − ρg), this is equivalent
to imposing the film height h. As discussed in Ref. 15 for
the somewhat related case of droplet nucleation, the adsorp-
tion constraint condition cannot be implemented through a
Lagrange multiplier, since this would shift the chemical poten-
tial away from the coexistence value. In Refs. 1 and 9, the
authors employ an iterative Picard algorithm for the minimiza-
tion of the grand potential, where the adsorption is imposed
through a self-consistent calculation of an additional fictitious
potential V eff(z). The a priori unknown V eff(z) has to be cal-
culated separately for each adsorption and can be interpreted
as an additional space-dependent external potential that acts
mainly within the liquid, i.e., Veff → 0 for z → ∞. A detailed
discussion of the fictitious potential method can be found in
Refs. 9 and 15.
Here, we present an alternative approach based on the
Nudged Elastic Band method,16–18 also well known as a geom-
etry optimization algorithm used to determine chemical reac-
tion paths. It was successfully employed for a problem similar
to that discussed above, namely, to determine the free energy
barrier for the nucleation of a liquid drop in a gas phase.19 Orig-
inally, the NEB method was introduced to determine saddle
points on a potential energy landscape as well as correspond-
ing steepest descent paths (SDPs) connecting saddle points and
minima.20 As mentioned above, our aim here is to obtain from
DFT the minimum of the grand potential for a specified adsorp-
tion and bulk density. The SDP on the free energy landscape
(with respect to the Euclidean metric) obtained by the NEB
method can be parametrized by the adsorption. The free energy
values along the path are interpreted as an approximation for
the required constrained free energy minima. We compare
our results obtained from the NEB method to the correspond-
ing results obtained via the fictitious potential approach and
show that they are in excellent agreement. Furthermore, we
verify that the NEB method does in fact give the SDP by
additionally comparing to results obtained from a pseudo-
dynamics (i.e., the trajectory given by a non-conserved dynam-
ical equation based on DFT). However, we first introduce
DFT.
II. MODEL SYSTEM
As a simple model system, we consider the follow-
ing discrete lattice DFT grand potential in a reduced one-
dimensional (1D) description of a 2D or 3D system (i.e.,
assuming translation invariance along the wall):
Ω({ρi}) = kBT
Lz∑
i=1
[ρi ln(ρi) + (1 − ρi) ln(1 − ρi)]
− 1
2
Lz∑
i=1
Lz∑
j=1
 ij ρi ρj +
Lz∑
i=1
ρi(Vi − µ). (2)
Here, {ρi} are the densities in a system of size Lz, kB is the
Boltzmann constant, T is the temperature (in the following
kBT = 1/β), µ is the chemical potential, {V i} is an exter-
nal potential modeling the wall interaction, whereas the fluid
inter-particle interaction is modeled through the interaction
matrix  ij. In our case, we consider nearest neighbor (i.e.,
short-range) interactions as well as particle self-interactions
that result from the mapping of the particle pair interactions in
the full translation-invariant 2D or 3D system, as described
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in Ref. 21. In contrast, the wall potential is long-ranged
and acts across the entire system, algebraically decaying
as
Vi = −ωi−3 for i ≥ 1, (3)
i.e., implicitly Vi = ∞ for i < 1. As a measure of the thickness
of the wetting film, we define the adsorption on a domain of
length Lz according to
Γ =
Lz∑
i=1
(
ρi − ρg) , (4)
with the resulting effective film height h = Γ/(ρl − ρg).
III. NUDGED ELASTIC BAND APPROACH
The NEB method belongs to the class of double-ended
chain-of-states methods for geometric optimization prob-
lems,16–18,20 i.e., on a free energy landscape, a set of P points
is distributed between two fixed end points in such a way that a
pre-defined criterion is optimized. Here, these points are repre-
sented by a sequence of density profiles ρI = {ρIi }, I = 1 . . . P,
with corresponding values of the grand potential Ω[ρI ] and
adsorption ΓI . As end points (ρ0, ρP+1) of the chain, we use
the density profiles of a homogeneous bulk gas (ρ0 = ρg) at
zero adsorption Γ0 = 0 and a bulk liquid phase in contact
with the wall (ρP+1 = ρwl) with a corresponding ΓP+1 = Γwl,
which minimizes the unconstrained Ω[ρ]. As initial guesses
for all intermediate profiles, we use hyperbolic tangent
functions
ρIi =
1
2
(ρg − ρl)tanh (iσ − aI Lz) + 12 , (5)
placing the liquid-gas interface at the desired positions via the
parameter aI .
An individual optimization process for each single Ω[ρI ]
point on the free energy landscape will always reach a mini-
mum of the functional. To prevent this and to well distribute the
intermediate profiles ρI between the two end points, an artifi-
cial elastic force FIelastic is introduced between profiles. Then,
the entire chain of elastically joined profiles is optimized in
parallel. The elastic energy is proportional to the squared dis-
tance between two neighboring density profiles (based on the
L2 norm)
|ρI+1 − ρI |2 =
Lz∑
i=1
(
ρI+1i − ρIi
)2
. (6)
Note that if we replace the distance measure between profiles
in Eq. (6) by ∑Lzi=1 ρI+1i − ρIi  or even the difference between
adsorptions |ΓI+1 − ΓI |, then the results discussed below do
not change. The elastic force only acts along the chain, i.e., it
is a parallel force component, whereas the component per-
pendicular to the chain results from the energy functional
FIFE = −∂Ω(ρ)/∂ρ |ρ=ρI . Thus, on the discretized space of
density profiles, we employ the Euclidean metric in order to
approximate the constrained minimum free energies by points
on a SDP. The overall force vector FNEB = {F1NEB, . . . , FPNEB}
to be minimized is composed of the forces acting at all inter-
mediate points I = 1 . . . P (i.e., excluding the end points),
where
FINEB = P
‖FIelastic + P
⊥FIFE, (7)
with P ‖ and P⊥ as projection operators onto the direction paral-
lel and perpendicular to the chain, respectively. The projection
operators are obtained via a tangent formalism and the detailed
form of FIelastic can be found in Ref. 16. For the minimization of
FIG. 2. (Left) Comparison of the binding potentials obtained as a function of the adsorption Γ, as determined by three different methods: fictitious potential
method (FP), Nudged Elastic Band (NEB) method, and via a pseudo-dynamics that follows the steepest descent path (SDP) in the energy landscape initiated at
ρg and the local maximum (for βω = 0.6). Two different wall attraction strengths are considered, representing the cases of wetting (βω = 1.2) and partial
wetting (βω = 0.6). The inset displays the data in a double logarithmic plot to highlight the power law behavior at large film heights (the black dashed line
shows 0.1Γ−2 for comparison). (Right) The corresponding density profiles are shown for adsorptions σ2Γ ≈ 0.4, 2.4, and 7.8, which are marked in the left panel
by vertical dashed lines and the letters A, B, and C, respectively.
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|FNEB |, we employ geometric optimization using direct inver-
sion in the interactive subspace (GDIIS), see Refs. 22 and 23.
Ideally, this yields a set of profiles ρI that are homogeneously
distributed along the SDP between ρg, ρwl, and the extrema in
between. Since the force vector results from an artificial projec-
tion procedure, it is not obvious that this method is guaranteed
to give the exact SDP. However, in practice it seems to do very
well, as is illustrated next.
IV. COMPARISON OF FICTITIOUS POTENTIAL
AND NEB METHODS
We use lattice DFT (2) with the interaction parame-
ters β ij = β = 0.95, the chemical potential fixed at coexis-
tence µ= µcoex =−5/2 (cf. Ref. 21) and calculate the bind-
ing potentials for two different values of the wall attraction
strength parameter βω , employing both the fictitious poten-
tial method9 and the NEB method described in Sec. III.
Figure 2 (left) shows that the resulting binding potentials agree
very well, while Fig. 2 (right) illustrates the agreement of the
obtained density profiles.
Varying the wall attraction strength parameter ω , we see
agreement for two different wetting regimes, namely, partial
wetting at βω = 0.6 and complete wetting at βω = 1.2—
see Ref. 9 for more on the behavior at the wetting transition.
We emphasize that at large adsorption values, both meth-
ods yield the power law decay g(Γ) ∼ Γ−2 expected in a
system with long-range interactions1,4,5,9,28 (here the interac-
tion with the wall), cf. the inset of Fig. 2. Note that in the
NEB approach, the chain of states is non-equidistant in σ2Γ:
the point density is increased in the small adsorption value
regime to obtain a finer resolution where g(Γ) is more strongly
varying.
In addition to the two methods introduced above, we
calculate a SDP employing a pseudo-dynamics that starts at
Ω
[
ρg
]
and at both sides of the local maximum for the partial
wetting case (the starting points are obtained by the NEB or
the fictitious potential method) and follows the steepest gradi-
ent in small steps to Γ → ∞ or to the minimum corresponding
to a small finite value of the adsorption at the wall. The result-
ing path also agrees perfectly with the NEB approach, which
is what should be expected if both methods approximate the
SDP.
V. CONCLUSION
We have presented a Nudged Elastic Band method for
calculating the coarse-grained mesoscopic binding poten-
tial g(h) for a liquid film on a solid substrate based on
microscopic DFT. The examples we have considered indi-
cate that the method yields results that are indistinguishable
from those using the fictitious potential method of Refs. 1
and 9, which is an approach based on a self-consistent cal-
culation of the fluid density profiles for specified values
of the adsorption. Binding potentials obtained with the fic-
titious potential method were used in Ref. 1 to calculate
drop profiles that agree remarkably well with drop profiles
calculated directly using DFT. The agreement of ficti-
tious potential and NEB approaches represents an important
independent validation of the previous results obtained via
the fictitious potential approach which have already recently
been employed in mesoscopic gradient dynamics models to
compute the spreading dynamics of droplets and the advance
of adsorption layers by combining advective and diffusive
dynamics.14
Since determining the binding potential involves calcu-
lating non-equilibrium states at µ = µcoex through a con-
strained minimization which cannot be formulated in terms
of Lagrange multipliers, it is not a priori obvious that the dif-
ferent approaches should give identical results. The fact that
the different approaches are in excellent agreement validates
both methods, though we have not rigorously proved that our
NEB approach gives the desired constrained minimum free
energies.24,25
Besides validating the approach of Refs. 1 and 9, our
present NEB method represents, from a technical point of view,
a very efficient way to calculate binding potentials that addi-
tionally allows for an intuitive geometric interpretation of the
binding potential as “tracking” the Euclidian steepest descent
of the grand potential.
The approach can be readily used for calculations based
on other microscopic models, e.g., continuum DFT models, to
derive coarse-grained mesoscopic binding potentials. Using
these in interface Hamiltonians allows for studies of wet-
ting transitions, mesoscopic static droplet shapes, and even
mesoscopic droplet dynamics. It is a very efficient tool for
parameter studies because the entire binding potential is cal-
culated in one single optimization procedure and the point
chains (chains of density profiles) obtained for one parameter
set can be directly employed as initial guesses for the calcula-
tion at neighboring parameter sets. A future challenge consists
in extending the presented method to determine binding poten-
tials for complex fluids where it depends not only on the film
height but also on other, internal, degrees of freedom. This
would allow one to provide mesoscopic gradient dynamics
models for such fluids26,27 with correct coarse-grained wetting
energies.
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