A procedure is presented in this paper for developing a representation of lognormal stochastic processes via the polynomial chaos expansion. These are processes obtained by applying the exponential operator to a gaussian process. The Polynomial Chaos expansion results in a representation of a stochastic process in terms of multidimensional polynomials orthogonal with respect to the Gaussian measure with the dimension de ned through a set of independent normalized gaussian random variables. Such a representation is useful in the context of the spectral stochastic nite element method, as well as for the analytical investigation of the mathematical properties of lognormal processes.
Introduction
The gaussian stochastic process is the default model used in most applications of probabilistic engineering mechanics. This is partly justi ed by the simple form of its marginal and joint density functions. Indeed, it is the only process for which all the joint density functions are explicitly known. Moreover, in many cases, the central limit theorem can be invoked to justify the choice of this model. The digital simulation of gaussian processes is a well developed topic with a number of very e cient techniques for e ecting it 19,21].
In a number of applications of great interest, though, the gaussian model is clearly inappropriate in view of its symmetry, its in nite domain, and the rate of decay of the tail of its density function. Such examples include problems in ground water ow 3] and crack propagation 24] . For the purpose of this paper, a lognormal process is obtained from a gaussian process by taking its exponential pointwise. Notwithstanding this simple relationship between the lognormal process and its underlying gaussian process, the correlation structure of the process is signi cantly altered by the exponentiation operation. Once a gaussian process has been simulated, a lognormal eld can be readily obtained by taking the exponential of the generated variates. Although explicit relationships are available between the covariances of the gaussian and the lognormal processes, in a number of applications, however, a more important issue than simulating stochastic processes is that of representing them in an explicit expression that lends itself to analytical manipulations. The Karhunen-Loeve expansion and the polynomial chaos expansion are two examples of such representations 4] . In both of these expansions, a stochastic process is represented in terms of a discrete set of random variables. These expansions have proven very useful for the development of the spectral stochastic nite element method 4]. Unlike existing representations where the coe cients in the expansions are evaluated through a moment matching procedure 23], the current representation is viewed as a generalized Fourier expansion and the associated coe cients are evaluated as generalized Fourier coe cients that minimize the norm of the error associated with the approximation.
It is the purpose of this paper to develop a representation of the lognormal process in terms of the Polynomial Chaos expansion 4, 9, 22] . This is a representation of an arbitrary stochastic process as an expansion in terms of multidimensional Hermite polynomials, the independent variables in the expansion consisting of a set of independent normalized gaussian variables.
The paper starts by reviewing some basic properties between lognormal random variables and their underlying gaussian variables. Following that, the case of two random variables is addressed. Then, the case of the lognormal process is treated, leading to its representation in terms of the polynomial chaos expansion. A parametric study is nally presented detailing the sensitivity of the proposed representation to the correlation length of the process and to its coe cient of variation.
Preliminaries
In this section a review is presented of some relations between lognormal random variables and their associated gaussian variables.
Marginal Lognormal Random Variables
Let g denote a gaussian random variable, and let l denote the random variable obtained by taking the exponential of g, g = ln l ; l = e g (
Then l is a lognormal random variable and its moments are related to those of g through the following simple 
respectively. The following relations follow immediately from equations (1)- 
Then,
and,
The covariance function of the two random variables l 1 (14)
The covariance between g 1 and g 2 is then obtained through simple algebraic manipulations as,
This last equation gives the covariance between the two random variables g 1 and g 2 which would induce a speci ed covariance between their exponentials l 1 and l 2 .
Lognormal Random Process
Let g(x) denote a gaussian process with covariance function R gg (x; y). Moreover, let the process g be represented as the sum of deterministic shape func- 
It should be noted that in the case that the covariance of the process depends only on the di erence between its two arguments, and the domain D of the process is in nite, the above expansion reduces to the harmonic superposition representation 19]. It should also be noted that the Karhunen-Loeve expansion is valid for stochastic processes of arbitrary probability density function. Only in the gaussian case, though, do the random variables i associated with this expansion lend themselves to a manageable explicit treatment since they form a gaussian vector.
Consider next the process l(x) obtained from g(x) via exponentiation, thus leading to a stochastic eld having a lognormal marginal probability distribution. Formally, the process l(x) is written as,
Clearly, expanding the exponential operator in a Taylor series gives the following polynomial representation of the lognormal process in terms of the random 
These polynomials, however, are not orthogonal, and are of limited use in the stochastic nite element method. Instead, a representation of the lognormal process in terms of polynomials that are orthogonal with respect to the gaussian measure will be sought. Such polynomials have the general form of multi-dimensional Hermite polynomials and have been labeled the Polynomial Chaos in various applications 22,16{18,4]. Using i to denote these polynomials, the desired expansion has the form,
where these random variables i satisfy the following normalization conditions, (23) Clearly, for gaussian processes, the random variables i are gaussian, and expansion (22) is identical to expansion (16). In general, however, the process being expanded is not gaussian, and the random variables i do not form a gaussian vector. The zero order term in the polynomial chaos expansion refers to the mean of the process and is given by,
The other coe cients can be obtained as the generalized Fourier coe cients in the expansion,
of which equation (24) is a special case corresponding to i = 0. The denominator in this expression can be easily evaluated and tabulated. The numerator, on the other hand, requires some special attention. Speci cally, it can be rewritten as, which can be simpli ed to,
In this last equation, the term < i ( )> represents the average of the polynomial chaos centered around g i . This average can be evaluated analytically, resulting in the values shown in table (1) As seen from this table, the successive values of < i ( )> are obtained as the homogeneous polynomials in the terms g i . Finally, the coe cients l i (x) can be written as, Table 1 Expressions for < i ( )>.
where the exponential factor is equal to the mean value l 0 . The lognormal process can therefore be written as,
This equation bears some resemblance to equation (21) with the added features that only the rst term has a non-zero mean and all terms are orthogonal to each others. Given this orthogonality, a simple form can be obtained for the covariance function of the lognormal process, namely,
where i ( ; x) indicates that the terms g i making up i ( ) are being evaluated at x. Equation (35) permits the synthesis of the covariance of the lognormal process given that of the underlying gaussian process. Given the results in table (1), equation (35) can be rewritten as,
The values of the averages appearing in the denominators of equation (36) can be easily evaluated and tabulated 4].
Of particular interest, is the case of a random lognormal variable. Speci cally, in this case, the expansion given by equation (16) 
According to the preceding development, the mean value is obtained as l 0 ,
and the successive terms in the expansion are obtained as,
The lognormal random variable can thus be represented as the following polynomial in the gaussian variable , 
Given the orthogonality of the polynomial chaoses, i , the mean square of the random variable l is obtained as,
or, upon substituting the expression for the generalized Fourier coe cient, 
This last equation is identical to the well known expression given in equation (5) .
Equations (34) and (42) 
Parametric Study
A number of factors a ect the performance of the polynomial chaos expansion in representing lognormal processes. These include the coe cient of variation of the process, the form of the covariance function of the process, the number of terms used in modeling the gaussian process in equation (16), and the number of terms carried through the expansion of the lognormal process in equation (22) . A parametric study is conducted to analyze the e ect of each of these features. It is expected that for small coe cients of variation, lower order terms will be needed in the polynomial chaos expansion to achieve a speci ed accuracy, since in that case, the lognormal process tends to a gaussian process. Moreover, for smaller correlation length, the contribution of successive terms in expansion (16) for the gaussian process decays slower than for large correlation length. In the limit of a white noise process (very small correlation), all the terms have equal contribution, while at the other limit of a random variable, only one term has a non-zero contribution. Thus it is expected that for smaller correlation lengths, more terms will be needed in the expansion of the lognormal process.
The parametric study is conducted for a two-dimensional process de ned over a square domain. A uniform mesh of 121 squares is used to de ne the computational domain. The integral eigenvalue problem is solved numerically 4] over this domain.
Figures (1) and (2) show the shape of the functions l i (x) making up the basic scales of uctuation of the lognormal process. Two terms are used in the Karhunen-Loeve expansion of the underlying gaussian process in this case. Thus the rst mode represents the mean process, which is constant in this case, while the second and third modes of uctuation are proportional to those making up the gaussian process. The modes beyond the rst three present the contribution from the interaction between the rst two scales. The shapes have been normalized to a unit L 2 norm. Figure (1 ) refers to the case with a correlation length equal to 1, while gure (2) refers to the case with correlation length equal to 0.1. In this as well as all subsequent gures, the correlation function used is the exponentially decaying function.
Figures (3) and (4) show the decay in the norm of the coe cients in the polynomial expansion. Figure ( 3) shows results associated with a correlation length equal to 1 while gure (4) shows the results for a correlation length equal to 0.1. Each of the gures shows results associated with coe cients of variation equal to 0.1 and 0.4. Moreover, 20 terms are used in the KarhunenLoeve expansion while all third order terms are included in the polynomial chaos expansion, totaling 1771 terms. Clearly, the rate of decay of the norm of the coe cients depends both on the coe cient of variation as well as on the correlation length of the underlying gaussian process. It should be noted that the vertical axis is shown in log-scale, thus emphasizing the rapid decay of the contributions and the fact that few terms can be used in representing the lognormal process.
Figures (5)- (8) compare the probability density function of the polynomial chaos expansion of the lognormal process with two other density functions. One of these is obtained by applying the exponential operator to the full Karhunen-Loeve expansion (including all the terms), while the other is obtained by applying the exponential operator to the Karhunen-Loeve series truncated at the level used by the Polynomial Chaos expansion. The rst one of these is labeled \Direct Simulation" while the second one is labeled \Exponential of KL Expansion". These density functions refer to two speci c points located at the center of the two-dimensional domain and another node (node 89). They are obtained by simulating uncorrelated normalized gaussian random variables and using them in the appropriate expansions to obtain corresponding realizations of the summed series. Non-parametric density estimation techniques are then used 2] to obtain a smooth approximation of the probability density function. Figures (5) and (6) refer speci cally to the case where two terms are retained in the Karhunen-Loeve expansion of the gaussian process, with a correlation length of 1 and 0.1, respectively. These probability density estimates are based on a statistical population of 10,000 samples. Note the variability of the simulated density function over the spatial domain as can be observed by the di erence between the density function at the center and at node 89. Figures (7) and (8) refer to the respective cases where 20 terms are retained in the Karhunen-Loeve expansion of the gaussian process. It is clear from these results that the skewness of the probability density function is enhanced for the larger coe cients of variation. It is also clear that the adequacy of the approximation using a few terms in the KarhunenLoeve approximation of the gaussian process decreases with the correlation length of the process, as indicated above.
Conclusion
A polynomial chaos expansion is developed for lognormal stochastic processes. These are processes obtained by applying the exponential operator to gaussian processes. The analytical development of the expansion is facilitated by the simple relationships between the lognormal process and the underlying gaussian process. The resulting expansion presents the lognormal process as a series of orthogonal polynomials in uncorrelated gaussian variables. The deterministic factors multiplying these polynomials represent the uncorrelated contributions to the overall process and can be viewed as the basic building blocks making up the process. The availability of such an expansion greatly facilitates the integration of the material properties modeled as lognormal processes into the spectral stochastic nite element method. 
