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Abstract
Detecting moving objects in image sequences is still a challenging topic in computer vision.
Independently moving objects can be detected by separating the motion from the static scene.
For this purpose a RANSAC-based algorithm was implemented to robustly detect flow vectors
which belong to the background. Therefore the basic principles of the epipolar geometry are
used and the fundamental matrix is estimated. As the estimation of the fundamental matrix
is sensitive to noise, a refinement strategy was developed to approach the real, noiseless mea-
surement data iteratively. So the influence of noise was considered explicitly in the epipolar
geometry-based model. So, robust results with simulated data can be achieved even in the
presence of noise.

Notation
O, O’ camera centers of projection
f camera focal length
X = (X, Y, Z)T feature point 3D position
x = (x, y)T image points
c0 = (x0, y0)T principal point
xd = (xd, yd)T distorted image point
k1 first order radial distortion
k2 second order radial distortion
k3 third order radial distortion
t1 first order decentering distortion
t2 second order decentering distortion
~t = (tx, ty, tz) translation vector
S skew-symmetric translation matrix
R rotation matrix (3× 3)
pi1, pi2 image planes
e1, e2 epipoles
~l1, ~l1 epipolar lines
p1, p2 point correspondences between consecutive frames
E essential matrix (3× 3)
F fundamental matrix (3× 3)
K calibration matrix (3× 3)
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Chapter 1
Introduction
1.1 Motivation
In computer vision, image segmentation has the purpose of partitioning a digital image into
various meaningful regions (sets of pixels) with respect to a particular application.
The image segmentation, which goal is to simplify the representation of the image into
something more meaningful and easier to analyze, is usually a previous and vital step in
some procedures aimed at overall image understanding, as it is shown in the figure 1.1. As it
can be seen, the image segmentation is the first step of the global artificial vision process.
Figure 1.1: Artificial vision process
Hence, the result of the image segmentation is a set of regions that represent the whole image
or, in the other hand the result could be a set of contours extracted from the image. The
pixels labelled in the same region are all similar between them respect to some characteristic
or property taken from the image, such as colour, texture, depth or motion.
Then, the image segmentation is very useful and necessary in order to obtain, for exam-
ple, three-dimensional reconstructions, automatic diagnosis (defective material detections,
anomalous tissues, cells, etc.), or transmission and storage data reduction (image information
reduction).
The most important function of the vision system is to recognize the moving objects in a
scene, especially in recent years, for autonomous driving systems and driver supporting sys-
tems, this topic has received more and more attention worldwide. The goal of this work is the
motion segmentation in a sequence of images. This process is conceptually easy and simple
when the camera is stationary and the illumination of the scene is constant, because it can be
done by simple techniques based on comparing successive image frames focused in the notable
differences. However, if the camera is moving, the problem is considerable more complicated
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because the image motion is generated by the camera motion and independent objects motion.
There are three different approaches, mentioned in [Thompson 90], in order to detect
independent moving objects:
• Motion epipolar constraints: It is useful with translational camera motion since the flow
vectors come from the focus of expansion (FOE). This effect is a constraint of the flow
vectors orientation. Any motion that violates this orientational constraint must be a
moving object or an outlier.
• Depth/flow constraint: A surface point generates an optical flow which is a function of
the relative motion between the surface and the camera, and of the range to the surface.
When the range values are fixed, any difference between optical flow, range and observer
motion should be a moving object.
• Rigidity constraint: In this case the moving objects are treated as an undergoing
nonrigid motion with respect to the camera, then the techniques based on the
Structure-from-motion can be used to detected the moving objects.
Some of the most important applications of motion segmentation of an image sequence, men-
tioned in [Tweed 01], are:
• Image sequence coding: although all image sequences are sizeable, they have a large
amount of temporal redundancies. Then, a compression could be possible if the moving
areas from the image plane are determined because a reconstruction of the bulk of the
new image by translating regions of the existing image could be possible, according to
those motions. The possible error can be corrected and the result will be acceptable.
• Sequence archiving and analysis: now the compression is considered in order to help
viewers get a general idea of a sequence. In particular, emphasized information about
something interesting in an image sequence can be deduced from the motion segmenta-
tion, for examples the motion estimation useful for the object detection.
• Video sequence resolution enhancement: the most image sequences has a degraded
quality due to a combination of motion, pixels resolution, response characteristics and
poor focus. The solution is based on the motion estimation.
• Special effects: Here we consider any process where the information obtained from
motion segmentation is used to render some additional information or objects into the
images.
Finally it is noted that there are more application like guidance of autonomous vehicles, smart
tracking of moving objects, automatic target recognition systems, security/safety applications,
automatic annotations tasks, etc. where the image segmentation could play an important role.
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1.2 State of the Art
The vision system can easily detect and track objects that are moving relative to an otherwise
stationary camera. But if this task must be performed with a camera that is itself moving, it
becomes quite challenging.
The changes in a scene may be due to the motion of the camera (egomotion), the objects
motion, illumination changes, etc. Taking into account that the objects are assumed rigid, the
changes are from the camera and/or object motion. Then, if the camera is static, the changes
are due to the objects motion. In this case, the moving object detection is a relatively ‘easy’
problem and there are some methods that could be applied, such as background suppression
[Piccardi 04] and frame differencing [Jain 95].
However, the motion camera and moving objects topics, treated in our thesis, are the most
general and difficult in dynamic scene analysis, but it is also the least developed area of
computer vision [Jain 95]. The difficulties arise from occlusion, noise, lack of image texture, or
illumination changes. To deal with this problem, many approaches have been proposed along
this years, which can be mainly separated in two categories. The first one use the difference
of the flow vectors between background and moving objects. There are a lot of works related
to this topic, for example, [Hartley 03] which is focused on the 3D reconstruction and also
explains the basis of the projective geometry, or [Stiller 05] where is mentioned a monocular
motion detection and classification method, based on the optical flow and parallax and it is
needed a knowledge of the ground plane orientation.
The second type of methods calibrate the background displacement by using the 3D motion
analysis results from the camera, as for example, [Hu 99] where it is used the analysis results
from the camera 3D motion to calibrate the background and, though the Focus of Expansion
(FOE) and a pure points matching, the method determines the extrinsic parameters making
use only of three pairs of matching points between adjacent frames.
More solutions for this problem are explained in [Anandan 98] where it is proposed a method
based on the detection of two planar surfaces with different depths in the scene and computing
their 2D motion in the image plane. The 3D rigid motion of the camera are also explained in
[Irani 94] where is presented a method for detecting and tracking occluding and transparent
moving objects, which uses temporal integration without assuming motion constancy, and in
[Zucchelli 02], where the egomotion is calculated in order to find an hybrid approach to the
Structure from Motion problem.
With the intrinsic ans extrinsic parameters of the camera, the calculation of the fundamental
matrix is done using the 8-Point Algorithm ([Wu 05] and [Hartley 03]).
The RANSAC algorithm is used to detect the outliers from the data, method also used in
[Derpanis 05] and [Fischler 81]. And with the results from the RANSAC algorithm, we have
used the K-Means algorithm. Other works also make image sequences segmentation with
different methods, like [Thompson 90] that attempts to find moving objects using the optical
flow, in situations where only translational image motion is taking place, or [Weiss 97] that is
a motion segmentation that make use of the expectation maximization (EM) algorithm, and
the most important, [Vidal 02] where is proposed an estimation of the number of motions, a
solution for the K-Means problem. But this algorithm has a main problem because it is very
sensitive to the noise and the solution is not always the expected. The solution proposed in
[Vidal 02] was not used because this approach is very sensitive to the noise.
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1.3 Outline of the Thesis
The thesis is organized according to the structure outlined below:
Chapter 2 is dedicated to the review of tools and models used throughout the whole
thesis. First of all, we present the camera model, taking into account the lense distortions.
Afterwards we study the motion model, where the intrinsic and extrinsic parameters are
defined. On the other hand, the properties of the epipolar constraints are reviewed through
the essential matrix and the fundamental matrix. Then, it is discussed the factorization of
the essential matrix making use of the Singular Value Decomposition (SVD) and quaternions.
Another point explained in the second chapter is the RANSAC algorithm. And, related to
the RANSAC algorithm, it is talked about the additive noise, taking into account that the
assumed noise is normal distributed and additive.
Before concluding this chapter three more topics are treated which are the estimation of the
number of motions, using the rank of the multibody fundamental matrix and the multibody
epipolar constraint [Vidal 02]. We also talk about the clustering algorithm, that in our case is
used and explained the K-Means algorithm, and finally we have the degenerated cases of the
epipolar constraint where we can see the situations when the epipolar constraint does not work.
Chapter 3 treats the implementation of the topics from chapter 2. Then, it is talked about
the synthetic data, the motion, the 3D points and the noisy data generation. Afterwards,
the RANSAC algorithm, based in the outlier classification, and the noise correction are
discussed. The last topics dealt with are the temporal dependency, in order to make the
RANSAC algorithm faster, and the segmentation algorithm, where the input data and the
K-Means characteristics are mentioned.
Chapter 4 is dedicated to explain the obtained results from the implemented pro-
gram. First of all, the tested scenarios (forward, sideward and real data) are introduced and
described. Next, the results from the RANSAC algorithm are shown, taking into account
the noise and the refinement procedure. Afterwards we also consider the K-Means results,
taking into account only the amount of noise. To finish, a global evaluation of all algorithms
is presented.
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Chapter 2
Basic Principles
2.1 Camera and Motion Model
Considering that a camera is a mapping between the 3D world and a 2D image and that the
bases of this work are image points, the knowledge of the relations between real world and
images is very important.
We consider the perspective camera model which is equivalent to an ideal pinhole camera.
The geometric process for image formation in a pinhole camera is characterized by a 3D point,
called projection centre, and an image plane. An image point x = (x, y)T is given by the
intersection of the image plane and the line containing the projection center O and the 3D
point X = (X, Y, Z)T .
Figure 2.1: Pinhole camera geometry where O is the origin coordinates (Source: [Hartley 03]).
The relation between a world point X and an image point x, using homogeneous coordinates
for x, is shown following:
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Linear projection equation:
xy
1
 ∼
f 0 0 00 f 0 0
0 0 1 0
 ·

X
Y
Z
1
 (2.1)
The equation 2.1 is only up to a nonzero scale factor and the variable f is measured in inches.
Note that X is still not in homogeneous coordinates. The projection process to the image
plane, as it is pointed out in [Hartley 03], can be modeled as follows, considering f as the
camera focal length:
Image coordinates: x = f · X
Z
y = f · Y
Z
(2.2)
2.1.1 Intrinsic Parameters
If the origin of the 2D image coordinate system does not coincide with the image point where
the Z axis intersects the image plane, one needs a translation of the image point to the origin
of the image plane, as it is mentioned in [Hartley 03]:
x = f · X
Z
+ u0 y = f · Y
Z
+ v0 (2.3)
This can be expressed:
xy
1
 ∼
f 0 u00 f v0
0 0 1
 ·
XY
1
 (2.4)
The equation is up to a nonzero scalar factor. We assume rectangle pixels with sizemx andmy
[pixels/inches], we have to multiply both coordinates per mx and my. The final calibration
matrix of the camera is like it is shown in [Zucchelli 02] and [Pollefeys 99]:
K =
fx s x00 fy y0
0 0 1
 (2.5)
where fx = mx ·f and fy = my ·f , being the focal length measured in pixels, and x0 = mx ·u0
and y0 = my ·v0 are the displacement of the image centers. Therefore, the vector c0 = (x0, y0)T
is called the principal point, which is the point where the optic axis intersects the image plane.
s is a skew angle and it is usually zero otherwise the image coordinates will not be orthogonal.
2.1.2 The Distortion Model
Lenses can cause distortions in images, [Weng 92], [Romero 06] and [Pollefeys 99]. As it is
well-known, distortions are deviations from linear projections, projections in which straight
lines in a scene remain straight in an image. Therefore, we must consider the most important
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existing distortions.
The most common and popular is the radial distortion. In this case the image points are
displaced in a radial direction from the centre of distortion. The second one is the decentering
or tangent distortion, caused by the lack of alignment between the optic components.
The radial distortion causes, at a given point, an inward or outward displacement from its
ideal position. To correct this deviation it is used an even-order polynomial scaled by a factor
(radial lens distortion coefficient).
xd = x · L
yd = y · L (2.6)
with
L = 1 + k1 · r2 + k2 · r4 + k3 · r6 . . . (2.7)
r2 = x2 + y2 (2.8)
where xd and yd are the distorted image coordinate points and k1, k2 and k3 are the parameters
of the radial distortion. Most computer vision authors agree that only the first and second
coefficients, predominant order terms, are required [Tsai 87]. So, the radial distortion formula
can usually be reduced by adding 2.7 in 2.6:
xd = x · (1 + k1 · r2 + k2 · r4) (2.9)
yd = y · (1 + k1 · r2 + k2 · r4) (2.10)
When the tangent distortion is considered, collinearity between optical centers of lens do not
exist. We consider the following coordinate correction taking into account the decentering
distortion parameters t1 and t2:
δx = 2 · t1 · x · y + t2 · (r2 + 2 · x2)
δy = t1 · (r2 + 2 · y2) + 2 · t2 · x · y (2.11)
So, when all distortions are present, the definitive coordinate’s correction is expressed as:
xd = x · L+ δx
yd = y · L+ δy (2.12)
2.1.3 Motion Model
Since the intrinsic parameters are known, we have to think about the relation between the
orientation and location of the camera with respect to a fixed world. The camera motion is
usually treated as the relative motion of rigid bodies, so the transformation into the world
coordinate frame, can be decomposed in the translation vector ~t and the rotation matrix
R3×3. The transformation is shown in equation 2.13, where Xw represents the coordinates of
a point in the world frame, xc represents the coordinates of a point in the camera reference.
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Xw = R · xc + ~t (2.13)
The rotation matrix R, [Zucchelli 02] and [Weisstein], consists of the product of three matrices
representing rotations around the X, Y and Z axis, which are composed by three Euler matrices
as we can see in 2.14:
Rx =
 1 0 00 cosα − sinα
0 sinα cosα

Ry =
 cosβ 0 sinβ0 1 0
− sinβ 0 cosβ

Rz =
 cos γ − sin γ 0sin γ cos γ 0
0 0 1
 (2.14)
α, β and γ are the rotation angles. The resulting rotation matrix is
R = Rx ·Ry ·Rz· =
=
 cos γ · cosβ cos γ · sinβ · sinα− sin γ · cosα sin γ · sinα+ cos γ · sinβ · cosαsin γ · cosβ sin γ · sinβ · sinα+ cos γ · cosα sin γ · sinα · sinβ − cos γ · sinα
− sinβ cosβ · sinα cosβ · cosα
(2.15)
As we can see, the rotation has only three degrees of freedom.
The components of the camera translation are ~t = (tx, ty, tz) and often is referred as camera
pose.
2.2 Epipolar Geometry
The epipolar geometry describes the relationship of two cameras facing the same, rigid scene,
[Hartley 03].
The entities, in general, involved in epipolar geometry are illustrated in the figure 2.2.
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Figure 2.2: Representation of the epipolar geometry.
Two different reference systems are used in the monocular camera.
Let’s consider the four main elements of the epipolar geometry:
• The baseline: Line that joins the two camera centers (O, O’).
• The epipoles (e1, e2): Intersection between the baseline and the image planes (pi1, pi2).
In other words, the epipole is the image of the camera center in the other view.
• The epipolar plane: The plane that contains the baseline and the 3D point.
• The epipolar line (~l1,~l2): Intersection of the epipolar plane with both images planes.
All epipolar lines intersect in the epipoles e1 respective e2.
The epipolar geometry is often used to solve the correspondence problem between two con-
secutive frames or in multi-camera applications. For a given 2D point in the first image, the
corresponding 2D point in the second one should be found, using the knowledge that these
points must lie on corresponding epipolar lines. That is called the epipolar restriction and if
we have the 2D point p1 in the image plane pi, therefore the corresponding 2D point in the
image plane pi′, p2, must lie on the epipolar line ~l2 Fig.(2.2). The dimension of the search is
then reduced to 1D problem instead of 2D.
2.2.1 Essential Matrix
The essential matrix relates points from different frames assuming that the camera satisfies
the pinhole camera model, as it is explained in [Hartley 03]:
E = R ·
[
~t
]
x
(2.16)
with
[
~t
]
x
, the matrix representation of the cross product with ~t translation.
By means of the essential matrix the epipolar geometry’s principle elements can be described.
The epipolar lines ~l2 and ~l1, in the pi′ and pi image planes respectively, are defined as
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~l2 = E · p1 ~l1 = ET · p2 (2.17)
As was explained before, the point p2 belongs to epipolar line ~l2 and p1 to ~l1, thus it should
satisfy the equations
pT2 ·~l2 = 0 and pT1 ·~l1 = 0 (2.18)
The same occurs for the epipole as it also belongs to the epipolar line.
ET · e2 = 0 E · e1 = 0 (2.19)
Finally, we can define the epipolar restriction as
p2T · E · p1 = 0 (2.20)
2.2.2 Fundamental Matrix
The fundamental matrix, is the equivalent of the essential matrix in the uncalibrated case,
[Hartley 03]:
F = (K−1)T · E ·K−1 (2.21)
From that moment on, the epipolar relations can be defined via the fundamental matrix, too.
The epipolar equations are now defined as follows:
~l2 = F · p1 ~l1 = F T · p2 (2.22)
and
F T · e2 = 0 F · e1 = 0 (2.23)
The calculation of the fundamental matrix (Appendix A) is based on
pT2 · F · p1 = 0 (2.24)
Other F-matrix properties are the seven degrees of freedom of this matrix because it satisfies
the constraint det(F ) = 0 which removes one degree of freedom from a usual 3x3 matrix.
The F-matrix is a projective map, mapping a point to a line, but the inverse mapping is
not possible. For this reason it cannot be inverted like a usual correlation matrix. The
ideal rank of the matrix is 2, therefore the determinant of F should be zero (singularity
constraint). Our degree of freedom is eliminated because F is mostly scaled to F33 = 1
because s1 · xT · F · x = s2 · xT · F · x = 0.
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2.3 Estimation of Number of Motions
In a dynamic scene with some rigidly moving objects it is very interesting and useful to
define the number of existing motions, [Vidal 02]. In this section a solution, from which
we can estimate the number of motions using the multibody fundamental matrix, will be
explained. Let us consider two correlative images from the same camera and scene, where
n is the unknown number of independent motions. The motion of a single object between
two correlative images is related by means of the fundamental matrix Fi ∈ R3×3, where
i = 1, . . . , n, Fi 6= 0 and Fi 6= Fj for i 6= j. If we have more than one independent motion,
the following equation 2.25 must be fulfilled for all n motions:
L(x1,x2) =
n∏
i=1
(xT2 · Fi · x1) = 0 (2.25)
where Fi, with i = 1, . . . , n, is the relative motion of the objects and 〈x1,x2〉 is the corre-
sponding point pair. As we can realize, equation (2.25) is a generalization of the epipolar
constraints (2.24) and it is called multibody epipolar constraint. This nonlinear equation es-
tablishes a homogeneous polynomial of degree n in either x1 or x2 and it has Mn different
monomials where
Mn =
(n+ 1)(n+ 2)
2
(2.26)
In order to write the multibody epipolar constraint (2.25) in bilinear form, we use the Veronese
map (Appendix B) of degree n.
νn(x2)T · F · νn(x1) = 0 (2.27)
This constraint is not enough to estimate the multi-body F matrix because we must know
the value of n in advance. In order to calculate the number of independent motions n, the
multibody epipolar constraint should be rewritten as follow:
(νn(x2)⊗ νn(x1))T · ~f = 0 (2.28)
with ~f ∈ RM2n being the stack of the columns of F and ⊗ being the Kronecker product, and
it satisfies
An ~f = 0 (2.29)
where the jth row of An ∈ RN×M2n is equal to (νn(x2j) ⊗ (x1j))T with j = 1, . . . , N , and N
is the number of pair of points (x1j ,x2j)
N
j=1. The vector ~f is determined uniquely (up to a
scale factor) if the rank of An is:
rank(An) = M2n − 1 (2.30)
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This rank constraint provides a solution to determine the number of different motions. As-
suming N ≥M2n − 1 and at least 8 correspondences to each motion:
rank(Ai)

> M2i − 1, if i < n
= M2i − 1, if i = n
< M2i − 1, if i < n
(2.31)
Then, the number of independent moving objects in the scene is determined by:
n = min
i
{
rank(Ai) = M2i − 1
}
(2.32)
From now on, the multibody fundamental matrix can be defined by means of the linear equa-
tion 2.29 and, we realize that the number of image pair needed is N ≥M2n − 1.
However, this algorithm has drawbacks because it is extremely sensitive to the noise, there-
fore, the rank estimation and the zero crossings of polynomials of degree N is very difficult
to compute.
Furthermore, the number of correspondences increases due to the high precision of the multi-
body fundamental matrix labelling the correspondences in the different objects. Then, if we
have as many fundamental matrices as objects, all points will perfectly fit into their corre-
spondent matrix, however, if we only have one fundamental matrix for all data points the
clustering is less precise.
2.4 Noise Model
In this work it is assumed that normal distributed additive noise is corrupting the flow
vectors. The distribution of this noise has a Gaussian function as a continuous probability
density function and is therefore called Gaussian Noise.
Every element of this distribution is very well defined for two different parameters, the mean
µ and the variance σ2 (squared standard deviation). It is usually written as X ∼ N(µ, σ2) ,
where the X is the real-valued random variable which is normally distributed with mean µ
and variance σ2.
Following Cramer’s theorem, the sum of two normal distributed independent variables X ∼
N(µ1, σ21) and Y ∼ N(µ2, σ22) is also a normally distributed variable:
Z = X + Y ∼ N(µ1 + µ2, σ21 + σ22) (2.33)
The result of the difference between X and Y is another normal distributed independent
variable with:
U = X − Y ∼ N(µ1 − µ2, σ21 + σ22) (2.34)
If X and Y have the same variances, then U and V are independent.
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Assume the optical flow vectors are corrupted by normal distributed additive noise n1 and
n2, the epipolar constraint has the following form:
(x2 + ~n2) · F · (x1 + ~n1) 6= 0
m
xˆT2 · F · xˆ1 = AˆT · ~f 6= 0 (2.35)
with
~ni =
(
ni
mi
)
(2.36)
Â = (xˆ1 · xˆ2, xˆ1 · yˆ2, xˆ1, xˆ2 · yˆ1, yˆ1 · yˆ2, yˆ1, xˆ2, yˆ2, 1)T
~f = (f11 f12 f13 f21 f22 f23 f31 f32 f33)T
with xi = (xi, yi)T , Â the matrix of the noisy measured data, ~ni ∼ N(0, σ2i ) is the noise and
xˆi = xi + ni and yˆi = yi +mi are the measured data with their respective noise.
To achieve the correct estimation of the fundamental matrix F a correction matrix is added.
This matrix, A˜, depends only on noisy data and additive noise:
AT · ~f = (Aˆ+ A˜)T ~f = 0 (2.37)
where
A = (x1 · x2, x1 · y2, x1, x2 · y1, y1 · y2, y1, x2, y2, 1)T
is the noise free, correct data. So, we can get the epipolar constraint again with:
AT · ~f = (Â− A˜)T · ~f = 0 (2.38)
As we are going to assume only the flow vector ~u = (u, v)T to be affected by only one noise
vector ~m = (m1,m2)T , we have
~ˆu = ~u+ ~m (2.39)
From (2.34) we have ~n1 − ~n2 =: ~m ∼ N(µ1 − µ2, σ21 + σ22) the epipolar constraint is going to
be formulated next:
x1 + ~n1 + ~u = x2 + ~n2
m
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x1 + ~u+ ( ~n1 − ~n2) = ~x2
m
x1 + ~u+ ~m = ~x2
(x1 + ~ˆu)T · F · x1 6= 0 (2.40)
Hence, the matrix A is finally given by the subtract of the known vector Â with
Â = (x1 · (x1 + uˆ), x1 · (y1 + vˆ), x1, y1 · (x1 + uˆ), y1 · (y1 + vˆ), y1, x1 + uˆ, y1 + vˆ, 1)T
and the noise dependent vector A˜
A˜ = (x1 ·m1, x1 ·m2, 0, y1 ·m1, y1 ·m2, 0, m1, m2, 0)T
A = Â− A˜ (2.41)
The task is to find the noise vector ~m for each flow vector so that F can be correctly estimated.
The realization of this correction step is shown in detail in Chapter 3.
2.5 RANSAC
The RANSAC algorithm, an abbreviation for "RANdom SAmple Consensus", [Zhang 06],
[Derpanis 05] and [Hartley 03], was first published by Fischler and Bolles in 1981, [Fischler 81].
This is an iterative method that does a robust fit of a mathematical model to an input data
set with a large proportion of outliers. These are data points that do not fit the model. It
is not a deterministic algorithm in the sense that it depends on a certain probability that
increases with the number of iterations.
The RANSAC has a set of observed data values, some parameters and a parameterized model
that can fit with the data as inputs. Then, assuming the input data, the algorithm works as
follows:
1. Random selection of a small subset of the given data.
2. Calculate the model with the subsamples from the previous step.
3. Test all input data against the fitted model and determine, taking into account a thresh-
old t, how many points fit the model. The number of points that fit the model is the
consensus set and it defines the inliers from the input samples.
4. If the size of the consensus is greater than a predefined number of data, it means the
model is reasonably good because sufficiently points have been classified as hypothetical
inliers, then the model is re-estimated using the inliers labelled points. Afterwards, the
algorithm finishes.
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5. Otherwise, repeat steps 1 until 4.
After a defined number of iterations, a subset with bigger consensus is selected and the model
is re-estimated using all the subsamples from the subset.
The values for the threshold t and the predefined number of data are usually determined by
experimental evaluations using some specific requirements. However, the maximum number
of iterations can be calculated from theory. Let p be the probability that the algorithm gives
a useful result, in other words, the probability that RANSAC choose as a subset, only inliers
(usually p is set to 0.99). Let w be the inliers probability. Then, u = 1 − w represent the
probability of observing an outlier.
w =
number of inliers in data
number of total points
Assuming that the chosen subset from the input data has m points and they are selected
independently,
• wm is the probability that all n points are inliers.
• 1−wm is the probability that at least one of the m points from the subset is an outlier.
The value 1 − wm to the power of N, the number of iterations, is the probability that the
algorithm is not going to choose a subset with all inliers, and it must be the same as 1− p.
1− p = (1− wm)N (2.42)
And, thus with some manipulations, we have
N = log(1−p)log(1−wm) (2.43)
In this approximation there is a problem, and this is the assumption of choosing the m
subsamples independently because in this case all the points chosen can be selected again.
So, when the points are not selected independently, the value of N should be taken as an
upper limit.
An advantage of the RANSAC algorithm is that it calculates a robust estimation of the model,
having reliable results, even in presence of up to 50% outliers in the data set. The weaknesses
of it are the lack of an upper time bound (and if a time bound is set, the results are not
necessarily the most optimal), the requirements to set the thresholds, and the necessity to
know the ratio of inliers in order to estimate the number of iterations.
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2.6 Clustering
2.6.1 K-Means
K-means is an algorithm to separate data into K clusters, where K must be defined a priori,
as it is explained in [MacQueen] and [Lucke]. There are two different procedures available to
find the optimum group of clusters. The first allocates each object to a defined cluster, and
the second one defines the positions for the cluster.
The first method uses a random assignment of each data point to one predefined cluster.
Then, the K centroids positions are determined. An optimization method is used in order to
reassign the objects into the different clusters, and new centroids are determined again. This
process is computed until the optimum assignment is found.
The procedure is shown in 2.6.1.
Figure 2.3: Diagram block explaining the first K-Means method
The second procedure is based on the idea of defining K centroids, one for each cluster that
is going to classify the data into clusters. Therefore, K points must be placed into the space
where all data is defined, representing the initial group of centroids. These points should be
distributed in a cunning way and far away one from each other because different locations
causes different results. Afterwards, a cluster is assigned to each object belonging to the data
set, according to the minimum distance relative to the centroids of some cluster. After each
assignment, the new cluster center is recomputed taking into account their distance from the
centroid of each cluster. If a sample is not in the cluster with the nearest centroid, it is
switched to the closest centroid and again the centroids of every cluster are calculated with
the gaining and the new samples.
This procedure is repeated until the recalculated centroids do no longer move, so the process
converges.
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Figure 2.4: Diagram block explaining the second K-Means method
As we can see, this algorithm aims at minimizing the squared error function:
J =
k∑
j=1
n∑
i=1
∥∥∥x(j)i − cj∥∥∥2 (2.44)
where
∥∥∥x(j)i − cj∥∥∥ is the measured distance between a data point x(j)i and the cluster centre
cj , the n in the number of data points and k the number of clusters.
In this algorithm we should know that if the input data has less number of points than the
number of clusters it is going to assign each data as the centroid of the cluster. The most
important drawbacks are that the k-means is very sensitive to the initial randomly selection
of cluster centers and that the number of cluster k should be an input data.
2.7 Essential Matrix Factorization
The factorization of the essential matrix can be done as a product of a rotation matrix R and
a non-zero skew symmetric matrix S as it is shown in the equation 2.45, only if E has two
non-zero eigenvalues and one equal to zero.
E = S ·R (2.45)
where R is orthogonal (with positive determinant), that is R · RT = I and det(R) = 1; and
the matrix S, which is associated to a translational vector ~t = (tx, ty, tz) as we can see in the
following equations:
S =
[
~t
]
x
=
 0 tz −tytz 0 −tx
−ty tx 0
 (2.46)
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In order to determine the translation vector, we use the squared, transposed E symmetric
matrix, E · ET , because as it is shown in the equation 2.47 it is independent of the rotation
R:
E · ET = S ·R ·RT · ST = S · ST (2.47)
Then, the direction of the translation vector is obtained by solving ET · ~t = 0. Therefore,
tT · E · ET · t = 0 has to be minimized under the condition ‖t‖ = 1, or tT · t− 1 = 0. Using
the Lagrange Multipliers, the new equation to minimize is:
F (E,~t, λ) = ~tT · E · ET · ~t− λ(~tT · ~t− 1) (2.48)
When it is differentiated with respect to ~tT , the obtained solution is
E · ET · ~t− λ · ~t = 0
m
E · ET · ~t = λ · ~t (2.49)
At this moment, the SVD is applied to the matrix E ·ET , and the translation vector is given
by the eigenvector of the smallest eigenvalue, which is the last column of V.
Dividing ~t by its norm, it is obtained:
~ts =
~t
‖~t‖ (2.50)
There are two possible choices for the sign of the translation vector. First, the epipolar
constraint should be taken into account:
m
′T ·K−T︸ ︷︷ ︸
ν′T
· [t]x ·R︸ ︷︷ ︸
E
·K−1 ·m︸ ︷︷ ︸
ν
= 0 (2.51)
where m, m′ ∈ R2 are the uncalibrated points and ν, ν ′ are the calibrated points.
Then, we consider the relation between the coordinate relation between two consecutive frames
(equation 2.52) where X, X′ ∈ R3 and z, z′ ∈ R:
X′ = R ·X + ~t (2.52)
z′ · ν ′ = z ·R · ν + ~t
~z′
‖~t‖ ·
~ts × ν ′ = z‖~t‖ · E · ν
where z, z′ > 0 and νi, ν ′i are corresponding points. Then
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V (~ts, E) =
n∑
i=1
(~ts × ν ′i)(E · νi) (2.53)
If V (~ts, E) > 0, the translation vector keeps its origin sign. Otherwise, the translation vector
sign has to be inverted: ~ts = ~ts · (−1).
In order to find the rotation matrix, we use a method that introduce the quaternion algebra
(Appendix E). The equation 2.54 has to be minimized in order to find the rotation, where Ei
and Ti are the three rows of the matrices ET and
[
~t
]T
x
, respectively.
∥∥∥∥RT · [~t]Tx − ET
∥∥∥∥2 = 3∑
i=1
∥∥∥RT · Ti − Ei∥∥∥2 (2.54)
Using the quaternion q = (q0, q1, q2, q3) = (q0,q′), which satisfies ‖q‖ = 1, to represent the
rotation matrix R, the previous equation can be written and developed as in 2.55, using the
property of the quaternion q ·A = (−q′ · Ti, q0 · Ti + q× Ti), where A is a 3× 3 matrix and q
a quaternion (see Appendix E).
3∑
i=1
‖q · Ti · q¯− Ei‖2 =
3∑
i=1
‖q · Ti − Ei · q‖2 · ‖q¯‖2
=
3∑
i=1
‖Ei · q− q · Ti‖2
=
3∑
i=1
‖(−Ei · q + q · Ti, q0 · Ei − q0 · Ti + Ei × q− q× Ti)‖2
=
3∑
i=1
‖Bi · q‖2
= qT ·B · q (2.55)
where the matrix Bi is:
Bi =
(
0 (Ci −Di)T
(Di − Ci) [Di + Ci]x
)
(2.56)
and the matrix B is defined as:
B =
3∑
i=1
= BTi ·Bi (2.57)
The solution 2.55 is similar to the translation calculation. Therefore, to solve the minimization
of 2.55 it is used Lagrange Multipliers as in 2.48. The result is not directly the rotation, but
it is the quaternion from which the rotation matrix can be derived.
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B · q = λ · q (2.58)
Hence, the SVD of B is carried out, in order to obtain the quaternion that corresponds to
the last column of Y T , where Y is given by:
SVD(B) = W4×4 ·D · Y4×4 (2.59)
As shown before, the quaternion is a four-component vector, q = (q0, q1, q2, q3) and the
rotation matrix is determined by:
R · ~x = q · ~x · q¯
= (−q′ · ~x, q0 · ~x+ q′ × ~x) · (q0,−q′) (2.60)
R =
 q20 + q21 − q22 + q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)2(q2q1 + q0q3) q20 − q21 + q22 − q23 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23

(2.61)
Furthermore, if we want to obtain the value of the rotation angles, also defined in the section
2.1.3, from the previous rotation matrix, the relations are shown next:
β = − arcsin(r31) (2.62)
α = arcsin(
r32
cosβ
) (2.63)
γ = arcsin(
r21
cosβ
) (2.64)
In order to identify whether the cameras are almost parallel between them, we check
‖ν ′ ×Rν‖
‖ν‖ · ‖ν ′‖ <  (2.65)
If the value of the fraction is lower than the threshold , the essential matrix is rejected.
2.8 Degenerate cases of the Epipolar Geometry
The theory of the epipolar geometry is one of the major achievements in the projective geome-
try in the computer vision field. All the geometric and algebraic properties are well established
and understood ([Hartley 03], [Pollefeys 99] and [Zucchelli 02]). But until now we have only
considered the situations where no ambiguity arises in interpreting a set of points matches.
Hence, in several situations there are some solutions for a fundamental matrix that explain
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the data equally well. This situations are termed degenerate ([Torr 98] and [Sato 06]).
There are two different degenerate situations. The first one appears when the centers of pro-
jection of consecutive frames overlap, which is the case in pure rotation. Therefore, a point
in an image cannot be projected to an epipolar line in the other view. The second degenerate
situation occurs when all 3D points in the scene are coplanar.
In both cases the consequence is that the epipolar geometry cannot be determined between
consecutive frames. In the first case because the epipolar geometry is not defined, since the
distances from the origin coordinates of both frames to the intersection of the optical axis
are the same (only rotation, figure 2.5), and in the second case the epipolar geometry cannot
be uniquely determined only from the correspondences because there are confusions between
epipolar lines.
Figure 2.5: Equal distance between C, C′ and the intersection of the optic axis
The way to overcome these degeneracies involves switching from epipolar features matching
to a homography approach. In both cases exist the possibility to relate the image correspon-
dences with the homography.
In the first case, where the camera undergo a pure rotation, whether the relation between
3D and 2D correspondences can be done in the current frame, the camera matrix can be
determined from these correspondences. Otherwise, in the second case the solution is not as
easier as in the previous situation. The camera matrix cannot be computed only with the
correspondences between 3D to 2D points because the homography determined by coplanar
3D projective points and their correspondences in the image plane, has only 8 degrees of free-
dom, then 3 degrees of the 11 from the camera matrix are undetermined. Then, additional
information and a further strategy is needed.
These degenerations are theoretical and usually are ignored in most of developments of general
motions, because the probability of rotations only in a camera is very small.
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Chapter 3
Implementation
3.1 Data Simulation
The data we want to separate into static and moving scene points is a set of points cor-
respondences with their respective flow-vectors. We simulate several objects over time and
modelled the data point with an structure consisting of five elements. The first is an integer
which defines the identifier of the point that will be the same over the time, in other words,
through the different frames. The second parameter defines is another integer that determines
the time step or frame where the image points belongs to. The next two parameters are the
coordinate points x and y and the last element is another integer that labels the data points
with different object IDs.
Variable Value
integer ID
integer Time
double Coordinate x
double Coordinate y
integer Object
Table 3.1: Parameters of the modelled data
In order to create synthetic data some input files are needed, the intrinsic and the extrinsic
motion parameters. The intrinsic file is composed as in table 3.2,
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Variable Value
fx 480.0
fy 480.0
cx 320.0
cy 240.0
k1 0.0
k2 0.0
t1 0.0
t2 0.0
width 640
height 480
Table 3.2: Intrinsic parameters file
where fx and fy are the focal lengths of the cameras, in units of the pixel width and height
respectively, as we can see in equation 2.5, cx and cy are the center of the image coordinate
system, or also called principal point, described in equation 2.5, k1 and k2 are the parameters
from the radial distortion, shown in the equation 2.9, and t1 and t2 are the decentering
distortion parameters from the equation 2.11.
The extrinsic parameters file is established with those values in the table 3.3, and repeated
for every different set of moving points.
Variable Value
ID Identifier of the point
Time Number of time steps
tx X coordinate of translation
ty Y coordinate of translation
tz Z coordinate of translation
rx Angle alpha from rotation
ry Angle beta from rotation
rz Angle gamma from rotation
n3d Number of moving points
xmax Maximum value of X coordinate
xmin Minimum value of X coordinate
ymax Maximum value of Y coordinate
ymin Minimum value of Y coordinate
zmax Maximum value of Z coordinate
zmin Minimum value of Z coordinate
Table 3.3: Extrinsic parameters file
where xmax, xmin, ymax, ymin, zmax and zmin define a cube in 3D space.
Once this files are read, three different seeds are chosen in order to create three sets of
random points for the X, Y and Z coordinates in the defined 3D cube. The number of
random points is set for n3d (see table 3.3). This process is repeated for the number of
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different objects as specified in the extrinsic parameters file.
At this moment, the noise is created by means of normal, or Gaussian distribution random
values. The seeds are set and, with a fixed mean and standard deviation, the random data is
obtained and added to the image points.
Afterwards, the transformation of every 3D points is computed for every time step and ob-
ject. First of all the rotation matrix is created from equation 2.15. Then, the rotation and
translation is applied to the 3D points as:
Xc = R · (Xw − T ) (3.1)
The transformed points are saved and projected onto the image using the intrinsic parameters,
as we have seen in the 2.1.3 section, and taking into account the distortions, defined in the
2.1.2 section. The result points obtained for the forward scenarios are shown in the next three
pictures.
Figure 3.1: Created points for the scenarios 4.1 (left), 4.1 (middle) and 4.1 (right)
And the result points for the sideward scenes are:
Figure 3.2: Created points for the scenarios 4.1 (left), 4.1 (middle) and 4.1 (right)
3.2 RANSAC-based Outlier Classification
The RANSAC algorithm is the basis of this work because it helps to distinguish the inliers
(pairs of points that fulfill the epipolar constraint defined in equations 2.20 and 2.24) by the
outliers (pairs of points that do not fit in the epipolar constraint). Firstly, the algorithm
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chooses 8 samples randomly from the input data, taking into account all subsamples are
disjunct. This set of points are the input for the 8-points algorithm (Appendix A), in order
to obtain the fundamental matrix.
At this moment an iterative procedure is used. It is based on the calculation of the minimum
distances between every input point and its respective epipolar lines, using the formulas from
equation 2.22. It utilizes the Euclidean distance 3.2 defined in 3.2 between the line l and the
point X.
Figure 3.3: Representation of the algebraic distance
Therefore, the Euclidean distance is given by
d =
|ax1 + by1 + c|√
a2 + b2
(3.2)
where the line is defined as l = a× x+ b× y + c.
If the previous distance is smaller than a fixed threshold, the pair of points are labelled as
inlier, otherwise as outlier.
This process is repeated L times, where L is the number of iterations established in equation
2.43. L is a variable number because it depends on the probabilities of inliers and outliers,
then it is fixed with the minimum between the number iterations calculated by means of 2.43
or the maximum number of iterations pre-fixed. Along the repetitions we are going to save
the fundamental matrix that fits better the input data respective the F-matrix with the most
number of inliers.
To sum up the RANSAC algorithm:
1. Select randomly 8 points from the input data
2. Calculate the F-matrix by means of the 8-points algorithm
3. Calculate the minimum distance between the epipolar line and the points of all input
data
4. If the distance is bigger than a threshold, the pair of points are labelled as output,
otherwise, as input
5. If the number of labelled inliers is bigger than in the previous iterations, the current
F-matrix is saved as the current best one
6. Repeat steps 1 to 5 until a fixed number of iterations is reached
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7. Otherwise, repeat steps 1 to 5
Figure 3.4: RANSAC algorithm
3.3 Noise Correction
Noise could be a problem for the correct classification of inliers and outliers in image sequences,
because if we add some amount of noise to certain inliers, they could be labelled as outliers and,
in the opposite situation, an outlier could be labelled as an inlier. Hence, a noise correction
is implemented in this work.
First of all, we have to define which points are inliers and which ones are outliers, because
the corrections are going to be different for both groups. From the set of subsamples used in
the RANSAC algorithm the epipolar lines are calculated the equation 2.22. The minimum
Euclidean distance between the points and the epipolar lines is given in equation 3.4.The
epipole is given by the intersection of all epipolar lines and can therefore be calculated by
solving the overdetermined linear equation system
A · e˜ = 0 (3.3)
where the rows of A are the epipolar lines ~lT . Equation 3.3 can be solved using SVD.
d =
√
(x− x′)2 + (y − y′)2 (3.4)
It is checked whether the distances are greater than a distance threshold. And if so, the
fundamental matrix is going to be calculated again with another set of points. If the point is
close enough to the epipolar line, the direction of the optical vectors of this set of subsamples
should be checked since it could be the case of two different sets of moving points in the
same way but inverse direction, for example, if we have an egomotion as a pure translation
(0, 0, tz), and an object is moving straight towards the camera. Then the 2D motion vectors
of both, the rigid scene and the object result, are in the same epipole, although the motion
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direction is contrary.
In that case the distance between the epipolar line and the point is going to be smaller than
the threshold and the algorithm is going to label them as inlier, however they are outliers.
This ambiguity can be clarified calculating the Angular Distance of two different vectors, the
first is defined by the epipole e and the point from the previous time step x1, and the second
vector is defined by the optical flow ~u between the point from the previous step x1 and the
current point x2.
Figure 3.5: Angle constraint
where
cosφ =
u · v
‖u‖ · ‖v‖ (3.5)
and the points that go to the epipole e are labelled in the zone A and the points that go away
from e, in the zone B.
Then, we separate the space in two different parts, grouping the points in two different sets,
A or B. It means that the correspondences with the the angle calculated in 3.5 lower than 90◦
is labelled in the group A, and the ones with the angle greater than 90◦, in the group B.
It is not important if a pair of points is grouped in the set A or B, the direction of the
movement is. In order to have all subsamples idetified as inliers all of them must have the
same direction type, it means, all of them are defined or positive or negative in the last step.
Afterwards the distance between the current epipole and the previous is checked, and if this
distance is bigger than a maximum epipole distance it is supposed that the subsamples are
not correct, and it is checked with the next set of subsamples.
At this moment, it is examined if all subsamples points are inliers in order to confirm that
the fundamental matrix has been calculated correctly. From now on, the refinement process
begins, first with the subsamples and afterwards with all input data.
Now, the minimum distances are subtracted , which have been computed before, from the
optical flows of the subsamples. Then, the fundamental matrix is calculated again with the
new values and an iterative refinement process begins (see figure 3.6).
1. Calculate the fundamental matrix, the epipolar lines, the epipole and the minimum
distances from the refined data
2. Subtraction from the input data optical flows, the minimum distance computed in the
previous step
3. Epipolar lines calculation for all input data
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4. Angle constraint calculation, see figure 3.3
5. Calculate the minimum distance to the epipolar lines
6. Refinement of all input data, which means, subtraction from the optical flow, the mini-
mum distance computed in the fifth step. But, the subtraction is going to be different
if the minimum distance is bigger than a corrected threshold because then, the distance
substracted is reduced with a multiplied factor, in order to refine less the outliers than
the inliers
∆ux = sign(dx)×min(|dx| ,
∣∣∣∣ρ× dxn
∣∣∣∣) (3.6)
∆uy = sign(dy)×min(|dy| ,
∣∣∣∣ρ× dyn
∣∣∣∣) (3.7)
with
n =
√
d2x + d2y (3.8)
and ρ, which is is the stepwidth-parameter and it fitted depending on the noise level.
7. The minimum distance is recalculated for all input data and it is checked if the new
distance is bigger or smaller of the corrected threshold
8. If the distance is bigger, the points are labelled as outliers, and if it is smaller, they are
labelled as inliers
Figure 3.6: Noise refinement
The previous procedure is executed a fixed number of times, it depends on how many refine-
ments we need to do.
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3.4 Temporal Dependency
The disadvantage of the RANSAC algorithm is that there is no upper bound for the time it
takes to find a set of subsamples that fulfill a given constraint, therefore we have to find a
solution in order to reach a speed up. In this work, a temporal dependency is implemented
in the way that the RANSAC algorithm takes the tracked inliers from the previous step and,
if there are not enough points, it resorts to the rest input data.
First of all, it is checked which points from all input data were outliers in the last step. These
points are excluded from the RANSAC input samples, and then it is tested if the rest of the
points were one of the inliers’ subsamples used in the RANSAC procedure in the previous
step, and they are labelled as inlier candidates. The points that still have not been labelled
and that are grouped within the inlier set in the last step will be the next inlier candidates if
there are not enough points in the first set.
Afterwards, it is checked if the first set of inlier candidates in the last iteration fulfilled the
epipolar constraint (equation 2.24) before the refinement starts. Then, if the number of
iterations 1 is smaller than two, and the samples satisfy the previous requirement it is set
as RANSAC input data. If the number of samples is not big enough to apply the RANSAC
algorithm, the second data candidates will be used to fill the sample set.
When the number of iterations is greater than two, the RANSAC input samples are extracted
from all data minus the pair of points that were outliers in the previous step.
3.5 Segmentation
The algorithm used to segmentate the outliers is called K-Means. K-Means is a very simple
and easy algorithm that clusters a given set of data. The result is a separation of K different
classes. In this work the K-Means OpenCV implementation is used and the coordinates of
the points and the optical flows are the input of the algorithm . Therefore, the classification
that the algorithm does depends only on the points position and their flow vector. Similar
and close flow vectors are going to be labelled in the same cluster. Finally, the algorithm aims
at minimizing an squared error function, the objective function.
J =
k∑
j=1
n∑
i=1
∥∥∥x(j )i − cj∥∥∥2 (3.9)
where
∥∥∥x(j )i − cj∥∥∥2 is the distance between the data point x(j )i and the center of the cluster
cj.
Likewise, this algorithm has been adapted to many problem domains because of its easy and
fast working.
However this algorithm has some drawbacks:
1One iteration represents a checking of (total number of data)/(size of subsample) different groups of size
of sample points, extracted from (total number of data - number of outliers)/(size of a subsample) amount of
samples, in the RANSAC algorithm and if any of this set of points fit into the algorithm is when a second
iteration is checked. There is another type of situation, when the labelled inliers points is checked that they
are outlier because their distance with the line if bigger than a threshold, in that case the algorithm goes to
the next iteration immediately.
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• The way of initializing is not established
• The results depend on the initial value of the measurements. Therefore, the optimum
solution is obtained using several initial data
• The results depend on the used metric in order to defined ‖x−mi‖, where x are the
points to classify and mi the means, used to define from which cluster is every point.
If this distance is the minimum distance of all the K distances, the point is set to
this cluster. Usually, all variables from this distance are normalized by its standard
deviation.
• The result depends on the initial guess of the number of clusters. Hence, an inappro-
priate choice of K (number of clusters) may yield poor results
The last point is the hardest to handle because, as it is explained in the section 2.3, it is very
complicated to define the number of independent motions in a scene and it takes considerable
time. The main problem is the noise, since the algorithm that estimates the number of motions
is very sensitive to it.
Since the algorithm is very fast it is usual to run it several times and return the best cluster
results.
The obtained results are not very useful if the initial guess of the number of clusters is not
correct, because it separates the outliers in the number of clusters given and sometimes points
from the same object are classified in different clusters. Otherwise, if the number of clusters
is correctly chosen, the result is better.
39
40
Chapter 4
Results
4.1 Test Series
In this work three different situations are tested. The first and the second are made with
synthetic data trying to simulate diverse real situations related with the cars, and the third
uses real data. All of them are related with the cars because it is a very interesting and useful
topic in this area in order to distinguish different moving points between them and from the
background and inform or even prevent any accident.
The first case consist of three forward moving scenes where the first represents a car in front
of our camera that is turning left, figure 4.1. From now on, all the images are equipped of
two different set of points going to the viewer, which are the background of any road or place
where a car could be and all the pictures are represented by the optical flow of the moving
objects because is the easiest way to get an idea of the real scene.
Figure 4.1: Representation of a car turning left.
The second scenario symbolizes a pedestrian crossing the street, a very typical driving sit-
uation. The pedestrian is going fast because it represent a child running or someone in a
hurry.
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Figure 4.2: Representation of a pedestrian crossing the road.
And the third one consists of a car that goes in front of the camera and, at the same time,
an object is falling down. This object could represent a ball of a child, a bird, etc.
Figure 4.3: Representation of an object falling down and a car that goes in front of us.
The second set of situations consists of sideward moving objects. The first scene represents
diverse traffic signs that any car can find in any road. The two types of traffic signs shown
are the one on the side of the road (represented in green) and the big ones usually situated
in the middle of the road (represented in yellow).
Figure 4.4: Representation of a group of traffic signs
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The second scenario consists of a car that overtakes our camera with higher velocity, also a
traditional driving situation.
Figure 4.5: Representation of a car that overtakes us.
And the last synthetic sideward scene represents a crash between two cars which come from
both sides. This case is a very interesting situation because if both cars are very good defined
and separated, then an accident between them and us can be prevented.
Figure 4.6: Representation of two cars before a crashing.
For the real data case, we have studied two different scenarios. All the scenarios shown
following are images from the video sequence. Furthermore the images with green points
represent the optical flow vectors of the correspondence points which give us an idea of the
movements in the image sequences.
The first real scene consists on a road with a motorbike in front of the car where the camera
is installed.
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Figure 4.7: Scenario with a motorbike going inwards.
As we can see in 4.1 the motorbike is going away from the camera and the rest of objects do
not undergo any movement.
Figure 4.8: Representation of the flows in the sequence.
In the second scene appears another road with two bicycles, some buildings in the borders
and some people in the right border of the image.
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Figure 4.9: Scenario with two bicycles going inwards and outwards of the image.
The bicycles, one is coming to the camera and the other one is going inwards of the image.
There are also people in the right border of the picture. Following we can see the optical flow
vectors of the scene in order to have a clearer idea of the sequence.
Figure 4.10: Representation of the flows in the sequence.
The RANSAC algorithm and the refinement procedure are tested and studied with the syn-
thetic data. Afterwards the result is segmented by means of the K-Means algorithm. The real
data sequences are used to see the final results of the whole process (RANSAC algorithm, re-
finement procedure and K-Means algorithm) in order to have an idea of how good the process
works with real scenarios.
4.2 Outliers Detection
In this section is shown the RANSAC algorithm and the refinement procedure separately in
order to show the strong and weak points of both process. They are subject to noisy data, with
different amount of noise in the samples. The input data used, the same in both programs, is
45
the synthetic data introduced in the last section 4.1 and it includes all possible situations in
a road.
In the RANSAC algorithm the study is focused in the relation between the noisy data with
the number of the detected outliers. As we are working with synthetic data, the previous
knowledge about the number of inliers and outliers is used since they are labelled at the
beginning, and it is very useful in order to determine them.
4.2.1 RANSAC algorithm
The RANSAC algorithm could have different behavior depending on the additive noise applied
to the data. Because of that, all the data is presented next with different quantity of noise in
order to study the behavior of the procedure in different noise situations.
First of all, the examples with forward moving objects are introduced and then the examples
with sidewards moving objects.
Forward moving objects scenario
The first scene studied is the one shown in the figure 4.1, where a car is turning left in front
of the camera. Taking into account that the maximum number of samples in the scenario is
677, with 478 number of inliers and 199 number of outliers, the detected number of inliers in
all situations are determined in the next table:
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 484 359 321 478
Number outliers 193 318 356 199
Table 4.1: Number of inliers and outliers.
The values without noise are bigger than the real value of inliers and it is owing to some of the
flows from the car that are very similar to the background flow vector. When the RANSAC
algorithm takes the points with similar flows to construct the fundamental matrix, it confused
and labelled this points from the car as inliers. In the figure 4.2.1 is shown the result of the
RANSAC algorithm in the scenario, without noise.
Figure 4.11: RANSAC algorithm result without noise.
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With noisy data, as we can see in the figures 4.2.1 and 4.2.1, the problems appear with the
background points because it takes them as outliers.
Figure 4.12: RANSAC algorithm result with noise standard deviation 0.3 (left image) and 0.5
(right image)
If the scene with a pedestrian crossing the road 4.1 is analyzed, it is obtained the next table
showing the number of detected inliers and outliers with the diverse considered noises:
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 758 552 446 750
Number outliers 71 277 383 79
Table 4.2: Number of inliers and outliers.
If it is considered the real number of inliers in the scene, which are 750, and the total number
of points, 829, we can realize that the detected number of inliers without noise is, as the
previous scenario, bigger than the real value. It is due to the same reason as the previous
example, because, as it is shown in the image 4.2.1 some points from the pedestrian are
labelled as inliers because their flows are similar to some flows from the background, therefore
the fundamental matrix confuses these points.
Figure 4.13: RANSAC algorithm result without noise.
If now we focus the attention in the results from the noisy data, we realize that in this scenario,
as the others, has a lot of bad labelled points, then it is useful a refinement procedure.
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Figure 4.14: RANSAC algorithm result with noise standard deviation 0.3 (left image) and 0.5
(right image)
The last sequence of the forward objects is composed of an object falling down and a car in
front of the camera (figure 4.1). Applying the RANSAC algorithm in this case, the got results
are illustrated in the table 4.3 and in the image 4.2.1 is shown the result without noise.
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 539 434 369 510
Number outliers 145 250 315 174
Table 4.3: Number of inliers and outliers.
Figure 4.15: RANSAC algorithm result without noise.
The real number of inliers is 510 and the total number of points is 684, then the number
of inliers is a value lower than the estimated one. The problems in this case are the center
points from the car. They have a very small or no optical flow and they are confused with
the points from the background, which has also the same kind of flows, or we can consider
them as noise. Therefore, the center points of the car are labelled as inliers unless they are
outliers. The points from the boundary of the car are not wrongly labelled because they have
a greater optical flow and they cannot be confused with the background.
The points belonging to the object that falls down are correctly designated as outliers in every
case.
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Figure 4.16: RANSAC algorithm result with noise standard deviation 0.3 (left image) and 0.5
(right image)
The data with noise create confusion to the RANSAC algorithm and points from the back-
ground are labelled as outliers. However, the points from the center of the car are not correctly
labelled either.
In the three cases, the unique points properly labelled are the points from the object that
falls down.
Sideward moving objects scenario
It is also important to take into account different object positions in order to see if the
RANSAC algorithm works properly in both cases or if it has problems in any case.
Then, the first scene explained here is the one that consists of two traffic signals (figure 4.1).
In this case all the scene points should be inliers because the traffic signals are part of the
background because they do not have an independent movement. The obtained number of
inliers and outliers is shown in the table 4.4.
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 525 456 368 540
Number outliers 29 98 186 0
Table 4.4: Number of inliers and outliers.
As in the forward object examples, the values without noise are are very similar to the real
ones, and with noisy data, there are some problems with the background points.
The next images shown the RANSAC output with and without noise. As it is illustrated, the
detected outliers belongs to the traffic signals, although they should be inliers because they are
part of the background. It is because their flows are almost the same as the rest background,
but they are not the same, then the distances between the points and the epipolar lines are
not within the threshold, although they are closer. The effect produced by the noisy data is
the labelling of some background points as outliers, as it is shown in the second and third
images from the next figure.
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Figure 4.17: RANSAC algorithm result with and without noise
The scene with an overtaken car (figure 4.1) produces the following results in the RANSAC
algorithm:
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 511 400 330 511
Number outliers 48 111 181 48
Table 4.5: Number of inliers and outliers.
The real number of inliers in this scenario is 511 and the real number of outliers is 48. The
results without noise are equal to the real values, therefore the RANSAC algorithm in this
case does not confuse any point as inliers or outlier and works perfectly. This perfect result is
obtained because the optical flow vectors from the car are very different from the background.
The produced image in this example is shown next:
Figure 4.18: RANSAC algorithm result without noise.
As it is shown in the image 4.2.1, the noisy data produces errors in the background but
specifically in the center of the image, where there are points which has a very small flow
vectors and they are usually confused as outliers. In these cases, the errors also affects the
points belongs to the car that are labelled as inliers.
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Figure 4.19: RANSAC algorithm result with noise standard deviation 0.3 (left image) and 0.5
(right image)
The last synthetic example consists of a crash of two cars (figure 4.1) and the outputs with
the different amount of noise of the RANSAC algorithm are shown next:
σ = 0 σ = 0.3 σ = 0.5 Reference
Number inliers 763 638 469 750
Number outliers 121 246 415 134
Table 4.6: Number of inliers and outliers.
Taking into account the real number of inliers, which is 750, the total number of points, 884,
and the image 4.2.1, we realize that the number of detected inliers is greater than the real
number of inliers and it is justified by the cars optical flows which are similar to some optical
flows from the background.
Figure 4.20: RANSAC algorithm result without noise.
The images with the noisy data shows that the labelled outliers are from the background and
the points from the car labelled as inliers in the last case, are also labelled as inliers in this
case.
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Figure 4.21: RANSAC algorithm result with noise standard deviation 0.3 (left image) and 0.5
(right image)
It is worth pointing out that the center image points from the background are the first points
affected by the noise because of their short optical flows, which are very different from the
other background points.
4.2.2 Refinement procedure
In the refinement process the noise damage the set of points, and this procedure is imple-
mented in order to correct this errors introduced for the noise. Then, the number of inliers
and outliers detected at the beginning of the process are different at the end of it.
Owing to the initial noisy or not noisy data, we have to define a stepwidth parameter in
order to correct in a different way two scenarios with different amount of noise. Therefore, an
scene with a lot of noise should have a bigger stepwidth parameter than an scenario without
noise. However, if this parameter is not well defined the number of refinements could be not
enough or too much to achieve the correct solutions. If in the refinement procedure too many
iterations are used, all the points from the scene will be labelled as inliers, although not all
of them are.
Next the examples with forward, sideward and real moving objects is shown and analyzed.
Forward moving objects scenario
In this section and in the next one it is demonstrated the advantages of the refinement
procedure making use of the percentage of inliers and outliers in the scenes and comparing
them with the real values.
In the sequence where a car turning left appear, the number of inliers and outliers detected
without refinement and related to the noise standard deviation, is shown in the next graphic:
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Figure 4.22: Inliers and outliers percentage before the refinement procedure.
And the values of the percentages are:
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 68, 81 44, 65 28, 59 69, 57
Percentage of outliers 31, 19 55, 35 71, 41 30, 43
Table 4.7: Inliers percentage values and outliers before the refinement procedure.
As it can be seen, the number of detected inliers decreases as the standard deviation increases.
Taking into account the real percentage of inliers in the scene that is 69.57%, and the real
number of outliers that is 30.43%, it is shown that the number of inliers detected without
noise is almost the real percentage, but when the noise is added, the value decrease fast.
Then, it is obvious the necessity of a refinement procedure in order to improve the noisy data
situations.
53
Hence, it is presented next the graphic 4.2.2 and the table 4.7 after the refinement process,
then the results are better.
Figure 4.23: Inliers and outliers percentage after the refinement procedure.
And the values of the percentages are:
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 75, 08 74, 62 73, 70 69, 57
Percentage of outliers 24, 92 25, 38 26, 30 30, 43
Table 4.8: Inliers percentage values and outliers after the refinement procedure.
As it is shown, in the graphic 4.2.2, the percentage of inliers in all cases is higher than the
real number. This is an example of the application of too many iterations in the refinement
procedure, then this number should be smaller. Then, the number of iterations can not be
very big because if not, at the end all points will be inliers because all minimum distances
will be corrected.
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Now, the results from the scene that simulates a pedestrian crossing the road, are shown
and analyzed. Next there are the percentage of inliers and outliers before the refinement
procedure, therefore, the results from the RANSAC algorithm.
Figure 4.24: Inliers and outliers percentage before the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 87, 83 55, 38 36, 92 88.95
Percentage of outliers 12, 16 44, 61 63, 08 11.05
Table 4.9: Inliers percentage values and outliers before the refinement procedure.
As in the last example, the number of inliers detected also decrease with the increase standard
deviation. In this case the real percentage of inliers and outliers in the sequence is 88.95%
and 11.05% respectively. The number of inliers when the standard deviation is 0.3 is less than
the half of the real number of them, then the first estimation is not a very good result. As
the next graphic 4.1 and table 4.2.2 illustrate, with the use of the refinement process equal or
better performances are obtained, always compared to the real values.
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Figure 4.25: Inliers and outliers percentage after the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 87, 83 87, 97 87, 55 88.95
Percentage of outliers 12, 17 12, 03 12, 45 11.05
Table 4.10: Inliers percentage values and outliers after the refinement procedure.
As it is presented, after the refinement the values of the percentages of inliers with noisy
data, in this case are better than the free noise data. Therefore, the number of refine-
ment iterations is appropriated. The number of inliers does not increase in the free data
noise because the minimum distances of the outliers could be enough big to not get in
the threshold, which distinguish the inliers from the outliers, with the set number of iterations.
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The last case studied in the forward moving objects is example with a car going at the same
velocity of the camera and an object falling down with high speed. In that case the results
obtained are:
Figure 4.26: Inliers and outliers percentage before the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 66, 23 46, 78 19, 44 66, 52
Percentage of outliers 33, 77 53, 22 80, 56 33, 48
Table 4.11: Inliers percentage values and outliers before the refinement procedure.
In this case there are less percentage of inliers than in the last cases, 66, 52%, with 33, 48% of
outliers.The number of inliers when the standard deviation is 0.3 is less than the half of the
real number of them, then the first estimation is not a very good result.
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As the next graphic 4.1 and table 4.2.2 illustrate, with the use of the refinement process equal
or better performances are obtained, always compared with the real values. But we have
to pay attention in the noisy data with standard deviation of 0.3 because for this case te
number of refinement iteration is too much and the percentage of inliers is bigger than the
real percentage. Then, in this case, the number of iterations should be lower.
Figure 4.27: Inliers and outliers percentage after the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 66, 37 67, 39 66, 81 66, 52
Percentage of outliers 33, 63 32, 60 33, 19 33, 48
Table 4.12: Inliers percentage values and outliers after the refinement procedure.
With all forward moving object scenes shown, the initial guess without noise is correct and
very close to the real percentage value and with the noisy data is always a very decreased
value from the real. But, after the refinement process, all scenarios and data, noisy and free
noise, are more or less the same and, sometimes, the noisy data is better corrected than the
data without noise.
Sideward moving objects scenario
The scenes with sidewards moving objects are studied in this section. As the last section, the
percentages of inliers and outliers are compared and analyzed in order to see the strong and
weak points of our refinement procedure.
The first scenario presented is composed of two different traffic signals as it is explained in
4.1. The obtained results in this case are the next:
58
Figure 4.28: Inliers and outliers percentage before the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 39, 89 26, 53 19, 85 100
Percentage of outliers 60, 11 73, 47 80, 14 0
Table 4.13: Inliers percentage values and outliers before the refinement procedure.
Ther real percentage of inliers in this case is 100%, then the percentage of outlier is 0%.
As it is shown the estimated values before the refinement procedure are far away from the
real values. It is owing to the program takes the two signals as different object because the
minimum distances from the points to the epipolar lines are bigger than the fixed threshold.
But, this minimum distances is very close to this threshold, then with few iterations of the
refinement all the inliers are almost detected, as it is shown in the next figures.
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Figure 4.29: Inliers and outliers percentage after the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 98, 74 99, 28 95, 67 100
Percentage of outliers 1, 26 0, 72 4, 33 0
Table 4.14: Inliers percentage values and outliers after the refinement procedure.
As usually the most noisy data does not have enough iterations to obtain the real value. It
could be corrected increasing the number of the refinement iterations.
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The next studied scene consist of a car overtaken the camera with higher velocity, 4.1. In
that case the number of the labelled inliers with no noisy data is very high and very close to
the real value, that is 90, 46%, and the detected inliers with the noisy data are very far from
the real data. The exact values are shown in the next figures:
Figure 4.30: Inliers and outliers percentage before the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 89, 26 53, 08 31, 21 90, 46
Percentage of outliers 10, 74 46, 92 68, 79 9, 54
Table 4.15: Inliers percentage values and outliers before the refinement procedure.
The behavior of the program in this example is pretty similar than in the examples from the
last section, therefore, the number of the detected inliers decrease with the increasing of the
noise.
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After the refinement procedure the labelled inliers is higher and closer to the real values, as
it is illustrated following:
Figure 4.31: Inliers and outliers percentage after the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 89, 26 88, 67 88, 27 90, 46
Percentage of outliers 10, 74 11, 33 11, 73 9, 54
Table 4.16: Inliers percentage values and outliers after the refinement procedure.
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And the last synthetic example is the simulation of a crash between two cars. The results of
this scenario are presented next:
Figure 4.32: Inliers and outliers percentage before the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 81, 24 53, 17 36, 61 82, 28
Percentage of outliers 18, 76 46, 83 63, 39 17, 72
Table 4.17: Inliers percentage values and outliers before the refinement procedure.
The obtained perfomance is similar to the previous one where the number of the detected
inliers is very high and with the noisy data this value decrease. The real percentage values
of the inliers and outliers are 82, 28% for the inliers and 17, 72% for the outliers. With the
refinement procedure in the three situations the percentage of inliers increase until almost the
real value.
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Figure 4.33: Inliers and outliers percentage after the refinement procedure.
σ = 0 σ = 0.3 σ = 0.5 Reference
Percentage of inliers 81, 24 80, 98 80, 85 82, 28
Percentage of outliers 18, 76 19, 02 19, 15 17, 72
Table 4.18: Inliers percentage values and outliers after the refinement procedure.
4.3 Clustering
K-Means (3.5) is the clustering algorithm used to label all the detected outliers in order to
know the number of independent moving objects in the scenario.
As it is explained in section 3.5, one of the principle drawbacks of the K-Means algorithm
is the unknown number of clusters before the initialization. In this work this value is set
to five. Afterwards are shown the appeared problems due to this declaration, with some
examples. However, when there is a correctly initialization, this algorithm is the best because
it is fast and very easy to use. In the other hand, as it is also explained in the section 3.5,
the calculation of the real number of moving objects is very hard, therefore in order to have
a fast and easy program the K-Means is used.
The clustering is applied only to the set of outliers, then the considered noise is the one
from the previous procedures, RANSAC and refinement algorithms. This noise affects to the
number of outliers that are going to be clustered.
Next it is illustrated the results of the K-Means with the sequences from the section 4.1 with
and without noise. The input of the clustering algorithm is the output of the refinement
procedure.
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Forward moving objects scenario
In this section the scenes with forward moving objects using the K-Means algorithm are
studied. The obtained results without noise of the three different scenarios, are shown next:
Figure 4.34: Results of the K-Means algorithm in the scenario with a car turning left, without
noise.
Figure 4.35: Result of the K-Means algorithm in the scenario with a pedestrian crossing,
without noise.
Figure 4.36: Results of the K-Means algorithm in the scenario with an object falling down
and a car going in front of the camera, without noise.
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The result from the clustering shown in the previous images (4.34, 4.35 and 4.36) illustrate
the principle problem of the K-Means algorithm, that appear when the initialization of the
number of clusters does not fit to the real sequences, the algorithm separate the objects in
subobjects in order to obtain the number of the fixes number of clusters. In this case, there
is only one moving object, then this object is cluster in five pieces and shown as five different
objects.
In the last example (figure 4.36) the same as in the previous scenario occurs, the car that goes
in front of the camera is separated in four pieces in this case, because the fifth is the object
falling down.
The scene shown in the figure 4.35 shows the problem with the background data of the center
of the image. In this case it is labelled as outliers because of its optical flows ann then it is
clustered as one object. In the other hand, the pedestrian is clustered in four different set of
points, although it is all the same moving object.
If now noise is added to this scenes, the K-Means output is:
Figure 4.37: Results of the K-Means algorithm in the scenario with a car turning left, with
noise standard deviation of 0.5.
Figure 4.38: Result of the K-Means algorithm in the scenario with a pedestrian crossing, with
noise standard deviation of 0.5.
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Figure 4.39: Results of the K-Means algorithm in the scenario with an object falling down
and a car going in front of the camera, with noise standard deviation of 0.5.
The differences between this images and the previous ones are some points that have not been
corrected with the refinement procedure, for example in the image from the figure 4.38, the
two pink point in the center set of points. Another difference is produced in the sequence
4.39, where some points from the car are clustered together with the points from the falling
object. But, globally the results are pretty similar with the previous ones.
Sideward moving objects scenario
If now the sideward moving object scenes are used as an input for the K-Means algorithm,
the obtained results are:
Figure 4.40: Results of the K-Means algorithm in the scenario with traffic signals, without
noise.
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Figure 4.41: Result of the K-Means algorithm in the scenario with a car overtaken the camera,
without noise.
Figure 4.42: Results of the K-Means algorithm in the scenario with two cars crashing, without
noise.
In all of three pictures the most relevant thing is the problem with the center points of the
background, in special in the first image that is composed on the traffic signals and only
appeared this points as outliers. The moving objects in the last two scenes are also separated
in different objects in order to obtain the fixed number of clusters.
If now it is considered the noise in this scenes, the results are:
Figure 4.43: Results of the K-Means algorithm in the scenario with traffic signals, with noise
standard deviation of 0.5.
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Figure 4.44: Result of the K-Means algorithm in the scenario with a car overtaking the camera,
with noise standard deviation of 0.5.
Figure 4.45: Results of the K-Means algorithm in the scenario with two cars crashing, with
noise standard deviation of 0.5.
The problem explained before, about the background points of the center of the image, also
appears in these situations.
In the first image (4.43), where two traffic signals are simulated, besides the existence of
the previous problem, some flows from the background which are not corrected with the
refinement procedure appear.
In the second and third images (4.44 and 4.45) the main problem of the K-Means algorithm
appears again. Moreover, the moving objects are separated into different regions.
4.3.1 Real data sequences
If the first sequence of the real data is taken into account and all the procedure is applied to
it, we will obtain, in some frames, the next clustering result:
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Figure 4.46: Result of the K-Means algorithm applied to the video sequence with a motorbike
going in front of the camera.
As we can see, the points which belong to the motorbike (the independent moving object in
the scenario) are correctly detected and labelled, and the rest of the points that correspond
to the static background, are labelled as inliers. But there are some situations, as it is shown
in the figure 4.3.1, where some points are not properly labelled. In this case we have some
points from the background that are labelled as outliers, when they are, in fact, inliers. This
problem occurs because the image is not correctly calibrated so we have some problems in the
borders of the image. The other points from the center of the image that are not well labelled
is due to the fact that maybe they are in the same plane as the camera and, in this case, the
epipolar geometry is not defined and they are not properly distinguished.
Figure 4.47: Some errors with the clustering.
If now we see the results of the second real sequence, the clusters are related to the two moving
bikes and to the people that are waiting in the train stop.
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Figure 4.48: Result of the K-Means algorithm applied to the video sequence with two bicycles
going inwards the image and coming to the camera.
However, in some frames of this scenario there are also problems in the labelling procedure.
As it is shown in the next image, some of the points that belong to the bike that goes inwards,
are labelled as inliers. The reason could be that also these points might be in the same plane of
the camera and the epipolar geometry is not well defined. Therefore, they cannot be detected
correctly and in this case, they are labelled as inliers.
Figure 4.49: Some errors with the clustering.
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4.4 Evaluation
The obtained results in the RANSAC algorithm, if the data is free of noise, are as expected.
However, when the noise is not zero, the differences appear. The more noise, the more errors
in the calculated distances turn up and some real inliers are labelled as outliers and the
other way round. This fact is due to the sensitivity of the epipolar geometry against the
noisy data. Therefore, if the data has noise, the epipolar geometry will have some errors,
and the epipolar restriction (2.20 or 2.24) is not fulfilled. Hence, the distances between the
epipolar lines and the points will be very different from zero and this points will be labelled
as outliers.
In the refinement process, the noise affects the initial inliers estimation. Therefore, we will
have more or less labelled outliers as an initial guess. The minimum distances calculated in
this process, if the amount of noise is big, may be very high and the refinement procedure
has not enough time to correct the errors. For this reason, the stepwidth parameter is
used and should be set before the procedure starts. However, in most cases, the refine-
ment procedure exhibits very good results and corrects most of the errors caused by the noise.
With the clustering algorithm, K-Means, problems with the center background points occur.
These points have very small optical flow vectors which makes them different from the rest.
Sometimes they are labelled as other different moving object and, for this reason, they are
sometimes treated as noise. Another problem occurs due to the initialization of the number
of clusters. It can happen that one moving object is treated as more than one independent
object in order to respect the number of clusters previously set.
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Chapter 5
Conclusions
The segmentation of moving objects from image sequences is a basic task for several
applications of computer vision. At present, this type of segmentation is not satisfactory and
there are a lot of studies to solve this problem.
In this thesis, independently moving object detection problem with non stationary camera
sequences is analyzed for different scenarios. We have used synthetic and real data and,
although the feature detection is not necessary with the synthetic data, it is for the the real
data so the corner detection is applied. Afterwards, these noisy or free noise features are put
into the RANSAC algorithm in order to have the first separation between inliers and outliers.
At this moment, problems appear because the RANSAC algorithm, without any refinement
procedure, has different results depending on the amount of noise in the data. Therefore,
as it is explained in the subsection 4.2.1, we have almost perfect results without noise, and
some problems with the points that belong to the background. This is a real problem to be
solved, and one possible solution is explained in this thesis.
First of all, a temporal dependency has been implemented, which is an improvement of the
typical RANSAC algorithm. This is implemented in order to compute the fundamental
matrix faster. This process takes the points labelled as inliers from the previous time step,
as an input for the calculation of the fundamental matrix in the RANSAC algorithm. With
this process we try to find the correct fundamental matrix faster.
The refinement consists of a subtraction of the calculated minimum distance, to the optical
flow of every data point. In order to do this iterative process in the best way, we need the
result from the RANSAC algorithm since the labelled outliers have a smaller correction than
the labelled inliers. If this condition is not taken into account, at the end all points will be
corrected and labelled as inliers.
The main drawback of this dependency is that the mismatches are predicted. Therefore,
the detected outliers will never be used in the fundamental matrix calculation although they
might be inliers in future frames.
As we can see in 4.2.2, the refinement procedure with noisy data improves the results and
labels almost all points correctly. If we analyze the results with free noise data we can see
that the results are almost the same before and after the refinement procedure.
When the refinement process is done, the labelled outliers are clustered in order to know
how many different moving objects exist in the scene. Setting the initial number of cluster to
five (4.3), and defining the K-Means input with the optical flows and the points themselves,
we obtain the expected results, as it is defined in section 4.3. Some objects are separated in
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pieces in order to get the number of clusters set, and in some examples, two different objects
are set in the same cluster because of their characteristics (i.e. two different separated objects
with the same direction and way of movement).
As it is seen, this method is very robust against noise. However, if the number of refinement
iterations is not correctly set, some outliers become inliers or not all the inliers have enough
time to be completely corrected.
The reason to use the K-Means algorithm to cluster the labelled outliers is because it is the
simplest method. Notwithstanding, it has some weaknesses such as we never know the real
number of independent objects, because the number of clusters of a scene should be fixed
before the algorithm computation. However, as it is mentioned in [Vidal 02], a solution exists
for this problem and it is the rank calculation of the multibody fundamental matrix that is
equivalent to the number of the existent moving objects. Anyway, this algorithm cannot be
used because of its elevate sensitivity to the noise.
If real data is used, the most important necessities from the system is speed and accuracy.
Our method might have weaknesses in this area because it has huge computational cost with
the fundamental matrix calculation, the epipolar geometry calculation and the refinement
procedure. Moreover, it finds difficulties determining the correct optical flows. However, in
order to improve these topics in this work, the temporal dependency is used, which makes
the RANSAC algorithm and the refinement procedure faster.
Future works should be addressed to the idea of the rank of the multibody fundamental matrix
calculation in order to find a faster and easier method to calculate this rank or to use another
algorithm to obtain the number of moving objects in the scene to be clustered. It would be
an important improvement since the final clusters would be meaningful (it would segment
the image into different cluster that would really correspond to different objects) and would
identify every independent motion. However, other clustering algorithms, such as EM or MB
algorithms, might be used.
In addition, more constraints may also be added. Such constraint could be the Trifocal
constraint [Hartley 03] and it is useful in order to make the procedure more robust.
An automatic estimation of the noise level could be useful to define the stepwidth parameter
in the refinement procedure which depends directly of the amount of noise in the data.
Finally, this work might be improved performing more tests with real data sequences and
correcting some problems that appear in the degenerate epipolar cases.
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Appendix A
Fundamental Matrix Estimation
Algorithms
In this thesis the algorithm used to calculate the fundamental matrix is called 8-points algo-
rithm. This is one of the simplest algorithms and it is mentioned in [Wu 05] and [Hartley 07].
For the implementation of this algorithm n ≥ 8 correspondences are needed and afterwards,
the first thing it should be done is to obtain an homogenous system A· ~f = 0 from the equation
that all pair of points satisfy, x′T · F · x = 0 . In this case, the measurement matrix A has a
range of n × 9 and it is created for the equation that every n correspondences generate and
the vector ~f has a range of 1× 9 as we can see next:
f = [f11, f12, f13, f21, f22, f23, f31, f32, f33]T
A =

x′1 · x1 x′1 · y1 x′1 y′1 · x1 y′1 · y1 y′1 x1 y1 1
x′2 · x2 x′2 · y2 x′2 y′2 · x2 y′2 · y2 y′2 x2 y2 1
...
...
x′n · xn x′n · yn x′n y′n · xn y′n · yn y′n xn yn 1
 (A.1)
The vector ~f , which contains the entries from the fundamental matrix, is defined up to
an unknown scalar. In order to defined ~f and rejecting the trivial solution it is made the
additional constraint ‖~f‖ = ~fT ~f = 1 or, in other words F33 is set to 1 and the problem is
solved with a linear least square minimization.
To find a solution to this problem it is needed at least 8 point correspondences. If the number
of correspondences is 8 With more than 8 point matches, the matrix A defines an overspecified
system of equation and if a non-zero solution is assumed, A rank must be maximum 8.
Therefore there will exist a unique solution for ~f .
Anyway, if the data is noisy the rank of A will be 9 and it is not be able to find a non-zero
solution to the equations A· ~f = 0. Then, it is sought the vector ~f that minimizes ‖A~f‖ taking
into account the constraint ‖~f‖ = 1. The solution for this problem comes from applying the
SVD (Singular Value Decomposition) to the matrix ATA = U · D · V T where U and V are
orthonormal matrices and D is diagonal. The solution for ~f is the eigenvector corresponding
to the smallest eigenvalue of A, which is usually the last column of V in the SVD.
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On the other hand, ideally the F matrix should have rank 2, but due to inaccuracies usually
the rank is 3. To make F singular, we have to do the SVD of F and set the smallest element
of the D diagonal to zero. Then the correct estimation of the F-matrix should be calculated
again with the new values.
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Appendix B
Veronese Map
The Veronese map, also called Veronese variety, named for Giuseppe Veronese (1854-1917), as
it is explained in [Fulton 85], is the embedding of the projective plane given by the complete
linear system of conics. If it is supposed X = Pr, where n-th osculating space at x is the
linear subspace of PN determined by the N+1 first partial derivatives of f , the n-th Veronese
embedding is the next, in affine coordinates centered at x:
f(x1, ·, xr) = (x1, · · · , xr, x21, x1, x2, · · · , x2r , x31, · · · , xnr ) (B.1)
Then, taking into account that [x1, · · · , xr] denotes homogeneous coordinates, the Veronese
surface is a mapping of:
f : X = Pr → PN (B.2)
assuming N , that is given by the binomial coefficient, as N =
(n+r
r
) − 1. This mapping
transfers a linear transformation [x1, · · · , xr] to all possible monomials of total degree r, thus
the appearance of the binomial coefficient is from consideration of the combinatorics.
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Appendix C
Pseudo-Inverse
The Pseudo-Inverse, also called Moore-Penrose pseudoinverse, is a generalization of the inverse
matrix but with a non square matrices composed of real or complex numbers. It is used to
find the solution to the following system of linear equations:
~x = A · ~y (C.1)
where ~x ∈ Rn, ~y ∈ Rm and A ∈ Rn×m. Then, the pseudo-inverse A+ of the matrix A with
rank n×m that gives the solution to the last equation is:
~y = A+ · ~x (C.2)
and satisfies the following four conditions:
1. AA+A = A
2. A+AA+ = A+
3. (AA+)∗ = AA+
4. (A+A)∗ = A+A
where A∗ is the conjugate transpose of the matrix A. Therefore, A+A or AA+ are Hermitian
and AA+ are the general identity matrix.
The pseudo-inverse matrix has some properties:
• If the matrix A n× n is reversible, then the rank of A is n, and full rank, the pseudo-
inverse matrix coincide with the inverse: A+ = A−1.
• If the matrix A is not full rank, then the rank m > n, the solution is the one that
minimizes:
‖~x−A~y‖ (C.3)
The solution is not possible to find but the pseudo-inverse gives a solution ~y such that
A~y is closest to the desired solution ~x.
• If the values of the matrix rank are m < n, the solutions given by the pseudo-inverse
is the one that minimizes the norm of ~y : ‖~y‖. The number of solution in this case is
infinite and the solution of the pseudo-inverse is the particular solution that minimize
the vector 2-norm.
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• The pseudo-inversion is a reversible function, then: (A+)+ = A.
• The pseudoinverse of a zero matrix is its transpose.
In any case, generally the pseudo-inverse is best computed using the Singular Value Decom-
position, explained in D
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Appendix D
Singular Value Decomposition
The Singular Value Decomposition is a well known algorithm that factorize matrices into a
series of linear approximations. The linear factoring is exact, which means that the series
of linear factors that compose the factorization, added together, exactly equal the original
matrix; and it is optimal because if the Frobenius norm is used in order to measure matrix
similarities, these gives the best possible linear approximation. Given a matrix A ∈ Rm×n,
three matrices, U ∈ Rm×n, D ∈ Rn×n and V ∈ Rn×n, exist, which the SVD decomposition is
written as:
A = U ·D ·VT (D.1)
where D has all values fixed to 0 except the first min(m,n) elements from the diagonal that
are the singular values σi. This singular values are always positive or zero. The matrices U,
which columns are the left singular vectors, and V, which rows are the right singular vectors,
are orthogonals, then UTU = I, VTV = I′ and the matrix I has a rank of m × m and I′
n× n.
Notice that the j-th row of the matrix VT, therefore the j-th column of V, is related to the
j-th singular value of D, and the same occurs with the j-th column of U matrix. The SVD
is always feasible and unique because the difference could be the order of the columns in the
matrices. SVD is extraordinarily useful and has many applications such as data analysis,
signal processing, pattern recognition, image compression, weather prediction, etc.
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Appendix E
Quaternion
The quaternions are members of a noncommutative extension a division algebra. They were
discovered by William Rowan Hamilton in the nineteenth century, [Hamilton 53]. Hamilton
wanted to extend the complex numbers (which are interpreted as points in a plane) in a
bigger dimension. He could not do it with the thrid dimension but he could with the fourth
dimension and he obtained the quaternions. Hence, the quaternion are elements from the four-
dimensional space R4 formed for the real axis and three imaginary orthogonal axis (i, j, k).
Since the complex numbers are an extension of the real numbers including the imaginary part
i, such that i2 = −1, the quaternions are an extensions generated in the same way, adding
the imaginary units i, j and k to the real numbers and, such that accomplish the Hamilton’s
rules:
i2 = j2 = k2 = i · j · k = −1 (E.1)
i · j = −j · i = k (E.2)
j · k = −k · j = i (E.3)
k · i = −k · i = j (E.4)
By analogy with the complex numbers that are represented as a sum of real and imaginary
part, y = a · 1 + b · i, the quaternions can also be written as a linear combination of its basis
elements, q = a · 1 + b · i+ c · j + d · k, such that a, b, c and d must be explicit real numbers.
They can be written as well as a 4D vector, q = [w,v], where w represents the scalarpart
and the v the vectorpart.
These elements has the next elementary properties and arithmetic operations:
Addition and subtraction
If we have the quaternions q= a + ib + jc + kd and p= x + iy + jz + kw, the addition E.5
and subtraction E.6 of both elements are:
q + p = (a+ x) + i(b+ y) + j(c+ z) + k(d+ w) (E.5)
q− p = (a− x) + i(b− y) + j(c− z) + k(d− w) (E.6)
The addition in this area satisfies the commutativity (p + q = q + p) and the associativity
((p + q) + r = p + (q + r)). And the inverse (q + (−q) = (−q) + q = 0) and the identity
(0 + q = q + 0 = q) exists.
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Product
First of all is introduced the multiplication between a quaternion and a scalar x, E.7. The
result is the scaling of each component.
x · q = q · x = x · a+ i(x · b) + j(x · c) + k(x · d) (E.7)
Now, the product of two quaternion, q,p is shown:
q · p =a(x+ i · y + j · z + k · w) + i · b(x+ i · y + j · z + k · w)
+ j · c(x+ i · y + j · z + k · w) + k · d(x+ i · y + j · z + k · w)
=(a · x− b · y − c · z − d · w, a · y + b · x+ c · w − d · z, a · z − b · w + c · x+ d · y,
a · w + b · z − c · y + d · x) (E.8)
It can be written easier with the 4D vector, such that q = (a,v) and p = (x,u), as it is shown
following:
q · p = (a · x− v · u︸ ︷︷ ︸
∈R
, a · u+ x · v + v × u︸ ︷︷ ︸
∈R3
) (E.9)
Then, we can realize that the product between quaternions is not commutative because it
is used the cross-product and it is not commutative. However, the product satisfies the
associativity property, the distributivity and the inverse (q · (q−1) = (q−1) · q = 1) and the
identity (1 · q = q · 1 = q) exists.
Conjugate and division
Conjugation of quaternions is analogous to the complex numbers conjugation. Then, the
conjugation is denoted as q¯ or q∗.
q¯ = a− i · b− j · c− k · d = [w, −v] (E.10)
Other properties of the conjugation are shown following:
(¯q¯) = q (E.11)
¯λ · q = λ · q¯ (E.12)
q · q¯ = a2 + b2 + c2 + d2 ∈ R (E.13)
q¯ ·X = [−v ·X, w ·X + v ×X] (E.14)
where X is a 3D point.
The inverse can be used to define the division. Then, the obtained result is:
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q
p
= q · p−1 (E.15)
Norm
The norm is the square root of the product of a quaternion with its conjugate and is denoted
‖q‖. It has the following formula:
‖q‖ = √q · q∗ = √a2 + b2 + c2 + d2 (E.16)
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Appendix F
Software Libraries
OpenCV is the most used library in this work, specially some functions that are mentioned
following and explained. In order to use matrices and vectors and work with them, the next
functions are used:
• double cvmGet ( const CvMat* mat, int ro, int col )
void cvmSet ( CvMat* mat, int ro, int col, double val )
The function cvmGet return the value from the matrix mat from the column col and
row, ro. However, the function cvmSet fix the position from the column col and row ro
from the matrix mat, with the value val.
• void cvTranspose ( const CvArr* src, CvArr* dst )
The function store in matrix dst, the matrix src transposed.
• double cvInvert ( const CvArr* src, CvArr* dst, int method )
The function inverts the matrix src and is saved in the matrix src. The parametermethod
defines the inversion method used, and it could be CV_LU , that establish the gaussian
elimination with optimal pivot element chose, CV_SV D, that means Singular value
decomposition (SVD) method, or CV_SV D_SYM , that defines the SVD method for
a symmetric positively-defined matrix.
• void cvGEMM ( const CvArr* src1, const CvArr* src2, double alpha, const CvArr*
src3, double beta, CvArr* dst, int tABC )
The function performs the multiplication dst = alpha·op(src1)·op(src2)+beta·op(src3),
where op(X) could be X or XT and save it in the matrix dst. The parameter tABC
could be 0 or combination of CV_GEMM_A_T , that means the transpose of the
matrix src1, CV_GEMM_B_T , that means the transpose of the matrix src2 and
CV_GEMM_C_T , that means the transpose of the matrix src13.
• double cvDotProduct ( const CvArr* src1, const CvArr* src2 )
The function return the values of the Euclidean dot product of the two arrays src1 and
src2 (src1 · src2).
• void cvCrossProduct ( const CvArr* src1, const CvArr* src2, CvArr* dst )
The function store in the matrix dst the cross product of matrices src1 and src2 (dst =
src1× src2).
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The use of images is very important in this work in order to see the scenario and make an
idea about the Ransac and the refinement algorithms. The functions from the OpenCv used
to show images and draw them, are:
• void cvShowImage ( const char* name, const CvArr* im )
The function shows the image im in the window name.
• int cvWaitKey( int delay )
The function wait for a pressed key until delay milliseconds, unless if delay is set to zero
that means the function wait for a key event infinitely.
• void cvLine ( CvArr* img, CvPoint pt1, CvPoint pt2, CvScalar color,int thickness,
int line_type, int shift )
void cvCircle ( CvArr* img, CvPoint cent, int rad, CvScalar color, int thickness, int
line_type, int shift )
Both functions draw a line or a circle in the image img, the line from the point pt1 to
the point pt2, and the circle with center cent and radius rad.
Another functions used along this work are explained following:
• void cvSVD ( CvArr∗ A, CvArr* W, CvArr* U=NULL, CvArr* V=NULL, int flags)
The function decomposes the matrix A into the product of the next three matrices: U,
W and VT, where W is the diagonal matrix and U and V are the orthogonal matrices.
• CvRNG cvRNG ( int64 seed )
The function initializes with the number seed, the generator of a random number and
returns the state.
• void cvKMeans2 ( const CvArr* samples, int cluster_count, CvArr* labels, CvTerm-
Criteria termcrit )
The function implements the K-Means algorithm with input samples and the number
of clusters cluster_count and the output contains a cluster index for the samples from
the i-th row of samples and is stored in labels.
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