The sos formats that ensure that bisimilarity is a congruence fail in the presence of structural axioms on states. Dynamic bisimulation, introduced to characterize the coarsest congruence for ccs which is also a weak bisimulation, reconciles the 'bisimilarity is a congruence' property with structural axioms and also with the specification of open ended systems, where states can be reconfigured at runtime. We show that the compositional framework offered by tile logic handles structural axioms and specifications of reconfigurable systems successfully. This allows for a finitary presentation of dynamic context closure, as internalized in the tile language. The case study of the π-calculus illustrates the main features of our approach. Moreover, duality is exploited to model a second kind of reconfiguration: dynamic specialization.
Introduction
This paper presents a general approach to provide compositional abstract semantics to: i) systems equipped with structural axioms and reduction semantics, e.g. in the style of rewriting logic [1] (rl) or of the chemical abstract machine [2] (cham); and to ii) open ended systems, i.e., general purpose systems that can be reconfigured and specialized at runtime. To this aim, we focus on tile logic as a convenient semantic framework where closed and open systems can be dealt with uniformly, where congruence proofs can be carried out as graphical tile pasting, and where duality can be exploited to move from dynamic contextualization to dynamic specialization.
Bisimilarity congruences. Operational semantics are often expressed via labeled transition systems (lts's) whose states are terms over a suitable algebra [3] . The lts approach yields a compositional abstract semantics via bisimulation, provided that labels faithfully model the possible interactions between components. Compositionality is a fundamental property which allows to study behaviour and properties of any component in isolation from the whole system. This, together with the need to reason on components up to equivalence, led to the notion of bisimulation congruences, where any component can be replaced by an equivalent one without affecting the overall system. In turn, thise led to the discovery of lts formats which guarantee that bisimilarity is a congruence [4, 5, 6 ]. Yet, in many interesting cases these formats are not applicable, because they cannot handle structural axioms on states, like associativity, commutativity and unity of parallel composition and even more complex axioms employed e.g. in the Join calculus [7] and in the ambient calculus [8] (mobility and hiding of ambient names). Further examples of complex structural congruences are given by systems modeled using UML graphs, which must be taken up to suitable isomorphisms and therefore require the lts to be defined on suitable equivalence classes of typed graphs. Similarly, the π-calculus [9] and, more generally, name passing calculi cannot be dealt with the sos formats referenced above, because of name substitutions. The latter can be accounted for in at least three ways: (i) by taking name substitution as a metalevel operation; (ii) by extending the language with substitution constructs, and then axiomatizing them; and (iii) introducing explicit substitutions and reduction rules for normalization. Options (i) and (ii) rely on features external to the theory of sos formats. Analogously, the reduction rules for name substitution in (iii) become part of the operational semantics, but cannot adhere to any of the known 'good' formats.
Contextual closure. In the presence of structural axioms or rules that cannot be recasted in existing formats, bisimilarity may not be a congruence. To obtain a compositional framework, we then need a different notion of equivalence. As the problem can be due to the presence of reduction redexes split between agent and environment, to characterize the behavior of a component as a stand alone entity, we need to inspect all its interactions with suitable environments, in the style of testing semantics [10] .
Dynamic bisimilarity performs context closure during the bisimulation 'game', so as to capture the coarsest equivalence among those bisimulations that are also congruences. The basic idea is to allow, at any bisimulation step, not only the execution of an action, but also the embedding of the states under comparison within the same, but otherwise arbitrary, context. Such embedding has a natural interpretation in terms of dynamic reconfiguration, and hence can find application to the modeling of open ended systems. Think for instance of web applications, where the mobile code cannot know in advance under which browser, plugin or environment it will be executed, or to which libraries it will be linked to. The characterization of dynamic bisimilarity as 'the coarsest bisimulation congruence' is particularly relevant: it means that two states are equated if and only if they exhibit the same behaviour under any possible reconfiguration of the environment. Observe that dynamic bisimilarity can be obtained by taking contexts as labels and enriching the lts with all transitions p
for all states p and for all unary contexts C[ ]. This, however, would have the flavor of a 'meta' construction.
Tile logic. In this paper, we recast dynamic bisimulation in the tile model, where it can be internalized in the language and modeled conveniently via a set of special tiles (such set is finite, if the state signature is finite).
The tile model [11] relies on rewrite rules with side effects, called basic tiles, which are reminiscent of sos rules and context systems [12] , collecting ideas from structured transition systems [13] and rewriting logic [1] (rl). As for rl, the tile model admits a logical presentation, called tile logic (tl), where tiles are seen as sequents subject to inference rules. tl extends rl by handling rewrites with side effects and synchronization. The recent generalization of (a) rl with frozen arguments [14] for limiting context-free rewrites has been in part motivated and inspired by tl and sos.
A tl sequent α has the graphical representation in Figure 1 , also written α : s a −→ b t, stating that the initial configuration s can evolve to the final configuration t via α, producing the effect b, which can be observed by the environment; but the step is allowed only if the 'arguments' of s can contribute by producing a, which acts as the trigger of α. Triggers and effects are called observations; tile vertices are called interfaces. Configurations and observations are represented by arrows to show that they can be composed via their interfaces. (A context C[ ] is an arrow with one input point and one output point: the input corresponds to the argument hole, and the output is the attach point for embedding C inside other contexts.)
tl is designed for systems that are compositional in space (coordination of components) and in time: Tiles can be composed horizontally, in parallel, and vertically to generate larger steps (see Figure 2 ). Horizontal composition (α·β) coordinates the evolution of the initial configuration of α with the evolution of the environment (the initial configuration of β) yielding the 'synchronization' of the two rewrites. The monoidal parallel composition (α ⊗ β) builds concurrent steps. Vertical composition (α * β) is sequential composition of computations. Given a set of basic tiles, the associated tl is obtained by adding some canonical 'auxiliary' tiles and then closing by all kinds of composition. The exact set of auxiliary tiles depend on the tl format under consideration.
Several tl formats have been defined where (closed) configurations are taken in the term algebra generated by a signature [15] : we shall focus on the monoidal tile format [16] and the term tile format [17] . By taking trigger, effect pairs as labels, the obvious notion of tile bisimilarity arises, which deals uniformly with both ground and open terms, in the style of [12, 18] . Here, we show that dynamic bisimilarity can always be recovered in the tl formats above by extending the observation signature with an operatorf for each f in the configuration signature, and by adding the auxiliary tile in Figure 3 .(a) where id denotes identity in the appropriate category. Such a tile can then be applied to any (composable) configuration, embedding it in the context f and producing the effectf . As we shall see, the congruence proof for bisimilarity in the enriched system can be carried out as an abstract tile pasting, also when structural axioms are present. Moreover, such bisimilarity coincides with the dynamic bisimilarity on the original system. Calculi with name passing and mobility. Defining abstract semantics via dynamic reconfiguration is especially convenient for name passing calculi, where the required universal quantification over name substitutions can be enforced by contexts. Moreover, structural axioms (e.g., α-conversion) are often needed in the operational semantics of such calculi. Hence, the usual formats can hardly be used for ensuring congruence results, while at the same time dynamic bisimilarity offers a theoretically sound solution, being the best congruence among bisimulations. For these reasons, we have taken the π-calculus, the most renowned name passing calculi, as a benchmark for our approach; this is worked out in full in Section 5. The fact that dynamic bisimilarity coincides on π with the well-studied open bisimilarity [19] , adds interest to the case study. It is worth remarking that our approach, by exploiting context observations, provides the best congruence compatible with bisimulation also for systems equipped only with an operational reduction semantics and some notion of successful termination like 'omega' actions or barbs. Barbed bisimilarity is widely used for defining the abstract semantics of mobile systems.
Instantiation closure. Dual to the problem of contextualization, is that of instantiation of partially specified processes, i.e. processes with free process variables or, equivalently, process contexts with holes. In this case, bisimilarity should be a congruence w.r.t. all possible instantiations of the arguments, i.e. assuming the ordinary definition of bisimilarity over 'closed' processes, two contexts Since tiles handle contextualization and instantiation uniformly (as arrow composition in the category of configurations), it is possible to exploit duality for straightforwardly reusing constructions and proofs. More precisely, dynamic refinement of configurations can be modeled via tiles that instantiate the arguments in their input interfaces, i.e. tiles of the form in Figure 3 .(b). Technical details and examples are in Section 6. At this point it is worth noting just that instantiation is contravariant w.r.t. composition in the category of configuration, e.g., for filling the hole of the context C[ ] with a composite process like D[p] (that can be written as p; C[ ]), we should proceed by first inserting
) and then p, and not vice versa. Thus the direction of vertical arrows should be reversed to match with configurations' interfaces: this corresponds to take observations in the opposite category of that used for contextualization, whence the notationf op .
Structure of the paper. In Section 1 we fix the notation, recall the principle of several well-known sos formats, and motivate dynamic bisimulation. In Section 2 we define formally the tile formats we shall focus on. Section 3 introduces algebraic properties and syntactical constraints on basic tiles that guarantee that 'bisimilarity is a congruence'. Section 4 presents our main results: the internalization of dynamic bisimulation in monoidal and term tl. Section 5 shows the application of our framework to the π-calculus as an interesting case study; Section 6 contains the dualization of our approach to handle dynamic instantiation, which takes advantage of representing tile configurations and observations as arrows of suitable categories. Related work on bisimilarity congruences and dynamic reconfiguration is discussed in Section 7.
This paper is the full version of [20] , which is here extended in several ways. In particular, more detailed examples and proofs are provided, Proposition 3.3 (that extends the congruence results to the parallel composition of ground terms) is new, Section 3.1 and Proposition 4.6 have been added to handle structural axioms on configurations, Section 5 analyzes the case study of the π-calculus and the relationship with open bisimilarity, and the Section 6 presents an original dualization of our approach.
It is worth noting that the case study of π-calculus exploits the extended version of our results and could not be illustrated in the context of [20] , as π-agents are equipped with structural axioms and axioms for name substitutions. The model in Section 5 differs from previous tile approaches to π-calculus, because:
(1) the papers [21] and [22] focus on asynchronous π-calculus and exploit graph-like structures for configurations and observations to study causality and concurrency; (2) the work [23] deals with the early semantics and uses a higher order version of tiles which allows for name abstraction and automatically handles name passing and creation; (3) this paper employs a first-order signature and focuses on open bisimilarity.
1 From bisimilarity to dynamic bisimilarity LTS. A labeled transition system (lts) is a triple L = (S, Λ, →), where S is a set of states, Λ is a set of labels, and → ⊆ S × Λ × S is a ternary relation. We let s, t, s , t ... range over S and a, b, c, ... range over Λ. For s, a, s ∈ → we use the notation s a −→ s .
The notion of bisimulation dates back to the pioneering work of Park and Milner [24, 25] on process algebras and provides the standard framework to express behavioral equivalences. For L = (S, Λ, →) a lts, a bisimulation on L is a symmetric, reflexive relation ∼ ⊆ S × S such that if s ∼ t, then for any transition s a −→ s there exists a transition t a −→ t with s ∼ t . We denote by the largest bisimulation and call it bisimilarity, i.e. two states s and t are bisimilar, written s t, whenever a bisimulation ∼ exists with s ∼ t.
Notation. Although our results can be extended smoothly to many-sorted signatures, for simplicity we consider lts's over one-sorted signatures Σ, i.e. sets of operators together with arity functions ar Σ : Σ → N assigning to each f ∈ Σ the number of its arguments. The subset of Σ consisting of all operators with arity n is denoted by Σ n , e.g. Σ 0 is the set of constants. We denote by T Σ (X) the term algebra over Σ and variables in X (with X ∩ Σ = ∅). We use T Σ for T Σ (∅), the term algebra over Σ. For t ∈ T Σ (X), the set of variables in t is written var (t). Term t is said closed or also ground if var (t) = ∅. A term is linear if each variable occurs at most once in it. A substitution is a mapping σ: X → T Σ (X). It is closed (also ground ) if each variable is mapped into a closed term. Substitutions extend to mappings from terms to terms as usual: σ(t) is obtained by simultaneously replacing all occurrences in t of x ∈ X by σ(x). We are only interested in σ's with finite support, i.e., where {x ∈ X | σ(x) = x} is finite. The substitution σ mapping x i to t i for i ∈ [1, n] is denoted by σ = [t 1 /x 1 , ..., t n /x n ]; it is linear if each t i is linear and var (t i ) ∩ var (t j ) = ∅ for i = j. Substitution σ can be applied elementwise to σ
A context C[x 1 , ..., x n ] denotes a term in which at most the distinct variables x 1 , ..., x n appear. The term C[t 1 , ..., t n ] is then obtained by applying the substitution [t 1 /x 1 , ..., t n /x n ] to C[x 1 , ..., x n ]. A context can thus be regarded as an arrow from n terms to 1. Note that x i might not appear in C (in this case we say that x i is discarded ). When the standard naming x 1 , ..., x n of the arguments is assumed, then it is sufficient to specify their number n. Moreover, to simplify the notation, if neither the arguments, nor their number is specified in the expression C, we assume that the greater subscript n of the x's in C gives the number of arguments. The variable x 1 in unary contexts is often represented by the symbol ' '. A context C[x 1 , ..., x n ] is linear if each variable x i for i ∈ [1, n] appears exactly once in C.
For example, the context x 2 [x 1 , x 2 , x 3 ] is a non-linear substitution from three arguments to one; for f ∈ Σ 2 , the context f (x 3 , x 1 )[x 1 , x 2 , x 3 , x 4 ] represents a substitution from four arguments to one, which is defined by applying the binary operator f to the third and first arguments; the expression f (f (
) is a non-linear unary context; it can be equivalently written f (x 1 , f (x 1 , x 1 )).
SOS. lts's over T Σ and labels in Λ can be conveniently specified as collections of inductive (transition) proof rules. A transition rule α has the general form in Figure 4 , where the s i , t i , s, t ∈ T Σ (X) and the a i , a ∈ Λ. The s i a i −→ t i are called premises, and s a −→ t is the conclusion of α. The rule α is closed if s i , t i , s, t ∈ T Σ . A transition system specification (tss) is a set of transition rules. A proof of a closed transition s a −→ t is a well-founded, upwardly branching tree whose nodes are labeled by closed transitions, the root is labeled by s a −→ t and, letting H r be the set of labels for nodes above a node r with label s r ar −→ t r , then H r /s r ar −→ t r is a closed instance of a rule in the tss. The lts associated with a tss is the set of provable closed transitions. Figure 5 . A tss whose first rule (sync) violates 'good' sos formats.
We recall some tss formats that guarantee that bisimilarity on the associated lts is a congruence. A rule is in De Simone format [4] if it has premises of the form {x i a i −→ y i | i ∈ I} and conclusion f (x 1 , ..., x n ) a −→ t, where I ⊆ {1, ..n}, a, a i ∈ Λ for i ∈ I, f ∈ Σ n , and the variables x j and y i for j ∈ [1, n] and i ∈ I are all distinct and form the set V . Moreover, t ∈ T Σ (V ) does not contain x i for i ∈ I and is linear. The positive gsos format [5] extends De Simone rules in several ways: (1) multiple testings of the same x i are allowed in the premises; (2) tested arguments can appear in t; (3) the term t can be non-linear. The tyft format [6] further generalizes the gsos, by allowing premises of the form t i a i −→ y i . The conclusion source of a rule in any of the above format must consist of a single function symbol, a crucial fact in proving that bisimilarity is a congruence: allowing conclusions of the form C[x 1 , ..., x n ] a −→ t could compromise the congruence property. Example 1.1 Consider the process algebra generated by the grammar P ::= nil | a.P |ā.P | P | P (where a ranges over a set of channels A, withĀ = {ā | a ∈ A} and A∩Ā = ∅), where nil is the inactive agent, a. andā. are two (complementary) unary action prefixes and | is the binary parallel composition operator. Let us take the tss in Figure 5 , consisting of the axiom sync (for λ ∈ A ∪Ā, assuminḡ λ = λ) plus the usual asynchronous rules propagating τ through | . It is obvious that a.nil ā.nil nil (they are all deadlock processes). However, when put in the context x 1 |ā.nil, then a.nil |ā.nil τ −→ nil | nil, whileā.nil | a.nil cannot move. Hence, a.nil |ā.nil ā.nil |ā.nil, and bisimilarity is not a congruence. Example 4.1 and more specifically Section 5 show analogous congruence problems for calculi equipped with structural axioms.
Dynamic bisimulation. To enforce compositionality, one might take the congruence c defined as the least congruence including bisimilarity . However, c is a bisimulation iff is already a congruence. Similarly, the coarsest congruence C included in the bisimilarity (defined by letting Figure 6 . Relationship between bisimilarity and other derivable congruences.
Taking a congruence that is not a bisimulation means to renounce to the extensionality flavor of observations. It is preferable, instead, to take a congruence which is also a bisimulation, so that terms that exhibit different behaviors will not be identified. For this purpose, dynamic bisimilarity, has been introduced in [26] in the study of ccs. It captures the coarsest equivalence among weak bisimulations that are also congruences, and is axiomatized by the axioms of strong observational equivalence plus two of the three Milner's τ -laws. More generally, it can be used to model run-time reconfiguration of open ended systems. The general scheme relating bisimilarity and the congruences discussed above is in Figure 6 (arrows model inclusions). Note that context moves are not 'observed': they are part of the game but not of the lts. Even if not remarked in [26] , dynamic bisimulation can be recasted in ordinary bisimulation via an infinitary construction on the lts, which is expressed at the metalevel of the tss.
for all s ∈ T Σ and unary contexts C[ ].
It can be easily proved that s d t in L if and only if s t in L.
Tile formats
The main prerequisite for expressing the operational semantics of concurrent systems via tiles is that system configurations form a monoidal category H, such that a suitable monoidal category V of observations can be selected with the same set of underlying objects. In fact, tiles exploit this property to establish the correspondence between the description of states (horizontal dimension) and their evolution (vertical dimension) in all basic steps that can be performed. We focus on tile systems where H and V are categories of substitutions, as discussed below. Such tile systems are usually presented as tuples R = (Σ, Λ, N, R), for Σ and Λ the signature of configurations and of observations, resp. (labels become unary operators).
Notation. Substitutions and their composition ; form a cartesian category
Subs Σ , with linear substitutions forming a monoidal subcategory. An alternative presentation of Subs Σ is obtained by resorting to Lawvere's algebraic theories [27] . The result is a cartesian category Th[Σ] whose objects are 'underlined' natural numbers; whose arrows from m to n are in a one-to-one correspondence with n-tuples of terms of the free Σ-algebra over m variables; and whose arrow composition is term substitution. In particular, Th[Σ] is equivalent to Subs Σ , and the arrows from 0 to 1 are in bijective correspondence with the closed terms over Σ. We assume the standard naming x 1 , ..., x m of the m input variables. For example, f ∈ Σ 2 defines an arrow f (x 1 , x 2 ): 2 → 1 in Th[Σ]. When composing s: m → k and t: k → n, the result s; t is obtained by replacing each occurrence of x i in t by the i-th term of the tuple s, for i ∈ [1, k]. The identity arrow x 1 , ..., x n for the object n (with brackets denoting term tupling) is written id n . The empty substitution = id 0 is the unique arrow from 0 to 0. Monoidal theories M[Σ] are to algebraic theories as linear substitutions are to generic ones, e.g. in monoidal theories variables can be neither duplicated (as in f (x 1 , x 1 )) nor projected. Though terms are annotated with input variables, when no confusion can arise, we avoid such annotations, and also the use of angle brackets. t, we say that s, a, b, t form the border of α. The category H is called horizontal and its arrows configurations, while V is called vertical and its arrows observations. Starting from basic tiles, more complex tiles can Figure 7 . Inference rules for (flat) tile logic. be constructed via horizontal, vertical and parallel composition. Moreover, the horizontal and vertical identities are always added to the system and composed with the basic tiles (vertical identities model idle components, while horizontal identities serve for propagation of effect through identity substitutions). All this is defined in Figure 7 , where we abuse the notation by writing e.g. x instead of id x . Depending on the chosen tile format, H and V must satisfy certain constraints and suitable auxiliary tiles are added and composed with basic tiles and identities. The set of resulting tiles (flat sequents) define the flat tile logic associated with R. We say that any flat sequent s
Note that we are only concerned with the existence of a tile with a certain border, as opposed to the theory of decorated sequents, based on rule names and derivation proofs. t and s ∼ t t . The maximal tile bisimulation is denoted by t , and two configurations s and t are tile bisimilar if s t t.
The tile format originally proposed in [11] is the so-called algebraic tile format, which recollects the perspective of tss's: configurations are terms over Σ; observations are arrows of the free monoidal category over Λ; and auxiliary tiles lift the cartesian structure of H to the horizontal composition of tiles. The algebraic tile format is not uniform in the two dimensions, because H is cartesian, while V is monoidal. Since our idea is to observe configurations, we must either (1) renounce to the cartesianity of H using the monoidal tile format [16] , where only linear contexts are allowed, or (2) consider the term tile format [17] , where also V is cartesian. Note that monoidal theories can express all closed terms, even though term tiles are more expressive (e.g., they allow for encoding ccs replication [17] ).
In the monoidal tile format, tiles have the form of tile α in Figure 8 where a i , a are either labels or identities and s, t ∈ T Σ ({x 1 , ..., x n }) are linear. No auxiliary tile is added. Interfaces represent ordered sequences of variables; hence a standard naming x 1 , ..., x n of the variables can be assumed for all interfaces. Intuitively, basic tiles in the monoidal tile format corresponds to sos rules like β in Figure 8 , where I ⊆ {1, ..., n}, S and T are linear contexts (corresponding to s and t in the tile), and all the y i and x i are different if i ∈ I, but y i = x i otherwise. The correspondence follows since R s In the term tile format, basic tiles have the form of γ in Figure 8 ,
, where the X i = {x 1 , ..., x i } are fixed sets of variables. We present these tiles as sequents n s v / / u t , where the initial input interface is explicit. Again, a standard naming of variables is assumed. For example, if x i appears in u, then the effect u depends on the ith component s i of the initial configuration. Hence, the same variable x i denotes the ith element of different interfaces when used in different arrows of the border (only the occurrences of x i in s and in v denote the same element). Auxiliary term tiles consist of all tiles n s
and s; u = v; t, i.e., all tiles performing consistent bidimensional transformations of interfaces. A typical auxiliary term tile is 1 x 1
, which duplicates the unary interface. (1) if s = s 1 ; s 2 then there exist c ∈ V and t 1 , t 2 ∈ H such that R s 1
The format-independent tile decomposition property ensures that t is a congruence (w.r.t. monoidal and sequential arrow compositions) and is thus fundamental for compositionality: it amounts to say that any evolution α of a complex system s can be expressed as the composition of the evolution of any subsystem s 1 of s with the evolution of the rest. Since in Subs Σ arrows composition is substitution application, ordinary congruences are easily recovered as an instance of Proposition 2.1 when H is freely generated by Σ.
Proposition 2.1 (cfr. [11] ) If the tile system R enjoys the decomposition property, then tile bisimilarity is a congruence.
Ground decomposition and structural axioms
In this section, we introduce the main ingredients of our approach, i.e., a targeted tile bisimulation equivalence, tile formats and properties guaranteeing that the largest such bisimulation is a congruence, and a way of handling structural axioms. The results in this section extend those of [11, 28] by considering a different kind of bisimilarity. In fact, since here we focus on equivalences on closed terms, we refine the notion of tile bisimulation to ground tile bisimulation. Moreover, [11, 28] do not deal with structural axioms.
Definition 3.1 Let R = (Σ, Λ, N, R) be a monoidal (resp. term) tile system. A symmetric relation ∼ g on closed configurations is called ground tile bisimulation if whenever s ∼ g t and R s
Ground tile bisimulation is the exact counterpart of ordinary bisimulation for lts's. It differs from tile bisimulation in that is not defined on contexts. (Since ground terms need no trigger, ground bisimulation tests only the effects they can produce.) The maximal ground tile bisimulation is denoted by g , and two closed configurations s and t are said to be ground tile bisimilar if s g t.
Of course, this is equivalent to take ordinary bisimilarity over a suitable lts associated with R.
Definition 3.2 For R = (Σ, Λ, N, R) a monoidal (resp. term) tile system, the lts associated with R is
The decomposition property in Definition 2.3 can be refined and related to the congruence property for ground tile bisimilarity. 
Note that while the decomposition property (required in Proposition 2.1) implies the ground decomposition, the converse is not necessarily true. Therefore, Theorems 3.1 and 3.2 are adaptations of Proposition 2.1, but not direct instances.
Theorem 3.1
Let R = (Σ, Λ, N, R) be a term tile system. The ground decomposition property implies that ground tile bisimilarity on R is a congruence. 
By horizontal composition of tiles we then
, and thereforeˆ g is a ground tile bisimulation.
2
Given a monoidal tile system R = (Σ, Λ, N, R), the ground decomposition property implies that ground tile bisimilarity is a congruence.
Proof. Similar to the proof of Theorem 3. 
Structural axioms
An interesting issue is what happens when structural axioms E on configurations are introduced. This would correspond to take configurations in the category Th[Σ, E], whose arrows are equivalence classes [t] E of terms modulo the axioms in E. Though several different kinds of equational theories can be considered (e.g., one sorted, many sorted, order sorted, partial membership), for simplicity we focus here on the ordinary one sorted equational theory. Given a signature Σ, a structural axiom is a sentence of the form s ≡ t for s, t ∈ T Σ (X) (which is also called Σ-equation). A Σ-algebra A satisfies the structural axiom s ≡ t (written A |= s ≡ t) if for any assignments a: X → A of values to the variables in X, we have that a(s) = A a(t), i.e., that the interpretation of s and t in A w.r.t. the assignment a coincide, also written A, a |= s ≡ t. Analogously, given a set E = {s i ≡ t i | i ∈ I} of structural axioms, we say that A satisfies E if A |= s i ≡ t i for all i ∈ I. For the initial algebra T Σ,E , satisfability of structural axioms can be inferred by closing the sentences w.r.t. ground substitution, contextualization, reflexivity, symmetry, and transitivity (see Figure 9 ). Taking a transition system up to the structural congruence E means merging the equivalent states of the transition system, i.e., applying the rule in Figure 10 . Figure 9 . Closure of structural axioms. However, structural axioms do not affect the validity of Theorems 3.1 and 3.2, though they may influence the proof of the ground decomposition property. In fact, in flat tl, structural axioms can be directly represented by tiles having triggers and effects equal to the identity; e.g., the axiom s ≡ t corresponds to the introduction of the basic tiles s Figure 9 and the operation on tiles: horizontal composition and rules gclos and cclos; vertical composition and rule trans; identities and rule refl; the basic tiles above and rule symm.
The proof of the 'only if' part simplifies considerably if the monoidal tile format is considered instead of the term tile format, because no auxiliary tile is present. Note, however, that monoidal tile systems can deal with linear structural axioms only.
In the absence of structural axioms, the ground decomposition property can be enforced by syntactical constraints on basic tiles. The main restriction considered in the literature [11, 28] is the so-called basic source, a condition that is analogous to most sos formats. In fact, a tile system satisfies the basic source property if the initial configuration of each basic tile consists of a single operator, instead of a generic context.
Proposition 3.5
If a monoidal (resp. term) tile system R enjoys the basic source property, then the ground tile bisimilarity on R is a congruence.
The proof of Proposition 3.5 consists of two steps: we first prove that basic source implies ground tile decomposition and then we conclude by exploiting Theorems 3.1 and 3.2. We remark that for the monoidal tile format the proof essentially coincides with that for the De Simone format. Moreover, for the monoidal and term tile formats a stronger result (namely that tile bisimilarity is a congruence) can be proved (see [28] ).
Note that in the presence of structural axioms on states, Proposition 3.5 cannot be applied unless all the tiles associated with structural axioms satisfy the basic source property (i.e., structural axioms must have the form f ( x) ≡ g( x) for f, g ∈ Σ).
Dynamic tile bisimulation
When the basic source property is not satisfied we are likely to have bisimilarities that are not congruences. This consideration applies to all most popular formats, unless the specification contains enough rules to distinguish context dependent redexes. For example, Corradini and Heckel in joint work with the second author [29] suggested one may deal with this situation via a closure operation on the tss rules. And Sewell in [30] , when passing from reduction systems to transition systems, performs such a closure by adding a transition labeled with C for each state s and context C which s can react with in order to perform a reduction. However, such closures are expressed at a metalevel, as they are not handled by adding rules to the original specification. The idea of Sewell, which is also present in the work by Leifer and Milner [31] , is that of introducing as few dynamic context closures as possible for obtaining a congruence, thus helping finite verification. However, it is not clear if the resulting congruence has some general characterization or justification, while, e.g., dynamic bisimilarity defines the coarsest congruence which is a bisimulation.
Tiles have the expressive power to reconcile finitary system specifications, closure internalization and dynamic bisimulation within the same perspective, i.e., by adding suitable auxiliary tiles. Moreover, the closure w.r.t. all contexts can be expressed simply by adding twice as many basic tiles as the operators in the signature. Hence, if the signature is finite, then finitely many additional auxiliary tiles are needed.
Definition 4.1 Given a term (resp. monoidal) tile system R = (Σ, Λ, N, R) its dynamic extension R is obtained by adding for all n and for any operator f ∈ Σ n :
the auxiliary operatorf to Λ n ; and Figure 11 . Schematic construction of the sequent used in (the inductive case of) the proof of Lemma 4.1.
the following auxiliary tiles to the tile logic associated with R:
While the meaning of the tile (0, f ) expresses the insertion of a generic configuration in the context provided by f , the tile (1, f ) serves for consuming the effect of (0, f ) if the context f was already present. For t a generic horizontal context, we lett denote the corresponding vertical context on the extended signature, which is obtained by replacing each operator f that appears in t by its vertical counterpartf , leaving variables unchanged. For the proof of the main theorem we need the following technical lemmas that require some acquaintance with the term (and monoidal) tile format.
Lemma 4.1
Given a term tile system R = (Σ, Λ, N, R), for each context t: n → 1 we have R n x 1 , ..., x n x 1 ,...,xn / / t t .
Proof. The proof proceeds by induction on the (maximum) depth m of the tree-like representation of t -internal nodes are labeled with operators and has as many children as the arity of the corresponding label; leaves are labeled either with constants or with variables.
The base case m = 0 is trivial, since t = x i [x 1 , ..., x n ] for some i ∈ [1, n] and the tile
can be obtained as the parallel composition of (n − 1) auxiliary term tiles for projections Π 1 = 1 x 1
and the identity id 1 = 1 x 1
x 1 , i.e., as the parallel composition: obtaining the sequent
Finally we can compose it with the auxiliary sequent of the extended system
as illustrated by the scheme in Figure 11 , where γ is the horizontal identity for the effect of α and δ is the vertical identity for the final configuration of α. The composition yields
and concludes the proof. 2
A similar argument shows the following lemma.
Lemma 4.2
Given a term tile system R = (Σ, Λ, N, R), for each context t: n → 1 we have
Likewise, two corresponding results can be proved for the monoidal tile format, by considering linear contexts only. Figure 12 . Proof of decomposition property.
Lemma 4.3
Given a monoidal tile system R = (Σ, Λ, N, R), for each linear context t: n → 1
we have R x 1 , ..., x n x 1 ,...,xñ t / / t and R tt −→
Given a monoidal (resp. term) tile system R, we denote by g the ground tile bisimilarity on R and by ĝ the ground tile bisimilarity on its dynamic extensionR.
We are now ready for stating the main results of the paper.
Theorem 4.4
Let R = (Σ, Λ, N, R) be a term tile system. The ground tile bisimilarity on R defines a congruence which is also a ground tile bisimulation for R.
Proof. First notice that the auxiliary tiles (1, f ) do not influence the definition of ground tile bisimilarity, which deals only with null triggers (they can only be composed to the right of the corresponding tile (0, f ), resulting in the vertical identity). Then, we prove that R enjoys the ground decomposition property from which we get the expected 'bisimilarity as a congruence' property. In fact,
given a generic sequent α:
t entailed by R, we can always construct two tiles with source s and C[x 1 ] respectively that decompose α, as illustrated in Figure 12 , i.e. we have that R s
The fact that ĝ (the ground tile bisimilarity on R) is a ground tile bisimulation for R trivially follows by the fact that all the basic tiles of R are included in R (i.e., any sequent entailed by R is also entailed by R). 2
The analogous result can be easily proved also for monoidal tile systems (by showing that the ground decomposition holds only w.r.t. linear contexts).
Theorem 4.5
Let R = (Σ, Λ, N, R) be a monoidal tile system. The ground tile bisimilarity on R defines a congruence which is also a ground tile bisimulation for R.
Proof. The proof is completely analogous to that of Theorem 4.4 (see also Figure 12 ), except that C[ ] must be a linear context, instead of a generic one. 2
As shown in Section 3.1, structural axioms can be easily managed via the introduction of suitable basic tiles, without compromising the validity of Theorems 3.1 and 3.2. Since the proofs of Theorems 4.4 and 4.5 show that the ground decomposition property holds automatically whenever the auxiliary tiles for the extended system are introduced, then we can conclude that the congruence results continue to hold also in the presence of structural axioms.
Proposition 4.6
Let R = (Σ, Λ, N, R) be a term (resp. monoidal) tile system, and let E be a set of (resp. linear) structural axioms on Σ such that s ≡ t ∈ E implies that R(α) = s, id, id, t and R(β) = t, id, id, s for some α, β ∈ N . Then, s ≡ E t implies that s ĝ t. Noticeably, the congruence we obtain is exactly the coarsest congruence which is also a ground tile bisimulation for the initial system R, i.e., we recover the ordinary dynamic bisimilarity.
Proof. From Proposition 3.4 we have that if s ≡
E t then R s id 0 −→ id 1 t (because R extends R E ),
Theorem 4.7
Ground tile bisimilarity on R (denoted by ĝ ) coincides with the dynamic bisimilarity on L R .
Proof. We show that L R = L R . The inclusion L R ⊇ L R follows directly from the technical lemmas above, whilst the inclusion L R ⊆ L R is more involved. The key point is showing that if an auxiliary 'context' tile gives rise to a new transition, its labelf appears manifestly, i.e., the use of auxiliary tiles cannot be 'hidden' inside the proof to originate unexpected reactions. To show this, let R s f ( x), for some operator f . We proceed by induction on the number k of such auxiliary tiles and then by case analysis. If k = 0 then Figure 13 . Basic tiles associated with the tss of Figure 5 .
(1,assoc) Figure 14 . Basic tiles for associativity of parallel composition.
(1,|) Figure 15 . Auxiliary tiles of the extended system.
If k > 1 then we take one such auxiliary tile α in the proof and examine the following three cases: (1) the effect of α is propagated to the final effect a = A[f ( a)] and thus can be observed; (2) the tile α is horizontally composed with β = f ( x)f
−→ x 1 x 1 and thus does not appear in a; (3) the effectf is vertically composed with other effects that override it. In case (1), α corresponds to a context move in L R . In case (2), the composition of α with β yields the vertical identity on f which is of course entailed in R. Finally, in case (3), the effectf can only be overridden because of structural axioms on observations, and in particular those involving projections. But then it can be shown that if projections are used that throwf away, then also the result of applying the context f in the intermediate state is thrown away in the proof. Therefore, we can always reduce to a proof with k − 1 auxiliary tiles for adding contexts and conclude the proof by inductive hypothesis. For monoidal tile systems the proof simplifies considerably, since case (3) cannot occur.
We remark that if also observations are subject to structural axioms (e.g., τ ; a = a for all observations a), then such axioms must not be extended to thẽ f , otherwise the case (3) of the proof could be compromised. Figure 16 . The construction of the sequent a.nil | (ā.nil | nil)
/ / 1 Figure 17 . A dynamic move of a.nil.
| associative (but neither commutative nor with unit), i.e., modulo the structural congruence originated by
The corresponding (monoidal) tile system is illustrated in Figures 13-15 (vertical and horizontal identities are omitted). Note that the arrow x 1 | (x 2 | x 3 ): 3 → 1 can be written as the sequential composition x 1 , x 2 | x 3 ; x 1 | x 2 of the arrows x 1 , x 2 | x 3 : 3 → 2 and x 1 | x 2 : 2 → 1. We remind that the same variable x i can be used in different parts of the same tile for referring to different interfaces. For example, in rpar the variable x 1 in the initial configuration points to the same input interface as the variable x 1 in the trigger, but not of the x 1 in the effect, because the latter is linked to the unique component of the output interface of the initial configuration; this is also the reason why both lpar and rpar have τ (x 1 ) as effect, giving the impression of an asymmetric treatment of x 1 and x 2 (which is not the case).
An example of tile pasting is given in Figure 16 , where, abusing the notation, id is generically used to denote several vertical identities, and sync a ⊗id denotes the parallel composition of the tile for agent synchronization (on channel a) and the identity tile of 1. The pasting is (vertically) composed of three steps:
(1) The first step applies the associativity law to put together the agents that can synchronize. Since the tile (0, assoc) has identities as trigger and effect, the three subagents a.nil,ā.nil and nil can stay idle during this operation. (2) The second step synchronizes the two agents a.nil andā.nil and propagates the effect through the parallel composition with the third idle agent nil. (3) The third step reverses the application of the associativity law performed during the first step.
Let us denote by α the resulting tile
which corresponds to the transition
As a further example, by using the auxiliary tiles for dynamic reconfiguration, we can compose α with the tile
(whose existence is guaranteed by Lemma 4.3), as sketched in Figure 17 , to obtain the tile δ: a.nil
that cannot be matched, e.g., by b.nil for b = a. In fact, the effect of δ consists of the embedding of the process in the environment | (ā.nil | nil) (a unary, linear context) and then of the execution of a τ move. Then, it is easy to verify, e.g., that
a.nil |ā.nil g b.nil |b.nil ĝ a.nil |ā.nil.
While, e.g., P a g P b ĝ P a for P λ = nil | λ.nil |λ.nil | nil.
Case study: the π-calculus
In this section we apply the theory developed so far to the (monadic) π-calculus [9] : a paradigmatic language among name passing calculi. Table 1 Structural axioms E π for π-agents.
AC1 axioms for sum:
AC1 axioms for parallel composition:
Matching and (free) replication:
Propagation of explicit substitutions:
a(b).P ≡ a(c).P {c/b} if c ∈ fn(P ) νb P ≡ νc P {c/b} if c ∈ fn(P ) Definition 5.1 Let N be a countable infinite set of names a, b, c, .... The agents P, Q, ... of π-calculus (called π-agents) are those generated by the grammar
modulo the axioms in Table 1 , and where the prefixes α, β, ... are given by the grammar
for τ ∈ N a special symbol for the silent action.
As usual, nil is the inactive agent; the restriction operator νa binds the free occurrences of the name a in the argument; the input-prefixed agent a(b).P can receive any name c transmitted on channel a and then behaves like the agent P where the free occurrences of b have been replaced by the received name c; the output-prefixed agentāb.P can send the data b on channel a, then behaving as P ; the process τ.P can make a silent move τ and become P ; sum + and parallel composition | are used to represent nondeterministic choice and agents running in parallel, respectively; the replicated agent !P represents an unbounded number of copies of the agent P running in parallel, making it possible to express infinite behaviors; the matching operator [a = b] allows for testing equality of names, so that [a = b]P behaves like P when a and b are the same name, but is otherwise inactive; finally explicit substitutions {a/b} are introduced as part of the language, instead of as a metalevel feature used in the transition system specification.
Parallel composition and sum have the lowest precedence among the operators, while explicit substitutions have the highest. We denote by Σ π the signature of π-agents, and by E π the set of axioms they are subject to.
The definitions of free and bound names for agents are standard, and we write:
fn(P ) for the set of free names in P ; bn(P ) for the set of bound names in P ; n(P ) for the set of free and bound names in P (i.e., n(P ) = fn(P ) ∪ bn(P ).
The presence of substitutions as a first order construct allows us to axiomatize α-conversion, as shown in Table 1 (fourth and fifth blocks). The other axioms says that π-agents form commutative monoids under (+, nil) (first block) and (|, nil) (second block). The remaining axioms (third block) express the commutativity of names in conditionals and the expansion law for replication. Having discussed the syntax, we are now ready to present the operational semantics of π-agents. Though a main distinction can be drawn between the early and the late semantics [9] , the sos rules in Table 2 allow for a uniform presentation of the two views. The rules are divided in two blocks: The upper block contains the rules for name passing without extrusion, while the lower block introduces bound outputs and name extrusion. The commutativity of sum and parallel composition allows us to omit the symmetric variants of 2 For consistency with our notation, in Table 1 we use x 1 , x 2 , x 3 for process variables, rather than the usual P 1 , P 2 , P 3 . We trust this will not cause confusion, even though in many π-calculus papers the symbol x is used to denote names. Also, symbol P in the α-conversion axioms denotes a π-agent, and not a process variable (this fact is due to the side condition c ∈ fn(P )). The difference is better understood by looking at the different homsets of the arrows a(b).P : 0 → 1 and a(b).x 1 : 1 → 1 in the category Th[Σ π ]. Table 2 Operational semantics of π-agents.
Main rules:
Extrusion:
the rules for + and | . Similarly, the rules for replication and explicit substitution are not necessary.
The set of transition labels is Λ π = {τ, a(b),āb,ā(b)} (ranged over by λ), where:
τ is the silent move; a(b) represents the (late) input of name b on channel a; āb represents the output of name b on channel a; ā(b) represents the extrusion of name b on channel a (i.e., b is a private name which is communicated to the environment).
The notion of free and bound names are extended from agents to labels in the obvious way, and are denoted by fn(λ) and bn(λ) for any λ ∈ Λ π , with fn(λ) ∪ bn(λ) = n(λ).
In the operational semantics we have to deal with:
(1) axioms on states; and (2) the rule par, for which (the analogous of) basic source is not satisfied.
3
Thus, we cannot draw any conclusion about the congruence property for bisimilarity by applying the theory of sos formats. Indeed, it is well known that early and late bisimilarity (denoted by E and L , respectively) are not congruences. Actually, the definition of early and late bisimilarity differ from the ordinary bisimilarity on the lts defined by Table 2 , but can be defined on top of it by requiring that when a bound move occurs the agents must be equivalent under all possible instantiation of the received/transmitted name. In fact, the terminologies 'early' and 'late' are due to the order of the quantifier for name instantiations with respect to the one for the simulation move in the bisimulation game. τ −→ Q{a/c} are the only τ moves that can be performed by C[P ] and C[Q], but P {a/c} is not bisimilar to Q{a/c}. In fact,
while Q{a/c} is not able to perform a τ . Therefore
In particular, early and late bisimilarity are not preserved by name instantiation and input prefix, and the full congruences are usually obtained using name instantiation. However, this closure is 'static' and the resulting congruences are not bisimulations.
Definition 5.2 Two π-agents are early congruent (respectively late congruent) if P σ E Qσ (resp. P σ L Qσ) for every substitution σ.
This corresponds to taking the contextual closure C of a generic bisimilarity but only w.r.t. a subset of contexts (those given by explicit substitutions), as discussed in Section 1. Sangiorgi [19] noticed that such closure can be more conveniently expressed dynamically, so to obtain a congruence, called open bisimilarity, which is still a late bisimulation. Dynamic closure under substitutions is enough for recovering the largest congruence among bisimulations. Thus, dynamic bisimilarity and open bisimilarity coincide (cfr. [19] ).
Remark 5.2
We do not consider the weak case, where the two equivalences differ because the open one is preserved by guarded sum but not by sum, whilst the dynamic one is always a congruence.
Let us now present the tile system for the axiomatized monadic π-calculus we are considering. The basic tiles associated with the tss in Table 2 are illustrated in Figure 18 . Side conditions are represented inside the tiles, between parenthesis: more precisely, Figure 18 defines a tile scheme (parametric in the names a, b, c, actions λ and processes P ). The horizontal signature is Σ π , while the set of labels Λ π generates the vertical (unary) operators τ ( ), a(b)( ),āb( ), andā(b)( ). To shorten the presentation, we omit the extensive list of tiles generated by the axioms in E π . The two sets of tiles (those associated with the tss and those associated with the axioms) form the term tile system R π for the π-calculus. We just remark that the term tile format must be employed (instead of the monoidal tile format) because (1) of the rule sum, whose trigger discards the first argument, and (2) of the non-linear axiom !x 1 ≡ !x 1 | x 1 for replication.
Proposition 5.1
For any π-agents P, Q and any label λ, we have P
Remark 5.3 Note that non-standard labels that can be found as observations. For example, the label a(b)(ā(b)( )) just expresses the consecutive execution of two steps, i.e.ā(b)( ) followed by a(b)( ).
Given the correspondence in Proposition 5.1, it follows from Example 5.1 that ground tile bisimilarity g is not a congruence for R π . However, we can resort to taking the ground tile bisimiliarity onR π , which we know to coincide with the coarsest congruence which is also a ground tile bisimulation for R π .
The dynamic extensionR π of R π includes:
late congruence [19] .
par(bn(λ)∩fn(P)=∅)
res(c ∈n(λ)) Figure 18 . Basic tiles for the transition system of π-calculus.
the vertical operatorsñil,νa ,α. ,+ ,| ,! ,[a = b] and{a/b}; the auxiliary tiles in Figure 19 .
The vertical operatorα. must not be confused with α( ): the first is the observation of a reconfiguration (the embedding under the prefix α), while the second represents a possible interaction with the environment (execution of the action α).
Example 5.4 Let us consider the π-agents P ≡ [a = b]bb.nil and Q ≡ nil.
It is evident that P g Q in R π , because they cannot perform any move. However,
/ / nil (see Figure 20) , cannot be Figure 19 . Auxiliary tiles of the extended system for π-calculus. Figure 20 . The construction of a sequent in R π .
Corollary 5.2
Ground tile bisimilarity onR π and open bisimilarity coincide.
Proof. From Proposition 5.1 and Theorem 4.7 we have that ground tile bisimilarity onR π is the dynamic bisimilarity on the lts for π-calculus defined in Table 2 , and from the results in [19] , we know that such dynamic bisimilarity coincides with open bisimilarity. 2 Figure 21 . The construction of a sequent inR π .
Dynamic specialization
From the point of view of coordination, ground tile bisimilarity focuses on components (i.e. fully specified computational entities) that can be plugged at run-time inside open systems to interact and communicate. The classical way to lift an equivalence ≈ from components to coordinators (i.e. contexts with holes representing the openness of the system) is to compare their behaviours in all possible circumstances. This corresponds to define
for all components p (using universal quantification over components). However, though this certainly yields a congruence, it leaves aside that even coordinators can be progressively connected to components while performing e.g. internal choices, adaptation steps, selections, service requests and updates.
Tile bisimilarity has been designed to treat components and coordinators in a uniform way. In general, tile bisimilarity is also finer than the equivalence obtained from ground tile bisimilarity by closing w.r.t. all possible instantiations, but it is not necessarily a congruence. The first two authors have investigated, in joint work with De Frutos-Escrig and Martí-Oliet [28] , several tile formats guaranteeing that tile bisimilarity is a congruence (for any kind of configuration arrows, w.r.t. sequential and parallel composition). However, as it is the case for sos formats [4, 5, 6, 32] , those tile formats apply only in the absence of structural axioms.
The results on ground tile bisimilarity presented in this paper show that if we consider ground configurations only, then dynamic reconfiguration is the key for dealing with structural axioms. This accommodates compositionality in the sense of extending the system. However, a second kind of open ended systems can be considered, which can be dynamically specialized rather than extended, like the components discussed above. This situation corresponds, e.g., to dynamically linkable (partially specified) agents that move across the network, learning new continuations, or also to goals in logic programming, where refutations compute partial substitutions for the variables in the initial goal, which become more and more instantiated and can influence the rest of the computation. The general idea is that instead of focusing on ground processes, the attention is moved over a special kind of open processes: all arrows whose target is a distinguished object, e.g. a distinguished sort . The fixed object plays to some extent the role of the topmost level of the process, which cannot be further extended (i.e., further contextualized). One could also think of as the answer type in continuation passing style semantics, or to the type of predicates and clauses in logic programming (that once evaluated cannot be passed further to procedures or clauses, unless higherorder logic programming is considered). Consequently, ground tile bisimulation is here replaced by the instance of tile bisimilarity that deals with processes from generic objects n to the fixed . The object n is some sort of input interface where new partially instantiated processes can be dynamically linked to, i.e., the reconfiguration proceeds towards left, refining the system via the instantiation of its arguments.
While contextualization is covariant, specialization is contravariant as it possibly changes the input interface. In this section, we exploit duality in tile systems to reverse the direction of certain vertical arrows (observations) when dealing with instantiation closure. Tile logic and tile bisimilarity have been designed to handle contextualization and instantiation in a completely analogous way. Thus dualization is straightforward by standard arguments of category theory, whereas in other logical contexts dualization would require ad-hoc solutions.
Contravariant tile systems
For representing specialization, we should be able to write tiles like C[ ] In fact, to compose p and C[ ] it is essential that the target of p is equal to the source of C[ ]. This corresponds to take as vertical category of observations the opposite 5 category of T Λ (X). It is worth noting that for ordinary observation labels like input, output or internal actions τ the reversing is transparent (just a matter of drawing) because they are modeled as unary operators in Λ.
The technical Appendix A reports a more precise discussion about duality in tiles and double categories.
Roughly, a contravariant monoidal tile system R = (Σ, Λ, N, R) is just a monoidal tile system R = (Σ, Λ op , N, R), where Λ op is the hypersignature 6 obtained by reversing the operators in Λ. Instead, when contravariant term tile systems R = (Σ, Λ, N, R) are considered, then also the auxiliary tiles must be suitably reversed to keep the consistency between the horizontal and vertical cartesian structures. In fact the vertical cartesian category we want to consider is the co-cartesian category 
Filtered tile bisimilarity
Open endedness based on dynamic specialization can find general application, since the holes to be instantiated can represent complex operational settings of a variety of systems, while terms used for dynamic instantiation can represent system extensions where further subsystems can be suitably accommodated.
To get the intuition, take a process calculus Π with an associative parallel composition operator |, and suppose that for (ground) processes p ∈ Π an (open) experimental setting is given, which has the form F [p|X], where F is some kind of filter (e.g., converting internal τ moves to identities, in the style of weak observational semantics, as used in [21] ) and X ranges over a set of attackers or tester processes. An obvious notion of equivalence with respect to the experimental setting can be given by considering p and q equivalent iff for any attacker A, F [p|A] is bisimilar to F [q|A]. In this case we want to find a suitable coinductive way of expressing the universal closure of the experimental setting where p and q reside w.r.t. all possible attackers, but we are not interested in further extending the experimental context. By analogy with dynamic bisimilarity, this would correspond to introduce reconfiguration arrows of C op . 6 Hypersignatures are generalized signatures, where operators possibly return tuples of arguments, i.e. a generic operator f corresponds to an arrow f : n → m. 7 In the presence of pairing and projections, then each operator f : n → m of a generic hypersignature Λ op is uniquely determined by its associated m projections Figure 22 . Dynamic instantiation of an experimental setting.
. For instance, a straightforward application of this new kind of moves is that of increasing the number of attackers in parallel with p:
At the level of verification, this would allow the use of coinductive techniques. Furthermore, the system remains finitely branching if it was originally so, because at each step it is enough to instantiate the hole with a single operator of the attackers' signature and still all attackers can be generated.
We shall assume to work with a one-sorted signature Σ extended with a second sort and a set Σ of operators of the kind f : n → . Definition 6.2 A filtered signature is a two-sorted signature Σ Σ , for Σ a one-sorted signature (say, over sort S) and Σ a two sorted signature over sorts {S, } such that any f ∈ Σ takes arguments in S n for a suitable n and yields result of sort . Given a set X of variables with sort S, a filtered system is a term F ∈ T Σ Σ (X) whose topmost operator is in Σ . As usual, we denote by f the maximal filtered tile bisimulation, and call it filtered tile bisimilarity.
We say that f is a congruence if for any s, t: n → such that s f t, then for any configuration σ: m → n we have σ; s f σ; t.
While basic source is enough for guaranteeing the congruence property if structural axioms are not considered, in the more general case some kind of closure (either static or dynamic) is needed. In particular, the static closure corresponds to a testing-like semantics (s is equivalent to t iff σ; s f σ; t for all σ), while the dynamic one is in general finer and can be obtained as the ordinary Table 3 Operational semantics of bcm.
bisimilarity over an extended system. Definition 6.4 Given a contravariant term (respectively monoidal) tile system R = (Σ Σ , Λ, N, R) its dynamic specialization R is obtained by adding for all n and for any operator f ∈ Σ n (not in Σ ):
the auxiliary operatorf to Λ n ; and the following auxiliary tiles:
Analogous results to those discussed in Section 4 can be easily proved by exploting duality. They can be summarized by the theorem below.
Theorem 6.1 Let R = (Σ Σ , Λ, N, R) be a contravariant monoidal (resp. term) tile system. The filtered tile bisimilarity on its dynamic specialization R defines the maximal congruence which is also a filtered tile bisimulation for R.
The auxiliary tiles (f , 1) allow to plug fresh components in the system. The auxiliary tiles (f , 0) enforces the decomposition property. Note that the auxiliary tiles (f , 0) would allow to observe the structure of a generic configuration, forcing tile bisimilarity to be the identity relation. The key point is that by restricting to consider filtered systems, we are guaranteed that such observations can neither pass through the 'filter' nor be used to distinguish behaviorally equivalent systems.
Case study: A Basic Calculus for Mobility
To illustrate the features of dynamic specialization and filtered tile bisimilarity, we take the basic calculus for mobility (bcm) introduced in [33] . bcm can be seen as an asynchronous version of ccs [24] , enriched with ambients, or, alternatively, as (a restriction-free version of) the ambient calculus [8] with asynchronous ccs-like communication.
Definition 6.5 Let A be a set of channels and let N be a set of ambient names. The set of bcm processes P is defined by the grammar:
where the parallel operator is AC1 P |(Q|R) ≡ (P |Q)|R P |Q ≡ Q|P P |nil ≡ P and where the prefixes α are given by the grammar
with a ∈ A and n ∈ N .
The operational semantics of bcm is defined by the sos operational rules in Figure 3 . The rules open, in, and out are the classical rules of ambient calculus; communication (rule com) is allowed only inside the same ambient; reductions can happen under any ambient and in any parallel process (but not under prefixes), as stated by rules amb and par, respectively. Since the semantics is presented as a reduction system, all transitions carry the same label τ . The tiles for the dynamic specialization R BCM are in Figure 25 . 
Related work
The idea of allowing contexts as observations in transition system specifications has been at the basis of the promoted tyft/tyxt format [32] , de- signed for dealing with higher order languages. A parallel line of research is to provide reduction semantics (e.g., semantics based on unlabeled transitions) with an interactive, observational view by observing a minimal class of contexts [34, 30, 31, 35] , making the transition system finitely branching so to facilitate the proof of equivalence between terms. In particular, in [31] it is shown that this is possible whenever sufficiently many relative pushouts exist in the category of configurations (w.r.t. the sources of reduction rules). Roughly speaking, it must be the case that for any configuration t, any context C[ ] and any reduction rule l ⇒ r with which C[t] can react, then there exists a minimal observable context C m [ ] inside C[ ] that makes such reduction possible. In practice, the straightforward application of relative pushouts fails in the presence of even simple structural congruences, in which case a more involved approach based on functorial reactive systems and precategories must be used [36] . The use of 2-categories in place of precategories has been advocated for in [37, 38, 39] . Moreover, in the area of graph rewriting, and more specifically in the double pushout approach (dpo) to graph rewriting, it has been proposed an alternative characterization (based on pullbacks and pushout squares) of minimal observable contexts, called borrowed contexts for deriving labelled transition systems and bisimulation congruences [40] .
Regarding the dual of contextualization, there are two approaches to the def-inition of observational congruences for open terms that avoid instantiation under all closed terms. The first has been pursued in two recent works [18, 28] for defining general specification formats that guarantee the compositionality of open terms. Such formats (those presented in [28] being based on tiles) extend the notion of transition to partially specified states, thus allowing a uniform treatment of both closed and open terms and favoring the application of coalgebraic techniques [41] . The second approach consists of finding a minimal class of instantiations (not necessarily ground) under which to close the open terms. An application of this technique to the tile modeling of logic programming has been considered in [42] offering some preliminary results on its possible generalization and integration with the contextualization problem (to some extent, instantiations can be viewed as internal contextualizations).
In particular, the application to logic programming is illustrative because unification employs pullbacks which are in fact dual to the pushouts considered by Cattani, Leifer and Milner [35] . Along the same line, paper [33] exploits spatial logic formulae as labels of symbolic transition systems to characterize the class of components that can be plugged in the system to activate a transition and to define suitable behavioral equivalences on open ended systems.
Concluding remarks
We have proposed tile logic as a compositional framework suitable to deal with open ended systems, dynamic bisimulation and structural axioms on states. Such characteristics follows naturally from the abstract 'geometrical' concepts on which tile configurations and observations are based. In particular, the key feature is the possibility of exploiting the analogy between horizontal and vertical arrows, making observations out of contexts. Moreover, dynamic bisimulation is handled via a finitary enrichment of the specification (internalized in the tile language) and the congruence proof has a simple pictorial representation that exploits ground decomposition.
Structural axioms are dealt with by introducing specialized tiles with empty triggers and effects, in the flavor of rewriting systems, where equations can be modeled via bidirectional rules. Since tile logic extends rewriting logic and both extends equational logic, we think that the specialized tiles we have employed arise naturally and have the advantage of keeping the state space simpler (i.e., the free term algebra T Σ ) while enriching the controls. This is made possible by the fact that we are interested in the flat version of tiles, which abstracts away from the proofs decorating the sequents (that otherwise should have been suitably axiomatized). An alternative, but otherwise equivalent, solution would have been to take the category of configurations T Σ,E , choosing a different format for tiles.
Following the lines suggested in this paper, one could limit run-time reconfiguration either to a subclass of contexts or to a subclass of configurations. Although we have not discussed explicitly the issue here, our results can be extended to trace semantics instead of bisimilarity. In fact, the decomposition property guarantees that also the trace equivalence (where two systems are equivalent if they have the same set of traces) is a congruence.
This work is to be understood as part of a larger research that aims at the uniform integration inside the tile framework of several concepts of general interest. In this perspective, there is a series of recent works that are tightly connected with the dynamic closure presented here [30, 31, 28, 42] . Papers [30, 31] characterize the minimal set of contexts which bisimilarity on ground terms needs to be closed for in order to be a congruence. The goal in loc. cit. is to keep the transition system finitely branching. The results in [42] offer, to some extent, the application of the dual concept to a particular case study (logic programming): bisimilarity is taken on open contexts (i.e., ground and non-ground goals) and the closure is taken w.r.t. instantiation (instead of contextualization). Clauses of logic programs are then encoded by tiles in such a way that, at each step, only a finite number of moves is possible for a given goal. Such moves are identified by the unification mechanism, expressed by suitable pullback constructions. Finally, paper [28] studies several tile formats that guarantee tile bisimilarity to be a congruence (for open terms too, rather than ground terms only), and exploits the basic source property. As for the future, we would like to extend the results presented in this paper to a more general tile framework in which the following three conditions apply. (1) There is available a class of specification formats which guarantee that tile bisimilarity is a congruence (for both open and closed terms); (2) When such formats are not applicable, then we have a way to close the system w.r.t. both instantiation and contextualization; and (3) such closure can be expressed compactly.
A Duality in tile systems and double categories
Monoidal double categories are a natural semantic framework for tile systems, because the mathematical structures describing configurations and observations are monoidal categories themselves (having the same objects) and the tiles form double cells. Moreover, the three operations for composing tiles (horizontally, vertically and in parallel) reflects the three functorial compositions of double cells in monoidal double categories. Finally, auxiliary tiles of most tile models correspond to generalized (natural) transformations (see e.g. [43, 15] for details).
In Section 6 we have seen tile modeling applications where the direction of vertical arrows (observations) must be reversed to make composition possible between the trigger of tiles for dynamic specialization and the initial configuration; such a composition becomes in fact the final configuration (see the leftmost tile in Figure 22 ). Again, monoidal double categories can provide a conceptual explanation for such a reversing, which is based on 'duality' considerations.
Duality is a fundamental notion in category theory: any meaningful construction or concept has its dual, which is often as important as its counterpart. In double categories, several notions of 'dual' are possible, by considering combinations of the opposite categories of configurations, observations, and tiles (horizontal and vertical). Different dual transformations can be applied consecutively leading to equivalent final results. For example, reversing the direction of vertical arrows is equivalent to swapping the position of configurations and observations in the drawing of tiles. Hence, a tile system R = (H, V op , N, R) could be equivalently defined as R r = (V, H, N, R), where the order of H and V makes clear that the computational interpretation of horizontal and vertical arrows is reversed.
A generic tile α in R, say with initial configuration s ∈ H, final configuration t ∈ H, trigger a ∈ V and effect b ∈ V, should be drawn 
·
We observe that in R r : (1) the computation proceeds from right to left (i.e., from s to t), and not top-down; (2) the subcomponents of s and t should compose on top; and (3) the embedding contexts should be composed below. It is immediate that the tile α r is the same as α rotated clockwise by 90 o .
Therefore, we can conclude that contravariant monoidal/term tile systems can be defined and used without re-designing the underlying categorical models, that are respectively given by (symmetric) monoidal double categories and cartesian double categories.
