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Re´sume´
Dans ce me´moire, nous nous inte´ressons a` l’e´tude dynamique de mode`les e´pide´mio-
logiques a` compartiments, permettant de repre´senter de fac¸on qualitative l’e´volution
d’une e´pide´mie au sein d’une population initialement saine, progressivement infecte´e
et ensuite partiellement re´tablie.
La construction de chaque mode`le est explique´e pas a` pas, du plus simple (mode`le
a` deux compartiments SI) aux plus complexes (mode`les avec jusqu’a` 6 comparti-
ments). Le mode`le le plus classique (SIR) est e´tudie´ en de´tails afin de construire
des outils inte´ressants comme le taux de reproduction basique et la relation de taille.
Des mode`les plus complexes sont ensuite construits, pour introduire des phe´nome`nes
plus fins tels que l’exposition a` une maladie ou l’influence des interventions humaines
pour enrayer la propagation des e´pide´mies (comme le traitement, la vaccination ou
la mise en quarantaine). Une composante spatiale est e´galement ajoute´e au mode`le
SIR pour prendre en compte le de´placement des individus ou la propagation d’une
e´pide´mie via des agents infectieux, au travers d’une e´quation aux de´rive´es partielles
de diffusion, dans une seule direction, ou en coordonne´es polaires, dans un certain
rayon d’action.
De nombreux exemples historiques (e´pide´mies de peste ou de grippes recense´es)
permettent d’illustrer ces mode`les, d’en mesurer l’efficacite´ et dans certains cas, la
surprenante pre´cision malgre´ leur extreˆme simplicite´.
Mots-clefs : E´pide´miologie, mode`le a` compartiments, syste`me dynamique, e´quation
aux de´rive´es partielles, simulation nume´rique.
Abstract
This master thesis focuses on the dynamical study of compartmental models in
epidemiology ; they allow to represent the dynamical evolution of an epidemy in a
population, progressively infested and partially recovering.
The construction of each model is explained step by step from the simplest (SI
model with two compartiments) to the most complex ones (models with up to 6
compartiments). The most classical model (SIR) is studied in details to define some
essential tools such as the basic reproduction number and the final size relation. More
complex models are then built, to introduce subtle phenomenons like the exposure
to disease and the human interventions to block epidemic spreads (treatment, vacci-
nation and quarantine). A spatial component is likewise added to the SIR model to
take into account the movement in the population or the spread of an epidemy by
infectious agents, through a partial derivative diffusion equation, in a unique propa-
gation direction, or in polar coordinates, in a specific area.
Numerous historical examples (data for plague and flu, for example) illustrate
these models, measuring their efficiency, and in some cases, showing a surprising pre-
cision for their extreme simplicity.
Keywords : epidemic, compartmental models, dynamical system, partial diffe-
rential equation, numerical simulation.
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Introduction
Depuis toujours, les maladies infectieuses sont une cause de mortalite´ chez l’homme.
Un moyen de se pre´munir contre les e´pide´mies est de connaˆıtre leur e´volution. Ainsi,
dans les anne´es 1930, William Ogilvy Kermack et Anderson Gray McKendrick ont
propose´ un mode`le mathe´matique pour e´tudier la dynamique des e´pide´mies. Ce
mode`le innovateur distingue alors les individus sains susceptibles d’attraper la mala-
die des individus de´ja` contamine´s.
Les moyens disponibles pour lutter contre la propagation d’une e´pide´mie sont
nombreux avec par exemple la vaccination et les traitements. Cependant, ces me´thodes
sont parfois one´reuses et difficiles a` mettre en place. Ainsi, l’analyse de mode`les
e´pide´miologiques peut aider a` comprendre l’e´volution d’une e´pide´mie en fonction du
type de maladie et des outils pour ralentir ou stopper sa progression. Cela permet
donc de choisir la meilleure option pour e´viter ou lutter contre une e´pide´mie. Les
service de sante´ e´tant de plus en plus performants, de nombreuses donne´es sont dis-
ponibles pour la re´alisation et le calibrage de mode`les e´pide´miologiques.
Ce me´moire s’inscrit dans la the´orie des syste`mes dynamiques. Le premier cha-
pitre est consacre´ a` la construction des mode`les les plus simples. Nous y de´finirons
les bases pour exprimer la dynamique d’une e´pide´mie sur des mode`les a` deux et trois
compartiments. Dans le chapitre suivant, nous e´tudierons plus en de´tails le mode`le de
Kermack–McKendrick. Ce mode`le est le plus ce´le`bre et le plus utilise´ pour sa simpli-
cite´ et son re´alisme. Nous poursuivrons dans le troisie`me chapitre avec la construction
de mode`les plus complexes. L’ajout de compartiments nous permettra alors de rendre
compte du temps d’incubation des maladies et d’une se´rie d’interventions humaines
qui luttent contre la propagation des e´pide´mies. Enfin, dans le dernier chapitre, nous
ajouterons une dimension spatiale. Pour cela nous conside´rerons les de´placements des
individus au travers d’e´quations aux de´rive´es partielles de diffusion. Nous ajouterons
e´galement un nouveau compartiment pour simuler une propagation par des agents
infectieux, tels que les animaux ou les insectes.
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Chapitre 1
Construction de mode`les
e´pide´miologiques simples
L’e´pide´miologie est une science qui e´tudie, au sein de populations (humaines, ani-
males, voire ve´ge´tales), la fre´quence et la re´partition des proble`mes de sante´ dans
le temps et dans l’espace, ainsi que le roˆle des facteurs qui les de´terminent[11]. Les
mode`les a` compartiments consistent a` se´parer la population en plusieurs groupes qui
interagissent entre eux. Ainsi, graˆce aux mode`les e´pide´miologiques a` compartiments,
nous pouvons analyser mathe´matiquement le de´roulement d’e´pide´mies en fonction de
certains facteurs, tels que les taux d’infection et de gue´rison.
Nous construirons dans la premie`re section des mode`les e´pide´miologiques a` deux
compartiments. Ceux-ci e´tant les plus simples, ils sont e´galement les moins re´alistes.
Dans les sections ulte´rieures, nous nous inte´resserons aux mode`les a` trois compar-
timents avec, entre autres, le ce´le`bre mode`le de Kermack-McKendrick. Notons que
l’ensemble de ce chapitre a e´te´ inspire´ du livre [1] et de l’article [6].
Pour la construction de ces diffe´rents mode`les, nous devons poser certaines hy-
pothe`ses :
– la population est homoge`ne, tous les individus ont la meˆme probabilite´ de
contracter l’infection,
– le nombre total d’individus est constant,
– la maladie se transmet uniquement d’un individu a` l’autre.
L’hypothe`se sur le nombre total d’individus peut se formuler de deux manie`res
diffe´rentes : soit nous avons les meˆmes individus pendant toute la dure´e de l’e´pide´mie,
soit la population change mais conserve une natalite´ e´gale au taux de mortalite´.
Nous prendrons ge´ne´ralement la premie`re hypothe`se qui semble plus re´aliste pour
des e´pide´mies de courte dure´e. La deuxie`me hypothe`se est utilise´e pour mode´liser les
ende´mies comme dans la section 2.8.
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1.1 Mode`les a` deux compartiments
Les mode`les d’e´pide´mies a` deux compartiments sont les plus simples. Les individus
sont se´pare´s en deux groupes suivant qu’ils soient infecte´s ou non. Ces mode`les sont
donc compose´s de deux compartiments :
– un groupe d’individus sains susceptibles d’eˆtre infecte´s,
– un groupe d’individus infecte´s.
Le nombre d’individus de ces groupes est amene´ a` varier au cours du temps. Ainsi,
nous nommerons ces quantite´s S(t) et I(t) repre´sentant respectivement les nombres
d’individus sains et infecte´s. Les mode`les sont donc baptise´s SI et SIS. Il est e´vident
que ces quantite´s sont positives. Rappelons que la somme de tous les individus est
constante,
∀t S(t) + I(t) = N, (1.1)
ou` N est une constante repre´sentant le nombre total d’individus.
1.1.1 Mode`le SI
Dans le mode`le SI, le seul mouvement possible entre les compartiments repre´sente
l’infection d’une personne saine. Ainsi, les individus qui sont contamine´s le resteront ;
nous traitons donc ici des maladies ou` il n’y a pas de gue´rison possible. Nous pouvons
repre´senter ce mode`le avec la Figure 1.1.
Sains Infecte´s
Figure 1.1 – Compartiments du mode`le SI
Ce mode`le est le plus simple possible et ne s’applique qu’a` un nombre tre`s limite´
de maladies. Remarquons a priori que la seule issue possible a` ce mode`le semble eˆtre
que l’ensemble de la population soit infecte´e. Nous le ve´rifions analytiquement a` la
fin de cette section.
Avant de pouvoir poser les e´quations du mode`le SI, nous devons de´terminer
le taux de transfert entre les deux compartiments. E´tant donne´ que le milieu est
suppose´ homoge`ne, nous pouvons conside´rer que le nombre d’individus sains qui sont
contamine´s est proportionnel au nombre d’individus infecte´s. De plus, ce taux est
directement proportionnel au nombre d’individus sains et au laps de temps conside´re´.
Nous obtenons donc, pour un intervalle de temps ∆t :
Taux de transfert sains/infecte´s ∝ S(t)I(t)∆t
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En faisant tendre ∆t vers 0, nous pouvons construire le syste`me d’e´quations
diffe´rentielles associe´ a` la dynamique de l’e´pide´mie,
dS(t)
dt
= −rS(t)I(t), (1.2)
dI(t)
dt
= rS(t)I(t), (1.3)
ou` r est un re´el positif.
La valeur r correspond au taux de contamination ou, autrement dit, au nombre
d’individus sains qui sont contamine´s par un seul individu infecte´ au cours d’une
unite´ de temps.
Le syste`me (1.2)-(1.3) a deux e´quilibres possibles :
– (S∗, I∗) = (N, 0), il n’y a aucun individu infecte´,
– (S∗, I∗) = (0, N), toute la population est infecte´e.
Il est e´vident que, s’il n’y a aucun individu infecte´ au temps initial, l’e´pide´mie
ne peut pas commencer. Nous supposerons donc que le nombre d’individus infecte´s
au temps initial ne doit pas eˆtre nul. Nous obtenons les deux conditions initiales
suivantes,
S(0) = S0, (1.4)
I(0) = I0, (1.5)
ou` S0 est positif et I0 est strictement positif.
En vertu de la conservation du nombre d’individus total dans la population, nous
avons,
N = S0 + I0.
Nous pouvons remarquer que le point (0, N) est asymptotiquement stable. En ef-
fet, il est facile de voir comment e´volue cette e´pide´mie. Les quantite´s S(t) et I(t) e´tant
tout le temps positives, le nombre d’individus sains va de´croˆıtre jusqu’a` atteindre 0.
Le groupe des individus infecte´s va s’agrandir jusqu’a` contenir toute la population.
Par contre, l’e´quilibre (N, 0) est instable. Nous pouvons ve´rifier le comportement de
ce mode`le a` la figure 1.2 re´alise´e avec Matlab et la fonction d’inte´gration ode45 1.
Les parame`tres choisis pour notre simulation sont tire´s de la source [4]. La po-
pulation initiale est de 763 individus sains et d’un seul individu infecte´. Le taux
d’infection, r, est de 2.18. Nous remarquons le comportement attendu, la population
saine disparaˆıt rapidement pour ne laisser que des individus infecte´s.
1. L’ensemble des inte´grations nume´riques de ce me´moire sont re´alise´es avec la fonction ode45.
Cette fonction est base´e sur une me´thode explicite de Runge-Kutta, voir [7].
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Figure 1.2 – Mode`le SI : r = 2.18 10−3
Notons que ce type de mode`le peut s’appliquer a` d’autres proble´matiques, comme
par exemple la diffusion d’une information. Les individus infecte´s repre´sentent alors
les personnes ayant e´te´ informe´es de la nouvelle et les individus sains celles l’ignorant
encore. Dans le cas du mode`le SI, l’information n’est jamais oublie´e.
1.1.2 Mode`le SIS
Dans le mode`le SIS, nous conside´rons les meˆmes compartiments que dans le
mode`le pre´ce´dent mais les individus infecte´s peuvent maintenant gue´rir et ainsi rede-
venir des individus sains. Il s’en suit que ces individus peuvent, a` nouveau, contracter
la maladie. Ce mode`le peut eˆtre repre´sente´ par le sche´ma a` la Figure 1.3.
Sains Infecte´s
Figure 1.3 – Compartiments du mode`le SIS
Le taux d’infection est construit de la meˆme manie`re que pour le mode`le SI.
Nous devons, en plus, e´valuer le taux de gue´rison qui correspond au taux de transfert
entre le compartiment des individus infecte´s et celui des individus sains. Ce taux est
directement proportionnel au nombre d’individus infecte´s. Ainsi, nous obtenons :
Taux de transfert infecte´s/sains ∝ I(t)∆t
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Le mode`le peut alors eˆtre de´crit par les e´quations suivantes :
dS(t)
dt
= −rS(t)I(t) + aI(t), (1.6)
dI(t)
dt
= rS(t)I(t)− aI(t), (1.7)
ou` a et r sont des re´els positifs.
La valeur a correspond au taux de gue´rison, donc a` la proportion de la population
infecte´e qui se re´tablit au cours d’une unite´ de temps.
Dans un premier temps, nous pouvons calculer les e´quilibres de ce syste`me,
0 = −rS∗I∗ + aI∗,
0 = rS∗I∗ − aI∗.
Nous trouvons ainsi deux e´quilibres :
– (S∗, I∗) = (N, 0),
– (S∗, I∗) = (
a
r
,N − a
r
).
Comme pour le mode`le pre´ce´dent, le point d’e´quilibre trivial, (N, 0), est pre´sent. Le
second point permet, cette fois, une situation ou` la maladie persiste sans contami-
ner tout le monde. Pour connaˆıtre la stabilite´ de ces points, calculons la matrice
jacobienne aux points d’e´quilibres,
J(S(t), I(t)) =
(
−rI(t) −rS(t) + a
rI(t) rS(t)− a
)
.
Nous pouvons alors e´valuer les valeurs propres de cette matrice au point (N, 0),
det (λ Id− J (N, 0)) = det
(
λ rN − a
0 λ− rN + a
)
= λ(λ− rN + a)
= 0
=⇒ λ1 = 0 et λ2 = rN − a.
La stabilite´ de´pend donc des parame`tres r, a et N . Le point d’e´quilibre trivial
(N, 0) est stable si a > rN et instable si a < rN . Le second point,
(a
r
,N − a
r
)
, a la
stabilite´ oppose´e a` celle du premier. En plus de r et a, il est inte´ressant de remarquer
que la stabilite´ de´pend e´galement du nombre d’individus pre´sents dans la population.
Les taux d’infection et de gue´rison de´pendent principalement de la maladie qui est
mode´lise´e. Ne´anmoins, une meˆme maladie peut avoir des comportements diffe´rents
6
selon la population dans laquelle elle se propage. Les graphes ci-dessous (Figures
1.4a et 1.4b) illustrent bien l’importance du nombre d’individus.
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Figure 1.4 – Mode`le SIS : r = 2.18 10−3 et a = 0.44
Nous avons choisi r = 2.18 10−3 et a = 0.44 pour les deux inte´grations nume´riques.
Quand la population est de 100 individus (Figure 1.4a), l’e´pide´mie tend a` dis-
paraˆıtre. Dans le cas ou` elle est de 500 individus (Figure 1.4b), le nombre de per-
sonnes infecte´es augmente jusqu’a` se stabiliser aux alentours de 300.
Ce changement de comportement s’explique par le fait que si a > rN , le second
point d’e´quilibre est hors du domaine de de´finition. Il ne reste alors que l’e´quilibre
trivial. Dans le cas ou` a = rN , les deux e´quilibres sont superpose´s et stables.
Encore une fois, nous pouvons adapter ce mode`le a` la diffusion d’information. Le
mode`le SIS simule alors l’oubli de l’information apre`s un certain temps.
Notons que ces deux mode`les simples, SI et SIS, ne sont pas assez re´alistes.
Lorsque l’on gue´rit d’une maladie, on acquiert ge´ne´ralement une immunite´ temporaire
ou de´finitive face a` celle-ci. Nous pouvons ne´anmoins utiliser le mode`le SIS dans les
cas ou` la pe´riode d’immunite´ est ne´gligeable.
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1.2 Mode`les a` trois compartiments
Dans cette section, nous ajoutons un troisie`me compartiment aux mode`les. Nous
pouvons mode´liser des infections contre lesquelles il est possible d’eˆtre immunise´ apre`s
gue´rison, par exemple la varicelle. Dans cette optique, nous ajoutons un comparti-
ment pour les individus re´tablis qui sont alors immunise´s.
Il est e´galement possible que l’immunite´ ne dure qu’un certain temps. Dans ce
cas, un individu re´tabli qui perd son immunite´ sera conside´re´ comme un individu
sain pouvant eˆtre a` nouveau infecte´. Nous pouvons citer la grippe comme exemple
de maladie utilisant ce mode`le puisque nous ne sommes victimes de la grippe qu’une
fois par an au maximum.
1.2.1 Mode`le SIR
Le mode`le SIR, tre`s souvent appele´ mode`le de Kermack–McKendrick, peut eˆtre
utilise´ pour e´tudier de nombreuses maladies comme la rougeole, les oreillons ou en-
core la rube´ole. Ce mode`le est un bon compromis entre simplicite´ et re´alisme. Ainsi,
nous le construisons dans cette section mais y consacrerons dans le chapitre 2 pour
l’e´tudier plus en de´tails.
Ce mode`le compartimental est compose´ de trois classes d’individus distinctes,
– un groupe d’individus sains susceptibles d’eˆtre infecte´s,
– un groupe d’individus infecte´s,
– un groupe d’individus re´tablis, ne pouvant plus eˆtre infecte´s.
Notons le nombre d’individus du troisie`me groupe, au temps t, R(t). Remarquons
que, comme pour les mode`les pre´ce´dents, la somme de tous les individus est constante,
∀t S(t) + I(t) +R(t) = N, (1.8)
ou` N repre´sente le nombre total d’individus.
Les mouvements entre les diffe´rents compartiments correspondent a` l’infection de
personnes saines ou au re´tablissement de personnes infecte´es. Notons que, dans ce
mode`le, les individus re´tablis acquie`rent l’immunite´ permanente face a` la maladie.
Nous pouvons sche´matiser cela avec la Figure 1.5.
Sains Infecte´s Re´tablis
Figure 1.5 – Compartiments du mode`le SIR
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Nous pouvons a` pre´sent construire notre mode`le, le syste`me d’e´quations diffe´rentielles
suivant,
dS(t)
dt
= −rS(t)I(t), (1.9)
dI(t)
dt
= rS(t)I(t)− aI(t), (1.10)
dR(t)
dt
= aI(t), (1.11)
ou` a et r sont des re´els positifs.
L’e´quation (1.11) repre´sente l’e´volution du nombre d’individus re´tablis. Nous re-
marquons que ce nombre ne peut qu’augmenter.
Ainsi, nous calculons les e´quilibres du syste`me (1.9)-(1.11).
0 = −rS∗I∗,
0 = rS∗I∗ − aI∗,
0 = aI∗.
Nous observons que la seule solution est I∗ = 0, ce qui signifie que plus aucun indi-
vidu n’est infecte´, il ne reste que des individus sains ou re´tablis. Il est e´vident qu’une
e´pide´mie ne peut de´marrer que si au moins un individu est infecte´. Nous supposons
donc que le nombre d’individus infecte´s au temps initial, I(0), est strictement positif.
Nous imposerons e´galement que S(0) et R(0) soient positifs. Ainsi, nous obtenons les
conditions initiales suivantes,
S(0) = S0, (1.12)
I(0) = I0, (1.13)
R(0) = R0, (1.14)
ou` S0 et R0 sont positifs et I0 est strictement positif.
Nous pouvons inte´grer nume´riquement le mode`le SIR comme a` la Figure 1.6 ; pour
cela, prenons comme parame`tres r = 2.18 10−3 et a = 0.44.
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Figure 1.6 – Mode`le SIR : r = 2.18 10−3 et a = 0.44
Le comportement de cette e´pide´mie est typique. Un seul individu infecte´ est intro-
duit dans une population saine de 762 individus. Il s’en suit une progression rapide
de l’e´pide´mie, le nombre d’individus sains va tre`s vite diminuer au profit des nombres
d’individus infecte´s et re´tablis.
Le pic de l’e´pide´mie est atteint en 6.4103 jours. A` ce moment, 294 individus sont
infecte´s. L’e´pide´mie tend ensuite a` disparaˆıtre, le nombre d’individus infecte´s dimi-
nue. En moins de 25 jours, le nombre d’individus infecte´s tend vers ze´ro et il reste 19
individus sains qui n’ont pas e´te´ contamine´s.
Remarquons que le mode`le est continu alors que notre distribution de popula-
tion est discre`te, les nombres d’individus ont d’ailleurs e´te´ arrondis lors de l’in-
terpre´tation de l’illustration. Nous avons des nombres d’individus qui ne sont pas
entiers. C’est e´galement a` cause de cela que l’e´pide´mie ne s’arreˆte pas comple`tement.
Nous conside´rons alors qu’une e´pide´mie est finie lorsque le nombre d’individus devient
infe´rieur a` un.
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1.2.2 Mode`le SIRS
Le mode`le SIRS est une combinaison des mode`les SIS et SIR. Il comporte trois
compartiments distincts comme le mode`le SIR. Ne´anmoins, cette mode´lisation per-
met aux individus re´tablis de redevenir sains, c’est-a`-dire de perdre leur immunite´.
La Figure 1.7 repre´sente la dynamique de ce mode`le.
Sains Infecte´s Re´tablis
Figure 1.7 – Compartiments du mode`le SIRS
Pour pouvoir e´crire les e´quations de´crivant ce mode`le, nous devons de´terminer un
nouveau taux de transfert entre le compartiment des individus re´tablis et celui des
individus sains. Nous supposons que ce taux de transfert est proportionnel au nombre
d’individus re´tablis.
Taux de transfert re´tablis/sains ∝ R(t)∆t
Nous pouvons, a` pre´sent, exprimer ce mode`le sous forme d’e´quations diffe´rentielles.
dS(t)
dt
= −rS(t)I(t) + bR(t), (1.15)
dI(t)
dt
= rS(t)I(t)− aI(t), (1.16)
dR(t)
dt
= aI(t)− bR(t), (1.17)
ou` a, b et r sont des re´els positifs.
La valeur b repre´sente la part d’individus re´tablis qui vont perdre leur immunite´
au cours d’une unite´ de temps.
Malgre´ le fait que les individus aient la possibilite´ de redevenir des individus sains,
la population globale est suppose´e constante comme pour le mode`le SIR.
∀t S(t) + I(t) +R(t) = N. (1.18)
Calculons les e´quilibres du syste`me (1.15)-(1.17),
0 = −rS∗I∗ + bR∗, (1.19)
0 = rS∗I∗ − aI∗, (1.20)
0 = aI∗ − bR∗. (1.21)
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L’e´quation (1.20) nous donne deux e´quilibres possibles. Soit I∗ = 0, ce qui corres-
pond a` l’e´quilibre trivial avec S∗ = N et R∗ = 0. Dans ce cas, il n’y a pas d’e´pide´mie.
Dans le cas de l’e´quilibre non trivial, S∗ =
a
r
, nous pouvons calculer les valeurs I∗ et
R∗ a` l’aide des e´quations restantes et de la condition (1.18). L’e´quation (1.19) nous
donne,
0 = −rS∗I∗ + bR∗
⇐⇒ 0 = −aI∗ + bR∗
⇐⇒ I∗ = b
a
R∗.
Avec la condition (1.18), nous savons que,
R∗ = N − a
r
− I∗.
Et donc, en combinant les deux derniers re´sultats,
I∗ = b
N − a
r
a + b
,
R∗ = a
N − a
r
a+ b
.
Nous pouvons, a` nouveau, re´aliser une inte´gration nume´rique pour avoir un aperc¸u
du comportement du mode`le. Nous prenons comme parame`tres : r = 2.18 10−3,
b = 0.2, a = 0.44. Nous optons e´galement pour une population de 764 individus
dont un seul est infecte´. Nous obtenons alors, par inte´gration nume´rique, les re´sultats
pre´sente´s a` la Figure 1.8.
Nous remarquons que le nombre final de chaque classe est constant apre`s un
certain temps. L’e´quilibre que nous avons trouve´ est asymptotiquement stable. Nous
pouvons ve´rifier cet e´quilibre en le calculant analytiquement,
S∗ =
a
r
= 202,
I∗ = b
N − a
r
a+ b
= 176,
R∗ = a
N − a
r
a + b
= 386.
Cela correspond effectivement aux e´quilibres trouve´s graphiquement.
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Figure 1.8 – Mode`le SIRS : r = 2.18 10−3, b = 0.2 et a = 0.44
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Chapitre 2
Mode`le de Kermack-McKendrick
Ce chapitre s’inspire de l’article [6] et du cours [4].
Le mode`le de Kermach-McKendrick, e´galement appele´ mode`le SIR, est, rappelons-
le, un tre`s bon compromis entre simplicite´ et efficacite´. Nous l’avons construit a` la
section 1.2.1. Dans ce chapitre, nous allons e´tudier en de´tails ce mode`le a` trois com-
partiments, dont voici les e´quations,
dS(t)
dt
= −rS(t)I(t), (2.1)
dI(t)
dt
= rS(t)I(t)− aI(t), (2.2)
dR(t)
dt
= aI(t), (2.3)
ou` a et r sont des re´els positifs.
Prenons les conditions initiales suivantes,
S(0) = S0, (2.4)
I(0) = I0, (2.5)
ou` S0 est positif et I0 est strictement positif. Le nombre d’individus re´tablis n’ayant
pas d’influence sur le comportement du mode`le, nous pouvons faire l’hypothe`se sui-
vante sans perdre de ge´ne´ralite´,
R(0) = 0. (2.6)
Trouver une solution analytique du syste`me (2.1)-(2.3) avec les conditions initiales
(2.4)-(2.6) n’est pas possible. Nous pouvons ne´anmoins trouver quelques proprie´te´s
quantitatives inte´ressantes. Avant cela, remarquons que nous pouvons re´e´crire le
mode`le SIR en termes de densite´ et non plus de nombre d’individus.
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2.1 En termes de densite´
Dans certains cas, il est plus pertinent de parler de proportion de population
que de nombre d’individus. Cela peut, par exemple, re´gler le proble`me de nombre
entier des illustrations du chapitre pre´ce´dent. Nous de´finissons donc de nouvelles
variables, s(t), i(t) et r(t) qui repre´sentent, respectivement, les densite´s d’individus
sains, infecte´s et re´tablis dans la population. Le mode`le d’e´quations diffe´rentielles
(2.1)-(2.2) peut se re´e´crire en fonction de ces nouvelles variables,
ds(t)
dt
= −β s(t)i(t), (2.7)
di(t)
dt
= β s(t)i(t)− γ i(t), (2.8)
dr(t)
dt
= γ i(t), (2.9)
ou` β et γ sont des re´els positifs.
Les nouveaux parame`tres, β et γ, peuvent facilement eˆtre calcule´s en fonction de
ceux du mode`le (2.1)-(2.2). Ainsi, le nouveau taux de contamination, β, correspond
au pre´ce´dent, r, multiplie´ par le nombre d’individus dans la population. Ce re´sultat
est e´vident puisque la proportion d’individus infecte´s de´pend du nombre total d’in-
dividus. Les taux de gue´rison des deux syste`mes sont e´gaux mais, dans un souci de
clarte´, nous choisissons de les noter diffe´remment en fonction du mode`le utilise´.
Notons que nous choisissons de ne pas utiliser ce mode`le par la suite. L’information
sur le nombre d’individus est, pour nous, pre´fe´rable a` une densite´. Cependant, il est
inte´ressant de savoir que les mode`les e´pide´miologiques a` compartiment peuvent se
formuler en termes de densite´.
2.2 Taux de reproduction basique
Inte´ressons-nous aux conditions ne´cessaires au de´clenchement d’une e´pide´mie.
Pour ce faire, re´e´crivons l’e´quation (2.2) sous la forme suivante,
dI(t)
dt
= (rS(t)− a)I(t). (2.10)
Cela nous permet de de´terminer les conditions pour qu’une e´pide´mie se de´veloppe.
Si S(t) ≤ a
r
, le nombre d’individus infecte´s va de´croˆıtre et l’e´pide´mie progressive-
ment se terminer. Sinon, le nombre d’individus infecte´s va croˆıtre, ce qui signifie que
l’e´pide´mie ne fait que commencer. Nous pouvons re´e´crire la condition S(t) ≤ a
r
,
S(t) ≤ a
r
⇐⇒ r
a
S(t) ≤ 1.
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De plus, nous savons qu’au temps initial, la majorite´ de la population est saine,
S0 ≈ N.
Nous pouvons alors de´finir le taux de reproduction basique,
R0 = r
a
N. (2.11)
Ce parame`tre de´finit si une e´pide´mie a lieu ou pas. Si R0 ≤ 1, il n’y a pas d’e´pide´mie.
Dans le cas contraire, une e´pide´mie se de´clenche. Nous pouvons e´galement e´valuer
la gravite´ d’une e´pide´mie en fonction de la valeur de R0. Ainsi, plus le taux de
reproduction basique est e´leve´, plus il y aura d’individus infecte´s. Nous pouvons
ve´rifier cela nume´riquement a` la Figure 2.1.
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Figure 2.1 – Mode`le SIR : Nombre total d’individus infecte´s par une e´pide´mie en
fonction du taux de reproduction basique dans une population de 1000 individus.
Le nombre final d’individus ayant e´te´ contamine´s par une infection de´pend du
taux de reproduction basique, R0. Nous remarquons, comme pre´vu, que plus celui-ci
est e´leve´, plus l’e´pide´mie est importante. Nous observons e´galement qu’en dessous de
la valeur R0 = 1, il y a tre`s peu de personnes contamine´es. Le taux de reproduction
basique R0 = 1 est donc bien le seuil de de´clenchement d’une e´pide´mie.
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Le taux de reproduction basique peut eˆtre interpre´te´ comme le nombre moyen
d’individus contamine´s par un seul individu infecte´, durant sa pe´riode d’infectiosite´,
dans une population totalement saine. De`s lors, la condition pour avoir une e´pide´mie,
R0 > 1, peut se traduire comme ceci : un individu infecte´ doit contaminer au moins
une personne avant de gue´rir. Ce re´sultat est assez intuitif.
2.3 Taux de croissance exponentielle
La plupart des e´pide´mies ne sont mode´lise´es qu’apre`s leur arreˆt, et cela a` cause
de parame`tres difficiles a` de´terminer. En effet, il nous est possible de connaˆıtre la
taille de la population, N , ainsi que la valeur du taux de gue´rison, a, spe´cifiques a`
la maladie, mais nous ne connaissons pas le taux de contamination, r, qui de´pend
de la maladie et du comportement de la population face a` celle-ci. Pour pallier a` ce
proble`me, nous pouvons de´finir le taux de croissance exponentielle. Celui-ci nous per-
met de de´terminer les premiers instants de l’e´pide´mie et donc d’approximer le taux
de contamination.
Au temps initial, la population est constitue´e en grande partie d’individus sains et
nous pouvons graˆce a` cela faire l’approximation suivante, S0 ≈ N . De`s lors, l’e´quation
(2.2) peut, elle aussi, eˆtre approxime´e aux premiers instants par :
dI(t)
dt
≈ rNI(t)− aI(t),
= (rN − a) I(t),
= a (R0 − 1) I(t).
Nous avons donc que le nombre d’individus croˆıt de manie`re exponentielle au temps
initial,
I(t) = I0 e
a(R0−1)t.
Ainsi, de´finissons le taux de croissance exponentielle, h, comme
h = a (R0 − 1) . (2.12)
Ce taux peut eˆtre de´termine´ expe´rimentalement de`s le de´but d’une e´pide´mie, ce qui
permet d’approximer la valeur du taux de contamination r. En effet,
h = a (R0 − 1) ⇐⇒ h = rN − a
⇐⇒ r = h+ a
N
Puisque les parame`tres a, h et N peuvent facilement eˆtre de´termine´s, nous pouvons
approximer r. Ne´anmoins, cette approximation s’ave`re parfois e´loigne´e de la re´alite´
a` cause de donne´es expe´rimentales incomple`tes ou errone´es. Ce taux de croissance
exponentielle va e´galement nous permettre de comparer les premiers instants de deux
e´pide´mies suivant des mode`les diffe´rents.
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2.4 Portrait de phase
Nous allons ici construire et analyser le portrait de phase du mode`le SIR. Nous
supposons, pour l’instant, que le nombre d’individus sains, S(t), n’est jamais nul.
Ainsi, commenc¸ons par diviser l’e´quation (2.2) par l’e´quation (2.1),
dI(t)
dt
dS(t)
dt
=
dI
dS
=
rSI − aI
−rSI
= −1 + a
rS
.
En inte´grant par rapport a` S, nous obtenons,
I = −S + a
r
lnS + c, (2.13)
ou` c est une constante d’inte´gration.
Il nous est possible de de´terminer la constante c a` l’aide des conditions initiales.
Nous savons en effet que I(S0) = I0. En utilisant cette condition avec l’e´quation
(2.13), nous trouvons donc,
c = I0 + S0 − a
r
lnS0,
Nous avons pre´ce´demment remarque´ que le pic de l’e´pide´mie est atteint en S =
a
r
.
Avec l’e´quation (2.13), nous pouvons maintenant de´terminer le nombre d’individus
infecte´s en ce pic.
Imax = −a
r
+
a
r
ln
a
r
+ I0 + S0 − a
r
lnS0. (2.14)
La seule condition pour obtenir que S(t) soit nul est de conside´rer une population
initiale sans aucun individu sain. Ainsi, nous avons que,
S(t) > 0 ∀t ≥ 0, (2.15)
pour autant que S0 > 0.
Nous pouvons, a` pre´sent, tracer un portrait de phase (Figure 2.2). Ainsi, nous
observons le comportement ge´ne´ral du nombre d’individus infecte´s en fonction du
nombre d’individus sains.
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Figure 2.2 – Mode`le SIR : r = 2.18 10−3 et a = 0.44
La population totale est de 1000 individus. Dans le triangle supe´rieur droit, la
somme de tous les individus de´passe la limite de 1000, c’est pourquoi nous n’observons
rien dans cette zone. Nous remarquons le pic de l’e´pide´mie en S =
a
r
pour toutes
les conditions initiales. Pour des valeurs de S supe´rieures a`
a
r
, le nombre d’individus
infecte´s augmente, cette partie correspond au de´veloppement de l’e´pide´mie. Les cas
ou` S est infe´rieur a`
a
r
correspondent au ralentissement puis a` l’arreˆt de la maladie.
2.5 Relation de taille
Dans cette section, nous allons chercher une relation analytique entre les condi-
tions initiales, le taux de reproduction basique et le nombre d’individus qui n’auront
pas e´te´ infecte´s a` la fin de l’e´pide´mie. Pour ce faire, posons une nouvelle variable S∞
repre´sentant le nombre d’individus n’ayant pas e´te´ infecte´s par l’e´pide´mie, une fois
celle-ci finie,
S∞ = lim
t→∞
S(t).
Rappelons l’e´quation (2.1),
dS(t)
dt
= −rS(t)I(t).
19
Dans la section 2.4, nous avons montre´ que le nombre d’individus sains, S(t), est tou-
jours strictement positif (e´quation 2.15). Ainsi, nous pouvons sans proble`me diviser
l’e´quation (2.1) par S(t) et ainsi obtenir,
1
S(t)
dS(t)
dt
= −rI(t).
Si nous inte´grons par rapport a` t, de 0 a` l’infini, nous obtenons le re´sultat suivant,
[lnS(t)]∞0 = −r
∫ ∞
0
I(t)dt.
Nous savons que S(0) = S0 et nous pouvons noter que S∞ = lim
t→∞
S(t). Ainsi,
lnS∞ − lnS0 = −r
∫ ∞
0
I(t)dt.
Et donc,
ln
S0
S∞
= r
∫ ∞
0
I(t)dt. (2.16)
Re´e´crivons le terme de droite de l’e´quation (2.16) en sommant les e´quations (2.1)
et (2.2),
dS(t)
dt
+
dI(t)
dt
= −aI(t).
Si nous inte´grons par rapport a` t de 0 a` l’infini, nous obtenons,
[S(t) + I(t)]∞0 = −a
∫ ∞
0
I(t)dt.
Si nous notons lim
t→∞
I(t) = I∞,
[S(t) + I(t)]∞0 = S∞ + I∞ − (S0 + I0).
De plus, nous savons que I∞ = 0 puisque I
∗ = 0 est le seul e´quilibre asymptoti-
quement stable. Nous pouvons e´galement remarquer que S0 + I0 = N puisque nous
n’avons pas d’individus re´tablis au temps initial. Nous obtenons donc,
[S(t) + I(t)]∞0 = S∞ −N.
Par conse´quent,
−a
∫ ∞
0
I(t)dt = S∞ −N. (2.17)
En combinant les e´quations (2.16) et (2.17),
ln
S0
S∞
=
r
a
(N − S∞)
=
r
a
N
(
1− S∞
N
)
.
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En remarquant que
r
a
N est le taux de reproduction basique R0, nous obtenons la
relation de taille finale,
ln
S0
S∞
= R0
(
1− S∞
N
)
. (2.18)
Cette e´quation nous permet donc de calculer le nombre d’individus encore sains
a` la fin de l’e´pide´mie. Ne´anmoins, cette relation est plus ge´ne´ralement utilise´e apre`s
une e´pide´mie pour en de´terminer avec plus de pre´cision les parame`tres.
2.6 Dure´e moyenne de la maladie
Inte´ressons-nous a` la dure´e moyenne de la maladie. Nous savons que aI est le
taux de transfert du groupe des individus sains au groupe des individus infecte´s.
Conside´rons une population entie`rement infecte´e. Nous obtenons alors l’e´quation
diffe´rentielle suivante, pour exprimer les variations de la classe I,
dI(t)
dt
= −aI(t).
Nous pouvons alors trouver une expression de I(t),
I(t) = K e−at,
avec K une constante.
Graˆce aux conditions initiales, nous de´duisons que K = I0. De plus, comme nous
conside´rons que toute la population est infecte´e, I0 = N , nous obtenons,
I(t) = N e−at.
De´finissons une nouvelle variable, P (t), pour e´valuer la proportion d’individus encore
infecte´s apre`s un temps t,
P (t) =
N −N e−at
N
= 1− e−at.
Remarquons que P (t) correspond a` la fonction de re´partition d’une loi exponentielle
puisque t ≥ 0. Posons X , la variable ale´atoire qui suit cette loi exponentielle. Nous
pouvons alors de´duire l’espe´rance de X ,
E(X) =
1
a
. (2.19)
La variable ale´atoireX correspond au temps passe´ dans la classe I avant le re´tablissement.
Ainsi, l’espe´rance de cette variable ale´atoire approxime la dure´e moyenne de la ma-
ladie. La maladie a donc une dure´e moyenne de a−1 unite´s de temps.
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2.7 Illustration : Eyam
Dans cette section, nous allons illustrer le fonctionnement du mode`le SIR en nous
basant sur des donne´es re´elles. Celles-ci sont tire´es de l’article de D. Sulsky [15] et
concernent le village de Eyam, Derbyshire, Angleterre, qui a e´te´ touche´ par la peste
durant l’e´te´ 1666. Sa particularite´ est que ses habitants ont de´cide´ de s’isoler pour
stopper la propagation. La population peut donc eˆtre suppose´e constante durant
toute la dure´e de l’e´pide´mie 1, ce qui remplit une des hypothe`ses cruciales pour l’ap-
plication du mode`le de Kermack-McKendrick. Ainsi, l’exemple d’Eyam est souvent
repris lorsque l’on s’inte´resse aux mode`les e´pide´miologiques.
La table 2.1 reprend les donne´es re´colte´es lors de l’e´pide´mie de peste de 1666. Il
s’agit d’estimations puisque la peste a une pe´riode d’incubation de 6 jours. Il n’est
donc pas possible de de´tecter le moment pre´cis ou` un individu est infecte´. Nous
devons donc faire des estimations a` partir des seules donne´es disponibles, le nombre
de de´ce`s 2. Le de´coupage en temps qui est utilise´ est de 15,5 jours.
Date (1666) S I
19 Juin 254 7
3/4 Juillet 235 14.5
19 Juillet 201 22
3/4 Aouˆt 153.5 29
19 Aouˆt 121 21
3/4 Septembre 108 8
19 Septembre 97 8
4/5 Octobre inconnu inconnu
20 Octobre 83 0
Table 2.1 – Donne´es concernant l’e´pide´mie de peste a` Eyam
La majorite´ des personnes infecte´es sont mortes lors de cette e´pide´mie, il y a seule-
ment 3 cas de gue´rison. Ainsi, nous conside´rons que la classe des individus re´tablis
contient plutoˆt les individus de´ce´de´s. Nous avons vu pre´ce´demment que cela ne change
rien au comportement du mode`le puisque les individus re´tablis et/ou morts n’ont au-
cun impact sur les autres.
Nous savons que le temps d’incubation de la peste est de maximum 6 jours et que
sa dure´e de convalescence est de 5.5 jours. Ainsi, la dure´e totale de la maladie, ou le
temps durant lequel une personne est infecte´e et contagieuse, est estime´e a` 11 jours.
L’e´pide´mie se de´roule de juin a` octobre ainsi, nous prenons le mois (de 31 jours)
comme unite´ de temps, la dure´e totale de la maladie est donc de 0.35 mois. Nous
1. Notons que cela n’est pas totalement exact puisque quelques naissances et morts naturelles
sont survenues durant l’e´pide´mie, ainsi que la fuite de certains villageois.
2. Plus de de´tails sont fournis a` l’annexe A.
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pouvons, avec cette information, de´terminer le parame`tre a de notre mode`le SIR qui
correspond au taux de gue´rison,
a = (Dure´e totale de la maladie)−1 = (0.3667)−1 = 2.82.
Le deuxie`me parame`tre, r, est quant a` lui calcule´ a` partir du taux de reproduction
basique, R0. Pour connaˆıtre ce dernier, nous avons utilise´ la relation de taille (2.18).
Le nombre d’individus sains au de´but et a` la fin de l’e´pide´mie sont note´s S0 et S∞.
Ceux-ci prennent les valeurs suivantes,
S0 = 254 et S∞ = 83,
comme nous le constatons dans la table 2.1. En combinant ces diffe´rentes informa-
tions, nous pouvons transformer la relation de taille pour obtenir le parame`tre R0,
ln
S0
S∞
= R0
(
1− S∞
N
)
=⇒ R0 = 1.64.
Par ailleurs, nous savons que le taux de reproduction basique, R0, est donne´ par la
relation suivante,
R0 = r
a
N.
Nous pouvons en de´duire le taux de contamination, r = 0.0177.
Maintenant que nous avons les parame`tres a et r, nous pouvons re´aliser une
inte´gration nume´rique avec notre mode`le SIR. La figure 2.3 reprend les re´sultats.
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Figure 2.3 – Donne´es re´elles de l’e´pide´mie de peste a` Eyam et simulation par
inte´gration nume´rique du mode`le SIR avec les parame`tres a = 2.82 et r = 0.0177.
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Nous observons sur la figure 2.3 que les re´sultats de l’inte´gration nume´rique sont
proches des donne´es historiques. Le pic de l’e´pide´mie est atteint apre`s 1.5 mois, soit
de´but aouˆt. Aux regards des observations, apre`s 4 mois, l’e´pide´mie stoppe et plus
aucun malade n’est de´clare´. Cependant le re´sultat de l’inte´gration ne montre pas
l’arreˆt de l’e´pide´mie mais seulement une stabilisation du nombre d’individus dans
chaque classe. Cela est duˆ a` l’utilisation d’un mode`le continu que nous comparons a`
des donne´es discre`tes. L’e´volution de cette e´pide´mie est tre`s classique et est ide´ale
pour illustrer l’utilisation du mode`le.
Notons qu’il est rare d’atteindre une correspondance aussi parfaite entre re´sultats
nume´riques et observations. C’est entre autres l’isolement de toute la population
d’Eyam pour faire face a` la peste qui nous permet l’utilisation de notre mode`le. Dans
la plupart des e´pide´mies, la population essaie de re´agir, nous verrons comment mo-
difier nos mode`les pour inte´grer cette composante dans la section 3.3.
Une autre repre´sentation que nous pouvons utiliser pour comparer notre mode`le
aux donne´es re´elles est le plan de phase. Pour cela, nous utilisons le taux de repro-
duction basique, R0, que nous avons calcule´ pre´ce´demment. Nous obtenons alors le
re´sultat de la figure 2.4.
80 100 120 140 160 180 200 220 240 260
0
5
10
15
20
25
30
S(t)
I(t)
Plan de phase de l’épidémie
 
 
Modèle
Données réelles
Figure 2.4 – Portrait de phase du mode`le SIR avec R0 = 1.640
Encore une fois, nous constatons que le re´sultat de l’inte´gration du mode`le SIR
est proche des donne´es historiques d’Eyam.
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Une dernie`re remarque concernant cet exemple est que nous ne pouvons pas sup-
poser que l’e´pide´mie se propage uniquement d’individu en individu. En effet, la peste
qui s’est propage´e dans le village d’Eyam est une peste bubonique qui a ensuite mute´
pour devenir pneumonique. Nous verrons dans la section 4.2 comment mode´liser la
propagation d’une e´pide´mie avec des agents infectieux.
2.8 Mode`le ende´mique
L’hypothe`se selon laquelle la population est compose´e des meˆmes individus sur
toute la dure´e de l’e´pide´mie ne peut se faire que sur une pe´riode restreinte. Le
mode`le SIR, que nous avons e´tudie´ pre´ce´demment, est ge´ne´ralement utilise´ pour
des e´pide´mies de moins d’un an. Ainsi, pour les ende´mies qui durent plus longtemps,
nous devons conside´rer la natalite´ et la mortalite´ dans la population.
2.8.1 Construction du mode`le
Nous conside´rons ici qu’un nouveau-ne´ est sain et que tous les individus peuvent
mourir naturellement sans lien avec l’infection mode´lise´e. Nous pouvons, a` pre´sent,
sche´matiser le mode`le ende´mique SIR par la Figure 2.5.
Sains Infecte´s Re´tablis
Naissances
Morts Morts Morts
Figure 2.5 – Compartiments du mode`le SIR avec natalite´ et mortalite´
Si les naissances contrebalancent les morts, le nombre d’individus total est constant.
La dynamique de ce mode`le est donne´e par le syste`me d’e´quations diffe´rentielles sui-
vant,
dS(t)
dt
= µN − µS(t)− rS(t)I(t), (2.20)
dI(t)
dt
= rS(t)I(t)− aI(t)− µI(t), (2.21)
dR(t)
dt
= aI(t)− µR(t), (2.22)
ou` µ, a et r sont des re´els positifs.
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Le parame`tre µ repre´sente le taux de natalite´ et donc aussi de mortalite´ par hy-
pothe`se. Nous remarquons que des individus sains sont constamment ajoute´s a` la
population, alors que des individus des trois autres classes sont retire´s.
Nous prendrons e´galement les conditions initiales suivantes,
S(0) = S0, (2.23)
I(0) = I0, (2.24)
R(0) = R0, (2.25)
ou` S0 et R0 sont positifs et I0 est strictement positif. Si I0 est nul, il n’y a aucune
propagation d’infection, c’est pour cela que nous imposons que cette valeur soit stric-
tement positive.
Montrons que µ−1 correspond a` l’espe´rance de vie des individus. Pour cela, conside´rons
une population ou` le nombre individus, N(t), varie au cours du temps. Si nous
conside´rons que cette population ne se reproduit pas, nous obtenons,
dN(t)
dt
= −µN.
Nous avons alors par inte´gration que,
N(t) = N0 e
−µt,
ou` N0 est le nombre initial d’individus dans la population.
De´finissons une nouvelle variable, P (t), correspondant a` la proportion d’individus
encore vivants apre`s un temps t :
P (t) = 1− N(t)
N0
= 1− e−µt.
Nous savons que P (t) correspond a` la fonction de re´partition d’une loi exponentielle
puisque t ≥ 0. Si X est la variable ale´atoire qui suit cette loi exponentielle, nous
pouvons alors de´duire l’espe´rance de X ,
E(X) =
1
µ
. (2.26)
La variable ale´atoire X correspond donc au temps passe´ dans la classe P . Nous avons
que µ−1 correspond a` l’espe´rance de vie des individus. En Belgique, cette espe´rance
de vie est de 79.59 ans. 3
3. Chiffre de 2009 tire´ de la source internet [12].
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2.8.2 Analyse des e´quilibres
Commenc¸ons par de´terminer le taux de reproduction basique de ce mode`le. Avec
un raisonnement similaire a` celui de la section 2.2, nous trouvons,
R0 = r
a+ µ
N. (2.27)
A` pre´sent, calculons les e´quilibres du syste`me (2.20)-(2.22),
0 = µN − µS∗ − rS∗I∗, (2.28)
0 = rS∗I∗ − aI∗ − µI∗, (2.29)
0 = aI∗ − µR∗. (2.30)
L’e´quation (2.29) nous donne deux e´quilibres potentiels, l’un avec I∗ = 0, l’autre avec
S∗ =
a+ µ
r
. Le premier se re´alise avec l’ensemble de la population saine : S∗ = N ,
I∗ = 0 et R∗ = 0. Le deuxie`me ne´cessite plus de calculs pour trouver les valeurs de
I∗ et R∗. Remarquons d’abord que,
S∗ =
a+ µ
r
= R−10 .
Partons, a` pre´sent, de l’e´quation (2.28) avec S∗ =
a+ µ
r
, nous obtenons,
0 = µN − µa+ µ
r
− ra+ µ
r
I∗.
En isolant I∗, nous avons,
I∗ = µ
(
N
a+ µ
− 1
r
)
.
Nous pouvons re´e´crire I∗ sous la forme,
I∗ = µ
R0 − 1
r
.
La valeur de R∗ se de´duit alors de l’e´quation (2.30),
R∗ = a
R0 − 1
r
.
Nous obtenons donc deux e´quilibres pour ce mode`le d’ende´mie. Calculons leur
stabilite´. Pour cela, calculons la matrice jacobienne du syste`me (2.20)-(2.22),
J(S(t), I(t), R(t)) =


−µ − rI(t) −rS(t) 0
rI(t) rS(t)− a− µ 0
0 a −µ

 .
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E´valuons les valeurs propres de cette matrice au point d’e´quilibre trivial (N, 0, 0),
det (λ Id− J (N, 0, 0)) = det


λ− µ −rN 0
0 λ− rN + a+ µ 0
0 a −µ


= (λ− µ)2(λ− rN + a + µ)
= 0
=⇒ λ1 = λ2 = µ et λ3 = rN − a− µ.
Remarquons que les deux premie`res valeurs propres sont ne´gatives et cherchons
les conditions pour que la troisie`me le soit e´galement, nous aurons ainsi que le point
(N, 0, 0) est asymptotiquement stable,
λ3 = rN − a−mu < 0 ⇐⇒ r
a+ µ
N < 1
⇐⇒ R0 < 1.
Par conse´quent, la stabilite´ du point (N, 0, 0) de´pend du taux de reproduction basique.
La stabilite´ du deuxie`me point d’e´quilibre est oppose´e a` celle du premier donc
instable si R0 < 1, stable dans le cas contraire. Nous illustrons cela avec les portraits
de phase des Figures 2.6 et 2.7.
Figure 2.6 – Portrait de phase du mode`le ende´mique SIR avec R0 = 3.9019
Dans les deux exemples, nous conside´rons une grande population avec 105 indi-
vidus. Notons que le nombre d’individus reste constant par le choix d’un taux de
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natalite´ e´gal au taux de mortalite´. Pour le premier cas, nous prenons un taux de
reproduction basique, R0, de 3.9019. Ce taux e´tant plus grand que 1, nous nous
attendons a` ce que l’e´volution de l’ende´mie se stabilise avec un nombre non nul d’in-
dividus infecte´s. C’est effectivement ce que nous constatons. Nous pouvons e´galement
remarquer, sur ce premier exemple, que le point (N, 0, 0) est instable.
Figure 2.7 – Portrait de phase du mode`le ende´mique SIR avec R0 = 0.3902
Dans l’exemple de la Figure 2.7, nous choisissons un taux de reproduction ba-
sique plus petit, R0 = 0.3902, et donc infe´rieur a` 1. Ainsi, nous observons que l’in-
fection tend a` disparaˆıtre peu importe les conditions initiales.
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Chapitre 3
Construction de mode`les
e´pide´miologiques plus complexes
Dans ce chapitre, nous construisons des mode`les plus complexes. Ainsi, nous au-
rons des syste`mes a` quatre compartiments et plus. Des nouvelles spe´cificite´s seront
alors mode´lise´es comme le temps d’incubation ou la mise en quarantaine. Nous nous
basons ici sur le livre [2].
3.1 Taux de reproduction basique
Dans la section 2.2, nous avons de´fini le taux de reproduction basique a` partir
du mode`le lui-meˆme, de telle sorte qu’il nous indique si une e´pide´mie a lieu lorsque
qu’il est strictement plus grand que 1. Cette de´marche n’est plus possible lorsque
nous nous inte´ressons a` des mode`les plus raffine´s. Dans cette section, nous donnons
une de´finition pre´cise du taux de reproduction basique, R0, en nous basant sur la
me´thode de Van Den Driessche et Watmough [5] et [14].
Pour ce faire, commenc¸ons par une re´e´criture des mode`les sous une forme plus
ge´ne´rique. Soit un mode`le muni de n compartiments dont les m premiers corres-
pondent aux individus infecte´s. Soit x, un vecteur contenant le nombre d’individus
dans chaque compartiment,
x = (x1, . . . , xn) .
Notons XS l’e´tat de la population ou` aucun individu n’est infecte´,
XS = {x ≥ 0|xi = 0, i = 1, . . . , m}. (3.1)
L’e´volution de chacun compartiment peut prendre la forme suivante,
x˙i = fi(x) = Fi(x)− V−i (x) + V+i (x), i = 1, . . . , p. (3.2)
La fonction Fi(x) correspond a` la vitesse d’apparition de nouveaux individus infecte´s
dans le compartiment i. Le terme V−i (x) est la vitesse de transfert du compartiment
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i par d’autres moyens, tels que le changement de stade de la maladie ou le vieillisse-
ment. La fonction V+i (x) correspond quant a` elle au transfert dans le compartiment
i. Ces trois fonctions de´pendent de l’e´tat actuel de la population, x.
De plus, nous avons quelques proprie´te´s inte´ressantes. Chaque fonction repre´sente
un transfert positif entre diffe´rents compartiments. Ainsi,
Proposition 3.1. Si x ≥ 0, alors Fi(x), V−i (x), V+i (x) ≥ 0.
Il est e´vident que si un compartiment est vide, aucun individu ne peut eˆtre
transfe´re´ hors de celui-ci,
Proposition 3.2. Si xi = 0, alors V−i (x) = 0. En particulier, si x ∈ XS, alors
V−i (x) = 0, i = 1, . . . , m.
Les compartiments correspondant aux individus sains ne peuvent pas eˆtre remplis
par de nouvelles infections,
Proposition 3.3. ∀i > m, Fi = 0.
Nous avons suppose´ que, si aucun individu n’est infecte´ dans le population, aucun
nouveau cas ne peut e´merger. Cette hypothe`se est toujours valable et se traduit, dans
cette nouvelle notation, par :
Proposition 3.4. Si x ∈ XS, alors Fi(x) = 0 et V+i (x) = 0, i = 1, . . . , m.
Soit un point d’e´quilibre du syste`me, x0, ou` il n’y a aucun individu infecte´. Nous
avons donc x0 ∈ XS et f(x0) = 0. Si nous line´arisons le mode`le 3.2 au point x0, nous
obtenons,
x˙ = Jf(x0)(x− x0), (3.3)
ou` Jf (x0) est la matrice jacobienne de f e´value´e au point x0. Nous supposons que
le point d’e´quilibre x0 est asymptotiquement stable dans une population constitue´e
uniquement d’individus sains.
Proposition 3.5. Si F(x) est nulle, alors toutes les valeurs propres de Jf(x0) ont
une partie re´elle strictement ne´gative.
Nous avons e´galement que,
Jf(x) = JF(x)− JV−(x) + JV+(x)
= JF(x)− JV−−V+(x).
De plus, par les Propositions 3.3 et 3.4, nous avons,
JF(x0) =
(
F 0
0 0
)
,
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ou` F est une sous-matrice m × m de la jacobienne. En ajoutant la proposition 3.1,
nous de´terminons que,
F ≥ 0 (3.4)
, i.e. tous les e´le´ments de la matrice V −1 sont positifs. De manie`re e´quivalente, avec
les propositions 3.2 et 3.4, nous obtenons
JV(x0) =
(
V 0
J3 J4
)
,
avec V de taille m×m et V = V− − V+. Nous avons donc,
Jf(x) =
(
F − V 0
−J3 −J4
)
. (3.5)
De plus, nous avons les proprie´te´s suivantes sur les matrices V et J4 :
Proposition 3.6. V est une M-matrice non-singulie`re et toutes les valeurs propres
de J4 ont des parties re´elles positives.
De´monstration. Pour prouver que V est une M-matrice non-singulie`re, nous allons
montrer que celle-ci est une Z-matrice dont toutes les valeurs propres ont une partie
re´elle strictement positive.
Rappelons qu’une Z-matrice est une matrice carre´e dont tous les e´le´ments hors-
diagonaux sont ne´gatifs. La matrice V est de taille m×m. Chaque e´le´ment peut eˆtre
de´fini par,
(V )ij =
(
∂Vi
∂xj
)
(x0) = lim
h→0+
(Vi(x0 + hej)− Vi(x0)
h
)
,
ou` ej est le j-e`me vecteur de la base canonique. Par les propositions 3.2 et 3.4,
Vi(x0) = 0, i = 1, . . . , m. Si i 6= j, la i-e`me composante de x0 + hej est nulle et donc
V−i (x0) = 0. Ainsi, Vi(x0 + hej) = −V+i (x0) et, par la proposition 3.1, V est une
Z-matrice.
Par la proposition 3.5, toutes les valeurs propres de J{(x0) ont une partie re´elle
strictement ne´gative. La matrice J{(x0) est triangulaire par blocs, ses valeurs propres
sont donc celles de ses sous-matrices F − V et J4. De plus, x0 ∈ XS, ce qui implique
que F = JF(x0) est une matrice nulle. Les valeurs propres de −J4 ont une partie
re´elle ne´gative et celles de V une partie re´elle strictement positive. Cela nous permet
de conclure que V est une M-matrice non-singulie`re.
Puisque V est une M-matrice non-singulie`re, elle est inversible et V −1 ≥ 0.
Partons du syste`me line´arise´ 3.3 et conside´rons que les individus infecte´s ne sont
pas re´injecte´s dans la population.
x˙ = −JV(x0)(x− x0), (3.6)
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Pour plus de facilite´, nous noterons l’ensemble des classes d’individus sains xS et
celles d’individus infecte´s xI .
xI = (x1, . . . , xm),
xS = (xm+1, . . . , xn).
Le syste`me 3.6 se re´e´crit donc,
˙(xI
xS
)
= −
(
V 0
J3 J4
)(
xI
xS − xS0
)
,
L’e´volution du nombre d’individus infecte´s s’exprime comme,
x˙I = −V xI .
L’e´quation diffe´rentielle peut eˆtre re´solue et nous obtenons ainsi,
xI(t) = e
−V txI(0). (3.7)
Cette e´quation nous permet de connaˆıtre le nombre d’individus infecte´s au temps t
sans compter les nouveaux cas puisque nous n’avons pas de re´infection. Nous pouvons
inte´grer FxI(t) de 0 a` l’infini pour obtenir le nombre total de nouveaux individus
infecte´s. ∫ ∞
0
FxI(t) dt = FV
−1xI(0).
Nous savons que F ≥ 0 et V −1 ≥ 0, la matrice FV −1 a donc aussi tous ses e´le´ments
positifs, FV −1 ≥ 0. La matrice FV −1 est appele´e matrice de reproduction ou Next-
generation matrix. Elle permet de de´terminer le nombre d’individus qui seront infecte´s
par un seul individu infectieux.
A` pre´sent, nous pouvons de´finir mathe´matiquement le taux de reproduction ba-
sique, R0, comme le rayon spectral de la matrice de reproduction.
R0 = ρ(FV −1). (3.8)
Nous allons ve´rifier que le taux de reproduction basique, comme nous le de´finissons
ici, est toujours un indicateur du de´clenchement d’une e´pide´mie.
Proposition 3.7. Le syste`me (3.2) est asymptotiquement stable, au sens de Lyapu-
nov, au point d’e´quilibre trivial sans individu infecte´, x0 ∈ XS, si R0 < 1 et instable
si R0 > 1 1.
1. De´monstration a` l’annexe B
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Cette nouvelle de´finition du taux de reproduction basique exprime donc bien le
meˆme phe´nome`ne que pre´ce´demment, il permet de de´terminer si une e´pide´mie a lieu.
Nous pouvons ve´rifier que cette nouvelle de´finition nous donne toujours les meˆmes
re´sultats pour le mode`le SIR du chapitre 2. Dans ce mode`le, il n’y a qu’une seule
cate´gorie de personnes infecte´es, I(t). Nous devons de´terminer les flux F et V. Nous
voulons principalement les composants utiles pour de´terminer F et V . Nous obtenons
donc,
FI = rSI et VI = aI,
ou` FI et VI sont les composants des vecteurs F et V qui correspondent au compar-
timent des individus infecte´s, I.
Nous pouvons donc de´terminer F et V qui sont des sous-matrices des jacobiennes
de F et V e´value´es a` l’e´quilibre trivial (S∗, I∗, R∗) = (N, 0, 0). Dans le cas pre´sent,
nous obtenons deux scalaires,
F = rN et V = a,
Nous pouvons donc e´valuer le taux de reproduction basique,
R0 = ρ(FV −1) = r
a
N. (3.9)
Nous constatons que les e´quations (2.18) et (3.9) sont les meˆmes, nous avons donc
bien le meˆme taux de reproduction basique avec cette nouvelle de´finition.
3.1.1 Taux de reproduction controˆle´
Certaines dispositions peuvent eˆtre prises pour lutter contre une e´pide´mie comme
un traitement ou une vaccination. Lorsque cela est le cas, nous pouvons de´finir le taux
de reproduction controˆle´ comme le nombre d’individus qui sont contamine´s par un
seul individu infecte´. Cette de´finition revient donc a` prendre le taux de reproduction
basique en conside´rant les actions humaines. Le taux de reproduction controˆle´ sera
note´ RC dans les sections suivantes.
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3.2 Mode`les avec temps d’incubation
Nous ajoutons ici un quatrie`me compartiment pour distinguer les individus in-
fecte´s de ceux qui ont e´te´ expose´s mais ne sont pas encore contagieux. Ainsi, un in-
dividu peut avoir contracte´ une infection mais ne pas encore eˆtre un danger pour les
autres. Ce type de compartiment est utile avec les maladies qui ont une longue dure´e
d’incubation et qui ne sont contagieuses qu’a` l’apparition des premiers symptoˆmes.
Dans ce genre de cas, un individu qui a e´te´ expose´ a` une maladie ne pre´sente pas
directement de symptoˆmes et n’est donc pas contagieux avant un certain temps. Nous
notons le nombre d’individus qui ont e´te´ expose´s, E(t).
Comme pour les autres compartiments de´ja` utilise´s pre´ce´demment, il est e´vident
que le nombre d’individus de cette nouvelle classe est amene´ a` changer au cours du
temps. Nous gardons toujours constant le nombre total d’individus,
∀t S(t) + E(t) + I(t) +R(t) = N. (3.10)
Avec ces quatre compartiments, nous pouvons construire deux mode`les d’e´pide´mie
diffe´rents :
– SEIR, ou` les individus re´tablis gardent leur immunite´,
– SEIRS, ou` les individus re´tablis perdent leur immunite´.
Dans le cas ou` la pe´riode d’incubation est tre`s courte, le groupe E(t) peut eˆtre
ne´glige´ et les deux mode`les, SEIR et SEIRS, peuvent eˆtre conside´re´s comme les
mode`les a` trois compartiments, SIR et SIRS.
3.2.1 Premier Mode`le SEIR
Ce mode`le est sche´matise´ a` la Figure 3.1.
Sains Expose´s Infecte´s Re´tablis
Figure 3.1 – Compartiments du mode`le SEIR
Ce mode`le met en avant la pe´riode ne´cessaire pour qu’un individu sain soit infecte´ et
donc infectieux.
Avant de pouvoir mettre ce mode`le sous forme d’e´quations, nous devons de´finir
le taux de transfert entre les groupes E et I. Ce taux sera proportionnel au nombre
d’individus ayant e´te´ expose´s. Ainsi nous obtenons,
Taux de transfert expose´s/infecte´s ∝ E(t)∆t
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Notons que le taux de transfert entre les classes S et E est le taux que nous avions
pre´ce´demment de´fini entre les groupes S et I. Le mode`le peut alors s’exprimer par
les e´quations diffe´rentielles suivantes,
dS(t)
dt
= −rS(t)I(t), (3.11)
dE(t)
dt
= rS(t)I(t)− cE(t), (3.12)
dI(t)
dt
= cE(t)− aI(t), (3.13)
dR(t)
dt
= aI(t), (3.14)
ou` a, c et r sont des re´els positifs.
La valeur c correspond au taux de contamination ou, autrement dit, a` la propor-
tion d’individus expose´s qui deviennent contamine´s au cours d’une unite´ de temps.
Le taux d’exposition r correspond au nombre d’individus sains qui auront e´te´ expose´s
a` l’infection par un seul individu infecte´ au cours d’une unite´ de temps. Le parame`tre
a est le taux de gue´rison comme dans les sections pre´ce´dentes.
Nous avons e´galement les conditions suivantes,
S(0) = S0, (3.15)
E(0) = E0, (3.16)
I(0) = I0, (3.17)
R(0) = R0, (3.18)
ou` S0, I0, E0 et R0 sont positifs et la somme de I0 et E0 est strictement positive.
Inte´grons nume´riquement un exemple pour avoir une ide´e de l’e´volution du mode`le
(Figure 3.2).
Nous avons choisi une population de 764 individus dont un ayant e´te´ expose´. Nous
avons e´galement choisi les parame`tres suivants,
– taux d’exposition : r = 2.18 10−3,
– taux de contamination : c = 0.3,
– taux de gue´rison : a = 0.44.
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Figure 3.2 – Mode`le SEIR : r = 2.18 10−3, c = 0.3 et a = 0.44
Nous remarquons que le temps ne´cessaire au de´clenchement de l’e´pide´mie est plus
e´leve´ que pour le mode`le SIR que nous avons pre´ce´demment inte´gre´ avec les meˆmes
taux r et a (Figure 1.5). Nous pouvons e´galement observer que le pic d’individus
infecte´s succe`de a` celui des individus ayant e´te´ expose´s. Nous pouvons enfin remar-
quer que, lorsque l’e´pide´mie s’arreˆte, il y a une majorite´ d’individus re´tablis et un
nombre non nul d’individus sains n’ayant jamais e´te´ infecte´s.
Il serait inte´ressant de savoir si le nombre d’individus sains a` la fin de l’e´pide´mie
est le meˆme pour les mode`les SIR et SEIR. Nous pouvons calculer le taux de repro-
duction basique de ce mode`le graˆce a` la me´thode vue a` la section pre´ce´dente. Nous
prenons les compartiments E et I comme vecteur xI . Nous devons d’abord calcu-
ler la matrice de reproduction. Commenc¸ons donc par de´terminer F et V pour les
compartiments E et I,
FE,I =
(
rSI
0
)
et VE,I =
(
cE
−cE
)
.
Si nous calculons les matrices jacobiennes associe´es e´value´es au point d’e´quilibre
trivial (N, 0, 0, 0), nous obtenons,
F =
(
0 βS
0 0
)
et V =
(
c 0
−c a
)
.
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Nous pouvons donc de´terminer la matrice de reproduction,
FV −1 =
( r
a
N
r
a
N
0 0
)
.
En conse´quence, le taux de reproduction basique est,
R0 = ρ(FV −1) = r
a
N.
Nous constatons imme´diatement qu’il s’agit du meˆmeR0 que pour le mode`le SIR.
L’ajout du compartiment E n’a donc que peu d’effet sur le comportement du mode`le.
Nous pouvons e´galement comparer les mode`les SIR et SEIR graˆce a` la relation de
taille finale.
Pour cela, commenc¸ons par diviser l’e´quation (3.11) par S(t),
1
S(t)
dS(t)
dt
= −rI(t).
Et en inte´grant par rapport a` t, de 0 a` l’infini,
ln
S∞
S0
= −r
∫ ∞
0
I(t) dt,
ou` S∞ = lim
t→∞
S(t).
De plus, si nous inte´grons la somme des e´quations (3.11)-(3.13) par rapport a` t,
de 0 a` l’infini,
N − S∞ = a
∫ ∞
0
I(t) dt.
En sommant les deux derniers re´sultats, nous obtenons la relation de taille finale pour
le mode`le SEIR,
ln
S∞
S0
= −r
a
(N − S∞).
Nous remarquons directement que cette e´quation ne de´pend pas du parame`tre c. Nous
constatons e´galement que la relation de taille est la meˆme pour les deux mode`les SIR
et SEIR. La mode´lisation d’une nouvelle classe, E, n’a pas d’impact non plus sur la
finalite´ de l’e´pide´mie.
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Nous pouvons comparer le comportement global des mode`les SIR et SEIR avec
les Figures 3.3a et 3.3b. Pour ce faire, les compartiments E et I sont rassemble´s.
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Figure 3.3 – Mode`le SIR et SEIR : r = 2.18 10−3, c = 0.3 et a = 0.44
Les meˆmes parame`tres r = 2.18 10−3 et a = 0.44 ont e´te´ utilise´s pour l’inte´gration
nume´rique des mode`les SIR et SEIR. Nous avons, en plus, le parame`tre c = 0.3 pour
le mode`le avec temps d’incubation. Nous constatons que le comportement global est
le meˆme, comme nous pouvions le supposer apre`s le calcul du taux de reproduction
basique et de la relation de taille. Cependant, nous remarquons que les dure´es des deux
e´pide´mies sont sensiblement diffe´rentes. L’ajout d’un compartiment pour les individus
infecte´s mais n’e´tant pas contagieux ne change que la vitesse de propagation.
Mode`le SEIRS
Comme pre´ce´demment, nous pouvons de´cider que l’immunite´ des individus re´tablis
n’est que temporaire. Le mode`le peut alors se sche´matiser comme a` la Figure 3.4.
Sains Expose´s Infecte´s Re´tablis
Figure 3.4 – Compartiments du mode`le SEIRS
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Ce mode`le combine les mode`les SIRS et SEIR, il prend forme par les e´quations
suivantes,
dS(t)
dt
= −rS(t)I(t), (3.19)
dE(t)
dt
= rS(t)I(t)− cE(t), (3.20)
dI(t)
dt
= cE(t)− aI(t), (3.21)
dR(t)
dt
= aI(t), (3.22)
ou` a, b, c et r sont des re´els positifs.
Avec les conditions initiales suivantes,
S(0) = S0, (3.23)
E(0) = E0, (3.24)
I(0) = I0, (3.25)
R(0) = R0, (3.26)
ou` S0, I0, E0 et R0 sont positifs et la somme de I0 et E0 est strictement positive.
Les e´quilibres de ce syste`me sont :
– un e´quilibre trivial, (S∗, E∗, I∗, R∗) = (N, 0, 0, 0),
– un e´quilibre non trivial,
S∗ =
a
r
, I∗ =
N − a
r
1 +
a
c
+
a
b
,
E∗ =
N − a
r
1 +
c
a
+
c
b
, R∗ =
N − a
r
1 +
b
a
+
b
c
.
Il est possible de montrer que ce point d’e´quilibre est asymptotiquement stable
en calculant les valeurs propres de la matrice jacobienne.
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Nous pouvons inte´grer nume´riquement ce mode`le (Figure 3.5).
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Figure 3.5 – Mode`le SEIRS : r = 2.18 10−3, c = 0.8, b = 0.4 et a = 0.44
Nous avons choisi une population de 764 individus dont un ayant e´te´ expose´.
Nous avons e´galement pris les parame`tres suivants : r = 2.18 10−3, c = 0.8, b = 0.4
et a = 0.44. Avec ces parame`tres, nous observons que le nombre d’individus sains
diminue rapidement alors que ceux des trois autres classes augmentent. L’e´quilibre
est rapidement atteint et correspond bien a` ce que nous avons trouve´ analytiquement,
(S∗, E∗, I∗, R∗) = (202, 117, 212, 233).
3.2.2 Deuxie`me mode`le SEIR
Dans le mode`le SEIR pre´ce´dent, nous avons suppose´ que les personnes ayant e´te´
infecte´es ne sont pas directement contagieuses. Une autre mode´lisation est possible,
nous pouvons conside´rer que ces individus sont le´ge`rement contagieux. Les individus
sains peuvent donc eˆtre contamine´s par les individus infecte´s mais e´galement ayant
e´te´ expose´s. Nous introduisons donc un nouveau parame`tre e pour caracte´riser la
diminution d’infectivite´ durant la pe´riode d’incubation.
41
Le mode`le SEIR prend la forme suivante,
dS(t)
dt
= −rS(t) [I(t) + eE(t)] + bR(t), (3.27)
dE(t)
dt
= rS(t) [I(t) + eE(t)]− cE(t), (3.28)
dI(t)
dt
= cE(t)− aI(t), (3.29)
dR(t)
dt
= aI(t)− bR(t), (3.30)
ou` a, b, c, e et r sont des re´els positifs. Nous gardons les meˆmes conditions initiales
(3.15)-(3.18) du mode`le SEIR pre´sente´ a` la section pre´ce´dente.
Comme pour les mode`les pre´ce´dents, nous re´alisons une inte´gration nume´rique
pour illustrer le comportement de ce nouveau mode`le SEIR, nous pouvons voir le
re´sultat a` la Figure 3.6.
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Figure 3.6 – Deuxie`me mode`le SEIR : r = 2.18 10−3, c = 0.3, e = 0.1 et a = 0.44
Les parame`tres pour cette inte´gration nume´rique sont les meˆmes que dans la sec-
tion pre´ce´dente et e = 0.1. Le comportement de ce mode`le ressemble a` celui du
premier mode`le SEIR pre´sente´. Nous remarquons cependant que le pic e´pide´mique
semble plus faible et que l’e´pide´mie prend fin plus toˆt avec moins d’individus sains
encore pre´sents dans la population.
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Afin de comparer, de manie`re plus formelle, ce nouveau mode`le SEIR avec l’an-
cien, calculons le taux de reproduction basique,R0. Les cate´gories qui nous inte´ressent
et que nous conside´rons comme infecte´es sont E et I, comme pre´ce´demment. Nous
obtenons ainsi,
F =
(
reN rN
0 0
)
et V =
(
c 0
−c a
)
,
ce qui nous permet de de´terminer la matrice de reproduction,
FV −1 =
( re
c
N +
r
a
N
r
a
N
0 0
)
.
Finalement, nous obtenons le taux de reproduction basique en prenant le rayon spec-
tral de cette matrice,
R0 = re
c
N +
r
a
N. (3.31)
Nous pouvons e´galement calculer la relation de taille finale. Commenc¸ons par inte´grer
la somme des e´quations (3.27)-(3.29), de 0 a` l’infini, nous obtenons ainsi,
N − S∞ = a
∫ ∞
0
I(t) dt.
En utilisant l’e´quation (3.29), nous de´terminons que,
c
∫ ∞
0
E(t) dt = a
∫ ∞
0
I(t) dt− I0.
Finalement, en inte´grant l’e´quation (3.27) divise´e par S(t) ,de 0 a` l’infini,
ln
S0
S∞
= R0
[
1− S∞
N
]
− be
c
I0.
Une premie`re diffe´rence avec le mode`le SEIR pre´ce´dent est la modification du
taux de reproduction basique. En effet, nous avons ici un taux qui sera plus grand
que pre´ce´demment. Il y aura donc plus d’individus infecte´s au de´but de l’e´pide´mie
avec le deuxie`me mode`le. Ainsi, il est plus enclin au de´clenchement d’une e´pide´mie.
Une autre diffe´rence est la forme de la relation de taille. Dans le cas du deuxie`me
mode`le, nous observons que le nombre d’individus infecte´s au premier instant a une
incidence sur le re´sultat final.
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3.3 Interventions contre la propagation
A` l’heure actuelle, la me´decine permet de pre´venir ou de gue´rir certaines maladies.
Dans cette section, nous allons voir comment nous pouvons mode´liser les actions hu-
maines qui luttent contre les e´pide´mies. Nous analysons ainsi l’effet d’un traitement,
de la vaccination et de la mise en quarantaine. Nous verrons qu’il existe plusieurs
mode´lisations possibles et qu’il est facile d’adapter les mode`les des chapitres 2 et 3 a`
cette nouvelle proble´matique.
3.3.1 Mode`les avec traitement
En plus de mode´liser les diffe´rents aspects propres a` l’infection, il est possible de
mode´liser certaines actions que l’homme peut entreprendre pour tenter de contenir,
ralentir ou stopper l’e´pide´mie. Ainsi, nous commenc¸ons par mode´liser et analyser
l’effet qu’un traitement a sur l’e´volution d’une e´pide´mie. Pour ce faire, nous ajoutons
un compartiment spe´cifique aux individus traite´s au mode`le SIR. Nous pouvons donc
mode´liser l’e´pide´mie avec la Figure 3.7.
Sains Infecte´s
Traite´s
Re´tablis
Figure 3.7 – Compartiments du mode`le SITR
Le traitement a deux effets possibles sur les individus :
– Re´duire la dure´e de l’infection,
– Re´duire le taux de transmission entre les individus.
Nous avons trois nouveaux parame`tres : b, c et u. Le parame`tre b correspond a`
la diminution de l’infectiosite´ d’un individu traite´. Le c est le taux de transfert des
individus infecte´s vers les traite´s. Finalement, le parame`tre u est le taux de gue´rison
des individus traite´s. Ce dernier parame`tre sera globalement plus grand que a puisque
le traitement acce´le`re ge´ne´ralement la gue´rison.
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Le mode`le s’exprime donc sous la forme suivante,
dS(t)
dt
= −rS(t) [I(t) + bT (t)] , (3.32)
dI(t)
dt
= rS(t) [I(t) + bT (t)]− (c+ a)I(t), (3.33)
dT (t)
dt
= cI(t)− uT (t), (3.34)
dR(t)
dt
= aI(t) + uT (t), (3.35)
ou` a, b, c, r et u sont des re´els positifs. Avec les conditions initiales suivantes,
S(0) = S0, (3.36)
I(0) = I0, (3.37)
T (0) = T0, (3.38)
R(0) = R0. (3.39)
Une inte´gration nume´rique nous permet d’avoir une ide´e du comportement de ce
mode`le, comme illustre´ a` la Figure 3.8.
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Figure 3.8 – Mode`le SITR : r = 2.18 10−3, a = 0.44, b = 0.8, u = 0.7 et c = 0.9
Il est possible de de´terminer le taux de reproduction controˆle´ pour ce mode`le.
Nous avons les matrices suivantes,
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F =
(
rN rbN
0 0
)
et V =
(
(c+ a) 0
−c u
)
.
Cela nous permet de calculer le taux de reproduction controˆle´,
R0 = rN
a+ γ
+
γ
a + γ
rδN
η
. (3.40)
La relation de taille finale pour le mode`le SITR est donne´e par l’e´quation suivante,
ln
S0
S∞
= R0
[
1− S∞
N
]
. (3.41)
Nous remarquons la similitude avec la relation de taille du mode`le SIR donne´e par
l’e´quation (2.18). Ainsi, pour un meˆme taux de reproduction basique les mode`les SIR
et SITR ont la meˆme issue.
3.3.2 Mode`les avec vaccination
Chaque anne´e, avant la saison de la grippe, des campagnes de vaccination sont
organise´es. Ce type de pre´vention est possible pour un grand nombre de maladies
et permet d’e´viter des e´pide´mies. Dans cette section, nous allons voir comment nous
pouvons mode´liser cette action humaine.
Premie`re mode´lisation
Une premie`re manie`re d’ope´rer est de conside´rer qu’un individu vaccine´ devient
totalement insensible a` la maladie. Dans ce cas, l’effet de la vaccination de masse
diminue le nombre de personnes susceptibles d’eˆtre infecte´es dans la population. Si
nous ne conside´rons plus ces individus, nous avons une diminution du nombre N .
Analysons comment le mode`le SIR, e´quations (2.1)-(2.3), se comporte si N diminue.
Nous avons tout d’abord le taux de reproduction basique,
R0 = r
a
N,
qui va diminuer en meˆme temps que N . Une e´pide´mie peut donc eˆtre e´vite´e si ce taux
diminue suffisamment pour eˆtre infe´rieur a` 1. A` partir du moment ou` une propor-
tion de 1− a
r
de la population est vaccine´e, le nombre d’individus infecte´s va de´croˆıtre.
Regardons la relation de taille,
ln
S0
S∞
= R0
(
1− S∞
N
)
.
Nous pouvons calculer nume´riquement la valeur de S∞ en fonction de N , nous obte-
nons la Figure 3.9.
46
0 20 40 60 80 100
30
40
50
60
70
80
90
100
Pourcentage de la population vaccinnée
Po
ur
ce
nt
ag
e 
de
 la
 p
op
ul
at
io
n 
sa
in
e 
à 
la
 fi
n 
de
 l’é
pi
dé
m
ie
Importance de la vaccination
Figure 3.9 – Vaccination : Mode`le SIR avec a = 2.82 et r = 0.0177
Les parame`tres utilise´s a` la Figure 3.9 sont les meˆmes que pour l’illustration
du mode`le SIR a` la section 2.7 : a = 2.82 et r = 0.0177. Nous constatons que,
sans vaccination, il n’y a que 83 individus parmi 261 qui n’ont pas e´te´ infecte´s,
soit 31.9% de la population. Si 20% de la population avait e´te´ vaccine´e avant le
de´clenchement de l’e´pide´mie, il y aurait eu 61, 3% d’individus toujours sains. Ce
chiffre monte a` 95.4% avec la vaccination de 50% de la population. Nous avons ici
un re´sultat tre`s inte´ressant, il ne faut pas vacciner l’entie`rete´ de la population pour
e´viter une e´pide´mie. Lors des campagnes de vaccination, il est impossible d’atteindre
l’ensemble de la population. Mais nous constatons que cela n’est pas important tant
qu’il y a assez de personnes vaccine´es.
D’une part, la vaccination prote`ge directement les individus sains et, d’autre part,
elle permet d’augmenter le nombre d’individus sains a` la fin de l’e´pide´mie, S∞. Si nous
regardons la Figure 3.9, nous constatons que, dans les premiers temps, la vaccination
diminue le nombre d’individus infecte´s de manie`re line´aire. Nous allons de´terminer
analytiquement cette diminution. Celle-ci est donc constitue´e de deux facteurs, une
diminution de N et une augmentation de S∞. La diminution de N correspond aux
individus vaccine´s, nous avons donc,
dS∞,1
dN
= 1, (3.42)
ou` S∞,1 correspond aux individus toujours sains en fin d’e´pide´mie parce qu’ils ont e´te´
vaccine´s.
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La vaccination a e´galement comme effet de diminuer la puissance de l’e´pide´mie.
Certains individus non-vaccine´s vont eˆtre e´pargne´s alors qu’ils auraient e´te´ conta-
mine´s si aucune vaccination n’avait e´te´ faite. Partons de la relation de taille,
ln
S0
S∞
= R0
(
1− S∞
N
)
.
Nous supposons que S0 = N , nous avons donc,
ln
N
S∞
=
r
a
N
(
1− S∞
N
)
.
Nous cherchons a` e´valuer l’effet de la diminution de N sur S∞. Commenc¸ons par
de´river la relation de taille par rapport a` N ,
d
dN
(
ln
N
S∞
)
=
d
dN
(
r
a
N
(
1− S∞
N
))
.
Nous obtenons ainsi,
dS∞,2
dN
=
r
a
− 1
N
r
a
− 1
S∞
,
ou` S∞,2 est le nombre d’individus toujours sains en fin d’e´pide´mie sans avoir e´te´
vaccine´s. La variation du nombre d’individus sains en fonction du nombre d’individus
non-vaccine´s est donc,
dS∞
dN
= 1 +
r
a
− 1
N
r
a
− 1
S∞
, (3.43)
Nous pouvons confronter ce re´sultat a` la Figure 3.9. Nous avons initialement :
N = 261, a = 2.82 et r = 0.0177 et, en l’absence de vaccination, S∞ = 83. Nous
obtenons donc, avec l’e´quation (3.43),
dS∞
dN
= −1.4237.
Nous faisons diminuer N en vaccinant une partie de la population. Ainsi, nous nous
inte´ressons a`,
−dS∞
dN
= 1.4237.
Si nous regardons l’exemple, nous avons 31.9% de la population qui n’est pas infecte´e
si aucun individu n’est vaccine´. Ce nombre monte a` 61.3% avec la vaccination de 20%
de la population. La pente du graphe est donc de
p =
61.3− 31.9
20
= 1.47.
Nous obtenons donc bien les meˆmes re´sultats par me´thodes analytique et expe´rimentale.
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Deuxie`me mode´lisation
Le seconde me´thode est de conside´rer que la vaccination n’est pas parfaite. La
vaccination diminue le risque de contagion et acce´le`re la vitesse de gue´rison. Pour
ce faire, nous pouvons diviser la population en deux. Nous avons alors un nombre
d’individus vaccine´s, NV , et de non-vaccine´s, NN avec le respect de la condition
N = NN + NV . Le mode`le SIR classique peut donc eˆtre reformule´ de la manie`re
suivante,
dSN (t)
dt
= −rSN(t) [IN(t) + dIV (t)] , (3.44)
dSV (t)
dt
= −rkSV (t) [IN(t) + dIV (t)] , (3.45)
dIN (t)
dt
= rSN(t) [IN(t) + dIV (t)]− aNIN(t), (3.46)
dIV (t)
dt
= rkSV (t) [IN (t) + dIV (t)]− aV IV (t), (3.47)
dR(t)
dt
= aV IV (t) + aNIN(t), (3.48)
ou` les parame`tres aN et aV sont les taux de gue´rison sans puis avec vaccination, d
est la diminution d’infectiosite´ des individus contagieux graˆce au vaccin et k est la
diminution de sensibilite´ des individus vaccine´s face a` l’infection.
Nous avons e´galement les conditions initiales suivantes,
SN(0) + IN(0) = NN , (3.49)
SV (0) + IV (0) = NV , (3.50)
R(0) = 0. (3.51)
Notons que les individus re´tablis, R(t), n’ont pas e´te´ se´pare´s en deux groupe,
puisqu’ils n’ont pas d’impact sur le reste de la population.
Une inte´gration nume´rique du mode`le nous permet d’avoir une ide´e de son com-
portement. Les re´sultats sont repre´sente´s a` la Figure 3.10.
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Figure 3.10 – Mode`le SIR avec 20% de vaccination : a = 2.82 et r = 0.0177
Sur la Figure 3.10, nous pouvons observer que les groupes d’individus vaccine´s
et non-vaccine´s se comportent de manie`re similaire. Les parame`tres d’inte´gration sont
les meˆmes que ceux utilise´s pour l’illustration de la section 2.7 et nous avons pris 20%
de personnes vaccine´es dans la population. Le nombre d’individus sains, SN et SV , va
diminuer puis se stabiliser, celui des individus infecte´s, IN et IV , va augmenter puis
diminuer jusqu’a` eˆtre nul.
Nous pouvons calculer le taux de reproduction controˆle´ pour ce mode`le avec vacci-
nation. Nous avons ici deux compartiments d’individus sains et deux compartiments
d’individus infecte´s. Le calcul des matrices F et V de la section 3.1 nous donne,
F =
(
rNN rdNN
rkNV rkdNV
)
et V =
(
aN 0
0 aV
)
.
Le taux de reproduction controˆle´ est donc,
RC = rNN
aN
+
rkdNV
aV
. (3.52)
Notons que, si aucun individu n’est vaccine´, NV = 0 ; nous obtenons que le taux
de reproduction controˆle´ correspond au taux de reproduction basique. Sans interven-
tion humaine, ces deux taux de reproduction sont donc bien les meˆmes.
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Nous pouvons e´galement calculer la relation de taille. Pour ce faire, partons de la
somme des e´quations (3.44) et (3.46),
dSN(t)
dt
+
dIN(t)
dt
= −aNIN .
Si nous inte´grons en t, de 0 a` l’infini,
SN (∞)−NN = −aN
∫ ∞
0
IN(τ) dτ.
Un re´sultat similaire peut eˆtre trouve´ avec les e´quations (3.45) et (3.47),
SV (∞)−NV = −aV
∫ ∞
0
IV (τ) dτ.
D’autre part, en supposant que SN(∞) > 0, nous inte´grons l’e´quation (3.44),
ln
SN(0)
SN(∞) = r
∫ ∞
0
IN(τ) dτ + rd
∫ ∞
0
IV (τ) dτ.
En combinant les trois derniers re´sultats, nous obtenons :
ln
SN(0)
SN (∞) =
rNN
aN
[
1− SN(∞)
NN
]
+
rdNV
aV
[
1− SV (∞)
NV
]
.
De la meˆme manie`re, nous avons e´galement,
ln
SV (0)
SV (∞) =
rkNN
aN
[
1− SN(∞)
NN
]
+
rkdNV
aV
[
1− SV (∞)
NV
]
.
Nous avons deux e´quations pour la relation de taille. Ne´anmoins, il est possible de
les re´e´crire sous forme vectorielle,

ln
SN(0)
SN(∞)
ln
SV (0)
SV (∞)

 = K


1− SN(∞)
NN
1− SV (∞)
NV

 , (3.53)
ou` K est la matrice de reproduction du syste`me,
K = FV −1 =


rNN
aN
rdNV
aV
rkNN
aN
rkdNV
aV

 . (3.54)
En regroupant les compartiments d’individus sains ensemble ainsi que ceux des
individus infecte´s, nous pouvons comparer les comportements de ce mode`le et du
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mode`le SIR classique.
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Figure 3.11 – Mode`le SIR avec et sans vaccination : a = 2.82 et r = 0.0177
Les Figures 3.11a et 3.11b reprennent les re´sultats des inte´grations nume´riques
du mode`le SIR avec et sans vaccination. Nous constatons que les deux mode`les ont
un comportement qualitatif similaire. Au niveau quantitatif, nous observons que le
mode`le avec vaccination entraˆıne moins de nouveaux infecte´s au cours de l’e´pide´mie.
Notons qu’avec une vaccination de 20% de la population, ce mode`le obtient 40.7% de
population saine a` la fin de l’e´pide´mie. Ce chiffre est nettement infe´rieur au re´sultat
obtenu avec le premier mode`le de vaccination. Nous avions, a` ce moment la`, 61.3%
de la population toujours saine. Cela s’explique par le fait que nous conside´rons ici
que la vaccination n’est pas parfaite.
3.3.3 Mode`le avec mise en quarantaine
Le mode`le avec mise en quarantaine est le plus complexe des mode`les pre´sente´s
dans cette section. Il contient six compartiments. Nous avons toujours la distinction
des individus sains, expose´s, infecte´s et re´tablis. En plus, nous ajoutons la possibilite´
de mise en quarantaine. Le principe est que les individus ayant e´te´ expose´s a` l’in-
fection, mais ne pre´sentant pas encore de symptoˆmes, sont confine´s ensemble. Les
individus en quarantaine ne sont donc pas conside´re´s comme infecte´s. Le but est
de se´parer les porteurs potentiels de l’infection du reste de la population. Lorsque
les symptoˆmes apparaissent sur un individu en quarantaine, celui-ci est directement
hospitalise´ et isole´. Nous avons deux nouveaux compartiments, pour les individus en
quarantaine, Q(t), et pour les individus hospitalise´s, J(t).
Ce mode`le est sche´matise´ a` la Figure 3.12.
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Figure 3.12 – Compartiments du mode`le SEQIJR
Nous supposons que l’infection conside´re´e est contagieuse avant l’apparition des
symptoˆmes et que la mise en quarantaine et l’isolation des individus hospitalise´s ne
sont pas parfaites. Ces individus peuvent donc contaminer la population malgre´ les
mesures prises. Les taux de contagion par des individus en quarantaine et isole´s sont
re´duits d’un facteur eQ et eJ .
dS(t)
dt
= −rS(t) [eEE(t) + eEeQQ(t) + I(t) + eJJ(t)] , (3.55)
dE(t)
dt
= rS(t) [eEE(t) + eEeQQ(t) + I(t) + eJJ(t)]− [cE + gQ]E(t), (3.56)
dQ(t)
dt
= gQE(t)− cQQ(t), (3.57)
dI(t)
dt
= cEE(t)− [aI + gJ ]I(t), (3.58)
dJ(t)
dt
= cQQ(t) + gJI(t)− aJJ(t), (3.59)
dR(t)
dt
= aII(t) + aJJ(t), (3.60)
avec les nouveaux parame`tres suivants :
– eE , eQ et eJ les re´ductions d’infectivite´ des individus expose´s, en quarantaine
et hospitalise´s,
– cE et cQ les taux de contamination des individus expose´s et en quarantaine,
– gQ et gJ les taux de transfert des individus expose´s et infecte´s respectivement
vers une mise en quarantaine ou une hospitalisation,
– aI et aJ les taux de gue´rison des individus infecte´s ou hospitalise´s.
Nous prendrons comme conditions initiales,
S(0) = S0, E(0) = E0,
Q(0) = Q0, I(0) = I0,
J(0) = J0, R(0) = R0,
ou` S0 et R0 sont positifs et la somme de E0, Q0, I0 et J0 est strictement positive.
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Comme pre´ce´demment, nous pouvons re´aliser une inte´gration nume´rique pour
observer le comportement de ce mode`le. E´tant donne´ le nombre de parame`tres, nous
re´alisons quatre inte´grations diffe´rentes a` la Figure 3.12.
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(a) eQ = 0.2 et eJ = 0.2
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(b) eQ = 0.2 et eJ = 0.5
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(c) eQ = 0.5 et eJ = 0.2
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(d) eQ = 0.5 et eJ = 0.5
Figure 3.13 – Mode`le SEQIJR : aI = 0.44, aJ = 0.88, r = 2.18 10
−3, eE = 0.7,
cE = 0.8, cQ = 0.9, gQ = 1 et gJ = 5
Pour les inte´grations de la Figure 3.12, nous avons pris les parame`tres suivants :
aI = 0.44, aJ = 0.88, r = 2.18 10
−3, eE = 0.7, cE = 0.8, cQ = 0.9, gQ = 1 et
gJ = 5. Nous avons choisi de faire varier la diminution de l’infectivite´ due a` la qua-
rantaine et due a` l’hospitalisation. Ces parame`tres ne de´pendent pas de la maladie
mais de l’efficacite´ de la mise en quarantaine. Nous observons que le comportement
du mode`le SEQIJR varie beaucoup en fonction de ces parame`tres. Lorsque eQ = 0.2
et eJ = 0.2, l’e´pide´mie est e´vite´e et il n’y a que peu de personnes infecte´es. Par contre,
si eQ = 0.5 et eJ = 0.5, le comportement est tre`s diffe´rent et il y a beaucoup plus de
personnes qui sont infecte´es. Nous remarquons que, pour toutes les inte´grations, le
compartiment des individus hospitalise´s est le compartiment infecte´ qui a le plus haut
pic. La plupart des individus sont donc hospitalise´s avant de gue´rir. Nous observons
e´galement qu’il n’y a que tre`s peu de personnes infecte´es qui ne sont pas isole´es.
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Nous pouvons e´galement calculer le taux de reproduction controˆle´,
RC = eErN
D1
+
rNcE
D1D2
+
eQeErNgQ
D1cQ
+
eJrNcEgJ
aJD1D2
+
eJrNgQ
aJD1
, (3.61)
ou` D1 = gQ + cE et D2 = gJ + aI .
La relation de taille peut donc eˆtre e´crite sous la forme,
ln
S0
S∞
= RC
(
1− S∞
N
)
. (3.62)
Nous remarquons directement la similitude de cette e´quation avec la relation
de taille du mode`le SIR (2.18). La seule diffe´rence est le taux de reproduction
controˆle´. Cela nous permet de voir directement comment les parame`tres vont in-
fluencer l’e´volution de l’e´pide´mie : son de´but avec le taux de reproduction controˆle´
et sa fin avec la relation de taille (voir section 2.1). Par exemple, une hospitalisation
rapide va se traduire par un parame`tre gJ e´leve´ et donc une diminution de RC , ce
qui va entraˆıner une diminution du nombre d’individus infecte´s.
Ce mode`le posse`de un grand nombre de parame`tres, il est donc difficile de l’utiliser.
Nous avons pourtant la meˆme relation de taille que pour le mode`le SIR. Il est possible
d’utiliser un mode`le plus simple en prenant des parame`tres ajuste´s pour mode´liser de
meˆmes effets. Nous pre´fe´rerons une mode´lisation simple a` une mode´lisation comple`te.
Nous devons choisir le type de mode`le utilise´ en fonction de la maladie traite´e mais
e´galement en fonction des re´sultats que nous souhaitons observer. Des e´quations
simples donnent des re´sultats tre`s inte´ressants alors qu’un syste`me trop complique´
peut eˆtre irre´aliste dans son adaptation a` des donne´es re´elles.
Dans ce chapitre, nous avons montre´ qu’il est possible d’ajouter des comparti-
ments pour mode´liser au mieux la re´alite´. Cependant, un ajout trop massif peut
entraˆıner une perte dans l’interpre´tation du mode`le, avec un taux de reproduction
trop complexe ou un trop grand nombre de parame`tres. Dans le chapitre suivant,
nous ajoutons une dimension spatiale au mode`le SIR.
Il existe d’autres me´thodes pour lutter contre la propagation d’une e´pide´mie,
comme par exemple, la diffusion d’informations. Les individus informe´s n’ont pas le
meˆme comportement que les autres et ils sont alors moins enclins a` contracter la
maladie. Nous avons note´ que les mode`les e´pide´miologiques a` compartiments pou-
vaient eˆtre adapte´s a` la diffusion d’une information en elles-meˆmes, hors contexte
d’e´pide´mie. Une manie`re de conside´rer le comportement des individus face a` l’infor-
mation, lors d’une e´pide´mie, est alors de combiner plusieurs mode`les a` compartiments
diffe´rents, l’un pour la diffusion de l’information, l’autre pour la maladie [10].
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Chapitre 4
Mode`les e´pide´miologiques avec
diffusion dans l’espace
Dans ce chapitre, nous allons introduire une notion spatiale. Ainsi, nous simule-
rons le de´placement des individus avec l’utilisation de l’ope´rateur laplacien et nous
mode´liserons e´galement la propagation au travers d’agents infectieux tels que les
animaux ou les insectes.
4.1 De´placement des individus
Dans cette section, nous conside´rons que les individus se de´placent. Pour ce faire,
nous repartons du mode`le SIR classique de Kermack-McKendrick et ajoutons un
terme de diffusion. Pour ce faire, nous nous basons sur le livre de J. D. Murray [9].
Soient S, I et R les nombres d’individus sains, infecte´s et re´tablis. Toutes ces
quantite´s de´pendent du temps t mais e´galement de la position spatiale. Nous intro-
duisons donc la diffusion des individus via l’ope´rateur laplacien, note´ ∇2 par la suite.
Conside´rons le syste`me suivant,
∂S
∂t
= −βSI +D∇2S, (4.1)
∂I
∂t
= βSI − µI +D∇2I, (4.2)
∂R
∂t
= µI +D∇2R, (4.3)
ou` β, µ et D sont des re´els positifs. Le parame`tre D est le coefficient de diffusion.
Nous supposons donc que tous les individus, sains, infecte´s ou re´tablis, se de´placent
de la meˆme manie`re.
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Notons que nous utilisons ici l’alphabet grec pour les parame`tres lie´s a` l’e´pide´miologie
afin d’e´viter toute confusion. La lettre r n’est plus utilise´e comme taux de contamina-
tion mais pour de´signer une distance. Nous prenons cette convention pour l’ensemble
du chapitre.
Pour plus de simplicite´, nous pouvons conside´rer le de´placement suivant un axe
unique, la diffusion se fait donc dans une seule direction. En notant r la distance par
rapport a` l’origine de l’e´pide´mie, nous obtenons le mode`le suivant,
∂S
∂t
= −βSI +D∂
2S
∂r2
, (4.4)
∂I
∂t
= βSI − µI +D∂
2I
∂r2
, (4.5)
∂R
∂t
= µI +D
∂2R
∂r2
, (4.6)
ou` β,µ et D sont des re´els positifs.
Nous ajoutons les conditions initiales suivantes,
S(0, r) = S0 ∀r ≥ 0, (4.7)
I(0, r) = 0 ∀r > d∗, (4.8)
I(0, 0) = I0, (4.9)
R(0, r) = R0 ∀r ≥ 0, (4.10)
ou` d∗ est petit, S0 et R0 sont positifs et la quantite´ I0 est strictement positive. Avec
ces conditions, nous imposons que l’e´pide´mie est concentre´e pre`s de l’origine dans les
premiers instants et que la population saine est re´partie uniforme´ment dans l’espace.
Ce mode`le peut eˆtre inte´gre´ nume´riquement, nous obtenons tout d’abord les
nombres d’individus sains et infecte´s en fonction de la distance qui les se´pare de
l’origine de l’e´pide´mie, et cela pour plusieurs temps diffe´rents. Nous obtenons ainsi
les Figures 4.1a et 4.1b.
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Figure 4.1 – Mode`le SIR avec propagation des individus : distance
Nous observons deux phases dans la diffusion de l’e´pide´mie. Pour commencer,
une phase d’initialisation ou` les individus proches de l’origine sont infecte´s. Ensuite,
nous remarquons une vague qui s’e´loigne de l’origine mais qui semble garder la meˆme
forme. Nous calculons plus loin dans cette section les conditions pour que l’e´pide´mie
se propage comme une vague, ainsi que sa vitesse.
Une deuxie`me repre´sentation possible est de se fixer a` un endroit et de voir
l’e´volution de la population en ce lieu en fonction du temps comme illustre´ a` la
Figure 4.2.
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Figure 4.2 – Mode`le SIR avec propagation des individus : temps
Les inte´grations nume´riques ont e´te´ effectue´es pour une distance de 1500 ki-
lome`tres. Les parame`tres utilise´s sont :
– taux de gue´rison, µ = 25,
– taux de contamination, β = 1.443,
– coefficient de diffusion spatiale, D = 8.1 103.
Ces parame`tres sont des approximations pour l’e´pide´mie de peste noire qui a par-
couru l’Europe de 1347 a` 1350. La peste a commence´ en Italie et a progressivement
avance´ vers le nord. Nous revenons sur cet exemple dans la section 4.1.3.
Nous constatons ici que la population est constitue´e uniquement d’individus sains
dans les deux premie`res anne´es. Suit ensuite une pe´riode ou` des individus infecte´s
sont pre´sents, le nombre d’individus sains va alors diminuer. Finalement, l’e´pide´mie
s’arreˆte et le nombre d’individus sains est constant. La phase interme´diaire corres-
pond au passage de la vague e´pide´mique.
Ainsi, une e´pide´mie peut durer plusieurs anne´es mais se de´placer. Chaque lieu
touche´ par celle-ci ne l’est que durant un laps de temps plus court que la dure´e de
l’e´pide´mie.
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4.1.1 Syste`me adimensionnel
Pour plus de facilite´, nous allons re´e´crire le syste`me (4.1)-(4.3) dans de nouvelles
variables,
I∗ =
I
S0
, S∗ =
S
S0
, r∗ =
(
βS0
D
) 1
2
,
t∗ = βS0t, λ =
a
βS0
.
Pour une meilleure lisibilite´, nous ne notons pas les aste´risques dans la suite de
la section. Nous obtenons donc le syste`me sans dimension suivant,
∂S
∂t
= −SI + ∂
2S
∂r2
, (4.11)
∂I
∂t
= SI − λI + ∂
2I
∂r2
, (4.12)
∂R
∂t
= λI +
∂2R
∂r2
. (4.13)
Nous n’avons plus qu’un seul parame`tre, λ, pour l’ensemble du syste`me. Remar-
quons que les conditions initiales (4.7)-(4.10) ont e´galement change´.
Nous supposons que le nombre total d’individus dans la population, N , ne change
pas. Nous pouvons ainsi de´terminer le nombre d’individus re´tablis R a` partir des
nombres d’individus sains, S, et infecte´s, I. Conside´rer les deux premie`res e´quations
du syste`me suffit donc pour en de´terminer le comportement. Pour la suite de cette
section, nous ne conside´rons donc que les e´quations (4.11) et (4.12).
4.1.2 Vague e´pide´mique
Avec le syste`me (4.11)-(4.12), nous pouvons de´terminer les conditions pour obte-
nir une vague d’e´pide´mie qui se de´place dans l’espace. Nous allons e´galement pouvoir
de´terminer la vitesse de propagation de l’e´pide´mie.
Pour commencer, nous devons trouver une me´thode pour de´terminer la position
du front e´pide´mique. Nous utilisons la fonction suivante,
p(δ, t) = sup{r > 0 : [S0 − S(t, r)]2 + I2(t, r) > δ2}. (4.14)
La fonction p correspond a` la borne supe´rieure de l’ensemble des rayons respectant,
[S0 − S(t, r)]2 + I2(t, r) > δ2,
ce qui correspond a` l’ensemble des lieux de´ja` touche´s par l’infection. En utilisant la
fonction p, nous de´terminons donc le lieu le plus distant de l’e´picentre ou` l’infection
s’est de´ja` propage´e.
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Si nous conside´rons δ comme petit, se situer au front de l’e´pide´mie implique
que la tre`s grande majorite´ de individus sont sains, nous pouvons donc faire les
approximations suivantes,
S(t, p) = 1,
I(t, p) = 0,
ce qui correspond aux conditions initiales dans les nouvelles variables.
Par ailleurs, en supposant que l’e´pide´mie se propage sous forme d’une vague,
comme illustre´ a` la Figure 4.2, nous posons,
S(t, r) = S(z), (4.15)
I(t, r) = I(z), (4.16)
(4.17)
avec z = r + ct. La variable c correspond a` la vitesse de la vague e´pide´mique.
Les e´quations (4.11)-(4.12) deviennent donc,
−cS ′ = −SI + S ′′, (4.18)
−cI ′ = (S − λ)I + I ′′, (4.19)
ou` le prime (′) de´note une de´rive´e en fonction de z.
En utilisant l’e´quation (4.12) et la condition (4.16), nous obtenons,
−cI ′ = (1− λ)I + I ′′, (4.20)
que nous pouvons re´soudre en utilisant l’e´quation caracte´ristique. Ainsi,
x2 + cx+ (1− λ) = 0.
Ce qui nous donne,
γ =
−c±
√
c2 − 4(λ− 1)
2
.
La solution est donc de la forme,
I(z) = eγz.
La condition pour avoir une vague e´pide´mique non-pe´riodique est donc,
c ≥ 2√1− λ,
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avec λ < 1.
Si λ > 1, il n’y a pas de vague d’e´pide´mie. Dans les variables de de´part, cela
revient a`,
λ =
µ
βS0
> 1. (4.21)
En supposant que la majorite´ de la population est saine (S0 ≈ N) nous avons,
R0 ≡ βN
µ
< 1. (4.22)
Nous avons ici la meˆme condition que pour le mode`le SIR classique du chapitre 2.
La vitesse minimale de la vague est donc,
c = 2
√
1− λ.
Dans les variables de de´part, nous obtenons :
V = 2
√
βS0
D
[
1− µ
βS0
] 1
2
.
4.1.3 Illustration : la peste noire
Nous allons ici montrer comment notre mode`le SIR avec propagation des indi-
vidus peut eˆtre applique´ a` des donne´es historiques. Nous nous inte´ressons donc a` la
peste noire qui a traverse´ l’Europe au XIVe sie`cle. L’e´volution de la vague e´pide´mique
est repre´sente´e a` la Figure 4.3.
En Europe, l’e´pide´mie a commence´ en Italie et s’est propage´e vers le nord. Nous
pouvons observer que la peste n’a pas touche´ toute la population europe´enne au meˆme
moment. Le front de l’e´pide´mie a avance´ dans une seule direction, notre mode`le en
une dimension peut donc eˆtre applique´. Nous pouvons en de´terminer les parame`tres.
La densite´ de population en Europe au XIVe sie`cle est de 22 individus au kilome`tre
carre´. En supposant que la pe´riode d’infection est approximativement de deux se-
maines, nous pouvons estimer le taux de contamination, a ≈ 25.
Graˆce aux donne´es historiques, nous pouvons e´galement de´terminer que la vitesse
de l’e´pide´mie est de l’ordre de 450 kilome`tres par an. Le coefficient de diffusion et
le taux de contamination sont choisis a` partir de la source [4]. Ainsi, D = 8.7 103
kilome`tres carre´s par an et µ = 1.4 kilome`tres carre´s par an.
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Figure 4.3 – Donne´es historiques sur la propagation de la peste [8]
Les simulations nume´riques des Figures 4.1a, 4.1b et 4.2 ont e´te´ re´alise´es a` par-
tir des approximations ci-dessus. Nous pouvons constater qu’une vague d’e´pide´mie
avance bien dans l’espace. Si nous e´valuons la vitesse de propagation avec l’e´quation
(4.1.2), nous obtenons V = 484.5212 kilome`tres par an. Ce re´sultat est proche des
donne´es empiriques.
Remarquons que nous n’avons pas ve´rifie´ toutes les hypothe`ses de notre mode`le
avant de l’appliquer. La peste e´tant bubonique, elle ne se transmet pas d’individu
en individu. Nous observons l’e´pide´mie globalement et sur une longue pe´riode, l’hy-
pothe`se du mode de transmission n’a peut-eˆtre pas beaucoup d’incidence sur les
re´sultats. Cependant, un mode`le qui prend en compte la transmission de la maladie
par des agents infectieux, tels que des rats ou des puces, est pre´sente´ dans la section
suivante.
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4.2 Propagation par des agents infectieux
Cette section est inspire´e de l’article [13].
Une solution pour mode´liser la propagation d’une e´pide´mie est d’introduire des
agents infectieux. Ainsi, l’infection ne se transmet plus uniquement d’individu a` in-
dividu mais e´galement via les agents infectieux. Notons la concentration d’agents
infectieux A ; cette valeur est e´videmment amene´e a` varier au cours du temps. Le
mode`le SIR classique peut maintenant eˆtre reformule´ pour donner le mode`le SIR-A,
dSˆ
dtˆ
= −Sˆ
(
βˆI Iˆ + βˆAAˆ
)
, (4.23)
dIˆ
dtˆ
= Sˆ
(
βˆI Iˆ + βˆAAˆ
)
− µˆIˆ , (4.24)
dRˆ
dtˆ
= µˆIˆ , (4.25)
ou`,
– βˆI est le taux d’infection cause´e par les individus infecte´s,
– βˆA est le taux d’infection cause´e uniquement par les agents infectieux,
– µˆ est le taux de gue´rison.
Nous prenons les conditions initiales suivantes,
Sˆ(tˆ = 0) = Sˆ0, (4.26)
Iˆ(tˆ = 0) = 0, (4.27)
Rˆ(tˆ = 0) = Rˆ0. (4.28)
Ce mode`le e´tant amene´ a` changer, nous avons note´ tous les parame`tres avec des
accents circonflexes.
Notons de´ja` que l’e´pide´mie de´marre avec l’apparition d’agents infectieux et non
plus avec un individu infecte´ comme le sugge`re la condition (4.27). L’e´volution de
la concentration A(t) reste a` de´terminer. Pour cela, nous conside´rons que les agents
infectieux apparaissent a` un endroit pre´cis, pas dans une zone. Ainsi, nous utilisons
la fonction δ de Dirac pour de´finir la condition initiale,
Aˆ(tˆ = 0) = Aˆ0δ(rˆ). (4.29)
Nous supposons que les agents infectieux se propagent dans toutes les directions
de manie`re syme´trique. Cela nous permet de passer a` des coordonne´es polaires et de
de´finir rˆ comme la distance radiale par rapport au centre de l’e´pide´mie, i.e. le lieu
ou` l’agent infectieux est apparu. Supposons e´galement que la concentration Aˆ(t) va
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diminuer selon un taux γˆ. Nous de´finissons alors l’e´volution de la concentration Aˆ(t)
en utilisant un Laplacien en coordonne´es polaires, pour n ≤ 2,
dAˆ
dtˆ
= Dˆ
(
∂2Aˆ
∂rˆ2
+
n− 1
rˆ
∂Aˆ
∂rˆ
)
− γˆAˆ, (4.30)
ou`,
– Dˆ est le taux de diffusion des agents infectieux,
– µˆ est le taux de disparition des agents infectieux,
– n le nombre de dimensions utilise´es.
Nous nous restreindrons aux cas n = 1 et n = 2. Notons cependant qu’une
ge´ne´ralisation est possible en compliquant le terme de diffusion. Ainsi, la propaga-
tion dans l’espace de l’infection se fera uniquement via de la dispersion des agents
infectieux. Les individus sains, infecte´s et gue´ris ne se de´placent pas.
Le mode`le SIR-A compose´ des e´quations (4.23)-(4.25) et (4.30) peut eˆtre re´e´crit
a` l’aide d’un changement de variables. Conside´rons donc les nouvelles variables sui-
vantes,
S = Sˆ
βˆI
µˆ
, A = Aˆ
βˆA
µˆ
,
I = Iˆ
βˆI
µˆ
, t = tˆµˆ,
R = Rˆ
βˆI
µˆ
, r = rˆ
√
µˆ
Dˆ
.
Notre mode`le SIR-A prend donc la forme suivante,
S˙ = −S(I + A), (4.31)
I˙ = S(I + A)− I, (4.32)
R˙ = I, (4.33)
A˙ =
(
∂2A
∂r2
+
n− 1
r
∂A
∂r
)
− γA, (4.34)
ou` γ =
γˆ
µˆ
.
Les conditions initiales (4.26)-(4.28) deviennent :
S(t = 0, r) = S0, (4.35)
I(t = 0, r) = 0, (4.36)
R(t = 0, r) = R0, (4.37)
A(t = 0, r) = A0δ(r), (4.38)
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avec,
S(t = 0, r) = Sˆ0
βˆI
µˆ
,
R(t = 0, r) = Rˆ0
βˆI
µˆ
,
A(t = 0, r) = Aˆ0βˆAµˆ
(n−2)/2Dˆ−n/2.
Les conditions sur le nombre d’individus au temps initial ne de´pendent pas de la posi-
tion. Nous supposons donc que l’ensemble de la population est re´partie uniforme´ment
dans l’espace.
Nous savons que la propagation dans l’espace se fait exclusivement a` partir des
agents infectieux (4.34). De plus, l’e´volution du nombre d’agents infectieux ne de´pend
pas du reste de la population. Il est donc possible de re´soudre cette e´quation se´pare´ment
pour avoir une expression analytique de la propagation. Par l’annexe C, nous obte-
nons l’e´quation suivante,
A(t, r) = A0(4pit)
−n
2 e−γt e
r
2
4t . (4.39)
Nous pouvons une ide´e de l’e´volution des agents infectieux a` la Figure 4.4.
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Figure 4.4 – Re´partition des agents infectieux
Au temps initial, l’ensemble des agents infectieux est concentre´ a` l’origine, nous
ne pouvons donc pas les observer sur la figure. Nous remarquons qu’au fil du temps, il
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y a de moins en moins d’individus pre`s de l’origine. Les agents infectieux se de´placent
dans l’espace.
Pour avoir une ide´e de l’e´volution du nombre d’individus dans la population, nous
re´alisons une inte´gration nume´rique. L’intervention de la composante spatiale nous
permet de repre´senter les re´sultats de deux manie`res, soit nous fixons un endroit et
regardons l’e´volution au cours du temps, soit nous analysons l’ensemble de l’espace
a` un instant donne´. Les Figures suivantes reprennent les deux repre´sentations pos-
sibles. Nous utilisons les valeurs suivantes pour les inte´grations nume´riques : γ = 1,
A0 = 4 et S0 = 1.6. De plus, nous conside´rons n = 2.
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Figure 4.5 – Mode`le SIR-A avec propagation des agents : distance radiale
Sur les Figures 4.5a et 4.5b, nous pouvons analyser l’e´volution du nombre d’in-
dividus sains et infecte´s. Les couleurs correspondent a` des moments diffe´rents, la
variable t est a` chaque fois augmente´e de 20. Nous remarquons, tout d’abord, que
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l’e´pide´mie se propage dans l’espace sous forme de vague, comme pour le mode`le avec
propagation des individus. La diffe´rence la plus marquante entre les mode`les e´tant
que nous avons ici la formation de deux vagues. Nous remarquons finalement que
tous les individus ont e´te´ infecte´s.
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Figure 4.6 – Mode`le SIR-A avec propagation des agents : temps
La pre´sence de deux vagues e´pide´miques successives est encore plus marque´e sur
la Figure 4.6. Nous constatons que la premie`re vague se forme lorsqu’il y a beau-
coup d’individus sains et peu d’agents infectieux. Nous observons e´galement que les
nombres d’individus sains et infecte´s diminue exponentiellement alors que le nombre
d’agents infectieux semble constant a` partir d’un certain moment.
En analysant l’e´quation (4.32), nous comprenons intuitivement l’e´volution du
mode`le. Avec une valeur de S e´leve´e, le nombre I va augmenter meˆme s’il y a peu d’in-
dividus infecte´s ou d’agents infectieux. Le nombre d’individus sains e´tant plus grand
au temps initial, nous avons une condition pour le de´clenchement d’une e´pide´mie a`
cause des individus infecte´s, S0 > 1. En effet, nous avons pre´ce´demment remarque´
que le nombre d’individus infecte´s n’influence pas le de´clenchement d’une e´pide´mie
pour le mode`le SIR. Ainsi, lorsqu’un petit nombre d’agents infectieux atteint une
population saine, quelques individus sont infecte´s et ce sont eux qui de´clenchent la
premie`re phase de l’e´pide´mie.
Cependant, apre`s un certain temps, il est possible que le nombre d’individus sains
devienne petit et que l’e´pide´mie ralentisse, la pre´sence d’agents infectieux va alors
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avoir un impact important sur la suite de l’e´pide´mie. En effet, si S < 1, I ne peut
augmenter que si A est grand. La deuxie`me vague d’e´pide´mie se produit donc lors-
qu’il y a suffisamment d’agents infectieux. Ainsi, pour avoir deux vagues distinctes,
il est impe´ratif d’avoir S0 > 1 et que les agents infectieux ne se diffusent pas trop vite.
4.2.1 Illustration : la grippe H1N1
Le mode`le SIR-A entraˆıne la formation de deux vagues e´pide´miques. Ce re´sultat
peut paraˆıtre surprenant mais nous le retrouvons dans des cas re´els. Nous pouvons,
par exemple, regarder l’e´volution de la grippe H1N1 en Californie entre avril 2009 et
aouˆt 2010, Figure 4.7.
Figure 4.7 – E´volution de l’e´pide´mie de grippe H1N1 en Californie [3]
Nous constatons qu’il y a deux vagues de de´ce`s, nous pouvons donc supposer qu’il
y a eu deux vagues e´pide´miques. La grippe H1N1 s’est effectivement propage´e par les
animaux, principalement les oiseaux migrateurs, mais peut e´galement eˆtre transmise
d’individu a` individu. Notons cependant que la propagation par les agents infectieux
n’est pas la seule explication possible a` ce phe´nome`ne. Ne´anmoins, l’usage du mode`le
avec propagation des agents infectieux a` la place des individus semble plus adapte´.
Remarquons, finalement, qu’une e´tude plus pousse´e des donne´s est ne´cessaire pour
analyser son e´volution, nous ne nous inte´ressons ici qu’a` un comportement global.
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Dans ce chapitre, nous avons analyse´ deux mode`les e´pide´miologiques totalement
diffe´rents. La diffusion des individus semble plus intuitive et montre la formation
d’une vague e´pide´mique comme dans la plupart des e´pide´mies. Cependant, il n’est
pas assez fin, l’utilisation d’agents infectieux est plus re´aliste et met en e´vidence
la formation de deux vagues e´pide´miques. Notons que lors d’e´pide´mie de grande
envergure, des moyens de pre´vention sont mis en place, ce dont nous n’avons pas
tenu compte ici.
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Conclusion
La mode´lisation d’e´pide´mies peut se faire a` l’aide de mode`les a` compartiments.
Les hypothe`ses de base pour leur re´alisation peuvent sembler contraignantes avec
l’utilisation d’une population homoge`ne. Cependant, cette me´thode permet une ana-
lyse simple de l’e´volution du phe´nome`ne. Les re´sultats que fournissent ces mode`les
sont extreˆmement bons comme nous l’avons vu sur des illustrations.
L’utilisation de trois compartiments dans le ce´le`bre mode`le SIR, ou mode`le de
Kermack-McKendrick, permet de mettre en avant des phe´nome`nes tre`s inte´ressants
sur l’e´volution d’une e´pide´mie, comme le fait que le nombre initial d’individus infecte´s
n’influence ni le de´roulement d’une e´pide´mie, ni sa finalite´.
A` partir de ce mode`le, il est possible de simuler toutes les interventions hu-
maines en ajoutant des compartiments ou en modifiant les conditions initiales. Il est
e´galement facile de tenir compte du temps d’incubation des maladies. Ne´anmoins, un
compartiment supple´mentaire peut augmenter la complexite´ du syste`me qui devient
alors plus pre´cis mais moins facile a` utiliser.
Finalement, la dernie`re ame´lioration que nous avons applique´e au mode`le de
Kermack-McKendrick est une propagation dans l’espace. Pour ce faire, il est pos-
sible de mode´liser le de´placement des individus sains ou infecte´s. Une autre approche
possible est de conside´rer les agents infectieux et de simuler leur diffusion. Ces deux
me´thodes entraˆınent la formation d’une ou deux vagues e´pide´miques qui se de´placent
au cours du temps.
71
Bibliographie
[1] B. Blasius, J. Kurths et L. Stone – ≪ Complex population dynamics :
Nonlinear modeling in ecology, epidemiology and genetics ≫, World Scientific
Lecture Notes in Complex Systems, vol. 7, ch. 7, World Scientific Lecture Notes
in Complex Systems, World Scientific, 2007.
[2] F. Brauer et C. Castillo-Chavez – ≪ Mathematics models in population
biology and epidemiology ≫, ch. 9, Springer, second e´d., 2001.
[3] California Department of Public Health – H1n1 influenza,
http ://www.cdph.ca.gov/data/statistics/Pages/h1n1graphs.aspx, consulte´
le 01 mai 2014.
[4] E. Deleersnijder et D. Dochain – Ecologie mathe´matique - LMAPR2510,
Universite´ catholique de louvain, 2012-2013.
[5] P. V. den Driessche et J. Watmough – Reproduction numbers and sub-
threshold endemic equilibria for compartimental models of disease transmission,
2002.
[6] H. W. Hethcote – ≪ The mathe´matics of infectious diseases ≫, Siam revieuw
Vol. 42 (2000), no. 4, p. 599–653.
[7] Matlab – Documentation center, http ://www.mathworks.nl/help/matlab/ref
/ode45.html, consulte´ le 10 avril 2013.
[8] Middle Ages ! ! – The black plague, http ://jenkinsmiddleages.weebly.com/the-
black-plague.html, consulte´ le 05 mai 2014.
[9] J. D. Murray – ≪ Mathematical biology ii : Spatial models and biomedical
applications ≫, Interdisciplinary Applied Mathematics, vol. 18, ch. 10, Interdis-
ciplinary Applied Mathematics, Springer, 2003.
[10] N. Perra, D. Balcan, B. Gonc¸alves et A. Vespignani – ≪ Towards a
characterization of behavior-disease models ≫, PLoS ONE Vol. 6 (August 2011),
no. 8.
[11] e´pide´miologie – Larouse, http ://www.larousse.fr/dictionnaires/francais/consulte´
le 19 mai 2014.
[12] Portail belgium.be – Informations et services officiels, fe´vrier 2011,
http ://www.belgium.be/fr/actualites/2011/news esperance-de-vie-belge.jsp,
consulte´ le 4 avril 2013.
72
[13] T. Reluga – A two-phase epidemic driven by diffusion, Universite´ de Washing-
ton, Mars 2004.
[14] G. Sallet – R0, EPICASA09, April 2010, INRIA & IRD.
[15] D. Sulsky – Using real data in an sir model, University of New Mexico, June
21,2012.
[16] Z. I. Woznicki – ≪ Matrix splitting principles ≫, Novi Sad Vol. 28 (1998),
no. 3, p. 197–209.
73
Annexes
74
A Donne´es sur Eyam
L’e´pide´mie de peste a` Eyam a dure´ de septembre 1665 a` juin 1666. Durant cette
pe´riode, il y a eu deux vagues d’e´pide´mie. La population de de´part du village e´tait
de 350 habitants, 89 d’entre eux sont morts lors de la premie`re vague comme de´taille´
dans la table A.1.
1665 Septembre 6 morts
Octobre 23 morts
Novembre 7 morts
De´cembre 9 morts
1666 Janvier 5 morts
Fe´vrier 8 morts
Mars 6 morts
Avril 9 morts
Mai 4 morts
Table A.1 – Morts lors de la premie`re vague de peste a` Eyam
La seconde vague de l’e´pide´mie a commence´ en mai 1666, la table A.2 reprend le
nombre de morts. Il n’y avait alors plus que 261 individus sains dans la population.
1666 Juin 19 morts
Juillet 56 morts
Aouˆt 77 morts
Septembre 24 morts
Octobre 14 morts
Table A.2 – Morts lors de la deuxie`me vague de peste a` Eyam
Raggett est le premier a` utiliser les donne´es de Eyam sur un mode`le d’e´pide´mie. Il
conside`re alors que l’e´pide´mie avait commence´ le 16 juin. Il prend ainsi des pe´riodes
de 15.5 jours et fait des moyennes sur les donne´es pour obtenir la table A.3 qui re-
prend le nombre de de´ce`s sur des pe´riodes de 15.5 jours.
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Pe´riode (1666) De´ce`s R
19 Juin - 3/4 Juillet 11.5 11.5
3/4 Juillet - 19 Juillet 26.5 38
19 Juillet - 3/4 Aouˆt 40.5 78.5
3/4 Aouˆt - 19 Aouˆt 41.5 120
19 Aouˆt - 3/4 Septembre 25 145
3/4 Septembre - 19 Septembre 11 156
19 Septembre - 4/5 Octobre 11.5 167.5
4/5 Octobre - 20 Octobre 10.5 178
Table A.3 – De´ce`s par pe´riode et cumulatifs pour l’e´pide´mie de peste a` Eyam
La table A.3 lui permettre d’estimer le nombre de personnes saines et infecte´es
tout au long de l’e´pide´mie. Il suppose que la population est constante. Au de´but de
la deuxie`me vague d’e´pide´mie, celle-ci e´tait de 261 individus. De plus, la peste a une
pe´riode d’incubation de 6 jours au maximum et la dure´e de la maladie est de 5.5
jours. La dure´e totale de l’infection peut donc eˆtre estime´e a` 11 jours. Cela permet de
de´terminer le nombre d’individus infecte´s tous les 15.5 jours en regardant les donne´es
de la pe´riode suivante. Il obtient alors la table A.4.
Date (1666) S I
19 Juin 254 7
3/4 Juillet 235 14.5
19 Juillet 201 22
3/4 Aouˆt 153.5 29
19 Aouˆt 121 21
3/4 Septembre 108 8
19 Septembre 97 8
4/5 Octobre inconnu inconnu
20 Octobre 83 0
Table A.4 – Donne´es estime´es concernant l’e´pide´mie de peste a` Eyam
La table A.4 est utilise´e comme illustration dans la section 2.7.
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B Stabilite´ par rapport a` R0
De´finition B.1. Soit une matrice de Metzler A. On appelle de´composition re´gulie`re
de A toute de´composition de la forme
A =M −N, (B.40)
ou` M ≥ 0 et N est une matrice inversible avec N−1 ≥ 0.
L’e´nonce´ suivant est l’un des the´ore`me de Varga[16].
The´ore`me B.1. Soit A = M − N , une de´composition re´gulie`re de A. Nous avons
alors l’e´quivalence suivante,
ρ(MN−1) < 1 ⇐⇒ A asymptotiquement stable. (B.41)
Proposition B.1. Le syste`me 3.2 est asymptotiquement stable, au sens de Lyapunov,
au point d’e´quilibre trivial sans individu infecte´, x0 ∈ XS, si R0 < 1 et instable si
R0 > 1.
De´monstration. Pour obtenir la stabilite´ asymptotique, au sens de Lyapunov, nous
devons avoir que les valeurs propres de la matrice jacobienne Jf(x0) aient toutes une
partie re´elle ne´gative. Rappelons-la`, avec l’e´quation 3.5,
Jf(x) =
(
F − V 0
−J3 −J4
)
.
Cette matrice e´tant triangulaire par blocs, ses valeurs propres sont celles de
F − V et −J4. Nous savons, par la proposition 3.5, que toutes les valeurs propres de
F(x) = 0, et donc de −J4, sont a` partie re´elle strictement ne´gative dans le cas ou`
F(x) = 0. Par ailleurs, la partie de la matrice jacobienne correspondant a` −J4 ne
change pas si F(x) = 0. La proposition 3.5 entraˆıne donc que les valeurs propres de
−J4 sont a` partie re´elle strictement ne´gative.
Posons J1 = F − V . Nous savons que F ≥ 0 (3.4), nous avons e´galement que V
est une M-matrice non-singulie`re et donc V −1 ≥ 0. Nous avons ainsi que F − V est
une de´composition re´gulie`re de J1.
Montrons que la plus grande partie re´elle des valeurs de J1 est ne´gative, ainsi
toutes ses valeurs propres seront bien a` partie re´elle ne´gative. Pour cela, nous utilisons
le module de stabilite´ de J1,
α(J1) = max
λ∈Sp(J1)
ℜ(λ).
Nous cherchons donc a` montrer que,
α(J1) < 0.
77
Par le the´ore`me B.1, cette condition est e´quivalente a`
ρ(FV −1) < 1.
Toutes les valeurs propres de Jf (x0) ont une partie re´elle ne´gative si ρ(FV
−1) < 1.
Nous pouvons donc conclure que le syste`me 3.2 est asymptotiquement stable au point
d’e´quilibre x0 ∈ XS si ρ(FV −1) = R0 < 1. La deuxie`me partie de la proposition
de´coule directement de ce re´sultat.
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C Diffusion des agents infectieux
Nous allons ici re´soudre l’e´quation aux de´rive´es partielles relative a` la propagation
des agents infectieux, donne´e par l’e´quation 4.34.
E´quation de de´part :
ut = uxx +
n− 1
x
ux − γu. (C.42)
Changement de variables :
(x, t) −→ (y, s),
tel que
y(x, t) = xatb, (C.43)
s(x, t) = t, (C.44)
ou` a et b sont a` de´terminer.
Nous avons donc
yx = ax
a−1tb,
yt = bx
atb−1,
yxx = a(a− 1)xa−2tb.
De`s lors, nous pouvons re´e´crire les termes de l’e´quation (C.42) :
ux = wyyx + wssx
= wy
a
x
y,
uxx = wyy
(a
x
y
)2
+ wy
a
x
yx − wy a
x2
y
= wyy
a2
x2
y2 + wy
[
a2
x2
y − a
x2
y
]
= wyy
a2
x2
y2 + wy
a
x2
y(a− 1),
ut = wyyt + wsst
= wy
b
t
y + ws.
L’e´quation de de´part devient alors
wy
b
t
y + ws = wyy
a2
x2
y2 + wy
a
x2
y(a− 1) + n− 1
x
wy
a
x
y − γw.
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De plus, nous savons que s = t. D’ou`
ws + γw = wyy
a2
x2
y2 + wy
[
a
x2
y(a− 1) + n− 1
x2
ay − b
t
y
]
.
Nous choisissons maintenant les valeurs de a et b. Nous allons prendre a tel que
a
x2
y(a− 1)− a y
x2
= 0,
a
x2
[a(a− 2)] = 0.
Nous avons deux possibilite´s. Soit a est nul, au quel cas nous n’avons plus d’e´quation
aux de´rive´es partielles, soit a vaut 2. Nous fixons donc a = 2.
Nous pouvons de`s lors re´e´crire l’e´quation comme
wt + γw = wyy
4
x2
y2 + wy
(
y
x2
2n− b
t
y
)
.
De plus, par (C.43),
y
x2
= tb,
puisque nous avons choisi a = 2. Nous avons donc
wt + γw = wyy4yt
b + wy
(
tb2n− bt−1y) .
Notre objectif e´tant d’obtenir une e´quation aux variables se´pare´es, nous choisissons
b = −1. Nous avons donc
wt + γw = wyy4yt
−1 + wyt
−1 (2n+ y) .
Que nous re´e´crivons finalement sous la forme suivante,
wt + γw
t−1
= wyy4y + wy (2n + y) . (C.45)
Nous pouvons maintenant re´soudre cette e´quation a` l’aide d’une me´thode de se´paration
de variables.
Nous avons donc que w(y, t) peut se re´e´crire sous la forme
w(y, t) = F (y)T (t). (C.46)
Nous avons e´galement les re´sultats suivants,
wt = F T˙ ,
wy = F
′T,
wyy = F
′′T.
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D’ou`, l’e´quation (C.45) peut se re´e´crire comme
tF T˙ + γtFT = F ′′T4y + F ′T (2n+ y).
En divisant les deux coˆte´s de cette e´quation par FT nous obtenons
tT˙ + γtT
T
=
F ′′4y + F ′(2n+ y)
F
.
Nous observons que le terme de gauche n’est fonction que de la variable t alors que le
terme de droite ne de´pend que de y. Ainsi, nous pouvons poser que ces deux termes
sont e´gaux a` une constante A.
De`s lors, nous obtenons le syste`me suivant
tT˙ + γtT = AT, (C.47)
F ′′4y + F ′(2n+ y) = AF, (C.48)
ou` A est une constante a` de´terminer.
Pour re´sondre ce syste`me, nous proposons une fonction F (y) de la forme
F (y) = eαy,
ou` α est une constante. Nous avons donc comme de´rive´es successives
F ′(y) = α eαy
F ′′(y) = α2 eαy
L’e´quation (C.48) peut eˆtre re´e´crite comme[
α24y + α(2n+ y)
]
eαy = A eαy
Par ailleurs, A ne de´pend pas de y, d’ou` nous pouvons e´crire le syste`me suivant
αy(4α+ 1) = 0,
2nα = A.
Ainsi,
α = −1
4
.
Et donc,
A = −n
2
.
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Utilisons ce re´sultat dans l’e´quation (C.47), nous obtenons ainsi
tT˙ + γtT = −n
2
T.
Que nous pouvons re´e´crire
T˙
T
= −γ − n
2t
.
Nous inte´grons a` pre´sent cette e´quation par rapport a` t,
ln |T | = −γt− n
2
ln |t|+ lnC,
ou` C est une constante d’inte´gration. Notons que t est positif puisqu’il correspond
au temps.
Nous obtenons la fonction T suivante
T = C e−γtt−
n
2 .
A` l’aide de l’e´quation (C.46), nous pouvons de´terminer la fonction w,
w(y, t) = F (y)T (t)
= C e−γtt−
n
2 e
y
4 .
Si nous revenons aux variables (x, t) de de´part,
u(x, t) = C e−γtt−
n
2 e
x
2
4t .
Et si nous prenons comme constante,
C = (4pi)−
n
2 ,
nous obtenons alors comme re´sultat final,
u(x, t) = (4pit)−
n
2 e−γt e
x
2
4t .
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