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Two-body correlations in N-body boson systems
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We formulate a method to study two-body correlations in a system of N identical bosons inter-
acting via central two-body potentials. We use the adiabatic hyperspherical approach and assume a
Faddeev-like decomposition of the wave function. For a fixed hyperradius we derive variationally an
optimal integro-differential equation for hyperangular eigenvalue and wave function. This equation
reduces substantially by assuming the interaction range much smaller than the size of the N-body
system. At most one-dimensional integrals then remain. We view a Bose-Einstein condensate pic-
torially as a structure in the landscape of the potential given as a function of the one-dimensional
hyperradial coordinate. The quantum states of the condensate can be located in one of the two
potential minima. We derive and discuss properties of the solutions and illustrate with numerical
results. The correlations lower the interaction energy substantially. The new multi-body Efimov
states are solutions independent of details of the two-body potential. We compare with mean-field
results and available experimental data.
PACS numbers: 31.15.Ja, 05.30.Jp, 21.65.+f
I. INTRODUCTION
The average properties of an N -body system are often
investigated in the mean-field approximation [1, 2, 3],
where the wave function is a product of one-particle am-
plitudes. This excludes a priori effects of particle corre-
lations, which often are responsible for decisive features
or phenomena. A prominent example is the use of the
bare nucleon-nucleon interaction in computations of nu-
clear ground state structure. The Hartree-Fock results
are catastrophic, either producing unbound systems or
collapsed point-like structures with infinite binding en-
ergy [4]. The correlations must be dealt with here. One
way is to use effective interactions and maintain the same
Hilbert space of independent particles [5]. One can get
a long way by this procedure, but the particles are still
not correlated in the wave functions, although reasonable
sizes and binding energies are found [2, 4, 5]. Any effect
of correlations can therefore not be tested experimentally
except as deviations from the mean-field results.
Another example, where correlations are essential, is
the decay of Bose-Einstein condensates [6, 7], which can-
not be referred to as the lowest energy solution. Indeed,
the N -body system has many lower lying states as imme-
diately realized from the fact that two and more atoms
form bound states. The energy is then already lower than
the energy of the condensate, which therefore eventually
decays into these lower lying structures. The decay can
be either three-body recombination possibly enhanced by
the presence of other particles [6, 7, 8], or macroscopic
collapse into a structure of very small spatial dimension,
which subsequently then recombine into more favorable
bound states [9, 10, 11].
The direct recombination process is increasingly prob-
able with larger scattering length [6, 7], and also the
macroscopic collapse must increase strongly with scat-
tering length [12]. The limit of infinite scattering length
is traditionally considered as difficult to solve as exem-
plified by the three-body system where the delicate Efi-
mov states could occur [13, 14]. The structure of the
N -body system in this limit is at least as difficult as
the three-body problem [15], but the growing interest
[16, 17, 18, 19] and the difficulties in this area demand
new approaches.
The macroscopic collapse is conceptually very similar
to the nuclear fission process where the (liquid) nucleus
in a collective process is divided into two or more pieces.
One difference is that in fission the fragments move away
from each other, whereas (gaseous) Bose-Einstein con-
densates first collapse into a more dense state and af-
ter recombination into smaller subsystems the fragments
move apart [11]. These collapse mechanisms can to a
large extent be described in a mean-field picture [10, 20],
but especially for condensates the correlations could be
very important first to establish the collective coordinate
and the corresponding potential energy and second by
influencing the collapse process itself [12, 21].
The essential ingredients in a description of correla-
tions in N -body systems are the techniques used to solve
few-body problems [15, 22]. Isolated two-body systems
are easily solved and the key is very likely in handling
of the three-body problem. This expectation arises since
two particles plus all remaining particles effectively is a
three-body problem, and this type of two-body correla-
tions beyond the mean-field inside the N -body system is
probably dominating. This is also the philosophy in the
Faddeev [23] and Yakubovsky [24] equations, where the
two-body amplitudes eventually are the basic quantities.
The Yakubovsky reduction is rigorous, but very cumber-
some in its full glory. However, such formulations may
provide inspiration to practical approximations.
Unfortunately, it is impossible to include correlations
directly on top of mean-field calculations with attractive
zero range interactions [25, 26]. The Gross-Pitaevskii
equation without a confining external trap can only be
used for repulsion in a product wave function. The low-
2est state for an attraction would correspond to a diver-
gent collapsed non-physical solution, but an additional
external field is able to hold metastable solutions at
larger distances. Skyrme Hartree-Fock is more sophisti-
cated and an attraction leading to a bound system does
avoid collapsed solutions [5]. Including correlations trig-
gers the Thomas effect [27], where collapsed three-body
states would appear inside the many-body system [26].
Renormalization can be invoked to cure these divergences
and maintain the simplicity of the zero-range interaction
[28, 29], but correlations are still not included. Obviously
a finite range interaction would also prevent the disaster
when correlations are allowed.
To study correlations the form of the wave function
must be flexible enough to include the corresponding de-
grees of freedom. As we learned from the mean-field ap-
proximation sizes and binding energies may be rather
accurate even with an imprecise wave function [21, 30].
Thus for a specific purpose it seems possible to design a
relatively simple wave function, which for other purposes
may be a rather poor approximation, but precisely ac-
counting for the desired degrees of freedom. A promising
form of a correlated wave function suggested for nucleons
[31] was recently extended to more general systems [32].
The simplest structure is clearly found in Bose-Einstein
condensates. Here was recently introduced a formula-
tion with generalized hyperspherical coordinates and an
adiabatic expansion with the hyperradius as the adia-
batic coordinate [20]. Only the crude approximations
of a zero-range interaction and the lowest (constant and
thus non-correlated) hyperspherical angular wave func-
tion were used in [20].
In this paper we shall use the simplifications of the
completely symmetric wave function. These systems re-
veal features only explainable by correlations and we can
then already here obtain results of practical interest. The
purpose of this paper is to formulate the details of a re-
cently suggested [21] method to include two-body cor-
relations in an N -body system of identical bosons. We
shall describe the qualitative features of the key quanti-
ties, give numerical examples, compare with established
methods and available experimental data and provide
predictions going beyond the present knowledge. The
model is apparently rich with many unexplored possibil-
ities perhaps especially by application to systems with
large scattering length, to the dynamical evolution, and
to other systems of different symmetries.
II. THE N-BODY PROBLEM AND THE
HYPERSPHERICAL FORMULATION
A formulation accounting for particle correlations in an
N -body system must by definition go beyond the mean-
field approximation. The Faddeev-Yakubovsky equa-
tions could be an appropriate starting point. However,
first the form of the Hamiltonian describing the system
must be decided. Then a convenient set of coordinates
must be chosen in harmony with the formulation and
the anticipated approximations. Derivations of suitable
equations of motion are then possible and their prop-
erties can be investigated. This section describes how
we choose two-body interactions, hyperspherical coordi-
nates, a Faddeev-like decomposition of the wave function,
use an adiabatic expansion, and assume at first only s-
waves.
A. The hyperspherical coordinates
The system of N identical interacting bosons of mass
m may be described by N coordinate vectors ~ri and mo-
menta ~pi, labeling the particles by the index i = 1, . . . , N .
Here a more suitable choice of coordinates is the center
of mass coordinates ~R =
∑N
i=1 ~ri/N , the N − 1 relative
Jacobi vectors ~ηk with k = 1, 2, . . . , N − 1 [32, 33]
~ηk =
√
N − k
N − k + 1
(
~rN−k+1 − 1
N − k
N−k∑
j=1
~rj
)
, (1)
and their associated momenta. These Jacobi coordinates
are illustrated for up to six particles in fig. 9a. We use
the notation ηk ≡ |~ηk|, so ηN−1 is proportional to the
distance between particles 1 and 2, ηN−2 is proportional
to the distance between particle 3 and the center of mass
of 1 and 2, ηN−3 is proportional to the distance between
particle 4 and the center of mass of the first three parti-
cles, etc.
Hyperspherical coordinates are now defined in relation
to the Jacobi vectors. One length, the hyperradius ρ, is
defined by
ρ2l ≡
l∑
k=1
η2k , ρ
2 ≡ ρ2N−1 =
1
N
N∑
i<j
r2ij , (2)
where rij ≡ |~ri−~rj |. The N−2 hyperangles αk ∈ [0, π/2]
for k = 2, 3, . . . , N − 1 relate the length of the Jacobi
vectors to the hyperradius via the definition
sinαk ≡ ηk
ρk
. (3)
Since ρ1 = η1 the variable α1 = π/2 is superfluous, but
is for convenience often included in the notation. Re-
maining are the 2(N − 1) angles Ω(k)η = (θk, ϕk) for
k = 1, 2, . . . , N − 1 defining the directions of the N − 1
~ηk-vectors, i.e. θk ∈ [0, π] and ϕk ∈ [0, 2π]. All an-
gles are collectively denoted by Ω ≡ {αk, θk, ϕk}, k =
1, 2, . . . , N − 1. In total Ω and ρ amount to 3(N − 1)
degrees of freedom and the center of mass coordinates ~R
amount to three. These coordinates are connected by
N∑
i=1
r2i =
1
N
N∑
i<j
r2ij +
1
N
( N∑
i=1
~ri
)2
= ρ2 +NR2 . (4)
3The total volume element is
∏N
i=1 d
3~ri =
N3/2d3 ~R
∏N−1
k=1 d
3~ηk, where the part depending on
relative coordinates is
∏N−1
k=1 d
3~ηk. In hyperspherical
coordinates this relative part becomes
N−1∏
k=1
d3~ηk = dρρ
3N−4 dΩN−1 , (5)
dΩk = dΩ
(k)
α dΩ
(k)
η dΩk−1 , (6)
dΩ(k)α = dαk sin
2 αk cos
3k−4 αk , (7)
where dΩ
(k)
η = dθk sin θkdϕk is the familiar angular vol-
ume element in spherical coordinates. The recursion
stops at dΩ1 = dΩ
(1)
η . Since the angle αN−1 is re-
lated directly to a two-body distance, r12, by sinαN−1 =
ηN−1/ρN−1 = r12/(
√
2ρ), the volume element in eq. (7)
related to this angle is especially important: dΩ
(N−1)
α =
dαN−1 sin
2 αN−1 cos
3N−7 αN−1.
The angular volume integrals can be computed [34],
i.e.
∫
dΩ
(k)
α =
√
πΓ(3(k−1)/2)/(4Γ(3k/2)) and ∫ dΩ(k)η =
4π, where Γ(x) is the gamma function.
Using eq. (5) an angular matrix element of an operator
Oˆ for fixed ρ is then
〈Ψ|Oˆ|Φ〉Ω =
∫
dΩN−1 Ψ
∗(ρ,Ω) Oˆ Φ(ρ,Ω) , (8)
which in general is a function of ρ.
B. Hamiltonian
We consider N identical particles of mass m interact-
ing through short range two-body potentials. For com-
pleteness we will throughout the paper include an ex-
ternal trap confining the particles to a limited region of
space through a simple three-dimensional harmonic oscil-
lator potential mω2r2i /2. The trap is relevant for Bose-
Einstein condensation but can easily be omitted. With a
two-body central potential Vij = V (rij) the total Hamil-
tonian is given by
Hˆtotal =
N∑
i=1
(
pˆ2i
2m
+
1
2
mω2r2i
)
+
N∑
i<j
V (rij) , (9)
which, using eq. (4), is separable into a part only in-
volving the center of mass coordinates and a part only
involving relative coordinates. We can see this by sub-
tracting
Hˆcm ≡ Pˆ
2
R
2M
+
1
2
Mω2R2 , (10)
where ~PR ≡
∑
i ~pi is the total momentum and M = Nm
is the total mass of the system, i.e.
Hˆ ≡ Hˆtotal − Hˆcm =
N∑
i=1
pˆ2i
2m
− Pˆ
2
R
2M
+
N∑
i
1
2
mω2r2i −
1
2
Mω2R2 +
N∑
i<j
Vij . (11)
Using eq. (4) and denoting the intrinsic kinetic energy
operator by Tˆ ≡∑Ni=1 pˆ2i /(2m)− Pˆ 2R/(2M) we can write
Hˆ = Tˆ +
1
2
mω2ρ2 +
N∑
i<j
Vij . (12)
In hyperspherical coordinates Tˆ can be rewritten as [32,
33]
Tˆ = − ~
2
2m
[
1
ρ3N−4
∂
∂ρ
ρ3N−4
∂
∂ρ
− Λˆ
2
N−1
ρ2
]
, (13)
with the dimensionless angular kinetic energy operator
Λˆ2N−1 recursively defined by
Λˆ2k = Πˆ
2
k +
Λˆ2k−1
cos2 αk
+
lˆ2k
sin2 αk
, (14)
Πˆ2k = −
∂2
∂α2k
+
3k − 6− (3k − 2) cos 2αk
sin 2αk
∂
∂αk
, (15)
where ~lˆk is the angular momentum operator associated
with ~ηk. The recursion stops at Λˆ
2
1 = lˆ
2
1. The angular
kinetic energy operator is thus a sum of derivatives with
respect to the various hyperspherical angles. Convenient
transformations to get rid of first derivatives in eqs. (13)
and (15) are
−2m
~2
Tˆρ ≡ ρ−(3N−4) ∂
∂ρ
ρ3N−4
∂
∂ρ
= (16)
ρ−(3N−4)/2
(
∂2
∂ρ2
− (3N − 4)(3N − 6)
4ρ2
)
ρ(3N−4)/2 ,
Πˆ2k = sin
−1 αk cos
−(3k−4)/2 αk
(
− ∂
2
∂α2k
− 9k − 10
2
+
(3k − 4)(3k − 6)
4
tan2 αk
)
sinαk cos
(3k−4)/2 αk . (17)
The Hamiltonian Hˆ can now be rewritten as
Hˆ = Tˆρ +
1
2
mω2ρ2 +
~
2
2mρ2
hˆΩ , (18)
hˆΩ ≡ Λˆ2N−1 +
N∑
i<j
vij , (19)
where vij ≡ 2mρ2Vij/~2 is a dimensionless potential, Tˆρ
is the radial kinetic energy operator, and hˆΩ is the dimen-
sionless angular Hamiltonian. The intrinsic Hamiltonian,
Hˆ , thus contains a part depending on ρ and a part, hˆΩ,
depending on both ρ (parametrically) and Ω.
4C. Equations of motion
Since the total Hamiltonian is given as Hˆtotal = Hˆcm+
Hˆ , the total wave function for the N -particle system can
without loss of generality be written as a product of a
function, Υ, depending only on ~R and a function, Ψ,
depending on ρ and the 3N−4 angular degrees of freedom
collected in Ω: Υ(~R)Ψ(ρ,Ω). The center of mass motion
for the total mass M = Nm is given by
HˆcmΥ(~R) = EcmΥ(~R) , (20)
and as seen from eq. (10) the energy spectrum is that of
a harmonic oscillator, i.e. Ecm,n = ~ω(n+ 3/2), where n
is a non-negative integer.
The relative wave function Ψ(ρ,Ω), obeying the sta-
tionary Schro¨dinger equation,
HˆΨ(ρ,Ω) = EΨ(ρ,Ω) , (21)
is for each value of the hyperradius ρ expanded as
Ψ(ρ,Ω) = ρ−(3N−4)/2
∞∑
n=0
fn(ρ)Φn(ρ,Ω) , (22)
where the factor ρ−(3N−4)/2 is included to eliminate first
derivatives in ρ, see eq. (16). Here the hyperradial wave
functions, fn(ρ), are the expansion coefficients for fixed
ρ on the complete set of solutions Φn(ρ,Ω) obtained by
solving the angular eigenvalue equation:
(hˆΩ − λn)Φn(ρ,Ω) = 0 , (23)
where λn is the angular eigenvalue, which depends on
ρ. We will usually apply the normalization 〈Φn|Φm〉Ω =
δn,m.
In complete analogy to the technique employed for
N = 3 [35] we insert eq. (22) in eq. (21), use eqs. (18)
and (23), and finally project the resulting equation onto
the angular eigenfunctions Φn(ρ,Ω). We then arrive at a
set of coupled radial equations
(
− d
2
dρ2
− 2mE
~2
+
λn(ρ)
ρ2
+
(3N − 4)(3N − 6)
4ρ2
+
ρ2
b4t
−Q(2)nn(ρ)
)
fn(ρ) =
∑
n′ 6=n
(
2Q
(1)
nn′(ρ)
d
dρ
+Q
(2)
nn′(ρ)
)
fn′(ρ) , (24)
where the trap length is bt ≡
√
~/(mω) and the coupling
terms Q
(i)
nn′ (Q
(1)
nn = 0) are defined as
Q
(i)
nn′(ρ) ≡
〈
Φn(ρ,Ω)
∣∣[ ∂
∂ρ
]i∣∣Φn′(ρ,Ω)〉Ω〈
Φn(ρ,Ω)
∣∣Φn(ρ,Ω)〉Ω . (25)
The angular eigenvalues λn enter these coupled equations
as a radial potential. The total diagonal effective radial
potential, Un(ρ), entering on the left hand side of eq. (24)
is:
2mUn
~2
≡ λn
ρ2
+
(3N − 4)(3N − 6)
4ρ2
+
ρ2
b4t
−Q(2)nn . (26)
This includes a ρ2-term due to the external harmonic
field, a ρ−2 centrifugal barrier-term due to the transfor-
mation of the radial kinetic energy operator, the angular
potential λn, and the diagonal coupling term Q
(2)
nn .
If the non-diagonal coupling terms are neglected,
i.e. the right hand side of eq. (24) vanishes, the equa-
tions simplify significantly to(
− ~
2
2m
d2
dρ2
+ Un(ρ)− En,q
)
fn,q(ρ) = 0 . (27)
We have here included another index q to indicate a spec-
trum of energies and radial wave functions obtained for
each angular solution n.
D. The angular eigenvalue equation
The eigenvalue λ from eq. (23) is the key quantity car-
rying essentially all information about the two-body in-
teractions and therefore about possible correlations as
well. The technique and approximations used to find λ
are then especially important.
1. Decomposition of the angular wave function
The angular eigenvalue is obtained by solving eq. (23).
For each ρ we first assume a decomposition of the wave
function Φ (omitting the index n) in additive components
Φij , i.e.
Φ(ρ,Ω) =
N∑
i<j
Φij(ρ,Ω) , (28)
where each term Φij is a function of ρ and all angular
coordinates Ω. This decomposition is in principle exact,
since each term in itself is sufficient when all Ω degrees of
freedom are allowed. At first this ansatz seems clumsy by
introducing an overcomplete basis. However, the indices
i and j indicate special emphasis on the particle pair i−j.
5The component Φij is expected to carry the information
associated with two-body correlations of this particular
pair. This has no significance before it is exploited in
numerical techniques or subsequent approximations.
Rewriting the wave function obeying the Schro¨dinger
equation as a sum of terms has been very successful in
three-body computations. The advantage is that the cor-
rect boundary conditions are simpler to incorporate as
expressed in the original formulation by Faddeev [23] in-
tended for scattering. Still mathematically nothing is
gained or lost in this Faddeev-type of decomposition. For
very weakly bound and spatially very extended three-
body systems, s-waves in each of the Faddeev compo-
nents are sufficient to describe the system. This is ex-
ceedingly pronounced for large scattering lengths where
the delicate Efimov states appear [15, 35].
The present N -body problem is of course in general
more complicated. However, for dilute condensates es-
sential similarities remain, i.e. the relative motion of two
particles on average far from each other is most likely
dominated by s-wave contributions. Each particle can-
not detect any directional preference arising from higher
partial waves. Only the monopole prevails. Implement-
ing these ideas in the present context imply that each
amplitude Φij for a fixed ρ only should depend on the
distance rij between the two particles. For that purpose
we define a two-index parameter αij by
sinαij ≡ rij√
2ρ
, (29)
which is distinctively different from the αk’s of eq. (3).
Thus we assume
Φij(ρ,Ω) ≃ φij(ρ, αij) . (30)
The boson symmetry implies that all the functions φij
are equal and that we should not distinguish, so we there-
fore omit the indices. We then arrive at the angular wave
function
Φ(ρ,Ω) =
N∑
i<j
φ(ρ, αij) =
N∑
i<j
φ(αij) , (31)
where we used φij(ρ, αij) = φ(ρ, αij) ≡ φ(αij) with omis-
sion of the coordinate ρ in the last notation. The wave
function in eq. (31) is symmetric with respect to inter-
change of two particles, i↔ j, since αij = αji and since
terms like φ(αik) + φ(αjk) always appear symmetrically.
This ansatz of only s-waves dramatically simplifies the
angular wave function. The original overcomplete Hilbert
space is now reduced, so not every angular wave function
can be expressed in this remaining basis. Thus rigorously
the reduction resulted in an incomplete basis, but the
degrees of freedom remaining in eq. (31) are expected to
be precisely those needed to describe the main features
of the condensate. The approximations are tailored to
the problem under investigation.
2. Faddeev-like equations
Inserting the ansatz of eq. (31) along with eq. (19) in
eq. (23) yields the angular equation
(
Λˆ2N−1 +
N∑
k<l
vkl − λ
) N∑
i<j
φij = 0 , (32)
with φij = φ(αij). Rearrangement of summations leads
to
N∑
i<j
[(
Λˆ2N−1 − λ
)
φij + vij
N∑
k<l
φkl
]
= 0 . (33)
For three particles the Faddeev equations are obtained
by assuming that each term in the square brackets sep-
arately is zero [35]. The same assumption for the N -
particle system results in the N(N − 1)/2 Faddeev-like
equations
(
Λˆ2N−1 − λ
)
φij + vij
N∑
k<l
φkl = 0 , (34)
which are actually identical due to symmetry. We shall
not in the present paper rely on the validity of this as-
sumption, but only use it to illustrate the procedure in
the general discussion.
Choosing i = 1 and j = 2, with the ansatz for the
wave function, eq. (31), the kinetic energy operator Λˆ2N−1
in eq. (14) reduce to Πˆ2N−1, because Λˆ
2
N−2φ12 = 0 and
lˆ2N−1φ12 = 0. Since ~ηN−1 = (~r2 − ~r1)/
√
2 and ρN−1 = ρ
we have αN−1 = α12 (compare eqs. (3) and (29)), so
only derivatives with respect to α12 remains. Thus it is
convenient to introduce the notation Πˆ212 ≡ Πˆ2N−1.
In the sum over angular wave function components in
eq. (34) only three different types of terms appear. As-
suming i = 1 and j = 2 these types are classified by
the set {k, l} either having two, one, or zero numbers co-
inciding with the set {1, 2}. Then eq. (34) is rewritten
as
0 =
(
Πˆ212 + v(α12)− λ
)
φ(α12) + (35)
v(α12)
( N∑
l=3
φ(α1l) +
N∑
l=3
φ(α2l) +
N∑
k≥3,l>k
φ(αkl)
)
,
with v(αij) = 2mρ
2V (
√
2ρ sinαij)/~
2. Multiplying this
equation from the left by φ(α12), followed by integration
over all angular space except α12 results in an integro-
differential equation in α ≡ α12 of the form(
Πˆ212 + v(α) − λ
)
φ(α) + v(α)2(N − 2)
∫
dτ φ(α13)
+v(α)
1
2
(N − 2)(N − 3)
∫
dτ φ(α34) = 0 . (36)
Here dτ ∝ dΩN−2 is the angular volume element exclud-
ing the α-dependence; the normalization is
∫
dτ = 1.
6This projection leaves for every value of α only two dif-
ferent integrals due to symmetry between the first and
second sum in eq. (35). Both of the remaining integrals
can analytically be reduced to one dimension. The re-
sults, collected in appendix B, are denoted by∫
dτ φ(α34) = Rˆ
(N−2)
34 φ(α) , (37)∫
dτ φ(α13) = Rˆ
(N−2)
13 φ(α) , (38)
where Rˆ
(N−2)
ij is an operator acting on the function φ(α)
resulting in a new function of α. Mathematically Rˆ re-
sembles a rotation operator, hence the choice of notation.
Eq. (36) can now be written as
0 =
(
Πˆ212 + v(α) − λ+ 2(N − 2)v(α)Rˆ(N−2)13
+
1
2
(N − 2)(N − 3)v(α)Rˆ(N−2)34
)
φ(α) , (39)
which is linear in the function φ.
3. Angular kinetic energy eigenfunctions
We first consider eq. (39) for non-interacting particles,
i.e. v = 0. Using the transformation in eq. (17) to get rid
of first derivatives we find(
− d
2
dα2
+
(3N − 7)(3N − 9)
4
tan2 α
−9N − 19
2
− λ
)
φ˜(α) = 0 , (40)
where φ˜(α) is defined as the reduced angular wave func-
tion
φ˜(α) ≡ sinα cos(3N−7)/2 α φ(α) , (41)
in perfect analogy to the transformation from radial to
reduced radial wave function for the two-body problem.
Since φ(α) for a physical state cannot diverge at α = 0 or
α = π/2, the boundary condition for the reduced angular
wave function is φ˜(0) = φ˜(π/2) = 0.
The (non-reduced) solutions to eq. (40) is given by the
Jacobi polynomials [36]
φK(α) = P
(1/2,(3N−8)/2)
ν (cos 2α) , (42)
where the hyperspherical quantum number K = 2ν =
0, 2, 4, . . . denotes the angular kinetic energy eigenfunc-
tion with ν nodes. The corresponding angular eigen-
values are λK = K(K + 3N − 5). The lowest eigen-
value is zero corresponding to a constant eigenfunction
P
(1/2,(3N−8)/2)
0 = 1.
In fig. 1a are shown examples of the reduced angular
kinetic energy eigenfunctions for N = 100 and the lowest
three eigenvalues. The constant wave function, φK=0, is
in the figure represented by φ˜0(α) = sinα cos
(3N−7)/2 α,
where |φ˜0|2 then simply is the volume element in α-space.
The oscillations are located at relatively small α-values.
As seen in fig. 1b their amplitudes decrease as 1/
√
N
due to the centrifugal barrier proportional to tan2 α in
eq. (40). Thus, as N increases the probability becomes
increasingly concentrated in a smaller and smaller region
of α-space around α = 0.
a)
K = 4
K = 2
K = 0
α
φ˜
K
0.40.30.20.10
2
0
-2
b)
N = 1000
N = 100
N = 10
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FIG. 1: The reduced angular wave function φ˜K defined in
eqs. (41) and (42), for a) N = 100 and K = 0, 2, 4 and
b) K = 0 and N = 10, 100, 1000. The normalization is∫ pi/2
0
dα |φ˜K(α)|
2 = 1.
Some solutions may be spurious, i.e. each component φ
is non-vanishing but the full wave function Φ in eq. (31)
is identically zero. From eqs. (32) and (33) we see that
the component φ for a spurious solution is an eigenfunc-
tion of the angular kinetic energy operator. This special
situation occurs for the K = 2 eigenfunction in eq. (42),
which satisfies ∫
dτ
N∑
i<j
φK=2(αij) = 0 . (43)
Solutions like φK=2 obtained by solving the full equation
in eq. (33) are therefore independent of the interactions
and the eigenvalue is independent of ρ.
E. The λ-spectrum for large ρ
For large values of ρ the short-range two-body poten-
tial v with range b is non-vanishing only when α is smaller
7than a few times b/ρ. For larger values of α the “rota-
tion” terms, Rˆφ, in the angular equation in eq. (39) can
then be omitted.
For small values of α we find by substitution of r =√
2ρ sinα instead of α in eq. (39) that the remaining
equation (without rotation terms) can be rewritten as
0 =
(
− ~
2
2µ
d2
dr2
+ V (r) − E
)
u(r) , (44)
where 2mρ2E/~2 = λ + 9N/2− 9, u(√2ρ sinα) = φ˜(α),
and the reduced mass µ = m/2.
Each two-body bound state solution E < 0 then corre-
sponds to an eigenvalue λ diverging towards −∞ as −ρ2.
Such solutions do not produce significant rotation terms,
which is consistent with the omission in the derivation.
The structure of the N -body system is given by the fully
symmetrized wave function of two particles in the bound
state, while all other particles are far away thus produc-
ing the large ρ.
All other solutions to eq. (39) without bound two-
body states correspond to wave functions distributed over
larger regions of α-space. As the potentials then vanish
for large ρ we are left with the free solutions, i.e. the
free spectrum of non-negative λ-values is obtained in this
limit of large ρ in addition to the discussed diverging
eigenvalues for bound two-body states.
When the attractive potential contains precisely one
bound two-body state with zero energy, the eigenvalue
λ approaches a negative constant for large ρ. This can
be understood by considering a two-body state with en-
ergy slightly below zero, which forces λ to diverge slowly
as −ρ2. On the other hand, if the two-body system is
slightly unbound, λ instead converges to zero, which is
the lowest eigenvalue of the free solutions. Precisely at
the threshold it seems that λ cannot decide and therefore
remains constant. Thus for infinite two-body s-wave scat-
tering length one λ-value approaches a negative constant
reached for large ρ, when the average distance between
particles is much larger than the range of the interaction.
III. ANGULAR VARIATIONAL EQUATION
The angular equation is essential and solutions are not
easily obtained. Proceeding with the Faddeev equations
is one option, but we prefer first to derive the optimal
angular equation within the Hilbert space defined by the
form of the angular wave function in eq. (31). We also
want to exploit that the two-body interaction is of very
short range compared with the size of the system.
A. Variational approach
The angular Schro¨dinger equation for fixed ρ in eq. (23)
and the ansatz of the wave function in eq. (31) allow us
to express the eigenvalue as an expectation value, i.e.
λ =
〈Φ|hˆΩ|Φ〉Ω
〈Φ|Φ〉Ω =
〈∑φij |hˆΩ|Φ〉Ω
〈∑φij |Φ〉Ω . (45)
Since hˆΩ is invariant with respect to interchange of par-
ticles, the terms 〈φij |hˆΩ|Φ〉Ω = 〈φkl|hˆΩ|Φ〉Ω are identical
and eq. (45) simplifies to
λ =
〈φ12|hˆΩ|
∑
φkl〉Ω
〈φ12|
∑
φkl〉Ω . (46)
The total angular volume element is dΩN−1 =
dΩ
(N−1)
α dΩ
(N−1)
η dΩN−2, see eq. (6). The integrands are
independent of Ω
(N−1)
η allowing to omit dΩ
(N−1)
η from
the integrations. Using eq. (8) we then obtain
∫
dΩ(N−1)α φ
∗
12
∫
dΩN−2
(
hˆΩ − λ
) N∑
k<l
φkl = 0 . (47)
The wave function component φ∗12 is now varied until
the lowest eigenvalue is obtained. This gives the integro-
differential equation
∫
dΩN−2
N∑
k<l
[
(Λˆ2N−1 − λ)φkl + vkl
N∑
m<n
φmn
]
= 0 ,(48)
where the unknown functions, φij = φ(αij), in fact
all are the same identical functions of the different
coordinates αij . This result resembles the Faddeev-
like equations of eq. (33). Many terms are identical,
e.g.
∫
dΩN−2 v12φ34 =
∫
dΩN−2 v12φ56, since particles
1 and 2 cannot distinguish between other pairs of parti-
cles, see appendix C 1 for the details. Collecting all terms
yields∫
dΩN−2
[(
Πˆ212 + v12 − λ
)
φ12 +G(τ, α12)
]
= 0 ,(49)
where τ denotes angular coordinates apart from α12, and
G(τ, α12) =
1
2
n2
(
Πˆ234 + v(α12) + v(α34)− λ
)
φ(α34)
+
1
2
n2v(α34)φ(α12) + 2n1v(α13)
(
φ(α12) + φ(α23)
)
+2n1
(
Πˆ213 + v(α12) + v(α13)− λ
)
φ(α13)
+n3
(
v(α34)
(
φ(α35) + φ(α15)
)
+ v(α13)φ(α45)
)
+2n2v(α13)
(
φ(α14) + φ(α24) + φ(α34)
)
+2n2v(α34)φ(α13) +
1
4
n4v(α34)φ(α56) , (50)
where ni =
∏i
j=1(N − j − 1), and Πˆ2ij is defined from
eq. (15) with k = N − 1 and with αk replaced by αij .
In eq. (50) all terms depend at most on coordinates of
the six particles 1-6. The first three terms in eq. (49) do
8not depend on the integration variables τ leaving only
G(τ, α12) for integration.
By appropriate choices [37] of Jacobi systems, the
relevant degrees of freedom can be expressed in terms
of the five vectors ~ηN−1, . . . , ~ηN−5. One is the argu-
ment of the variational function and not an integration
variable. The remaining twelve-dimensional integral is
then evaluated with the corresponding volume element
dτ ∝ ∏5i=2 dΩ(N−i)α dΩ(N−i)η where the normalization is∫
dτ = 1. Then eq. (49) becomes(
Πˆ212 + v(α12)− λ
)
φ(α12) +
∫
dτ G(τ, α12) = 0 , (51)
where we used that the first terms are independent of
the integration variables. Eq. (51) is a linear integro-
differential equation in one variable containing up to five-
dimensional integrals, see appendix C 2.
B. Simple models for short-range interactions
The short-range two-body interaction with s-wave
scattering length as has in mean-field contexts [2] been
modelled by the three-dimensional δ-function potential
V (~rkl) =
4π~2as
m
δ(~rkl) . (52)
With the constant angular wave function, ΦK=0 =∑N
i<j φK=0(αij), the expectation value of the angular
Hamiltonian hˆΩ becomes
λK=0 = 〈ΦK=0|hˆΩ|ΦK=0〉Ω
=
〈
ΦK=0
∣∣∣ N∑
k<l
vkl
∣∣∣ΦK=0〉
Ω
, (53)
without contribution from angular kinetic energy. With
the δ-interaction in eq. (52) we obtain (see also [20])
λδK=0 =
√
2
π
Γ
(
3N−3
2
)
Γ
(
3N−6
2
) N(N − 1) as
ρ
. (54)
The δ-interaction however does not contain the pos-
sibility of studying the short-range properties such as
bound two-body systems and collapse of a condensate
into clusters. An improvement is made by using a finite-
range, but still short-range, potential. When ρ is much
larger than the potential range, b, we find an expectation
value of the angular energy of the same form as λδK=0 in
eq. (54):
λfiniteK=0
ρ≫b−→
√
2
π
Γ
(
3N−3
2
)
Γ
(
3N−6
2
) N(N − 1) aB
ρ
. (55)
The strength is now collected in the parameter aB instead
of as, where
aB ≡ m
4π~2
∫
d3~rkl V (~rkl) (56)
is the Born-approximation to the scattering length as.
However, in the opposite limit, when ρ ≪ b, the re-
sult is strongly dependent on the shape of the poten-
tial. For example, for a Gaussian potential V (rkl) =
V0 exp(−r2kl/b2) with aB =
√
πmb3V0/(4~
2) we obtain
λfiniteK=0
ρ≪b−→ 4√
π
N(N − 1)aB
b
(ρ
b
)2
. (57)
As seen from these two limits there are some interesting
scaling-properties for finite-range potentials. The angu-
lar eigenvalue at a given N -value depends only on aB/b
and ρ/b. More specifically we find for a Gaussian poten-
tial
vkl =
2mρ2V0
~2
e−r
2
kl
/b2 =
8aB√
πb
(ρ
b
)2
e−2(ρ/b)
2 sin2 αkl , (58)
which implies that for a given aB/b the angular eigenvalue
λ is a function of ρ/b only. Moreover the radial potential
can be written as
2mb2U
~2
=
λ
(ρ/b)2
+
(3N − 4)(3N − 6)
4(ρ/b)2
+
(ρ/b)2
(bt/b)4
, (59)
and the scaled energy, 2mb2E/~2, is then for a given N -
value a function of aB/b and bt/b only. These scaling
properties are useful in model calculations.
The scattering lengths are apparently essential param-
eters. We show in fig. 2a the s-wave scattering length, as,
as a function of the strength parameter |aB|/b for both
the Gaussian potential and for an attractive box poten-
tial. When the numerical value of the parameter aB is
increased from zero, the scattering length varies slowly
and roughly linearly with aB for small aB until the value
a
(0)
B , where as diverges as a signal of the appearance of
the first two-body bound state. The threshold value of
a
(0)
B is different for the Gaussian and for the box poten-
tials, but as/aB as a function of aB/a
(0)
B results in virtu-
ally the same curves, see fig. 2b. This indicates that for
simple potentials, the behaviour is approximately shape
independent.
C. Short-range approximation
The angular eigenvalue equation, eq. (51), simplifies in
the limit when the two-body interaction range b is much
smaller than ρ. Then the integrals are either analytical
or reduce to one-dimensional integrals. This substitution
of a δ-function is only allowed for the potentials appear-
ing under the integrals. Otherwise the Thomas collapse
occurs [26]. Thus apart from the local terms containing
v(α), the results only depend on aB defined in eq. (56).
For example the
∫
dτ v(α34)-term reduces to
∫
dτ v(α34) ≃ v1(α) ≡ 2
√
2
π
Γ
(
3N−6
2
)
Γ
(
3N−9
2
) aB
ρ cos3 α
. (60)
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FIG. 2: a) Scattering length as divided by the typical po-
tential range b as a function of aB divided by b. b) Scatter-
ing length as divided by aB as a function of aB divided by
a
(0)
B where the first bound state occurs. Results are shown
for the Gaussian potential V (r) = V0 exp(−r
2/b2), (a
(0)
B /b =
−1.1893), and for the box potential V (r) = V0Θ(r < b),
(a
(0)
B /b = −0.82248).
Similarly the
∫
dτ v(α13)-term reduces to
∫
dτ v(α13) ≃ v2(α) ≡
8
3
√
3
cos3N−11 β0 Θ(α < π/3) v1(α) , (61)
where sinβ0 ≡ tanα/
√
3 and Θ is the truth function.
The remaining terms can in this limit be expressed
through v1(α), v2(α), Rˆ
(k)
ij from eqs. (37) and (38), and
other related rotation operators Rˆ
(n)
ijkl. Corresponding
definitions are given in appendix C 3.
The reductions can be understood qualitatively via
the diagrams in fig. 3, which shows the geometry when
the zero-range interaction is contributing to the inte-
grals. As an example, in the integral
∫
dτ v(α13)φ(α34),
see fig. 3a, particles 1 and 3 must be close together
as shown fig. 3b. Then the distance between parti-
cles 3 and 4 appearing in φ34 is approximately equal
to the distance between particles 1 and 4. Therefore∫
dτ v(α13)φ(α34) ≃
∫
dτ v(α13)φ(α14).
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FIG. 3: Simplifications due to short-range potentials.
For b≪ ρ we get almost independent of the potential∫
dτ G(τ, α) ≃
(n2
2
v1(α) + 4n1v2(α)
)
φ(α)
+
n2
2
Rˆ
(N−2)
34 vφ(α) + 2n1Rˆ
(N−2)
13 vφ(α)
+
n2
2
(
Rˆ
(N−2)
34 Πˆ
2
34φ(α) + (v(α) − λ)Rˆ(N−2)34 φ(α)
)
+2n1
(
Rˆ
(N−2)
13 Πˆ
2
13φ(α) + (v(α) − λ)Rˆ(N−2)13 φ(α)
)
+
n4
4
v1(α)Rˆ
(N−3)
34 φ(α) + n3v1(α)Rˆ
(1)
3435φ(α)
+n3v2(α)Rˆ
(1)
1345φ(α)
+n3v1(α)Rˆ
(N−3)
13 φ(α) + 2n2v1(α)Rˆ
(2)
3413φ(α)
+2n2v2(α)
[
2Rˆ
(2)
1314φ(α) + Rˆ
(2)
1324φ(α)
]
. (62)
In the extreme zero-range limit the two terms Rˆ
(N−2)
ij vφ
are proportional to φ(0). Using eqs. (60) and (61) we
define v˜ and g by
v˜(α) ≡ n2
2
v1(α) , g(α)v˜(α) ≡ 2n1v2(α) (63)
and rewrite eq. (62) as∫
dτ G(τ, α)≃ v˜(α)
(
1 + 2g(α)
)
φ(α) + Rˆφ(α)
+v˜(α)
(
1 + g(α)
)
φ(0) , (64)
where Rˆφ(α) collectively denotes the remaining rota-
tional terms. Collecting the terms from eq. (51) then
leads to an integro-differential equation in one variable:
0 =
(
Πˆ212 + v(α) + v˜(α)
(
1 + 2g(α)
)− λ)φ(α)
+Rˆφ(α) + v˜(α)
(
1 + g(α)
)
φ(0) . (65)
Eq. (65) is a linear eigenvalue equation (in φ) for one
variable α. The eigenvalue λ(ρ) is the key quantity in
the much simpler radial equation.
If we neglect the rotational terms in Rˆ, assume φ(0) ≈
0, and use that g(α) ≪ 1 when N is large, we get a so-
lution λ ≈ v˜(0). Since v˜(0) = λfiniteK=0 at large N , this
eigenvalue is the same as found in eq. (55) from the ex-
pectation value of a finite range potential in a constant
angular wave function. Eq. (65) thus predicts an eigen-
value proportional to ρ−1 with a proportionality factor
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given by eq. (55), where the determining parameter is aB.
However, as discussed in [20] the angular eigenvalue for
small scattering length as is determined by as only. This
is for a sufficiently weak interaction the correct limit for
aB as discussed in connection with fig. 2.
The repulsive effective potential in v˜(α) pushes the
wave function into a narrow region at small α outside
the repulsive core of v(α). Such a solution is often not
a good approximation because the rotational terms are
important. Also for attractive potentials the confinement
to small α can not be achieved by the v˜(α) term. It is
therefore crucial to include all the terms of eq. (65) as
discussed in [21].
IV. NUMERICAL ILLUSTRATIONS
The method has to be tested by solving the derived
equations for realistic parameter choices. We first discuss
qualitatively which numerical technique we apply. As we
shall explain the difficulties increase as N and ρ increase.
We shall therefore concentrate on relatively small values
of N , which happens to be a region of growing inter-
est in the art of making Bose-Einstein condensates. The
first physical results focus on the angular eigenvalues and
the related wave functions. Then the fully defined radial
equation and its solutions are discussed.
A. Method of solving
A usual method within the hyperspherical formalism
is to expand the angular wave function on kinetic en-
ergy eigenfunctions, the so-called hyperspherical harmon-
ics [20, 38]. However, since the hyperspherical harmonics
contain oscillations at about α ∼ 1/K, large K’s of the
order of Kmax ∼ ρ/b are needed to describe potentials
limited to α < b/ρ. This Kmax becomes very large for
the application to Bose-Einstein condensation, so a basis
of hyperspherical harmonics is not suitable in this con-
text. Thus using only K = 0 for a zero-range interaction
[20] must be far from the optimal solution.
Instead we choose a basis of discrete mesh
points distributed in α-space φ(α) → φ ≡
[φ(α1), . . . , φ(αm), . . . , φ(αM )] to take into account
the short range of the potential and to keep suffi-
cient information about small α. Derivatives are then
written as finite differences [39] and integrations like
Rˆφ(α) of eq. (65) can be expressed in matrix form,
i.e. Rˆφ(α)→ R φ.
Numerical computation of the integrals becomes in-
creasingly difficult with decreasing interaction range.
This can be understood in terms of the α12 coordinate,
since the potential at a given ρ and a given range, b,
of the interaction, is confined to an α12-region of size
∆α12 ∼ b/ρ, which for Bose-Einstein condensates easily
becomes very small and thus cannot be handled directly
numerically. In the following we shall use the equations
obtained in the short-range approximation, where the dif-
ficulties are much smaller and the physics content is still
maintained.
B. Angular solutions
The behaviour of the lowest eigenvalues λ depend
strongly on the potential. The characteristic feature is
the large distance asymptotic behaviour, i.e. divergence
as −ρ2 corresponding to a bound two-body state (see
eq. (44)) or convergence as ρ−1 towards a finite value
corresponding to the spectrum for free particles. The
constant of proportionality to ρ−1 is qualitatively recov-
ered as the predicted [20] dependence on as. The excep-
tion arises for infinite scattering length at the threshold
for two-body binding, where one angular eigenvalue at
large ρ approaches a negative constant. This structure is
illustrated in fig. 4, where the lowest angular eigenvalue is
shown for various Gaussian potential strengths covering
the region from unbound to bound two-body states.
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(−1.50, 5.31)
(−1.35, 9.32)
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FIG. 4: Angular eigenvalues for N = 20 and various parame-
ters (aB/b, as/b) as shown on the figure. A star refers to the
first excited state.
For repulsive potentials the eigenvalues are positive
and the lowest approaches zero from above. For weak at-
tractions the lowest λ is negative approaching zero from
below. When the attraction can bind a pair of particles
the divergence is seen while the second λ for the same
potential is positive and approaching zero from above in
qualitative agreement with the lowest eigenvalue for a
repulsive potential. The higher eigenvalues would then
converge to K(K + 3N − 5) as 1/ρ, where K = 4, 6, 8....
The solution for K = 2 is not allowed, corresponding to
removal of the non-physical spurious solution of the Fad-
deev equations. Increasing the attraction to allow two
bound two-body states would then shift the asymptotic
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spectrum such that one more eigenvalue diverge while
the non-negative energy spectrum remains unchanged.
At each threshold for the appearance of a new bound
two-body state one eigenvalue asymptotically approaches
a negative constant. This especially interesting eigen-
value is responsible for the structure of the N -body sys-
tem for very large scattering lengths.
The total angular wave functions are determined as a
sum of the components. We show in fig. 5 an example
of the reduced wave function for a potential with one
bound two-body state. The amplitude increases with
ρ and concentrates at very small values of α. This re-
flects the convergence towards the two-body bound state
in agreement with the transformation r12 =
√
2ρ sinα.
Recovering this behaviour numerically is essential, oth-
erwise the large distance behaviour cannot be described.
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FIG. 5: The lowest angular wave functions for N = 20 and
aB = −1.50b, as = 5.31b for three values of the hyperradius.
This potential has one bound two-body state.
The angular eigenfunction varies with the strength of
the interaction. Examples of this variation are shown in
fig. 6. The non-interacting wave function has only nodes
at the endpoints. The repulsive case shows an oscillation,
which lowers the angular energy due to the rotation terms
[21]. The fast change at small α is typical for interacting
particles. The wave function for the excited state has
an additional node. The corresponding lower-lying wave
function is shown in fig. 5.
The wave function for infinite scattering length corre-
sponds to an interaction where the two-body bound state
is at the threshold for occurrence. This eigenfunction re-
sembles those where a bound two-body state is present,
compare with the results shown in fig. 5 with different
scales on both axes. However, now (thick curve of fig. 6)
the wave function is located at larger α-values and a node
is present in the tail at an intermediate α ∼ 0.25.
The structure of the component of the angular wave
function is further illustrated by the second moment de-
fined by 〈r212〉φ ≡ 2ρ2〈φ| sin2 α|φ〉. A number of these
moments for different interactions are shown in fig. 7 as
functions of ρ. For states obtained from repulsive po-
tentials, moderately attractive potentials without bound
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FIG. 6: Angular wave functions for N = 20 and ρ = 500b
for different interaction parameters (aB/b, as/b) as shown on
the figure. The K = 0 curve corresponds to a non-interacting
system. A star refers to the first excited state.
two-body states, and for excited states of positive λ, this
moment, 〈r212〉φ, increases proportional to ρ2 for large ρ.
This resembles the behaviour of the expectation value
in the lowest angular state for a non-interacting system,
K = 0, where 〈r212〉φ = 2ρ2/(N − 1). The qualitative
explanation is that large ρ implies the limit of a non-
interacting spectrum with the corresponding wave func-
tions. The particles exploit the possibility of being far
from each other, since there is no energetic advantage of
being close due to the lack of a bound two-body state.
In contrast a different behaviour is observed when the
potential can bind two particles, i.e. 〈r212〉φ approaches
a constant at large ρ. This can be understood as the
angular equation in this limit approaches the two-body
equation in eq. (44). The radial wave function in the
zero-range limit converges to u(r) = e−r/as, where as is
the scattering length. The second moment is then found
as 〈u|r2|u〉 = a2s/2, which in the limit of large ρ reproduce
〈r212〉φ for as/b = 9.32 and as/b = 5.31, see fig. 7.
This can be expressed in a different way: when a two-
body bound state is present, the angular wave function
is at increasing ρ squeezed inside the potential, since the
range in α-space decreases proportional to ρ−1, and we
obtain 〈φ| sin2 α|φ〉 ∝ 1/ρ2. The distance between a pair
of particles is therefore independent of ρ at large values
of ρ. This means that pairwise the two-body bound state
is approached while all other particles are far away. The
symmetrization does not affect this conclusion.
At the threshold for two-body binding, infinite scatter-
ing length, we again observe the intermediate behaviour
resembling a logarithmic dependence in fig. 7.
C. Radial solutions
The most interesting angular eigenvalues either con-
verge to zero or remain constant for large ρ. We therefore
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FIG. 7: The second moment 〈r212〉φ as a function of hyper-
radius for N = 20 for solutions to the angular variational
equation with different interaction parameters specified in the
figure by (aB/b, as/b). Also shown is the K = 0-value. A star
refers to the first excited state.
select an interaction where λ approaches zero relatively
slowly from below. This is then a weakly attractive po-
tential without bound two-body states although not very
far from this threshold. The parameter as/b = −15.7 cor-
responds to this case. The resulting λ shown in fig. 4 is
used to compute the radial potential in eq. (26). The
total potential is shown in fig. 8.
The radial potential always diverges at large ρ due to
the harmonic external field and at small ρ due to the
centrifugal barrier term. Thus there is always infinitely
many bound states. For the moderate attraction used
in fig. 8 the potential for the lowest angular eigenvalue
has a global negative minimum at small ρ separated by a
barrier at intermediate ρ from a local positive minimum
at ρ ∼ ρt ≡
√
3N/2 bt. The minimum at small ρ disap-
pears quickly with a slightly less attractive potential. It
becomes deeper and wider for a more attractive poten-
tial, where the barrier at intermediate ρ simultaneously
is reduced and eventually disappears completely.
The radial potential corresponding to the second adia-
batic angular potential is also shown in fig. 8. Since this
λ is positive for all ρ an attractive pocket (U < 0) in the
radial potential cannot arise. It coincides with the lowest
radial potential for large ρ and due to the lack of attrac-
tion at small ρ the potential therefore diverges to +∞
for small ρ without going through another minimum.
The coupling terms of eq. (25) contribute at most
about 1 % compared with other terms of the full radial
fex
fgs
U1
U0
Eex
Egs
ρ/b
2
m
b
2
~
2
U
100000100001000100
0.001
0.0005
0
-0.0005
-0.001
FIG. 8: Radial potentials U0 and U1 from eq. (26) corre-
sponding to the two lowest angular potentials for N = 20
and as/b = −15.7 in fig. 4. We model the experimentally
studied systems [40] of 85Rb-atoms with oscillator frequency
ν = ω/(2π) = 205 Hz and interaction range b = 10 a.u., thus
yielding bt ≡
√
~/(mω) = 1442b. Also shown are the two
lowest energies and the radial eigenfunctions fgs and fex for
the lowest radial potential in the uncoupled radial equation,
eq. (27).
equation, eq. (24), and can be omitted. We therefore ar-
rive at solving the uncoupled radial equation, eq. (27),
the solutions of which are considered in the following.
The external field is negligible when ρ ≪ √Nbt and
the radial potential is therefore negative when λ+(3N −
4)(3N − 6)/4 < 0 and ρ is sufficiently small. Then gen-
uinely bound many-body states of negative energy are
possible in our model without the influence of confine-
ment from the trap. The radial equation corresponding
to the parameters of the lowest potential shown in fig. 8
has only one negative-energy solution with the wave func-
tion located in the global negative minimum.
The first of the infinitely many excited states in this
potential is located in the local minimum at larger ρ cre-
ated by competition between the centrifugal barrier and
the external harmonic oscillator potential. This excited
state is usually referred to as the Bose-Einstein conden-
sate, because the corresponding wave function is similar
to that obtained in experiments [2]. It also resembles the
wave function found from the purely repulsive radial po-
tentials arising from both the second λ with the present
attractive interaction and from repulsive two-body inter-
actions.
From eq. (4) we have 〈ρ2〉 = N〈r2i 〉−N〈R2〉 = N〈r2i 〉−
3b2t/2. Using eq. (2) we get 2〈ρ2〉 = (N − 1)〈r212〉. The
root mean square radius 〈r2i 〉1/2 of the condensate state,
fex, is then 2 % larger and the energy Eex is 3 % lower
than the Gross-Pitaevskii results. The lowest radial state
in U1 has both energy and root mean square radius about
10 % larger than the Gross-Pitaevskii results.
The moderate attraction used to obtain the potential
in fig. 8 is therefore seen to produce a lower-lying many-
body bound state with an average distance between the
particles about 37 times smaller than in the condensate
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state. The structure of this state could as well be char-
acterized as a condensate (condensed N -body state), but
it is much more unstable due to the many orders of mag-
nitude larger density and the subsequent larger recom-
bination probability [6]. This ground state, fgs, has no
parallel in usual mean-field computations.
Even the state with Egs < 0, 〈ρ2〉1/2 ≈ 216b, has a root
mean square distance between two particles, 〈r212〉1/2 ≈
70b, much larger than the interaction range b. This is
a sufficiently large average distance between particles to
assume that the short range details of the two-body po-
tentials are unimportant. Increasing the attraction more
negative-energy states appear in the attractive pocket in-
side the external trap. They occur at increasingly larger
densities, but still low enough for the short-range details
to be unimportant, see more details in [12].
At the two-body threshold, when the s-wave scatter-
ing length diverges, potentially infinitely many negative-
energy many-body states could occur. However, the ex-
ternal harmonic oscillator field limits the number NE of
these new negative-energy states, located inside the trap
and outside the two-body potential, to approximately
NE ≈ 0.5N ln
(
bt
37b
)
, for bt ≪ N |as| . (66)
The number of these multi-particle Efimov states there-
fore scales linearly with N and logarithmically with the
ratio of trap length and interaction range, see also [12].
The stability of the N -body system as a coherent ob-
ject (condensate) depends on the radial potential. Start-
ing with a condensate in the minimum of fex in fig. 8,
decay occurs both through two- and three-body recom-
bination processes and through macroscopical tunnel-
ing through the barrier to state(s) in the global mini-
mum. These denser states recombine faster due to the
smaller interparticle distances. Increasing the attraction,
the rate for macroscopical tunneling increases due to a
smaller barrier. Eventually, at large (infinite) scattering
length, the barrier has vanished and the N -body system
can contract freely, i.e. populate the many-body Efimov
states. The time scale for this contraction is estimated
to be about 0.1 ms [12], which can be compared with ex-
periments [11] and mean-field computations [10]. Thus
sudden removal of the barrier over the first short period
of time lead to spreading of the probability to the smaller
distances where recombination then takes place and the
condensate decays with a corresponding lifetime. This is
qualitatively in complete agreement with the measured
decay function [11].
V. SUMMARY AND CONCLUSIONS
We have formulated in details a new method to inves-
tigate two-body correlations within symmetric N -body
systems. In contrast to the product assumption for the
wave function in the mean-field approximation we use a
Faddeev-type decomposition. The overcomplete basis is
simplified by using in each of the two-body components
only the lowest possible number of partial waves, i.e. s-
waves. The allowed Hilbert space is then dramatically
reduced, it is not complete, but hopefully precisely de-
signed to treat the two-body correlations.
We use an adiabatic hyperspherical expansion with
the hyperradius as the adiabatic coordinate. We de-
rive the optimal angular equation for the two-body am-
plitude (the Faddeev component) arriving at an one-
dimensional angular integro-differential equation. Its
eigenvalues are closely related to the effective hyperra-
dial potential, which receives contributions from the two-
body interactions, the kinetic energy operator and from
the external field confining the system. This potential
diverges both at small and large hyperradii due to the
centrifugal barrier and the external trap, respectively.
For repulsive two-body interactions only one minimum
in the radial potential exists, but for moderately attrac-
tive two-body potentials two minima are present sepa-
rated by a barrier. The minimum at shortest hyperradii
is at negative potential and is therefore able to bind the
system without help from the confining external field.
For a state in this minimum the particles are on aver-
age still far outside the range of interaction with each
other. The other minimum at larger hyperradii can also
be pronounced enough to hold localized stationary states,
which are similar to the solutions usually referred to as
Bose-Einstein condensates.
As the attraction increases and approaches the thresh-
old for two-body binding, i.e. the scattering length in-
creases towards infinity, the intermediate barrier disap-
pears and only the negative minimum at smaller hyper-
radii remains. However, it becomes both deeper and
wider and as a consequence more bound states of negative
energy appear. These many-body states have character-
istic features of Efimov states. They have inter-particle
distances much larger than the range of the two-body in-
teraction and are therefore universal structures indepen-
dent of details of the potential. Their number increases
proportional to the number of particles and logarithmi-
cally with the ratio of trap length to interaction range.
In conclusion, we have formulated a method to treat
two-body correlations in an N -body system. We ap-
plied the method to Bose-Einstein condensates and ob-
tained a simple one-dimensional pictorial description in
terms of an effective length coordinate. Macroscopic col-
lapse is conjectured to proceed via the new universal Efi-
mov states at intermediate hyperradii, which quickly, due
to the much larger density, subsequently recombine into
dimer or trimer states. This decay can be studied quan-
titatively in the present model. Another unique feature
of the model is to provide a solution even in the case of
very large scattering lengths, where the Gross-Pitaevskii
equation breaks.
14
APPENDIX A: COORDINATES
For use in the calculation of matrix elements different
Jacobi trees can be chosen [37]. The relevant ones in this
context are shown in fig. 9.
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FIG. 9: Jacobi trees: a) standard, b) (12)(34), c) (123)(45),
d) (12)(345), and e) (12)(34)(56).
The coordinates of the standard tree of fig. 9a are de-
fined by
~ηN−1 =
1√
2
(~r2 − ~r1) , (A1a)
~ηN−2 =
√
2
3
(
~r3 − 1
2
(~r2 + ~r1)
)
, (A1b)
~ηN−3 =
√
3
4
(
~r4 − 1
3
(~r3 + ~r2 + ~r1)
)
, (A1c)
...
~η1 =
√
N − 1
N
(
~rN − 1
N − 1(~rN−1 + . . .+ ~r1)
)
. (A1d)
In the (12)(34)-tree of fig. 9b two of the vectors are
different from the standard tree:
~ηN−2 =
1√
2
(~r4 − ~r3) , (A2a)
~ηN−3 =
1
2
(~r4 + ~r3 − ~r2 − ~r1) . (A2b)
In the (123)(45)-tree of fig. 9c two of the vectors differ
from the standard tree:
~ηN−3 =
1√
2
(~r5 − ~r4) , (A3a)
~ηN−4 =
√
6
5
(1
2
(~r5 + ~r4)− 1
3
(~r3 + ~r2 + ~r1)
)
. (A3b)
In the (12)(345)-tree of fig. 9d three of the vectors de-
viate from the standard tree:
~ηN−2 =
1√
2
(~r4 − ~r3) , (A4a)
~ηN−3 =
√
2
3
(~r5 − 1
2
(~r4 + ~r3)) , (A4b)
~ηN−4 =
√
6
5
(1
3
(~r5 + ~r4 + ~r3)− 1
2
(~r2 + ~r1)
)
. (A4c)
In the (12)(34)(56)-tree of fig. 9e four of the vectors
are different from the standard tree:
~ηN−2 =
1√
2
(~r4 − ~r3) , ~ηN−3 = 1√
2
(~r6 − ~r5) , (A5a)
~ηN−4 =
1
2
(~r4 + ~r3 − ~r2 − ~r2) , (A5b)
~ηN−5 =
√
4
3
(~r6 + ~r5
2
− ~r4 + ~r3 + ~r2 + ~r1
4
)
. (A5c)
Since only inter-relations between ~ηN−1, ~ηN−2, and
~ηN−3 are needed in evaluating the matrix elements, we
will use the common notation:
ηN−1 = ρ sinα , ηN−2 = ρ cosα sinβ (A6)
ηN−3 = ρ cosα cosβ sin γ , ~ηk · ~ηl = ηkηl cos θk,l , (A7)
where θk,l is the angle between the k’th and l’th Jacobi
vectors. We abbreviate θN−1,N−2 → θx, θN−1,N−3 → θy,
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and θN−2,N−3 → θz . The azimuthal angle ϕ determining
the projection of ~ηN−3 onto the plane of ~ηN−1 and ~ηN−2
is defined such that
cos θz = sin θx sin θy cosϕ+ cos θx cos θy . (A8)
With τ = {β, γ, θx, θy, ϕ} a matrix element of an arbi-
trary function f of all the variables α and τ then becomes
∫
dτ f(α, τ) =
∫ pi/2
0 dβ sin
2 β cos3N−10 β
∫ pi/2
0 dγ sin
2 γ cos3N−13 γ
∫ pi
0 dθx sin θx
∫ pi
0 dθy sin θy
∫ 2pi
0 dϕ f(α, τ)∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi/2
0
dγ sin2 γ cos3N−13 γ
∫ pi
0
dθx sin θx
∫ pi
0
dθy sin θy
∫ 2pi
0
dϕ
, (A9)
where the normalization is
∫
dτ = 1. We need relations
for interparticle distances and define ~ηij ≡ (~rj − ~ri)/
√
2
and the angle αij related to ηij = ρ sinαij = rij/
√
2.
APPENDIX B: INTEGRALS (FADDEEV)
Eqs. (37) and (38) are evaluated as follows.
In the integral
∫
dτ φ(α34) a convenient choice of co-
ordinates is the alternative Jacobi (12)(34)-tree of fig. 9b
given by eqs. (A2). The angle α34 is associated with the
distance r34 =
√
2η34 by the relation
η34 = ηN−2 = ρ cosα sinβ = ρ sinα34 (B1)
⇐⇒ sinα34 = cosα sinβ . (B2)
The integrand, φ(α34), only depends on α34, which is a
function of α and β. Therefore at fixed α eq. (A9) reduces
to
∫
dτ φ(α34) =
∫ pi/2
0 dβ sin
2 β cos3N−10 β φ(α34)∫ pi/2
0 dβ sin
2 β cos3N−10 β
=
4√
π
Γ
(
3N−6
2
)
Γ
(
3N−9
2
) ∫ pi/2
0
dβ sin2 β cos3N−10 β φ(α34)
≡ Rˆ(N−2)34 φ(α) , (B3)
where the last notation is convenient for repeated use.
To describe three particles in
∫
dτ φ(α13) simultane-
ously, Jacobi vectors of the standard tree are needed.
The distance between particles 1 and 3 is related to the
corresponding Jacobi vector
~η13 =
1√
2
(~r3 − ~r1) = 1
2
~ηN−1 +
√
3
2
~ηN−2 , (B4)
The hyperangle α13, associated with the distance be-
tween particles 1 and 3, through η13 = r13/
√
2 =
ρ sinα13, is then
sin2 α13 =
1
4
sin2 α+
3
4
cos2 α sin2 β +
√
3
2
sinα cosα sinβ cos θx , (B5)
where θx is the angle between the Jacobi vectors ~ηN−1
and ~ηN−2. Note that φ(α13), through α13, for fixed α
depends on β and θx, which leaves a two-dimensional
integral. Therefore eq. (A9) becomes
∫
dτ φ(α13) =
∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi
0
dθx sin θx φ(α13)∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi
0
dθx sin θx
=
2√
π
Γ
(
3N−6
2
)
Γ
(
3N−9
2
) ∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi
0
dθx sin θx φ(α13) . (B6)
This integral can be reduced to one dimension by a partial integration. The final one-dimensional integral becomes
∫
dτ φ(α13) =
4√
3π
Γ
(
3N−6
2
)
Γ
(
3N−7
2
) sin−1 α cos8−3N α
[ ∫ pi/2−|pi/6−α|
(α−pi/3)Θ(α>pi/3)
dα13 cos
3N−9 γ+ sinα13 cosα13φ(α13)
−
∫ (pi/3−α)Θ(pi/3>α)
0
dα13 cos
3N−9 γ− sinα13 cosα13φ(α13)
]
≡ Rˆ(N−2)13 φ(α) , (B7)
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where sin2 γ± = 4(sin2 α+sin2 α13∓sinα sinα13)/3, and
Θ is the truth function. The last notation is convenient
for repeated use. The integration regions of the integrals
are shown in fig. 10. At fixed α the range of α13 in the
first integral is over regions I and II, while in the second
it is only over region II. For N = 3 the integrands of the
two integrals are identical and thus the integration over
region II in the first integral cancels the second integral.
II
I
α
α
1
3
π/2π/3π/60
π/2
π/3
π/6
0
FIG. 10: The regions of integration in eq. (B7).
APPENDIX C: INTEGRALS (VARIATIONAL)
We first divide the integrals of eq. (48) into similar
terms, then compute them in general, and finally in the
zero-range limit.
1. Counting terms
We have to evaluate the double sums of eq. (48) in-
cluding the potential:
N∑
k<l
vkl
N∑
m<n
φmn . (C1)
Three types of terms occur, due to the fact that we vary
the wave function component φ∗12 in eq. (47): the poten-
tial concerning particles 1 and 2, the potential concerning
one of the particles 1 or 2 and a third particle and the
potential concerning neither particle 1 nor 2, but a third
and a fourth particle. We obtain
N∑
k<l
vkl = v12 +
N∑
l=3
v1l +
N∑
l=3
v2l +
N∑
k≥3,l>k
vkl
→ v12 + 2(N − 2)v13 + 1
2
(N − 2)(N − 3)v34 , (C2)
where the arrow indicates the identity of the terms after
integration over all angles except α12 (analogously to the
steps leading up to eq. (36)). Treating each of these in
the quadruple sum, where the repeated use of arrows (→)
has the meaning given just above:
Fixing φ∗12 and v12 yields three different terms:
v12
N∑
m<n
φmn = (C3)
v12
(
φ12 +
N∑
n=3
φ1n +
N∑
n=3
φ2n +
N∑
m≥3,n>m
φmn
)
→
v12
(
φ12 + 2(N − 2)φ13 + 1
2
(N − 2)(N − 3)φ34
)
,
as shown in fig. 11.
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FIG. 11: Illustration of φ∗12v12-terms.
Fixing φ∗12 and v13 yields seven different terms. These
can be identified in two steps, the first of which separates
into four different sums:
v13
N∑
m<n
φmn = (C4)
v13
( N∑
n=2
φ1n +
N∑
n=3
φ2n +
N∑
n=4
φ3n +
N∑
m≥4,n>m
φmn
)
.
Each of these four terms are then identified as:
v13
N∑
n=2
φ1n = v13
(
φ12 + φ13 +
N∑
n=4
φ1n
)
→ v13
(
φ12 + φ13 + (N − 3)φ14
)
. (C5)
The similarity of the terms in the first sum becomes ap-
parent when carrying out the integration over dΩN−2,
e.g.
∫
dΩN−2v13φ14 =
∫
dΩN−2v13φ15. The rest are
found in similar ways:
v13
N∑
n=3
φ2n = v13
(
φ23 +
N∑
n=4
φ2n
)
→ v13
(
φ23 + (N − 3)φ24
)
, (C6)
v13
N∑
n=4
φ3n → v13(N − 3)φ34 , (C7)
v13
N∑
m≥4,n>m
φmn → v13 1
2
(N − 3)(N − 4)φ45 . (C8)
The resulting seven types are shown in fig. 12.
Fixing φ∗12 and v34 yields six different terms, identified
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FIG. 12: Illustration of φ∗12v13-terms.
as follows. The first step is:
v34
N∑
m<n
φmn = v34
( N∑
n=2
φ1n + (C9)
N∑
n=3
φ2n +
N∑
n=4
φ3n +
N∑
n=5
φ4n +
N∑
m≥5,n>m
φmn
)
.
In the next step the sums are treated:
v34
N∑
n=2
φ1n = v34
(
φ12 + φ13 + φ14 +
N∑
n=5
φ1n
)
→ v34
(
φ12 + 2φ13 + (N − 4)φ15
)
, (C10)
v34
N∑
n=3
φ2n = v34
(
φ23 + φ24 +
N∑
n=5
φ2n
)
→ v34
(
2φ13 + (N − 4)φ15
)
, (C11)
v34
N∑
n=4
φ3n = v34
(
φ34 +
N∑
n=5
φ3n
)
→ v34
(
φ34 + (N − 4)φ35
)
, (C12)
v34
N∑
n=5
φ4n → v34(N − 4)φ35 , (C13)
v34
N∑
m≥5,n>m
φmn → v34 1
2
(N − 4)(N − 5)φ56 . (C14)
See the six types in fig. 13.
2. Evaluation of terms
The term of fig. 11a is trivial since the integrand is
independent of τ . The terms of figs. 11b 11c, 12a, 12b,
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FIG. 13: Illustration of φ∗12v34-terms.
13a, and 13c can be evaluated by eqs. (B3) and (B7).
The term of fig. 12c becomes with the use of the stan-
dard Jacobi tree of fig. 9a
∫
dτ f(α13) g(α23) =
2√
π
Γ
(
3N−6
2
)
Γ
(
3N−9
2
) ∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi
0
dθ sin θ f(α13) g(α23) , (C15)
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sin2 α1(2) 3 =
3
4
cos2 α sin2 β +
1
4
sin2 α±
√
3
2
cosα sinα sinβ cos θ . (C16)
The term of fig. 13f becomes with the use of the alternative (12)(34)(56)-tree of fig. 9e
∫
dτ v(α34) φ(α56) =
2AN
π
∫
dβ sin2 β cos3N−10 β
∫
dγ sin2 γ cos3N−13 γ v(α34) φ(α56) , (C17)
sinα34 = cosα sinβ , sinα56 = cosα cosβ sin γ , AN ≡ (3N − 8)(3N − 10)(3N − 12) . (C18)
The terms of figs. 12g, 13b, and 13d are evaluated using the (123)(45)- and (12)(345)-trees of figs. 9c and 9d, so
∫
dτ I5(α, τ) =
AN
π
∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi/2
0
dγ sin2 γ cos3N−13 γ
∫ pi
0
dθx,z sin θx,z I5(α, τ) , (C19)
where I5(α, τ) can be either v(α34)φ(α35) or f(α13)g(α45). The relevant angles are sinα34 = cosα sinβ, sin
2 α35 =
cos2 α(3 cos2 β sin2 γ + sin2 β + 2
√
3 cosβ sinβ sin γ cos θz)/4, sinα45 = cosα cosβ sin γ, and α13 given by eq. (B5).
Note that the integral
∫
dτ v(α34)φ(α15) =
∫
dτ φ(α13) v(α45).
The terms of figs. 12d, 12e, 12f, and 13e are evaluated using the standard Jacobi tree. Then eq. (A9) reduces to
∫
dτ f(α13) g(αi4) =
AN
4π2
∫ pi/2
0
dβ sin2 β cos3N−10 β
∫ pi/2
0
dγ sin2 γ cos3N−13 γ
∫ pi
0
dθx sin θx
∫ pi
0
dθy sin θy
∫ 2pi
0
dϕ f(α13) g(αi4) ; i = 1, 2, 3 . (C20)
The angles αij can be determined by ρ sinαij = ηij through the relations
~η13 =
√
3
2
~ηN−2 +
1
2
~ηN−1 , ~η14 =
√
2
3
~ηN−3 +
1
2
√
3
~ηN−2 +
1
2
~ηN−1 , (C21)
~η24 =
√
2
3
~ηN−3 +
1
2
√
3
~ηN−2 − 1
2
~ηN−1 , ~η34 =
√
2
3
~ηN−3 − 1√
3
~ηN−2 . (C22)
3. Results in the δ-limit
The integrals in the short-range limit, when the range
b of V (rij) is much smaller than the size scale ρ, are:∫
dτ v(α34)φ(α13) ≃ v1(α)Rˆ(2)3413φ(α) , (C23)∫
dτ v(α34)φ(α15) ≃ v1(α)Rˆ(N−3)13 φ(α) , (C24)∫
dτ v(α34)φ(α34) = Rˆ
(N−2)
34 vφ(α) ≃ v1(α)φ(0) , (C25)∫
dτ v(α34)φ(α35) ≃ v1(α)Rˆ(1)3435φ(α) , (C26)∫
dτ v(α34)φ(α56) ≃ v1(α)Rˆ(N−3)34 φ(α) , (C27)
∫
dτ v(α13)φ(α13) = Rˆ
(N−2)
13 vφ(α) ≃ v2(α)φ(0) ,(C28)∫
dτ v(α13)φ(αi4) ≃ v2(α)Rˆ(2)1314φ(α) ; i = 1, 3 , (C29)∫
dτ v(α13)φ(α23) ≃ v2(α)φ(α) , (C30)∫
dτ v(α13)φ(α24) ≃ v2(α)Rˆ(2)1324φ(α) , (C31)∫
dτ v(α13)φ(α45) ≃ v2(α)Rˆ(1)1345φ(α) . (C32)
The integrals are given by
Rˆ
(1)
ijklφ(α) ≡
4√
π
Γ
(
3N−9
2
)
Γ
(
3N−12
2
) ∫ pi/2
0
dγ sin2 γ cos3N−13 γ φ(α0kl) , (C33)
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where sinα035 ≡
√
3 cosα sin γ/2, sinα045 ≡ cosα cosβ0 sin γ, sinβ0 ≡ tanα/
√
3, and
Rˆ
(2)
ijklφ(α) ≡
2√
π
Γ
(
3N−9
2
)
Γ
(
3N−12
2
) ∫ pi/2
0
dγ sin2 γ cos3N−13 γ
∫ pi
0
dθx sin θx φ(α
0
kl) , (C34)
sin2 α014 ≡
1
9
sin2 α+
2
3
cos2 α cos2 β0 sin
2 γ +
2
√
2
3
√
3
sinα cosα cosβ0 sin γ cos θx , (C35)
sin2 α024 ≡
4
9
sin2 α+
2
3
cos2 α cos2 β0 sin
2 γ +
4
√
2
3
√
3
sinα cosα cosβ0 sin γ cos θx , (C36)
sin2 α013 ≡
1
4
sin2 α+
1
2
cos2 α sin2 γ +
1√
2
sinα cosα sin γ cos θx . (C37)
Rˆ
(2)
ijklφ(α) appears as a two-dimensional integral but can
be reduced to a one-dimensional integral, analogously to
eq. (B7).
[1] G. Baym and C. J. Pethick, Phys. Rev. Lett. 76, 6 (1996).
[2] F. Dalfovo, S. Giorgini, L. P. Pitaevskii, and S. Stringari,
Rev. Mod. Phys. 71, 463 (1999).
[3] C. J. Pethick and H. Smith, Bose-Einstein Condensa-
tion in Dilute Gases (Cambridge University Press, Cam-
bridge, 2001).
[4] P. J. Siemens and A. S. Jensen, Elements of Nuclei
(Addison-Wesley, Reading, MA, 1987).
[5] M. Brack, C. Guet, and H.-B. H˚akansson, Phys. Rep.
123, 275 (1985).
[6] E. Nielsen and J. H. Macek, Phys. Rev. Lett. 83, 1566
(1999).
[7] B. D. Esry, C. H. Greene, and J. P. Burke, Jr, Phys. Rev.
Lett. 83, 1751 (1999).
[8] E. Braaten, H.-W. Hammer, and T. Mehen, Phys. Rev.
Lett. 88, 40401 (2002).
[9] L. P. Pitaevskii, Phys. Lett. A 221, 14 (1996).
[10] S. K. Adhikari, Phys. Rev. A 66, 013611 (2002).
[11] E. A. Donley et al., Nature (London) 412, 295 (2001).
[12] O. Sørensen, D. V. Fedorov, and A. S. Jensen, e-print
cond-mat/0203400, Phys. Rev. Lett. (to be published).
[13] V. Efimov, Phys. Lett. 33B, 563 (1970).
[14] D. V. Fedorov and A. S. Jensen, Phys. Rev. Lett. 71,
4103 (1993).
[15] E. Nielsen, D. V. Fedorov, A. S. Jensen, and E. Garrido,
Phys. Rep. 347, 373 (2001).
[16] E. H. Lieb and J. Yngvason, Phys. Rev. Lett. 80, 2504
(1998).
[17] E. H. Lieb and R. Seiringer, Phys. Rev. Lett. 88, 170409
(2002).
[18] D. Blume and C. H. Greene, Phys. Rev. A 63, 063601
(2001).
[19] S. Cowell et al., Phys. Rev. Lett. 88, 210403 (2002).
[20] J. L. Bohn, B. D. Esry, and C. H. Greene, Phys. Rev. A
58, 584 (1998).
[21] O. Sørensen, D. V. Fedorov, A. S. Jensen, and E. Nielsen,
Phys. Rev. A 65, 051601 (2002).
[22] J. Carlson and R. Schiavilla, Rev. Mod. Phys. 70, 743
(1998).
[23] L. D. Faddeev, J. Exptl. Theoret. Phys. 39, 1459 (1960)
[Sov. Phys. JETP 12, 1014 (1961)].
[24] O. A. Yakubovsky, Yad. Fiz. 5, 1312 (1967) [Sov. J. Nucl.
Phys. 5, 937 (1967)].
[25] D. R. Phillips and T. D. Cohen, Phys. Lett. B 390, 7
(1997).
[26] D. V. Fedorov and A. S. Jensen, Phys. Rev. A 63, 063608
(2001).
[27] L. H. Thomas, Phys. Rev. 47, 903 (1935).
[28] D. V. Fedorov and A. S. Jensen, J. Phys. A 34, 6003
(2001).
[29] M. Olshanii and L. Pricoupenko, Phys. Rev. Lett. 88,
010402 (2002).
[30] J. W. Negele, Rev. Mod. Phys. 54, 913 (1982).
[31] M. F. de la Ripelle, Phys. Lett. 135, 5 (1984).
[32] N. Barnea, Phys. Lett. B 446, 185 (1999).
[33] N. Barnea, Phys. Rev. A 59, 1135 (1999).
[34] M. R. Spiegel, Schaum’s Mathematical Handbook of For-
mulas and Tables (McGraw-Hill, New York, 1968).
[35] A. S. Jensen, E. Garrido, and D. V. Fedorov, Few-Body
Syst. 22, 193 (1997).
[36] Handbook of Mathematical Functions, 9th ed., edited by
M. Abramowitz and I. A. Stegun (Dover, New York,
1965).
[37] Y. F. Smirnov and K. V. Shitikova, Fiz. Elem. Chastits
At. Yadra 8, 847 (1977) [Sov. J. Part. Nucl. 8, 344
(1977)].
[38] C. D. Lin, Phys. Rep. 257, 1 (1995).
[39] S. E. Koonin and D. C. Meredith, Computational
Physics, Fortran Version (Addison-Wesley, Reading,
MA, 1990).
[40] J. L. Roberts et al., Phys. Rev. Lett. 86, 4211 (2001).
