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Abstract—The ambitious targets for renewable energy penetra-
tion warrant huge flexibility in the power system. Such flexibility
does not come free. In this paper, we examine the possibility of
utilizing storage systems for achieving high renewable energy
penetration, and identify the trade-off between providing flexi-
bility and arbitrage against real-time prices. More precisely, we
investigate the relationship among the operation cost, storage
capacity, and the renewable penetration level. This illustrates
the value of storage as well as the true cost induced by the high
renewable penetration targets.
Index Terms—Renewable Penetration, Storage Control, Para-
metric Analysis, Optimization Methods
I. INTRODUCTION1
Over the past decade, many countries have set ambitious
targets for renewable energy penetration, often in the (similar)
form of Renewable Portfolio Standard (RPS). For example,
Germany aims at a renewable energy penetration level of 80%
by the year of 2050 [1]. The high requirement of RPS with
only limited flexible resources leads to extremely high real
time energy prices from time to time, which in turn increases
the electricity bills for every household.
A. Challenges and Opportunities
While the idea is straightforward, we can utilize storage to
provide more flexibility. The challenge comes from the strict
requirement for RPS, which does not necessarily align with the
real time price. Hence, in terms of achieving the target RPS,
it is often not helpful to use storage by naively conducting
arbitrage against real time price. It is more important to reserve
certain capacity to meet the RPS requirement. In this paper, we
seek to understand the tension between arbitraging for profits
and reserving capacity for RPS. Fig. 1 plots the paradigm to
illuminate the value of storage.
B. Related Works
Storage is providing the vital flexibility to power system.
Hence, it has been well investigated to utilize storage for
high renewable energy penetration (see [2] for an excellent
survey). Just to name a few, Sisternes et al. employ the
capacity expansion model of renewables to estimate the value
of storage in reducing system generation cost in [3]. Bitar et
al. investigate the marginal value of storage system for wind
power producers in [4].
1This work has been supported in part by the Youth Program of National
Natural Science Foundation of China (No. 71804087), and Turing AI Institute
of Nanjing.
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Fig. 1. Paradigm to Investigate Value of Storage
Another well-investigated research direction is to design
the storage control policies for arbitrage. For example, van
de Ven et al. derive a threshold-based policy to minimize
electricity cost for end-users facing price fluctuations in [5].
Wu et al. propose the optimal control policy for electricity
storage against three-tier time of use pricing in [6]. Qin et
al. propose an online algorithm to address two dimension of
uncertainties in demand and price in [7].
Our work falls into a third group of research, which
combines both perspectives. Chau et al. examine the control
policy for storage with worst case performance guarantee
in [8]. Different from their dynamic control approach, we
seek to illuminate the value of storage from an algorithmic
perspective. Debia et al. estimate the marginal value of energy
storage in a power market with renewable energy and thermal
generation in [9] with a focus on the two-period stylized
model. In this paper, we consider a multi-stage decision
making problem with risk-limiting constraints to highlight the
cost induced by the high RPS. Such constraints are often non-
convex, which further sophisticates the problem. We adopt
the parametric functional approach [10] to address the non-
convexity induced by risk-limiting constraints.
C. Our Contributions
In seek of investigating the value of storage for RPS, our
principal contributions can be summarized as follows:
• Risk-limiting Formulation: To evaluate the cost incurred
by renewables, we use the notion of loss of load and
include risk-limiting constraints in the decision making,
which leads to a non-convex optimization problem.
• Problem Convexification: We introduce two methods to
solve the risk-limiting constraints and convexify the deci-
ar
X
iv
:1
91
2.
03
47
6v
1 
 [e
es
s.S
Y]
  7
 D
ec
 20
19
sion making problem. Both methods provide the mapping
between the reserved storage capacity and the limited
risk.
• Analytical Characterization: We design an efficient al-
gorithm to construct the function among electricity cost,
storage capacity and the target RPS. This serves as the
basis for our analytical understanding of the value of
storage in achieving high RPS.
The rest of the paper is organized as follows. Section II
introduces the system model and problem formulation. We
tackle the challenges induced by the risk limiting constraints
in Section III. After that, Section IV examines the value
of storage from an algorithmic perspective. We share more
insights through numerical studies in Section V. Finally, we
deliver the concluding remarks and point out possible future
directions in Section VI.
II. SYSTEM MODEL
We consider a stylized model where a microgrid operator
installs certain renewables, as shown in Fig. 2. To meet
demand dt (predicted as dˆt) at time t, the operator could
purchase energy of gt directly from grid at real time price pt;
utilize the renewable energy of rdt ; or conduct storage control.
Without the requirement of RPS, the operator would simply
use storage for arbitrage against the real time price for more
savings in electricity bills. However, in this model, we require
the operator has to meet the target RPS of α. This may result
in the lost opportunity cost in arbitraging. Also, the system
operator relies on the storage for reserving enough capacity to
handle uncertainties in renewable generation.
To better model such uncertainties, at each time t, we
denote the predicted and actual renewable generation by rˆt and
rt, respectively. Facing such uncertainties and the strict RPS
requirement, at each time t, we assume the system operator
may either store energy of at to storage, or discharge energy
of bt to meet demand. In addition, the stored energy in storage
may also come from the renewables, of amount rst .
The microgrid system operator may seek to minimize the
total electricity cost. Hence, we can formulate its decision
making problem as follows:
min
∑T
t=1
pt(gt + at) (1)
s.t. gt + bt + r
d
t = dˆt, ∀t, (2)∑T
t=1
(rdt + r
s
t ) = α
∑T
t=1
dˆt, (3)
x0 = xT = 0, xt ≥ 0, ∀t, (4)
xt+1 = xt + at + r
s
t − bt, t = 1, ..., T − 1, (5)
rst + r
d
t ≤ rˆt, ∀t, (6)
gt ≥ 0, at ≥ 0, bt ≥ 0, rdt ≥ 0, rst ≥ 0, ∀t, (7)
xt ≤ B −∆, ∀t, (8)
Pr(dˆt − rˆt + ∆ ≥ dt − rt) ≥ Q%, ∀t (9)
The decision variables are gt,at,bt,rdt and r
s
t . We assume
zero marginal cost of renewables. Hence, the cost function is
Grid
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Fig. 2. System Model
only related to gt and at. Constraint (2) maintains the supply
demand balance, and constraint (3) enforces the RPS require-
ment. The following two constraints are due to the evolving
state-of-charge (xt, at time t) in the storage system. Without
loss of generality, we assume the decision horizon starts from
mid-night when the price is often low. To achieve the maximal
flexibility for the subsequent control, we require x0 = 0. To
eliminate pure arbitrage by the end of the decision making,
we require xT = x0. Constraint (6) implies certain amount
of renewable generation may be curtailed and constraint (7)
indicates all the decision variables are non-negative. The final
two constraints examine the value of storage. To satisfy the
risk-limiting constraint Q, the operator may need to reserve
certain storage capacity ∆ as flexible resources, which in turn
affects the feasible region of xt’s.
Remark: We want to emphasize that this decision making
problem is not limited to the microgrid scenario. For the
grid level operation, we can directly replace the objective
function with the total operation cost. Given the piece-wise
linear structure of the operation cost, our subsequent analysis
directly follows. We choose to use this microgrid scenario to
better illustrate the notion-value of storage.
III. PROBLEM CONVEXIFICATION
The decision making problem is hard to solve due to the
non-convexity in the risk-limiting constraint (9). Note that,
the parameter Q only affects the reserved capacity ∆ in the
optimization problem. Hence, we propose to first identify the
suitable ∆ before decision making.
Fact 1: The total cost
∑T
t=1 pt(gt + at) is non-decreasing in
∆ in its feasible region.
This fact is based on the following observation: a larger ∆
leads to a shrinked feasible region, and hence a no better total
cost. This implies we can select the smallest ∆ to satisfy the
risk-limiting constraints:
∆(Q)=min{δ :Pr(dˆt−rˆt+δ ≥ dt−rt) ≥ Q%, ∀t}. (10)
We choose a time-invariant ∆ to sharp our understanding
on the value of storage via limited parameters. In practice, one
can definitely choose time varying ∆t for more insights.
Unfortunately, even with this simplification, the risk-
limiting constraint still display non-convex structure in gen-
eral. One way to solve such non-convexity is to construct the
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Fig. 3. Laplace Fitting for Relative Prediction Error
mapping between ∆ and Q from the empirical prediction error
distribution in demand and renewable generation. In practice,
the demand prediction is rather accurate compared with that
for renewable generation. Hence, in the subsequent analysis,
we only consider the prediction error in the renewable gener-
ation and assume perfect demand prediction, i.e., dˆt = dt,∀t.
By analyzing the European Network of Transmission Sys-
tem Operators for Electricity (ENTSO-E) data for wind power
prediction [11], we observe that besides using the empirical
probability distribution directly, we may also use Laplace
distribution for approximation. This gives us an easier way
to construct ∆(Q). Fig. 3 plots the fitted Laplace distribution
and the relative error distribution, and Table I compares
the functions ∆(Q) obtained from two approaches: Be is
determined by the empirical error distribution, and BL is
determined by the fitted Laplace distribution. For most cases,
they are quite close. Either approach can help us convexify
the optimization problem.
TABLE I
RESERVATION ∆ FOR DIFFERENT RISK-LIMITING REQUIREMENTS
Q% 0.7 0.8 0.9 0.93 0.96 0.99 0.998
Be(MW) 54.11 86.17 138.3 162.3 202.4 322.6 438.9
BL(MW) 50.10 86.17 146.3 174.3 222.4 342.7 483.0
IV. VALUE OF STORAGE: ALGORITHMIC UNDERSTANDING
We seek to understand three major parameters’ impacts on
the minimal electricity cost: the storage capacity B, the risk-
limiting parameter Q (by the last section, it is equivalent to
∆), and the RPS target α.
We start our analytical study by raising the following ques-
tion: given a RPS target α, how will the minimal electricity
cost change with respect to the storage capacity B? We can
define a function Cα(β) as follows to answer this question:
Cα(β) = min
∑T
t=1
pt(gt + at) (11)
s.t. xt ≤ β, (12)
α =
∑T
t=1(r
d
t + r
s
t )∑T
t=1 dˆt
, (13)
Constraints (2), (4)-(7). (14)
Using parametric LP analysis [12], we can show that the
function Cα(β) has nice analytical properties.
Proposition 1: The Cα function is continuous, piecewise
linear, convex and non-increasing in β.
We provide the detailed proof in Appendix. Here, we
directly utilize the four properties to propose an efficient
algorithm to construct the function Cα(β). We term the
algorithm to construct Cα given α in range [x, y] as Finding
Breaking-points and Slopes FBS(x, y), illustrated below.
Algorithm 1 FBS(x, y)
Parameters: The RPS target α.
1: Compute Cα(x) and Cα(y) to get their Lagrangian mul-
tipliers λx and λy associated with (12), respectively;
2: solve the system of equations below to obtain z, cz;{
cz − Cα(x) = λx(z − x)
cz − Cα(y) = λy(z − y) (15)
3: if cz == Cα(z) then
4: z is a breaking point, the slope in [x, z] is λx and the
slope in [z, y] is λy;
5: Return;
6: else
7: Recursively construct FBS(x, z) and FBS(z, y);
8: end if
Remark: The initial interval [x0, y0] for constructing Cα(β)
can be determined with ease: x0 can be selected as 0 and
y0 can be any value that of decision maker’s interests. Such
arbitrary selection won’t affect the algorithm efficiency as the
time complexity of FBS is O(n), where n is the number of
breaking points in the target function. Intuitively, in the worst
case, n could be exponentially large in the input size of the
optimization problem. Fortunately, we can show that n can be
polynomially bounded by the input size [13] and in practice,
n is fairly small even for large system [10].
V. VALUE OF STORAGE: NUMERICAL STUDIES
Besides the analytical properties, in this section, we want to
share more insights behind the relationship function (Cα(β)).
We again use the ENTSO-E dataset with detailed data on
annual wind generation and its forecast, annual demand and
real-time price. The resolution is 1 hour. We plot some sample
demand profiles and wind generation profiles in Fig. 4(a) and
4(b) respectively, with proper scaling. Clearly, the demand
profiles display different patterns for weekdays and weekends,
while wind power generation profiles highlight the stochastic
nature. Fig. 5 visualizes the statistical features in the real time
prices. From time to time, the ENSTO-E system witnesses
negative prices, most likely due to strong wind. This also
shows the possibility of achieving high RPS target in this
system.
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Fig. 4. Sample Patterns in ENTSO-E Data of 2018-2019.
Fig. 5. Statistical Features in Real Time Prices.
A. Cost Savings From Storage
The most straightforward value of storage system to the
operator is cost reduction. We define cost saving given RPS
requirement of α by
CS(β|α) := Cα(β)− Cα(0). (16)
Fig. 6 plots the cost saving evolves with increasing storage
capacity. With different RPS targets (α = 0, 0.1, 0.2, 0.4), we
conduct the simulation for a year and use different percentiles
to highlight the cost saving distributions. As shown in Fig.
6, even the percentile lines display certain piece-wise linear
and convex structures, which verifies Proposition 1. Also, the
marginal cost saving diminishes as storage capacity increases;
Fig. 6. Cost Saving via Storage.
Fig. 7. Lost Opportunity Cost for Arbitrage Caused by RPS.
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Fig. 8. Sample Storage Control Strategies
a larger RPS requirement implies fewer cost saving: both
coincides with our intuition, as dictated by Fact 1.
B. Lost Opportunity Cost
We evaluate the value of storage by examining its lost
opportunity cost, which is defined as follow:
LOCRPS(α|β) := CS(β|0)− CS(β|α). (17)
Fig. 7 visualizes the function LOCRPS(α|β) given different
storage capacities. One might believe that larger storage ca-
pacity implies larger flexibility region for decision making, and
hence leads to a lower lost opportunity cost. However, such
intuition is unfounded in Fig. 7. The reason is due to limited
demand (more precisely, limited net demand) when RPS
requirement is high, and storage cannot contribute too much
in arbitrage. We highlight this counter-intuitive observation by
randomly sampling a trace and plotting the optimal storage
control with different parameters in Fig. 8. Due to limited
net demand, even when α = 0, which means the operator
can simply use the renewable generation as much as possible,
by doubling the battery capacity, the battery control actions
do not differ too much at most time slots. This illustrates
the diminishing marginal value of storage system when its
capacity is large enough.
Fig. 9. Lost Opportunity Cost of Reservation.
On the other hand, we can define the lost opportunity cost
from another perspective:
LOCRL(∆(Q)|β) := Cα(β −∆(Q))− Cα(β). (18)
This implies the lost opportunity cost by reserving capacity for
the risking limiting constraints. Fig. 9 visualizes this function,
which displays a concave feature, and as the risk limiting
constraints become tight, the cost increases dramatically. This
observation further emphasizes the value of storage for a stable
power system. In fact, we can use parametric analysis to show
that LOCRL(∆|β) is piece-wise linear and concave in ∆.
Remark: We want to conclude this section by pointing out
additional properties of the three functions. All the three func-
tions enjoy double optimality. The double optimality comes
from the function Cα(β), which is the minimal electricity cost
given a storage capacity of β. We can prove that given certain
budget of Cα(β), to satisfy the risk limiting constraints and
all other constraints, the minimal required storage capacity is
exactly β. This can be proved by following the route in [10].
We omit the detailed proof due to page limit.
VI. CONCLUSION
In this paper, we seek to understand the value of storage
system to achieve high RPS. By convexifying the decision
making problem, we use parametric analysis to understand
the key parameters’ impacts on the decision making.
This work can be extended in many ways. For example,
we haven’t considered the network constraints in the decision
making, which will help understand how the transmission line
congestion affects the value of storage system. The network
constraints also raise interesting discussion on the trade-off
between centralized storage system and geographically dis-
tributed storage system. Also, it will be interesting to consider
time varying risk limiting constraints, which will include more
temporal features in the decision making.
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APPENDIX: PROOF FOR PROPOSITION 1
Proof: Continuity and piece-wise linearity are immediate
results from Theorem 1.1-1.3 in [12]. The non-increasing
property has been shown in Fact 1. Hence, it suffices to show
the convexity of Cα(β).
Let β1 and β2 be arbitrary realization of storage capacity
B, such that
β2 > β1 > 0. (19)
Denote the optimal solutions to Cα(β1) and Cα(β2) by x1
and x2, respectively. Hence,
x1 = (g1, a1, b1, r
d
1 , r
s
1), (20)
x2 = (g2, a2, b2, r
d
2 , r
s
2). (21)
To prove the convexity, it suffices to examine the property of
Cα(β) at β′ = 12 (β1 + β2). We can construct
x′ =
1
2
(x1 + x2), (22)
which is a feasible solution to Cα(β′). Due to the property of
minimization problem, we have
Cα
(
β1 + β2
2
)
= Cα(β
′) ≤
T∑
t=1
pt(g
′
t + a
′
t)
=
1
2
Cα(β1) +
1
2
Cα(β2).
(23)
The convexity immediately follows. 
