Rational weak mixing in infinite measure spaces by Aaronson, Jon.
ar
X
iv
:1
10
5.
35
41
v4
  [
ma
th.
DS
]  
10
 Ju
l 2
01
3
RATIONAL WEAK MIXING IN INFINITE MEASURE
SPACES
JON. AARONSON
Abstract. Rational weak mixing is a measure theoretic version
of Krickeberg’s strong ratio mixing property for infinite measure
preserving transformations. It requires “density” ratio conver-
gence for every pair of measurable sets in a dense hereditary ring.
Rational weak mixing implies weak rational ergodicity and (spec-
tral) weak mixing. It is enjoyed for example by Markov shifts with
Orey’s strong ratio limit property. The power, subsequence version
of the property is generic.
§0 Introduction: Hopf’s example
E. Hopf gave an example in [H] of a transformation of the infinite
strip R+ × [0,1], preserving Lebesgue measure m which satisfies the
ratio mixing property:
m(A ∩ T −nB)
un
Ð→
n→∞
m(A)m(B)(✠)
∀ A, B bounded with m(∂A) =m(∂B) = 0
where un =
√
2
πn
.
Hopf mentioned that if (✠) could be established for every bounded
measurable set, this would imply ergodicity of T . This latter property
is also invariant under isomorphism.
The theory of weakly wandering sets as in [HK] shows that (✠)
cannot hold for every pair of sets in any dense, hereditary collection
(see below) in the absence of absolutely continuous, invariant probabili-
ties (and this cannot be used to establish ergodicity of Hopf’s example).
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We show here that Hopf’s example is rationally weakly mixing
in a sense which implies that for every pair of bounded measurable sets,
(✠) (as on page 1) is satisfied on a subsequence of full density.
Organization of the paper.
In §1, we give definitions and preliminary discussions. The main
results are stated in §2. In §3, we study the modes of convergence in-
volved in the rational weak mixing properties. §4 contains the proof of
the “basic” proposition 0 and the “density convergence” theorem A. In
§5, we establish sufficient conditions for rational weak mixing (Lemmas
B and C). We collect in §6 some facts on the mean ergodic theorem with
weighted averages for use in §7 to prove theorem D which connects sub-
sequence rational weak mixing with other mixing properties. Markov
shifts are treated in §8 (where there is some discussion of smoothness of
renewal sequences) and Gibbs-Markov towers are studied in §9 via their
local limit properties. We “make categorical statements” (theorem F)
in §10 and some closing remarks in §11.
§1 Definitions and preliminaries
Notation and basics.
In this paper (X,B,m,T ) denotes a measure preserving transforma-
tion T of a non-atomic, σ-finite, standard measure space (X,B,m).
Unless otherwise stated, the measure will be infinite (m(X) = ∞).
Measure preserving transformations of finite measure spaces are re-
ferred to as probability preserving transformations.
A standing assumption on (X,B,m,T ) is conservativity:
m(A ∖ ∞⋃
n=1
T −nA) = 0 ∀ A ∈ B.
The collection of measurable subsets of X with finite measure is de-
noted F ∶= {A ∈ B ∶ m(A) < ∞} and for any C ⊂ B the “positive
elements” of C are denoted
C+ ∶= {A ∈ C ∶ m(A) > 0}.
Krickeberg mixing.
Krickeberg ([Kri1]) noted that Hopf’s example is isomorphic to the
Markov shift of the simple symmetric random walk on N with reflecting
barrier at 1 which has irreducible, recurrent transition matrix ([KM])
and is therefore conservative, ergodic ([HR]). He also formulated a con-
cept of topological ratio mixing for transformations preserving infinite
measures:
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Let (X,B,m,T ) be a measure preserving transformation and let α ⊂
B be a countable partition, generating B under T in the sense that
σ(⋃n∈Z T nα) = B. The measure preserving transformation (X,B,m,T )
is called Krickeberg α-mixing if
∃ un > 0 (n ≥ 1) such that (✠) (as on page 1) is satisfied ∀ A, B ∈ Cα,
the collection of (α,T )-cylinder sets defined by
Cα = Cα(T ) ∶= {[a1, . . . , aN ]k ∶= N⋂
j=1
T jkaj ∶ N ∈ N, k ∈ Z, a1, . . . , aN ∈ α};
and hence ([Kri1]) ∀ A, B with m(∂A) = m(∂B) = 0 when X is
considered equipped with the product topology from αZ.
Markov shifts with the strong ratio limit property (SRLP) as in [O]
(e.g. Hopf’s example) are Krickeberg α-mixing with α the natural
partition according to the state occupied at time 0 ([Kri1]). Examples
of Krickeberg α-mixing measure preserving transformations are also
given in [Fri], [Pap], [T] and [MT]. Other definitions of mixing are
discussed in [L].
It follows from theorem 8.1 that Markov shifts whose associated re-
newal sequences have the strong ratio limit property are rationally
weakly mixing.
Hereditary rings.
Let (X,B,m) be a σ-finite measure space. A collection C ⊂ B is
called hereditary if
H(C) ∶= {A ∈ B, A ⊆ B ∈ C} = C.
A hereditary ring H ⊂ B is a hereditary collection which is closed under
finite union. It is dense if
∀ A ∈ F ∶= {F ∈ B ∶ m(F ) <∞}, ǫ > 0 ∃ H ∈ H, m(A ∖H) < ǫ.
For example, both F and the collection Rb of bounded measurable
subsets of the infinite strip R+ × [0,1] are dense hereditary rings. The
collection of null sets is a hereditary ring which is not dense. We’ll
denote the minimal hereditary ring containing the collection C ⊂ B by
HR(C).
Any two dense, hereditary rings in the same measure space inter-
sect and thus many ergodic properties involving such are isomorphism
invariant (e.g. rational weak mixing).
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Standard measure spaces.
We assume that all measure preserving transformations are defined
on standard measure spaces. The σ-finite measure space (X,B,m) is
standard if X is a Polish space, B is the collection of Borel sets and m
is non-atomic. The standardness assumption is used as follows:
● If (X,B,m,T ) is a conservative, ergodic, measure preserving trans-
formations of a standard measure space then ∃ a countable partition
α ⊂ F ∶= {A ∈ B ∶ m(A) < ∞} which generates B under T and, up
to isomorphism, T is the shift on X = αZ equipped with the product
topology (a homeomorphism).
Weights.
Our results involve averaging techniques using certain non-negative,
bounded weight sequences. We call a bounded sequence u = (u0, u1, . . . )
an admissible weight sequence (abbr. to weight) if
un ≥ 0 ∀ n ≥ 1 & au(n) ∶= n∑
k=1
uk Ð→∞
and denote the collection of weights by W.
We’ll denote, for (eventually) positive sequences u = (u0, u1, . . . )& w =(w0,w1, . . . ):
● un ∼ wn if unwn Ð→n→∞ 1;
and for non-negative sequences u = (u0, u1, . . . ) & w = (w0,w1, . . . ):
● un ≪ wn if ∃ M > 0 such that un ≤Mwn ∀ n ≥ 0;
● un ≍ wn if un ≪ wn and un ≫ wn.
Given a subsequence K ⊂ N, we call weights u, w ∈W
● K-asymptotic (u
K
≈ w) if 1
au(n) ∑nk=1 ∣uk −wk∣ Ð→n→∞, n∈K 0.
Evidently,
u
K
≈ w Ô⇒
aw(n)
au(n) Ð→n→∞, n∈K 1.
The converse implication sometimes holds and will be discussed in the
sequel.
We call u ∈W
● K-smooth if 1
au(n) ∑nk=1 ∣uk−uk+1∣ Ð→n→∞, n∈K 0; equivalently (u0, u1, . . . ) K≈(u1, u2, . . . ).
We’ll say that weights u, w ∈ W are asymptotic (u ≈ w) if u
N
≈ w,
that u ∈W is smooth if it is N-smooth and subsequence smooth if it is
K-smooth for some subsequence K ⊂ N.
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Intrinsic weights.
For (X,B,m,T ) a conservative, ergodic, measure preserving trans-
formation and E, F ∈ F+ the intrinsic weight u(E,F ) ∈ W is defined
by
un(E,F ) ∶= m(F ∩ T −nF )
m(E)m(F ) .
We denote an(E,F ) = au(E,F )(n) ∶= ∑n−1k=0 uk(E,F ) and write u(F ) ∶=
u(F,F ).
Rational weak mixing.
Let K ⊂ N be a subsequence. We’ll call the conservative, ergodic,
measure preserving transformation (X,B,m,T ) rationally weakly mix-
ing along K if ∃ F ∈ F+ so that
m(A ∩ T −nB) K≈ m(A)m(B)un(F ) ∀ A, B ∈ B ∩ F.(☀K)
We call the measure preserving transformation (X,B,m,T )
● rationally weakly mixing if it is rationally weakly mixing along N;
and
● subsequence rationally weakly mixing if it is rationally weakly mixing
along some K ⊂ N.
Weak rational ergodicity.
Again for K ⊂ N a subsequence, the conservative, ergodic, measure
preserving transformation (X,B,m,T ) is called weakly rationally er-
godic along K if ∃ F ∈ F+ so that
1
an(F )
n−1∑
k=0
m(B ∩ T −kC) Ð→
n→∞, n∈K
m(B)m(C) ∀ B,C ∈ B ∩ F(☆K)
where an(F ) ∶= 1m(F )2 ∑n−1k=0 m(F ∩ T −kF ). Weak rational ergodicity
entails conservativity and ergodicity.
The proof of theorem 3.3 in [FL] easily adapts to show that F ∈ F+
satisfies (☆K) if and only if
{S(T)n (1F )
an(F )
∶ n ∈ K} is uniformly integrable on F.
A useful sufficient condition for this is
sup
n∈K
1
an(F )2 ∫F Sn(1F )2dm <∞
and (X,B,m,T ) is called rationally ergodic along K if ∃ F ∈ F+ with
this property. See [A], [A1] (for the special case K = N).
In case T is weakly rationally ergodic along K:
● the collection of sets RK(T ) satisfying (☆K) is a hereditary ring;
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● ∃ an(T ) (the return sequence along K) such that
an(A)
an(T ) Ð→n→∞, n∈K 1 ∀ A ∈ RK(T );
● for conservative, ergodic T , RK(T ) = F only when m(X) <∞. The
proofs of these statements are analogous to those in [A], [A1] (for the
special case K = N).
We’ll call a measure preserving transformation (X,B,m,T ) :
● [weakly] rationally ergodic if it is [weakly] rationally ergodic along
N and set R(T ) ∶= RN(T ) (as in [A], [A1]); and
● subsequence [weakly] rationally ergodic if it is [weakly] rationally
ergodic along some K ⊂ N.
For example, conservative, ergodic Markov shifts are rationally er-
godic. For further examples, see [A].
We’ll see that rational weak mixing along K implies weak rational
ergodicity along K and that for T rationally weakly mixing along K ,
{F ∈ F+ ∶ (☀K) holds} = RK(T )
where (☀K) is as on page 5.
Weak mixing.
For a measure preserving transformation (X,B,m,T ) of a σ-finite
measure space (as shown in [ALW]) the following conditions are equiv-
alent:
f ∈ L∞, λ ∈ S1, f ○ T = λf a.e. ⇒ f is constant a.e.(i)
T × S is ergodic ∀ ergodic, probability preserving S;(ii)
1
n
n−1
∑
k=0
∣∫
X
uf ○ T kdm∣ Ð→
n→∞
0 ∀ u ∈ L10, f ∈ L∞.(iii)
We’ll call a measure preserving transformation satisfying (any one
of) them spectrally weakly mixing. This in the interest of disambigua-
tion. In [ALW] and elsewhere “spectral weak mixing” is called ”weak
mixing”.
We’ll see that subsequence rational weak mixing Ô⇒ spectral weak
mixing.
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Categorical statements.
Let (X,B,m) be a standard σ-finite, non-atomic, infinite measure
space and consider MPT(X,B,m), the collection of invertible measure
preserving transformations of (X,B,m) equipped with the weak oper-
ator topology defined by Tn → T if
m(TA∆TnA) +m(T −1A∆T −1n A) Ð→
n→∞
0 ∀ A ∈ F .
It follows that MPT(X,B,m) is a Polish group. A categorical statement
is a statement concerning the Baire category of a subset of MPT. For a
review of this subject, see [CP].
We’ll see that (the power version of) the subsequence rational weak
mixing elements of MPT form a residual set in MPT.
§2 Results
Proposition 0 (basics)
Let K ⊂ N be a subsequence and suppose that (X,B,m,T ) is rationally
weakly mixing along K, then
(i) T is weakly rationally ergodic along K;
{F ∈ F+ ∶ (☀K) holds} = RK(T )(ii)
where (☀K) is as on page 5;
(iii) u(F,G) is K-smooth ∀ F, G ∈ RK(T ), m(F ), m(G) > 0.
(iv) for each p ∈ Z, p ≠ 0, T p is rationally weakly mixing along
1
∣p∣K ∶= {⌊ k∣p∣⌋ ∶ k ∈ K} and R 1
∣p∣K
(T p) = RK(T ).
.
Corollary: Isomorphism invariance.
It follows from Proposition 0 that if (X,B,m,T ) is rationally weakly
mixing along K, and is isomorphic by measure preserving transforma-
tion to (X ′,B′,m′, T ′), then (X ′,B′,m′, T ′) is also rationally weakly
mixing along K, and the intrinsic weights of T ′ are K-asymptotic to
those of T .
Theorem A (density convergence)
Suppose that (X,B,m,T ) is rationally weakly mixing and that
● ∃ E ∈ RK(T ) st u(E) ≈ v where v ∈ W is regularly varying with
index s ∈ (−1,0] (v⌊λn⌋
vn
Ð→
n→∞
λs ∀ λ > 0), then for F ∈ RK(T )+,
m(A∩T−nB)
un(F )
densityÐ→
n→∞
m(A)m(B) ∀ A, B ∈ RK(T ).
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Here sn
densityÐ→
n→∞
L means sn Ð→
n→∞, n∉K
L where K ⊂ N has zero density in
the sense that #(K ∩ [1, n]) = o(n) as n →∞.
Lemma B (sufficient conditions) Let K ⊂ N be a subsequence.
Suppose that X is a Polish space and
(i) (X,B,m,T ) is an invertible, measure preserving transformation,
weakly rationally ergodic along K;
(ii) ∃ Ω ∈ RK(T ) open in X and a countable base C for the topology of
Ω such that
∀ {Ci}
k
i=1 ⊂ C ∃ {Dj}
ℓ
j=1 ⊂ C, m(Di ∩Dj) = 0 ∀ i ≠ j;
k
⋃
i=1
Ci
m=
ℓ
⋃
j=1
Dj;(a)
m(A ∩ T −nB) K≈ m(A)m(B)un(Ω) ∀ A, B ∈ C.(b)
then (X,B,m,T ) is rationally weakly mixing along K.
Lemma C (sufficient conditions) Let K ⊂ N be a subsequence.
Suppose that
(i) (X,B,m,T ) is an invertible, measure preserving transformation,
weakly rationally ergodic along K;
(ii) ∃ a countable generating partition α ⊂ RK(T ) and Ω ∈ Cα such that
m(A ∩ T −nB) K≈ m(A)m(B)un ∀ A, B ∈ Cα
where u = u(Ω), then (X,B,m,T ) is rationally weakly mixing along K.
Theorem D (mixing properties)
Let K ⊂ N be a subsequence and suppose that (X,B,m,T ) is rationally
weakly mixing along K, then
(i) (X,B,m,T ) is spectrally weakly mixing;
(ii) T × S is rationally weakly mixing along K ∀ weakly mixing, proba-
bility preserving transformation (Ω,F , P,S).
Invertible rationally weakly mixing measure preserving transforma-
tions of infinite measure spaces are obtained via
Corollary E
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The natural extension of a measure preserving transformation, ra-
tionally weakly mixing along K, is also rationally weakly mixing along
K with K-asymptotic intrinsic weights.
Let
RWM(X) ∶= {T ∈ MPT(X) ∶ T is rationally weakly mixing}
SRWM(X) ∶={T ∈ MPT(X) ∶ T is subsequence rationally weakly mixing}.
For T ∈ MPT(X), ∆ ≥ 1 and (κ1, . . . , κ∆) ∈ Z∆, let
T (κ1,...,κ∆) ∶= T κ1 × T κ2 × . . . × T κ∆ ∈ MPT(X∆).
Call T ∈ MPT power, subsequence rationally weakly mixing if T (κ1,...,κ∆)
is subsequence rationally weakly mixing
∀ ∆ ≥ 1 & (κ1, . . . , κ∆) ∈ (Z ∖ {0})∆. Let
PSRWM(X) ∶={T ∈ MPT(X) ∶ T (κ1,...,κ∆) ∈ SRWM(X∆) ∀ ∆ ≥ 1, (κ1, . . . , κ∆) ∈ (Z ∖ {0})∆}.
Theorem F (Baire category)
(i) The collection RWM is meagre in MPT.
(ii) The collection PSRWM(X) is residual in MPT(X).
§3 Convergence
In this section we study the modes of convergence involved in the
rational weak mixing properties. Let K ⊂ N be a subsequence.(u,K)-small sets.
Let u ∈W. We’ll say that the set K ⊂ N
● is (u,K)-small if au(K,n)
au(n)
Ð→
n→∞, n∈K
0 where au(K,n) ∶= ∑k∈K∩[1,n]uk;
and (u,K)-large if Kc is (u,K)-small.
We’ll call a set u-small if it is (u,N)-small.
Recall that the set K ⊂ N
● has density d(K) if 1
n
#(K ∩ [1, n])Ð→ d(K) as n →∞;
● and has zero density if d(K) = 0 (equivalently: K is 1-small where
1 ∈W, 1n = 1 ∀ n).
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The following remark collects some elementary facts about (u,K)-
smallness:
Remark 3.1.
Suppose that u ∈W, then
(o) if K ⊂ N is (u,K)-small, it is also (u,K′)-small whenever K′ ⊂ K+F
for some finite set F ⊂ Z. This is because if n ∈ K′ & n = m + f where
m ∈ K & f ∈ f , then∣au(K,n) − au(K,m)∣ ≤ sup
k
uk ⋅max
j∈F
∣j∣.
(i) a finite union of (u,K)-small sets is itself (u,K)-small;
(ii) if v ∈W satisfies un ≍ vn then K ⊂ N is (u,K)-small iff it is (v,K)-
small;
(iii) if K1 ⊂K2 ⊂ . . . is an increasing sequence of (u,K)-small sets, then
∃ N1 < N2 < . . . so that K∞ ∶= ⋃∞j=1Kj ∩ [Nj + 1,Nj+1] is a (u,K)-small
set.
Proof A suitable sequence is obtained by choosing Nj ↑ such that
au(Kj ,n)
au(n) < 1j ∀ n ≥ Nj , n ∈ K.
(iv) if u, v ∈ W and u
K
≈ v, then K ⊂ N is (u,K)-small iff it is (v,K)-
small.
Proof ∣au(K,n) − av(K,n)∣ ≤ ∑nk=0 ∣uk − vk∣ = o(au(n)) along K.
(v) if u ∈W is K-smooth, then K ⊂ N is (u,K)-small iff K + 1 is (u,K)-
small.
(vi) if u ∈W is K-smooth, p ≥ 1, and u(p)n ∶= upn, then au(p)(n) ∼ 1pau(pn)
along 1
p
K and u(p) is 1
p
K-smooth where 1
p
K ∶= {⌊ j
p
⌋ ∶ j ∈ K}.
Proof This follows from
n∑
k=1
∣u(p)k − u(p)k+1∣ ≤ p pn∑
k=1
∣uk − uk+1∣ = o(au(pn)) &
∣pau(p)(n)−au(pn)∣ ≤ p−1∑
r=1
n∑
k=1
∣upk−upk+r∣ ≤ p2 pn∑
k=1
∣uk−uk+1∣ = o(au((p+1)n)).
Proposition 3.1
Suppose that u ∈ W and un ≍ au(n)n and un ≍ vn where v ∈ W and
vn ↓, then a set is u-small iff it has zero density.
Proof By remark 3.1(ii), there is no loss of generality in assuming
un ↓.
Proof of ⇒:
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Suppose that un ≥ η
au(n)
n
. Since un ↓,
au(K,n) = ∑
k∈[1,n]∩K
uk ≥ un∣K ∩ [1, n]∣ ≥ ηau(n)
n
∣K ∩ [1, n]∣
whence ∣K ∩ [1, n]∣
n
≤
au(K,n)
ηau(n) . 2
Proof of ⇐: We show first that
lim
n→∞, ǫ→0
au(ǫn)
au(n) = 0.
To do this, it suffices to show that
au(2n) ≳ (1 + η log 2)au(n)
where un ≥ η
au(n)
n
.
Indeed,
au(2n)−au(n) = 2n∑
k=n+1
uk ≥ η
2n∑
k=n+1
au(k)
k
≥ ηau(n) 2n∑
k=n+1
1
k
≳ η log 2⋅au(n). 2
Next, since un ↓, un ≤M
au(n)
n
, and
au(K,n) = ∑
k∈[1,n]∩K
uk ≤ au(nǫ) + ∑
k∈[ǫn,n]∩K
uk
≤ au(nǫ) + unǫ∣[1, n] ∩K ∣
≤ au(nǫ) + au(nǫ)
nǫ
∣[1, n] ∩K ∣
whence
au(K,n)
au(n) ≤ au(nǫ)au(n) + 1ǫ ⋅ ∣K ∩ [1, n]∣n . 2
Remark 3.2.
(i) In case u ∈W and un is regularly varying with index s ∈ (−1,0) (i.e.
u⌊λn⌋
un
Ð→
n→∞
λs) then (see e.g. [BGT]) un ∼ (1+s)au(n)n and ∃ v ∈W
such that vn ↓, vn ∼ un. Thus, proposition 3.1 applies.
(ii) The conclusion of proposition 3.1 fails for un = 1n+1 . The set K ∶=⊍∞k=1[2k2, k2k2] ∩N is u-small, but limn→∞ ∣K∩[1,n]∣n = 1.
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(u,K)-density and (u,K)-strong Cesaro convergence.
Let K ⊂ N be a subsequence and let u ∈W.
We’ll say that a sequence sn:
● converges in (u,K)-density to L ∈ R (sn (u,K)−d.Ð→
n→∞
L) if ∃ K ⊂ N(u,K)-small such that
sn Ð→
n→∞, n∉K
L;
and that
● sn converges (u,K)-strongly Cesaro to L ∈ R (sn (u,K)−s.C.Ð→
n→∞
L) if
1
au(n)
n∑
k=0
uk∣sk −L∣ Ð→
n→∞, n∈K
0.
Remark 3.3.
Let K ⊂ N be a subsequence and let u ∈W, s = (s1, s2, . . . ) ∈ RN and
L ∈ R.
sn
(u,K)−d.Ð→
n→∞
L if and only if(i)
Kǫ ∶= {n ∈ N ∶ ∣sn −L∣ > ǫ} is (u,K)-small ∀ ǫ > 0.
Proof : Evidently sn
(u,K)−d.Ð→
n→∞
L ⇒ Kǫ is (u,K)-small ∀ ǫ > 0. To see
the reverse implication, if Kǫ is (u,K)-small ∀ ǫ > 0, then by remark
3.1(iii) (on p. 10), ∃ N1 < N2 < . . . so that K ∶= ⋃∞j=1K1/j∩[Nj+1,Nj+1]
is a (u,K)-small set and and sn Ð→
n→∞, n∉K
0.
(ii) if v ∈W, u K≈ v, then
sn
(u,K)−d.Ð→
n→∞
L if and only if sn
(v,K)−d.Ð→
n→∞
L.
sn
(u,K)−s.C.Ð→
n→∞
L ⇒ sn
(u,K)−d.Ð→
n→∞
L.(iii)
Proof
Suppose that sn ≥ 0, L = 0 and that 1au(n) ∑nk=1 uksk Ð→n→∞, n∈K 0. By
the Chebyshev-Markov inequality,
au(Kǫ, n)
au(n) = 1au(n)
n∑
k=1, k∈Kǫ
uk ≤
1
ǫau(n)
n∑
k=1
uksk Ð→
n→∞, n∈K
0. 2
We call a sequence x = (x1, x2, . . . ) ∈ RN one-sidedly bounded if it is
either bounded above, or below (or both).
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Proposition 3.2 Let K ⊂ N be a subsequence and let u ∈W. Suppose
that x = (x1, x2, . . . ) ∈ RN is one-sidedly bounded, and L ∈ R, then
xn
(u,K)−s.C.Ð→
n→∞
L(‡)
if and only if
1
au(n)
n∑
k=0
ukxk Ð→
n→∞, n∈K
L & xn
(u,K)−d.Ð→
n→∞
L.(†)
Proof of (†) ⇒ (‡):
We assume (without loss in generality) that xn ≥ 0 ∀ n ≥ 1 and L ≥ 0.
Fix ǫ > 0 and set
K+,ǫ ∶= {n ≥ 1, xn > L+ ǫ}, K−,ǫ ∶= {n ≥ 1, xn < L− ǫ}, Kǫ ∶=K+,ǫ∪K−,ǫ.
By our assumptions ∃ Nǫ ≥ 1 such that
au(Kǫ, [1, n]) < ǫau(n) & L−ǫ < 1
au(n)
n∑
k=0
ukxk < L+ǫ ∀ n > Ne, n ∈ K.
For large enough n > Nǫ, n ∈ K,
n∑
k=1
uk∣xk −L∣ = ( ∑
k∈Kcǫ∩[1,n]
+ ∑
k∈K+,ǫ∩[1,n]
+ ∑
k∈K−,ǫ∩[1,n]
)uk∣xk −L∣
≤ ǫ ∑
k∈Kcǫ∩[1,n]
uk + ∑
k∈K+,ǫ∩[1,n]
uk(xk −L) + ∑
k∈K−,ǫ∩[1,n]
uk(L − xk)
≤ ǫau(n) +Lau(Kǫ, n) + ∑
k∈Kǫ∩[1,n]
ukxk
< (1 +L)ǫau(n) + ∑
k∈Kǫ∩[1,n]
ukxk
Now (for large enough n > Nǫ, n ∈ K),∑
k∈Kǫ∩[1,n]
ukxk = ∑
k∈[1,n]
ukxk − ∑
k∈Kcǫ∩[1,n]
ukxk
< (L + ǫ)au(n) − (L − ǫ)au(Kcǫ , n)
= (L + ǫ)au(Kǫ, n) + 2ǫau(Kcǫ , n)
< ǫ(L + ǫ)au(n) + 2ǫau(n)
= (L + 2 + ǫ)ǫau(n).
Reassembling,
n∑
k=1
uk∣xk −L∣ < (2L + 3 + ǫ)ǫau(n). 2
A version of the following proposition is implicit in [GL]:
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Proposition 3.3
Let K ⊂ N be a subsequence and let u ∈ W. Suppose that x =(x1, x2, . . . ) ∈ RN and that L ∈ R.
If 1
au(n) ∑nk=0 ukxk Ð→n→∞, n∈K L and
either (i) x = (x1, x2, . . . ) is bounded below and ∃ a (u,K)-small set
K0 ⊂ N such that lim
n→∞, n∉K0
xn ≥ L;
or (ii) x = (x1, x2, . . . ) is bounded above and ∃ a (u,K)-small set
K0 ⊂ N such that lim
n→∞, n∉K0
xn ≤ L; then xn
(u,K)−s.C.Ð→
n→∞
L.
Proof
By proposition 3.2, it suffices to prove that xn
(u,K)−d.Ð→
n→∞
L. By sym-
metry it suffices to prove the proposition under assumption (i). By
possibly translating x with a constant sequence, we reduce to the case
xn ≥ 0 ∀ n ≥ 1 & L ≥ 0.
For ǫ > 0, set Kǫ ∶= {n ∉K0 ∶ xn > L+ ǫ}. It suffices to prove that Kǫ
is (u,K)-small ∀ 0 < ǫ < 1
2
.
To see this, fix 0 < ǫ < 1
2
let Nǫ be so that
xn > L − ǫ2 ∀ n ≥ Nǫ, n ∉K0,
then for large n≫Nǫ, n ∈ K,
(L + ǫ2)au(n) > n∑
k=Nǫ
xkuk
≥ ∑
k∈Kǫ∩[Nǫ,n]
xkuk + ∑
k∈Kcǫ∩K
c
0
∩[Nǫ,n]
xkuk
> (L + ǫ)au(Kǫ, n) + (L − ǫ2)au(Kcǫ ∩Kc0, n) − (2L + ǫ − ǫ2)au(Nǫ)
> (L + ǫ)au(Kǫ, n) + (L − ǫ2)au(Kcǫ , n) − au(K0, n) − (2L + 1)au(Nǫ)
= (L + ǫ)au(Kǫ, n) + (L − ǫ2)au(Kcǫ , n) − En
where En ∶= au(K0, n) + (2L + 1)au(Nǫ).
Writing(L + ǫ2)au(n) = (L + ǫ2)au(Kǫ, n) + (L + ǫ2)au(Kcǫ , n)
we see that (ǫ − ǫ2)au(Kǫ, n) ≤ 2ǫ2au(Kcǫ , n) + En.
For large n ∈ K, En < ǫ2au(n) whence
au(Kǫ, n) ≤ 3ǫ
1 − ǫ
⋅ au(n) < 6ǫau(n). 2
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Corollary 3.4
Let K ⊂ N be a subsequence and let u ∈W. If un+1
un
(u,K)−d.Ð→
n→∞
1, then u
is K-smooth.
Proof If un > 0 ∀ n ≥ 0, this follows from proposition 3.2 since∑nk=0 uk∣uk+1uk − 1∣ =∑nk=0 ∣uk+1 − uk∣.
If this is not the case, define v ∈W by
vn = { un un > 0,1
2n
un = 0.
Evidently au(n) ≤ av(n) ≤ au(n) + 2 so a(n) ∶= au(n) ∼ av(n).
Moreover, if K ⊂ N, then au(K,n) ≤ av(K,n) ≤ au(K,n) + 2 and so
K is (u,K)-small iff it is (v,K)-small.
Next, if 1
2
< un+1
un
< 2, then vn = un and vn+1 = un+1, vn+1vn = un+1un . Thus
vn+1
vn
v−d.Ð→
n→∞
1 and by proposition 3.2 (as above),
1
a(n)
n∑
k=0
∣vk+1 − vk∣ Ð→
n→∞, n∈K
0.
Finally,
1
a(n)
n∑
k=0
∣uk+1 − uk∣ ≤ 1a(n) n∑
k=0
∣vk+1 − vk∣ + 2
a(n)
Ð→
n→∞, n∈K
0. 2
§4 Proofs of proposition 0 and theorem A
Proof of proposition 0
Fix F ∈ F satisfying (☀K). Evidently, for A, B ∈ B ∩F ,
1
an(F )
n−1∑
k=0
m(A ∩ T −kB) Ð→
n→∞, n∈K
m(A)m(B) ∀ A, B ∈ B ∩ F.
This shows that F ∈ RK(T ) and that T is weakly rationally ergodic
along K; proving (i).
To prove (ii), let F ∈ F satisfy (☀K). It suffices to show that
m(B ∩ T −nC) K≈ m(B)m(C)un(F ) ∀ B, C ∈ RK(T ).(B)
Proof of (B):
Fix B, C ∈ RK(T ), then G ∶= B ∪C ∈ RK(T ) and we claim:
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¶1 ∃ K ⊂ N (u(F ),K)-small such that
lim
n→∞, n∉K
m(B ∩ T −nC)
un(F ) ≥m(B)m(C).
Proof of ¶1:
Let ǫ > 0, then ∃ B0, . . . ,BN , C0, . . . ,CN ∈ B ∩ F so that
B′ ∶=
N⊍
k=0
T −kBk ⊂ B, C ′ ∶=
N⊍
k=0
T −kCk ⊂ C, m(B∖B′) < ǫ, m(C∖C ′) < ǫ.
Using (☀K) (as on page 5)
m(B ∩ T −nC)
un(F ) ≥ m(B
′ ∩ T −nC ′)
un(F )
=
N∑
k,ℓ=0
m(T −kBk ∩ T −n−ℓCℓ)
un(F )
(u(F ),K)−d.Ð→
n→∞
N∑
k,ℓ=0
m(T −kBk)m(T −ℓCℓ)
=m(B′)m(C ′) > (m(B) − ǫ)(m(C) − ǫ).
Choose ǫn ↓ 0. By the above ∃ K1 ⊂ K2 ⊂ ⋅ ⋅ ⋅ ⊂ N, each Kν being(u(F ),K)-small, such that
lim
n→∞, n∉Kν
m(B ∩ T −nC)
un(F ) ≥m(B)m(C) − ǫν ∀ ν ≥ 1.
By remark 3.1(iii) (on p. 10) ∃ K ⊂ N realizing ¶1.
By weak rational ergodicity along K,
1
an(F )
n∑
k=0
m(B ∩ T −kC) Ð→
n→∞, n∈K
m(B)m(C)
so by proposition 3.3(i),
m(B ∩ T −nC)
un(F ) (u(F ),K)−s.C.Ð→n→∞ m(B)m(C) ∀ B, C ∈ B ∩A;
equivalently m(B ∩ T −nC) K≈ m(B)m(C)un(F ). 2(B)
This proves (ii).
To see (iii) (K-smoothness of u(F ) for F ∈ RK(T ))), take B = F, C =
T −1F in (B).
To prove (iv), fix p ∈ N. To see rational weak mixing of T p along 1
p
K,
let A ∈ RK(T ). By remark 3.1(vi), a(T p)n (A) ∼ 1pa(T )np (A) along 1pK. It
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also follows that for B,C ∈ B ∩A,
n∑
k=0
∣m(B ∩ T −kpC) −m(B)m(C)u(p)k ∣ = n∑
k=0
∣m(B ∩ T −kpC) −m(B)m(C)upk ∣
≤
pn∑
k=0
∣m(B ∩ T −kC) −m(B)m(C)uk ∣
= o(apn(A)) along 1pK.
This shows that RK(T ) ⊂ R1
p
K
(T p).
The other inclusion follows from results in [FL]. The proof of theorem
3.3 there shows that
A ∈ RK(T ) ⇔ {S(T)n (1A)
a
(T)
n (A)
∶ n ∈ K} is uniformly integrable on A.
Now
S
(T )
pn (1A) = pn−1∑
k=0
1A ○ T
k =
p−1∑
ν=0
n−1∑
k=0
1A ○ T
kp+ν =
p−1∑
ν=0
S
(T p)
n (1A) ○ T ν
whence
A ∈ R 1
p
K
(T p) ⇔ {S(Tp)n (1A)
a
(Tp)
n (A)
∶ n ∈ 1
p
K} is uniformly integrable on A
Ô⇒ {Spnn(T)(1A)
a
(T)
pn (A)
∶ n ∈ 1
p
K} is uniformly integrable on A
Ô⇒ {S(T)n (1A)
a
(T)
n (A)
∶ n ∈ K} is uniformly integrable on A
Ô⇒ A ∈ RK(T ). 2
2
Proof of theorem A This follows from proposition 0(ii) via propo-
sition 3.1. 2
§5 Proof of Lemmas B and C, and corollary E
Proof of Lemma B
Let U be the collection of finite unions sets in C. It follows from
assumptions (ii) (a) and (b) that
m(A ∩ T −kB)
uk
(u,K)−d.Ð→
k→∞
m(A)m(B) ∀ A, B ∈ U .(o)
Let
K ∶= {K ⊂ Ω ∶ K compact}.
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We claim first that
m(A ∩ T −kB)
uk
(u,K)−d.Ð→
k→∞
m(A)m(B) ∀ A, B ∈ K, A, B ⊂ Ω.(Y)
Proof We show first that ∀ A, B ∈ K, ∃ K1 ⊂ N (u,K)-large, so that
lim
k→∞, k∈K1
m(A ∩ T −kB)
uk
≤m(A)m(B).(1)
To see this, we show first that ∀ ǫ > 0, ∃ U, V ∈ U so that
A ⊂ U, B ⊂ V, m(U ∖A), m(V ∖B) < ǫ.(2)
Given ǫ > 0, the Borel property of the measure m ensures open sets
U, V satisfying (2). Each of these is a countable union of members of
C. By compactness of A, B we can reduce to finite unions U, V ∈ U .
By (o) ∃ Kǫ ⊂ N (u,K)-small, so that
m(U ∩ T −kV )
uk
Ð→
k→∞, k∉Kǫ
m(U)m(V )
and
lim
k→∞, k∈Kǫ
m(A ∩ T −kB)
uk
< (m(A) + ǫ)(m(B) + ǫ).
Fix Nν (ν ≥ 1) so that au(K 1
ν
, n) < 1
ν
an(Ω) ∀ n ∈ K, n ≥ ν and
m(A ∩ T −kB)
uk
< (m(A) + 1
ν
)(m(B) + 1
ν
) ∀ k ∈Kc1
ν
∩ [Nν ,∞).
The set
K1 ∶= ⊍
ν≥1
K 1
ν
∩ [Nν ,Nν+1)
is as required for (1).
Now fix ∀ A, B ∈ K, A, B ⊂ Ω. Since Ω ∈ RK(T ),
n−1∑
k=0
m(A ∩ T −kB) ∼m(A)m(B)an(Ω) as n →∞, n ∈ K,
and the claim follows from (1) and proposition 3.3(ii). 2(Y)
To complete the proof of that Ω satisfies (☀K), let A, B ∈ B ∩ Ω,
then ∃ EN , FN ∈ K such that mod m:
EN ↑ A & FN ↑ B
whence by (Y), ∃ KN (u,K)-small so that ∀ N ≥ 1,
lim
n→∞, n∉KN
m(A∩T−nB)
un
≥m(EN)m(FN).
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As above, ∃ K ⊂ N (u,K)-small such that
lim
n→∞, n∉K
m(A∩T−nB)
un
≥m(A)m(B)
and (☀K) follows from proposition 3.3(i). 2
Proof of Lemma C
By standardness, up to isomorphism, X = αZ, T ∶ X →X is the shift
and the collection Cα of (α,T )-cylinder sets forms a base of clopen sets
for the Polish topology on X . Thus C ∶= Cα ∩ Ω satisfies assumptions
(ii) of lemma B and lemma C follows. 2
Proof of Corollary E
Let (X,B,m,T ) be rationally weakly mixing along K, and let π ∶(X ′,B′,m′, T ′)→ (X,B,m,T ) be its natural extension, that is:
T ′ invertible, π○T ′ = T○π, π−1B ⊂ B′, m′○π−1 =m& ⋁
n≥0
T ′nπ−1B = B′.
It follows from uniform integrability considerations (as in theorem 3.3
of [FL]) that T ′ is weakly rationally ergodic along K with
RK(T ′) ⊇ HR(π−1RK(T )).
To see that T ′ is rationally weakly mixing along K, fix a countable,
one-sided T -generator α ⊂ RK(T ), then α′ ∶= π−1α ⊂ RK(T ′) is a count-
able, two-sided T ′-generator.
Fix Ω ∈ α′ and let u ∶= u(Ω). By rational weak mixing of T along K,
m′(A ∩ T ′−nB)
un
(u,K)−d.Ð→
n→∞
m′(A)m′(B) ∀ A, B ∈ Cα′ = π−1Cα
whence by lemma C, (X ′,B′,m′, T ′) is rationally weakly mixing along
K. 2
§6 Mean ergodic theorem for weighted averages
Let K ⊂ N be a subsequence. Call a weight u ∈W (good for the) mean
ergodic theorem along K (abbr. METK) if for any ergodic, probability
preserving transformation (Ω,A, P,S), we have that
1
au(n)
n−1∑
k=0
ukf ○ S
k L
2(P )Ð→
n→∞, n∈K
E(f) ∀ f ∈ L2(P ).(METK)
We let MET:=METN.
Let K ⊂ N be a subsequence.
Using the spectral theorem for unitary operators, it can be shown
(see [Kre]) that the following conditions are equivalent for u ∈W:
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● u is METK;
● 1
au(n) ∑nk=0 ukzk Ð→n→∞, n∈K 0 for z ∈ C, ∣z∣ = 1, z ≠ 1;
● u is (good for the) weak ergodic theorem along K (abbr. WETK ) in
the sense that for any ergodic, probability preserving transformation(Ω,A, P,S),
1
au(n)
n−1
∑
k=0
ukf ○ S
k Ð→
n→∞, n∈K
E(f) weakly in L2(P ) ∀ f ∈ L2(P ).(WETK)
The recurrent, renewal sequences form an important subclass of
weights. A weight u ∈ W is a recurrent renewal sequence if u0 = 1
and ∃ f ∈ P(N), called the associated lifetime distribution satisfying
the renewal equation
un =
n∑
k=1
fkun−k (n ≥ 1).
The renewal sequence is u is called aperiodic if ⟨{n ∈ N ∶ un > 0}⟩ =
Z.
It follows from the renewal equation that any aperiodic, recurrent
renewal sequence satisfies ∣∑nk=0 ukzk∣ <∞ for z ∈ C, ∣z∣ = 1, z ≠ 1 and
hence is MET. Proposition 6.2 (below) generalizes this.
Let K ⊂ N be a subsequence. Any K-smooth weight u ∈ W is METK
(see [HP], [Kre] and references therein). A weight u ∈W which is MET
and not K-smooth for any subsequence K ⊂ N is exhibited in [HP].
We’ll need
Lemma 6.1
Let K ⊂ N be a subsequence and suppose that u ∈W is METK, and that(Ω,A, P,S) is a weakly mixing probability preserving transformation,
then
P (A ∩ S−nB) (u,K)−d.Ð→
n→∞
P (A)P (B) ∀ A, B ∈ A.
Proof
It follows from (WETK) for S and A, B ∈ A, that
1
au(n)
n−1∑
k=0
ukP (A ∩ S−kB) Ð→
n→∞, n∈K
P (A)P (B),(X)
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and it follows from (X) for S ×S (which is ergodic) and A×A, B ×B ∈
A⊗A that
1
au(n)
n−1∑
k=0
ukP (A ∩ S−kB)2(H)
= 1
au(n)
n−1∑
k=0
ukP ×P (A ×A ∩ (S × S)−kB ×B)
Ð→
n→∞, n∈K
P × P (A ×A) ⋅ P ×P (B ×B)
= P (A)2P (B)2.
Using (X) and (H)
1
au(n)
n−1∑
k=0
uk(P (A ∩ S−kB) − P (A)P (B))2 =
1
au(n)
n−1∑
k=0
uk(P (A ∩ S−kB)2 − 2P (A)P (B)P (A ∩ S−kB) + P (A)2P (B)2)
Ð→
n→∞, n∈K
0
whence P (A ∩ S−nB) (u,K)−d.Ð→
n→∞
P (A)P (B). 2
Proposition 6.2
Let K ⊂ N be a subsequence. Suppose that (X,B,m,T ) is weakly
rationally ergodic along K and spectrally weakly mixing, then u(E,F )
is METK ∀ E, F ∈ RK(T )+.
Proof
Let (Ω,A, P,S) be an ergodic, probability preserving transformation.
It follows from the assumptions that T×S is weakly rationally ergodic
along K and RK(T × S) ⊃ RK(T ) ×Ω.
It suffices to show that for E, F ∈ RK(T )+,
Anf Ð→
n→∞, n∈K
E(f) weakly in L2(P ) ∀ f ∈ L2(P )(WETK)
where Anf ∶= 1an(E,F )∑n−1k=0 uk(E,F )f ○ Sk.
Since E ×Ω, F ×Ω ∈ RK(T × S),
1
an
n−1∑
k=0
uk(E,F )P (C ∩ S−kD) Ð→
n→∞
P (C)P (D) ∀ C,D ∈ B(Ω).
This shows (WETK) for indicators, whence for simple functions f . By
the triangle inequality ∥Anf∥2 ≤ ∥f∥2∀ f ∈ L2(P ) and (WETK) follows
by approximation . 2
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§7 Proof of theorem D
We assume that T is invertible. By Corollary E, this involves no loss
in generality.
Proof of theorem D(i):
We’ll prove spectral weak mixing of T by showing that T × S is
weakly rationally ergodic along K for any ergodic, probability preserv-
ing transformation (Ω,A, P,S). To this end, let (Ω,A, P,S) be an
ergodic, probability preserving transformation. We claim first that
1
an(T )
n−1∑
k=0
m(A ∩ T −kB)P (C ∩ S−kD)
(R)
n∈KÐÐ→
n→∞
m(A)m(B)P (C)P (D) ∀ A, B ∈ RK(T ), C,D ∈ A.
Proof of (R):
Fix A, B ∈ RK(T )+ and set v = u(A,B). By proposition 0(iii), v is
smooth whence METK; and (R) follows from (WETK) for C, D ∈ A. 2
Let µ ∶=m × P, C ∶= B ⊗A and τ ∶= T × S.
We claim next that for F ∈ RK(T ), A ∈ B∩F, B ∈ A, C ∈ C∩(F ×Ω),
1
an
n−1∑
k=0
µ(C ∩ τ−k(A ×B)) Ð→
n→∞, n∈K
µ(C)µ(A ×B).(B)
Proof of (B):
By weak rational ergodicity along K the collection { 1
an
∑n−1k=0 1A ○T k ∶
n ∈ K} is uniformly integrable on F . It follows that the collection{ 1
an
∑n−1k=0 1A×B ○ τk ∶ n ∈ K} is uniformly integrable on F ×Ω.
Let Φ ∈ { 1
an
∑n−1k=0 1A×B ○ τk ∶ n ∈ K}′ be a weak limit, then by (R),
∫
C×D
Φdµ = µ(A ×B)µ(C ×D) ∀ C ∈ B ∩ F, D ∈ A.
It follows that Φ ≡ µ(A×B) whence 1
an
∑n−1k=0 1A×B○τk Ð→
n→∞, n∈K
µ(A×B)
weakly in L1(F ×Ω) and (B) follows. 2
Finally we complete the proof of theorem D(i) by showing that
F ×Ω ∈ RK(τ);
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namely, for F ∈ RK(T ), C,D ∈ C ∩ (F ×Ω),
1
an(F )
n−1∑
k=0
µ(C ∩ τ−kD) Ð→
n→∞, n∈K
µ(C)µ(D).(N)
Proof of (N):
Since D ⊂ F ×Ω, the collection { 1
an
∑n−1k=0 1D ○ τk ∶ n ∈ K} is uniformly
integrable on F ×Ω. Let Ψ ∈ { 1
an
∑n−1k=0 1D ○ τk ∶ n ∈ K}′ be a weak limit,
then by (B) for τ−1,
∫
A×B
Φdµ = µ(A ×B)µ(D) ∀ A ∈ B ∩ F, B ∈ A
whence 1
an
∑n−1k=0 1D ○ τk Ð→
n→∞, n∈K
µ(D) weakly in L1(F × Ω) and (N)
follows. 2
Remark. Spectral weak mixing alone does not imply subsequence
rational weak mixing. See [ALV] for squashable, spectrally weakly
mixing, transformations. These are not even subsequence weakly ra-
tionally ergodic. We do not know whether weak rational ergodicity
and spectral weak mixing together imply subsequence rational weak
mixing.
Proof of theorem D(ii):
Fix a countable, B-generating partition α ⊂ RK(T ). By standardness,
up to isomorphism, X = αZ and T ∶ X → X is the shift. The collection
Cα of (α,T )-cylinder sets forms a base of clopen sets for the T -invariant,
measurable, Polish topology on X .
Let (Ω,A, P,S) be a weakly mixing, probability preserving transfor-
mation. Fix a compact S-invariant, completely disconnected, measur-
able topology on Ω generating A.
We must show that the measure preserving transformation(Z,C, µ, τ) ∶= (X ×Ω,B ⊗A,m × P,T × S)
is rationally weakly mixing along K.
For this, it suffices to show that for F ∈ α, m(F ) > 0, F ×Ω satisfies
(☀K) with respect to τ .
By Lemma B, it suffices to establish
m(A ∩ T −nB)P (C ∩ S−nD)
un(F ) (u(F ),K)−dÐ→n→∞ m(A)m(B)P (C)P (D)(K)
∀ A, B ∈ B ∩F, C,D ∈ A.
Proof of (K):
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By proposition 0(iii), u(F ) is K-smooth, whence METK and by lemma
6.1
P (C ∩ S−nD) (u(F ),K)−dÐ→
n→∞
P (C)P (D) ∀ C,D ∈ A.
Thus, since F satisfies (☀K), for A, B ∈ B ∩ F
m(A ∩ T −nB)
un(F ) (u(F ),K)−dÐ→n→∞ m(A)m(B).
These two (u(F ),K)-density convergences imply (K), and (via lemma
B) theorem D(ii). 2
§8 Markov shift examples
Let S be a countable set (the state space) and let P ∶ S×S → [0,1] be
a stochastic matrix (the transition matrix) on S (∑t∈S ps,t = 1 ∀s ∈ S)
with an invariant distribution π ∶ S → R+ (∑u∈Sπupu,t = πt).
The stationary, two-sided Markov shift of (P,π) is the quadruple(SZ,B,m,T ),
where T ∶ SZ → SZ is the shift,
B ∶= σ({cylinders}),
a cylinder being a set of form
[s1, . . . , sn]k ∶= {x = (. . . , x−1, x0, x1, . . . ) ∈ SZ ∶ xj+k = sj ∀ 1 ≤ j ≤ n}(s1, . . . , sn ∈ Sn, k ∈ Z, n ∈ N); and the measure m is defined by
m([s1, . . . , sn]k) = πs1ps1,s2⋯psn−1,sn ∀s1, . . . , sn ∈ Sn, n ∈ N.
The stationary Markov shift (SZ,B,m,T ), is a measure preserving
transformation.
As shown in [HR], T is
● conservative iff P is recurrent (∑∞n=0 p(n)s,s =∞ ∀ s ∈ S)
and in this case, T is
● ergodic iff P is irreducible (∀s, t ∈ S, ∃n ∈ N ∋ p(n)s,t > 0).
The (stationary) one-sided, Markov shift is (SN,B+,m+, τ), where
τ ∶ SN → SN is the shift,
B+ ∶= σ({one-sided cylinders}),
a one-sided cylinder being a set of form[s1, . . . , sn] ∶= {x = (x1, x2, . . . ) ∈ SN ∶ xj = sj ∀ 1 ≤ j ≤ n}
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(s1, . . . , sn ∈ Sn, k ∈ Z, n ∈ N); and the measure m+ is defined by
m+([s1, . . . , sn]) = πs1ps1,s2⋯psn−1,sn ∀s1, . . . , sn ∈ Sn, n ∈ N.
As shown in [BF], if the stochastic matrix P is irreducible, recurrent
and aperiodic (gcd {n ≥ 1 ∶ p(n)s,s, > 0} = 1 for some and hence all s ∈ S),
then T is a conservative K-automorphism (natural extension of an exact
endomorphism), whence (see [ALW]) spectrally weakly mixing.
As shown in [A1], a conservative, ergodic Markov shift (SN,B,m,T )
is rationally ergodic with RK(T ) ⊃ HR(Cα) where α ∶= {[s]0 ∶ s ∈ S};
with an(T ) = an(P ) ∼ 1πs ∑n−1k=0 p(k)s,s (∀ s ∈ S).
Theorem 8.1
Let K ⊂ N be a subsequence. The Markov shift (SZ,B,m,T ) of the
irreducible, recurrent, aperiodic transition matrix P on state space S
is rationally weakly mixing along K iff ∃ s ∈ S with u([s]0) K-smooth.
Proof By proposition 0(iii), if T is rationally weakly mixing along K,
then u([s]0) is K-smooth ∀ s ∈ S.
To prove the other implication, we’ll need the following lemma:
Lemma 8.2
Let S be a countable set and let P ∶ S × S → [0,1] be an irreducible,
recurrent, aperiodic stochastic matrix with the property that for some
s ∈ S, u = u([s]0) is K-smooth, then
p
(n+ℓ)
r,t
un
(u,K)−s.C.Ð→
n→∞
πt ∀ r, t ∈ S, ℓ ∈ Z.(¥)
Lemma 8.2 is a (u,K)-density version of lemma 1 in [O].
Proof of lemma 8.2:
Recall from [Ch] that the P -stationary distribution π ∶ S → R+ with
πs = 1 is given by
πt =
∞∑
n=1
sp
(n)
s,t
where
sp
(1)
s,t ∶= ps,t, & sp(n+1)s,t ∶= ∑
r∈S∖{s}
sp
(n)
s,r pr,t.
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As shown in [Ch], ∀ r, t ∈ S,
1
au(n)
n−1∑
k=0
p
(k)
r,t Ð→n→∞ πt.
In view of this, to show (¥), it suffices by proposition 3.3(i) to show
that ∀ r, t ∈ S, ℓ ∈ Z ∃ Kr,t,ℓ ⊂ N, (u,K)-small such that
lim
n→∞, n∉Kr,t,ℓ
p
(n+ℓ)
r,t
un
≥ πt.(G)
Let K0 ⊂ N be (u,K)-small such that un+kun Ð→n→∞, n∉K0 1 ∀ k ∈ Z.
To see (G) for r = s & t ∈ S, ℓ ∈ Z,
p
(n+ℓ)
s,t =
n+ℓ−1∑
k=0
un+ℓ−k sp
(k)
s,t ≥
N−1∑
k=0
un+ℓ−k sp
(k)
s,t ∀ n + ℓ > N ≥ 1.
Thus
p
(n+ℓ)
s,t
un
≥
N−1∑
k=0
sp
(k)
s,t
un+ℓ−k
un
Ð→
n→∞, n∉K0
N−1∑
k=0
sp
(k)
s,t
and (G) holds with Ks,t = K0. As mentioned above we now have (¥)
with r = s.
To see (G) for general r, t ∈ S, fix first Kt (u,K)-small such that
p
(n+k)
s,t
un
Ð→
n→∞, n∉Kt
πt ∀ k ∈ Z.
Next,
p
(n+ℓ)
r,t =
n−1∑
k=0
sp
(k)
r,s p
(n+ℓ−k)
s,t ≥
N−1∑
k=0
sp
(k)
r,s p
(n+ℓ−k)
s,t ∀ n + ℓ > N ≥ 1,
and
p
(n+ℓ)
r,t
un
≥
N−1∑
k=0
sp
(k)
r,s
p
(n+ℓ−k)
s,t
un
Ð→
n→∞, n∉Kt
N−1∑
k=0
sp
(k)
r,s ⋅ πt Ð→
N→∞
πt
(∵ ∑∞k=0 sp(k)r,s = 1) and (G) holds with Kr,t =Kt. 2 (¥).
Proof of theorem 8.1:
Suppose that A = [a1, . . . , aI]k & B = [b1, . . . , bJ ]ℓ ∈ Cα, then for n ∈ Z,
A ∩ T −nB = {x ∈ SZ ∶ xk+i = ai ∀ 1 ≤ i ≤ I & xn+ℓ+j = bj ∀ 1 ≤ j ≤ J}
and for n > k + I − ℓ,
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m(A ∩ T −nB) = πa1pa1,a2 . . . paI−1,aIp(n+ℓ−I)aI ,b1 pb1,b2 . . . pbJ−1,bJ
=m(A)m(B) ⋅ p(n+ℓ−I)aI ,b1
πb1
whence
m(A ∩ T −nB)
un
= m(A)m(B)
πb1
⋅
p
(n+ℓ−I)
aI ,b1
un
(u,K)−d.Ð→
n→∞
m(A)m(B).
Rational weak mixing follows from lemma C. 2
Smoothness of renewal sequences.
Remark 8.1.
If u is a recurrent, aperiodic renewal sequence, whose associated life-
time distribution f ∈ P(N) has tails f([n,∞)) which are (−γ)-regularly
varying with γ ∈ (0,1], then
nun
an
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
Ð→
n→∞
1 γ = 1 by [E];
Ð→
n→∞
γ 1
2
< γ < 1 by [GL];
densityÐ→
n→∞
γ γ ≤ 1
2
by [GL].
By proposition 3.1, the convergence in the third case (which follows
from Lemma 9.2 below) is also in u-density. In all cases, u is smooth
and any corresponding Markov chain is rationally weakly mixing by
theorem 8.1.
Proposition 8.3
Suppose that u = (u0, u1, . . . ) is an aperiodic, recurrent, renewal se-
quence with lifetime distribution f ∈ P(N). Let L(n) ∶=∑nk=1 f([k,∞))
and V (t) ∶=∑1≤n≤t n2fn.
(i) If for some N ≥ 1, ∑∞n=N 1V (n)2 <∞, then ∑∞n=1(un − un+1)2 <∞.
(ii) If, in addition, L(n)√
n
Ð→
n→∞
0, then u is smooth.
Proof of (i): By Parseval’s formula, and the renewal equation,
∫
π
−π
∣θ∣2dθ∣1 − f(θ)∣2 <∞ ⇐⇒ ∞∑n=1(un − un+1)2 <∞
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where f(θ) ∶= ∑∞n=1 fneinθ. By aperiodicity, supǫ≤∣θ∣≤π ∣f(θ)∣ < 1 ∀ ǫ > 0
whence (using symmetry)
∫
π
−π
∣θ∣2dθ∣1 − f(θ)∣2 <∞ ⇐⇒ ∫ ǫ0 θ2dθ∣1 − f(θ)∣2 <∞ for some ǫ > 0.
Next,
∣1 − f(θ)∣ ≥ Re (1 − f(θ)) = 2 ∞∑
n=1
fn sin
2(nθ
2
)
≥ 2 ∑
1≤n≤π
θ
fn sin
2(nθ
2
) ≥ 2θ2
π2
∑
1≤n≤π
θ
n2fn =∶ Cθ2V (π
θ
).
For large N, V (N) > 0 and
∫
π
N
0
θ2dθ∣1 − f(θ)∣2 ≤ ∞∑n=N ∫
π
n
π
n+1
dθ(CθV (π
θ
))2 ≤ C ′ ∞∑n=N 1V (n)2 . 2(i)
Proof of (ii):
It follows from the renewal equation (see lemma 3.8.5 of [A]) that
au(n) ≍ nL(n) whence√
n
au(n) ≍√n ⋅ L(n)n = L(n)√n Ð→n→∞ 0
whence, by (i)
1
au(n)
n
∑
k=1
∣uk − uk+1∣ ≤ √n
au(n)
√
∑
n≥1
∣un − un+1∣2 Ð→
n→∞
0. 2(ii)
For example, let f ∈ P(N) be the winnings distribution in the St
Petersburg game:
fk = { 12n+1 k = 2n (n ≥ 0),
0 else.
The associated aperiodic, recurrent renewal sequence is smooth by
proposition 8.3 (remark 8.1 above does not apply).
The following is “extends” Dyson’s example (on p. 55 of [Ch]) of an
aperiodic renewal sequence without the strong ratio limit property:
Proposition 8.4
There is a subsequence smooth, recurrent, renewal sequence which
does not have the strong ratio limit property.
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Proof We consider P ∶= {f ∈ P(N) ∶ f1 > 0} metrized by
d(f, g) ∶= ∣ 1
f1
− 1
g1
∣ +∑
n≥1
∣fn − gn∣.
This space is Polish (complete and separable).
For f ∈ P, let u(f) be the associated (aperiodic, recurrent) renewal
sequence. Let
PSRLP ∶= {f ∈ P ∶ u(f) has the strong ratio limit property}
and
Pss ∶= {f ∈ P ∶ ∃ K ⊂ N, u(f) is K-smooth}.
We show that
Pss ∖ PSRLP is residual in P(M)
(and therefore not empty).
By Baire’s theorem, it suffices to show residuality of Pss and P∖PSRLP.
Proof that Pss is residual For each n ≥ 1, the function f ↦ u
(f)
n
is continuous (P → R), being a polynomial function of (f1, f2, . . . , fn).
Thus
Pss =
∞
⋂
k=1
∞
⋃
N=k
{f ∈ P ∶ N∑
j=1
∣u(f)j − u(f)j+1∣ < 1k N∑j=1u(f)j }
is a Gδ set. By the renewal theorem Pss ⊃ P+ ∶= {f ∈ P ∶ ∑n≥1 nfn <∞}
which is dense in P. 2
Proof that P ∖ PSRLP is residual For each k ∈ N,
Πk ∶= {f ∈ P ∶ ∃ N > k such that u(f)N−1 < u(f)Nk }
is open.
Since P∖PSRLP ⊇ ⋂k≥1Πk, it suffices to prove that each Πk is dense. To
this end, fix k ≥ 1, f ∈ P & ǫ > 0. We’ll show that ∃ g ∈ Πk, d(f, g) < 2ǫ.
To this end note first that ∃ h ∈ P so that d(f,h) < ǫ and so that the
set {n ∈ N ∶ hn > 0} is infinite. Using this, find ℓ > k so that
0 < 1 −H ∶=
∞∑
j=ℓ+1
hj < ǫ.
For L > ℓ define g(L) ∈ P by
g
(L)
n ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
hn n ≤ ℓ;∑∞j=ℓ+1 hj n = L;
0 else.
We claim that ∀ L large, u
(g(L))
L−1 < 1−Hk ≤ u
(g(L))
L
k
, whence g(L) ∈ Πk.
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To see this define the defective renewal sequence v by
v0 = 1, vn ∶=
n∧ℓ∑
k=1
hkvn−k,
then u
(g(L))
j = vj ∀ 1 ≤ j < L.
Let Vr ∶=maxν≥rℓ+1 vν . For j ≥ 1,
vrℓ+j =
ℓ∑
i=1
hivrℓ+j−i =
ℓ∑
i=1
hiv(r−1)ℓ+j+ℓ−i ≤ HVr−1
whence Vr ≤HVr−1 and vrℓ ≤ Hr−1vℓ. Now fix L > ℓ so that vL−1 <
1−H
k
.
It follows as above that g(L) ∈ Πk & d(f, g(L)) < 2ǫ. 2
§9 Examples with Local limit sets
In this section, we prove a generalization of part of theorem 1.1 in
[GL] thereby establishing sufficient conditions for rational weak mixing.
It is necessary to deal with essentially non-invertible transformations.
By corollary E, rational weak mixing passes to the natural extensions
of these non-invertible transformations.
Suppose that (X,B,m,T ) is a pointwise dual ergodic, measure pre-
serving transformation (as in [A]) with γ-regularly varying return se-
quence a(n) = an(T ) (0 < γ < 1). As shown in [A] (chapter 3), T is
rationally ergodic, and T is not invertible.
By the Darling Kac theorem ([DK], see also chapter 3 in [A])
1
a(n)Sn(f) dÐ→ Xγm(f) ∀ f ∈ L1+
on (X,B,m) where Xγ is the Mittag-Leffler distribution of order γ
normalized so that E(Xγ) = 1, m(f) ∶= ∫X fdm and dÐ→ on (X,B,m)
denotes convergence in distribution with respect to all m-absolutely
continuous probabilities.
Let Ω ∈ B, m(Ω) = 1 (the normalization m(Ω) = 1 is not necessary,
but convenient).
The return time function to Ω is ϕ = ϕΩ ∶ Ω → N defined by ϕ(ω) ∶=
min{n ≥ 1 ∶ T nω ∈ Ω} < ∞ a.s. by conservativity. The induced trans-
formation on Ω is TΩ ∶ Ω → Ω defined by TΩ(ω) ∶= T ϕ(ω)(ω). As is
well known, TΩ is an ergodic, probability preserving transformation of(Ω,B(Ω),mΩ).
The return time process on Ω satisfies the stable limit theorem.
Indeed, by proposition 1 in [A2],
1
B(n)ϕn
dÐ→ Zγ
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on (Ω,B(Ω),mΩ) where B(n) ∶= a−1(n), Zγ = Y − 1γγ is the stable random
variable of order γ and ϕn ∶=∑n−1k=0 ϕ ○ T kΩ.
The above is true for any Ω ∈ B, m(Ω) = 1. By “choosing” Ω care-
fully, it may be possible to obtain stronger properties.
Accordingly, in the above situation, we call Ω ∈ R(T ), m(Ω) = 1
a local limit set (LLT) if ∃ a countable, partition β ⊂ B(Ω) generating
B(Ω) under TΩ such that ϕ−1Ω {n} ∈ σ(β) ∀ n ≥ 1 and such that ∀ A,B ∈
Cβ(TΩ),
B(n)m(A ∩ T −n
Ω
B ∩ [ϕn = kn])ÐÐÐÐÐÐÐ→
n→∞, kn
B(n)
→x
fZγ(x)m(A)m(B).(R)
uniformly in x ∈ [c, d] whenever 0 < c < d < ∞), where f = fZγ is the
probability density function of Zγ.
To be a LLT set, essentially, the return time stochastic process to Ω
needs to satisfy the conditional, γ-stable, local limit theorem.
Examples 9.1.
If (X,B,m,T ) is the tower over the a Gibbs Markov fibred system (as
in [AD]), or an AFU fibred system (as in [ADSZ]) (Ω,A, P,S,α) with
α-measurable height function ϕ satisfying E(ϕ∧t) regularly varying at
infinity with index in (0,1), then (X,B,m,T ) is pointwise dual ergodic,
Ω ∈ R(T ) with an(T ) = an(Ω) ∝ nE(ϕ∧n) and the return time stochastic
process to Ω satisfies the conditional, γ-stable, local limit theorem. See
[AD] and [ADSZ] respectively. Thus, Ω is a LLT set.
Theorem 9.1
Suppose that (X,B,m,T ) is pointwise dual ergodic with a(n) = an(T )
γ-regularly varying (γ ∈ (0,1)) and which has a LLT set, then (X,B,m,T )
is rationally weakly mixing.
Proof
Let Ω ∈ R(T ) be a LLT set with accompanying TΩ-generating parti-
tion β. By standardness, up to isomorphism, Ω = αN, TΩ ∶ Ω → Ω is the
shift and the collection Cβ(TΩ) of (β,TΩ)-cylinder sets forms a base of
clopen sets for the Polish topology on Ω. The proof is via lemma C,
whose use is enabled by the following lemma 9.2, which is a version of
the “local limit” proof of theorem 1.1 of [GL]. Analogous results are
established in [MT].
Lemma 9.2
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Suppose that (X,B,m,T ) is pointwise dual ergodic with return se-
quence a(n) = an(T ) which is γ-regularly varying (γ ∈ (0,1)) and which
has a LLT set Ω ∈ R(T ), m(Ω) = 1, then
lim
n→∞
m(A ∩ T −nB)
un
≥m(A)m(B) ∀ A, B ∈ Cβ(TΩ)(GL)
where un ∶= γa(n)n and β is the accompanying TΩ-generating partition.
Proof (as in [GL]):
Fix A,B ∈ Cβ(TΩ) and 0 < c < d < ∞. Writing xk,n ∶= nB(k) for
1 ≤ k ≤ n and using the LLT property of Ω, we have,
m(A ∩ T −nB) = n∑
k=1
m(A ∩ T −k
Ω
B ∩ [ϕk = n])
≥ ∑
1≤k≤n, xk,n∈[c,d]
m(A ∩ T −k
Ω
B ∩ [ϕk = xk,nB(k)])
∼ ∑
1≤k≤n, xk,n∈[c,d]
f(xk,n)
B(k) m(A)m(B)
as n →∞ since Ω is a LLT set. We are going to show that the last sum
is in fact a Riemann sum.
Now,
xk,n − xk+1,n = n
B(k) − nB(k + 1) ∼ nγkB(k)
as k, n→∞, xk,n ∈ [c, d] since B = a−1 is 1γ -regularly varying.
Also
a(n) = a(xk,nB(k)) ∼ xγk,na(B(k)) ∼ xγk,nk
as k, n → ∞, xk,n ∈ [c, d] by the uniform convergence theorem for
regularly varying functions. so
1
B(k) ∼ γkn ⋅ (xk,n − xk+1,n) ∼ γa(n)n ⋅ xk,n − xk+1,nxγk,n
whence, as n→∞,
∑
1≤k≤n, xk,n∈[c,d]
f(xk,n)
B(k) ∼ γa(n)n ∑
1≤k≤n, xk,n∈(c,d)
(xk,n − xk+1,n)
x
γ
k,n
f(xk,n)
∼ γa(n)
n
∫[c,d]
f(x)dx
xγ
= γa(n)
n
E(1[c,d](Zγ)Z−γγ ).
Now
E(1[c,d](Zγ)Z−γγ ) = E(1[c,d](X−1/γγ )Xγ) Ð→
c→0+, d→∞
E(Xγ) = 1,
∴ m(A ∩ T −nB) ≳ γa(n)
n
m(A)m(B). 2
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Theorem 9.1 now follows from lemma C. 2
Remark 9.1.
In some cases, lim in lemma 9.2 is actually lim and the transforma-
tion has Krickeberg’s mixing property. This occurs in:
(i) the Markov case when γ ∈ (1
2
,1] (in remark 8.1), see [GL] for γ ∈(1
2
,1) and [E] for γ = 1 (see also [Fre]);
(ii) examples 9.1 when γ ∈ (1
2
,1) and sometimes when γ = 1 (in theorem
9.1), see [MT].
§10 Proof of theorem F
Proof of (i) Recall from [A2] that for T ∈ MPT, dk > 0 & Y a random
variable on [0,∞], S(T)nk
dk
dÐ→ Y if
g(S(T)nk (f)
dk
) Ð→
k→∞
E(g(Y ∫
X
fdm)) weak-* in L∞ ∀ g ∈ C([0,∞]).
The sequence {mj} is called a loose sequence for T if
nk =mjk →∞, dk > 0, S
(T )
nk
dk
dÐ→ Y Ô⇒ Prob([Y ∈ (0,∞)]) = 0.
As shown in the proof of theorem 2 in [A2], the collection{T ∈ MPT ∶ T has a loose sequence}
is residual in MPT. No weakly rationally ergodic transformation has a
loose sequence and so the collection of these is meagre in MPT. Thus
RWM is contained in a meagre collection. 2
We commence the proof of (ii) by showing:
Subsequence, rational, weak mixing is residual
We’ll use the
Conjugacy Lemma (see e.g. [A], [Kri2], [S])
For aperiodic T ∈ MPT,{ψ−1 ○ T ○ψ ∶ ψ ∈ MPT}
is dense in MPT.
By the isomorphism theorem, we may assume WLOG that (X,B,m)
is as in Hopf’s example:
X = R+ × [0,1], B = B(R+ × [0,1]) & m = Leb..
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A dyadic square in X is a square S = I ×J with I, J dyadic intervals in
R (i.e. ∂I, ∂J ∈ Q2) of the same length. A dyadic set in X is a finite
union of dyadic squares. Let D ∶= {dyadic sets in X}.
We’ll need the (standard) result that for N ≥ 2 there is a measure
space isomorphism ΦN ∶ XN →X so that
Φ−1N (D) = {finite unions of sets in D ⊗ ⋅ ⋅ ⋅ ⊗ D´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
N−times
}.
Permutations.
An automorphism T ∈ MPT(X,B,m) is called a permutation if there
exist finitely many disjoint dyadic squares E1, . . . ,EN and a permuta-
tion σ ∶ {1, . . . ,N}→ {1, . . . ,N} so that
● T maps each Ei onto Eσ(i);
● T (x) = x ∀ x ∉ ⋃Ni=1Ei.
The proof of Satz 2 in [Kri2] applies to show that the collection
Π ∶= {permutations in MPT} is dense in MPT. This immediately im-
plies the
Permutation Conjugacy Lemma
For aperiodic T ∈ MPT,{ψ−1 ○ T ○ ψ ∶ ψ ∈ Π}
is dense in MPT.
Note that ψRb = Rb (the collection of bounded measurable sets) for
ψ ∈ Π, but not for arbitrary ψ ∈ MPT.
Markov shifts in MPT(X).
We show that any conservative, ergodic, stationary Markov shift
with infinite stationary distribution is isomorphic to a piecewise affine
transformation T ∈ MPT(X) with a Markov partition whose cylinder
sets are bounded rectangles in X .
We consider (WLOG) only Markov chains with state space N.
Let P ∶ N×N→ [0,1] be a stochastic matrix with infinite stationary
distribution π ∶ N→ R+.
We show first that the one-sided shift of (P,π) is isomorphic to a
measure preserving, piecewise affine map τ(P,π) ∶ R+ → R+. To this end,
let
● α = {ak ∶ k ∈ N} be a partition mod 0 of R+ into open intervals so
that λ(as) = πs ∀ s ∈ N where λ denotes Lebesgue measure on R+; and
● for each s ∈ N let {as,t ∶ t ∈ N, ps,t > 0} be a partition mod 0 of as
into open intervals so that λ(as,t) = πsps,t ∀ t ∈ N.
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Now define τ ∶ R+ → R+ by
τ(x) ∶= πt
πsps,t
⋅ x + γs,t x ∈ as,t (s, t ∈ N, ps,t > 0)
where γs,t is chosen so that τas,t = at.
It is standard to show that τ(P,π) preserves λ and is isomorphic to
the one-sided shift of (P,π).
To obtain the two-sided shift of (P,π), we represent the natural
extension of τ on R+ × [0,1].
For s ∈ N, define vas ∶ τas → as by
vas(y) ∶= πsps,tπt ⋅ (y − γs,t) y ∈ at ⊆ τ(as).
Note that v′as =∑t∈N, ps,t>0 πsps,tπt 1at .
Define for x ∈ R+
q0(x) ∶= 0, qk(x) ∶= ∑
1≤j≤k
1τaj(x)v′aj(x) (k ≥ 1)
and let Fx,ak ∶ [0,1]→ [qk−1(x), qk(x)] be the increasing affine map
Fx,ak(y) ∶= 1τak(x)v′ak(x)y + qk−1(x).
Now define T = T(P,π) ∶ R+ × [0,1]→ R+ × [0,1] by
T (x, y) ∶= (τ(x), Fτx,α(x)(y)) where x ∈ α(x) ∈ α.
It is standard to show that T(P,π) ∈ MPT (X) is a natural extension of
τ , whence isomorphic to the two-sided shift of (P,π). The partition
β ∶= α×[0,1] is a Markov partition whose cylinder sets are finite unions
of bounded rectangles whence HR(Cβ) = Rb.
Let P ∶ S × S → [0,1] be a stochastic matrix on the state space S
with invariant distribution π ∶ S → R+. and let T(P,π) be a Markov shift
in MPT isomorphic to the stationary Markov shift of (P,π). Fix s ∈ S
and let u = u([s]0), a(n) ∶=∑n−1k=0 uk.
Assume that u is smooth, then T = T(P,π) is rationally weakly mixing
with R(T ) ⊃ HR(Cβ) =Rb, whence
1
a(n) n−1∑k=0 ∣m(D ∩ T −nD′) − unm(D)m(D′)∣ Ð→n→∞ 0 ∀ D, D′ ∈ D;(✠)
which implies
1
a(n) ∫D S(T )n (1D)dm Ð→n→∞m(D)2 ∀ D ∈ D.
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We claim that also
lim
n→∞
1
a(n)2 ∫D S(T )n (1D)2dm ≤ 2m(D)3 ∀ D ∈ D.(ý)
Proof of (ý) Let β = α × [0,1], the Markov partition of T . We
first show (ý) for A ∈ Uβ. Let τ = τ(P,π) ∶ R+ → R+ be as above
(isomorphic to the one-sided Markov shift of (P,π)). It is pointwise
dual ergodic in the sense that
1
a(n) n−1∑k=0 τ̂k1A Ð→n→∞ λ(A) ∀ A ∈ F (a)
where τ̂ ∶ L1(λ)→ L1(λ) is the transfer operator defined by
∫
R+
τ̂ f ⋅ gdλ = ∫
R+
f ⋅ g ○ τdλ
(see §3.7 in [A]).
Now supR+ ∑n−1k=0 τ̂k1A = supA∑n−1k=0 τ̂k1A. For A ∈ Cα, the convergence
(a) is uniform on A, whence
1
a(n) supR+
n−1∑
k=0
τ̂k1A = 1
a(n) supA
n−1∑
k=0
τ̂k1A Ð→
n→∞
m(A) ∀ A ∈ Cα. (b)
From (b) we see that
lim
n→∞
1
a(n) supR+
n−1∑
k=0
τ̂k1A ≤ m(A) ∀ A ∈ Cα. (b′)
The statement (b′) holds
∀ A ∈ Uα ∶= { N⋃
k=1
Ck ∶ N ≥ 1, C1, . . . ,CN ∈ Cα}
and it follows that forA ∈ Uα, and n large so that∑n−1k=0 τ̂k1A ≤ 2m(A)a(n),
∫
A
Sn(1A)2dλ ≤ 2 ∑
0≤i≤j≤n−1
λ(A ∩ τ−iA ∩ τ−jA)(c)
= 2∫
A
∑
0≤i≤n−1
τ̂ i1ASn−i(1A) ○ τ idλ
≤ ∫
A
Sn(1A) n−1∑
k=0
τ̂k1Adλ
≤ 4m(A)a(n)∫
A
Sn(1A)dλ
≤ 8m(A)3a(n)2.
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If ψ ∶ X = R+ × [0,1]→ R+ is the projection ψ(x, y) = x, then
Uβ = ⋃
n≥1
T nψ−1Uα
and (ý) follows for A ∈ Uβ. Dyadic sets can be monotonically
approximated by sets in Uβ and (ý) follows. 2
Now enumerate D ∶= {Di ∶ i ∈ N} and define
G ∶= ⋂
k≥1
⋃
N≥k
⋂
1≤i,j≤k
U(N,k, i, j)
where
U(N,k,i, j) ∶=
{T ∈ MPT ∶ N−1∑
ν=0
∣m(Di ∩ T −νDj) −m(Di)m(Dj)uν ∣ < a(N)
k
;
& ∫
Di
SN(1Di)2dm < 8m(Di)3a(N)2}.
Evidently each U(N,k, i, j) is open in MPT, whence the set G is a Gδ
set. We’ll complete the proof of residuality of SRWM by showing that
● G is dense in MPT and
● each T ∈ G is subsequence rationally weakly mixing.
Proof of density of G
By (✠) and (ý) (as on page 35), T(P,π) ∈ G. Since ψRb = Rb ∀ ψ ∈
Π, {ψ−1 ○ T(P,π) ○ψ ∶ ψ ∈ Π} ⊂ G.
Since T(P,π) is ergodic, by the permutation conjugacy lemma,
G ⊃ {ψ−1 ○ T(P,π) ○ ψ ∶ ψ ∈ Π} = MPT. 2
Proof of subsequence rational weak mixing of elements of G
Let T ∈ G, then ∃ a subsequence K ⊂ N such that
1
a(N)
N−1
∑
ν=0
∣m(D ∩ T −νD′) −m(D)m(D′)uν ∣ Ð→
N→∞, N∈K
0 ∀ D,D′ ∈ D;
(a)
∫
D
SN(1D)2dm < 8m(D)3a(N)2 ∀ D ∈ D, N ∈ K.
(b)
It follows from (a) that
a
(T )
N (D)
a(N) Ð→N→∞, N∈K m(D)2 ∀ D ∈ D
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whence by (b), T is weakly rationally ergodic along K with return
sequence a(n) along K and D ⊂ RK(T ). This enables use of (a) and
lemma C to show that T is rationally weakly mixing along K. 2
Proof of (ii)
For κ = (κ1, . . . , κ∆) ∈ (Z ∖ {0})∆, define ψκ ∶ MPT (X)→ MPT (X) by
ψκ(T ) ∶= φ∆ ○ T (κ1,...,κ∆) ○ φ−1∆ ∈ MPT(X)
where as above, Φ∆ ∶ X∆ →X so that
Φ−1
∆
(D) = {finite unions of sets in D ⊗ ⋅ ⋅ ⋅ ⊗ D´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∆−times
}.
If ψκ(T ) ∈ G, then T (κ1,...,κ∆) ∈ SRWM. Thus it suffices to show that
Gpower ∶=
∞
⋂
∆=1
⋂
(κ1,...,κ∆)∈(Z∖{0})∆
ψ−1κ G
is residual.
It is not hard to see that:
● each ψκ ∶ MPT (X)→ MPT (X) is a continuous homomorphism, whence
Gpower is a Gδ set in MPT (X); and that
● ψκ(Π) = Π, whence ψ−1 ○ T ○ ψ ∈ Gpower ∀ T ∈ Gpower, ψ ∈ Π, because
for T ∈ Gpower & π ∈ Π, ψκ(π)D = D and
ψκ(π−1 ○ T ○ π) = ψκ(π)−1 ○ ψκ(T ) ○ ψκ(π) ∈ G.
To prove density of Gpower (and thus complete the proof of (ii)) it
suffices to exhibit T ∈ Gpower for then T is ergodic and
Gpower ⊃ {π−1 ○ T ○ π ∶ π ∈ Π} = MPT by the permutation conjugacy
lemma.
Renewal shifts. Let u be a recurrent, renewal sequence with lifetime
distribution f ∈ P(N). Define (as in [Ch]) a stochastic matrix P = Pu
on N by
P1,n ∶= fn & Pn+1,n = 1 ∀ n ∈ N.
This has stationary distribution π = πu defined by πn ∶= ∑∞k=n fk and
P
(n)
1,1 = un. The Markov shift of (P,π) is called the renewal shift of u.
Let Tu ∶= T(P,π) ∈ MPT.
If u is smooth, then Tu ∈ RWM.
Now suppose that ∆ ≥ 1, κ = (κ1, . . . , κ∆) ∈ (Z ∖ {0})∆, then as
evidently T −1u ≅ Tu,
T κ1u × . . . × T
κ∆
u ≅ T ∣κ1∣u × . . . × T ∣κ∆∣u
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and we may assume WLOG that κ ∈ N∆. Now T κ1u × . . . × T κ∆u is also
the Markov shift of an irreducible, aperiodic, stochastic matrix with
renewal sequence u(κ) defined by
u
(κ)
n ∶=
∆∏
j=1
uκjn.
If u is smooth and u(κ) is recurrent, then u(κ) is also smooth,
T κ1u × . . . × T
κ∆
u is rationally weakly mixing and ψκ(Tu) ∈ RWM.
Now let u be the sequence defined by
un ∶= 1
log(n + e) (n ≥ 0),
then u is a Kaluza sequence in the sense that u0 = 1 & un+1un ↑ 1 and
hence a smooth, recurrent renewal sequence.
As can be easily checked, so is u(κ) ∀ ∆ ≥ 1, κ = (κ1, . . . , κ∆) ∈ N∆.
It follows that Tu ∈ Gpower. 2
§11 Closing Remarks
All infinite, rationally weakly mixing examples in this paper are of
form T × S where T is an infinite K-automorphism and S is a weakly
mixing probability preserving transformation.
Their Koopman operators all have countable Lebesgue spectrum.
This is shown in [Par] for K-automorphisms and a simple argument
shows that multiplying by a weakly mixing probability preserving trans-
formation does not change this.
The transformation T ∈ MPT is called rigid if ∃ L ⊂ N so that
m(A∆T −nA) Ð→
n→∞, n∈L
0 ∀ A ∈ F .
The spectrum of a rigid transformation is Dirichlet, and hence singular.
As shown in [AS], the collection RIGID of rigid transformations in
MPT is residual.
By Theorem F, so is PSRWM∩RIGID and so there is a rigid, power, sub-
sequence, rationally weak mixing, measure preserving transformation
with singular spectrum.
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