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Abstract— Semantic segmentation is a crucial task for robot
navigation and safety. However, it requires huge amounts of
pixelwise annotations to yield accurate results. While recent
progress in computer vision algorithms has been heavily boosted
by large ground-level datasets, the labeling time has hampered
progress in low altitude UAV applications, mostly due to the
difficulty imposed by large object scales and pose variations.
Motivated by the lack of a large video aerial dataset, we
introduce a new one, with high resolution (4K) images and
manually-annotated dense labels every 50 frames. To help the
video labeling process, we make an important step towards
automatic annotation and propose SegProp, an iterative flow-
based method with geometric constrains to propagate the
semantic labels to frames that lack human annotations. This
results in a dataset with more than 50k annotated frames -
the largest of its kind, to the best of our knowledge. Our
experiments show that SegProp surpasses current state-of-
the-art label propagation methods by a significant margin.
Furthermore, when training a semantic segmentation deep
neural net using the automatically annotated frames, we obtain
a compelling overall performance boost at test time of 16.8%
mean F-measure over a baseline trained only with manually-
labeled frames. The dataset, the label propagation code and a
fast segmentation tool will be made publicly available.
I. INTRODUCTION
The ability to anticipate events in the near future is a criti-
cal attribute for real-time autonomous systems and should be
based on understanding the world scene at the semantic level.
Visual semantic segmentation, which addresses the problem
of localizing and identifying the different object categories in
a given scene, is a precursor to any kind of action involving
such objects, from localizing and moving towards them to
various, possibly complex, interactions. Even without the
help of depth or other information (such as optical flow),
people have very good accuracy in segmenting images into
visual categories. Such task remains a challenge for robots.
While ground vehicles are forced to move bidirectionally,
aerial robots are free to navigate in three dimensions. This
allows them to capture images of objects from a wide
range of scales and angles, with richer views than the ones
available in datasets collected on the ground. Unfortunately,
this unconstrained movement imposes significant challenges
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for accurate semantic segmentation, mostly due to the afore-
mentioned variation in object scale and viewpoint.
Classic semantic segmentation approaches focused on
ground indoor and outdoor scenes. More recent work tackled
imagery from the limited viewpoints of specialized scenes,
such as ground-views of urban environments (from vehicles)
and direct overhead views (from orbital satellites). Neverthe-
less, recent advances in aerial robotics allows us to capture
previously unexplored viewpoints and diverse environments
more easily. Given the current state of technology, in order
to evaluate the performance of autonomous systems, the hu-
man component is considered a reference. However, human
annotations are very expensive and especially in the context
of videos, which have a huge number of frames, the ability to
perform automatic annotation would be extremely valuable.
In this paper we introduce Ruralscapes, the largest high
resolution (4K) video dataset for aerial semantic segmenta-
tion, taken in flight over rural areas in Eastern Europe. Then
we start from a relatively small subset of humanly labeled
frames in a video and perform SegProp, our novel iterative
label propagation algorithm, to automatically annotate the
whole sequence. Given a start and an end frame of a video
sequence, SegProp finds pixelwise correspondences between
labeled and unlabeled frames, to assign a class for each pixel
in the video based on an iterative class voting procedure. In
this way we generate huge amounts of labeled data (over 50k
segmented frames) to use in training deep neural networks
and show that the automatically labeled training frames help
significantly in boosting the performance at test time.
Our pipeline can be divided into three steps. The first and
most important is the data labeling step. We leverage the
advantages of high quality 4K aerial videos, such as small
frame-to-frame changes (50 frames per second) and manually
annotate a relatively small fraction of frames, sampled at 1
frame per second. Then, we automatically generate a label
for each intermediate frame between two labeled ones, using
the SegProp algorithm (Sec. III). As final step, we mix the
manually and automatically annotated frames and use them
for training.
Datasets for semantic segmentation in video. Since most
work is focused on ground navigation, the largest datasets
with real-world scenarios are ground-based. Earlier image-
based segmentation datasets, such as Microsoft’s COCO [1],
contained rough labels, but the large number of images
(123k) and classes (80), made it a very popular choice.
Cityscapes [2] was among the first large-scale dataset for
ground-level semantic and instance segmentation. Year after
year, the datasets increased in volume and task complexity,
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Fig. 1. Sample label image overlaid on top of its corresponding RGB
image with detail magnification. Small classes such as haystack and car
are difficult to segment accurately, but overall the labeled frames contain
a very good level of detail. The dataset offers a large variation in object
scale: classes generally easy to segment up close such as buildings turn into
difficult classes far away from the camera.
culminating with Apolloscape [3], which is, to the best of our
knowledge, the largest real ground-level dataset. Compared
to its predecessors, it also includes longer video shots, not
just snippets. It comprises of 74,555 annotated video frames.
To help reduce the labeling effort, a depth and flow-based
annotation tool is used. Aeroscapes [4] is a UAV dataset
that contains real-world videos and semantic annotations for
each frame and it is closer to what we aim to achieve.
Unfortunately, the size of the dataset is rather small, with
video snippets ranging from 2 to 125 frames. It includes
3,269 sparsely labeled frames. The most similar dataset to
ours is UAVid [5]. It has about 10 times less pixels and
despite being introduced a year ago, it is not yet public.
Since labeling real-world data (especially video) is diffi-
cult, a common practice is to use synthetic videos from a
simulated environment. Such examples are Playing Playing
for Benchmarks [6], for ground-level navigation and the
recently released Mid-air [7], for low-altitude navigation.
Mid-air has more than 420k training video frames. The
diversity of the flight scenarios and classes is reduced -
mostly mountain areas with roads - but the availability of
multiple seasons and weather conditions is a plus.
Label propagation methods. Recent methods for au-
tomatic label propagation need a single human annotated
frame. That is, given one frame, they extend the label to
nearby frames. The state-of-the-art results on Cityscapes
and KITTI of SDCNet [8] confirms the advantage of the
approach. Other authors try to use semi-supervised learning
to improve the intermediate labels [9].
The most similar method to our approach (propagate labels
between two frames) is [10], for ground navigation with low
resolution images (320x240). They employ an occlusion-
aware algorithm coupled with an uncertainty estimation
method, related to the label relaxation technique from [8].
Their code is not made public for direct comparison. Also
their approach is less useful in our case, where we have very
high resolution images at a high frame rate (50fps) and dense
optical flow can be accurately computed.
In this paper we make the following main contributions:
• We introduce Ruralscapes the largest high resolution
Fig. 2. Class pixels’ distribution. Being a rural landscape, the dominant
classes are buildings, land and forest (73.01% combined). Due to the flight
altitude, smaller classes such as haystack, car and person hold a very small
percentage. Nevertheless, this distribution helps common UAV tasks such
as mapping, navigation with obstacle avoidance and safe landing or more
complex applications such as package delivery.
(4K) video dataset for aerial semantic segmentation
composed of 50,835 fully annotated frames with 12
semantic classes.
• We propose an iterative, optical flow based label prop-
agation method, termed SegProp, with geometric con-
straints, that outperforms similar state-of-the-art algo-
rithms.
• We show that our method can easily integrate other
similar label propagation methods in order to further
improve the segmentation results.
II. RURALSCAPES: A DATASET FOR RURAL UAV SCENE
UNDERSTANDING WITH LARGE ALTITUDE CHANGES
A. Manual annotation tool
We designed a user-friendly tool that facilitates drawing
the contour of objects (in the form of polygons). For each
selected polygon we can assign one of the 12 available
classes. The class set includes background objects such as
forest, land, hill, sky, residential, road or river, and also, some
foreground, countable objects, like person, church, haystack,
fence and car.
We developed this tool mostly to speed up segmenta-
tion. Our software is suited for high resolution images.
Furthermore, it offers support for hybrid contour/point seg-
mentation - the user can alternate between point-based and
contour-based segmentation during a single polygon. The
most time-saving feature, assuming the image needs to be
fully segmented (e.g., no ’other’ class), is a ’send to back’
functionality to copy the border from the already segmented
class to the new one being drawn. Finally, it includes intuitive
polygon editing capabilities (overlapping polygons are easy
to select and modify). None of the existing tested solutions
provided all of the above functionality [11], [12], [13],
[14]. The software is portable (Python) and will be released
alongside the dataset.
B. Dataset details
We have collected 20 high quality 4K videos portraying
rural areas. Ruralscapes comprises of various landscapes,
different flying scenarios at multiple altitudes and objects
across a wide span of scales. The video sequence length
Fig. 3. Overview of the proposed method for automatic propagation
of semantic labels in the context of aerial semantic segmentation. A. The
UAV videos are sampled at one frame per second and the resulting frames
are manually labeled. B. The labels were propagated to the remaining
frames using our SegProp algorithm, based on class voting at the pixel
level according to (1) forward and backward flow from the current frame to
a manually annotated frame (2) region-based homography maps computed
between current and manually labeled frames and (3) iterations of 1 and 2
among neighboring frames. C. All frames were used to train a UNet-like
CNN with dilated convolutions [15].
varies from 11 seconds up to 2 minutes and 45 seconds.
The dataset consists of 17 minutes of drone flight, resulting
in 50,835 fully annotated frames with 12 classes. Of those,
1,047 were manually annotated. To the best of our knowl-
edge, it is the largest dataset for semantic segmentation from
real UAV videos.
Labels have a good level of detail. However, due to the
small spatial resolution of the far away or small classes,
accurate segmentation is difficult, as seen in the sample label
from Figure 1. Some classes, such as haystack, are very
small by the nature of the dataset, others such as person, also
feature close-ups. Based on the feedback received from the
21 people that segmented the dataset, it took them on average
45 minutes to label a single frame. This translates into 846
human hours needed to segment the manually labeled 1047
frames.
The distribution of classes in terms of occupied area is
shown in Figure 2. Background classes such as forest, land
and residential are dominant, while smaller ones such as
person and haystack are at the opposite spectrum. Based on
the feedback received from the people that helped with the
labeling, small objects were the most difficult to segment.
III. AUTOMATIC LABEL PROPAGATION
A. SegProp: Automatic Label Propagation Algorithm
We propose a flow-based label propagation method, sum-
marized in Algorithm 1 and discussed at a theoretical level
in Sec. III-B. Let Pk be an intermediate video frame between
two manually-labeled frames Pi and Pj . We extract optical
flow both forward and backward (Fi→j and Fj→i) using
PWCFlow [16] from RGB images. We then use the pixel
motion trajectories from optical flow in order to map pixels
from the annotated frames Pi and Pj to Pk and vice-versa.
This results in 4 correspondence maps, two from Pk to its
Fig. 4. Label propagation results: RGB frame with manual white label
overlaid, flow-based voting only, homography-based voting only, and full
flow and homography combined voting propagation. While the homography
based voting produces ”cleaner” semantic regions, an agreement between
optical flow and homography is desirable.
manually labeled frames (Pk→i,Pk→j) and two from the
labeled frames to Pk (Pi→k, Pj→k), which can be used to
place class votes from the manually labeled frames to the
current unlabeled one.
Unfortunately, even state-of-the-art optical flow is prone to
noise. In order to obtain a more robust voting, we incorporate
geometric constrains - two additional votes are computed
from regions transformed using homography estimation be-
tween regions in the the left and right labeled frames.
The homography based voting is particularly useful in edge
preservation where the CNN-based optical flow generally
lacks precision (Fig. 4). The labels in the ground truth seg-
mentations are first grouped into connected regions for each
class. Then, a homography is computed using RANSAC for
each connected component region from one bounding frame
to the other one and viceversa (Pi→j and Pj→i). Labels
are projected from the source frame to the destination and
viceversa, while sending labeling votes to all intermediate
frames in the process. In order for the transformation to yield
accurate results, the region should ”behave” like a planar one,
which is especially true for distant regions. We empirically
find this approximation to yield more accurate votes than
optical flow. Finally, the most voted class becomes the label
of each pixel in Pk.
Even with the six votes, a certain degree of noise is still
present. In order to further improve the labels, we propose
the final iterative propagation method, SegProp, summarized
in Algorithm 2. The main idea is that after the initial voting,
to establish a more coherent agreement among neighboring
frames by iteratively propagating class votes between each
other using the same propagation procedure (see Algorithm
1) This approach results in better local consensus, generally
translated in smoother and more accurate labels.
B. Mathematical interpretation of our algorithm
SegProp can be expressed mathematically as maximizing
a certain clustering score:
Algorithm 1 Automatic label propagation with geometric
constraints
1) Given labeled frames Pi and Pj , consider an interme-
diate frame Pk.
2) Compute optical flow Fi→j and Fj→i from RGB data.
3) Extract 4 class maps for the current frame Pk by follow-
ing pixel movements (according to optical flow) through
time, where each pixel receives a corresponding class from
the ground truth labels: pk1,4(x, y)← Classflow
2 forward (Pk→i , Pk→j)
2 backward (Pi→k , Pj→k),
4) Generate 2 additional class maps by computing homog-
raphy transformations between connected components CC
(connected regions with the same class label) from Pi, Pj
and their flow correspondence:
for each CC in each class C do
for pCC(x, y) in Pk do
pi→kCCCl(x, y) = piflow(x, y)
pj→kCCCl(x, y) = pjflow(x, y)
end for
Hi→j ← RANSAC(piCCCl(x, y), pjCCCl(x, y))
pk5CCCl(x, y) = Hi→j(pi→kCCCl(x, y))
Hj→i ← RANSAC(pjCCCl(x, y), piCCCl(x, y))
pk6CCCl(x, y) = Hj→i(pj→kCCCl(x, y))
end for
5) classk(x, y) = max(pk1,6(x, y))
Algorithm 2 SegProp Algorithm for Iterative Label Propa-
gation
1) For a given frame k, perform steps 1-4 from Algorithm
1 considering its neighboring 2f + 1 frames at distances
i ∈ (1, f) and accumulate votes.
2) For each pixel vote for the majority class
classk(x, y) = max(pk1,6·f (x, y)). Then go back
to 1, until maximum number of iterations is reached.
SL =Mia,jb · xia · xjb, (1)
where x is an indicator vector that captures the segmen-
tation such as:
xia =
{
1, if node i has label class a
0, otherwise
.
and Mia,jb is the pairwise consistency between node i and
label a and node j and its label b. We can consider every
pixel in the video as a node in a graph. For any node i, we
can assign a label a, thus we have an unique index ia. Our
mathematical interpretation is conceptual, in theory, as we
never explicitly build x or M.
In the voting case, we consider only links between pairs
of nodes (pixels at different time frames) that are put into
correspondence by optical flow chains (by following the
Fig. 5. We could formulate SegProp as maximizing a clustering score
over a graph in space and time. We consider a pixel at a given frame t
in the video as a node it in our graph. Nodes are linked by optical flow
(forward or backward) along a path of consecutive frames. Maximizing the
clustering score produces labels that are consistent along flow paths in time.
optical flow pixel movements from one frame to another), the
estimated homography of whole class regions or any other
mapping procedure (see Figure 5 for a visual representation).
Thus i ∈ Nj if and only if i and j are connected by such
procedures. This way, we encourage connected pixels to have
the same label by defining Mia,jb:
Mia,jb =
{
1, if and only if a = b and i ∈ Nj or j ∈ Ni
0, otherwise
.
Then SegProp can be mathematically defined as:
x∗ = argmax
x
∑
ia
∑
jb
Mia,jb · xia · xjb, (2)
where xia = 1 if node i has label a and 0, otherwise.
In other words:
SL(x) = x
T ·M · x, (3)
and
x∗ = argmax(xT ·M · x), (4)
with conditions
∑
a(xia) = 1 and xia = {0, 1}.
The relation to voting is immediate:
SL = x
T ·M · x
=
∑
ia
∑
jb
Mia,jb · xia · xjb
=
∑
ia
j∈Ni
Mia,ja · xia · xja
=
∑
i
Ni(a),
(5)
where Ni(a) are the number of neighbors of node i that
have the same label a as not i. If i is a node in a ground
truth frame, i has fixed label a∗. Maximizing the clustering
score has a natural and intuitive meaning. We want to find
the segmentation x that encourages nodes with connections
to have the same label. In the light of this mathematical
formulation, one can show immediately that our iterative
voting algorithm reduces to:
x(t+1) = PL(M · x(t)), (6)
where PL is a projection on the space of valid, feasible
solutions.
This result is directly related to classical inference meth-
ods in Markov Random Fields (MRFs) [17]. It can be
interpreted as an instance of parallel Iterative Conditional
Modes (ICM) [18]. That method is guaranteed to find a local
optimum if done sequentially. However, if done in parallel
it is faster and works well in practice.
Our algorithm is also related to the IPFP algorithm [19],
with the only difference being that we do not perform the
optimal line search between x(t) and x(t+1) = PL(M ·x(t)).
This would be more difficult in our case, as we never
explicitly work with x and M - the graph is only considered
at a conceptual level. Computation and memory constraints
would make it impossible to build M and x in practice, in
order to optimize over the pure algebraic formulation. It is
interesting to note that the projection PL, which takes soft-
valued segmentations x (i.e. votes) into the feasible domain
of discrete labels, if replaced by a projection on a sphere
‖x‖2 = 1, it would transform SegProp into the classic Power
Iteration for finding the main eigenvector of M [20]. That
formulation is known to solve the spectral clustering problem
(one of its variants).
The conceptual, mathematical interpretation of our algo-
rithm is interesting. We believe that such formal equations
can help in better understanding the properties of our algo-
rithm and improving it both from theoretical and practical
points of view.
C. Training with automatically generated labels
We trained an embeddable-hardware compatible system
based on deep convolutional networks, specially designed for
dense pixelwise prediction which has previously shown to
yield good results on depth and safe landing area estimation
using only the RGB input [15]. Our approach, however,
is general and could work with any semantic segmentation
method. The neural net model we use, termed SafeUAV-Net-
Large, comprises of three down-sampling blocks followed by
a chain of concatenated dilated convolutions, with progres-
sively increasing dilation rates (1, 2, 4, 8, 16 and 32). Each
dilated convolution outputs a set of 256 activation maps. The
model is fully-convolutional and outputs a map with the same
dimension as its input. This is done with three up-scaling
blocks. Each down-sampling block has two convolutional
layers with stride 1, followed by a 2× 2 max-pooling layer.
Each up-scaling layer has a transposed convolution layer,
a feature map concatenation with the corresponding map
from the down-sampling layers and two convolutional layers
with stride 1. The number of feature maps double after each
down-sampling block, starting from 32 and halve for the up-
sampling ones. Each convolution in the model has kernels
of size 3 × 3. A visual representation of the architecture is
portrayed in Figure 3 C.
IV. EXPERIMENTAL ANALYSIS
A. Dataset split
The whole 20 densely labelled video sequences are divided
intro training and testing video subsets. We used 7 different
testing videos (≈29.61% of the total frames from the dataset)
for evaluating the performance of our methods. The testing
set consists of 311 manually-labeled frames and a total of
15,051 frames. From the remaining 13 video sequences we
sampled the first 90% of the frames and use them for training
and the remaining 10% were used for validation. The training
set consists of 736 manually-labeled frames and a total of
35,784 frames that we automatically annotate using SegProp.
We divided the dataset in such a way to be representative
enough for the variability of different flying scenarios.
B. Comparison with other methods for label propagation
We did an ablation study in which we measured the
performance of our propagation algorithm when we change
the propagation length, from 25 frames, up to 100 frames.
We performed the study on one of ours clips that was
annotated every 25 frames, extending the interpolated results
two fold at each step and progressively hiding manually
labeled frames, used as ground truth for evaluation. We also
compared our results against the SDCNet algorithm proposed
in [8] that produces state-of-the art results on Cityscapes. We
measure mean F-measure over all classes from the selected
video and report results in Table II. While our method alone
provides a significant boost over SDCNet, combining the two
results in even better results. The combination was done as
follows: SDCNet propagation was used, alongside the flow-
based and homography-based correspondences within the
voting mechanism. Thus SDCNet brought two extra class
votes per pixel, one from the left labeled frame and the
other from the right one. This confirms the intuition that our
iterative label propagation procedure could take advantage of
any accurate procedure that could help in casting votes from
the labeled frames to the intermediate unlabeled ones.
Our algorithm performs better than SDCNet in all sce-
narios, even when a significant number of ground truth
frames are missing. When the votes are propagated through
100 frames (2 seconds in our case), the label propagation
performance decreases significantly (0.734) but our approach
is still better than SDCNet, with the combination giving the
best result.
C. Training scenarios
Models were trained using the same learning setup. We
used Keras deep learning framework with Tensorflow back-
end. We use RMSprop optimizer with a learning rate starting
from 1e-4 and decreasing it, no more than five times when
optimization reaches a plateau. Training is done using the
early stopping paradigm. We monitor the error on the val-
idation set and suspend the training when the loss has not
decayed for 10 epochs.
In order to assess the gain brought by SegProp we train
SafeUAVNet-Large in the same training scenario but only
on the manually-labeled frames as baseline (termed w/ Base
Train in Table I). This model was trained using only 736
frames, whilst SafeUAVNet-Large trained w/ SegProp had
≈ 49× more (automatically) annotated frames in addition to
the manually labeled ones. Quantitative results are reported
Fig. 6. Qualitative results on the testing set. SegProp helps both small classes (person, haystack) as well as large classes (an example above is the sky
and forest from the second row and the land in the background of the third row. Thus, not only the small classes are better represented, but the large ones
also benefit from a more spatially coherent detection - e.g., the grass close to the humans in the third row.
TABLE I
NEURAL NETWORK TRAINING RESULTS. SEGPROP PROVIDES A SIGNIFICANT PERFORMANCE BOOST OVER THE BASELINE. WE REPORT MEAN
F-MEASURE OVER ALL VIDEOS FROM THE TESTING SET, FOR EACH INDIVIDUAL CLASS.
Methods Land Forest Residential Haystack Road Church Car Water Sky Hill Person Fence Overall
w/ Base Train .495 .496 .774 .000 .252 .166 .000 .006 .952 .371 .000 .060 .298
w/ SegProp Train .540 .516 .822 .586 .432 .382 .066 .146 .985 .407 .471 .233 .466
TABLE II
AUTOMATIC LABEL PROPAGATION COMPARISONS. WE MEASURE MEAN
F-MEASURE OVER ALL CLASSES. THE BOLDED VALUES ARE THE BEST
RESULTS.
Propagated frames SDCNet [8] SegProp SegProp w/ SDCNet [8]
25 .834 .857 .864
50 .756 .811 .813
100 .675 .728 .734
in Table I. The overall score was computed as mean F-
measure over the whole classes. Some of the classes were
not predicted at all by the method w/ Base Train and were
marked with .000. The results also show that small classes
experience a significant boost, whilst the improvement in
the larger ones is smaller. The ambiguity for the land, forest
and hill classes is reflected in the results. While sky has the
largest score (0.98 F-measure), the residential zones take the
second place (0.82 F-measure). We believe improving the
latter with temporal coherence constraint or multiple input
frames could turn the result into a commercial application.
Qualitative results on our testing set are shown in Figure 6.
They exhibit good spatial coherency, even though the neural
network processes each frame individually. The quality of
segmentation is affected by sudden scene geometry changes,
cases not well represented in the training videos and and
motion blur.
Quantitative results on Ruralscapes, our large dataset with
complex and difficult videos, show that our automatic label
propagation algorithm significantly improves segmentation.
As expected, for well represented classes we achieve high
accuracy, whilst small classes are much harder to segment.
Only w/ Base Train option, classes such as person, haystack
and car are difficult to detect and missed completely.
V. CONCLUSIONS
We introduced Ruralscapes, the largest high resolution
(4K) dataset for dense semantic segmentation in aerial videos
from real UAV flights. It will be made publicly available
alongside a fast segmentation tool, in a bid to help aerial
segmentation algorithms. We proposed an effective iterative
label propagation method, SegProp, that requires only a small
fraction of labeled frames (about 2 percent in our tests). Our
method significantly outperforms SDCNet, the current state-
of-the-art in label propagation, in our experiments. We also
show that by adding region-wise homographic constraints
resulted in sharper edges and overall better segmentations.
When combining SegProp with SDCNet the results im-
proved even further, showing that our voting-based, iterative
approach, is general and could work in combination with
other propagation methods. Our encouraging experiments
demonstrate that deep neural networks could extensively
benefit from the added training labels using the proposed
label propagation algorithm. Further gains can be achieved
by exploring the spatial and temporal coherence from video
sequences in order to improve the segmentation result and
reduce processing costs, which is especially desirable for on-
board UAV processing.
Acknowledgements This work was supported by UEFIS-
CDI, under Projects EEA-RO-2018-0496 and PN-III-P1-
1.2-PCCDI-2017-0734. We would also like to express our
gratitude to Aurelian Marcu and The Center for Advanced
Laser Technologies for providing us GPU training resources.
The code and dataset are available on our website:
https://sites.google.com/site/aerialimageunderstanding/.
REFERENCES
[1] T.-Y. Lin, M. Maire, S. Belongie, J. Hays, P. Perona, D. Ramanan,
P. Dolla´r, and C. L. Zitnick, “Microsoft coco: Common objects in
context,” in European conference on computer vision. Springer, 2014,
pp. 740–755.
[2] M. Cordts, M. Omran, S. Ramos, T. Rehfeld, M. Enzweiler, R. Benen-
son, U. Franke, S. Roth, and B. Schiele, “The cityscapes dataset for
semantic urban scene understanding,” in Proc. of the IEEE Conference
on Computer Vision and Pattern Recognition (CVPR), 2016.
[3] X. Huang, X. Cheng, Q. Geng, B. Cao, D. Zhou, P. Wang, Y. Lin,
and R. Yang, “The apolloscape dataset for autonomous driving,” in
Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, 2018, pp. 954–960.
[4] I. Nigam, C. Huang, and D. Ramanan, “Ensemble knowledge transfer
for semantic segmentation,” in 2018 IEEE Winter Conference on
Applications of Computer Vision (WACV). IEEE, 2018, pp. 1499–
1508.
[5] Y. Lyu, G. Vosselman, G. Xia, A. Yilmaz, and M. Y. Yang,
“The uavid dataset for video semantic segmentation,” arXiv preprint
arXiv:1810.10438, 2018.
[6] S. R. Richter, Z. Hayder, and V. Koltun, “Playing for benchmarks,”
in Proceedings of the IEEE International Conference on Computer
Vision, 2017, pp. 2213–2222.
[7] M. Fonder and M. V. Droogenbroeck, “Mid-air: A multi-modal dataset
for extremely low altitude drone flights,” in Conference on Computer
Vision and Pattern Recognition Workshop (CVPRW), June 2019.
[8] Y. Zhu, K. Sapra, F. A. Reda, K. J. Shih, S. Newsam, A. Tao, and
B. Catanzaro, “Improving semantic segmentation via video propaga-
tion and label relaxation,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, 2019, pp. 8856–8865.
[9] I. Budvytis, V. Badrinarayanan, and R. Cipolla, “Label propagation in
complex video sequences using semi-supervised learning.” in BMVC,
vol. 2257, 2010, pp. 2258–2259.
[10] I. Budvytis, P. Sauer, T. Roddick, K. Breen, and R. Cipolla, “Large
scale labelled video data augmentation for semantic segmentation in
driving scenarios,” in Proceedings of the IEEE International Confer-
ence on Computer Vision, 2017, pp. 230–237.
[11] J. Brooks, “COCO Annotator,” https://github.com/jsbroks/
coco-annotator/, 2019.
[12] B. C. Russell, A. Torralba, K. P. Murphy, and W. T. Freeman,
“Labelme: a database and web-based tool for image annotation,”
International journal of computer vision, vol. 77, no. 1-3, pp. 157–173,
2008.
[13] “Best online platform for your ml data annotation needs.” [Online].
Available: https://dataturks.com/
[14] “Supervisely - web platform for computer vision. annotation, training
and deploy.” [Online]. Available: https://supervise.ly/
[15] A. Marcu, D. Costea, V. Licaret, M. Pıˆrvu, E. Slusanschi, and
M. Leordeanu, “Safeuav: Learning to estimate depth and safe landing
areas for uavs from synthetic data,” in Proceedings of the European
Conference on Computer Vision (ECCV), 2018, pp. 0–0.
[16] D. Sun, X. Yang, M.-Y. Liu, and J. Kautz, “Pwc-net: Cnns for optical
flow using pyramid, warping, and cost volume,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, 2018,
pp. 8934–8943.
[17] S. Z. Li, “Markov random field models in computer vision,” in
European conference on computer vision. Springer, 1994, pp. 361–
370.
[18] J. Besag, “On the statistical analysis of dirty pictures,” Journal of the
Royal Statistical Society: Series B (Methodological), vol. 48, no. 3,
pp. 259–279, 1986.
[19] M. Leordeanu, M. Hebert, and R. Sukthankar, “An integer projected
fixed point method for graph matching and map inference,” in Ad-
vances in neural information processing systems, 2009, pp. 1114–
1122.
[20] R. Mises and H. Pollaczek-Geiringer, “Praktische verfahren der gle-
ichungsauflo¨sung.” ZAMM-Journal of Applied Mathematics and Me-
chanics/Zeitschrift fu¨r Angewandte Mathematik und Mechanik, vol. 9,
no. 2, pp. 152–164, 1929.
