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INTRODUCTION
This report documents several continuous functions that can approximate the transition between different constant levels of a signal or step function. The desire to avoid abrupt changes in signal levels will be demonstrated. Figure 1 illustrates the problem where a continuous transition is sought from level to between -and . While this has been done in [1] the affects on the signal have never been clearly demonstrated.
Figure 1 -Signal Levels and Transition Space
The continuous functions that will be considered are the cosine, cubic polynomial, Bezier polynomial, and hyperbolic tangent.
FOURIER REPRESENTATION OF SIGNALS
Before analyzing the individual functions mentioned in Section 1.0, a brief review of Fourier theory is appropriate. For periodic signals the Fourier representation is (1) where (T is the length of one period)
and noting that the summation (to infinity) will be relaxed to a partial sum (a large number of terms) that closely approximates the original signal. As outlined in [2] , with the identities sin 2
cos 1 2
(4) a complex number representation of the Fourier sum is defined as (5) with 2 (6) * 2 (7) . (8) For even functions 2 , 0. 
where / . This will be used as the test function to determine the affects the continuous step functions have on the Fourier representation of the signal and its approximation in the interval of interest. 
DIRECT VERSUS NUMERICAL INTEGRATION
The four functions mentioned in Section 1.0 increase the complexity of the integration in (10) needed to obtain a closed form solution for the Fourier coefficients. Here we pause to investigate the feasibility of obtaining the coefficients by numerical integration. Using MATLAB (and its notation, see [3] ) to define the resulting Fourier coefficients in (10) as Closed Form cn=(2)*d*sinc(n*d) Direct di=(2)*real( (exp(-j*2*pi()*n*(tau/2)/T)/(-j*2*pi()*n) ) -( exp(-j*2*pi()*n*(-tau/2)/T)/(-j*2*pi()*n) ) ) Numerical ni=(2)*1/T*real( trapz(exp(-j*2*pi()*n.*t/T)) )*dt the maximum error for direct and numerical integration (using trapezoidal integration (trapz)) is shown in Figure 3 . The maximum error is defined as the maximum difference between the closed form solution for a 50 term partial Fourier series sum at each time step size. The initial maximum error was set to the machine precision epsilon (eps = 2.2204e-16). The results indicate that with small time steps, less than 0.001 (1e-3), numerical integration is an acceptable method to obtain the Fourier coefficients. Time steps less than 1-e6 increase the computational time and memory requirements significantly. For details of the computation see Appendix A.1 -Integration Differences. 
ERROR CRITERIA
In considering the "best" continuous function approximation to the discrete step, two points need to be considered: 1) Smoothness and 2) Accuracy. The trade-off between the two is reflected in a fewer number of Fourier series terms needed to reach a "good" approximation for smooth signals versus the reduced accuracy the smooth signal represents the non-smooth signal (a discrete step in this case) that is being approximated. In order to capture this three error terms are defined
Note the dependencies in the error on---N, the number of Fourier series terms, and epsilon, the distance allowed for smoothing the discrete transition. In short, e1 and e2 represent the error between what is trying to be approximated with a partial Fourier series sum and e3 represents the difference between the discrete and smoothed representations before each is approximated with a partial Fourier series sum. 
Integration Error

Numerical Direct
With these definitions, the criteria for selecting the "best" smooth approximation is defined when Table 1 shows the relative difference between the smooth step functions for the two cases of epsilon. The values in Table 1 correlate with Figure 6 and suggest the "best" smooth step approximation rank order to be tanh, Bezier, cosine, and cubic in terms of e3 error.
COSINE
The cosine function is plotted in Figure 7 for a domain of 0 to 2 (1 period). Looking at the first half of the interval there is a smooth transition between 1 and -1. With translation and scaling the function can be modified to make a smooth step between defined levels as in Figure 1 . Each side of the center pulse in Figure 2 will use the first half (right side) or second half (left side) of the cosine period. Scaling (or normalizing) the amplitude to obtain an output value between zero and one is accomplished by adding 1 and multiplying by 0.5 as 
A more straight forward approach is to use the shift in (14) for both sides but change the sign after the one in (13).
Implementation specifics are denoted using MATLAB notation. From (14) 
Calculation of the Fourier coefficients is based on (9) and (10)
% handle constant term separate if (n == 0), y(cnt,:) = coef + 0*t; else y(cnt,:) = y(cnt-1,:) + 2 * coef*cos(n*2*pi/T.*t); end cnt = cnt + 1; % compute discrete step coefficients directly if ( n == 0 ), yo(cnto,:) = d * sinc(n*d) * cos(n*2*pi/T.*t); else yo(cnto,:) = yo(cnto-1,:) + 2 * d*sinc(n*d)*cos(n*2*pi/T.*t); end cnto = cnto + 1;
The error computation follows from (11) % continuous step % cosine err2 = trapz( abs( y(nnum+1,iierr) -stepm(iierr) ) ) * dt; % difference % cosine err3 = trapz( abs( stepm(iierr) -step(iierr) ) ) * dt; Figure 8 shows the cosine function partial Fourier series sum error results for e1 (red, center), e2 (green, lower left), and e2+e3 (blue, upper right) for epsilon as a percentage of tau. Note that e1 is a function of N only, and e3 is a function of epsilon only. As epsilon increases, the e2 error is reduced quickly for a small number of terms. For e2+e3, as epsilon increases, e3 begins to dominate and reduces the number of terms at which the condition in (12) is satisfied. The "squiggles" in the curves are attributed to the odd coefficients being zero which results in a constant sum for two consecutive terms. This principle is described in [4] for the normalized sinc function. is plotted in Figure 9 for a domain of 0 to 1 that provides a smooth transition between 0 and 1 assuming the derivative at each end point is equal to zero. With these conditions 0 0, 1 1, 0 0, 1 0.
we arrive at
As described in [5] and [6], the domain is normalized using a "clamping" function defined below The left side of the center pulse in Figure 2 will use the normalized domain between +/-epsilon and the right side will use a reversed normalized domain (or subtract the left side result from one) with appropriate amplitude scaling (in this case just one). With the same parameters and definitions as outlined in Section 5.0, with exceptions called out, the cubic polynomial step function is defined as % cubic ii = find( abs(t+tau/2) <= epi ); stepm(ii) = smoothstep( t(ii), min(t(ii)), max(t(ii)) ); ii = find( abs(t-tau/2) <= epi ) ; iii = t(ii); rt = iii(end:-1:1); stepm(ii) = smoothstep( rt, min(rt), max(rt) ); % stepm(ii) = 1 -smoothstep( t(ii), min(t(ii)), max(t(ii)) ); Four points, P0, P1, P2, and P3 of (x,y), are needed to solve for each variable as discussed in [7] . The procedure is the same as for the cubic polynomial in Section 6.0 except that the slopes at the end points are defined in terms of the parameter t as 
Cubic Polynomial
The same steps are followed to determine y. In matrix form, the coefficients defined in terms of the points are As for the cubic polynomial in Section 6.0, the left side of the center pulse in Figure 2 will use the normalized domain between +/-epsilon and the right side will use a reversed normalized domain (or subtract the left side result from one) with appropriate amplitude scaling.
With the same parameters and definitions as outlined in Section 5.0, with exceptions called out, the Bezier polynomial step function is defined as
% Bezier xt = t; ii = find( abs(t + tau/2) <= epi ); xt_start = t(ii(1)); xt_len = t(ii(end)) -t(ii(1)); % define x domain xt_i = xt_start + xt_len * smoothstepbez( t(ii), min(t(ii)), max(t(ii)), 'x' ); xt = [xt(1:ii(1)-1), xt_i, xt(ii(end)+1:end)];
% interpolate t, using x, to get y stepm(ii) = interp1(xt(ii), smoothstepbez( t(ii), min(t(ii)), max(t(ii)), 'y'), t(ii), 'linear', 'extrap'); ii = find( abs(t -tau/2) <= epi ); iii = t(ii); rt = iii(end:-1:1); xrt_start = rt(1); xrt_len = rt(end) -rt(1); % define reverse x domain xrt = xrt_start + xrt_len * smoothstepbez( rt, min(rt), max(rt), 'x' ); xt = [xt(1:ii(1)-1), xrt, xt(ii(end)+1:end)]; % interpolate t, using reverse x, to get y stepm(ii) = interp1( xt(ii), smoothstepbez( rt, min(rt), max(rt), 'y'), t(ii), 'linear', 'extrap' ); % stepm(ii) = 1 -interp1(xt(ii), smoothstepbez( t(ii), min(t(ii)), max(t(ii)), 'y'), t(ii), 'linear', 'extrap');
In this case, because x is also defined as a function of the independent parameter t, the interpolation function is used to obtain the associated x value for the time grid which is used as the independent variable for the other step functions. Figure 12 shows the Bezier polynomial partial Fourier series sum error results. Differences are seen between the cosine and cubic functions in that while the e3 error is smaller, more terms are needed to reduce the e2 error for larger values of epsilon as a percentage of tau. However, all the e2 errors are less than e1. 
HYPERBOLIC TANGENT
The hyperbolic tangent (tanh) function is plotted in Figure 13 . Looking at the center there is a smooth transition between 1 and -1---although the function approaches 1 (-1) as the domain approaches infinity (-infinity). As with the cosine function in Section 5.0, with translation and scaling the tanh function can be modified to make a smooth step between defined levels as in Figure 1 . 
Hyperbolic Tangent
An output value between zero and one is accomplished by adding 1 and multiplying by 0.5 as
The sign after the one in (23) is used to change the direction of the level transition.
Due to machine precision the tanh function will achieve the value of 1 in some interval, even though it approaches infinity in theory. Matching the transition space in Figure 1 to that of the tanh function requires a scaling factor, b, which can be found from the test case below is defined as % tanh ii = find( abs(t + tau/2) <= epi ); stepm(ii) = 0.5 * (1 + tanh( b*(t(ii) -(-tau/2)) )); ii =find( abs(t -tau/2) <= epi ) ; stepm(ii) = 0.5 * (1 -tanh( b*(t(ii) -(tau/2)) )); Figure 14 shows the hyperbolic tangent partial Fourier series sum error results. The e3 error is smaller and the e2+e3 curves are converging to the e1 error as tanh more closely approximates the discrete step as indicated by Table 1 under the condition in (12). As compared to the cosine and cubic functions, more terms are required to reduce the e2 error.
As a side note, another use for the tanh function, which is not covered in detail here, is for blending functions to provide a smooth transition between them as described in [8] . With s(x) defined in (23) the result is 1 . 
RESULTS AND SUMMARY
The partial Fourier series sums error results (Figures 8, 10 , 12, and 14) for the cosine, cubic polynomial, Bezier polynomial, and hyperbolic tangent step functions, respectively, demonstrate that the smoother the function (in terms of e3, larger e3 indicates smoother) the more quickly the error is reduced for a smaller number of Fourier series terms. Computation of the coefficient terms is outlined in Appendix A.2. The error data was processed to determine the maximum number of terms at which condition (12) was met. This procedure is outlined in Appendix A.3. The summarized data is presented in Figure 15 . Note that since the amplitude of the square pulse in Figure 2 is one, the percentage of tau is equivalent to the percentage of the pulse area. As epsilon increases the size of e3 does also and is independent of the number of terms N (constant as a function of N). This pushes the intersection point (between the e2+e3 and e1) to a lower (leftward) number of terms (N) as Figures 10 and 14 demonstrate. The continuous step functions that have the largest e3 error (see Table 1 ) are restricted to the lowest number of partial sum terms, although reducing the error more quickly.
Figures 16, 17, and 18 show the e1, e2, and e3 errors, respectively, at the error limit condition in Figure  15 (N is not shown on the plots). Details for each function are included in Table 2 .
The e1 error, in Figure 16 , is greater than 1% in all cases and follows the same order as in Figure 15 where for fewer number of terms the error is larger (epsilon increases => e3 increases => N decreases => e1 increases).
The e2 error, in Figure 17 , is less than 1% for all epsilon except for the Bezier Polynomial (which is greater than 1% for epsilon greater than 8%), but still less than the associated e1 error. This indicates that at the error limit condition the continuous step functions have smaller approximation error than the discrete step partial Fourier series sums. 
Hyperbolic Tangent
The order change in the e2 error of Figure 17 is explained in Figures 18 and 19 by the cross-over of the Bezier and tanh functions for some intermediate value of epsilon between 1% and 10%. At this value of epsilon, the e2 error decreases quicker than the Bezier function for larger values of N. This illustrates one advantage of the tanh function for an epsilon greater than 4%.
Figure 15 -Partial Fourier Series Sums Error Results
The e3 error, in Figure 18 , has constant slope consistent with Table 1 as it is independent of N.
The e2+e3 error in Figure 21 shows that the e3 error order of continuous step functions is preserved, except for small epsilon (see Figure 17) .
From this analysis and the error criteria in (12), we can conclude that the overall "best" continuous step function approximation to a discrete step is the Hyperbolic Tangent (tanh) function for epsilon greater than approximately 1.5% and the cosine function for epsilon less than approximately 1.25%. Cosine (epsilon = 50%, N=75) yo-step y-stepm
