Abstract: The paper presents a prosody adaptation method which is able to adapt the prosody model of text to speech (TTS) to a new style with a small training corpus. Unlike the conventional prosody mapping between two parallel prosody features, the paper tries to integrate the prosody conversion into the prosody generation model of TTS. In the paper, we use a template based prosody model which consists of two major parts: the prosody template library and the template parameter prediction trees for TTS system. With this model, the prosody adaptation is realized by the following two steps: converting the prosody template library to the target speaker's prosody based on the mapping methods, retraining prosody prediction trees with the small target training set. In the model, some transformation algorithms, including linear regression, Gaussian Mixture Model (GMM) and Classification and Regression Tree (CART) are involved. Experimental results show that the prosody adaptation system can generate synthesized speech which is much similar with the target speaker.
INTRODUCTION
As the recent development of corpus-based TTS technology, clear and natural synthesized speech can be easily generated by computer. However, the synthesized result is still a little monotone, which limits the application of TTS system in our daily lives. Most of current TTS systems can only output speech with some specific pre-trained styles, while users may expect the system is able to simulate the features of their own. This expectation leads to many research interests extended from TTS research, such as voice conversion (VC), which enables a user to transform a source speaker's speech into another target speaker's speech with distinct characteristics while preserving the original content (meaning). Typical methods include codebook mapping, and Gaussian Mixture Model (GMM) [1] [2] [3] [4] [5] . Most of voice conversions mainly focus on the spectrum transformation between different voices. Besides, some prosody conversions were also tried by using stochastic transformation method [6] , codebook-based transformation method [7] , tilt model-based transformation method [8] and so on. Both spectrum conversion and prosody conversion are based on the direct acoustic features mapping. The parallel training corpus is necessary to guarantee the model training.
The objective of prosody adaptation is to build a complete prosody generation model for TTS system based on the small target training corpus. Unlike the voice conversion, we can get the context information from the text analysis part of TTS system as the additional features for prosody adaptation. In that situation, if we have an enough target training corpus, it will be much easier to adapt the prosody model by simply re-training the model with the new corpus. The question is nobody wishes to use a large target corpus to do the adaptation. So, our work is just focusing on how to construct a wellperformed target prosody model based on a small target corpus. For that purpose, the original, phonetically balanced large corpus could be helpful.
With that question, we separate the original training corpus for TTS system into two parts: the basic part and the extended part. The basic part is a small set, but covers all phonemes (or syllables in Mandarin) and most of frequently used context features. The extended part is used to generate more candidates for large corpus based unit selection TTS system. The target training corpus shares the same transcription as that in the basic part of the original training corpus. With this idea, we can get a parallel training corpus between the source and the target. Such corpora are relatively small, but we have context information to facilitate the work. After we build the transform model between the source and the target, we transform all of syllabic F0 contours from source corpus into the target styles. Then, we use the syllabic F0 contours as the basic prosody template to create the prosody generation model for TTS system. We call it the template based prosody generation model [9] [10] . Further adaptation will be made by re-training the prosody model in new target corpus with the new adapted prosody templates. The prosody adaptation method presented in the paper is designed for concatenation-based TTS system because the concatenation method is still the most popular method in the commercial TTS system. Fig.1 shows an overview of the prosody adaptation framework. The rest of the paper is organized as follows. Section two introduces the template based prosody generation model, which is the foundation of prosody adaptation framework. Then, section three introduces the prosody adaptation framework in detail, which mainly includes the adaptation of prosody template library and the adaptation of prediction trees. Those two parts constitute a whole prosody model. Section four is experiment which mainly compares performances between the prosody adaptation and conventional prosody conversion. Section five introduces several applications about the prosody adaptation framework. Finally, there is a conclusion in section six.
TEMPLATE BASED PROSODY GENERATION MODEL
Before the introduction of the prosody adaptation method, we need to introduce the prosody model first. Because mandarin is a syllable-based language, the prosody model is constructed based on prosody template. The model consists of two parts: the prosody template library and prosody template parameter prediction trees for TTS system. Both parts need to be adapted in the prosody adaptation procedure.
Prosody template
Prosody templates are extracted from real speech and represent syllabic F0 contours of the corpus. For Mandarin speech, each syllable has a relatively constant F0 pattern. However, the F0 contour of syllable will be distorted in various context environments. Such kind of patterns can be represented by seven parameters, as shown in Fig.2 With these seven parameters, we use each syllable F0 pattern as a template, and create a template library which contains all syllable F0 patterns from the training corpus. All seven parameters are used for the direction of template selection, and among these, five of them (F0 T and F0 B are not included) are used for the F0 contour parameterization. In the mean time, we also keep the original context information for each template in the template library, which allows us to select and concatenate the templates to form an intonation during the speech synthesis procedure. In the following procedure, the template library is an important part which needs to be adapted.
Prosody template selection
The most important issue of prosody template selection and concatenation is how to reasonably define the cost function. The cost definition consists two parts: the target cost and the concatenation cost.
Target Cost
With the template library, we train three Classification and Regression Trees (CART) to predict 0 , 0 The target cost is used to depict the overall trend of the F0 contour. For example, F0 declination in naturally read discourses can be realized by all of the three parameters descend as the sentence approaches the end. Minimizing the target cost can make the output F0 contours similar to that in the training corpus. In summary, three template parameter prediction trees are constructed in that procedure.
Concatenation Cost
A reasonable definition of the concatenation cost should be applied to the measurement of the naturalness of F0 contours between adjacent syllables. Because the larynx can not change its state instantaneously in the speaking process, there are some strong relationships between the current syllable's template parameter value and the adjacent syllable's F0 contour. Even in the situation where there are pitch jumps across the syllable boundary, it seems that the F0 contour is virtually connected across the silence and voiceless initial, as Fig.3 shows. , which can be considered as boundary features of a syllable's F0 contour. According to the above analysis, when we predict these four template parameters, the prosodic features listed in Table 1 should be involved, which will greatly improve the predicted results. In that table, the frequently used text information includes tone identity, initial/final identity and prosody structure information, etc. Classification and Regression Tree (CART) is also used as the predicting model. In that procedure, other four template parameter prediction trees are constructed. All seven prediction trees are the kernel part of the prosody model, which need to be adapted in the following procedure. Worth particular mentioning is that the predicted value by this method can be considered as the expected value by adjacent syllables, so the difference between these predicted values and real values can be used to measure the naturalness of F0 contours between adjacent syllables. As equation (2) 
The pitch contour generation
Each syllable in the synthesized sentence has many template candidates. For every single template candidate, a target cost is calculated, and for every two templates, which belong to two adjacent syllables respectively, a concatenation cost is calculated. Based on these cost definitions, the Viterbi search algorithm is used to select the best template series with the minimum general cost.
Then, the last step is the generation of pitch contour based on the selected template series. In that process, the parameters 0 , 0 , 0 , 0
Suppose the pitch contour within a syllable can be precisely depicted by a function f(x), an equation group can be listed based on the values of prosodic parameters. That is:
Where e and s are the starting time and ending time of the pitch contour within a syllable, respectively. Two kinds of formulas are supposed to represent the function f(x): third order polynomial function and exponential function, as follows:
(9) Among these two formulas, the second is based on the theory of PENTA model [11] , and it is much easier to explain in phonetics. However, it can not precisely depict the pitch contour with more than one polar, just like the pitch contour plotted in Fig 2. Therefore, the first one is adopted in our pitch model.
In addition, both two functions only have four coefficients, but the number of equations is five. Actually, this equation group has no solutions. To solve this problem, a nonlinear least squares minimization algorithm named Levenberg-Marquardt [12] is used to calculate similar solutions. At boundaries between finals and voiced initials, the F0 values are smoothed by a moving average method, which is used to make sure the smoothness of the pitch contour.
An experiment is made to verify the effectivity of the proposed parameterization method. In that experiment, we calculate the prosody template parameters, and then resynthesize the pitch contour directly based on the above method. The F0 distance between the original and parameterized pitch contour are used to measure the effectivity of that parameterization method. The result are listed in table 2, from that table, we can see that the parameterization error is quite small compared with the F0 mean value, which show that the parameterization method is acceptable in the pitch contour generation model. Under various constrains, this model outputs very natural F0 contours. Because its good performance, that model is adopted as the foundation of the prosody adaptation framework. As presented before, that model consists two parts: the template library and seven prediction trees. Both parts need to be adapted respectively in the prosody adaptation framework.
ADAPTATION OF THE PROSODY MODEL
As introduced in section 1, the procedure of prosody adaptation can be separated into two steps:
Step 1: do the prosody conversion for all prosody templates in the basic parallel part between the source corpus and the target corpus, and then extend the conversion to all templates in the whole source corpus.
Step 2: re-train the template based prosody parameter prediction model in the new target corpus.
We call the first step "the adaptation of the template library". In the paper, the prosody prediction consists of two cost functions which are realized by seven prediction trees. So, we call the second step "the adaptation of template parameter prediction trees". Two steps are achieved as follows:
The adaptation of the template library
In the adaptation of the template library, some algorithms which work in the prosody conversion field can be used. The difference is that, the small target corpus is only a subset of the large source corpus. The extended part of the source corpus could be used to enlarge the coverage of context information. Besides, if there is more than one source corpus, multiple transformation relationships can be constructed. Among these, the one with highest transformation precision is adopted. After getting the transformation relationship, we applied it to the corresponding large corpus and a new template library which has the same contextual coverage can be constructed. By this technique, the less coverage problem can be resolved.
Two techniques are used to get the transformation relationship. Gaussian Mixture Models (GMMs) and Classification and Regression Tree (CART) are two popular methods in machine learning research, which can be used to find the relationship between source and target prosodic features. Unlike the simplest linear modification method, the GMM and CART models try to map the subtle prosody distributions. Among these, the GMM just uses the prosodic features, while the CART model integrates linguistic features into the mapping. The following part will introduce both two methods in detail.
(a) GMM-based Transformation
The GMM has proved to be very useful in the research of voice conversion. They work particularly well in spectrum smoothing, which assumes the probability distribution of the observed parameters to take the following form, Σ , and can be described as,
The parameters ( , , ) α μ Σ are estimated with the expectation-maximization (EM) algorithm, and the conversion function can be found using regression
Where ( ) q p x is the conditional probability of a GMM class q by given x, 1 ( ; ; ) ( ) ( ; ; )
Here, ; The parameters of the conversion function are determined by the joint density of source and target features. It has been confirmed that the joint density performs better than the source density [13] . It can lead to a more judicious allocation of mixture components and avoids certain numerical problems. For each prosody template parameter, source and target parameters are assumed to be Gaussian distributed, and then the combination of source (marked as x) and target (marked as y) vectors
estimate the GMM parameters.
(b) CART-based Transformation
Classification and Regression Trees (CART) have been successfully used in prosodic parameter prediction, such as duration, prosody phrase boundaries, etc. They efficiently integrate the context information which can be obtained from the TTS engine into prediction. In our research, the framework of the CART based prosody conversion is shown in Fig.5 . The output parameters are the differences between target and source prosody template parameters.
Wagon toolkit [14] , with full CART function, is used in our work. Similar to the GMM method in training procedure, source and target F0 contours from parallel corpus are aligned according to syllable boundaries, and then prosodic parameters are extracted from each syllable's F0 contour, finally mapping functions of parameters are estimated using the CART regression. For conversion, the prosodic parameters estimated from source F0 contours are transformed by the mapping functions obtained in the training procedure and then the converted prosodic parameters is used to generate new F0 contours associated with the target characteristics.
In the adaptation framework, both methods are adopted. At the last, the transformation with highest precision is adopted to apply in the corresponding large source corpus. By that way, a new template library is constructed, which has not only target speaker's prosodic personality but also reasonable coverage of different context information.
The adaptation of template parameter prediction trees
In section 2, we have built seven template parameter prediction trees in the target cost and concatenation cost definition. If the training corpus is not large enough, the constructed trees will be incomplete, and the prediction results will be unnatural and imprecise. Fig.6 shows a comparison between an incomplete prediction tree and a well-constructed prediction tree. The task of that section is not only to make the adapted prediction tree have target speaker's personality, but also make the incomplete tree be precise enough. In the paper, we define the tree trained from original source corpus as the source tree, and define the tree with the target corpus as the target tree. To makeup the small target tree, the source tree and the target tree should be aligned first. Normally, the source tree has much more nodes than the target tree. In the above example, there are only three nodes in the small target tree but six nodes in the large source tree. Besides, different nodes' input features can not be exactly matched directly. To resolve those problems, the following strategy is adopted:
First, a group of input vectors which can almost cover all context information are created. In the inputs of prediction trees, there are both discrete features and continual features. For every discrete input feature with N possible values, the sample space is divided into N parts. For instance, for the input feature "tone", the sample space is divided into 5 parts, each of which corresponds to one specific tone in Mandarin. For the continual input feature, such as the previous syllable's ending F0 value, first we divided them into N parts, and then treated them as discrete input features too. The value of N is set based on experience: for F0 values, N is set as 10 and for F0 derivative values, N is set as 5. That setting can not only make a good coverage of the sample space, but also make sure the number of input vectors is not too huge. By that way, a group of input vectors which cover all the sample space is created, which is used for the alignment of source tree and target tree. Then, all the input features are put into both the large source tree and the small target tree, and two kinds of output value are obtained. These two kinds of output are the aligned result, as Fig.7 shows. Based on that, the transformation relationship between the source tree and the target tree can be obtained.
Two kinds of techniques are used, one is simple linear regression and another is GMM-based transformation. Just like the template transformation, the transformation relationship which has the highest precision is adopted to apply the corresponding large source tree. That procedure can be considered as a re-training procedure for the target corpus. The source tree's structure is kept while the predictive values of leaf nodes have been adapted. By that way, the new generated target tree not only has the target speaker's personality, but also the same structure of the large source tree, whose result is precise enough. Based on the new trees and the new template library, the TTS system can synthesize speech whose prosody style sounds like the target speaker.
EXPERIMENT
To evaluate the prosody adaptation method presented in the paper, we prepared four large source corpora and two small target corpora for the testing. Each of the source corpus contains 6000 phonetically balanced Mandarin sentences, and among the two target corpora, one contains 250 sentences (200 for training and 50 for testing) and another contains 550 sentences (500 for training and 50 for testing). The transcript of the target corpus is that the basic part of the source corpus. All six speakers are female.
The experiment of template library adaptation
To evaluate the performance of the template library adaptation, the following criterion is designed: Where, N is the number of prosody template. ni P represents the value of template parameter, as introduced in section 2. From this table, we can see that when the size of target corpus grows, the performance gets better: the performance of target 2 is much better than that of the target 1. In the transformation for target 1 which contains 200 sentences, we can't see that one method performs better than another. However, in the transformation for target 2 which contains 550 sentences, the CART-based method is better than the GMM-based method. As we know, GMM and CART have their own advantages and disadvantages. The GMM method is applied purely on prosody features while the CART method take the context information into accounted. When the target corpus can not cover enough context information, the GMM method performs better. The CART method can obtain better results with a relatively large training corpus.
The adaptation of prediction trees
The adapted target in that task is the corresponding value in the leaf node. So the criterion used in the adaptation of template library can be still useful. As introduced in 3.2, there are two methods involved: GMMbased method (32 mixtures are used) and linear regression based method. Linear regression is a form of regression analysis in which observational data are modeled by a straight line. Table 4 lists the transformation result. From this table, we can see that the GMM-based method performs better than the linear regression-based method in most situations. Still, the target 2 with 500 sentences performs much better than the target 1 with 250 sentences. 
Overall evaluations
To evaluate the prosody adaptation framework as a whole, the prosody adaptation method presented in this paper is compared with conventional prosody conversion methods, in which the relation between parallel source speech and target speech is directly obtained based on GMM or CART. An ABX test, which is commonly used for performance evaluation of voice conversion methods, is involved. In an ABX test, the listener is required to judge whether the unknown transformed speech sample X sounds closer to the reference sample A or B. If the transformed speech sounds like the target speaker, the score is 1, and if that speech sounds like source speaker, the score is 0. Both the GMM-based conversion and CART-based conversion are involved. Besides, another objective criterion is involved, which is the correlation between the original target pitch contour and the one which is generated by adaptation or conversion method.
For removing the influence of spectral characteristics, the output prosody is integrated with a specific speaker's spectrum and duration structure generated by a HTS system [15] [16] . Worth particularly mentioned is that, HTS is a well known prior adaptation method with a fairly small corpus. However, our method is specific designed for concatenation-based TTS because concatenationbased method is still very popular in the commercial TTS system. The HTS system's speaker is a female speaker which is beyond both source speakers and target speakers. By that technique, the evaluation will focus on the difference of pitch contours. If there is more than one source corpus, multiple transformation relationships could be obtained. Among these, the one which performs best based on the criterion represented by equation (14) is adopted to be applied in the corresponding source speaker's prosody model. By that technique, more precise result could be obtained. 15 persons, all of them under-graduate university students, are asked to provide a rating for the 50 test sentences. Table 5 shows the comparison result. From this table, we can see that by the inclusion of the prosody adaptation framework, the generated speech sounds much more like the target speaker. 
APPLICATION OF PROSODY ADAPTATION
Because of the better performance compared with conventional prosody conversion and the integration of TTS system, the prosody adaptation framework has many applications in the daily life. In this section, two general and potential applications are introduced. Among these, one is about reading mobile short message in specific voice, and another is used in the online talking.
By now, the speech synthesis technology has been widely used in some mobiles, so the mobile can read short message and the caller's name. However, under current technology, the mobile can only utter as one or several specific voices, while users may expect the mobile can read it using their own voice, or the message sender's voices. The speaker's personality is conveyed by both spectral and prosody features. The prosody adaptation framework presented in the paper can be used to simulate the target speaker's prosody features. Based on that framework, the user only needs to speak several hundred specific sentences and the system will construct a new template library and new prediction trees. By the integration with the TTS engine and voice conversion technique, the mobile can utter as the user's voice. With the integration of the voice conversion technology, the output voice sounds like the target speaker not only in the spectral aspect, but also in the speaking style.
Another application is in the online talking, such as MSN, GTalk and so on. In this application, the TTS engine and the prosody adaptation framework can utter the talking content using kinds of voice. Besides, some technology such as voice transformation can make the talking process much funnier.
CONCLUSIONS
The paper constructs a prosody adaptation system, which is an effective integration of conventional prosody conversion and TTS system. That system can adapt the prosody model of TTS to a new style with a small training corpus. The adapted prosody model not only has the target speaker's personality, but also the reasonable coverage of different context information. Besides, with the help of TTS engine, some text information such as pronunciation and prosody structure can be obtained. Experiments prove that the prosody adaptation system performs much better than the conventional prosody conversion system, so it has a much wider applications.
However, there are still several disadvantages in the prosody adaptation framework. First of all, in the prosody adaptation framework, we only simulate the target speaker's characteristic in the F0 contour, but assume that the underlying prosody structure of source and target speaker is identical. Actually, different speaker tends to use different underlying rhythm organization, but there are still some useful rules. As presented in [17] , given prosody chunks which are the basic units in the rhythm organization of Chinese utterances, multiple break solutions are acceptable. Future work will focus on how to adapt the rhythm organization of different speakers.
Another question in the presented prosody adaptation framework is the number of source target speaker. In the experiment, there are only four female source corpora involved. The performance may not be very good if the target corpus is male. In the future work, more corpora including some male corpora will be included. As we can imagine, the more the source corpora, the better the adaptation performance would be. However, constructing a source corpus which can be used as TTS system is a very time-consuming work, so future work will find a tradeoff between the source corpus size and the adaptation performance.
