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Abstract
A new dynamic data-driven application system (DDDAS) is proposed in this article to dynam-
ically estimate a concentration plume and to plan optimal paths for unmanned aerial vehicles
(UAVs) equipped with environmental sensors. The proposed DDDAS dynamically incorpo-
rates measured data from UAVs into an environmental simulation while simultaneously steering
measurement processes. The main idea is to employ a few time-evolving proper orthogonal de-
composition (POD) modes to simulate a coupled linear system, and to simultaneously measure
plume concentration and plume source distribution via a reduced Kalman ﬁlter. In order to
maximize the information gain, UAVs are dynamically driven to hot spots chosen based on the
POD modes using a greedy algorithm. We demonstrate the eﬃcacy of the data assimilation
and control strategies in a numerical simulation and a ﬁeld test.
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1 Introduction
The use of cooperative, small unmanned aerial vehicles (UAVs) equipped with simple envi-
ronmental sensors provides a promising option for safe and cost-eﬀective data collection. Two
beneﬁts of such a system are the relatively low-cost of individual vehicles and the safety of
using unmanned vehicles for missions involving harsh atmospheric conditions or toxic environ-
ments. Regardless of the number of UAVs employed in an application, the key consideration
in the use of UAVs is how to position them in order to gain useful information from their
locations and/or path. Dynamic data driven application systems (DDDAS) provide a means
to position the UAVs in an eﬃcient manner using the real time data obtained from the sen-
sors. The framework of DDDAS is driven by the goal of dynamically incorporating data into
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a running application (e.g. an environmental simulation) while simultaneously using the appli-
cation to steer measurement processes [2]. The DDDAS framework is widely used in wildﬁre
simulation [11, 18], identiﬁcation of airborne contaminants [1, 9], and weather forecasting [4].
This article is an extension of our previous work in plume monitoring using UAVs [12,
13]. A new data assimilation technique based on a reduced Kalman ﬁlter (RKF) is proposed
for two-dimensional plume evolution problem. The plume is released upwind of two square
obstacles (representing buildings) and travels downstream according to the advection-diﬀusion
equation. For real-time plume simulation and estimation, the unknown parameters in our
problem include not only the initial condition of the plume concentration, but also the plume
source distribution. This leads to an inverse problem with high-dimensional control spaces in the
form of unknown parameters, and whose solution is not unique. This motivates the construction
of reduced-order surrogate models to uniquely determine these parameters in DDDAS. The
proper orthogonal decomposition (POD) [5] can be used to replace a high-dimensional Kalman
ﬁlter with a RKF while preserving the dominant features of the original ﬁlter. The RKF is
applied to incorporate point observations into a coupled dynamic systems to simultaneously
estimate plume concentration and plume source distribution. Compared with the least square
method that was applied in [12] for plume estimation, the RKF can obtain more robust and
accurate results, because all the historical data is accumulated for current plume estimation.
The remainder of this article is organized as follows. In Section 2, we ﬁrst formulate the
problem of plume evolution within an urban environment; then discuss and present the DDDAS
methodology, focusing on the RKF for the data assimilation procedure. Section 3 and Section
4 provide a numerical simulation and a ﬁeld test, respectively. Finally, conclusions are oﬀered
in Section 5.
2 DDDAS methodology
The DDDAS is a systems-level approach and can be applied to many phenomena where good
simulation models are available. Here, we focus on measuring and tracking a concentration
plume from sparse observations in an advection-diﬀusion system described by
∂ψ
∂t
+ v · ∇ψ = 1
Pe
∇2ψ + f + ξ; ψ(0, x) = ψ0(x), (1)
where t ∈ [0, T ] denotes the time, x ∈ Ω is the space coordinate, v = v(t, x) is the background
wind velocity, Pe is the Pe´clet number which quantiﬁes the relative strength of the advection
and diﬀusion terms, ψ(t, x) is the concentration ﬁeld, f(t, x) is the plume source distribution,
ξ(t, x) is the small noise introduced by the uncertainty in the background velocity ﬁeld, the
diﬀusion constant, or the concentration source, and ‖ξ‖  ‖f‖. We examine the case where a
plume source distribution is described by a linear stochastic equation, which is advected under
the action of the velocity ﬁeld v while also dispersing due to the diﬀusion. Suppose the domain
Ω is discretized into n grid points , and the discrete version of the advection diﬀusion equation
at time step k is given by ψk = Ak−1ψk−1 + fk−1δt+ ξk−1, and the plume source distribution
is evolved by fk = A
′
k−1fk−1 + ηk−1, where ψk, fk, ξk, ηk ∈ Rn, δt denotes the unit step, ηk
denotes the uncertainty of the evolution of plume source distribution. If we assume the plume
source distribution fk is governed only by the stochastic noise, then A
′
k = I. The coupled
system for plume concentration and plume source distribution is given by
[
ψk
fk
]
=
[
Ak−1 δt · I
0 A′k−1
] [
ψk−1
fk−1
]
+
[
ξk−1
ηk−1
]
. (2)
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Figure 1: Schematic of the online DDDAS. The two main components of the system are a
sensor guidance and control loop and a simulation loop. The two loops interact through data
assimilation and sensor placement algorithms.
Suppose at each time step the plume concentration is measured at l (l  n) discrete points
s1, s2, ..., sl with some sensor noise ζ, the observation of this system is given by
zk =
[
PTk 0
] [ ψk
fk
]
+ ζk, (3)
where Pk ∈ Rn×l and the ith column of Pk is the sith column of the identity matrix In. The
wind velocity v can be obtained by a CFD model or weather forecasting. In this paper, v is
found by numerically solving the incompressible Navier–Stoke equations using a ﬁnite diﬀerence
method at n grid points. The wind velocity v and the linear operator Ak vary with time. Since
mobile sensors can measure the plume concentration at diﬀerent locations, Pk also varies with
time. Therefore, (2) and (3) construct a linear time variant (LTV) system. For the case of a
discrete plume of concentration being released, the forcing term f in (2) is zero for t > 0, and
the coupled system degenerates to an ODE of ψ ∈ Rn.
A schematic of this DDDAS system is shown in Figure 1. Since the number of measured grid
points l at one time step is much smaller than the total number of grid points n in the whole
space, the original discrete LTV system can be unobservable for a small time domain [0, T ] even
if we ignore all the stochastic noise. To address this, an oﬄine-online splitting methodology is
applied to estimate the coupled variable (ψ, f) on a subspace S of R2n. In the oﬄine stage, the
wind velocity is obtained by solving the Navier–Stokes equations. Then we sample the possible
plume source locations and solve the advection–diﬀusion equation, which results in possible
trajectories of (ψ, f). In the ﬁnal oﬄine step, the dominant modes of (ψ, f) are identiﬁed by
the POD method.
In the online stage, two coupled feedback loops are run in real-time to improve the accuracy
of a running simulation while simultaneously improving the eﬀectiveness of data collection
strategies. We refer to the ﬁrst loop in the DDDAS as the sensor guidance and control loop.
The system components in this loop are responsible for movement, collision avoidance, and
data collection. The second loop in the system is referred to as the simulation loop. In this
loop, a real-time simulation attempts to model the physical system of interest; in our case,
a concentration plume is modelled using the advection-diﬀusion equation mentioned above.
The key to the DDDAS is an eﬀective, two-way coupling between the simulation loop and the
sensor guidance and control loop. This is accomplished by using a POD based data assimilation
routine to assimilate data collected in the guidance and control loop into the running simulation
loop, resulting in improved accuracy in the simulation. Meanwhile, in order to improve the
data collection process, the simulation loop can be used to adaptively construct local POD
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modes, which are then applied in the proposed sensor placement algorithm to steer the UAVs
to impactful measurement locations.
In the rest of this section, we discuss each component of the the DDDAS plume monitoring
system.
2.1 Sensor mobility control
Sensor mobility control refers to a strategy for gathering sensor measurements to support a
sensing objective, such as environmental measurement. When the sensors are installed on
robotic platforms an important part of the problem is planning the sensor path to achieve
low working time or low energy consumption [7], obstacle avoidance in unstructured dynamic
environments [8, 17, 14], or eﬃciently gather target information [20]. In this paper, we applied
a hierarchical control strategy were proposed to maximize the useful information collected by
mobile sensors. The detailed procedure can be found in [12]. Based on the speed limitation of
UAVs, the entire time domain is artiﬁcially partitioned into N smaller subintervals such that
during each subinterval, any UAV has the ability to reach (or at least approach) any important
measurement location. At a higher level, a greedy algorithm was developed to ﬁnd the the
important positions, or hot spots, for a ﬁxed time interval where sensors may obtain more
information than arbitrarily chosen positions [12]. At a lower level, a Lyapunov vector ﬁeld
based scheme is used to guide UAVs to the chosen hot spots at each time interval [16].
2.2 Proper orthogonal decomposition
Since observations are incomplete and noisy, it is not suﬃcient to estimate the instant plume
concentration and plume source distribution in the high dimensional space R2n with the mea-
sured data alone. However, if we restrict this problem to a subspace S with a lower number of
unknown parameters, the measured data is suﬃcient to ﬁnd an approximate solution for plume
concentration on S with high accuracy and low computational cost. The proper orthogonal
decomposition method [10] is used to capture S in this article. The key idea of POD is to
deliver a set of empirical eigenfunctions so that the original data is optimally captured by these
modes in the least squares sense [5]. An empirical eigenfunction is often referred to as a POD
mode. Hence although the original system (2) has a dimension of 2n, the online simulation
is computed by a reduced order equation with a signiﬁcantly low dimension d. Speciﬁcally,
Galerkin projection provides a lower dimensional approximation by projecting the full system
onto a linear (or an aﬃne) subspace.
2.3 Reduced Kalman ﬁlter (RKF)
For simplicity, we ﬁrst consider a determinant system and ignore all the stochastic noise in
(2) and (3). Suppose the approximation of ψk and fk is given by [ψˆk; fˆk] = Φck, the reduced
system based on the Galerkin projection is given by
ck = A˜k−1ck−1, (4)
where A˜k−1 denotes the projected linear operator of [Ak−1 δt · I; 0 A′k−1]. The observation is
given by
zk = P˜
T
k Φck (5)
where P˜Tk = [P
T
k 0] ∈ R2n×d, and Φ = [[ϕ1;φ1], ..., [ϕd;φd]] ∈ R2n×d denotes the POD basis
for the coupled variable (ψ, f). A RKF can be used to assimilate measured data into the
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running simulation (and couple the simulation loop to the control loop). It has been applied
in data assimilation in the oceanic and atmospheric research [3, 6]. The state of the ﬁlter
is represented by a state estimate at time k and the error covariance matrix (a measure of
the estimated accuracy of the state estimate). In this paper, the RKF is constructed by the
Galerkin projection for the Kalman equation, which is conceptualized as a prediction stage
and a correlation stage. The prediction stage uses (4) to produce an updated estimate of the
state at the current time step. This priori state estimate c−k ∈ Rd does not include observation
information from the current time step. A priori estimate error covariance P−k ∈ Rd×d is
updated as
P−k = A˜k−1Pk−1A˜
T
k−1 + Q˜, (6)
where Q˜ = ΦTQΦ = c1I ∈ Rd×d is the reduced order covariance matrix for ω˜k.
In the update phase, the current a priori prediction is combined with current observation
at selected positions to reﬁne the state estimate. In particular, the Kalman gain, Kk ∈ Rd×m,
can be computed as
Kk = P
−
k H˜
T
k (H˜kP
−
k H˜
T
k +R)
−1. (7)
where H˜k = HkΦ ∈ Rm×d. A posteriori state estimate is generated by the following equation,
ψ˜k = ψ˜
−
k +Kk(zk − H˜kψ˜−k ), (8)
and the covariance matrix is updated as
Pk = P
−
k −KkH˜kP−k . (9)
Equations (4)–(9) have a similar form as the standard Kalman ﬁlter. However, since the
state variable and covariance matrix are updated in a low dimensional subspace, signiﬁcant
speedups can be obtained by the RKF.
3 Simulation
The proposed data assimilation and control strategy described above are shown to successfully
monitor and characterize a simulated concentration plume that is analogous to the release of
an airborne plume of toxic chemicals in an urban environment. The plume motion is governed
by the advection-diﬀusion equation given in (1). For simplicity, the initial plume concentration
is zero. The plume source distribution is a constant. However, in this test, neither the precise
location nor the extent of the plume source distribution is known. As time progresses the
DDDAS is able to identify and update the plume concentration and plume source distribution
by guiding the UAVs to measure plume concentration near hot spots while assimilating the
data measured along the sensor paths. All variables, including time, length, and velocity, are
given in nondimensional units unless otherwise speciﬁed.
In the simulation, the wind velocity is computed by solving the non-dimensional Navier–
Stoke equation on the spatial domain Ω = [0, 30] × [0, 10] (see Figure 2), which is treated as
the “real wind”. Two square obstacles are placed within the domain to simulate buildings
in an urban environment. All concentration plume boundary conditions are set to ψ = 0 for
simplicity. As the concentration ﬁeld evolves, the plume interacts with the buildings in the
domain, passing between and around them. For time t > 0, a plume source distribution is
set as f(t, x) = 1.2 exp(−||x − x1||22) + 0.8 exp(−||x − x2||22) with stochastic evolution where
x1 = (2.3, 4.1) and x2 = (2.7, 5.5) (See Figure 3). This will be used as the true plume solution
and as a reference for all measures of accuracy. The total time domain of interest is [0, 30] from
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Figure 2: The background wind velocity ﬁeld at t = 0. The dimensionless unit is used for both
spatial and temporal coordinates.
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Figure 3: The red background shows the instantaneousness plume concentration ψ(t, x) of
the “real plume” for t = 30. The blue lines show the contour of the plume source f(t, x) =
1.2 exp(−||x− x1||22) + 0.8 exp(−||x− x2||22).
the release of plume source to the time for the front of the plume to reach the right edge of the
spatial domain.
The DDDAS described in previous sections is then applied to this data set. In the oﬄine
stage, the plume source distribution is assumed to be unknown so it is initially estimated to
be within the square region [1.5, 3.5] × [3.5, 6.5]. A linear combination of kernel functions is
used to approximate the real plume source distribution. The kernel functions used here are
set as fˆi(x) = 0.1 exp(−||x − xi||22/0.82). The centers xi of these Gaussian kernel functions
are located on the grid points at 2, 2.5, 3 in horizontal direction and 4, 4.5, 5, 5.5, 6 in
vertical direction. Using these kernel functions for plume source distribution, we generate
corresponding trajectories for the evolution of plume concentration and build a discrete data
ensemble. The POD method is then used to capture the dominant modes for the data ensemble.
The contribution of each mode to the data ensemble is characterized by the corresponding
singular value. If ﬁxed sensors are used to measure the plume concentration, we take all the
snapshots from the data ensemble. However, if UAVs are used, we can artiﬁcially partition the
global time domain into 6 periods, and focus on the local POD modes for each time interval.
Compared with global POD, local POD can ﬁt the empirical data with higher accuracy for the
same number of modes. In order to balance accuracy and computational speed, only the ﬁrst
three local POD modes are used to approximate the real plume concentration.
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Figure 4: The resource constrained delta-wing UAV used in the experimental demonstration of
the DDDAS technique. The 0.8 m wingspan UAV is equipped with a GPS sensor for position,
a roll rate sensor, XBee wireless communication radio, and an autopilot to control the craft
during autonomous mode.
4 Experiment
In order to verify the feasibility of this DDDAS in a real world application, we combine the
aforementioned simulation with a ﬁeld test involving three small, resource constrained UAVs.
The experiment was designed to compare the performance of the DDDAS technique using real
mobile sensors to the performance using simulated mobile sensors. The UAV GPS coordinates
are continuously communicated to a ground station laptop, running the data assimilation and
sensor placement loops in real time. The same virtual plume used in simulations is “measured”
using the GPS coordinates of UAVs at a speciﬁed time. The UAVs are guided through the
environment using Lyapunov guidance vector ﬁelds [16].
4.1 Hardware description
The small, resource constrained UAV used in the experiment is shown in Figure 4. The aircraft
has a wingspan of 0.8 m and weighs less than 0.5 kg. The airframe, elevons, ﬂaps, nose cone,
propeller and servos, are all mass produced thus making the aircraft inexpensive compared to a
custom design. This aircraft has been successfully used in several experiments in our research
group and has proven itself robust, relatively simple and inexpensive to maintain, and easily
replaceable if needed [19]. Additionally, the small size and simplicity of the aircraft allow for
rapid deployment in areas that are not ideal for traditional UAVs. The Delta-Wing UAVs are
equipped with a custom autopilot to allow for implementation of custom control strategies [16].
Several studies [19, 15] have shown that it is possible to achieve fully autonomous operation of
a small UAV by means of this simple autopilot equipped with a limited number of sensors.
The autopilot consists of an on-board processor, a single axis rate gyro to sense roll rates, an
absolute pressure sensor for altitude sensing, and a GPS receiver for positioning. The program
has built-in routines to account for short term blackouts in the GPS signals and the noise
and drifts in the sensors. The autopilot system also includes a complementary ground station
that receives and relays data to and from the autopilot on board the aircraft. The autopilot
transmits telemetry data to the ground station which responds with an updated position of the
hot spot. As required by FAA regulations, the pilot remains in control at all times and can
disengage the autopilot immediately if needed.
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Figure 5: The experiment domain and hot spots.
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Figure 6: The GPS coordinates of three UAVs during approximately 12 minute of the ﬁeld test.
4.2 Experiment results
The simulated plume concentration was applied on a 3× 1 km domain with a time scale of 12
minute. Figure 5 plots the region that we take the experiment with accompanying “buildings”.
The circles correspond to three hot spots of the ﬁrst three local POD modes. The hot spots are
calculated based on the greedy algorithm discuss in [12]. Based on our simulation setup, the
ﬁrst hot spot (red) stays near the plume source, the second one (blue) is around the building
area, and the third one (green) moves toward the right region as plume is advected by wind.
The radius of each hot spot (50 m) corresponds to the turning radius of the delta-wing UAVs.
The dashed box represents the boundary as shown in Figure 6. The red, green, and blue lines
indicate the path of the three UAVs during this period of time.
Figure 7 shows the the percent error versus time in the estimated concentration plume.
The error was computed using the 2 norm using ﬁxed sensors and mobile sensors (both in
experiment and simulation). Once UAVs achieve the desired locations, this DDDAS technique
using three mobile sensors is able to reduce the error between the estimated concentration
and the actual concentration to levels within approximately 20%. Despite the experimental
uncertainties, this DDDAS technique using three real mobile sensors (subject to experimental
uncertainty) matches very well with the simulated sensors. Most importantly, the results show
that three mobile sensors are able to decrease the error between the estimated and actual
concentration ﬁelds faster and to lower levels than ten static sensors.
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Figure 7: Percent error versus time for the DDDAS experiment.
5 Conclusions
In this article, we propose a complete dynamic data-driven application system (DDDAS) for
simultaneously measuring and simulating a concentration plume and the plume source distri-
bution in a dynamic environment. The dynamic evolution of plume concentration is governed
by a coupled ODE. In order to assimilate incomplete and noisy state observations into this
system in real-time, an oﬄine-online approach is used. In the oﬄine stage, we build a database
by sampling several possible plume source regions and solving the governing equation to obtain
possible trajectories for the plume concentration. We then use the proper orthogonal decom-
position (POD) to ﬁnd a few dominant modes. In the online stage, the reduced Kalman ﬁlter
(RKF) is applied to estimate plume concentration and plume source distribution, which re-
stricted to the subspace of the POD modes. The RFP-based data assimilation method leads
to a hierarchical vehicle control strategy. On one level, hot spots are chosen such that maxi-
mal information can be obtained by UAVs. On another level, the Lyapunov vector ﬁeld based
scheme is used for vehicle path planning and control. Both the assimilation method and the
control strategies are very computationally eﬃcient and can be carried out in real time.
The proposed DDDAS combines the data assimilation method and control strategy together
for plume characterization and the simulation/experiment results verify the utility of the system.
Speciﬁcally, a small number of mobile sensors are able to approach the hot spots and produce
a greatly improved estimate of plume concentration when compared to the use of many more
static sensors. Moreover, experimental results using UAVs match very well with simulation
results for plume estimation.
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