ABSTRACT Device-to-device (D2D) communication has become a key technology in the fifth-generation cellular networks. Resource allocation is critical to ensure satisfactory performance. However, most existing resource allocation policies focus on delay-unaware performance metrics, such as throughput and power consumption, thus being effective only in delay-insensitive scenarios. To overcome this problem, in this paper, we consider an orthogonal frequency division multiple access-based cellular network, where multiple cellular users and D2D pairs along with delay quality-of-service (QoS) requirements coexist to share multiple sub-channels. We propose an effective resource allocation and source adaptation policy to maximize the system throughput while satisfying each user's delay QoS requirement. Specifically, we formulate a constraint optimization problem and solve it using the Lagrangian approach. In the dual domain, the key problem is solving for the dual function under given dual variable. This is a mixed integer non-linear programming problem with non-concave function and is non-linearly coupled over layers, thus being very difficult to solve. In response, we propose effective algorithms based on an alternating optimization method, successive convex approximation method, and outer approximation method. Analysis on the convergence and optimality of the proposed algorithms is given. Simulation results show that our proposed policy can improve the QoS-guaranteed system throughput significantly compared with the baselines.
I. INTRODUCTION
With the rapid growth of mobile devices and local area services, device-to-device (D2D) communication has become a key technology in the fifth generation (5G) cellular networks to provide satisfactory user experience [1] . D2D communication mainly refers to the technology that two nearby devices can communicate with each other directly bypassing the base station (BS). Since the data traffic is not routed through the BS, D2D communications can be very effective in terms of increasing the throughput, reducing the end-to-end (E2E) delay and power consumption, etc [2] . Moreover, D2D communications underlaying cellular networks allow the D2D users to reuse the radio resources of cellular users, thus significantly increasing the network capacity. Thanks to the assistance from the cellular networks, D2D communications underlaying cellular networks is shown to be very efficient in terms of resource allocation, interference management and so on, and has drawn considerable attention in recent years [3] - [6] .
In D2D communications underlaying cellular networks, one of the most important issues is the interference problem caused by the resource sharing among D2D users and cellular users [3] . Therefore, resource allocation, such as sub-channel assignment and power control, has become a major challenge to ensure satisfactory performance and has been addressed by some existing works [7] - [9] . Yu et al. [7] consider a single cell where multiple cellular users and D2D pairs coexist to share multiple sub-channels. With the objective to maximize the overall system throughput while guaranteeing the signalto-noise-plus-interference ratio (SINR) of both D2D and cellular users, they develop low-complexity algorithms which jointly determines mode selection, channel assignment, and power control. Gao et al. [8] , consider a similar scenario but focus on minimizing the total power consumption while meeting user data rate requirements. They propose two effective algorithms to solve the problem in polynomial time. Ali et al. [9] , consider D2D assisted heterogeneous networks with relays. They optimize the power allocation and cell selection to maximize the energy efficiency subject to the minimum data requirement. In summary, the major limitation of most existing works on resource allocation for D2D communications is that they focus on delay-unaware performance metrics, such as throughput, power consumption, energy efficiency, etc. As a result, their proposed resource allocation policies are only effective in delay-insensitive scenarios [10] .
In the 5G era, providing delay quality-of-service (QoS) guarantees is urgently required by a variety of applications, such as the vehicle-to-everything (V2X) communication, critical machine type communications (MTC), near field interactive gaming, etc [11] . Since D2D communication can reduce the E2E delay, it has been identified as a key enabler for those delay-sensitive applications [11] . As a result, it is quite important to take the delay QoS requirement into account when performing resource allocation for D2D communications. Because of the time-varying nature of wireless channels, deterministic delay guarantees are difficult to be provided. Consequently, the effective capacity theory [12] has been proposed and widely adopted to provide statistical QoS guarantees [13] - [18] . The effective capacity is defined as the maximum constant arrival rate that a given time-varying service process can support while satisfying the statistical QoS requirement [12] .
Providing statistical QoS guarantees for D2D communications has attracted much interest very recently [19] - [24] . Reference [19] , [20] focus on long-term resource allocation which is independent of the instantaneous channel condition. Although the resource allocation problems can be simplified under the long-term assumption, this simplification comes at the cost of reduced spectral efficiency due to the inflexible resource allocation policies. To achieve higher spectral efficiency, the authors of [21] - [24] focus on resource allocation which can be dynamically adjusted according to the instantaneous channel condition. In [21] , the authors consider a fullduplex (FD) D2D communication link. The optimal power control scheme is proposed to maximize the sum effective capacity of the FD-D2D link. They further extend the scenario to a D2D-cellular unit, consisting of a cellular user and a D2D pair with the same QoS requirement, in [22] . Also, a power control scheme is proposed to maximize the sum effective capacity of the D2D-cellular unit in [22] . However, the power control schemes proposed by both works [21] , [22] do not apply to the general situation where multiple D2D pairs are allowed to share the same radio resources, thus being only efficient in very limited scenarios [3] .
Previously, we investigated statistical QoS provisioning for D2D communications in [23] , [24] . In [23] , we consider a network where a cellular user and a D2D pair share the same radio resources with different QoS requirements. An effective power control scheme is proposed to maximize the cellular user's effective capacity while satisfying the D2D pair's effective capacity constraint. In [24] , we further consider a network where multiple D2D pairs share a common spectrum band. We propose an effective power control and source adaptation policy to maximize the QoS-guaranteed system throughput. However, to simplify the resource allocation problem, [24] assumes that a dedicated spectrum band is allocated to the D2D users, which is orthogonal to the spectrum band allocated to cellular users. So cellular users are totally ignored in [24] . What's more, all these works [21] - [24] focus on single channel networks in which data transmissions are conducted on a single spectrum band. As orthogonal frequency division multiple access (OFDMA) is widely applied in 4G and further considered for 5G cellular networks [25] , it is not only necessary but also urgent to provide statistical QoS guarantees for D2D communications underlaying OFDMA-based cellular networks [4] .
To address the issues above, in this paper, we consider an OFDMA-based cellular network, where multiple cellular users and D2D pairs with possibly different delay QoS requirements coexist to share multiple sub-channels. We focus on resource allocation, i.e., sub-channel assignment and power control, that can be dynamically adjusted according to the instantaneous channel condition. With the objective to maximize the system throughput while satisfying each user's delay QoS requirement, we propose an effective resource allocation and source adaptation policy. The main contributions of this paper are summarized as follows:
• We investigate statistical QoS provisioning for D2D communications underlaying OFDMA-based cellular networks.
• We assume that one communication link can occupy multiple sub-channels and the sub-channels allocated to a cellular user can be reused by multiple D2D pairs. Under these assumptions, our system model becomes very general, and our proposed framework and solution can be easily extended to specific cases where extra resource allocation restrictions are considered.
• We characterize users' delay QoS requirements by the buffer violation probability constraints, which are further handled according to the effective capacity theory [12] . With the objective to maximize the QoS-guaranteed system throughput, a constraint optimization problem is formulated and solved using the Lagrangian approach. The duality gap is shown to be zero.
• In the dual domain, the key problem is solving for the dual function under given dual variable. This is a mixed integer non-linear programming (MINLP) problem and quite difficult to solve. Specifically, we identify three major challenges of solving this problem, i.e., nonlinearly coupled over layers, non-concave function, and integer constraint.
• To address the challenges above, we propose effective algorithms based on alternating optimization method [26] , successive convex approximation method [27] and outer approximation method [28] - [31] , respectively. Comprehensive analysis on the convergence and optimality of the proposed algorithms is given.
• We conduct intensive simulations to evaluate the performance of our proposed policy along with baselines. It is shown that our proposed policy can significantly improve the QoS-guaranteed system throughput. To the best of our knowledge, this is the first work on providing statistical QoS guarantees for D2D communications underlaying OFDMA-based cellular networks.
The rest of the paper is organized as follows. Section II describes the system model. The statistical QoS-driven resource allocation and source adaptation problem is formulated and analyzed in Section III. We analyze the challenges of solving for the dual function under given dual variable comprehensively in Section IV. Effective algorithms, along with the analysis on the convergence and optimality, are presented in Section V. Simulation results and discussions are given in section VI. The paper concludes in Section VII.
II. SYSTEM MODEL
In this section, we describe the system model for D2D communications underlaying OFDMA-based cellular networks, and give some preliminaries on statistical QoS provisioning. Some important symbols are summarized in Table 1 .
A. NETWORK TOPOLOGY
As shown in Fig. 1 , in this paper, we consider a single cell in an OFDMA-based cellular network, which consists of a BS, C cellular users, D pairs of D2D users, and K orthogonal subchannels. Let B denote the bandwidth of each sub-channel. The cellular users only communicate with the BS. And we assume that two D2D users belonging to the same D2D pair communicate with each other directly bypassing the BS. So other issues, such as peer discovery, incentive mechanisms and mode selection [5] , are beyond the scope of this paper.
We assume that the D2D users reuse the uplink transmission resources of cellular users, since uplink resource sharing is considered to be more efficient than downlink resource sharing in terms of spectrum utilization, practical implementation, and so on [10] , [32] . Therefore, the cellular users considered in this paper are all uplink users. 1 1 The proposed framework and solutions in this paper can be easily extended to the case of downlink resource sharing. For notational convenience, let I C = {0, 1, · · · , C − 1} and I D = {C, C + 1, · · · , C + D − 1} be the index set of all cellular communication links and all D2D communication links, respectively. And let I = C + D and I = I C ∪ I D be the total number and index set of all communication links, respectively. We further let K = {0, 1, · · · , K − 1} be the index set of all available sub-channels.
B. PHYSICAL LAYER MODEL AND RESOURCE ALLOCATION
Denote the transmitter (Tx) and receiver (Rx) of communication link i ∈ I as Tx i and Rx i , respectively. 2 Let h k ij be the channel power gain from Tx i to Rx j on sub-channel k, where i, j ∈ I and k ∈ K. All channel power gains are assumed to follow the block fading model, which means they remain constant during a time slot with duration T , and vary independently across different time slots. Let h = {h k ij , ∀i, j ∈ I, ∀k ∈ K} be the channel state information (CSI) of all communication and interference links on all sub-channels, which is assumed to be perfectly known by the BS. 3 Let (h) = {γ k i (h), ∀i ∈ I, ∀k ∈ K} be the instantaneous sub-channel assignment result corresponding to CSI h, where γ k i (h) ∈ {0, 1} is the sub-channel assignment indicator and is defined as follows In present OFDMA-based cellular networks, two cellular users in a cell are not allowed to reuse the same sub-channel to avoid intra-cell interference. Thus,
Let P(h) = {P k i (h), ∀i ∈ I, ∀k ∈ K} be the instantaneous power control result corresponding to CSI h, where P k i (h) is the transmit power of Tx i on sub-channel k. We have the following constraints on
where P max i denotes the maximum transmit power of Tx i . The constraint in Eq. (3) indicates that under any given fading state h, P k i (h) can be positive if and only if sub-channel k is assigned to communication link i, i.e.,
Moreover, the sum of the transmit powers of Tx i on all sub-channels cannot exceed the maximum power P max i , as illustrated by the constraint in Eq. (4).
For notational convenience, let i (h) = {γ k i (h), ∀k ∈ K} and P i (h) = {P k i (h), ∀k ∈ K} be the sub-channel assignment and power control results for communication link i ∈ I under CSI h, respectively. Similarly, let k (h) = {γ k i (h), ∀i ∈ I} and P k (h) = {P k i (h), ∀i ∈ I} be the sub-channel assignment and power control results on sub-channel k ∈ K under CSI h, respectively.
Both the sub-channel assignment result (h) and the power control result P(h) are adjusted depending on CSI h at the beginning of each time slot. For given fading state h and the corresponding resource allocation result ( (h), P(h)), the SINR of communication link i on sub-channel k is given by
where σ 2 k is the noise power on sub-channel k. Accordingly, the maximum service rate of communication link i ∈ I in a time slot, denoted as R i (P(h)) (bits/slot), can be written as
C. RESOURCE ALLOCATION RESTRICTIONS AND INTERFERENCE SCENARIOS
While enjoying the resource reuse gain by introducing D2D communications into cellular networks, complicated interference scenarios may arise depending on the resource allocation restrictions. Specifically, there are three potential interference scenarios depending on different resource allocation restrictions [6] : (1) interference among multiple D2D pairs; (2) interference between a cellular user and a D2D pair; (3) interference among a cellular user and multiple D2D pairs. Interference scenario (1) arises when multiple D2D pairs are allowed to reuse the same radio resources. The interference between cellular users and D2D users are avoided by allocating dedicated radio resources to D2D users, which are orthogonal to the radio resources allocated to cellular users.
Interference scenario (2) arises when the radio resources allocated to a cellular user can be reused by at most one D2D pair. The interference among D2D pairs are avoided by the restriction that different D2D pairs are not allowed to reuse the same radio resources.
Interference scenario (3) arises when the radio resources allocated to a cellular user can be reused by multiple D2D X. Mi et al.: Statistical QoS-Driven Resource Allocation and Source Adaptation for D2D Communications Underlaying pairs. Accordingly, no extra restrictions, besides those mentioned in Section II-B, are imposed on the resource allocation policy.
Some previous works on resource allocation for D2D communications assumed interference scenario (1) [24] , [33] and (2) [7] , [34] , [35] , since the resource allocation problems under interference scenario (1) and (2) are much simpler than that under interference scenario (3). However, the major drawback of assuming interference scenario (1) and (2) is that the spectral efficiency is reduced, for the reason that extra resource allocation restrictions are considered and the resulting resource allocation policy is less flexible than that under interference scenario (3) [4] .
In contrast, interference scenario (3) is the most complicated and challenging one among the three. In fact, interference scenario (1) and (2) can be seen as simplified cases of interference scenario (3) . Since no extra resource allocation restrictions are considered in interference scenario (3), the resulting resource allocation policy can be very flexible and the resource reuse gain can be fully exploited, thus leading to the highest spectral efficiency. Consequently, resource allocation for D2D communications under interference scenario (3), although challenging, has drawn a lot of interest recently [8] , [36] , [37] .
In addition, to further simplify the resource allocation problem, many existing works restrict that one communication link can occupy at most on sub-channel [7] , [35] , i.e.,
Once again, this simplification comes at the cost of reduced spectral efficiency.
To summarize, in this paper, to fully exploit the resource reuse gain and achieve the highest spectral efficiency, we adopt the following two assumptions on the resource allocation restrictions:
• Assumption 1: One communication link can occupy multiple sub-channels.
• Assumption 2: The sub-channels allocated to a cellular user can be reused by multiple D2D pairs. As a result, interference scenario (3) arises in our system. Moreover, under assumption 1 and 2, our system model becomes very general, and our proposed framework and solution can be easily extended to specific cases where extra resource allocation restrictions are considered.
D. TRAFFIC MODEL AND SOURCE ADAPTATION
As shown in Fig. 1 , each transmitter maintains a data queue for the incoming traffic towards its associated receiver. Let λ i denote the constant arrival rate of the data source at Tx i . And let λ = {λ i , ∀i ∈ I} be the set of all source rates. Since the source rate λ is adapted at the source variation timescale, which is typically much slower than the channel state variation, we assume that λ is determined at the beginning of the communication session and remains constant afterwards.
E. PRELIMINARIES ON STATISTICAL QoS PROVISIONING
In this paper, we focus on statistical QoS provisioning characterized by the following buffer violation probability constraint [12] 
where Q i is the steady-state queue length of Tx i , Q th i is a given queue length bound, and ρ th i is the target buffer violation probability. According to the large deviation theory [38] , for a dynamic queueing system with ergodic and stationary arrival and service processes, the buffer violation probability above can be approximated as
where the parameter θ i > 0 is termed as the QoS exponent. θ i measures the exponential decay rate of the buffer violation probability and is used to indicate the QoS requirement [12] . Specifically, a larger θ i corresponds to a faster decay rate, implying that a more stringent QoS requirement can be supported. A smaller θ i leads to a slower decay rate, indicating that the system can only provide a looser QoS guarantee.
The effective capacity is defined as the maximum constant arrival rate that can be supported by a given time-varying service process while satisfying the statistical QoS requirement [12] . Analytically, the effective capacity of a stationary and time uncorrelated service process R i (P(h)) with QoS exponent θ i can be written as [12] 
, ∀i ∈ I
where E h {·} denotes the expectation over h. By combining Eqs. (9)- (11), we can conclude that in order to satisfy the delay QoS requirement in Eq. (9), the effective capacity of the service process must be greater than the constant source rate λ i , i.e.,
where θ i can be determined by
For a stable queue without buffer limits, the average arrival rate is equal to the average service rate. Hence, λ i can be seen as the QoS-guaranteed throughput of communication link i and i∈I λ i can be seen as the QoS-guaranteed system throughput, where the delay QoS requirement of each communication link is given by the constraint in Eq. (9).
III. STATISTICAL QoS-DRIVEN RESOURCE ALLOCATION AND SOURCE ADAPTATION: PROBLEM FORMULATION AND ANALYSIS
In this section, we first formulate the statistical QoS-driven resource allocation and source adaptation problem, and then propose to solve it using the Lagrangian approach. Analysis on the duality gap and challenges is given afterwards. VOLUME 5, 2017 A. ORIGINAL PROBLEM In this paper, our objective is to propose an effective resource allocation and source adaptation policy to maximize the QoS-guaranteed system throughput. Mathematically, the optimization problem can be formulated as follows
where Eq. (13b) is the statistical QoS requirement for each communication link, Eq. (13c) is the non-negative constraint on the source adaptation variable, Eqs. (13d,13e) and (13f,13g) are the restrictions on sub-channel assignment and power control variables, respectively, as explained in Section II-B.
According to the analysis in Section II-E, the QoS requirement in Eq. (13b) is equivalent to the effective capacity constraint in Eq. (12). So we can convert P1 into a new problem as follows
By taking Eq. (11) into Eq. (14b), we can perform some equivalent transformations as follows
Thus, we can further rewrite P2 as follows
Due to the interference among cellular users and D2D users, R i (P(h)) is in general non-concave [39] . In a short summary, due to the non-concave function R i (P(h)) in Eq. (16b) and the integer constraint in Eq. (13d), P3 is a non-convex optimization problem with integer variables and is very difficult to solve. In response, we propose a solution by looking at its Lagrangian dual problem.
B. LAGRANGIAN DUAL PROBLEM
To define the Lagrangian dual problem of P3, let µ = {µ i , ∀i ∈ I} be the non-negative dual variable associated with the QoS constraint in Eq. (16b). We can construct the partial Lagrangian of P3 as follows
Given the dual variable µ, the dual function, denoted as g(µ), is obtained by maximizing the partial Lagrangian L (λ, P(h), µ) over the primal variables (λ, (h), P(h)) while satisfying the constraints in Eqs. (13c) ∼ (13g). Mathematically, g(µ) is the optimal objective value of the following optimization problem
serves as an upper bound on the optimal objective value of P3, the dual problem is then defined as
Furthermore, we notice that if µ is not element-wise positive, i.e., there exists µ i = 0 for some i ∈ I, then λ i and g(µ) will be positive infinity according to Eq. (17) and P4(µ). As a result, g(µ) is a meaningless upper bound in this case [40, Ch. 5] ). Consequently, in the rest of the paper, we assume µ is element-wise positive, i.e., µ i > 0, ∀i ∈ I.
C. ZERO DUALITY GAP
Let V * P and V * D denote the optimal objective value of the primal problem P3 and its dual problem P5, respectively. Since P3 is non-convex, the duality gap is typically non-zero, implying that V * D ≥ V * P . Fortunately, [41, Th. 1] has proven that optimization problems like P3, where the non-convex functions appear inside expectations, have a zero duality gap under the condition that the cumulative distribution function (cdf) of the random variable with respect to which we take the expected values is continuous. This conclusion also holds when the optimization problem involves integer variables [41, Sec. III].
In our problem P3, the random variable with respect to which we take the expected values is the CSI h. For all practical fading models, such as Rayleigh, Rice and Nakagami, the channel's cdf is continuous [41] . Consequently, despite the non-concave function R i (P(h)) in Eq. (16b) and the integer constraint in Eq. (13d), P3 has a zero duality gap, i.e., V * D = V * P . As a result, the primal problem P3 can be solved without loss of optimality in the dual domain.
D. REMARK ON CHALLENGES
It is important to note that zero duality gap dose not necessarily mean the primal problem P3 can be easily solved in the dual domain. Since solving the dual problem P5 requires solving for the dual function g(µ) under given dual variable µ, the major challenge now becomes solving P4(µ). In fact, due to the non-concave function R i (P(h)) in Eq. (17) and the integer constraint in Eq. (13d), P4(µ) is still very difficult to solve. Specifically, we'll analyze the challenges of solving P4(µ) comprehensively in Section IV, and propose solutions in Section V. After solving P4(µ), the dual problem P5 can be solved using the subgradient method, which will be detailed in Section V-D.
IV. STATISTICAL QoS-DRIVEN RESOURCE ALLOCATION AND SOURCE ADAPTATION: ANALYSIS ON CHALLENGES
In this section, we analyze the challenges of solving for the dual function g(µ) under given dual variable µ, i.e., solving P4(µ), comprehensively.
A. PROBLEM STATEMENT
For reading convenience, we rewrite P4(µ) in a complete form as follows
The expectation E h {·} in Eq. (17) can be effectively approximated using the Monte Carlo method with sufficiently large number of CSI realizations [42] . Let {h n , ∀n ∈ N }, where N = {0, 1, · · · , N − 1}, be the set of N CSI realizations. By using the Monte Carlo method, we have the following approximation
which is accurate for sufficiently large N .
In what follows, we are going to analyze the challenges of solving P4(µ).
B. CHALLENGE 1: NON-LINEARLY COUPLED OVER LAYERS
In our problem P4(µ), the control variables involve both the source adaptation variable λ at the data-link layer and the resource allocation variables ( (h), P(h)) at the physical layer [12] , [13] . Therefore, P4(µ) is a cross-layer optimization problem.
In most cross-layer optimization problems, control variables in different layers are usually linearly coupled [41] , [43] . As a result, those optimization problems exhibit the separable structure [41] , [43] , which means they can be easily separated into subproblems, each for one layer. And each subproblem involves only the control variables belonging to that layer, thus can be solved independently.
However, in our problem, due to the non-linear function e θ i (λ i −R i (P(h))) in Eq. (17), the control variables λ and P(h) are non-linearly coupled. Hence, the separable structure doesn't hold in P4(µ), implying that P4(µ) can not be separated into independent subproblems easily. Therefore, the existing solutions for cross-layer optimization problems with separable structures can not be applied to our problem P4(µ).
C. CHALLENGE 2: NON-CONCAVE FUNCTION R i P(h)
To gain further insight on the difficulty of solving P4(µ), we can rewrite R i (P(h)) as
And a non-negative weighted sum of concave functions is also concave [40, Ch. 3] . Thus, Eq. (22c) implies that R i (P(h)) contains a difference of two concave functions.
In general, optimization problems having d.c. (difference of concave) structures are well-known NP-hard and difficult to solve for the global optimum [44] .
The existing works [21] - [24] on statistical QoS provisioning for D2D communications focus on single channel networks, where data transmissions are conducted on a single spectrum band. As a result, the control variables in those works are all continuous variables, such as the power control variables and source adaptation variables. And the resulting optimization problems are all continuous optimization problems.
In contrast, our work is the first one that focus on providing statistical QoS guarantees for D2D communications underlaying OFDMA-based cellular networks. Correspondingly, our control variables further include the sub-channel assignment variable γ k i (h), which is a binary variable as indicated by Eq. (20c). As a result, the optimization problem P4(µ) becomes a MINLP problem, which is well-known difficult to solve [29] . VOLUME 5, 2017 X
E. SUMMARY
Due to the challenges mentioned above, we can conclude that P4(µ) is a MINLP problem with non-concave function and is non-linearly coupled over layers, thus being very difficult to solve.
V. STATISTICAL QoS-DRIVEN RESOURCE ALLOCATION AND SOURCE ADAPTATION: PROPOSED ALGORITHMS
In this section, we first propose effective algorithms to solve P4(µ) by addressing Challenge 1∼3, and then solve the dual problem P5 using the subgradient method. Analysis on network control and complexity is given afterwards.
A. ADDRESSING CHALLENGE 1: ALTERNATING OPTIMIZATION METHOD As described in Challenge 1 (cf. Section IV-B), the source adaptation variable λ at the data-link layer and the resource allocation variables ( (h), P(h)) at the physical layer are non-linearly coupled. Thus, maximizing over both λ and ( (h), P(h)) simultaneously is not straightforward. As a result, we propose an iterative algorithm based on alternating optimization method [26] to solve P4(µ). The key idea is to keep either λ or ( (h), P(h)) fixed, then maximize with respect to the other one. Moreover, after fixing the source rate λ, we adopt the Lagrangian dual decomposition method [42] to separate the optimization problem across fading states. In what follows, we first illustrate both steps of the iterative algorithm in detail, and later present the whole algorithm along with the proof of its convergence.
1) RESOURCE ALLOCATION UNDER GIVEN SOURCE ADAPTATION RESULT
Let λ be any given source adaptation result. Thanks to the linearity of the expectation operation, we can interchange the order of summation and expectation in Eq. (17) and rewrite the partial Lagrangian as follows
where
Take Eq. (23c) into the objective function of P4(µ) in Eq. (20a). Since the source rate λ and the dual variable µ are given constants here, the optimal solution of P4(µ) is equivalent to the optimal solution of the following simplified problem
According to the Lagrangian dual decomposition method [42] , the order of minimization and expectation in P6(λ) can be interchanged. Thus, P6(λ) can be decomposed into a series of parallel subproblems with the same structure, each for one fading state h. In particular, for a certain fading state h, the optimal resource allocation result is the solution of the following subproblem
Due to the non-concave function R i (P(h)) in Eq. (24) and the integer constraint in Eq. (26b), solving P7(h, λ) faces Challenge 2 & 3 (cf. Section IV-C and IV-D) and is still very difficult. In response, we adopt the successive convex approximation method and the outer approximation method to solve P7(h, λ), which will be detailed in Section V-B and V-C, respectively.
2) SOURCE ADAPTATION UNDER GIVEN RESOURCE ALLOCATION RESULT
Let { (h n ), P(h n ), ∀n ∈ N } be any given resource allocation results corresponding to N CSI realizations. By rearranging the terms in Eq. (17), we can rewrite the partial Lagrangian as follows
Since the resource allocation results are given, E h e −θ i R i (P(h)) in Eq. (27c) can be approximated using the Monte Carlo method, as described in Section IV-A.
Next, we seek to find the optimal source rate λ that maximize the partial Lagrangian by looking at its derivatives. By differentiating the partial Lagrangian in Eq. (27c) with respect to λ i , we can get
Since θ i , µ i and E h e −θ i R i (P(h)) are all positive numbers, it can be concluded from Eq. (28) that
is monotonically decreasing with λ i . Therefore, for given resource allocation results { (h n ), P(h n ), ∀n ∈ N }, the optimal source 
where 
3) PROPOSED ITERATIVE ALGORITHM AND CONVERGENCE PROPERTIES
Based on the analysis above, we propose an iterative algorithm to solve P4(µ), which is summarized in Algorithm 1.
Quantities associated with the v-th iteration are denoted by the superscript (v).
Algorithm 1 Resource Allocation and Source Adaptation
Under Given Dual Variable: Alternating Optimization-Based Algorithm for Solving P4(µ) Input: dual variable µ, N CSI realizations {h n , ∀n ∈ N } 1: Initialize: source rate λ (0) , threshold > 0, iteration index v = 0, and maximum number of iterations v max 2: repeat 3: for CSI realization n = 0 to N − 1 do 4: Resource allocation under given source adaptation result: given the source rate λ (v) and the fading state h n , obtain (h n ) (v) , P(h n ) (v) by solving P7 h n , λ (v) 5: end for 6: for communication link i = 0 to I − 1 do
7:
Approximate E h e −θ i R i (P(h)) using the Monte Carlo method 8: Source adaptation under given resource allocation result: obtain λ end for 10: Calculate the objective value of P4(µ): calculate g(µ) (v) = L λ (v) , P(h) (v) , µ according to Eq. (17) and Eq. (21) 11:
, ∀n ∈ N }, and objective value g(µ) (v−1) The convergence property of the proposed iterative algorithm is given in the following theorem.
Theorem 1: Let λ (v) and (h) (v) , P(h) (v) be the source adaptation and resource allocation results at the v-th iteration of Algorithm 1, respectively. If the following inequality holds
where f (λ, P(h)) is the objective function of P7(h, λ) as defined in Eq. (24), then Algorithm 1 always converges.
Proof: See Appendix A.
4) REMARKS ON OBTAINING (h) (v ) , P(h) (v )
The sufficient condition of Theorem 1 in Eq. (30) implies that (h) (v) , P(h) (v) should be no worse than (h) (v−1) , P(h) (v−1) when solving P7 h, λ (v) . Let (h, λ (v) ) * , P(h, λ (v) ) * be the optimal solution of P7 h, λ (v) . If (h, λ (v) ) * , P(h, λ (v) ) * can be obtained exactly, they can be chosen as the resource allocation result under the source rate λ (v) , i.e., (h) (v) , P(h)
Then the sufficient condition of Theorem 1 in Eq. (30) can be satisfied obviously. However, due to the high complexity in solving P7 h, λ (v) , (h, λ (v) ) * , P(h, λ (v) ) * may not be obtained exactly, as is the case in this paper. Let (h, λ (v) ), P(h, λ (v) ) be an approximate solution of P7 h, λ (v) . Then in this situation, we can determine (h) (v) , P(h) (v) as follows (h) (v) , P(h)
In summary, Eqs. (31) ∼ (33) ensures that no matter whether the optimal solution of P7 h, λ (v) can be obtained or not, the sufficient condition of Theorem 1 in Eq. (30) can always be satisfied and the convergence of Algorithm 1 can be guaranteed.
B. ADDRESSING CHALLENGE 2: SUCCESSIVE CONVEX APPROXIMATION METHOD
After overcoming Challenge 1 and solving P4(µ) using Algorithm 1, the only issue that remains is solving P7(h, λ), which is a MINLP problem with non-concave function.
Theoretically, a MINLP problem can be solved using the exhaustive search method, which is summarized in two steps: 1) fix the integer variable to a given value, and solve the resulting continuous optimization problem; 2) change the integer variable to a new value and repeat step 1 until all feasible integer values are tested.
However, the exhaustive search method cannot be adopted here to solve P7(h, λ) for two major reasons: 1) after fixing the integer variable (h) to a given value, the resulting continuous optimization problem is non-convex due to the nonconcave function R i (P(h)) in Eq. (24), thus being still very difficult to solve; 2) the exhaustive search incurs exponential complexity in the number of variables in (h), thus being almost impractical to implement.
In response, we propose to jointly use the successive convex approximation method and the outer approximation method to solve P7(h, λ). Firstly, we use a lower bound to relax the non-concave function R i (P(h)) to a concave one and convert P7(h, λ) into a new problem P8(w), where w is the convex approximation coefficient and will be described VOLUME 5, 2017 later. Secondly, the new problem P8(w) renders a very special structure that after relaxing the integer variables into continuous ones, P8(w) becomes a convex optimization problem. By exploiting this special structure, P8(w) can be optimally solved using the outer approximation method. Finally, we propose an iterative algorithm to improve the convex relaxation successively by repeating the former two processes.
To avoid the d.c. structure in Eq. (22c) and convert R i (P(h)) into a concave function, we make use of a lower bound for ln(1 + z) given by Lemma 1 [27] .
Lemma 1: For any given z ≥ 0 and z ≥ 0, we have
where α, β are the approximation coefficients and are determined as follows
The lower bound is tight at z = z. Based on Lemma 1 and the transformation
where P(h) = { P k i (h), ∀i ∈ I, ∀k ∈ K} is the set of all transformed powers, w i = {α k i , β k i , ∀k ∈ K} is the set of approximation coefficients for communication link i ∈ I. For notational convenience, let P i (h) = { P k i (h), ∀k ∈ K} and P k (h) = { P k i (h), ∀i ∈ I} be the set of transformed powers for communication link i ∈ I and on sub-channel k ∈ K under CSI h, respectively. Let w = {w i , ∀i ∈ I} be the set of all approximation coefficients.
It is straightforward to prove that R i P(h), w i is concave since it is the sum of linear and concave terms (note that logsum-exp is convex [40, Ch. 3] ).
Based on the relaxation above, P7(h, λ) can be converted into a new problem as follows
where f λ, P(h), w i∈I µ i e
P8(w) renders a very special structure, which is given in the following proposition.
Proposition 1: After relaxing the integer variable
Proof: See Appendix B. MINLP problems like P8(w), which are convex after relaxing the integer variables into continuous ones, are called convex MINLP problems and can be optimally solved using the outer approximation method [28] - [31] . The details will be given in Section V-C.
Once the optimal solution of P8(w) is obtained, we can get the power control result by the reverse transformation
And the newly obtained resource allocation result can be used to update the approximation coefficients, thus improving the convex relaxation successively. The proposed algorithm for solving P7(h, λ) is summarized in Algorithm 2.
The convergence property of the proposed iterative algorithm is given in the following theorem.
Theorem 2: Algorithm 2 produces a monotonically decreasing sequence of objective values and always converges.
Proof: See Appendix C.
C. ADDRESSING CHALLENGE 3: OUTER APPROXIMATION METHOD
In this section, we use the outer approximation method to solve P8(w). The outer approximation method was proposed in [28] and has become well known as a powerful technique to solve convex MINLP problems [29] - [31] . The convergence and optimality of the outer approximation method has been proven in [28] . The outer approximation method solves a convex MINLP problem by alternating finitely between solving a convex nonlinear programming (NLP) subproblem and solving a mixed integer linear programming (MILP) master problem [28] . Specifically, the convex NLP subproblem is obtained from the original MINLP problem by fixing the values of integer variables. Assume that the original MINLP problem is a minimization problem, then the convex NLP subproblem provides an upper bound on the optimal objective value of the original MINLP problem. The MILP master problem is obtained Resource allocation under given approximation coefficient: given the approximation coefficient w (y) , solve P8 w (y) , and denote the optimal solution as (h) (y) , P(h) (y)
4:
Reverse transformation: obtain the power control result P(h) (y) by
Calculate the objective value of P7(h, λ): given P(h) (y) , calculate f λ, P(h) (y) according to Eq. (24) 6:
for communication link i = 0 to I − 1 do
for sub-channel k = 0 to K − 1 do 8:
Calculate SINR: given P(h) (y) , calculate the SINR of communication link i on sub-channel k according to Eq. (6), and denote the SINR as z 9: Update the approximation coefficients: given the newly obtained SINR z, update the approximation coefficients α
according to Eqs. (35) and (36) 10: end for 11: Let w
, ∀k ∈ K} be the set of new approximation coefficients for communication link i 12: end for 13: Let w (y+1) = {w
, ∀i ∈ I} be the set of all newly obtained approximation coefficients 14: y ← y + 1 15: until ||f λ, P(h) (y−1) − f λ, P(h) (y−2) || < or y = y max Output: resource allocation result (h) (y−1) , P(h) (y−1) from the original MINLP problem by replacing the nonlinear functions with linear functions based on polyhedral outer approximations. The MILP master problem generates a lower bound on the optimal objective value of the original MINLP problem. The outer approximation method iteratively solves the two subproblems and generates a non-increasing sequence of upper bounds and a non-decreasing sequence of lower bounds, and converges to the global optimum in a finite number of iterations [28] .
In what follows, we describe the details of using the outer approximation method to solve the original convex MINLP problem P8(w). We first formulate the convex NLP subproblem and the MILP master problem, and then present the whole algorithm in Algorithm 3. Analysis on the convergence and optimality of the proposed algorithm is also given. Let a denotes the iteration index, and define A (a) = {0, 1, · · · , a}.
1) CONVEX NLP SUBPROBLEM
In the a-th iteration, let (h) (a) be the newly obtained subchannel assignment result. The convex NLP subproblem is obtained from P8(w) by fixing the value of integer variable (h) to (h) (a) . Mathematically, the convex NLP subproblem is formulated as follows (P8 − NLP(a)) min
Proposition 1 has revealed that the objective and constraint functions of P8 − NLP(a) are all convex. Therefore, P8 − NLP(a) is a convex optimization problem and can be efficiently solved using standard convex optimization techniques, such as the interior point method [40] . We omit the details here for brevity.
Let P(h) (a) denote the optimal solution of P8 − NLP(a). It is clear that the optimal objective value f λ, P(h) (a) , w of P8 − NLP(a) is an upper bound on the optimal objective value of P8(w). Additionally, let UBD (a) denote the tightest upper bound obtained so far, i.e.,
In order to find a lower bound on the optimal objective value of P8(w), we formulate the MILP master problem.
2) MILP MASTER PROBLEM
In the a-th iteration, let P (a) = P(h) ( a) , ∀ a ∈ A (a) denote the set of solutions that we have already obtained so far by solving the convex NLP subproblems. The MILP master problem is derived by replacing the non-linear functions in P8(w), i.e., f λ, P(h), w , ψ k i P k i (h) and ξ i P i (h) , with their linearizations at P (a) based on polyhedral outer approximations. Mathematically, the MILP master problem in the a-th iteration, denoted as P8 − MILP(a), is given at the bottom of the next page, where η ∈ R is an auxiliary variable. The elements of the gradient vectors in P8 − MILP(a) are given in Appendix D.
P8 − MILP(a) is a standard MILP problem and can be solved by many effective algorithms, such as the branch-and-cut algorithm [29] . The details are also omitted here for brevity. Denote the optimal solution of P8 − MILP(a) as (h) , P(h) , η . Choose (h) as the fixed sub-channel assignment result for the next iteration, i.e., (h) (a+1) = (h) . As illustrated in [28] , the linearizations in Eqs. (42b)-(42d) , are shown at the bottom of the next page, underestimate the convex functions f λ, P(h), w , ψ k i P k i (h) and ξ i P i (h) , respectively. Therefore, the objective value η is a lower bound on the optimal objective value of P8(w). So we define
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3) PROPOSED ITERATIVE ALGORITHM AND CONVERGENCE PROPERTIES
The proposed algorithm for solving P8(w) is summarized in Algorithm 3.
Algorithm 3
Resource Allocation Under Given Approximation Coefficient: Outer Approximation-Based Algorithm for Solving P8(w) Input: dual variable µ, source rate λ, CSI realization h, approximation coefficient w 1: Initialize: sub-channel assignment result (h) (0) , Solve the NLP subproblem: given the sub-channel assignment result (h) (a) , solve P8 − NLP(a), and denote the optimal solution as P(h) (a)
4:
Update the upper bound: update UBD (a) according to Eq. (41) 5:
Solve the MILP master problem: given P(h) (a) , solve P8 − MILP(a), and denote the optimal solution as (h) ,
Update the lower bound: let LBD (a) = η
7:
Update the index set:
− LBD (a−1) || ≤ or a = a max Output: resource allocation result (h) (a−1) , P(h) (a−1) We illustrate the convergence of Algorithm 3 by analyzing the monotonicity of the sequence of upper bounds and the sequence of lower bounds generated in the consecutive iterations. The upper bound UBD (a) is updated according to Eq. (41), which guarantees that the sequence of upper bounds is non-increasing. In each iteration, the solution of the NLP subproblem is used to generate new supporting hyperplanes for the non-linear functions. These linearized constraints are accumulated in the MILP master problem, as indicated by Eqs. (42b)-(42d). As a result, P8 − MILP(a) is formulated by adding the newly generated linearized constraints to P8 − MILP(a − 1). So the lower bound obtained by solving P8 − MILP(a) is tightened in each iteration, i.e.,
Eq. (44) implies that the sequence of lower bounds is non-decreasing. As a conclusion, Algorithm 3 generates a non-increasing sequence of upper bounds and a nondecreasing sequence of lower bounds on the optimal objective value of P8(w). So the gap between the upper bound and the lower bound is monotonically decreasing and Algorithm 3 converges to the global optimum in a finite number of iterations.
D. SOLVING P5 USING THE SUBGRADIENT METHOD
After overcoming Challenge 1∼3 and solving P4(µ) using Algorithm 1∼3, the dual variable µ can be updated using the subgradient method as follows
where l is the iteration index and s is a sufficiently small positive step-size. The whole algorithm for solving the dual problem P5 is summarized in Algorithm 4.
As indicated in Algorithm 4, we use λ * and { (h n ) * , P(h n ) * , ∀n ∈ N } to denote the final source adaptation and resource allocation results using our proposed algorithms. Lines 11∼14 of Algorithm 4 ensures that the relaxed constraint of the primal problem P3 in Eq. (16b) can always be satisfied by the final solution. Thus, the final solution is always primal feasible, i.e., all the constraints in Eqs. (16b) and (13c) ∼ (13g) can be satisfied. And i∈I λ * i is the maximum QoS-guaranteed system throughput that we can achieve using the proposed algorithms. Although the final obtained solution is just an approximate solution, simulation results show that our proposed policy can improve the QoS-guaranteed system throughput significantly compared with the baselines. As a result, our proposed policy is quite effective.
E. REMARKS ON NETWORK CONTROL AND COMPLEXITY
The block diagram of our proposed resource allocation and source adaptation policy is given in Fig. 2 .
(42c) Resource allocation and source adaptation under given dual variable: given dual variable µ (l) , solve P4 µ (l) using Algorithm 1∼3, denote the source adaptation and resource allocation results as λ (l) and Given λ (l) and {P(h n ) (l) , ∀n ∈ N }, approximate E h e θ i (λ i −R i (P(h))) according to Eq. (21) 6:
Update dual variable: calculate µ end for 8 :
, ∀n ∈ N be the final dual variable and resource allocation results using our proposed algorithms, respectively 11: for communication link i = 0 to I − 1 do 12: Calculate the effective capacity: given the power control results {P(h n ) * , ∀n ∈ N }, calculate the effective capacity of communication link i, denoted as C i (θ i ), according to Eq. (11) 13: Update the source rate: let λ * i = min{λ
end for Output: dual variable µ * , source adaptation result λ * , and resource allocation results (h n ) * , P(h n ) * , ∀n ∈ N When the proposed algorithms are deployed in practice, the whole network control operates in two phases: (1) an offline phase, where Algorithm 1∼4 are run to obtain the approximate primal and dual variables; (2) an online phase, where Algorithm 2 and 3 are run to determine the resource allocation result based on the current fading state. Both phases are run by a central controller at the base station. The details of both phases are described in what follows.
The offline phase is run before the communication session takes place. During the offline phase, the central controller runs Algorithm 4, along with Algorithm 1-3, to obtain the approximate primal and dual variables, i.e., λ * , µ * and (h n ) * , P(h n ) * , ∀n ∈ N as described in Section V-D. Sufficient number of channel measurements are needed by the central controller to estimate the expectation in Eq. (21) . When the offline phase is completed, the source rate of each transmitter can be adjusted according to λ * and remains constant afterwards, as described in Section II-D. The source rate λ * and the dual variable µ * are further used during the online phase to determine the resource allocation result based on the current fading state. Please note that although the offline phase may require considerable computation, it is run before the communication session takes place. And the offline phase needs to be re-run only when the network configuration or the channel statistics change. So the offline phase does not introduce much overhead for network operation.
After the completion the offline phase, the communication session can take place, and the whole network control enters the online phase. During the online phase, given the current channel realization h, the resource allocation result (h), P(h) is determined by solving P7(h, λ * ) using Algorithm 2 along with Algorithm 3. As a result, only Algorithm 2 and 3 are run during the online phase, and Algorithm 1 and 4 are no longer needed. In Algorithm 2, the main computational complexity comes from solving P8(w). Let M 1 be the number of iterations required to solve P8(w) using Algorithm 3. Then the computational complexity of each iteration of Algorithm 2 is O(M 1 + IK ). In Algorithm 3, the computational complexity is dominated by solving the convex subproblem P8 − NLP(a) and the MILP master problem P8 − MILP(a). The exact complexities of solving P8 − NLP(a) and P8 − MILP(a) depend on both the problem sizes and the choice of solvers. Specifically, the number of variables and constraints of P8 − NLP(a) are IK and IK + I , respectively. And the number of variables and constraints of P8 − MILP(a) are 2IK + 1 and (1 + IK + I )(a + 1) + IK + K , respectively. In our simulations, we use NLopt Solver [45] to solve P8 − NLP(a) and Gurobi Optimizer [46] to solve P8 − MILP(a). Let M 2 and M 3 be the number of iterations required to solve P8 − NLP(a) and P8 − MILP(a), respectively. Then the computational complexity of each iteration of Algorithm 3 is O(M 2 +M 3 ). In our simulations, Algorithm 2 and 3 usually converge in several iterations, such as 5∼10 iterations.
VI. SIMULATION RESULTS AND DISCUSSIONS
In this section, we evaluate the performance of our proposed resource allocation and source adaptation policy.
A. SIMULATION SCENARIOS AND PARAMETERS
We consider a circular cell with a BS in the center. Cellular users and the Tx of D2D pairs are uniformly distributed in the cell. And the D2D receivers appear within the D2D communication range, denoted as δ D , of their corresponding transmitters. As discussed in Section II-E, we use the QoS exponent θ i to characterize the delay QoS requirement of communication link i ∈ I for a concise illustration. For simplicity, we assume all the cellular users and D2D pairs have the same delay QoS requirements and power constraints, which are denoted as θ and P max , respectively. The key parameters are summarized in Table 2 .
B. PERFORMANCE METRIC AND BASELINES
We choose the QoS-guaranteed system throughput i∈I λ i as the performance metric. To obtain the average performance, we consider 50 random topologies, each having 10 4 time slots.
For performance comparison, we adopt the following two baselines.
1) BASELINE 1 (MAX SUM RATE POLICY)
In this baseline, the resource allocation and source adaptation are decoupled. At each fading state h, the sub-channel assignment and power control results are determined by maximizing the sum rate i∈I R i (P(h)). Mathematically, under fading state h, the resource allocation result is the solution of the following optimization problem
Due to the non-concave function R i (P(h)) in Eq. (46a) and the integer constraint in Eq. (26b), solving P9 also faces Challenge 2 & 3, just as P7(h, λ) does. So similarly, we can solve P9 using Algorithm 2 & 3 by replacing the objective function of P7(h, λ) with −U (P(h)) and performing some necessary modifications. The details are omitted here for brevity.
For communication link i ∈ I, given the QoS requirement θ i , the source rate λ i is determined as the effective capacity of the corresponding service process R i (P(h)), i.e., λ i = C i (θ i ), where C i (θ i ) is given by Eq. (11).
2) BASELINE 2 (RANDOM POLICY)
In this baseline, the resource allocation process is further decoupled into two steps at each fading state h. Firstly, the sub-channels are randomly assigned to all the communication links as long as the sub-channel assignment constraint in Eq. (2) is satisfied. Secondly, after assigning the subchannels, the users which are allocated sub-channels always transmit with the maximum power, and the power is equally allocated over the assigned sub-channels. The source rate λ i is determined in the same way as in Baseline 1.
Remark 2: Please note that for both baselines, although the resource allocation schemes do not consider the delay QoS constraint, the delay QoS requirement of each communication link can still be guaranteed by the source adaptation scheme in both baselines. The reason is that the effective capacity is the maximum QoS-guaranteed throughput as described in Section II-E.
C. RESULTS AND ANALYSIS
In Fig. 3 , we evaluate the impacts of the QoS exponent θ on the QoS-guaranteed system throughput i∈I λ i . In general, i∈I λ i decreases with the increase of θ , for the reason that the larger θ is, the more stringent the QoS requirement is. And our proposed policy always achieves the maximum throughput among all the control policies. Such good performance mainly comes from the fact that both the interference and users' QoS requirements are carefully addressed in our proposed policy. When θ is small, e.g., θ ∈ [10 −5 , 10 −4 ], our proposed policy and the Max Sum Rate Policy almost have the same performance, since the QoS requirement is quite loose in this domain. When the QoS requirement becomes more stringent, i.e., θ increases, the performance gains that our proposed policy achieves over the baselines become more and more prominent. Specifically, compared with the best baseline, our proposed policy can increase the system throughput by 54% and 116% when θ is 10 −3 and 10 −2 , respectively. And we can observe that the performance of the Random Policy is very poor due to the serious interference caused by the maximum transmit power. What's more, we can figure out that the decay rate of i∈I λ i also increases with increasing θ under our proposed policy. For example, under our proposed policy, i∈I λ i decreases by 12% when θ increases from 10 −4 to 10 −3 . And this ratio grows up to 44% when θ increases from 10 −3 to 10 −2 . Therefore, the QoS requirement θ has a significant impact on the system performance. Fig. 4 illustrates i∈I λ i versus the number of D2D pairs D under moderate (θ = 10 −3 ) and stringent (θ = 10 −2 ) QoS requirements. Generally, thanks to the resource reuse gain by introducing D2D communications into cellular networks, i∈I λ i increases with the increase of D. However, when D is large, the interference becomes quite serious, thus slowing down the increase rate of i∈I λ i . As expected, our proposed policy always achieves the maximum system throughput. For example, when θ = 10 −3 , compared with the best baseline, our proposed policy can increase the system throughput by 58% and 68% under D = 30 and D = 70, respectively. Fig. 5 depicts the impacts of the number of sub-channels K on i∈I λ i under moderate (θ = 10 −3 ) and stringent (θ = 10 −2 ) QoS requirements. As expected, for all the control policies, i∈I λ i increases with increasing K due to the additional radio resources. We can observe that the system throughput under our proposed policy grows almost linearly with K . And our proposed policy always outperforms the baselines. For example, when θ = 10 −3 , compared with the best baseline, our proposed policy can increase the system throughput by 61% and 52% under K = 3 and K = 7, respectively. Fig. 6 illustrates i∈I λ i versus the D2D communication range δ D under moderate (θ = 10 −3 ) and stringent (θ = 10 −2 ) QoS requirements. Generally, the further the D2D Rx is located away from its associated D2D Tx, the worse the D2D communication link quality is. Therefore, i∈I λ i decreases with increasing δ D . Besides, the decay rate of i∈I λ i also decreases with increasing δ D due to the logarithmic relationship between the path loss and the distance δ D . For example, under our proposed policy and θ = 10 −3 , i∈I λ i decreases by 45% when δ D increases from 40 to 80. And this ratio decreases to 23% when δ D increases from 160 to 200. In addition, we observe that our proposed policy always outperforms the baselines in all D2D communication ranges. For example, when θ = 10 −2 , compared with the best baseline, our proposed policy can increase the system throughput by 114% and 117% under δ D = 80 and δ D = 140, respectively.
VII. CONCLUSION AND FUTURE WORK
In this paper, we consider an OFDMA-based cellular network, where multiple cellular users and D2D pairs with delay QoS requirements coexist to share multiple sub-channels. An effective resource allocation and source adaptation policy that maximizes the QoS-guaranteed system throughput is proposed. The original optimization problem is solved using the Lagrangian approach, and the duality gap is shown to be zero. In the dual domain, to solve for the dual function under given dual variable, we propose effective algorithms based on alternating optimization method, successive convex approximation method and outer approximation method. Analysis on the convergence and optimality of the proposed algorithms is given. Simulation results show that our proposed policy can improve the QoS-guaranteed system throughput significantly compared with the baselines. In future works, we will consider imperfect CSI scenarios and research on low complexity distributed algorithms. Meanwhile, the extension to multi-cell scenarios should also be addressed.
APPENDIX A PROOF OF THEOREM 1
We prove the convergence of Algorithm 1 by proving that the iteration sequence g(µ) (v) is both monotonically increasing and bounded above.
For given resource allocation result (h) (v) , P(h) (v) , λ (v+1) is the optimal solution that maximizes the partial Lagrangian L λ, P(h) (v) , µ , as described in Section V-A2. So we have
Similarly, for given source adaptation result λ (v+1) , if the corresponding resource allocation result (h) (v+1) , P(h) (v+1) satisfy the inequality in Eq. (30) , then by combing Eqs. (23c) and (30) we can have the following inequality
Eqs. (47) and (48) implies that the iteration sequence g(µ) (v) is monotonically increasing, i.e., g(µ) (v) ≤ g(µ) (v+1) (49) Furthermore, since the radio resources are limited, i.e., the maximum transmit power and the number of available subchannels are limited, and θ i is a positive constant, we can easily prove that E h e −θ i R i (P(h)) is a bounded and positive number. Assume that 
Eq. (53) implies that the iteration sequence g(µ) (v) is both monotonically increasing and bounded above. As a result, Algorithm 1 always converges, and Theorem 1 follows.
APPENDIX B PROOF OF PROPOSITION 1
Since R i P(h), w i is concave and θ i , µ i > 0, using the fact that both exponential and non-negative weighted sums are operations that preserve convexity [40, Ch. 3] , we can easily prove that f λ, P(h), w , ψ k i P k i (h) and ξ i P i (h) are convex functions. Moreover, the constraint functions of P8(w) are linear over γ k i (h). Therefore, after relaxing the integer variable γ k i (h) ∈ {0, 1} into continuous variable γ k i (h) ∈ [0, 1], both the objective and constraint functions of P8(w) are convex, which makes P8(w) a convex optimization problem. Thus, Proposition 1 follows.
APPENDIX C PROOF OF THEOREM 2
Similar to the proof in Appendix A, we prove the convergence of Algorithm 2 by proving that the iteration 
