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the minimal model state, which can also be computed as least fixpoint of an immediate 
consequences operator. The only questionable aspect is the nature of the proof proce- 
dure, which, even if linear, does not seem to naturally belong to the class of uniform 
proof procedures, which are sometimes considered to be the typical aspect of logic 
programming. 
The book is a very good comprehensive description of the theory of disjunctive logic 
programs. The first four chapters have the same organization as John Lloyd’s book on 
the theory of pure logic programs. They cover the declarative and procedural semantics 
of disjunctive logic programs and include the basic definitions and results valid for pure 
logic programs. The similarities are also shown by the fact that most of the proofs are 
either identical or very similar to those contained in Lloyd’s book. 
The second part of the book is even more interesting and contains topics such as con- 
structive negation, stable, well-founded and stationary semantics that have never been 
systematically described in a book even for non-disjunctive programs. In particular, 
I found the procedural semantics for normal disjunctive logic programs very useful. 
Chapter 9 considers the case of disjunctive databases (function-free and range restricted 
disjunctive programs), from the typical viewpoint of the logic databases community, i.e. 
bottom-up set-oriented query evaluation methods. Finally, the last chapter contains two 
interesting applications still in the case of disjunctive deductive databases. 
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Ernest G. Manes, Predicate Dunsformer Semantics (Cambridge University Press, 
Cambridge, 1993), ISBN o-521-42036-9. 
This book is a marriage of Elgot’s iterative algebraic theories, Pratt’s dynamic logic, 
and the author’s own theory of Boolean categories. Such a marriage has its benefits and 
drawbacks, and the author has done a good job developing the former while deempha- 
sizing the latter. The intent of the book is to show that Boolean categories with iteration 
operators form useful models for dynamic logic and related programming logics. The 
book is a research monograph (it developed from a research paper that grew and grew), 
and a well-prepared reader of the book must. have background in category theory and 
dynamic logic. 
The text is divided into four sections: a review of iterative algebraic theories, a 
development of Boolean categories, “metatheory,” and distributive categories. A valuable 
feature of the book is its 22 page Introduction, which summarizes in detail the contents 
of the four sections. With this material, a reader can judge clearly which parts of 
the book will be of most interest. Also, the reader’s progress through the Introduction 
provides a good gauge of the reader’s likely progress through the text itself! 
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Part I of the book establishes the fundamentals of iterative algebraic theories. The 
setting is categorical, but several example categories, namely, Set (total functions on 
program states), F’fn (partial functions), and Mfn (multivalued functions), are used for 
exposition. The intuition is that the objects of the category are sets of states and the 
morphisms are state transformers (commands). Key concepts include choice operator, 
deterministic morphism, and iterative morphism, which correspond to similarly named 
notions in dynamic logic. Since these concepts set the tone for the entire book, they 
will be briefly described here. 
A choice operator, *, for an object, X, builds a morphism a * p : X + Y from 
LY : X -+ Y and p : X --+ Y such that (cu* P)Y = ((~7) * (&) for y : Y -+ Z. 
The intuition is that * selects cy or p based on the value of the input and nothing 
more. The result is a trace semantics, which appears suitable for the applications in the 
text but might be inappropriate for studies in concurrency. Crudely stated, a morphism 
LY : X -+ Y is deterministic if, whenever Y is a coproduct, say Q + Q’, then X is some 
coproduct, say P + P’, and a behaves as if it was a coproduct fill-in t-l-u : X -+ Y, for 
some t : P -+ Q and t’ : P’ -+ Q’. In the category Mfn, the deterministic morphisms are 
exactly the partial functions. A consequence is that one can prove that an idempotent, 
commutative choice operator is not deterministic. 
The next key concept is that of an iterator. An iterative spec@ation is a morphism 
,.$ : X ---f X + Y. Think of the X component of X + Y as the set of intermediate states 
that should be further iterated by r and the Y component as the set of output states. 
Then, ,$t : X ---f Y is a morphism, (Y, that satisfies the recursive equation (Y = ,$(cy, idv), 
where ((~,idy) : X -+ Y is the coproduct fill-in. Such a $ is built by the usual technique: 
partially order the morphisms in X -+ Y and locate the least upper bound of the sequence 
generated from the recursive equation. 
With these constructions, semantics can be given for the usual versions of the if and 
while commands. 
Part II develops the main concept of the book, that of a Boolean category. First, 
a morphism i : P --+ X is a summand (of X) if there is a morphism j : P’ --+ X 
such that i, j make X into a coproduct. Summands should be thought of as Boolean 
predicates that “factor” X into two parts. The key clause in the definition of a Boolean 
category is the existence of an object, [ cz]Q, and the summand, i : [ LY]Q -+ X, for 
every morphism LY : X ---f Y and summand j : Q -+ Y. [ o]Q is in fact the pullback 
object of a and j. The categories Set, Pfn, and Mfn are Boolean, and [(Y]Q has its 
usual interpretation as the weakest liberal precondition for program LY and postcondition 
Q. Unfortunately, the category where [a]Q is the weakest precondition is not Boolean, 
so weakest precondition semantics must be studied as a special case of weakest liberal 
precondition semantics. 
A main result of Part II is that the set of summands for an object form a Boolean 
algebra. Thus, when an object is interpreted as a set of states, its summands form a 
classical propositional logic of properties of those states. In this way, models of dynamic 
logic are Boolean categories. Next, it is easy to define Hoare triples, {P}a{Q}, as 
assertions that hold true when P c [a] Q holds in the Boolean category. (Note: c is 
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the categorical notion of subobject.) 
Parts III and IV of the book are concerned with propositional dynamic logic, theory 
of deterministic morphisms, duality of forward and reverse predicate transformers, three- 
valued logics, and distributive Boolean categories. The material is advanced and will not 
be summarized here. 
Overall, the book presents a plausible framework for dynamic logic, but the price 
paid is the substantial overhead of categorical terminology. For this reason, the book 
will be of most interest to category theorists who wish to see how the standard concepts 
of dynamic logic can be axiomatized categorically. Researchers of iterative algebraic 
theories will find the book essential, since it summarizes the field nicely and presents 
the current state of the art. 
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L. Farifias de1 Cerro, M. Penttonen, eds., Intensional Logics (Clarendon Press, 
Oxford, 1992). 
This book is a collection of seven very nice studies in the non-classical logics and 
their applications to programming and logic programming. It consists of four parts: 
( 1) the first part gives a general framework for monotone logics extending classical 
logics; 
(2) the second part is about temporal logics and their applications; 
(3) the third part concerns defeasible reasoning; 
(4) the last part concerns negation in logic programming. 
I will briefly review each of the papers; globally I found this book quite nice reading 
and a very valuable source of informations on the state of the art in the domain. 
The first paper by H.A. Blair, A.L. Brown and V.S. Subrahmanian presents in an 
illuminating way a general framework of monotone abstract logics for studying the 
semantics of programs. This framework can model most usual examples of monotone 
logics, such as temporal logics, multivalued logics, disjunctive logic programming, etc. 
The authors define truth and inference rules in the abstract logic, then they define 
programs as finite sets of well-formed formulas, and finally they show how to give a 
denotational or fixpoint semantics via the least fixpoint of a consequence operator TP. and 
an operational or proof theoretic semantics via a generalized deduction (corresponding 
to resolution). 
They prove the soundness of the operational semantics with respect to the denotational 
semantics and give sufficient conditions for its completeness. This very nice paper unifies 
nearly all the existing monotone semantics. 
