Research into the anatomical substrates and ''principles'' for integrating inputs from separate sensory surfaces has yielded divergent findings. This suggests that multisensory integration is flexible and context dependent and underlines the need for dynamically adaptive neuronal integration mechanisms. We propose that flexible multisensory integration can be explained by a combination of canonical, population-level integrative operations, such as oscillatory phase resetting and divisive normalization. These canonical operations subsume multisensory integration into a fundamental set of principles as to how the brain integrates all sorts of information, and they are being used proactively and adaptively. We illustrate this proposition by unifying recent findings from different research themes such as timing, behavioral goal, and experience-related differences in integration.
Background
Perception is generally a multisensory process. Most situations involve sight, sound, and perhaps touch, taste, and smell. Because most of our sensory input is acquired through, or at least modulated by, our motor sampling strategies and routines , perception is also a sensorimotor process. The brain must constantly combine all kinds of information and moreover track and anticipate changes in one or more of these cues. As cues from different sensory modalities initially enter the nervous system in different ways, historically, within modality and crossmodal integration have been studied separately. These fields have lately converged, leading to the suggestion that neocortical operations are essentially multisensory (Ghazanfar and Schroeder, 2006) . Following this notion of integration as an essential part of sensory processing, one might presume that it should not matter whether different inputs onto a neuron in, say primary auditory cortex, come from the same modality or not. Here, we will consider multisensory processing, with a focus on cortical auditory-visual processing, as representative of the brain's integrative operations in general. By extension, we do not consider multisensory integration to be a model, but rather an empirical probe that provides a unique window into the integrative brain and its adaptive nature. Multisensory paradigms provide inputs onto the integrative machinery in the brain that can be segregated to different receptor surfaces and initial input pathways, which facilitates a clean identification of their initial point of convergence; something that is more difficult to do within any of the main sensory modalities.
In the framework of the brain as a ''Bayesian'' estimator of the environment (Ernst and Banks, 2002; Fetsch et al., 2013; Knill and Pouget, 2004) , uncertainty of sensory estimates will be minimized by combining multiple, independent measurements. This is exactly where multisensory integration might play an important role. Multisensory cues often provide complementary estimates of the same event, while within-modality cues tend to be more or less equally reliable. For example, at dusk, audition and vision provide signals of complementary strength, whereas visual shape and texture cues are both degraded. Moreover, cues from different modalities about singular objects or events often predict each other; they typically cross-correlate where one sense lags the other (Parise et al., 2012) , whereas within-modality cues have a similar timing. In other words, interpreting multisensory and within-sensory cue pairings can be considered as different means of reducing uncertainty about an event within the wider class of integrative processes.
In the search for specific underpinnings of multisensory integration, findings have been diverse, for example, with regard to the role of binding ''principles'' such as spatial and temporal correspondence and inverse effectiveness (Stein and Meredith, 1993) . The principle of spatial correspondence, a simplified version of which states that inputs are more likely to be integrated when they overlap in space, might be more dependent on task requirements than previously thought Girard et al., 2011; Sperdin et al., 2010) . Furthermore, the importance of temporal proximity seems to differ across stimulus types and tasks van Atteveldt et al., 2007a) . The principle of ''inverse effectiveness'' is in itself context dependent, as it predicts that stimulus intensity is a primary determinant of integration effects (Stein and Meredith, 1993) . Moreover, the use of the multiple anatomical substrates of integration is also likely to be context dependent. For example, different potential sources of multisensory influences on low-level sensory cortices have been put forward, including direct ''crossing'' projections from sensory cortices of different modalities (e.g., Falchier et al., 2002; Rockland and Ojima, 2003) , direct ascending inputs from so-called ''nonspecific'' thalamic regions Schroeder et al., 2003) , as well as more indirect feedback inputs from higher-order multisensory cortical regions . There are several accounts for how these multiple architectures may be functionally complementary (Driver and Noesselt, 2008; Ghazanfar and Schroeder, 2006; van Atteveldt et al., 2013; Werner and Noppeney, 2010) . The apparent flexibility in integrative ''principles'' and neuronal architectures indicates that multisensory integration is not fixed or uniform but strongly adaptive to contextual factors. This idea of context-dependent integration is not new, especially within the aforementioned view of the brain as a statistically optimal cue integrator. For example, in the modality-appropriateness framework, context determines which of the senses provides the most appropriate, or reliable, information (Welch and Warren, 1980) . In general, visual cues will be most reliable for spatial judgments, whereas sounds provide more reliable temporal cues, so either modality can dominate perception in different contexts. In short, multiple factors, such as input properties and behavioral goal, dynamically and flexibly interact to provide the momentary context. This composite context seems to adaptively recruit different neuronal operations and pathways for integration.
Based on recent neurophysiological findings, detailed below, we here take the perspective that multisensory integration can be subsumed under canonical integrative operations in a more unified view. The diversity in research findings in this view reflects the flexible use of these canonical operations. To substantiate this perspective, in Section 2, we will first consider two exemplar canonical integrative operations in detail: divisive normalization (DN) and oscillatory phase resetting (PR). We then illustrate how a combination of such canonical operations may enable the observed highly adaptive, context-dependent nature of the brain's integrative processing. Rather than providing an exhaustive review of all reported context effects, we focus here on three main themes within multisensory research: timing, behavioral relevance, and effects of experience. Accordingly, in Section 3, we discuss how temporal predictability influences the brain's operation mode and illustrate the potential complementary role of DN and PR in these different modes. In Section 4, we focus on how different behavioral goals, or task sets, guide the flexible use of canonical integrative operations. In Section 5, we address how integrative processing is shaped by short-term or longer-term changes in the sensory context, such as that related to experience or training. It should be noted that another main theme-i.e., attention-influences processing within all these themes. Therefore, we frame attention as working in concert with the suggested canonical integrative operations and discuss its role whenever relevant for explaining how these operations subsume adaptive integration within the different main themes. Finally, we discuss whether certain integrative processes are less context dependent than others.
Some final notes on what we mean by ''context'' are worthwhile. In this Review, we use context as the immediate ''situation'' in which the brain operates. Context is shaped by external circumstances, such as properties of sensory events, and internal factors, such as behavioral goal, motor plan, and past experiences. In fact, internal and external factors often interactively define the context, for example, when the structure of relevant sensory events switches the brain in a specific internal ''operation mode'' such as a ''rhythmic mode'' . Longer-lasting determinants of context refer to individual experiences that shape integrative operations, a ''developmental context.'' Our viewpoint is therefore more basic than, though not mutually exclusive of, the use of context as a more voluntary psychological function, the ability to contextualize information with the purpose of assigning value to events (Maren et al., 2013) .
Multisensory Processing as Representative of Integrative Operations in General
The neuronal bases of sensory integration are formed by: (1) the convergence of synaptic inputs from multiple sources onto individual neurons, (2) the operation those neurons perform to produce ''integrated'' output signals, and (3) interactions with other neurons within and across populations, such as network-level interactions after the initial integration process. Converging inputs can originate from the same or from different sensory modalities. Moreover, sensory inputs also need to be combined with ongoing motor actions, as well as with other top-down signals that relate current inputs with knowledge, memories, and predictions. In this Review, we advance a general neurophysiological framework that is designed to account for this wide variety of integrative processes that the brain constantly performs.
Prior studies have suggested that within and across modality integration have different behavioral (Forster et al., 2002; Gingras et al., 2009; Girard et al., 2013) and neurophysiological (Alvarado et al., 2007) underpinnings. The question is whether this is due to unique intrinsic properties of multisensory neurons, such as their integrative computations, or differences in how multiple convergent cues typically interact within versus across the senses, i.e., in which way they provide different estimates about an event, and how this is locally wired. In the latter case, multisensory integration is not special in essence, but the information provided by different modalities may lead to stronger neuronal interactions, as this information tends to be complementary in its ability to reduce uncertainty about events. At the single-neuron level in the superior colliculus (SC), it has been found that it is indeed the input that determines the response and not the neuron type (unisensory or multisensory). Alvarado and colleagues (2007) compared visual-visual integration with visualauditory integration in multisensory and unisensory neurons in the cat SC. For visual-visual integration, they found the same subadditive integrative response in multisensory and unisensory neurons. For audio-visual integration, which only occurs in multisensory neurons, the response was different; namely additive or superadditive. Computational models from the same group explain these different responses of multisensory SC neurons by different clustering of synaptic inputs (Alvarado et al., 2008; Rowland et al., 2007) . Inputs that cluster together on the same dendritic unit of a neuron, as was the case only for multisensory inputs, will produce a stronger synergistic interaction compared to inputs that do not cluster together. It should be noted that such single-cell interactions may be more determinative in structures like SC than in neocortex. Instead, and as we will substantiate below, ensemble processes provide more degrees of freedom for flexibility in differing contexts.
Recently, the divisive normalization model developed for visual processing (Carandini et al., 1997; Reynolds and Heeger, 2009) , and described as a ''canonical operation'' (Carandini and Heeger, 2012) , was shown to explain important features of multisensory integration such as inverse effectiveness and the spatial principle (Fetsch et al., 2013; Ohshiro et al., 2011 ). An important feature of this model is that integrative outputs are normalized by surrounding neurons (Figure 1 ), and thus, it transcends the level of single neuron responses. The model explains integration effects in both subcortical (SC) and cortical (MST) measurements. Interestingly, it also accounts for adaptive changes in the weighting of different inputs as a function of cue reliability (Morgan et al., 2008) , which provides a neural basis for similar effects at the performance level (Ernst and Banks, 2002) . In sum, the network-level operation of divisive normalization is able to explain cue integration regardless of the origin of the cues, and as a flexible process depending on cue reliability. An open question in this framework is how predictive cue integration is accomplished, i.e., how cues influence the processing of future events. A neural mechanism that is especially suitable to explain such predictive interactions is that of phase resetting (PR) of ongoing oscillatory activity (Kayser et al., 2008; Lakatos et al., 2005 Lakatos et al., , 2007 . Taking primary auditory cortex as an example, it has been shown that response amplitudes to sounds depend on the phase of ambient oscillations, with ''ideal'' and ''worst'' phases in terms of neuronal excitability (Lakatos et al., 2005) . A predictive influence can be exerted if one event resets the phase of these ongoing excitability fluctuations and thereby influences processing of upcoming events in the same or a different modality (Figures 1 and 2 Simplified explanation of phase resetting (PR; red box) and divisive normalization (DN; green box) operations, and how they may complement each other by operating predominantly in different brain areas (A), timescales (B), and operation modes (C). (A) Different brain areas. In low-level sensory cortex, such as primary auditory cortex (Aud Ctx), crossmodal visual inputs are modulatory; they enter outside cortical layer 4 and do not drive action potentials. By resetting the phase of ambient oscillations in Aud Ctx, they do change the probability that an appropriately timed excitatory (auditory) input will depolarize neurons above threshold to generate action potentials. It is likely that phase resetting represents a canonical operation by which multisensory cues interact in low-level sensory cortices. Divisive normalization models describe interaction of two or more excitatory inputs. For multisensory integration, this operation would be optimized for brain areas that receive converging excitatory multisensory inputs, such as superior temporal polysensory (STP) area in the macaque monkey; the superior temporal sulcus (STS) region is considered to be the human homolog. (B) Different timescales. PR can occur at all timescales, but many fundamental modulations related to task performance, e.g., in speech comprehension and production, occur at lower frequencies, such as delta (1-4 Hz) and theta (5-7 Hz) . Because of hierarchical phaseamplitude coupling, lower-frequency phase reset (e.g., in theta, red arrows) can amplify ambient activity in higher frequencies (red box), as well as evoked responses to appropriately timed inputs (Figure 2 ). To the extent that DN is mediated by the same fast-spiking interneurons that produce gamma-range (30-50 Hz) oscillations in pyramidal cell ensembles, DN is likely to operate on a fast timescale, i.e., within 25 ms gamma cycles (green boxes); see text for more detail on this issue.
(C) Different operation modes. When relevant inputs are rhythmic and thus predictable in time, the brain processes in a ''rhythmic'' mode ) in which neuronal excitability oscillates at low frequencies. Rhythmic entrainment and modulatory PR of lower-frequency oscillations, e.g., by a crossmodal modulatory input (red arrows), synchronizes highexcitability phases of the oscillations with the anticipated timing of driving inputs. Because of cross-frequency, phase-amplitude coupling (red box), gamma-range amplitude, and neuronal excitability in general vary according to theta phase, and thus, DN would operate preferentially within rhythmically occurring windows (top green box). When task-relevant inputs occur randomly and unpredictably, the brain is thought to operate in a ''continuous (random) mode,'' in which lower frequencies are relatively suppressed, allowing gamma-range oscillations to operate continuously. Similarly, in absence of the large excitability fluctuations imposed by lower-frequency oscillations, facilitation of multisensory integration by DN would be more continuous (bottom green box).
is not specific for multisensory interactions, but rather represents a more general mechanism through which different sensory, motor, and attentional cues can modulate ongoing processing (Lakatos et al., 2013; Makeig et al., 2004; Rajkai et al., 2008; Shah et al., 2004) or memory formation (Rizzuto et al., 2003) . Therefore, we propose phase resetting as a second canonical operation enabling flexible integration of multiple sensory, motor, and other top-down cues.
Divisive normalization (DN) and oscillatory PR by themselves seem two attractive candidates of population-level canonical integrative operations. How can a combination of such operations contribute to the highly adaptive nature of the brain's integrative processing? As schematically depicted in Figure 1 , we propose that DN and PR may operate in a complementary fashion rather than in the service of the same goal-they overlap in their outcome but are probably relevant in different brain areas, at different temporal scales, and in different operation modes (''rhythmic'' versus ''continuous'' modes, see Section 3). It should be noted that there are probably additional canonical operations; DN and PR are interesting candidates based on recent empirical evidence but are unlikely to explain all integrative activity. DN and PR overlap in their outcome in that they both influence a system's sensitivity to weak inputs, either by influencing the ambient excitability (PR) or by combining a pool of responses to amplify output nonlinearity for weak inputs (DN). Furthermore, both operations produce a sharpened
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A B . Stars denote the number of experiments (out of a total of six) for which at a given SOA the bimodal response amplitude was significantly different from the auditory. Peaks in the functions occur at SOAs of 27, 45, 114, and 976 ms, which correspond to the periods of oscillations in the gamma (30-50 Hz), beta (14-25 Hz), theta (5-7 Hz), and delta (1-4 Hz) ranges that are phase reset (and thus aligned over trials) by the initial somatosensory input. As CSD and concomitant MUA increases signify increases in local neuronal excitation, these findings illustrate how the phase reset of ongoing oscillatory activity in A1 predictively prepares local neurons to respond preferentially to auditory inputs with particular timing relationships to the somatosensory (resetting) input. Reprinted from Lakatos et al. (2007) . (B) Sound-induced (crossmodal) phase locking of alpha-band oscillations in human occipital cortex and visual cortex excitability. Left: phase dynamics in EEG at alpha frequency over posterior recording sites in response to a brief sound (incidence of preferred phase at 100 ms postsound from 0 to 300 ms after sound onset). This EEG alpha-phase dynamics correlated with (right) sound-induced cycling of visual cortex excitability over the first 300 ms after sound onset as tested through phosphene perception rate in response to single occipital transcranial magnetic stimulation pulses. These findings illustrate cocycling of perception with underlying perceptually relevant oscillatory activity at identical frequency, here in the alpha-range (around 10 Hz). Adapted from Romei et al. (2012) . Both (A) and (B) support the notion that a sensory input can reset the phase of ongoing oscillations in cortical areas specialized to process another modality, and thereby can facilitate processing at certain periodic intervals and suppress processing at the intervals in between. With this mechanism, a crossmodal input can reset oscillations to enhance processing specifically at times that relevant input is predicted.
perceptual tuning, which in both cases can be influenced by attention. In DN, a second stimulus that differs on a certain dimension (e.g., location, timing, cue reliability) suppresses the excitatory response to a first stimulus (Figure 1 , green box); this second stimulus strongly influences the normalization signal in a broadly tuned population but only weakly increases the excitatory signal (Ohshiro et al., 2011) . This sharpened tuning probably facilitates the binding of (multi)sensory cues: excitatory signals are reinforced when two stimuli correspond (in time, location, etc.) but suppressed when they are dissimilar. Attention can influence this process by modulating the normalization signal (Reynolds and Heeger, 2009) . Resetting the phase of oscillations synchronizes activity between areas and increases the impact of ascending sensory inputs. For lower-frequency oscillations such as delta (1-4 Hz) and theta (5-7 Hz) ranges, PR tunes the sensory systems to specific moments in time ( Figure 1 , red box, and Figure 2 ) and possibly to other dimensions such as spectral content (Lakatos et al., 2013) . PR occurs both within and across senses but might be particularly beneficial across senses because of the strong predictive power across modalities related to timing differences ; see Section 3). Selective attention guides this process by promoting selective entrainment of ongoing activity to the rhythm of the events in the attended stream . Although DN and PR may overlap in their outcome, we propose that they are complementary in at least three important aspects. The first aspect concerns the type of inputs they operate on, which optimizes these operations for different brain areas ( Figure 1A ). DN models have been designed to explain interactions among multiple excitatory inputs, such as two visual stimuli in V1 (Carandini et al., 1997) . This seems crucial, as the suboptimal stimulus should excite the normalization pool in order to cause the suppressive divisive influence. For explaining multisensory interactions, the model may therefore mainly be relevant in areas where neurons exist that receive converging excitatory inputs from different modalities, i.e., higher-level cortical areas, such as macaque MSTd (as in Ohshiro et al., 2011) or STP (e.g., Barraclough et al., 2005; Dahl et al., 2009 ) and putatively human STS, or subcortical structures like SC (Stein and Meredith, 1993) -these are what we term ''classical'' integration areas. In low-level sensory cortices, inputs from a nonpreferred modality are often of a modulatory rather than driving nature. Modulatory inputs are shown to induce phase resetting of ongoing oscillations, e.g., visual or somatosensory inputs in low-level auditory and visual cortices, thus affecting the temporal pattern of firing probability fluctuation in local neurons, rather than driving action potentials per se ; Figure 2 ). In sum, in the context of multisensory integration, DN may be operating mostly in areas that receive converging excitatory inputs (''classical'' integration areas), whereas PR may be a more common operation in low-level sensory cortices.
Second, DN and PR may operate at different timescales ( Figure 1B ). The DN operation may be in part mediated by fastspiking parvalbumen-positive (GABAergic) interneurons (Reynolds and Heeger, 2009 ; but see Carandini and Heeger, 2012) , which cause depolarization-hyperpolarization cycles that correspond to gamma oscillations (Cardin et al., 2009) . Recent modeling work suggests that if population responses to different inputs phase lock to different phases of gamma oscillations, this facilitates the inhibitory division operation (Montijn et al., 2012 , but note that they do not explicitly test different oscillatory frequencies). In contrast, PR can occur at all timescales, but many fundamental, task-related modulations occur at timescales corresponding to the lower frequencies (delta/theta; Schroeder and Lakatos, 2009 ). Different frequency bands are hierarchically coupled; the low-frequency PR produces rhythmic amplitude modulation of higher (e.g., gamma) frequencies. Cross-frequency PR at lower frequencies is believed to be mediated through modulatory inputs into the most superficial cortical layers, contacting both layer 1 interneurons (possibly not fast spiking) and apical tufts of lower layer pyramidal cells, though it may also impact the fast-spiking interneurons. The different timescales implicate that DN and PR mechanisms may in turn dominate rhythmic versus continuous modes of neural operation ( Figure 1C ) that depend on whether or not relevant inputs are predictable in time; this will be further discussed in Section 3.
The complementary goals of DN and PR operations may be summarized as analyzing content (DN) versus setting context (PR). It is widely accepted that cortical encoding of information (content) entails distributed patterns of action potentials in pyramidal cell ensembles. It is also believed, albeit perhaps less widely so, that transmission of information across brain areas is enhanced by coordination of neuronal firing through oscillatory coherence (Fries, 2005; Rodriguez et al., 1999) . The modulation of excitability that is inherent to oscillations helps to parse or ''chunk'' the input stream, and it corresponds to the neurophysiological context (Buzsá ki and Draguhn, 2004; Lakatos et al., 2009) . As an example, consider the detailed frequency structure of a complex auditory signal such as speech. Multisensory cues may enhance the neural representation of speech inputs by direct excitatory convergence and resulting enhancement of neuronal firing in higher-order brain areas such as human STS (Beauchamp, 2005; van Atteveldt et al., 2010) or macaque STP/MSTd, for which DN has been shown to be a good model (Ohshiro et al., 2011) . In contrast, PR operations may contribute to parsing contextual information at lower rates. For example, PR of theta and delta range activity may help to parse lowerfrequency energy fluctuations in speech, reflecting syllables/ phrases and prosody, the crucial units to understand speech, and this is also the rate at which visual information, such as articulatory gestures, appears most helpful . While it is unlikely that there is complete segregation of multisensory PR and DN operations across lower and higher levels of the cortical hierarchy, such a bias of these operations seems likely; multisensory interactions produced by PR in lower-level sensory areas provide the optimal context for processing of relevant events, rather than binding cues from different modalities for the purpose of content analysis, which may be accomplished by normalization operations in more ''classic'' multisensory areas.
Timing and Predictability in Encoding:
Complementary Operations in Different Operation Modes To optimize efficient processing of incoming information, the brain constantly generates predictions about future events (Friston, 2012) . This is particularly clear in ''active sensing,'' when sensory events enter the system as a result of motor activity that the brain initiates (Hatsopoulos and Suminski, 2011; Schroeder et al., 2010) . Multisensory cues play an important role in this process of anticipation, as cues in one modality often predict what will happen in other modalities. One reason for this is that different senses have different timing properties (Musacchia and Schroeder, 2009) , which can strengthen the predictive value across modalities. Second, as the senses provide complementary estimates of the environment, the brain is able to keep generating predictions even when one type of information is temporarily degraded or unavailable.
It is increasingly clear that the brain is particularly well equipped to exploit the temporal structure of sensory and motor information. In fact, the active nature of perception and the rhythmic properties of our motor sampling routines predict that most input streams have rhythmic properties . Still, some contexts have a more predictable temporal structure than others and, importantly, task dynamics determine the relevance and usability of temporal structure . One context in which rhythmic information is very important is social interaction including verbal communication, i.e., for predicting what others will do or say and when (Hasson et al., 2012; Luo and Poeppel, 2007; Schroeder et al., 2008; Zion Golumbic et al., 2012) . Complementary cues from different sensory modalities, or motor cues, may be particularly important as biological rhythmicity is typically not entirely regular, such as in speech (Giraud and Poeppel, 2012) . Delays between visual and auditory counterparts of natural events are typically predictable ( Figure 3D ) and will be used as predictive cues as long as they are reliable (Vroomen and Stekelenburg, 2010) . The temporal offsets between, for instance, visual and auditory cues in speech are well learned (Thorne and Debener, 2014) , and this is a basic knowledge that is imposed on incoming information that helps to keep the temporal perception constant despite the fact that audiovisual lag depends on the distance of the source from the subject . There are also circumstances lacking temporal prediction cues, for example, if a cat watches a mouse hole and listens to the mouse's scratching noises inside. In this case, multisensory information may help optimize the cat's chances in a different way, e.g., by generating a spatial prediction: the cat knows where to expect the mouse, but not when. The brain is thought to flexibly switch between the former (''rhythmic'') and latter (''continuous'' or ''vigilance'') processing modes depending on task demands and the dynamics of the environment.
The different characteristics of the available integrative operations, such as divisive normalization (DN) and oscillatory phase resetting (PR), suggest a potentially complementary role in rhythmic versus continuous modes ( Figure 1C ). During continuous mode processing in the absence of predictable input, gammarate processes are thought to be used continuously, along with suppression of lower-frequency power to avoid periods of weaker excitability. To the extent that the DN operation operates within gamma cycles, it can be used in this mode continuously (at a resolution of 25 ms) to aid multisensory integration and attentional filtering. Taking the example of the cat and the mouse hole, audiovisual spatial tuning may be continuously sharpened by DN processes during this vigilance situation with clear spatial predictions. During rhythmic mode processing, neuronal excitability cycles at low frequencies, and PR operates at this scale to synchronize neuronal high-excitability phases to the anticipated timing of relevant inputs. As gamma-oscillation amplitudes are coupled to the lower-frequency (delta/theta) phase (see Figure 1B) , it may be that DN operations also occur during the high-excitability phase of the lower-frequency oscillation during rhythmic mode processing.
For illustrating the flexibility in using canonical integrative operations, we will consider how the PR operations are used in various ways at a ''cocktail party'' (Figure 3 )-a situation with abundant rhythmic information. At such a party, first, we need to select which speaker to focus on and which to ignore. Understanding the speech of the attended speaker is facilitated by anticipatory cues from the visual as well as the motor system, and the interplay of these different cues is orchestrated by selective attention. The first process involves active exploration of the scene ( Figure 3A) , and the framework of ''active sensing'' ) notes that we sample the environment by systematic patterns of saccades and fixations, and fixations are thought to be able to phase reset excitability oscillations in visual cortex by efference copy signals (Ito et al., 2011; Melloni et al., 2009; Rajkai et al., 2008) . The role of active sensing is clearly context dependent. For example, it might depend on the dominant modality (that probably differs across individuals, see Section 5) as vision is thought to depend more on rhythmic motor routines than audition Thorne and Debener, 2014) ; although eye position has also been shown to influence auditory cortex (Werner-Reiss et al., 2003) . When the relevant speaker is found, selective attention processes orchestrate the entrainment of ambient oscillatory activity in appropriate sensory areas and frequency ranges to the temporal pattern of the task-relevant speech stream ( Figure 3B ). Visual cues fine-tune the entrainment to the attended speech stream in the auditory cortex ( Figure 3C ), and this crossmodal phase reset is predictive ( Figure 3D) ; as facial articulatory cues and head movements precede the auditory speech input (Chandrasekaran et al., 2009), they provide predictions that enable the auditory system to anticipate what is coming van Wassenhove et al., 2005) . Recent evidence shows that the brain indeed selectively ''tracks'' one of multiple speech streams (Zion Golumbic et al., 2013b) and that predictive visual cues enhance the ability of the auditory cortex to use the temporally structured information present in the speech stream (Zion Golumbic et al., 2013a). Interestingly, this was the case especially under conditions of selective attention, when the subject had to attend to one of multiple speakers. In fact, with only auditory information, no enhanced tracking of the attended stream was observed. This suggests that multisensory information enhances the use of temporally predictive information in the input but mostly so during noisy conditions where selective attention is required. In addition to predicting when a speech cue will arrive, the timing between visual and auditory inputs has recently been shown to also aid in predicting which syllable will be heard (Ten Oever et al., 2013) . The predictive visual influences that facilitate selective listening at a cocktail party are very likely exerted through PR processes ; Zion 
and Their Effects in Low-Level Sensory Cortices
A cocktail party is a good example situation in which high flexibility of cue interaction is important for optimal perception and behavior. The rhythmic mode, and hence phasesetting (PR) operations, dominates because of the many rhythmic elements in audiovisual speech. When entering a cocktail party, one first actively explores the scene visually (A). When one speaker is attended (B), the brain's attention system orchestrates the entrainment of ongoing oscillations in low-level sensory cortices to optimally process the relevant speech stream (in red) and visual gestures (person in highlighted square). This guides stimulus-driven entrainment (C), the temporal structure of the acoustic input is being tracked in the auditory cortex (AC), and this process is facilitated by predictive visual cues (D). In parallel, transients in the speech acoustics may also phase reset oscillatory activity in visual cortex (VC). (A) During active visual exploration, eye movements produce internal motor cues that reset low-frequency oscillations in VC to prepare the visual processing system for incoming visual information (Ito et al., 2011; Melloni et al., 2009; Rajkai et al., 2008) . The anatomical origins of the motor-related phase-resetting cues are uncertain, but plausible candidates are efference copies from the oculomotor system (pontine reticular formation and/or extraocular muscles, see Ito et al., 2011) or a corollary discharge route through the superior colliculus (SC), thalamus, and frontal eye fields (FEFs) (see Melloni et al., 2009) . It is also possible that saccades and the corollary activity are both generated in parallel by attention (Melloni et al., 2009; Rajkai et al., 2008) . (B) Selective attention orchestrates phase resetting of oscillations in auditory and visual cortices (e.g., Lakatos et al., 2008) . The anatomical origins of the attentional modulatory influence again is not certain, but two plausible candidate mechanisms are corticocortical (through ventral prefrontal cortex [vPFC] and FEF) and cortico-thalamic-cortical (reticular nucleus and nonspecific matrix) pathways. (C) External crossmodal cues can influence processing in low-level sensory cortices by resetting oscillations. Different anatomical pathways are possible for this crossmodal phase resetting. For example, sensory cortices can influence each other through direct (lateral) anatomical connections (e.g., Falchier et al., 2002) , or through feedforward projections from nonspecific Lakatos et al., 2007) or higher-order (Cappe et al., 2007) Golumbic et al., 2013a), although this has not been exclusively demonstrated in such a complex real-life situation. Although crossmodal phase reset has been shown to occur for both transient and extended inputs (Thorne et al., 2011) , it seems especially advantageous for ongoing inputs such as a speech stream, such that the temporal input pattern can be matched to the pattern of brain oscillations and predictive information can build up in strength. Zion-Golumbic and colleagues (2013b) have shown that selective entrainment of both low-frequency and high-gamma oscillations to the attended speech stream increase as a sentence unfolds, indicating the use of accumulated spectrotemporal regularities in both auditory and predictive visual cues.
The evidence reviewed in this section illustrates how the brain dynamically shifts between ''rhythmic'' and ''continuous'' modes of operation and that the mechanisms through which the senses interact switch accordingly. If allowed by task and input dynamics, the brain uses temporally structured information to optimally anticipate incoming information, which may actually often be ''enforced'' by motor and/or attentional sampling routines during active perception. The brain's anticipatory capacity enables highly efficient processing and appears to depend strongly on PR operations; PR aligns neuronal excitatory peaks to the input periods anticipated to be most relevant. Multisensory information can be especially helpful in this process as the senses often precede and complement each other and thereby improve predictive power. The impact of multisensory information and the role of motor cues depend on the context, such as the attentional context or dominant modality. Most often, sensory inputs interact with internal cues such as attention and motor efference copies. In the absence of predictable input, lower-frequency oscillations are suppressed, resulting in extended periods of high excitability, and thus DN may operate more continuously.
How Do Behavioral Goals Guide the Flexible Use of Canonical Integrative Operations?
Behavioral goals determine which inputs are relevant and which actions are required. Attention can work to select those relevant inputs and actions, although such goal-driven selection is supplemented by pure bottom-up attentional orienting (Talsma et al., 2010) . Not surprisingly, many integrative processes are highly adaptive to behavioral goal-in laboratory experiments typically manipulated by task instruction. It has been shown that basic binding ''principles,'' such as temporal coincidence, are influenced by task demands (Mé gevand et al., 2013; ). An interesting view from sensory substitution research is that cortical functional specialization may actually be more driven by task goals than by the modality of sensory experience (Reich et al., 2012) . This is based on repeated findings that task-related specialization in e.g., visual cortex is independent of the input modality (Striem-Amit et al., 2012) . The importance of behavioral goal is also inherent to active sensing , since motor actions implementing goal-directed behavior are tightly linked to perception (see Section 3). The profound role of behavioral goal is further shown by findings of different performance and neural effects for integrating identical information with different behavioral goals (Fort et al., 2002b; Girard et al., 2011; van Atteveldt et al., 2007b van Atteveldt et al., , 2013 . For example, in a series of experiments, we found that neural integration effects observed under passive conditions (van Atteveldt et al., 2004) or a unimodal task with irrelevant crossmodal information (Blau et al., 2008) were overruled by an explicit task demand to match auditory and visual inputs (van Atteveldt et al., 2007b ), probably because the task determined the behavioral relevance of the inputs.
How does behavioral relevance influence neuronal operations? In regards to PR, compelling evidence that this process is adaptive to the momentary goal is provided by studies that show task-dependent, adaptive phase reset when identical inputs are perceived under different task conditions. For example, Bonte and colleagues (Bonte et al., 2009 ) had participants listen to three vowels spoken by three speakers and instructed them to perform a 1-back task either focused on vowel identity or on speaker identity. The results showed that alpha oscillations temporally realigned across speakers for the vowel task and across vowels for the speaker task. This demonstrates that phase realignment is transient and highly adaptive to the momentary goal and may constitute a mechanism to extract different representations of the same acoustic input, depending on the goal. Whereas alpha-band oscillations may be involved in speech analysis at the vowel level, the same mechanism may apply to other timescales of analysis, such as theta band for syllables (Luo and Poeppel, 2007) , depending on the input and task. There is indeed evidence that different combinations of oscillatory frequencies can be entrained, depending on the context (Kö sem and van Wassenhove, 2012; Schroeder et al., 2008; van Wassenhove, 2013) . Perhaps the most intriguing example, albeit still speculative, is that of audiovisual speech (reviewed by Giraud and Poeppel, 2012; Schroeder et al., 2008) . Sentences are composed of phrases (lasting 300-1,000 ms), overlapping slightly with a faster segmental unit, the syllable (lasting 150-300 ms), and distinct from even faster elements, such as formant transitions (lasting as little as 25 ms). Interestingly, formants are nested within syllables and syllables within phrases, and there is an uncanny resemblance between these speech metrics and the delta (1-4 Hz), theta (5-7 Hz), and gamma (30-50 Hz) frequencies that dominate the ambient oscillatory spectrum in auditory cortex. These frequencies, in particular, exhibit prominent hierarchical cross-frequency couplings (Lakatos et al., 2005; Van Zaen et al., 2013 ) that strongly parallel the nesting of faster into slower segmental units in speech. Interestingly, different visual cues of the speaker (which all precede the generation of vocalizations by 150-200 ms; Chandrasekaran et al., 2009 ) may reset different oscillatory frequencies, with prosodic cues such as eyebrow raises and head inclinations (occurring at the phrasal rate) resetting delta oscillations, more rapid articulatory gestures of the lips resetting theta oscillations, and so on. Obviously, articulatory movements of the lips and prosodic movements of the head can occur separately; they each tend to occur in streams, and thus, if salient to the observer system, can entrain appropriate frequencies separately. In natural conversation, the faster articulatory gestures are generally nested within the slower prosodic gestures, and thus, it is likely that the resetting of higher and lower oscillatory frequencies occurs in a coordinated fashion.
Another aspect of flexibility in PR operations is that it allows task demands to dictate which particular input phase resets which sensory cortex. The sensory cue arriving first in a given brain region is special in that it allows anticipation of later inputs (perhaps pertaining to the same external event) conveyed via other modalities. This is related to both internal and external timing differences across sensory modalities and also depends on which modalities are combined . In some situations, when multisensory inputs are brief, discrete events and originate from inert objects that are close (<1 m), visual and auditory information reaches the peripheral sensory surfaces practically simultaneously. As auditory inputs have faster cortical response latencies (Musacchia and Schroeder, 2009) , they can reset the phase of ongoing oscillations in the visual cortex and thereby enhance visual excitability  Figure 2B ). In other situations, these internal timing differences are cancelled by external ones, for example, when events occur at a distance and/or originate from moving sources. For example, in many communicatory actions, such as speech but also nonverbal actions like gestures that produce a sound (or a touch), the motor actions produce visible cues before the sounds start. Therefore, in these situations, it is more adaptive that the visual inputs align ongoing auditory oscillations to the upcoming sounds .
Complementary to oscillatory PR processes, other canonical neuronal operations such as DN seem also able to account for adaptive integration processes, for example, related to dynamic changes in cue reliability. Cue reliability changes when a changed behavioral goal influences which inputs are relevant. For example, if a timing-focused goal switches to a spatially oriented one, visual and auditory cues become more and less reliable, respectively. In the DN framework, such changes in cue reliability could dynamically and adaptively change the weighting of different cues in the integrated response (Morgan et al., 2008) . Using fMRI, it has been shown at a more macroscopic level that rapid changes in auditory versus visual reliability during speech perception dynamically changed functional connectivity of the respective low-level sensory cortices and superior temporal sulcus (Nath and Beauchamp, 2011) . In sum, these examples demonstrate that adaptive use of canonical integrative operations such as PR and DN can provide a neural basis for goaldirected sensory processing and that context factors, such as task goal or the uncertainty-reducing power of one cue over another, determine how internal (motor, attention) and external (sensory) cues interact.
Experience-Related Shaping of Integration Operations
In light of the idea that neuronal oscillations and divisive normalization reflect canonical operations that are adaptively used for integrative processes, the question arises to what extent individual differences in multisensory integration can be accounted for by these operations and vice versa: how an individual's development and experience shape the characteristics of canonical operations. If we return to viewing of the integrative brain from a ''Bayesian'' perspective, it logically follows that integration is shaped by individual factors, given the role of priors that are shaped by past experiences.
Experience influences multisensory and sensorimotor integration. Increased sensitivity to audiovisual synchrony has been found as a result of perceptual (Powers et al., 2009) or musical (Lee and Noppeney, 2011) training. Powers and colleagues used an audiovisual simultaneity judgment task with feedback, which may have sharpened temporal tuning by DN. Although speculative at this point, it seems plausible that the ''temporal principle'' of integration as explained by DN (Ohshiro et al., 2011 ) is fine-tuned through learning, e.g., by sharpening tuning of individual neurons that affects the population-level normalization process. In the case of musical training, temporal sensitivity may increase as a result of more accurate predictions generated by the motor system and thus more specific PR processes. These studies underscore the flexibility in temporal processing and suggest that experience may fine-tune the accuracy of temporal predictions generated either by motor or by crossmodal cues, possibly by promoting more rapid, accurate selection of the task-relevant sensory or motor rhythms and synchronization of ambient activity to that rhythm. Experience-related effects on multisensory and sensorimotor interactions can be shaped gradually during development (Hillock-Dunn and Wallace, 2012; Lewkowicz, 2012; Lewkowicz and Ghazanfar, 2009 ) but can also occur very rapidly, as shown by recalibration experiments in temporal, spatial, and content (speech) domains (Van der Burg et al., 2013; Vroomen and Baart, 2012) . Such recalibration effects are not unique to sensorimotor or multisensory cues but can also be observed within modality (Arnold and Yarrow, 2011) .
As predicted by ''modality-appropriateness'' frameworks, sensory dominance in integration depends strongly on task goals. In addition to task dependence, ''default'' sensory dominance or bias also differs across individuals, perhaps partly due to experience as dominance can be induced by practice (Sandhu and Dyson, 2012) . Individual variety in dominance is reflected in electroencephalogram (EEG) correlates of multisensory integration (Giard and Peronnet, 1999 ; but see Besle et al., 2009) : stronger multisensory interactions were found in the sensory cortex of the nondominant modality. Interestingly, such enhanced integration effects on detection of inputs in the nondominant modality was also found at the behavioral level (Caclin et al., 2011) . In analogy, Romei and colleagues (Romei et al., 2013) found that when separating participants according to their attentional preferences (visual or auditory), differences emerged between these groups as to how sounds influenced visual cortex excitability, with audio-to-visual influences being more prominent in participants with low visual/ high auditory preferences. Could individual variation in canonical operations account for the dominance-related individual differences in multisensory integration? Although this is an open question, it is indeed conceivable that crossmodal PR may be related to individual sensory dominance. For instance, crossmodal effects and sensory dominance in the visual modality share the same underlying brain oscillation, i.e., occipital alpha oscillations (8-14 Hz). This oscillation determines both auditory impact on visual cortex excitability by PR  Figure 2B ), as well as visual dominance, with low visual performers, or low visually excitable participants, showing high-alpha amplitude (Hanslmayr et al., 2005; Romei et al., 2008) . Sound-induced alpha-phase reset in the multisensory setting may therefore have disproportional impact in individuals where alpha activity is high and visual performance low. In addition to PR, DN operations can also be individually shaped. Individual differences in modality dominance may be related to the distribution of ''modality dominance weights'' in the divisive normalization model. In the model, weights for a certain input channel (e.g., visual, vestibular) are fixed for a certain neuron but vary across neurons in the same pool (Ohshiro et al., 2011) . It seems plausible that how these weights are distributed across neurons is related to an individual's sensory dominance and is shaped by individual factors such as experience or genetics.
Situations in which sensory context is altered further illustrate the importance of adaptive integrative capacity. A case in which context-dependent flexibility is essential for effective sensory processing is that of changes in the sensory modality in which an object is experienced. For example, the initial meeting of someone might involve seeing and hearing her, but later recognition might be limited to seeing her face in a crowd. We and others have examined this (reviewed in Thelen and Murray, 2013) from the standpoint of memory processes and the notion of ''redintegration'' (Hamilton, 1859) , where a part is sufficient to reactivate the whole consolidated experience. Single-trial multisensory experiences at one point in time have long-lasting effects on subsequent visual and auditory object recognition. Recognition is enhanced if the initial multisensory experience had been semantically congruent and can be impaired if this multisensory pairing was either semantically incongruent or entailed meaningless information in the task-irrelevant modality, when compared to objects encountered exclusively in a unisensory context (Lehmann and Murray, 2005; Murray et al., 2004 Murray et al., , 2005 Thelen et al., 2012; Thelen and Murray, 2013) . EEG correlates of these effects indicate that incoming unisensory information is rapidly processed by distinct brain networks according to the prior multisensory versus unisensory context in which an object was initially encountered (Murray et al., 2004; Thelen et al., 2012; Thelen and Murray, 2013) . Distinct subportions of lateral occipital cortices responded differently at 100 ms after stimulus onset to repeated visual stimuli depending on whether or not these had been initially encountered with or without a semantically congruent sound. Likewise, this was the case even though the presence/absence of sounds was entirely task irrelevant, and therefore outside current behavioral goals, and the experience was limited to a single-trial exposure. That is, information appears to be adaptively routed to distinct neural populations perhaps as a consequence of prior DN operations that serve to sharpen sensory representations according to whether the initial context was unisensory, a semantically congruent multisensory pairing, or meaningless multisensory pairing. For example, semantically congruent pairings may result in a weaker normalizing signal and a more robust object representation that is in turn reaccessed with greater reliability even upon subsequent presentation of a unisensory component of this original experience. More generally, we are inclined to interpret these effects as reflecting multisensory enrichment of the adaptive coding context, which increases context-dependent flexibility of perception. However, further experiments will be necessary to draw more direct links to canonical operations occurring during multisensory processing and their downstream effects on later unisensory processes. Such notwithstanding, the growing interest in multisensory learning (e.g., Naumer et al., 2009; Powers et al., 2009; Shams and Seitz, 2008; and long-term effects of multisensory interactions more generally (e.g., Meylan and Murray, 2007; Naue et al., 2011; Shams et al., 2011; Wozny and Shams, 2011; Zangenehpour and Zatorre, 2010) is not only opening new lines of basic research but also strategies for education and clinical rehabilitation (e.g., Johansson, 2012) .
In summary, experience-related individual differences highlight the flexibility in crossmodal temporal processing and suggest that experience may fine-tune the accuracy of temporal predictions generated either by motor or by crossmodal cues and possibly sharpen temporal integration windows affected by DN operations. A possible link within individuals between sensory dominance and the effectiveness of phase reset of ambient visual alpha oscillations by sounds would argue further for the adaptive nature of canonical integrative processes. These observations suggest that canonical integrative operations may be individually shaped and that this process is plastic, for instance, to the context of a first experience as in adaptive coding.
Can Integration Also Be Context Independent?
One might argue that some multisensory processes are less context dependent than others. For example, auditory-visual interactions seem to reliably occur at early poststimulus latencies (<100 ms) and within low-level cortices irrespective of whether the stimuli are presented passively (Vidal et al., 2008) , whether stimuli are task irrelevant though attended , whether the task required simple detection (Fort et al., 2002a; Martuzzi et al., 2007; Molholm et al., 2002) , or whether discrimination was required (Fort et al., 2002b; Giard and Peronnet, 1999; Raij et al., 2010) . This may suggest that some multisensory phenomena are relatively context free, but this interpretation is complicated by how terms and conditions are defined. Specifically, in passive presentation, there is no way to determine whether attention is involved unless there is an extremely demanding task that precludes attending to the ''passively'' presented stimuli. Causal links between short-latency multisensory processes and behavior have been documented in TMS studies wherein sounds lower thresholds for phosphene induction (Romei et al., 2007 (Romei et al., , 2009 (Romei et al., , 2013 . Such findings could be interpreted to mean that auditory stimuli can have relevant effects on behavior regardless of task and attention context (see also McDonald et al., 2013) . In regards to the canonical integration operations, the fact that single, task-irrelevant somatosensory stimuli can cause PR in auditory cortex and enhancement of auditory input processing suggests that it is in the end salience that determines a stimulus's potency in phase resetting. While attention often confers salience, stimuli that are inherently salient such as electrical stimuli applied to the periphery , or TMS applied to the brain, clearly can reset oscillations even when not attended. From this perspective, attention is a major, but not exclusive, determinant of salience, and PR processes may therefore in some cases be disentangled from task goal and attention context. This might benefit processing of novel inputs, i.e., events that occur at unpredicted and/or unattended dimensions.
Summary and Conclusions
The abundant context effects in multisensory integration, as well as the individual variation and inherent coupling with motor and other top-down cues, underline the need for dynamically adaptive neuronal integration mechanisms. We suggest that canonical neuronal operations for cue integration and predictive interactions, such as divisive normalization and phase-reset mechanisms, are very suitable to explain much of the flexibility in multisensory integration. Because they use the same operations as within-modality cue integration and naturally include motor cues, they reinforce the notion of the ''essentially integrative'' nature of the brain, or at least, the neocortex. As multisensory integration fits very well in this general framework, there is no need to consider multisensory processes as something unique beyond the notion that different senses may decrease cue uncertainty more than within-modality cues, have stronger predictive power, and can be segregated unambiguously in experimental paradigms. Multisensory contexts might likewise be advantageous for learning and memory, which can be taken as specific examples of more general adaptive coding phenomena.
The suppleness of the brain's use of canonical integration operations exemplifies the brain's flexibility and potential for quickly adapting to the statistics of the environment (Altieri et al., 2013) as well as changes in behavioral goals, which undoubtedly confers huge evolutionary advantages. This is evident in human development and also allows embracing more recent and less natural changes in our environment, such as literacy or the use of sensory-substitution devices (Bach-y-Rita and W Kercel, 2003) , as well as for tracking changes in the sensory modalities in which environmental objects are experienced (e.g., Thelen and Murray, 2013) . The high degree of flexibility and abovementioned capacity for adaptation can be readily extended to cases of focal damage, sensory impairment or loss, as well as more diffuse and presumably less-specialized impairments. Finally, individual differences might indicate the need for and efficiency of tailored interventions for deficits such as dyslexia, autism, or schizophrenia, where integration of sensory and motor cues, and the process of generating predictions across them, appears disturbed (Blau et al., 2009; Stekelenburg et al., 2013; Stevenson et al., 2014) .
