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研究ノート
Bifactor構造とBifactor回転法
―自尊感情尺度を対象として―
清水和秋・青木貴寛
Bifactor Structure and Bifactor Rotation:
Analyzing Self-esteem Scale
Kazuaki SHIMIZU and Takahiro AOKI
Abstract
 Traditionally, the two-factor model and the multi-factor model have been applied to explore psycho-
logical concepts. Bifactor model consisting of the general factor and the group factor was also proposed 
by Holzinger and Swineford （1937）. In addition, Schmid and Leiman （1957） developed the hierarchical 
factor solution method for the calculation of the coeﬃ  cients of items on second-order factor extracted from 
factor correlations among primary factors. The Schmid-Leiman transformation method and the structural 
equation modeling have been used to identify the bifactor structure and to estimate the coeﬃ  cients of the 
general factor and the group factor. Recently, Jennrich and Bentler （2011, 2012） developed the analytical 
orthogonal and oblique rotation methods for use in the bifactor structure. Exploratory factor analyses 
with bifactor rotations and Schmid-Leiman transformation are conducted for the Rosenberg self-esteem 
scale. The results obtained for this scale are discussed in relation to the methodological features of simple 
structure rotation, such as the Promax rotation and the Schmid-Leiman transformation.
Keywords: bifactor, rotation, exploratory factor analysis, general factor, group factor
抄　　録
　伝統的に，二因子モデルと多因子モデルは，心理学的な概念を探求するために適用されている．一般因
子とグループ因子から構成されるbifctorモデルもまた，Holzinger & Swineford（1937）によって提案さ
れた．Schmit & Leiman （1957）は，主因子間の因子間相関から抽出された二次因子の項目の係数を計算
するために階層因子解法を開発した．このSchmid-Leiman変換方法及び構造方程式モデリングはbifactor
モデルを特定し，一般因子とグループ因子の係数を推定するために用いられている．近年Jennrich & Bentler 
（2011, 2012）はbifactor構造の解析的な直交及び斜交回転を開発した．ローゼンバーグの自尊感情尺度に
ついて，bifactor回転とSchmid-Leiman変換による探索的因子分析を行った．この尺度の結果について，
Promaxのような単純な構造の回転方法とSchmid-Leiman変換の方法論的な特徴とともに議論した．
キーワード：双因子，回転，探索的因子分析，一般因子，群因子
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0 ．はじめに
　項目を観測変数とした因子分析の結果から尺度を構成し，尺度の信頼性をα係数から報
告する手順で研究を行うことが心理学研究法の一つとして定着している．具体的には，因
子分析では，因子数を固有値の減衰を図にしたスクリーから決定し，主因子法あるいは最
尤法で因子解を推定し，次に，Varimax法で直交回転し，さらにより単純な因子の構造を
求めてPromax法で斜交回転するという手順である．そして，この斜交解の因子パターン
行列から，例えば絶対値で.4以上の値を示す項目を対象として因子を解釈し，この内容に
もとづいて尺度を構成することが広く行われている．
　確立されたかのように思われているこの手順について，いくつかの疑問が呈されている．
その一つがCronbach のα係数に対するものであった（例えば，岡田，2011; Schweizer, 
2011; 清水，2007; Shimizu, 2007など）．構成した尺度の分散と項目の分散から信頼性を推
定するα係数の計算方法は簡便なものではあったが，尺度を構成する前に，その対象とな
る項目の内部構造が因子分析により明らかとなっている時代においては，もはや信頼性の
適切な推定方法とはいえないというものである．この点に関してMcDonald（1970）は，因
子分析の因子負荷量から構成尺度の分散をとらえる方法に検討を加え，そして，McDonald
（1999）はωという名称で，因子負荷量から信頼性を推定する方法を提案している．清水
（2010）は，Cattell & Tsujioka（1964）あるいは辻岡（1964）による構成した尺度の共通
性が一次元の場合にはこのωに一致すること，そして，ωを多因子にも拡張可能であるこ
とを紹介している．
　因子分析の回転に関しても，因子分散に着目したVarimax法が適切な回転方法であるの
かという点でも批判があった（例えば，Comrey, 1973; Gorsuch, 1983 など）．彼らの批判
のポイントは，因子の構造に一般因子が仮定されるような構成概念の回転には，各因子の
分散の最大化を目的とするVarimax法が適切ではないというものである．この批判の根拠
は，一般因子に関するそして一般因子と群因子あるいは特性因子という単純構造では捉え
ることのできない因子が，知能を代表とするような研究分野において報告されているとい
うことである（例えば，Carroll, 1995; Cattell, 1963; Spearman, 1927; Vernon, 1961 など）．
　相関行列から一般因子とこれとは独立した群因子を計算する方法をbifactorという名称
の下でHolzinger & Swineford （1937）が提案している．一般因子と群因子を探求する方
法は，Schmid & Leiman （1957）やWherry （1959）による二次レベルの因子を想定した
階層的因子分析として検討が行われ，観測変数を二次因子に関係づける変換方法（Schmid-
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Leiman Transformation: 以下，S‒L変換と略）として利用されることもあった（例えば , 
Clark, Steer, & Beck, 1994; Humphreys, 1962; Rolfhus & Ackerman, 1999 など）．一般
的にbifactorについては，Thomson （1950）やCattell （1952）などのような懐疑的な意見
の影響が強かったようで，因子分析的研究では，知能の一般因子を追求し続けたCarroll
（1995）や上で紹介したような研究などを除いて，方法論においても応用研究においても，
本格的に検討されていたとはいえそうにない．
　転機は，構造方程式モデリング（以下，SEMと略）が尺度の構造の分析に確認的因子分
析法が応用されるようになったことにある（例えば，Marsh & Hocevar, 1985　など）．一
般因子と群因子（あるいは特性因子）からなるbifactor構造の適合度が伝統的な単純構造
よりも良いという報告の蓄積がみられるようになってきた（例えば，清水・吉田，2008; 
Tomás & Oliver, 1999など）．探索的因子分析の立場からReise （2012）は，仮説的回転に
よるbifactor構造への回転やJennrich & Bentler（2011）のbifactor回転法などを紹介しな
がら，70年ぶりにbifactorが再発見されたことの意義を論じている．
　単純構造を想定した解析的回転法が一般因子を想定したデータに対してどのような結果
を示すのか，モンテカルロ法での実験を行ってみたところ，Biquartimin法や直交のBifactor
法によりbifactor構造をある程度は再現することができた．しかしながら，Varimax法，
Promax法，Quartimin法では一般因子を抽出することは困難と言わざるをえない結果とな
った（青木・清水，2015）．そこで，本稿では，清水・吉田（2008）で報告した自尊感情尺
度を対象にして，bifactor構造という観点からの検討を行ってみることにする．ここでは，
Jennrich & Bentler （2011，2012）の直交と斜交Bifactor法，そして，S‒L変換を適用し
て，因子の構造の探索などについて議論を行ってみることにする．
1 ．因子解としてのbifactor構造
　因子分析のモデルとしては，Spearmanの二因子モデル（Spearman, 1904）とThurstone
の多因子モデル（Thurstone, 1934）の二つがよく知られている．前者の二因子モデルの観
測変数の分散は，全体からなる一般因子の分散と観測変数に固有の特殊因子の分散と，そ
して，誤差の分散とからなる．これに対して，後者は，一般因子の分散が，一次レベルの
互いに相関のある複数の共通因子に分解したモデルである．知能の構造と因子分析に関し
てのSpearmanとThurstoneの論争について，Thurstone（1947）は，一次レベルの上位に
二次レベルの因子を想定することによって，階層的な図式として統合されたとしている．
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この結果，因子分析のモデルも多因子とその因子間の相関という多因子モデルに，一次因
子と二次因子とからなる高次因子分析モデルが加えられたとの理解が心理学や因子分析の
分野では共通するものとなった．
　この時代に，もう一つの因子分析モデルがHolzingerにより提案されていた（Holzinger 
& Swineford, 1937）．bifactorモデルである．Spearmanの二因子モデルは，観測変数の全
体が関係する一般因子と個々の観測変数だけが関係する特殊因子からなる．この特殊因子
は一つの観測変数に対応したものであった．これに対して，bifactorモデルは．因子分析
の対象の観測変数の数をnとし，群因子の数をgとすると，変数の真の分散が｛一個の一
般，n個の特殊因子，g個の群因子｝からなると想定したモデルであった．表 1はbifactor
の因子構造をより分かりやすく示すために作成したものである．ここでは，変数の数を 9，
群因子の数を 3とし，推定する負荷量をg1～g9，p11～p39としている．なお，群因子の
ゼロに近い値については，この表では該当するセルを空欄としている．
　Holzinger（1938）やHolzinger & Harman （1938）は，Thurstoneの多因子を一般因子
と互いに独立した群因子から説明できることを計算の過程を示しながら主張した．その後，
Holzinger（1945）は，因子分析の過程を数学的な基準による直交の因子解の推定と回転に
よる心理学的な解釈との二つにわけ，そして，回転後の因子に関して，因子パターンと因
子構造とを斜交因子分析の表記体系として提案している．この中でも，多因子モデルとの
比較において，bifactorについては，一般因子と直交であるだけでなく，群因子間でも直
交するとしている．
　Spearman（1904）は，因子負荷量あるいは因子パターンに相当する因子と変数との関係
に飽和度（saturation）という用語を与えている．これは観測変数と一般因子との相関係数
表 1　bifactor構造
variable general factor
group 
factor1
group 
factor2
group 
factor3 communality
x1 g1 p11 h1
2
x2 g2 p12 h2
2
x3 g3 p13 h3
2
x4 g4 p24 h4
2
x5 g5 p25 h5
2
x6 g6 p26 h6
2
x7 g7 p37 h7
2
x8 g8 p38 h8
2
x9 g9 p39 h9
2
― 29 ―
Bifactor構造とBifactor回転法（清水・青木）
のことであり，相関行列の 2× 2の小行列がゼロとなる四価差（tetrad diﬀ erences）から
この一般因子を仮定することができるとしている（例えば，柳井・繁桝・前川・市川，1999
など）．その後，Spearman（1914）は，因子負荷量に相当する係数を相関係数から計算す
る方法を提案している．飽和度やこの係数に相当する用語として因子分析の世界で定着し
たのがThurstone（1931）の負荷量（loading）であり，そして，その計算方法であったセ
ントロイド法であった（Thurstone, 1935）．なお，Holzinger（1933）は，Spearman（1914）
の係数の計算方法とセントロイド法とが全く同じであることを指摘している．
　因子解の計算に関しては，現在の主因子法をHotelling（1933）が提案しており，Thurstone
（1935）は，この方法を主軸法（principal axes）として，詳細に解説をセントロイド法と
は独立した章で行っている．この二つの因子解の計算方法の違いは，芝（1972）によれば，
主因子法が負荷量の平方和を最大化する因子を定めるのに対して，セントロイドが負荷量
の絶対値和を最大にするところにある．いずれの方法も，相関行列から第 1 因子を求め，
その負荷量から計算される因子の分散を取り除いた残差相関行列から第 2因子を求める手
順が順次，必要な因子の数まで適用されることになる．このため，このような計算方法で
抽出される因子は，互いに独立したものとなる．
　Holzinger & Swineford（1937）によるbifactorも実は相関行列から初期の因子解を得る
方法として提案されたものであった．そして，変数全体にわたる一般因子を抽出し，これ
とは独立に互いに相関ある変数の群を群因子として抽出する方法で，彼らは，Spearman
の二因子モデルを拡張したとしている．Holzinger & Harman（1938）では，Thurstoneの
知能のデータをbifactorの方法で計算し，その結果を比較している．さらに，Holzinger & 
Swineford（1946）は，一般因子と群因子との妥当性を，高校生を対象として収集した知能
検査と教科の成績から検討を行い，一般知能とそれから独立した群因子という因子分析モ
デルの有効性を主張している．
　因子解の抽出方法の一つとして提案されたbifactorは，Reise（2012）によれば，約70年
間にわたって注目されることがなかった．その理由の一つは，Horn & McArdle（2007）が
指摘している群因子の不安定さにあったようである．最も簡便なbifactorの計算は，相関
行列から主因子法で一般因子を抽出し，その残差行列から群因子を抽出し，この群因子を
何らかの方法で回転することによって行うことができる．一般因子の分散が大きくなれば
なるほど，群因子の各分散は小さくなる．このため，測定において必要とされる信頼性や
妥当性に関して十分な分散をそのような群因子が持っているのかという点で不安定という
指摘があったと考えられる．
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2 ．階層的因子分析法そしてbifactor回転法
　ここでは，主因子法あるいは最尤法で因子解を求め，bifactor構造への変換あるいは回
転を試みた方法を紹介してみることする．
　まず，Schmid & Leiman（1957）によって提案された階層的因子分析法である．この方
法は，一般因子をThurstoneの二次因子分析モデルの二次因子において表現し，Holzinger
のモデルと同じように，一般因子と一次因子とを直交化しているところに特徴がある．ま
ず，変数間に潜在する一次因子を主因子法などで抽出し，一次因子の斜交回転を行い，一
次因子間の因子間相関行列から 2次因子を抽出し，この二次因子から一次因子の分析で使
用した項目との関係を計算することになる．このような手順を踏むので，この方法はS‒L
変換あるいはSchmid‒Leiman Orthogonalization（直交化）とも呼ばれる．なお，実際の計
算は，SPSSとSAS（Wolﬀ  & Preising, 2005）やRのpsychの schmidで行うことができる
（Revelle, 2014）．
　階層的な構造を追求したHumphreys（1962）は，知能の構造の解明にS‒L変換を使用し
た場合，その結果の解釈が複雑になることに言及しながら，この計算方法の利用を勧めて
いる．最近でも，計算ソフトが提供されたこともあって，二次因子を求めた研究で使用さ
れている．そのような研究の中で，例えば，Ebesutani, Reise, Chorpita, Ale, Regan, Young, 
Higa-McMillan, & Weisz （2012）やGignac（2006） そして，Reise, Ventura, Keefe, Baade, 
Gold, Green, Kern, Meaholam-Gatrly, Nuechterlein, Seldman, & Bilder（2011）などは，S‒
L変換の計算であるもかかわらず，どうしたわけかbifactorという用語を使用している．
　次に，bifactor構造を想定した回転方法であるが，その一つが，bifactor構造への近似を
仮説的因子回転として求める方法である（Reise, Moore, & Haviland, 2010）．この方法に
関しては，Myers, Martin, Ntoumanis, Celimli, & Bartholomew （2014）やReise, Moore, 
& Haviland （2010）などが，SEMで構成したbifactorモデルとの関係について検討を行っ
ている．
　本格的な解析的回転法をJennrich & Bentler （2011）が提案している．この方法の特徴
は，最尤法によりあらかじめ回転前の因子解を求め，因子の構造として表 1で示したよう
なbifactor構造が存在すると仮定し，まず，一般因子を求め，残りの因子を群因子として
Quartimin回転基準を適用しているところにある．実際の計算は，Jennrich（2001，2002）
の勾配射影アルゴリズムで行われ，RのGPArotationの中にBifactorTとして提供されて
いる（Bernnaards & Jennrich, 2014）．この群因子間の関係を直交とする方法の他に，彼
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らは，群因子を斜交とする方法も提案している（Jennrich & Bentler, 2012）．これは同じ
くGPArotation で BifactorQと名付けられている．これらの論文で，彼らは，SEMでの
bifactorモデルを回転で得ることがきることと，S‒L変換では内部のbifactor構造を取り出
すことができないことを主張している．
3 ．パス図からみたbifactorとS‒L変換の関係
　一般因子が想定される分野では，SEMによりbifactorモデルあるいは階層的因子分析モ
デルを構成し，それらの適合度を評価することにより，潜在している構造を追求する研究
が増えてきている．例えば，Tomás & Oliver （1999）によるRosenbergの自尊感情尺度
の内部構造をSEMによりモデル化を追求する研究がある．清水・吉田（2008）でもPromax
による単純構造を追求した探索的因子分析を下にして，自尊感情の一般因子とこれとは独
立した肯定的な表現項目からなる特殊因子と否定的な表現項目からなる特殊因子を想定し，
他のモデルと比較した上でこのモデルの適合度が良いことを報告している．Hyland, 
Boduszek, Dhingra, Shevlin, & Egan （2014） も同様のモデルをbifactor モデルという呼
び，一般因子モデル，二次因子モデルや階層的モデルと比較し，このモデルの適合度が最
も良いとしている．
　尺度の内部構造については，NEO‒PI‒Rの外向性尺度（Chen, Hayes, Carver, Laurenceau, 
& Zhang, 2012），Beckの抑うつ尺度（Brouwer, Meijer, & Zevalkink, 2013），知能モデル
（Beaujean, Parkin, & Parker, 2014），知能検査のWPPSI‒IV（Watkins & Beaujean, 2014），
認知機能（Murray, & Johnson, 2013）など数多くの研究の蓄積がbifactorという用語を使
って進み始めている．これらの研究に共通する結論の一つが，階層的な因子分析モデルよ
りも，bifactorモデルのほうが，適合度が良い傾向を示すということである．ここでは，一
部の研究だけを紹介したにすぎない．数多くのモデルの検討がさまざまな分野で行われて
いる．
　構成概念の構造についての因子分析的研究では，Brunner, Nagy, & Wilhelm （2012）が
紹介しているように，一般因モデル，多因子モデル，高次因子モデル（あるいは階層的因
子モデル）そして，bifactorモデル（この論文では入れ子因子モデル）という 4種類へと
選択肢が拡大した．この論文では，bifactorという用語も使用しているが，一般因子と特
殊因子という枠組みでの検討を目的としており，入れ子という用語を使っている．ここま
では，群因子という用語を使ってきたが，青木・清水（2015）でも紹介したように，群因
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子を特性因子とすることもあるように，そして，階層因子モデルもまた二次因子モデルと
表記されることもあるように，この分野では使用される用語に混乱がみられる．
　加えて，方法論の評価にも混乱がみられる．Schmid & Leiman（1957）は，Thomson
（1950）の 2次因子と 1次因子との関係の展開を拡張したとしている．bifactorとの関連に
ついては，Wherry（1959）が S‒L 変換と同じであるとしているが，Yung, Thissen, & 
McLeod （1999）はSEM図式によりこれらの関係を整理し，これらの関係が数学的には同
値とならいことを明らかにしている（Chen, West, & Sousa, 2006）．Jennrich & Bentler
（2011）も彼らの提案する方法で回転した結果とS‒L変換の結果とが異なること，そして，
その理由がS‒L変換が二次因子分析モデルを対象に構成されたことにあるとしている．
　ここでは，bifactorモデル（図 1 ），二次因子モデル（図 2 ），そして，階層的因子分析
モデル（図 3）を表 1の変数を対象にして，SEMによって描いてみることによって，これ
らモデル関係を議論してみることにする．
図 1　bifactorモデル（群因子間は直交）
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　まず，表 1のbifactor構造をSEMのソフトを使って描いてみることにする．ここでは，
表 1の空白セルについては，パスを引いていない．そして，一般因子と 3個の群因子は独
立していると仮定し，因子間には共分散関係を設定していない．このモデルを実際にAmos
などのようなSEMのソフトで解析する場合には，清水・吉田（2008）で行っているよう
に，識別性を確保するために各因子へのパスの一つを 1で固定することが必要となる．そ
して，因子間の共分散を独立したままでの推定を実行させることになる．なお，探索的な
因子分析では，識別性を確保するために，各因子の分散を 1としているとも考えることが
できる．
　表 1の共通性は，群因子が直交の場合には，例えば，第 j番目変数が第k番目の群因子
であれば，hj
2＝ gj
2＋ pkj
2と表すことができる．図やこの式からも分かるように，一つの観
測変数の分散に一般因子と群因子の両方の情報が含まれると想定するところに，bifactorモ
デルの特徴がある．
図 2　二次因子分析モデル
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　次に，二次因子モデルをThurstoneの考えに従って，図 2として描いてみた．ここでは，
一次因子は 3個として，完全な単純構造を想定し，図ではこれらの因子を factorと，一般
因子をここでは二次因子（ 2 nd order factor）と表記している．観測変数（ここでは項目）
の分散と共分散を説明するのは，図 1とは異なり一次因子だけである．二次因子は，この
一次因子に影響を与える潜在変数ということになる．このため，図 1の群因子とこの一次
因子はその質が同一であるとはいえないことになる．
　観測変数の分散を一次因子と二次因子の両方から説明するモデルをYung et al. （1999）
は，図 2の二次因子モデルに，二次因子から項目への直接的なパスを加えることによって
描いている（図 3）．このモデルをSEMに適用することによって，S‒L変換のように観測
変数の二次因子での因子パターンを推定することを彼らは検討している．図 2でも指摘し
たように，このアイディアはあくまで二次因子モデルの範疇にあり，一次因子へ二次因子
からのパスがある．このため一次因子は，bifactorの因子とは質が異なることになる．す
図 3　階層的因子分析モデル
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なわち，Jennrich & Bentler （2011）などが指摘しているように，Schmid & Leiman（1957）
のモデルは，その意味でHolzingerのbifactorモデルには該当しないといえる．なお，Chen 
et al. （2006）もまた，このモデルと図 1のbifactorモデルとをSEMを使用して，QOL尺
度の分析を行い，このモデルよりはBifactor法のほうが，尺度の内部構造を特定する方法
として優れているとしている．
4 ．Rosenbergの自尊感情尺度の探索的Bifactor回転
　bifactorモデルが注目を集めるようになってきたのは，因子構造をSEMにより，伝統的
なSpearmanやThurstoneの一般因子モデル・多因子モデル・高次因子モデルに加えて，
多様な仮説的モデルの検討が可能となったこともその理由でないだろうか．先にも紹介し
たように，代表的な研究が，Rosenbergの自尊感情尺度を対象として展開した．自尊感情
の一般因子とは独立に道具的な因子（項目表現が肯定と否定とで分かれる）やVery good
（とても良い）項目とGood enough（ちょうど良い）項目の因子などが検討されている．一
次元構造として作成された尺度にもかかわらず，欧米版だけではなく日本版でも，次元性
に関して疑問が数多く提起されている．その内部を，伝統的な因子分析のモデルに拘るこ
となく，仮説的な議論をSEMのモデルとして描き，その適合度の検討が行われてきた（例
えば，Qulity, Oakman, & Risko, 2006; 清水・吉田，2008 など）．
　ここでは，探索的因子分析での回転方法を，Rosenbergの10項目（山本・松井・山成，
1982）を対象に検討してみることにする．データは，清水・吉田（2008）で探索的因子分
析とSEMによる分析を行ったものを使用する．なお，回答選択肢は 5 件であり，調査参
加者は，617名の大学生で，年齢は，18歳～62歳（平均：18.55，標準偏差：2.20）であっ
た．
　清水・吉田（2008）では，固有値の値が順に4.247，1.213，0.884，0.793，0.718，0.538 
0.493，0.450，0.343，0.321であったので，Screeから 1 因子と判断し，詳細に内容を検
討するために，因子数を 1から 4 とした 4種類の最尤法，Promax回転の結果を報告して
いる．今回は，同じデータを平行分析（Rのpsych）にかけたところ， 4因子が適切であ
るとの結果を得ることができた．表 2のPromaxはSPSSで計算したものであり，Bifactor
法の斜交と直交そしてS‒L変換はRで計算した．
　探索的因子分析法として，最尤法により因子解を求め，この解に 4種類の回転を適用し
ているので，表 2 ‒ 1 と表 2 ‒ 2 の共通性の列の値は，いずれも同じである．最尤法によっ
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て得られた共通因子空間内での項目の布置を 4種類の回転方法で別々に求めたともいうこ
とができる．
　これらの結果を比べてみると，Promaxの 4 因子（表 2 ‒ 1 ）とS‒L変換の 4個の一次因
子（表 2 ‒ 2 ）はほぼ同じような構造を示した．違いは，後者では項目の二次因子の負荷量
が得られたということである．項目 8を除いて，自尊感情の明確な一般因子ということが
できる．その一方で，一次因子の値は，これらの二つの結果では，比例的な関係がみられ
る．これは，S‒L変換では，一次因子間の回転にはPromax法を使用したので，構造が同
じとなるのは当然の結果と考えられる．また，共通性を二次因子と一次因子とで分け合う
ことになるS‒L変換では二次因子の負荷がある分，一次因子の負荷量の値が小さくなると
考えられる．
　Bifactor（斜交・直交）の結果は，Promax解の因子 2，因子 4，そして，因子 3が，それ
ぞれ群因子 1，2，そして，3に対応しているようである．当然，S‒L変換の一次因子の 2，
4，そして，3とも対応している．そして，これらの値は，一次因子に近いものとなった．
大きな違いは，Promaxの因子 1 やS‒L変換の一次因子 1 に対応する因子がBifactor法で
は得ることができなかったことである．その一方で，Bifactor法の一般因子の値は，S‒L変
換の二次因子の値と似ている．この結果をみると，Bifactor回転では，Promaxの因子 1や
S‒L変換の一次因子 1を見失ったとも考えられる．
　因子の数を考慮に入れずに，図 1～図 3を作成した．ここで検討の対象としている自尊
感情尺度については，平行分析からも因子の数は 4であった．この数の中に一般因子を含
めるのか，それとも数には含めないのか，という違いが，Bifactor回転とS‒L変換との間
にはある．この違いが，Jennrich & Bentler （2011）は，S‒L変換がbifactor構造の分析に
は不適切であると指摘していることと関連すると考えられる．
　S‒L変換については，一般因子ではなく，二次因子と表記してきた．図 2からも明らか
なように，二次因子は観測変数間の共分散に潜在する因子の数ではなく，一次因子間に潜
在するものであるという点を強調するためであった．図 3の二次因子からの観測変数（こ
こでは項目）へのパスを一次因子と二次因子との関係から計算する方式は，本来のbifactor
構造の定義にはあわないと考えるべきなのではないだろうか．二次因子からみた観測変数
と考え，一次因子の関係から導き出される二次因子からの項目についての記述体系と考え
てもいいのではないだろうか．
　Promaxの因子 1 は，自尊感情尺度の否定的表現項目からなる道具的な因子のようにみ
える．清水・吉田（2008）の SEMによるこの尺度のモデル化では，この点に着目した．
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Promaxの因子 2 と因子 3とが肯定的表現の因子でありそれらの間の相関が高い（ここで
は.637）．Bifactor法は，この否定的表現因子の項目だけではなく，ここに肯定的表現の項
目も合わせ，この自尊感情の一般因子を取り出すことに成功していると考えてもいいので
はないだろうか．
　群因子 1～ 3あるいは，因子 2～ 4（一次因子 2～ 4）は，対応させるとその内容は非
常に似通っていた．すなわち「項目02：色々な良い素質を持っている（P2）」，「項目07：
だいたいにおいて，自分に満足している（P5）」「項目06：自分に対して肯定的である（P4）」
「項目08：もっと自分自身を尊敬できるようになりたい（N3）」「項目01：少なくとも人並
みには価値のある人間である（P1）」などである．この中で，群因子 1は項目 2 だけから
なり，群因子 3は項目 7を中心に項目 6も負荷している．ある意味では，これらの項目の
特殊な分散がこれらの因子として抽出されたとも考えることができる．
　Bifactor（斜交）の群因子 2（直交では群因子 3）は，少し様相が異なる．この因子に負
荷する項目 8は，清水・吉田（2008）でも紹介したように，逆表現項目としての役割を十
分には果たしていないといわれており，自尊感情の測定ではこの項目が分析から除外され
ることもある．Bifactor法で得られた群因子 2をみてみると，この因子には肯定的表現の
項目 1も負荷しており，項目 8には否定と肯定の二つの分散が混在しているという指摘と
も整合する結果とも考えることができそうである．このようにみてみると，Bifactor法の
群因子は，知能の研究で使われてきた群よりは，特殊因子という呼び方のほうが適切なの
かもしれない．
　Bifactor法の斜交と直交とを比べると，一般因子の値に違いがみられる．自尊感情尺度
の逆方向をはかる項目として疑問が呈されることが多い項目 8 の値が，斜交においては，
他の回転法での結果よりマイナスの負荷の値が大きい．群因子の出現の順番に違いはある
が，群因子の内容をみると斜交の相関を許容するほうが，清水・吉田（2008）などのSEM
での検討とも整合するように思われる．
　以上の結果から，自尊感情尺度の内部に潜在する一般因子を抽出するには，斜交の
Bifactor法が最も適切であるといえそうである．そして，この方法を使うことによって，項
目の特殊的な分散も群因子として特定することができそうである．
5 ．最後に
　bifactor構造は，知能の研究において，Spearmanの一般因子を追求することを目的とし
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て提案された概念である．この構造に関しては，その後も，知能の研究分野では継続的に
検討が行われてきた．一般的な尺度構成の研究では事情が違っており，一次元尺度という
理論的そして実証的な検討は行われても，多次元の構成概念を対象とする場合には，
Thurstoneの多因子モデルで単純構造だけを条件にした因子分析が適用されてきた．この
事情により，bifactorは過去の概念として，項目を対象としたSEMでの分析が試みられる
まで忘れ去られていたようである．
　因子分析のモデルでは，観測変数の分散は，共通性（共通因子の分散）と特殊因子の分
散と誤差の分散からなると定義している．単純構造という仮定を極端に表現すれば，項目
は一つの因子にしか負荷しないということになる．しかしながら，項目の中が一つの共通
因子に加えて，複数の因子に関係することもある．項目は本来的に多次元的であると考え
るべきなのではないだろうか（Stucky, Gottfredson, & Pater, 2012）．このように考える
と，項目の内部に潜在する構造を取り出すには，単純構造を仮定した回転方法よりも，
bifactorのほうがより適切な方法なのではないだろうか．その意味で，最近の尺度開発や
尺度の内部構造の検討に，bifactorという用語が復権することは，心理測定法としては適
切な方向といえるのではないだろうか．
　項目の多次元構造を追求するという流れの中では，これまではS‒L変換を階層的因子分
析として使用する研究がみられた．二次因子レベルから一次因子へのパスという関係は，
本稿で検討してきたように適切な方法とはいえない．ここで紹介したBifactor法を評価す
るには，これを使った実証的な研究の蓄積を待たなければならいと考えるが，一般因子が
仮定できる場合には，これまでに検討されてきた方法の中で，より適切なものであること
は確かなようである．
　群因子について，特性因子，領域因子，あるいは，特殊因子という用語が使われてきた．
特殊因子は，本来的に一つの観測変数に一つと考えるべきものなので，複数の項目が負荷
する場合には適切な用語とはいえない．このような用語が使われている文脈に検討を加え，
整理と定義を確定することも，今後の課題といえる．
　SEMによるbifactorモデルの検討は，探索的な方法よりも一歩先を進んでいるようにみ
える．しかしながら，項目の多次元性を許容するなら，SEMで適合度の良い結果を得るこ
とは至難の業となるかもしれない．その意味でBSEMはもう一つの選択肢といえるかもし
れない（Muthén, & Asparouhov, 2012）．
 　bifactor構造での尺度構成と構成した尺度の信頼性の推定という課題にも言及しておく
ことにする．ωを階層的なモデルへと拡張することによってbifactor構造での信頼性の推
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定をReise（2012）などが行っている．共通因子空間全体に布置した項目の情報を集約して
構成した尺度を評価するのであれば，Cattell & Tsujioka（1964）による構成した尺度の共
通性（清水，2010）も重要な選択肢である．多次元からなる構成概念を対象に，bifactor構
造を特定することにより，尺度の構成と信頼性の推定についてもさらに検討を加えていき
たいと考えている．
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