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Abstract
Properties of kernels for a three-point boundary value problem are studied and employed to obtain some results on the existence
of multiple positive solutions for the boundary value problem. These results generalize some known results.
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1. Introduction
The properties of the kernels corresponding to −z′′ = 0 subject to the three-point boundary condition
z(0) = 0, αz(η) = z(1), 0 < η < 1 and 0 < α < 1/η (1.1)
are of importance in the study of the existence of positive solutions of a differential equation of the form
z′′(t) + g(s) f (z(t)) = 0, a.e on [0, 1], (1.2)
with (1.1). In order to obtain results on the existence of positive solutions of (1.1) and (1.2), one needs to find an upper
bound Φ(s) and a lower bound c(a, b)Φ(s) for k, and to estimate the two values m and M(a, b) which are related to
the kernel k and the measurable function g (the precise definitions for these symbols will be given later).
The upper bound Φ(s) for k and m are obtained by Webb [14] and the constant c(η, 1) can be found in [3,4,10,11,
14].
In this work, we seek a function c(t) and prove that k(t, s) ≥ c(t)Φ(s). We use c(t) to prove an inequality property:
y(t) ≥ c(t)‖y‖ for y ∈ C1[0, 1] which is concave down and satisfies (1.1). In particular, all the positive solutions of
(1.1) and (1.2) satisfy the inequality property. Using the function c(t), we define the constant c(a, b) for a, b ∈ (0, 1]
including c(η, 1) as a special case. We calculate M(a, b) for g ≡ 1 and for g(t) = 1/t (1 − t). We refer the reader to
[7,8,12–14] for the similar study of other boundary value problems.
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With these constants c(a, b), m and M(a, b), we give results on the existence of two or three positive solutions for
(1.1) and (1.2) by employing known results for Hammerstein integral equations obtained by Lan [9]. These results
unify and generalize some known results obtained using other methods. As an illustration of our results, we provide
an explicit example of (1.1) and (1.2) with g(t) = 1/t (1 − t) which has three positive solutions.
2. Properties of kernels
In this section, we study properties of the kernel corresponding to −z′′ = 0 subject to (1.1) which is useful for
obtaining results on the existence of positive solutions for (1.1) and (1.2). The kernel k : [0, 1] × [0, 1] → R+ is
defined by
k(t, s) = 1
1 − αη
⎧⎪⎪⎨
⎪⎪⎩
t[1 − αη − (1 − α)s] if t ≤ s ≤ η,
s[1 − αη − (1 − α)t] if s ≤ t and s ≤ η
t (1 − s) if t ≤ s and η < s
(1 − αη)s − (s − αη)t if η < s ≤ t,
(2.1)
see for example [5,14]. For 0 < α ≤ 1, we define
Φ(s) = 1
1 − αη
{
s[1 − αη − (1 − α)s] if s ≤ η
s(1 − s) if s > η.
For 1 < α < 1/η, we define
Φ(s) = 1
1 − αη
⎧⎨
⎩
α(1 − η)s if s ≤ η
αη(1 − s) if η < s ≤ αη
s(1 − s) if s > αη.
It is known that k(t, s) ≤ Φ(s) for t, s ∈ [0, 1] (see [14]).
Now, we construct a function c such that c(t)Φ(s) is a lower bound of k.
For 0 < α ≤ 1, let
c(t) =
⎧⎪⎪⎨
⎪⎪⎩
min
{
t, 1 − 1 − α
1 − αη t
}
if 0 ≤ t ≤ η
min
{
t, 1 − 1 − α
1 − αη t,
αη
t
}
if η < t ≤ 1.
For 1 < α < 1
η
, let
c(t) =
⎧⎨
⎩
t, if 0 ≤ t ≤ √αη
αη
t
if √αη ≤ t ≤ 1.
The following result gives properties of k and Φ.
Theorem 2.1. The functions k and Φ defined above have the following properties:
(P1) k(t, s) ≥ c(t)Φ(s) for t, s ∈ [0, 1].
(P2) If 0 < α ≤ 1, then
1 − η
1 − αη s(1 − s) ≤ Φ(s) ≤
1
1 − αη s(1 − s) for s ∈ [0, 1].
(P3) If 1 < α < 1/η, then
min{αη, α(1 − η)}
1 − αη s(1 − s) ≤ Φ(s) ≤
α
1 − αη s(1 − s) for s ∈ [0, 1].
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Proof. We only prove (P1). Let 0 < α ≤ 1. If t ≤ s, we have k(t, s) ≥ tk(s, s). If s ≤ t and s ≤ η, then
k(t, s) ≥ 1−αη−(1−α)t1−αη k(s, s). If η < s ≤ t , we obtain k(t, s) ≥ αηt k(s, s) since (1 − αη)s − (s − αη)t ≥ αη(1 − s) ≥
αη
t s(1 − s). This implies k(t, s) ≥ c(t)k(s, s) = c(t)Φ(s) for t, s ∈ [0, 1]. If 1 < α < 1η , then k(t, s) ≥ αηt Φ(s) for
αη < s ≤ t and k(t, s) ≥ tΦ(s) for other t and s. This implies k(t, s) ≥ min{t, αηt }Φ(s) for t, s ∈ [0, 1] and the result
follows. 
As an application of Theorem 2.1, we give the following inequality property for a function y ∈ C1[0, 1] which is
concave down and satisfies (1.1). Similar inequalities related to other boundary value problems can be found in, for
example, [1,2,6,7,15].
Proposition 2.1. Assume that y ∈ C1[0, 1] satisfies (1.1) and y ′′ ≤ 0 for t ∈ [0, 1]. If y ′′ is measurable such that∫ 1
0 s(1 − s)y ′′(s) ds < ∞, then
y(t) ≥ c(t)‖y‖ for t ∈ [0, 1].
Proof. Let z(t) = −y′′(t) for t ∈ [0, 1]. Then y(t) = ∫ 10 k(t, s)z(s) ds for t ∈ [0, 1]. This implies ‖y‖ ≤∫ 1
0 Φ(s)z(s) ds. By Theorem 2.1 (P1), we have
y(t) ≥ c(t)
∫ 1
0
Φ(s)z(s) ds ≥ c(t)‖y‖ for t ∈ [0, 1]. 
By Proposition 2.1 we see that if y ∈ C1[0, 1] is a positive solution of (1.1) and (1.2), then y has the inequality
property.
Let a, b ∈ (0, 1] with a < b. We define a constant
c(a, b) =
⎧⎪⎪⎨
⎪⎪⎩
min
{
a,
1 − αη − (1 − α)b
1 − αη ,
αη
b
}
if 0 < α ≤ 1
min
{
a,
αη
b
}
if 1 < α <
1
η
.
It is easy to verify that c(a, b) ∈ (0, 1] and the following inequality holds.
k(t, s) ≥ c(a, b)Φ(s) for t ∈ [a, b] and s ∈ [0, 1].
The special constant c(η, 1) was used in [3,4,10,11,14].
Let g : (0, 1) → R be a function and let
m =
(
max
t∈[0,1]
∫ 1
0
k(t, s)g(s) ds
)−1
and M(a, b) =
(
min
t∈[a,b]
∫ b
a
k(t, s)g(s) ds
)−1
.
The following result gives an explicit formula for M(a, b) with g ≡ 1 for some a, b.
Theorem 2.2.
M(a, b) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2(1 − αη)
a(b − a)[2(1 − αη) − (1 − α)(a + b)] if a < b ≤ η(
min
{∫ b
a
k(a, s) ds,
∫ b
a
k(b, s) ds
})−1
if a ≤ η ≤ b
2(1 − αη)
a(b − a)(2 − a − b) if η ≤ a < b, a + b ≤ 1 + αη
2(1 − αη)
(b − 1 + αη)a2 − 2abαη + (1 + αη − b)b2 if η ≤ a < b, a + b > 1 + αη.
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Proof. Let a, b ∈ [0, 1] with a < b. By calculation, we have for t ∈ [0, 1],
∫ b
a
k(t, s) ds =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−1
2
t2 +
(
b − (1 − α)(b
2 − a2)
2(1 − αη)
)
t − a
2
2
if a < b ≤ η
−1
2
t2 + a
2(1 − α) − αη2 − b2 + 2b
2(1 − αη) t −
a2
2
if a ≤ η ≤ b
−1
2
t2 + a
2 − 2aαη − b2 + 2b
2(1 − αη) t −
a2
2
if η ≤ a < b.
Hence, we obtain M(a, b) = (min{∫ b
a
k(a, s) ds,
∫ b
a
k(b, s) ds})−1.
When a < b ≤ η, we have∫ b
a
k(b, s) − k(a, s) ds = a + b
2(1 − αη)[(a + b)(1 − αη) − (1 − α)(b − a)2]
≥ a + b
2(1 − αη)[(a + b)(1 − α) − (1 − α)(b − a)2]
≥ (a + b)(1 − α)
2(1 − αη)[a + b − (b − a)2]
= (a + b)(1 − α)
2(1 − αη)[b(1 − b) + a(1 − a) + 2ab]
≥ 0.
This implies
∫ b
a k(b, s) ds ≥
∫ b
a k(a, s) ds and M(a, b) = (
∫ b
a k(a, s) ds)
−1
.
When η ≤ a < b, we have∫ b
a
k(b, s) − k(a, s) ds = (b − a)
2
2(1 − αη) [1 − (a + b) + αη].
If a + b ≤ 1 + αη, then ∫ b
a
k(b, s) ds ≥ ∫ b
a
k(a, s) ds and if a + b > 1 + αη, then ∫ b
a
k(b, s) ds <
∫ b
a
k(a, s) ds. The
result follows. 
When g ≡ 1, M(η, 1) can be found in [3]. The constant
m =
⎧⎪⎪⎨
⎪⎪⎩
8
(
1 − αη
1 − αη2
)2
if 0 < α ≤ 1
η(2 − η)
2(1 − αη)
αη(1 − η) if
1
η(2 − η) < α <
1
η
was given in [14], where there was an omission in the formula, remarked on in a personal communication by the
author of [14]. We shall compute the two constants m and M(a, b) when g(t) = 1t (1−t) in the following section.
3. Multiple positive solutions
In this section, we apply these constants c(a, b), m and M(a, b) in Section 2 to obtain the results on the existence
of multiple positive solutions of (1.1) and (1.2).
Throughout this section we make the following hypotheses.
(C1) g : [0, 1] → R+ is measurable such that
∫ 1
0 s(1 − s)g(s) ds < ∞.
(C2) There exist a, b ∈ (0, 1] with a < b such that
∫ b
a
s(1 − s)g(s) ds > 0.
(C3) f : [0, 1] → R+ is continuous.
By (C2) and Theorem 2.1, we see that (C1) is equivalent to
∫ 1
0 Φ(s)g(s) ds < ∞. Hence, conditions (P1)–(P4) in [9]
are satisfied, so results in [9] apply.
Now, we are in a position to state results on the existence of positive solutions, where m, M(a, b) and c(a, b) are
used. Previous results only considered the case when a = η and b = 1. The proof of results follows from Theorem
2.10 in [9], but we say more about the positive solutions here.
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Notation. Let q(z) = min{z(t) : t ∈ [a, b]} and
f ρcρ = min{ f (u)/ρ : u ∈ [cρ, ρ]} and f ρ0 = max{ f (u)/ρ : u ∈ [0, ρ]}.
Theorem 3.1. Assume that one of the following conditions holds.
(S1) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1 < cρ2 and ρ2 < ρ3 such that
f ρ10 ≤ m, f ρ2cρ2 > M(a, b)c(a, b) and f ρ30 < m.
(S2) There exist ρ1, ρ2, ρ3 ∈ (0,∞) with ρ1 < ρ2 < cρ3 such that
f ρ1cρ1 ≥ M(a, b)c(a, b), f ρ20 < m, and f ρ3cρ3 ≥ M(a, b)c(a, b).
Then (i) under (S1), (1.1) and (1.2) has three positive solutions z1, z2, z3 satisfying ‖z1‖ ≤ ρ1, ρ1 < ‖z2‖ ≤ ρ2,
q(z2) < c(a, b)ρ2, q(z3) > c(a, b)ρ2 and c(a, b)ρ2 < ‖z3‖ < ρ3;
(ii) under (S2), (1.1) and (1.2) has two positive solutions z1, z2 satisfying q(z1) ≥ c(a, b)ρ1 and ‖z1‖ ≤ ρ2,
q(z2) ≤ c(a, b)ρ3 and ρ2 < ‖z2‖ ≤ ρ3.
Remark 3.1. Let a = η and b = 1. Theorem 3.1 with (S1) generalizes Theorem 3.1 in [10], where g is continuous,
Theorem 4.1 in [3], where g ≡ 1 and some stronger conditions are used, and improves Theorem 3.2 in [4], where
α = 1 and g ≡ 1. Theorem 3.1 with (S2) improves Theorem 3.1 in [4].
As illustrations of our results, we consider the existence of three positive solutions of the second-order differential
equation
z′′(t) + 1
t (1 − t) f (z(t)) = 0 a.e on [0, 1], (3.1)
subject to the boundary condition
z(0) = 0 and z
(
1
2
)
= z(1), (3.2)
where
f (u) =
⎧⎪⎨
⎪⎩
9
25
(u − 1)2 if u ∈ [0, 16]
9
32
u + 153
2
if u ∈ [16,∞).
Example 3.1. (3.1) and (3.2) has three positive solutions z1, z2, z3 with ‖z1‖ < 1, 1 < ‖z2‖ < 16, 8 < ‖z3‖ < 1000,
min{z2(t) : 1/2 ≤ t ≤ 1} < 8 and min{z3(t) : 1/2 ≤ t ≤ 1} > 8.
Proof. Let α = 1, η = 1/2 and h(t) = ∫ 10 k(t, s)g(s) ds for t ∈ [0, 1]. By computation, we have h(t) ≤ h(4/5) = ln 5
for t ∈ [0, 1]. This implies m = (ln 5)−1. Let h1(t) =
∫ 1
1/2 k(t, s)g(s) ds for t ∈ [1/2, 1]. Then h1 is concave down
on [1/2, 1] and h1(t) ≥ min{h1(1/2), h1(1)} = ln 2. Therefore, M(1/2, 1) = (ln 2)−1. Let ρ1 = 1, ρ2 = 16 and
ρ3 = 1000. Then Theorem 3.1(S1) holds and the result follows. 
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