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ABSTRACT
The fifth generation of cellular communications (5G) introduces the idea of aggregat-
ing the licensed and unlicensed spectra to increase spectrum efficiency and provide better
coverage. This idea is very promising but introduces challenging issues. Some of these issues
are to handle coexistence between long term evolution (LTE) and existing technologies (e.g.,
WiFi) on the unlicensed spectrum, and to provide access fairness among these technologies.
The main focus of this dissertation is to address these issues and to analyze the in-
teractions between LTE and WiFi coexisting on the unlicensed spectrum. This can be done
by providing some improvements in the first two communication layers in both technologies.
Regarding the physical (PHY) layer, efficient spectrum sensing and data fusion techniques
that consider correlated spectrum sensing readings at the LTE/WiFi users (sensors1) are
needed. Failure to consider such correlation has been a major shortcoming of the litera-
ture. This resulted in poorly performing spectrum sensing systems if such correlation is not
considered in correlated-measurements environments.
In the 5GHz band, for example, the cell size is relatively small, as a result, the
sensors are in close proximity to one another, and hence, there is a high probability for their
measurements to be correlated. Such correlation is considered in this dissertation in order
to enhance the spectrum sensing abilities of LTE and WiFi systems.
On the Medium Access Control (MAC) layer, two challenges must be met, first,
choosing the channel that satisfies the user requirements, and second, provide fairness among
the users in the same system and the fairness among users of different systems. To address
these two challenges simultaneously, a new channel assignment mechanism is introduced for
1 In this work, “sensor” may refer to an LTE-cell user or a WiFi-cell user, while a “Fusion Center” may
refer to an LTE-cell eNB or a WiFi-cell access point. A “primary radio user” can refer to an LTE device in
a WiFi-cell or vice versa.
ii
both systems with some differences to account for the two systems being different. The
main idea of this channel assignment is to choose the channel that is just good enough for
the required transmission by the cell (LTE or WiFi) and leave the over-qualified channels
for other cells that may need them for their transmissions. Hence, higher throughput and
fairness values can be achieved simultaneously compared to ordinary techniques, such as
greedy and random channel assignment mechanisms.
iii
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CHAPTER 1
Hard-Decision-Based Distributed Detection in Multi-Sensor System over Noise Correlated
Sensing Channels
In spite of the importance in spectrum sensing, only a small part of the literature deals
with the case of dependency among sensors’ observations. In this chapter, Bayes criterion for
minimizing the probability of error (Pe) is used to find the distributed decision rule at each
sensor in a multi-sensor system for a binary hypothesis testing problem while considering
the correlation over the sensing channels. In this chapter we propose a new, simple, yet
efficient algorithm to find the local decision rules to achieve the objective of minimizing
the Pe. Upon receiving the signal, each sensor sends a local hard decision to the fusion
center (FC). The FC then generates a global decision using the K-out-of-N majority rule.
The derived problem formulation and the proposed algorithm can be used with any joint
probability density functions and with any odd number of sensors. The proposed framework
also accounts for the path attenuation effect on the global decision. The results show the
effectiveness and validity of the proposed framework in practical sensor systems.
1.1 Introduction
For the shared use of spectrum, spectrum sensing (SS) plays a vital role in identifying
spectrum availabilities and preventing interference and collision. In wireless telecommunica-
tions area and especially in cognitive radio (CR) networks, SS is the practical and the most
used way to specify which frequency channels are being used by primary radio (PR) users,
hence, finding spectrum availabilities (a.k.a spectrum holes, and spectrum opportunities) for
CR transmissions [39]. SS can be done using one sensor or multiple sensors (cooperative
SS). Cooperative SS is very important compared to the use of one sensor because it can
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enhance the performance of sensing system by exploiting the advantage of spatial diversity
([64, 22, 11]). There are two main types of methods for making detection (decision) in the
cooperative SS systems: centralized detection (CD) (e.g. [72, 63, 70, 65]) and distributed
(decentralized) detection (DD) (e.g. [67, 5, 76, 71, 18, 11]).
What makes DD more appealing in wireless communication is the property of being
bandwidth efficient as compared to CD. It can be noticed that the SS literature suffers from
the scarcity of considering correlation among the sensed signals at the sensors. In this work
this correlation is considered in a DD SS system.
1.1.1 Related Work
Because of its simplicity, the vast majority of the literature deals with the case of
having independent sensor measurements. The papers [67] and [5] considered the case of
multilevel hypothesis testing in a DD system with independent sensed signals at the sensors.
In [11], the authors considered the case of having independent observations in a hard decision
(HD) based DD CR network. The authors proposed a near optimal log-likelihood ratio
based spectrum sensing scheme to reduce the cooperation overhead. In [76], the case of
DD of binary hypotheses was addressed. The authors concerned about the case of having
two sensors with correlated sensed signals. In the same paper, the authors studied three
types of fusion rules at the FC, the AND, OR, and X-OR fusion rules, in terms of the Pe
for multivariate Gaussian joint probability density function (pdf) under both hypotheses.
To find the decision intervals at each sensor in a two-sensor system, the authors used the
idea of Gauss-Seidel iterative method. In [71] and [50], the authors tried to address the
problem of having correlated sensed data at the sensors, but they built their work on the
assumption of having identically distributed sensed signals at all sensors. This assumption
can be considered as a special case from the general picture of correlated sensed signals
and may not exist in reality. In [50], the authors took in consideration the effect of path
attenuation while assuming identical marginal distributions for the sensors’ observations.
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This assumption also can be considered as a special case from practical scenarios.
For the general case to be considered in this paper, the authors in [40] has proposed
the guidelines on how to generate the problem formulation for the system model. They also
proposed the general guidelines for how to use the person-by-person algorithm to solve this
problem (i.e., find the optimal sensor decision rules and FC decision rule to minimize Pe).
However, no numerical result was presented in [40].
1.1.2 Motivation and Contributions
Motivated by the need for realistic sensor system, this chapter proposes a general
realistic framework for the case of dependent noise random variables (RVs) in a sensor
system with any odd number of sensors and using any kind of joint pdfs. The adopted
decision criterion is based on HD where each sensor sends one bit as a local decision to the
FC ([7, 73, 15]). The FC then generates a global decision to decide between two hypotheses.
The proposed problem formulation in this paper was generated using the guidelines proposed
in [40]. In this chapter, we propose a new algorithm to solve this problem. This algorithm
is termed in the sequel as GSSA (Gauss-Seidel Sampling Algorithm).
GSSA consists of two overlapped phases. The first phase is the known Gauss-Seidel
iterative method used to solve a multivariate system. The second phase is a new algorithm
called the Sampling algorithm. The Sampling algorithm is used to find all the roots of
a nonlinear function within a given range. Hence, this is very helpful in finding all the
thresholds on the measurement space that divide the decision intervals at each sensor. It’s
worth mentioning that in a SS system with independent observations, there is only one
threshold that divides two continuous decision intervals at each sensor while assuming two
hypothesis [67]. On the other hand, this is not the case with the dependent RVs, where there
could be more than one threshold dividing two kinds of discontinuous intervals (assuming
two hypotheses), [76]. The proposed framework also takes into consideration the effect of
the path attenuation (between the PR and each sensor) on the global decision performance
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in terms of the Pe. This framework addresses the problem of correlated sensed data with a
high level of generalization. This is because of no restriction on the number of sensors, no
restriction on the joint pdf type of the correlated RVs, no assumption on the noise RVs at
different sensors to be identically distributed, and the consideration of path attenuation effect
on the decision. This generalization makes this framework more feasible to be implemented
in a real life sensor system. It is worth mentioning that most of the previous works either
consider a large number of sensor, but with less realistic assumptions (e.g. [67, 5, 11, 71, 50]),
or consider high level of generality but with at most two sensors in the system (e.g. [76]).
1.2 System Model and Problem Statement
The adopted system model in this work is shown in Figure 1.1. A SS system of N
sensors {s1, s2, ..., sN} sense whether a PR user (i.e., the user who owns the frequency
channel under consideration) is using the frequency channel or not. The sensing channels
(the physical channels between the sensors and the PR user) are assumed to be Additive
Noise (AN) channels.
4
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Figure 1.1. DD in multi-sensor sys-
tem over correlated sensing Chan-
nels.
The noise RVs over the sensing channels are correlated with a given joint pdf that
governs the correlation relation. Because of this assumption, the sensed signals by the
sensors are also correlated with one joint pdf derived from the noise joint pdf under each
hypothesis. The hypotheses to be tested are the existence of the PR (hypothesis K) over the
channel of concern, and the absence of this PR user (hypothesis H). The joint pdfs under
both hypotheses ‘K’ and ‘H’, can be denoted by fK and fH , respectively. The signal at each
sensor not only has the added noise disturbance but also has been attenuated compared to
the original signal level sent by the PR (V ). As Figure 1.1 shows, each sensing channel i
has its own path attenuation denoted by αi, i = 1, 2, ..., N , where 0 ≤ αi ≤ 1 with αi = 0
meaning complete attenuation and αi = 1 meaning no attenuation. After the signal sensing
phase, each sensor quantizes its sensed signal xi = αiV + ni, i = 1, 2, ..., N , into one of two
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levels, ‘1’ (i.e., the existence of the PR: ‘K’) or ‘0’ (i.e., the absence of the PR: ‘H’) according
to the quantization rule Ui, i = 1, 2, ..., N . The quantization rule Ui decides ‘1’ if xi falls in
the interval iA1, and decides ‘0’ if xi falls in
iA0 = iA1. Hence, Ui can be written as:
Ui =

1, if xi ∈ iA1
0, if xi ∈ iA0
(1.1)
Note that iA1 ∩ iA0 = φ and iA1 ∪ iA0 = R (the measure space of Xi). After a decision
is made at a sensor, each sensor sends its decision to the FC via a reporting channel that
is orthogonal and independent from other sensors’ reporting channels. On its turn, the FC
makes a global decision as to whether there is a PR or not, using a majority logic decision
rule. For the K-out-of-N majority logic decision rule at the FC, we assume N to be an odd
number so that ties will not be a possibility. Hence, if the number of ones received is greater
than or equal to K = (N−1
2
+ 1), then the FC determines that the decision D = 1 (i.e., ‘K’
happened), or D = 0 (i.e., ‘H’ happened). The FC global decision rule is given in Equation
(1.2).
D =

1, if
∑N
i=1 Ui ≥ K
0, otherwise
(1.2)
Note the difference in the definitions between K in Equation (1.2) and the hypothesis
symbol ‘K’.
1.3 Problem Formulation
To find the set of decision intervals {iA1; i = 1, ..., N} that minimizes the Pe, the
derivation starts from the Pe relation and follows the procedure in [40]. By having piK and
piH as the prior probabilities for both hypotheses ‘K’ and ‘H’, respectively, the derivation
goes through the following main steps.
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Pe =
∑
u1→uN P0K +
∑
u1→uN P1H , (1.3)
where∑
ui→uj =
∑
ui∈{0,1}
∑
ui+1∈{0,1} · · ·
∑
uj∈{0,1}, {i, j} ∈ {1, . . . , N}, i < j,
P0K = P (D = 0|UN1 ,K)P (UN1 ,K),
P1H = P (D = 1|UN1 , H)P (UN1 , H),
U ji , {Ui, Ui+1, ..., Uj},∀i, j ∈ {1, . . . , N}, i < j.
The main goal in this derivation is to reach an expression of Pe that consists of two
types of terms. The first type is the term that does not depend on the value of 1A1, while
the other type is the term that depends of 1A1.
Expressing the relation in (1.3) in terms of D = 1, we obtain:
Pe = piK
[ ∑
u1→uN
P (UN1 |K)−
∑
u1→uN
P1|K
]
+ piH
∑
u1→uN
P1|H , (1.4)
where
P1|K = P (D = 1|UN1 )P (UN1 |K),
P1|H = P (D = 1|UN1 )P (UN1 |H).
By simplifying the first group of summations in (1.4) and putting the second and
third groups of summations together, the next expression becomes
Pe = piK +
∑
u1→uN
[−piKP1|K + piHP1|H]. (1.5)
After that, by breaking the first summation (i.e.,
∑
u1∈{0,1}) into its two terms (i.e.,
when u1 = 0 and u1 = 1) and using the fact that P (U1 = 0, U
N
2 |K) = P (UN2 |K) − P (U1 =
1, UN2 |K), the relation in (1.5) ends up as follows:
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Pe = piK
+
I1︷ ︸︸ ︷∑
u2→uN
 −piKP (D = 1|U1 = 1, UN2 , K) · P (U1 = 1, UN2 |K)
+piHP (D = 1|U1 = 1, UN2 , H) · P (U1 = 1, UN2 |H)

+
II1︷ ︸︸ ︷∑
u2→uN
 −piKP (D = 1|U1 = 0, UN2 , K) · P (UN2 |K)
+piHP (D = 1|U1 = 0, UN2 , H) · P (UN2 |H)

+
III1︷ ︸︸ ︷∑
u2→uN
 piKP (D = 1|U1 = 0, UN2 , K) · P (U1 = 1, UN2 |K)
−piHP (D = 1|U1 = 0, UN2 , H) · P (U1 = 1, UN2 |H)

. (1.6)
Putting I1 and III1 together and simplify the expression by grouping the terms with
the common factors, the expression in (1.6) becomes as follows:
Pe = piK + II1 +
∑
u2→uN
(δ1 + β1) , (1.7)
where
δ1 = piK [P (D = 1|U1 = 0, UN2 , K)
− P (D = 1|U1 = 1, UN2 , K)]P (U1 = 1, UN2 |K)
β1 = piH [P (D = 1|U1 = 1, UN2 , H)
− P (D = 1|U1 = 0, UN2 , H)]P (U1 = 1, UN2 |H)
Finally, by representing both P (U1 = 1, U
N
2 |K) and P (U1 = 1, UN2 |H) in their integral
form of the joint pdfs (i.e., fK(x1, x2, ..., xN) and fH(x1, x2, ..., xN) respectively) and by
making some simplifications, we get the last expression of Pe that satisfy our goal of having
two types of terms according to their dependence on 1A1.
Pe = piK + II1 +
M1︷ ︸︸ ︷
∫
1A1
L1︷ ︸︸ ︷[ ∑
u2→uN
P1I1
]
dx1, (1.8)
where:
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I1 =
∫
2Au2
...
∫
NAuN
f(x1, x2, ..., xN ) dx2... dxN
P1 = P (D = 1|U1 = 0, UN2 )− P (D = 1|U1 = 1, UN2 )
f(x1, x2, ..., xN ) = piKfK(x1, x2, ..., xN )− piHfH(x1, x2, ..., xN )
Note, in the above equation, that the terms named M1 and L1 correspond to sensor
1 since we derived the Pe formula with
1A1 as a variable.
Now, by fixing all iA1,∀i = 2, ...N to some given values, the interval(s) of 1A1 can be
found in order to minimize the Pe. Note that the first two terms in (1.8) become also fixed
by fixing the intervals iA1,∀i = 2, ...N . Hence, the only term that is left unfixed and can
be used to minimize Pe and find
1A1 is M1. Minimizing M1 means minimizing its integrand
L1. Hence, minimizing L1 means minimizing Pe and this happens when L1 is less than zero.
According to this, 1A1 can be defined as
1A1 = {x1 : L1 ≤ 0}. This means if the measured
signal for sensor 1 falls in the interval(s) 1A1 where L1 is less than or equal to zero, then the
local decision at sensor 1 is hypothesis ‘K’ and vice versa.
For sensor i, i = 1, . . . , N , with the corresponding Mi and Li terms, the Pe formula
has iA1 as a variable and all other intervals
jA1, j = 1, . . . , N, j 6= i, are fixed. In a similar
way it can be shown that all other sensors have the same definition for their corresponding
intervals iA1. Hence,
iA1 = {xi : Li ≤ 0} and iA0 = iA1, i = 1, ...N .
As a result, by following the GSSA algorithm, all decision intervals {iA1; i = 1, ..., N} that
minimize the Pe at the FC can be generated.
1.4 Gauss-Seidel Sampling Algorithm to find the decision intervals
A new algorithm that has two phases is presented in this section. The first phase
is the Gauss-Seidel iterative method phase, and the second one is the Sampling Algorithm
phase. This new two-phase algorithm is called GSSA (Gauss-Seidel Sampling Algorithm).
The pseudo code of this algorithm is given in Algorithm 1. The purpose of the first phase is
to let the intervals iA1,∀ i ∈ {1, ..., N} converge to their optima where the minimum value
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of Pe happens. This phase starts by fixing the intervals
2A1 to
NA1 to their initial values.
This will make 1A1 the only variable interval. Next, GSSA algorithm moves to the second
phase (Sampling algorithm phase). This phase is responsible for finding the exact value of
1A1 given the nonlinear function L1(described in Section 1.3). Note that the intervals other
than 1A1 are known to L1, since they are fixed but contribute to shaping L1 as a function
of 1A1. The Sampling algorithm phase returns back the threshold values that define
1A1 in
which L1 ≤ 0. Next, GSSA returns to phase 1. On its turn, phase 1 makes 1A1 fixed to its
new value while also fixing all other intervals on their previous values except 2A1 which is
made the variable for this time. Now, the new value of 2A1 can be found by using phase 2
in a manner similar to the one used for 1A1 but with the use of L2. The GSSA algorithm
does the same with the rest of intervals and then gets back to 1A1 and starts the process
again. The GSSA algorithm keeps looping until each interval converges to a specific range
(not necessary to be equal for all of them). This convergence is measured by defining an
error value () which is used to decide if the previous and the current values of any interval
are equal or not. Let iA1Old be the old version of
iA1, then
iA1 =
i A1Old and
iA1 6=i A1Old
can be determined as in the following example:
Suppose iA1Old = (a11, b11)∪(a12, b12) and it is represented by a row as: irOld = [a11, b11, a12, b12].
And let iA1 = (a21, b21) ∪ (a22, b22) and it is represented by a row as: ir = [a21, b21, a22, b22].
Then iA1 =
i A1Old, if the sizes of
irOld and
ir are equal and the value |a11 − a21| + |b11 −
b21|+ |a12 − a22|+ |b12 − b22| < . Otherwise, iA1 6=i A1Old.
Regarding Sampling Algorithm phase, it is named as it is similar to the sampling
concept in signal processing. The use of this phase is to find the thresholds (roots) of the
given nonlinear function Li,∀i ∈ {1, . . . , N}, and then return the interval(s) of iA1 where
this function is non-positive. To simplify the operation of this phase without losing so much
accuracy, we can bound our search for thresholds in a specified range. This range can be
determined according to the sensor’s marginal pdf that corresponds to the given Li. For
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Algorithm 1 GSSA algorithm pseudo code
Phase 1 – Gauss-Seidel iterative method phase
1: Initialization:
2: Put initial values for 2A1 to
NA1
3: Put a value for the acceptable error ()
4: procedure Gauss-Seidel iterative method phase
5: do
6: Define iA1Old =
iA1, ∀ i ∈ {1, ..., N}
7: Substitute 2A1 to
NA1 in L1
8: go to Phase 2 to find 1A1 = {x1 : L1 ≤ 0}
9: Substitute 1A1,
3A1 to
NA1 in L2
10: go to Phase 2 to find 2A1 = {x2 : L2 ≤ 0}
11: .
12: .
13: .
14: Substitute 1A1 to
N−1A1 in LN
15: go to Phase 2 to find NA1 = {xN : LN ≤ 0}
16: while ( iA1Old 6= iA1 for any i ∈ {1, ..., N})
17: Return iA1, ∀ i ∈ {1, ..., N}
18: end procedure
Phase 2 – Sampling algorithm phase
19: Initialization:
20: Take in L as a nonlinear function
21: Define the search range
22: Put a value for the acceptable tolerance (ζ)
23: procedure Sampling algorithm phase
24: Divide the range into intervals with width equal to 2ζ
25: Examine the sign of L at the center of each interval
26: Record an L root at the mid point between two centers having different L signs
27: Determine the sign of L between the roots
28: Return the interval(s) (A1) where L is non-positive
29: end procedure
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example, in the simple case of having a single Gaussian RV with mean (µ) 0, we can have
the range (−3σ, 3σ) as our search range, where σ is the standard deviation. This range
contains around 97% of the probability. Hence, this property is very helpful in terms of
complexity reduction compared to the search in the range (−∞,∞). In our work, since we
have two marginal pdfs for each sensor, (one under ‘K’ and the other under ‘H’), the defined
search range for any RV Xi in the case of multivariate Gaussian will be ([min(µKi , µHi) −
cmax(σKi , σHi)], [max(µKi , µHi) + cmax(σKi , σHi)]), i ∈ {1, 2, ..., N}, where c is a constant
that can be specified in advance, such as c = 3 in our previous Gaussian RV. In addi-
tion, as an assumption after getting the results from GSSA, the intervals ([max(µKi , µHi) +
cmax(σKi , σHi)],∞) and (max(threshold), [max(µKi , µHi) + cmax(σKi , σHi)]) are combined
together. And also, the same happens to the intervals (−∞, [min(µKi , µHi)−cmax(σKi , σHi)])
and ([min(µKi , µHi) − cmax(σKi , σHi)],min(threshold)). As can be seen from Algorithm 1,
in the Sampling Algorithm phase, the search range is divided into small intervals with the
width 2ζ, where ζ represents the maximum tolerance (i.e. acceptable error) in the found
root value within any interval.
The advantages of this algorithm compared to other existing root searching algorithms
(e.g. [79, 78, 17]) include:
• No use of derivatives.
• Removal of the possibility of dividing by zero.
• No need for initial values to start the algorithm with.
• Guarantee to find all thresholds up to the resolution defined by the tolerance.
• Low complexity and fast operation.
After finding the optimum values of iA1,∀i ∈ {1, ..., N}, that minimizes Pe, we can write
the probability of detection (PD), false alarm (PF ) and Pe as follows:
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PD =
∑
u1→uN P1|K (1.9)
PF =
∑
u1→uN P1|H (1.10)
Pe = piK(1− PD) + piHPF (1.11)
1.5 Results
We studied the case of multivariate Gaussian density due to its simple closed-form
expression and its wide applicability in many signal detection situations.
N−RVs (X1, X2, ..., XN) are called jointly Gaussian if their joint pdf can be written
as:
f(x1, x2, ..., xN ) =
|Cx|−
1
2
(2pi)
N
2
exp
{
− [x− X¯]
T
Cx
−1[x− X¯]
2
}
,
where
[x− X¯] =
[
x1 − X¯1, x2 − X¯2, . . . xN − X¯N
]T
, Cx =
[
cij
]
, {i, j} ∈ {1, . . . , N}
and [.]T , [.]−1, |.| stand for matrix transpose, inverse and determinant, respectively. X¯i =
αiV , i = 1, ..., N , and Cx is the Covariance matrix with
cij = E[(xi − X¯i)(xj − X¯j)] =

σ2Xi , i = j
cXiXj , i 6= j
Note that for i 6= j, cXiXj = cXjXi = ρijσiσj = ρjiσjσi. In this work, we used the value of
0.02 for both the error () and the tolerance ζ.
First, we consider two arbitrary scenarios as in the following.
Scenario 1: In N = 5 sensors system we have the joint pdf under ‘K’ is defined by
the following matrices with piK =
2
3
, where we assume with different values of the attenuation
for each sensor, where α1 = 1, α2 =
3
4
, α3 =
11
12
, α4 =
5
12
, α5 =
6
12
, and V = 12.
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(a) Pe Vs µ for the
cases of 3 and 5 sen-
sors.
(b) Pe Vs piK for the
cases of 3 and 5 sen-
sors.
(c) Pe Vs ρ for the
cases of 3 and 5 sen-
sors.
(d) Pe Vs σ
2 for the
cases of 3 and 5 sen-
sors.
Figure 1.2. Pe curves Vs different parameters change.
[x− X¯] =

x1 − 12
x2 − 9
x3 − 11
x4 − 5
x5 − 6

, Cx =

0.83 0.67 0.5 0.33 0.17
0.67 1.33 1 0.67 0.33
0.5 1 1.5 1 0.5
0.33 0.67 1 1.33 0.67
0.17 0.33 0.5 0.67 0.83

.
Where, the joint pdf under ‘H’ is defined by the following matrices with piH =
1
3
: [x− X¯] =
[x1 x2 x3 x4 x5]
T , while the covariance matrix under ‘H’ is 1.2×(the covariance matrix under
’K’).
Using GSSA, the test at each sensor for this scenario is defined as follows:
• For sensor 1: 1A1 = (6.1260,∞)
• For sensor 2: 2A1 = (6.2100,∞)
• For sensor 3: 3A1 = (5.6151,∞)
• For sensor 4: 4A1 = (3.0100,∞)
• For sensor 5: 5A1 = (−2.9940,∞)
In this scenario, the probability of error is: Pe = 1.9× 10−7, the probability of detection is:
PD ≈ 1.0000 and the probability of false alarm is: PF = 4.6472× 10−7.
Scenario 2: It is interesting to present a scenario where one sensor may have multiple
non-contiguous intervals instead of only two intervals when making hard decision as in the
following example. Assume a system that contains N = 3 sensors, with joint pdf under
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‘K’ defined by the following matrices with piK = 0.5 while assuming no attenuation on the
received signals (αi = 1, i = 1, 2, 3) and V = 1.
[x− X¯] =

x1 − 1
x2 − 1
x3 − 1
 , Cx =

0.1000 0.0900 0.0900
0.0900 0.1000 0.0900
0.0900 0.0900 0.1000
.
Let the joint pdf under ‘H’ be defined by the following matrices with piH = 0.5, [x − X¯] =
[x1 x2 x3], while the covariance matrix under ‘H’ is the same as the one under ‘K’. The GSSA
algorithm generates the test at each sensor and the results as follows:
• For sensor 1: 1A1 = (−0.7887,−0.7487) ∪ (−0.6687,−0.5887) ∪ (0.4913, 1.4513) ∪
(1.5713, 1.8913)
• For sensor 2: 2A1 = (0.4913,∞)
• For sensor 3: 3A1 = (0.4913,∞).
In this scenario, the probability of error is: Pe = 0.0520, the probability of detection is:
PD = 0.9534 and the probability of false alarm is: PF = 0.0550.
Now in another type of simulation, in Figures 1.2(a) to 1.2(d) we assume that the
covariance matrices under both ‘K’ and ‘H’ are equal while σi = σ, i = 1, ..., N , and
ρij = ρji = ρ for any i 6= j, i = 1, ..., N , j = 1, ..., N . In Figure 1.2(a), we assume ρ = 0.5,
σ2 = 0.1, piK = piH = 0.5, and Xi = µ, i = 1, ..., N , where µ ranges from 0.5 to 2. This
figure shows the Pe curve as a function of µ for both cases N = 3 and N = 5. As we can
see that by increasing µ the value of Pe decreases and this is due to the fact that increasing
µ increases the signal to noise ratio (SNR), which decreases the Pe. In Figure 1.2(b), we
assume ρ = 0.5, σ2 = 0.1, piK changes from 0.1 to 0.9, and X¯i = 1, i = 1, ..., N . This
figure shows the Pe curve as a function of piK for both cases N = 3 and N = 5. As we can
see that by increasing piK the value of Pe increases and reaches its maximum at piK = 0.5
then decreasing again. This maximum value happens at piK = 0.5 due to the fact that the
probability for the received signals to fall in the overlapping volume between the two pdfs
under different hypothesis is now maximized. At other values of piK , the probability to fall in
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this area becomes less. In Figure 1.2(c), we assume σ2 = 0.1, piK = 0.5, ρ changes from 0.1
to 0.9, and X¯i = 1, i = 1, ..., N . This figure shows the Pe curve as a function of ρ for both
cases N = 3 and N = 5. It can be seen that the Pe value increases as ρ increases. This is
expected because increasing ρ reduces the diversity effect of multiple observations and thus
leads to higher Pe values. In Figure 1.2(d), we assume piK = 0.5, ρ = 0.5, σ
2 changes from
0.08 to 1.7, and X¯i = 1, i = 1, ..., N . This figure shows the Pe curve as a function of σ
2
for both cases N = 3 and N = 5. It can be concluded from this figure that the Pe value
increases as σ2 increases. This is expected because increasing σ2 means increasing the noise
power, which decreases the SNR, and hence, increases the Pe.
It should be noted that in Figures 1.2(a), 1.2(b), 1.2(c) and 1.2(d) the curves related
to N = 5 has lower Pe values than the corresponding curves for N = 3. This is due to the
fact that increasing the number of sensors increases the amount of information available at
the FC, which makes better decision and gives less Pe value.
We need to admit that using K-out-of-N rule in this paper is a suboptimal fusion. It
is worth to mention that the solution generated by GSSA is a suboptimal solution even if we
consider all the possible 22
N
fusion rules because changing the initial values of the decision
intervals may change the solution generated by GSSA and that may affect the Pe value. In
our simulations we conducted three simulation runs with different initial values. In the first
two runs, the initial values were different but from our choice, while in the third run the
initial values were generated randomly by the computer. The simulations generated almost
the same Pe values for the scenarios that we mentioned previously in the three runs, but in
some cases we get a totally different decision intervals while having almost the same Pe.
1.6 Conclusion
In this chapter we considered the case of HD based distributed detection with cor-
related sensing channels. We proposed a generalized problem formulation that is applicable
for any kind of joint pdfs with any odd number of sensors. The adopted fusion rule at the
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FC is the K-out-of-N rule. This work also proposed a new algorithm called GSSA that
can be used to find all the decision rules at all the sensors while having the objective of
minimizing the Pe. The results show the usefulness of the derived problem formulation and
the effectiveness of the proposed algorithm in obtaining the hard decision rules at all sensors
in practical sensor system scenarios.
1.7 Dissertation Organization and Brief Overview
This dissertation target the first two communication layers of wireless networks. The
first four chapters are concerned about the spectrum sensing problem at the PHY layer of
wireless networks. These chapters propose two new frameworks for spectrum sensing in a
correlated environment. These frameworks are hard-decision-based and soft-decision-based,
respectively. Bayes criterion for minimizing the probability of error is used to find the
distributed decision rule at each sensor in a binary hypothesis multi-sensor system, while
considering the correlation over the sensing channels (i.e. among the sensors’ measurements).
On the MAC layer, Chapters 5 and 6 present two new channel assignment methods
for the coexistence of LTE and WiFi. In these chapters, a new throughput oriented channel
assignment mechanism for the infra-structured WiFi networks is introduced to address the
randomness problem of its channel assignment. After this, we extend the work to address
the new coexistence challenge between LTE and WiFi networks over the unlicensed band.
In this dissertation, the presentation style is that each chapter serves as a stand-alone
work. Each chapter includes sections of introduction and problem statement, system model,
problem formulation, results, and conclusion.
Finally, Chapter 7 concludes this dissertation as a whole.
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CHAPTER 2
Noise Correlation Effect on Detection: Signals in Equicorrelated or Autoregressive(1)
Gaussian
In this chapter, we consider the effect of noise correlation on the error performance
of binary hypothesis signal detection, when one of two deterministic signals is received in
correlated Gaussian noise. For the likelihood ratio detection scheme, analytical performance
results are derived for equicorrelated and autoregressive order one models. Although it is
known previously that the best signal lies in the direction of eigenvector corresponding to
the minimum eigenvalue of the noise covariance matrix, our investigation of the variation
of mean signal-to-noise power ratio as a function of correlation parameter (i) shows how
correlation leads to increased probability of error up to a point, beyond which monotonic
decrease in error probability with increasing correlation is possible and (ii) provides a max-
min signal design solution for the unknown correlation parameter case. Numerical results
are also included for some specific signals.
2.1 Introduction
A collection of sensors are employed in a variety of situations in order to enhance
information gathering and processing operations. Depending upon the capability of sensor
networks, either condensed (or pre-processed) information or the raw data from the sensor
sites may be combined at a fusion center (FC). The former case is usually referred to as
decentralized processing architecture, whereas the latter case is termed as the centralized
processing architecture. When signal processing is carried out in order to ascertain whether
a target of interest is present in the received signals at the sensor sites or not, the problem
becomes a target detection problem.
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In this work, we consider the detection of the presence of one of two possible de-
terministic signals in correlated Gaussian noise. A frequent question that arises is how the
statistical correlation among the sensor observations affects the overall detection performance
of a detection (centralized as well as decentralized) scheme? Only partial answers to this
question seem to be available in the literature. Our study here for a restricted Gaussian
observation provides new results for the centralized detection scheme. The literature on the
effect of correlation on signal detection is sparse. One reason is that the type of correlation,
i.e, the structure of covariance matrix, could be different depending on the models for dif-
ferent scenarios. Second, analytical results are generally possible only for some structured
covariance matrices and under asymptotic analysis involving a very large number of sensors,
[19], [20]. An analysis of decentralized detection of correlated Gaussian observations in-
volving two sensors, each with one bit quantization, yielded some interesting and surprising
results, [76], [25].
In general, it can be expected that the positive correlation among the sensor obser-
vations may lead to poor performance when compared to the uncorrelated case, unless the
signal vectors under the two hypotheses can be designed appropriately, as can be seen from
the textbook example for the two sensor case in [63] and [49], and more recently, for the
general case of arbitrary number of sensors [26] . Optimum signal design requires complete
knowledge of noise covariance matrix. In some situations, this information may be unavail-
able or partially known, and we would like to examine, for a given signal set, the variation of
probability of detection error (Pe) at the FC, as a function of a correlation parameter. This
approach provides a max-min solution to signal design that maximizes the minimum mean
signal-to-noise power ratio, as the correlation parameter varies over its admissible interval.
2.2 Problem Formulation
Consider a set of M sensors monitoring a region of interest to ascertain the presence
of one of two signals (hypothesis H1 or H0) of interest. The signals, which are assumed to
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be deterministic, are received in additive Gaussian noise, as shown in (1).
H1 : Z = X1 + V
H0 : Z = X0 + V,
(2.1)
where ZT = [Z1 . . . ZM ], V
T = [V1 . . . VM ], X T1 = [X11 . . . X1M ], X T0 = [X01 . . . X0M ].
The noise at different sensors are correlated and represented by vector V , which is Gaussian
distributed, with zero mean and a positive definite covariance matrix C =
[
Cij
]
, {i, j} ∈
{1, . . . ,M}. It is assumed that the signals X1, X0 are completely known at the individual
sensors and the fusion center. In the centralized test, all sensors send their observations (i.e
Zj, j = 1, . . . ,M) to the FC through orthogonal and error-free reporting channels. Based on
the available information at the FC, the FC makes a final decision on which hypothesis is
true using a likelihood ratio test (LRT).
From standard results on LRT for the detection of deterministic signals in correlated
Gaussian noise, we decide H1 if
T ≥ γ ≡ 2 log λ+ X
T
1 C
−1X1 −X T0 C−1X0
2
(2.2)
and H0 otherwise, where T = Z
TC−1(X1 −X0) and λ equals the ratio of prior probabilities,
namely P (H0)/P (H1), for Bayes criterion, and equals the value that provides a desired false
alarm probability, for Neyman-Pearson criterion. Let W = C−1(X1 −X0). Probabilities of
false alarm and miss detection are given as PF = Q
(
γ√
WTCW
)
and PM = Q
(
−γ+(X1−X0)TW√
WTCW
)
,
respectively. Q(·) is the upper tail function of the standard Gaussian distribution.
2.3 Analysis of Centralized Detection
Define K = (E(T |H1)−E(T |H0))
2
V ar(T |H0) as the (mean) signal-to-noise ratio (SNR), also referred
to as the deflection coefficient. K can be further simplified as K = W TCW . Without loss of
generality, we may assume that under H0, X0T = [0, . . . , 0]1×M and under H1, X1 is replaced
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with X1 − X0. For simplicity, let X = X1 − X0 in the sequel. Then, the detection error
probability is given as
Pe = P (H1)Q
(−γ +XTW√
W TCW
)
+ P (H0)Q
(
γ√
W TCW
)
= P (H1)Q
(−2 log(λ) +K
2
√
K
)
+ P (H0)Q
(
2 log(λ) +K
2
√
K
) (2.3)
It can be shown that dPe
dK
< 0. Similarly, for the NP criterion, for a fixed value of PF ,
dPM
dK
< 0. Hence, Pe is a monotonic decreasing function with the increase of SNR K, and
Pe → 0 as K →∞.
2.3.1 Equicorrelated Gaussian
In this case, the covariance matrix is specified by Cii = σ
2, Cij = σ
2ρ, i 6= j.
For convenience, σ2 is taken to be unity in the sequel, as any SNR can be achieved by
scaling appropriately the signal level. For this covariance matrix, its inverse, eigenvalues,
and eigenvectors are all available in closed-form for finite M , [38]. In fact, the (i, j)th element
of the inverse matrix D = C−1 is given by
Dij =

1+(M−2)ρ
(1−ρ)(1+(M−1)ρ) i = j
−ρ
(1−ρ)(1+(M−1)ρ) , i 6= j
Our goal is to study the effect of ρ on the detection error probability. By knowing C−1, SNR
K can be found as
K = bα + (a− b)β (2.4)
where
α =
(
M∑
j=1
Xj
)2
, β =
M∑
j=1
X2j ,
a =
1 + (M − 2)ρ
(1− ρ)(1 + (M − 1)ρ) and b =
−ρ
(1− ρ)(1 + (M − 1)ρ) .
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Lemma 1: For any real XT = [X1, . . . , XM ], 0 ≤ αβ ≤M .
Proof: The result can be obtained by using Cauchy-Schwartz inequality |〈u,v〉|2 ≤
〈u,u〉 · 〈v,v〉 and setting u = X and v = 1T.
Because of a monotonic decreasing relationship between Pe and K,
dK
dρ
≥ 0 is equiv-
alent to dPe
dρ
≤ 0, and vice versa. Hence from (2.4), K increases with ρ if
dK
dρ
=
db
dρ
α +
(
da
dρ
− db
dρ
)
β > 0. (2.5)
Consequently, we can arrive at the following equivalent condition,
F (ρ) , (1 + (M − 1)ρ)
2
1 + (M − 1)ρ2 >
α
β
. (2.6)
It can be seen that F (ρ) is a monotonic increasing function of ρ and its minimum value of 0
is attained at the minimum value of ρ = − 1
M−1 , whereas its maximum value of M is attained
when ρ takes its maximum value of 1. In addition, F (0) = 1. Using Lemma 1 and (2.6), we
have the following result.
Corrolary 1: The ρ that minimizes SNR K is given as the solution to:
F (ρ) , (1 + (M − 1)ρ)
2
1 + (M − 1)ρ2 =
α
β
. (2.7)
The above resut shows that the correlation point ρ at which the SNR reaches its minimum
value is identical for all signals X that have the same α
β
value.
Proposition 1: For a good detection performance, it is desirable that dPe
dρ
< 0 when
ρ > 0, and dPe
dρ
> 0 when ρ < 0.
The proposition simply indicates that the correlation introduced at the sensor sites
can be exploited advantageously by a ‘good’ detection system, thereby providing improved
performance beyond that achieved with zero ρ. It is known that, given the knowledge of
covariance matrix, the signal X can be chosen as the vector proportional to the eigenvector
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corresponding to the minimum eigenvalue of the covariance matrix C so that K is maximized,
[63], and [26]. Using the eigen-analysis of the covariance matrix, [38], we have the following
lemma.
Lemma 2: For the equicorrelated case, the minimum eigenvalues, corresponding eigen-
vectors, and SNRs satisfy the following conditions:
For ρ > 0, the minimum eigenvalue is λmin = 1−ρ and the corresponding eigenvector
(Vmin = [V1, . . . , VM ]) satisfies the condition
∑M
j=1 Vj = 0. Notice that the best signal X is
proportional to Vmin. Hence, this requires that
∑M
j=1Xj = 0.
Setting α = 0 in (2.4) we have K = β
1−ρ which is the maximum achievable SNR, for
a given positive ρ. As ρ→ 1, we have K →∞ and Pe → 0.
For ρ < 0, the minimum eigenvalue is λmin = (1 + (M − 1)ρ) and the corresponding
eigenvector Vmin satisfies the condition V1 = V2 = · · · = VM . Hence, X = X1[1 . . . 1]T .
Putting the corresponding signal in (2.4), we have K = β
1+(M−1)ρ which is the maxi-
mum achievable SNR, for a given negative ρ. Hence, as ρ → − 1
M−1 , K → ∞ and Pe → 0.
We also see that when ρ→ 0, K → β = MX12.
A few remarks follow.
• (2.5) and (2.6) determine how the SNR (hence the detection error) varies with the variation
of correlation for any given signal X. These results are new and have not been seen in the
literature.
• What happens if the signal set is chosen as X = X1[1 . . . 1]T while the correlation happens
to be positive? In this case, (2.7) is not satisfied, i.e., F (ρ) < α
β
= M , for any 0 < ρ < 1,
and hence Pe will increase monotonically with respect to ρ. Ultimately, the error rate will
be equivalent to that of a single sensor case when ρ = 1 (perfect correlation). This result
has been known for finite sample and asymptotic cases (e.g.[19], and [26]) although the
derivation of (2.5) and (2.6) that leads to this result is new.
• Next, consider the case of a general signal such that 0 < α
β
< M . In this case, Pe increases
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with ρ until the point ρ∗ at which F (ρ∗) = α
β
. When ρ is further increased above ρ∗,
Pe decreases and reaches zero when ρ = 1 (perfect correlation). Hence, except for the
identical signals case, a strong positive correlation is always beneficial. By analogy, we
can also conclude that for negative correlation, except for the signal that aligns with the
eigenvector corresponding to positive correlation condition, the probability of error will
approach zero as ρ approaches − 1
M−1 .
• Max-Min Signal Design
Without knowing ρ, by utilizing (2.7), we can set up the following max-min problem to
find the best signal X∗, among all possible signal sets, that maximizes the minimum SNR
achieved, as ρ takes values over the interval ( −1
(M−1) , 1):
X∗ = arg max
X
(arg min
ρ
(K)). (2.8)
Solution: Solution to (2.7) provides ρ+ = arg minρ(K), with the corresponding K
+ ob-
tained from (2.4) as follows:
K+ =
β
1 + (M − 1)(ρ+)2 . (2.9)
If we scale each Xi by a constant
√
g, g > 0, we end up scaling both K and β by g. Hence,
without any loss of generality, we can constrain the power of the signal X as unity, so
that β = ||X||2 = 1. The value of ρ+ that is to be used in (2.9) is the solution to (2.7)
and hence, it is a function of α, (β fixed at 1). Hence, if there exists an X∗ = X, which
is captured by a particular α, (β = 1), for which ρ+ = 0 is the solution to (2.7), then K+
in (2.9) will be maximized. That is, the max-min solution to X in (2.8) is the solution to
X in (2.7) with ρ = 0. Therefore, the max-min solution X∗ satisfies α
β
= 1, which can be
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explictly written as follows: (
M∑
j=1
X∗j
)2
=
M∑
j=1
X∗j
2 (2.10)
• If ρ is fixed at 0, the noise being Gaussian, the noise components at sensors are all indepen-
dent and hence the optimal signal X could be any signal, with the SNR solely determined
by β. However, for the max-min design, although the max-min point corresponds to ρ = 0,
the optimal max-min signal X∗ has to satisfy (2.10).
2.3.2 Autoregressive (AR(1)) Model
In this case, the covariance matrix is given by Cii = 1, Cij = ρ
|i−j|, i 6= j . This
matrix was considered previously in asymptotic analysis involving a large number of sensors
[20], [52], and [21]. For this Toeplitz matrix, the inverse is given as follows:
C−1 =
1
(1− ρ2)

1 −ρ 0 . . . 0
−ρ 1 + ρ2 −ρ . . . ...
0
. . .
. . .
. . . 0
...
. . . −ρ 1 + ρ2 −ρ
0 . . . 0 −ρ 1

.
It is easy to show that the SNR (K) in this case is given as follows:
K =
−ρ2
(1− ρ2)γ +
−2ρ
(1− ρ2)η +
(1 + ρ2)
(1− ρ2)δ, (2.11)
where γ = X21 +X
2
M , η =
∑M−1
j=1 XjXj+1 and δ =
∑M
j=1X
2
j . Hence,
dK
dρ
=
−2ρ
(1− ρ2)2γ +
−2(1 + ρ2)
(1− ρ2)2 η +
4ρ
(1− ρ2)2 δ. (2.12)
Therefore, dPe
dρ
< 0 if
G(ρ) , ρ
1 + ρ2
>
η
(2δ − γ) . (2.13)
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It can be seen that G(ρ) is a monotonic increasing function of −1 < ρ < 1 and that its
minimum value of −1
2
is approached as ρ approaches −1, whereas its maximum value of 1
2
is
approached when ρ approaches 1. Also, G(0) = 0.
Lemma 3: η
(2δ−γ) is bounded over the interval (
−1
2
, 1
2
).
Proof: Using Cauchy-Schwartz inequality: (
∑M−1
j=1 ajbj)
2 ≤ (∑M−1j=1 a2j)(∑M−1j=1 b2j) to
the sequences aj = Xj, bj = Xj+1, it can be seen that η
2 ≤ (δ −X2M)(δ −X21 ). The bound
follows by taking square root on both sides and then diving by 2δ − γ.
Hence, for any given ρ, there exists a signal set that provides the best performance.
For this AR(1) model, in general, no closed-form results for the minimum eigenvalue and the
corresponding eigenvector are available. For given values of M and ρ, we rely on numerical
analysis to design a best signal set and find the corresponding error performance.
Remarks:
• For M = 3, explicit solution for eigenvalues and eigenvectors can be obtained eas-
ily. One eigenvalue is 1 − ρ2. The minimum eigenvalue is given by λmin = 1 −
−ρ2+|ρ|
√
(ρ2+8)
2
and a corresponding eigenvector satisfies XT = [x, x2, x], where x2 =
−x sign ρ( (|ρ|+
√
(ρ2+8)
2
).
• Max-Min Signal Design
Proceeding along lines similar to the previous subsection, the max-min solution for
the AR(1) model is given by ρ = 0 and η = 0. The corresponding signal X∗ satisfies∑M−1
j=1 X
∗
jX
∗
j+1 = 0.
2.4 Numerical Results
The following numerical results are presented for the equicorrelated and AR(1) model
cases. In all cases, σ2 = 1, P (H1) = 0.5 and two values of M = 3,M = 6 are considered.
Also, for hypothesis H0, the signal was assumed to be zero. Then X = X1. We programmed
in MATLABr to obtain the numerical results.
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Scenario 1: Identical signals at all sensors. Signals under H1 for the two values of M
are assumed to be X1 = [1 1 1] and X1 = [1 1 1 1 1 1], respectively. Fig. 2.1(a) and 2.1(b)
plot Pe against ρ for this scenario. According to corollary 1 for the equicorrelated case,
notice that the signal set assumed is not optimal for ρ positive, but is optimal for negative
correlation. In fact, for positive correlation, as ρ tends to 1, the error probability tends to
the value achieved with a single sensor.
(a) Equicorrelation. (b) Autoregressive.
Figure 2.1. Pe Vs ρ with identical signals at sensors.
Scenario 2: Signals at sensors are not identical. We assume X1 = [1 5 3] and X1 =
[1 5 3 1 5 3]. Fig. 2.2(a) and 2.2(b) plot Pe Vs ρ for this scenario. For the equicorrelated
case, for ρ greater than a certain positive value, Pe decreases with ρ, thereby providing
perfect detection as correlation coefficient approaches 1. A similar behavior is seen for the
autoregressive case. As shown analytically, the peak value of Pe is obtained when (7) is
satisfied for equicorrelated case (greater relation in (13) becomes equality for AR(1) model).
Scenario 3: Best signal sets. This scenario studies the behavior of Pe with respect to
ρ when we have the ability to design the received signals at the sensors using the knowledge
of the covariance matrix . Here, we constrain signal power as ||X1||2 = M , with X1 as an
eigenvector corresponding to the minimum eigenvalue of the covariance matrix. Fig. 2.3(a)
and 2.3(b) plot Pe against ρ for the two correlation models.
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(a) Equicorrelation. (b) Autoregressive.
Figure 2.2. Pe Vs ρ for not all identical signals.
(a) Equicorrelation. (b) Autoregressive.
Figure 2.3. Pe Vs ρ with best signal design.
In scenarios 1 and 3, the signal power ||X1||2 equals M , whereas for scenario 2, it is
a much higher value (equals 35 for M = 3 and 70 for M = 6). Hence, the probability of
error is significantly lower in scenario 2. For scenario 3, Table 2.1 presents some best signal
designs in the case of 3 sensors, for some values of ρ.
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ρ Equicorrelation Autoregressive
-0.999 - [0.7071 1.4142 0.7071]
-0.7 - [0.7549 1.3639 0.7549]
-0.5 [1 1 1] [0.7871 1.3271 0.7871]
-0.3 [1 1 1] [0.8191 1.2877 0.8191]
0 [1.7321 0 0] [−0.8660 1.2248 − 0.8660]
0.3 [0.7071 0.7071 − 1.4142] [−0.8191 1.2877 − 0.8191]
0.5 [0.7071 0.7071 − 1.4142] [−0.7870 1.3271 − 0.7870]
0.7 [−1.2633 0.0812 1.1821] [−0.7548 1.3640 − 0.7548]
0.999 [1.1953 0.0569 − 1.2522] [0.7071 − 1.4142 0.7071]
Table 2.1. Best signals (X T1 ) designed for M = 3 in scenario 3.
From Table 2.1, for equicorrelation, we see that
∑M
j=1Xj is M for negative ρ and is 0
for positive ρ, thus agreeing with Lemma 2. For positive correlation, (M -1) eigenvalues are
repeated at minimum values, thus the eigenvector corresponding to the minimum eigenvalue
lies in the spanned (M -1) dimensional space. For negative correlation (recall ρ > −1
M−1),
there is a single, non-repeated minimum eigenvalue. For the autoregressive model, results in
Table 2.1 agree with the first remark under Lemma 3.
2.5 Conclusion
In this chapter, for the centralized detection of one of two deterministic signals in
Gaussian noise, with either equicorrelated covariance or AR(1) model covariance, we show
analytically how the correlation between the sensors affects the detection performance for
any signal set. We also derived a max-min solution for the signal set that achieves the
maximum of minimum SNR, as ρ takes values over the admissible range. Numerical results
are presented to show the behavior of Pe as a function of ρ, for representative signal sets.
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CHAPTER 3
Soft-Decision Based Distributed Detection With Correlated Sensing Channels
Prior works on distributed detection with correlated Gaussian observations primarily
dealt with single-bit reports to the fusion center and suboptimal fusion rules. Considering
multiple bits and independent reporting channel errors, we formulate the optimal detection
problem as a nonlinear integer programming problem for which the genetic algorithm is
applied to find a suboptimal solution. The Bayesian probability of error performance of
our suboptimal solution, first, for one-bit, is better than the performance of some previously
proposed schemes and, second, for multiple bits, approaches that of the centralized detection
scheme.
3.1 Introduction
3.1.1 Motivation
Being an indispensable part of any cognitive radio system, spectrum sensing (SS) gains
huge attention in the literature (see [21] and the references therein). When multiple sensors
could cooperate and the bandwidth of the reporting channels between sensors and their fusion
center (FC) (i.e., the network entity that generates the global network decision) is limited,
distributed detection (DD) systems are popularly adopted for sensing, [44, 76, 22, 18, 50]. A
DD system provides the ability for the sensors to quantize (compress) the detected (received)
signal (information) into a single-bit local decision (hard-decision) or a multibit local decision
(soft-decision), [57, 44, 76, 22, 18]. However, detection in the case of correlated observations
at the sensors in a DD system is still not fully understood, [44, 76, 71]. For example, in [76],
general rules that govern the optimal sensors’ decisions given the FC rule in a two-sensor
system were only obtained in some limited scenarios, for the bivariate Gaussian model.
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Many works in the literature (e.g. [22] and [18]) study both hard and soft decision
based DD systems without considering the dependency between the sensors’ readings. Such
systems perform poorly in terms of the probability of error, Pe, at the FC (a.k.a: fusion-
error probability) if correlation exists among the sensors’ readings. This can lead to poor
receiver operating curve as well, if a NeymanPearson framework is considered. The works in
[57, 44, 76], and [50] study the case of hard-decision in a correlated sensing environment using
a person-by-person (PBP) technique to find sub-optimal quantization rules at the sensors
while minimizing the Pe at the FC. These works have not considered the soft-decision rules at
the sensors even if the reporting channel bandwidth allows multibit local decisions reported
from the sensors to the FC. Another issue in these works is the use of some special cases
of the counting rule ([27] and [29]), such as AND, OR, and XOR, in [57] and [76], and
the majority rule, in [44] and [50], as fusion rules at the FC. None of these fusion rules is
proven to be always optimal in an environment with correlated readings. In order to improve
the spectrum detection performance in cognitive radio systems, this paper presents a new
generalized framework for DD SS systems.
3.1.2 Contribution and Comparison
The main contribution of this paper is to formulate the problem as an integer non-
linear programming (INLP) problem for which a Genetic Algorithm (GA) is applied to find
suboptimal solutions for various scenarios. The proposed framework possesses the following
important features.
• Considers the case of correlated sensors’ readings and the ability to handle both hard and
soft-decision rules at the sensors, unlike the works presented in [44], [76], [50], and [57]
that handle only the hard decisions when considering correlation.
• Considering the bandwidth constraint on the reporting channels, which limits the number
of reporting bits, unlike the work proposed in [26], [20], and [13].
• The ability to handle multiple sensors while considering the correlation with any type
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of joint probability density function (pdf) between their readings. Previous works such
as [57, 76], and [36] consider two sensors only. Some other works, such as [71], consider
multiple sensors but assume identically distributed readings.
• The use of the likelihood ratio test (LRT) to generate the FC global decision, unlike
the works in [57, 44, 76], and [50] that consider the AND, OR, XOR, or the majority
logic as their fusion rules. Our method updates both local decisions (i.e., thresholds, and
codewords assignment) and the fusion rule, simultaneously.
• The ability to handle DD systems with erroneous reporting channels and correlated sen-
sors’ readings. In [32], for the one-bit sensor quantization, the authors capture the joint
distribution of decisions of sensors using a set of correlation coefficients. In the special
case, where the joint distribution is indexed by a single correlation parameter, the per-
formance of a LRT at the FC is examined for several cases of sensor probability of false
alarm and probability of detection values. Kam et al. [32] consider Bayes error formulation
for correlated local decisions. All the previously mentioned DD works assume correlated
sensors’ readings and error-free reporting channels.
• The use of the GA algorithm in [41] to find a suboptimal decision rules at the sensors and
the optimal FC fusion rule (using the LRT), simultaneously. GA has shown potential to
get out of local optimum points. In contrast, the PBP algorithm (used in [57, 44, 76], and
[40]) has a disadvantage of being likely trapped at a local optimum [21].
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Independent
Figure 3.1. Soft decision based sensing system.
3.1.3 Related Work
In [76], DD system with binary hypotheses was considered. The authors interested
in the two-sensor case with correlated readings. Three fusion rules were studied, namely,
the AND, the OR, and the XOR in terms of the Pe performance at the FC. The bivariate
Gaussian joint pdf under both hypotheses was assumed. The decision rules at the sensors
were found by using the Gauss-Seidel iterative method (a PBP-based method). Chapter 1 of
this dissertation and [44] studied the hard-decision case in correlated readings environment.
The PBP technique was used to find sub-optimal decision rules at the sensors to achieve
the objective of minimizing the Pe at the FC. The FC employed the majority logic rule to
generate the global decision.
In [71], the authors considered the case of correlated readings at the sensors in a DD
system. Their study was built on the assumption of identically distributed readings at the
sensors in the detection system. In [24], the authors proposed a new framework for DD
systems with conditionally dependent observations. The proposal is to add a new random
variable (called hidden random variable) between the hypotheses and the observations such
that the observations become independent conditioned on this random variable and the hy-
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pothesis in force. Under this framework, the authors tested two classical scenarios: detection
of deterministic signals in dependent noise and the detection of random signals in an inde-
pendent noise. Even though this paper provides the possibility to reduce the complexity
of the problem once the hidden variable is known, it is still still unclear how to completely
describe this hidden random variable. In [58], the authors studied the capacity effect of the
reporting channels, between the sensors and the FC, on the asymptotic error exponent (i.e.,
the error exponent when the number of sensors is very large). This paper considered DD
system with both dependent and independent sensor observations. The method presented
in [24] (i.e., the hierarchical conditional independence method) was used to test the validity
of the results.
In [26], the authors proposed a new framework to select the sparsest possible sub-set of
sensors from the whole set of sensors to generate the global decision at the FC. The selection
was done such that a desired Pe (or a simpler cost e.g. distance between the conditional
distributions of the sensor observations) is met. It is worth mentioning that the selected
sensors send their exact readings to the FC without compression. Both cases of correlated
and uncorrelated readings are considered in this paper with the a focus on the uncorrelated
case.
In Chapter 2 and [46], the effect of correlation on the Pe performance at the FC in a
centralized detection system was studied. The focus was on the binary testing with Gaussian
distributed readings under two hypotheses with the same covariance matrix but different
means. Analytical results were provided using two covariance models: the equicorrelated
and the autoregressive models. The results show that the correlation can increase the Pe at
the FC up to a limit after which the Pe starts to decrease. For the case when the correlation
is unknown, a max-min signal design was provided to achieve the best possible Pe at the
FC. This paper shows that the correlation could be exploited for signal detection in the
centralized case.
One-bit quantization at the sensors and corresponding fusion center rules have been
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studied under the situation of incomplete knowledge of the noise density in the sensor’s
observation. For example, knowing the noise density to be only symmetric and unimodal, the
authors in [28, 30] discuss the performances of a Generalized Likelihood Ratio Test (GLRT),
Rao test, and a Generalized Rao test. The Rao test is an asymptotic optimal test under the
weak signal condition, but has lower computational complexity when compared to a GLRT.
Other results involving one-bit quantization at the sensors have also been reported in the
literature [27, 29]. For example, in [27], the authors discuss under the assumption of unknown
detection probabilities of the individual sensors decisions, the performances of counting rules
(CR) which includes Boolean AND and OR rules as special cases, and locally optimal rule
at the FC, which is optimal for weak signal condition. Also, in [29] the authors discussed
a general framework of independent Bernoulli trials in which the success probabilities could
change with trial index. It was shown in this case that the CR is a uniformly most powerful
invariant (UMPI) test, under the invariance group defined by the set of permutations of
sensors decisions. However, in both cases, [27] [29], the sensor observations are assumed
conditionally independent, given the hypothesis, and hence these models do not consider
correlated observations at the sensors.
Copula based multidimensional probability distribution was considered in applica-
tions to heterogeneous sensor data with multiple sensors [42]. However, for a specific ap-
plication, the choice of a particular copula model among several has to be determined by
trial and error. Moreover, it will also involve the estimation of parameters associated with a
particular model. In principle, given a known copula model that fits a particular detection
problem, it is possible to apply the procedure outlined in this paper and obtain a quasi-
optimal quantization scheme coupled with the LRT at the FC. However, an investigation of
this is beyond the scope of this chapter. In this chapter, we assumed the complete knowledge
of the joint pdf that includes the effect of correlation in sensor readings.
Table 3.1 summarizes the main symbols to be used.
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Symbol Definition
M The total number of sensors
Xj The received signal random variable at Sensor j
Xqj The quantized signal at Sensor j
Xrj The received signal through the j
th erroneous reporting channel
Γj(xj) Decision (quantization) rule at sensor j
D FC global decision
φj The attenuation coefficient on the j
th sensing channel
nj Noise component on the j
th sensing channel
Qj Number of quantization levels at Sensor j
Ni Number of sub-intervals on Sensor j
′s sensing range
% Mutation percentage in GA
α
(j)
ij
Quantization level value in sub-interval ij of Sensor j
Pbj Probability of bit error on the j
th reporting channel
G The set of solutions in the GA
Iter The total number of GA iterations
wj The binary representation of (X
q
j − 1)
Table 3.1. Symbols summary.
3.2 Network model and Problem Formulation
3.2.1 An example of Using Correlation
It is often accepted that correlation impairs the detection performance at the FC. It
is also shown in Chapter 2 and in [46] that in the centralized case, strong correlation could
be helpful for a large class of signal sets. To motivate the need of designing a DD system
with the consideration of correlated observations, we provide in this section a simple example
and illustrate the effect of correlation on system performance. Following this, we provide
problem formulation for the cases of both error-free and erroneous reporting channels.
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Figure 3.2. Local decision rule at the two sensors
3.2.2 An example of Using Correlation
Let (X1, X2) be the observations of two sensors, where (X1, X2) are bivariate Gaussian
distributed such that under H0, (X1, X2) ∼ N (0, 0, σ1, σ2, ρ) and under H1, (X1, X2) ∼
N (µ1, µ2, σ1, σ2, ρ). With one-bit hard decision at each sensor, as ρ → 1, we have the
following result.
Theorem 1. When ρ = 1, for two sensors with µ1 6= µ2, one-bit decision from each sensor
can decide the true hypothesis with detection error Pe = 0.
Proof. When ρ = 1, observations in both sensors experience the same noise. Under H0,
X1 = X2 = Z, where Z is the noise, while under H1, X1 = µ1 + Z and X2 = µ2 + Z,
where µi is the mean value of Xi,∀i = 1, 2. Therefore, testing H0 and H1 becomes deciding
whether the observations from the two sensors are the same. This can be accomplished by
transmitting only one bit from each sensor to the FC, with the local decision rule shown in
Fig. 3.2. There are an infinite number of thresholds Tk, where k belongs to the set of integer
numbers. Furthermore, Tk+1 − Tk = |µ1 − µ2| for all k. Decision 0 and 1 are alternatively
assigned to the intervals. Clearly, if µ1 6= µ2, the FC can perfectly decide H1 or H0 using
the “XOR” rule.
Although the Gaussian distribution is considered through this chapter, this theorem
also holds for any joint distribution as long as the mean values are different.
This example shows that the perfect detection is possible with just one bit quanti-
zation at each sensor, when the correlation coefficient equals 1. This can be taken as the
counterpart to the centralized case that we found in [46]. In fact, it also implies that when
ρ = 1, no more than two sensors are needed for perfect detection. Although this example
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shows a limiting case, it is still surprising that perfect detection could be achieved with one
bit local decision, which strongly suggests the need to take the correlation into account in a
DD system.
3.2.3 Error-free Reporting Channels
Our framework adopts the system model shown in Fig. 3.1. Assume there are M sen-
sors randomly deployed in a certain area. Each Sensor j, i.e., Sj, j = 1, . . . ,M , has Qj levels
of quantization. Upon sensing the reading xj, Sj quantizes it into x
q
j ∈ {1, 2, . . . , Qj}, where
the letter “q” associated with any symbol in this chapter refers to the word “quantized”.
To find xqj , Sj uses the quantization rule Γj(xj). Then it sends x
q
j through an independent
error-free reporting channel to the FC.
This system is a binary hypothesis testing system that concerns about the existence
of a signal on a given frequency channel (hypothesis H1) or the absence of the signal (hy-
pothesis H0). This is useful in cognitive radio networks [74] (and later on in our LTE-WiFi
coexistence system model proposed in Chapter 6), where spectrum sensing is needed to
find the spectrum holes [61] and make the coexistence on a given frequency band between
heterogeneous networks possible. Assume that the signal level transmitted by a primary
radio user (PU) in cognitive radio networks under H1 is V and under H0 is zero. Then
xj can be modeled under H1 as xj = φjV + nj, where φj and nj are the attenuation and
noise components of sensing channel j between the signal source and Sj, respectively. And
under H0, xj can be given as xj = nj. Here, it is assumed that all the noise components
nj,∀j = 1, . . . ,M are correlated under both H1 and H0. Assume that xq = [xq1 . . . xqM ], the
vector of quantization levels received at the FC from all the sensors, then with xq at the FC,
it generates the global decision D ∈ {0, 1} about whether H0 (i.e., D = 0) or H1 (i.e., D = 1)
is true using the LRT. It is worth mentioning that in centralized detection the sensors send
the exact xj,∀j = {1, . . . ,M}, values to the FC, and then the FC uses the LRT to generate
the global decision, [63]. This method provides the best possible Pe performance but, on the
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other hand, it is bandwidth inefficient.
In the DD SS system presented in this chapter, we first divide the sensing range
of Sensor j (i.e., form −∞ to ∞) into Nj subintervals. This can be achieved by dividing
the sensing range j into intervals with equal probability mass ζj =
1
Nj
, under the marginal
pdfs of Sj (i.e., P (H1)fXj |H1(xj) + P (H0)fXj |H0(xj)), where P (H1) and P (H0) are the prior
probabilities of H1 and H0, respectively. Typically, we choose Nj to be larger than Qj. For
Sj, assume the subinterval i is represented by the symbol I
(j)
i , ∀i = 1, . . . , Nj; j = 1, . . . ,M .
Let the set of variables that correspond to the subintervals of Sj be {α(j)1 , . . . , α(j)Nj}, where
α
(j)
i ∈ {1, . . . , Qj},∀i = 1, . . . , Nj; j = 1, . . . ,M . For example, if α(2)3 = 5, it means when
the received signal by S2 (i.e., x2) falls in sub-interval 3, then it is quantized to x
q
2 = 5.
Consequently, the probability of error is
Pe =
∑
xq
P (D = 0|xq, H1)PXq(xq|H1)P (H1)
+
∑
xq
P (D = 1|xq, H0)PXq(xq|H0)P (H0)
, (3.1)
where
∑
xq
=
Q1∑
xq1=1
· · ·
QM∑
xqM=1
, xq = {xq1, xq2, . . . , xqM},
P (D = 1|xq, Hl) = P (D = 1|xq) = 1− P (D = 0|xq)
=

1, if
PXq (x
q |H1)
PXq (xq |H0) ≥ λ
0, otherwise
l = 0, 1
(3.2)
where λ = P (H0)
P (H1)
. Noticing that α
(j)
i can have only one value from the set {1, . . . , Qj}
given the quantization rule Γj(xj), these values are mutually exclusive for each individual
subinterval. The intersections between the subintervals in the x1, x2, . . . , xM space are called
the subspaces. The sum of all subspaces’ probabilities under H1 that are represented by a
specified combination of the xq1, x
q
2, . . . , x
q
M values is given by PXq(x
q|H1). Using these facts,
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we can express the term PXq(x
q|H1) in the following form.
PXq(x
q|H1) =
∑
i
∏
PI|H1 , (3.3)
where
∑
i
=
N1∑
i1=1
N2∑
i2=1
· · ·
NM∑
iM=1
,
∏
= ψ(xq1 − α(1)i1 )ψ(xq2 − α(2)i2 ) . . . ψ(xqM − α(M)iM ),
ψ(x) =

1, if x = 0
0, otherwise
and I is the subspace that results form the intersection of the sub-intervals set {I(1)i1 , I(2)i2 , . . . ,
I
(M)
iM
}. Equation (3.3) is used to find the total probability of the subspaces with the same
quantization combination, under H1. Assume that the thresholds of the subintervals of Sj
on axis j are given by the vector Ej = [e
(j)
1 = −∞, e(j)2 , e(j)3 , . . . , e(j)Nj+1 = ∞],∀j = 1, . . .M .
Then the Ej elements’ values can be determined according to the equal-probability division
procedure described previously. Hence
PI|H1 = P (I|H1) =
e
(1)
i1+1∫
e
(1)
i1
. . .
e
(M)
iM+1∫
e
(M)
iM
fX|H1(x)dx,
where, fX|H1(x) = fX1,...,XM (x1, . . . , xM) is the joint pdf of the random variables X1, . . . , XM
under H1 and dx = dx1 . . . dxM .
In a similar way, we have:
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PXq(x
q|H0) =
∑
i
∏
PI|H0 . (3.4)
Similarly, the product P (D = 0|xq)PXq(xq|H1) can be given as
P (D = 0|xq)PXq(xq|H1) = (1− P (D = 1|xq))
∑
i
∏
PI|H1 (3.5)
We also have
P (D = 1|xq)PXq(xq|H0) = P (D = 1|xq)
∑
i
∏
PI|H0 (3.6)
As a result, the optimization problem to be solved is to find the values of {α(j)1 , . . . , α(j)Nj},∀j =
{1, . . . , Nj}, i = {1, . . . ,M} (i.e., Γ(xj),∀j) that minimize the Pe at the FC. Combining
(3.1)-(3.6) and with some simple algebraic manipulations, we can formulate the optimiza-
tion problem as follows
min
α
(j)
ij
(
Pe = P (H1) +
∑
xq
∑
i
δ
∏
P (D = 1|xq)
)
(3.7)
s.t.
P (D = 1|xq) =

1, if
∑
i(PI|H1 − λPI|H0)
∏ ≥ 0
0, otherwise
,
α
(j)
ij
∈ {1, . . . , Qj},∀ij = 1, . . . , Nj; j = 1, . . . ,M,
where δ = PI|H0P (H0)− PI|H1P (H1),
∏
= ψ(xq1 − α(1)i1 )ψ(xq2 − α(2)i2 ) . . . ψ(xqM − α(M)iM ),
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ψ(x) =

1, if x = 0
0, otherwise
,
∑
xq
=
Q1∑
xq1=1
· · ·
QM∑
xqM=1
and
∑
i
=
N1∑
i1=1
· · ·
NM∑
iM=1
.
Note that the total number of variables (TN) in this optimization problem is TN =
∑M
j=1Nj.
This problem formulation is one contribution of this work, since it provides the ability to
handle multi-level quantization at the sensors and optimal global decision rule at the FC,
simultaneously, while assuming the correlation between the sensor readings with the objective
of minimizing the Pe at the FC. This optimization problem is an INLP problem, which is
considered as an NP-Hard problem. One of the well-known algorithms to solve such kind of
optimization problems is the GA. In Section 3.3, the GA is modified and applied to solve
this optimization problem.
3.2.4 Erroneous Reporting Channels
We also consider the case of having probability of bit error on each of the reporting
channels. All the reporting channels are assumed to be independent binary symmetric chan-
nels. The system model used here is the same as the one explained in the previous subsection
(i.e., Fig. 3.1) but with erroneous reporting channels. Assume the probability of bit error
on reporting channel j is Pbj, ∀j = 1, . . . ,M . In this system model, the FC receives random
variable Xrj on reporting channel j, ∀j = 1, . . . ,M , where Xrj is the received quantization
level by the FC after Sensor j sends the bit-sequence of (Xqj − 1) (note the “-1” is used be-
cause the least value of Xqj is 1 not 0) through the reporting channel j (note the superscript
r refers to the word “received”). The received bit-sequence of (Xrj − 1) might not be the
same as the sent bit-sequence of (Xqj − 1) because of the bit error probability (i.e., Pbj) on
the reporting channel j. It is also assumed that all Pbj, ∀j = 1, . . . ,M are independent and
the Pbj affects each bit in the bit-sequence of X
q
j independently from the other bits in the
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sequence. The optimal fusion rule at the FC in this system model is the LRT [same as the
one in Equation (3.2) with replacing q by r]. Note that Xr = [Xr1 , X
r
2 , . . . , X
r
M ] (i.e., the
random variables vector received at the FC), xr = [xr1, x
r
2, . . . , x
r
M ] (i.e., the realizations of
Xr), and PXr(x
r|Hj) is the probability that xr is received at the FC under Hj,∀j = 0, 1.
PXr(x
r|Hj) can be given as follows
PXr(x
r|Hj) =
∑
xq
PbPXq(x
q|Hj)
=
∑
xq
Pb
∑
i
∏
PI|Hj
=
∑
xq
∑
i
Pb
∏
PI|Hj ,∀j = 0, 1
(3.8)
where
Pb = P
h1
b1 (1− Pb1)b1−h1 . . . P hMbM (1− PbM)bM−hM ,
and hj is the Hamming distance between the bit-stream of (x
q
j − 1) and the bit-stream of
(xrj−1), ∀j = 1, . . . ,M , and bj is the number of bits in the bit-stream of (xqj−1) (or (xrj−1)),
∀j = 1, . . . ,M .
By following similar steps to the error-free case, the optimization problem for the
system model with reporting errors can be written as follows
min
α
(j)
ij
(
Pe = P (H1) +
∑
xr
∑
xq
∑
i
Pbδ
∏
P (D = 1|xr)
)
(3.9)
s.t.
P (D = 1|xr) =

1, if
∑
xq
∑
i Pb
∏
(PI|H1 − λPI|H0) ≥ 0
0, otherwise
.
α
(j)
ij
∈ {1, . . . , Qj},∀ij = 1, . . . , Nj; j = 1, . . . ,M,
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where
∑
xr =
∑Q1
xr1=1
· · ·∑QMxrM=1.
3.3 Genetic Algorithm
In this section, we first present the proposed GA-based decentralized detection algo-
rithm and then discuss its complexity in terms of computational time and memory require-
ment.
3.3.1 GA procedure
The adopted GA algorithm has the following steps.
Step 1: Generate a set G of solutions (i.e., a generation/set of chromosomes). Let
the number of solutions in this set be |G| and generate these solutions by randomly assigning
values to the “α”s in (3.7) for error-free reports, or (3.9) for erroneous reports.
Step 2: Encode each α value in each solution of G by representing it into binary
sequence.
Step 3: Evaluate the fitness function for each solution in G (i.e., 1 − Pe of each
solution).
Step 4: Take a number of solutions that have the highest fitness function values from
G and directly place them into the next generation of G. In this work, the chosen number of
solutions is |G|
2
.
Step 5: Choose |G|
4
pairs from the current G according to their fitness value by using
the roulette wheel selection method. Then, perform c number of random crossovers between
each pair to generate two new solutions. Doing this for all |G|
4
chosen pairs produces |G|
2
new
solutions. These new solutions are used to fill the second half of the next generation (i.e.,
the G of the next iteration).
Step 6: Perform mutation on the binary version of the new solutions resulted from
step 5 by flipping each bit with probability 
100
.
Step 7: Repeat steps 2 to 6 for Iter number of iterations.
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Step 8: Take the highest fitness value solution from the resulting G as the final
solution of (3.7) in the error-free reports case, or (3.9) for erroneous reports case.
3.3.2 GA Complexity
3.3.2.1 GA Time Complexity
There are two aspects to measure the time complexity of the GA algorithm.
1) Number of fitness function calculations: The total number of fitness function calculations
in Step 3 can be easily found as |G|+ (Iter − 1)× |G|
2
' Iter×|G|
2
.
2) Fitness function calculation time complexity: To evaluate the fitness of one solution we
need to look at the problem formulation.
In the error-free reports case: In this case we have the following.
• Calculating P (D = 1|xq) can be approximated by calculating “(PI|H1 − λPI|H0)
∏
” for
“
∏M
j=1Nj” times, where
∏M
j=1Nj is the total number of i combinations in
∑
i. Note that
calculating (PI|H1 − λPI|H0)
∏
is not complicated since we can calculate and store PI|H1 ,
PI|H0 , and
∏
once and then use them whenever needed.
• After calculating P (D = 1|xq), Pe can be calculated. Note that the expression inside∑
xq
∑
i has the same complexity as for calculating P (D = 1|xq). Hence, the complexity
in calculating Pe is approximately
xq combinations number ︷ ︸︸ ︷
M∏
j=1
Qj
M∏
j=1
Nj
( M∏
j=1
Nj
)
=
M∏
j=1
Qj
( M∏
j=1
Nj
)2
. (3.10)
As a special case, if all the sensors have the same number of subintervals and the same
number of quantization levels (i.e Q1 = Q2 = · · · = QM = Q and N1 = N2 = · · · = NM =
N), then the total fitness function complexity becomes (QN2)M . If we store in memory all
the values of P (D = 1|xq), then the fitness complexity reduces to ΠMj=1QjΠMj=1Nj × (1) =
ΠMj=1QjΠ
M
j=1Nj, which equals to (QN)
M in the given special case.
45
In the erroneous reports case: In a similar way as in the error-free case, we have
the following.
• Calculating P (D = 1|xr) can be approximated by ∏Mj=1Qj∏Mj=1Nj times.
• After calculating P (D = 1|xr), the Pe can be calculated. Hence, the complexity in calcu-
lating Pe is approximately
M∏
j=1
Qj
M∏
j=1
Qj
M∏
j=1
Nj
( M∏
j=1
Qj
M∏
j=1
Nj
)
=
( M∏
j=1
Qj
)3( M∏
j=1
Nj
)2
. (3.11)
As a special case, if all the sensors have the same number of subintervals and the same
number of quantization levels (i.e Q1 = Q2 = · · · = QM = Q and N1 = N2 = · · · =
NM = N), then the total fitness function complexity becomes (Q
3N2)M . Also here, if
we store in memory all the values of P (D = 1|xr), then the fitness complexity reduces to
ΠMj=1QjΠ
M
j=1QjΠ
M
j=1Nj × (1) = (ΠMj=1Qj)2ΠMj=1Nj, which equals to (Q2N)M in the given
special case.
3.3.2.2 GA Space Complexity
The GA memory requirement (i.e., space/storing complexity) is fairly low. This is due
to the fact that the GA needs to save only one generation of solutions at each iteration (i.e.,
at any given time). If we assume that each solution and its corresponding fitness function
value require one memory unit, then the space complexity of GA is O(|G|), where |G| is the
total number of solutions in any given generation. Note that |G| is a constant value through
the whole run of GA. If storing P (D = 1|xq), the space complexity will be increased while
reducing the computational complexity.
3.4 Performance Evaluation
In this section, we provide simulations to study the performance of the GA procedure
stated in the previous section and compare it with previously proposed procedures. The
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simulations setup is presented first then the simulation results are presented under two
separate cases, namely the error-free and erroneous reporting channels.
3.4.1 Simulations Setup
Because of its simplicity and popularity, the joint normal distribution is adopted in
these simulations. Pe is taken as the performance metric. The performance of the proposed
framework (termed as GAF1) is compared with the one proposed in [44] (termed as GSSA1)
and the one proposed in [76] (termed as GBU1). Both the [44] and [76] frameworks consider
only single-bit decisions from the sensors to the FC. In addition, the PBP algorithm is used
in [44] and [76] to find a suboptimal solution. This algorithm suffers from the obtained
solution being likely trapped at a local optimum. Another limitation of [44] and [76] is the
use of specific FC rules, namely the majority logic (in GSSA), the AND, OR, and XOR (in
GBU) fusion rules at the FC. None of these rules are optimal in all cases. That is, some
changes in the system parameters can change the optimal fusion rule from one to another.
On the contrary, GAF uses the LRT rule which is proven to be always optimal [63, 66].
The centralized detection performance (see Chapter 2 or[46]) is also plotted as the
best performance possible (termed as Optimal). In the centralized detection, and since the
normal distribution is considered in our simulations, the LRT and the Pe function can be
derived as follows. The FC decides H1 if
T ≥ γ ≡ 2 log λ+ X
TC−1x X
2
(3.12)
and H0 otherwise, where T = Z
TC−1x X , Z = [x1 x2 . . . xM ]T , Cx is the covariance matrix
under both hypotheses, X = V [φ1 φ2 . . . φM ]T , and λ equals the ratio of prior probabilities,
namely P (H0) divided by P (H1).
Let W = C−1x X , then the probabilities of false alarm and miss detection are given as
1 GAF: Genetic Algorithm Framework, GSSA: Gauss-Seidel Sampling Algorithm framework, and GBU:
Good Bad and Ugly framework.
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PF = Q
(
γ√
WTCxW
)
and PM = Q
(
−γ+XTW√
WTCxW
)
, respectively. Q(·) is the upper tail function
of the standard Gaussian distribution.
Define K = W TCxW . Then the Pe with centralized detection is given as
Pe = P (H1)Q
(−γ + X TW√
W TCW
)
+ P (H0)Q
(
γ√
W TCW
)
= P (H1)Q
(−2 log(λ) +K
2
√
K
)
+ P (H0)Q
(
2 log(λ) +K
2
√
K
). (3.13)
3.4.2 Simulations With Error-Free Reporting Channels
3.4.2.1 Comparison With the GBU Framework. Scenario 1:
We took the same system deployment in [76] for comparison. We use M = 2, P (H1) =
2
3
, and the observations X1 and X2 at the sensors are normally distributed, under H1 and H0
as (X1, X2) ∼ N (s1, s2, 1, 1, ρ) and (X1, X2) ∼ N (0, 0, 1, 1, ρ), respectively. Where ρ = 0.75,
s1 = cos(θ), s0 = sin(θ) and θ = [45
o, 135o]. For the GAF, we use the same system parameters
besides having Iter = 6000 as the total number of iterations, the number of crossovers is
c = 2, the number of subintervals per sensor is 10 (i.e., N1 = N2 = 10), total number of
solutions per generation is |G| = 12, the mutation rate is 5% (i.e.,  = 5), and using three
values for the quantization levels number (i.e., Q ∈ {2, 4, 8}). The results are given in Fig.
3.3(a), which shows the GAF with Q = 2 (i.e., GAF-Q = 2) outperforms both the AND and
the XOR fusion rules and has the same performance as the OR fusion rule. We also notice
that the GAF-Q = 2, the AND, the OR, and the XOR fusion rules have close performance
for 45o ≤ θ ≤ 80o and then the performance of the GAF-Q = 2 converges to the performance
of XOR fusion rule which becomes the optimal fusion rule (using the GBU framework) in the
interval 80o ≤ θ ≤ 135o. So that, using LRT in the GAF, the performance always converges
to the optimal performance. Note that, in this scenario, the LRT may converge to a different
fusion rules other than the XOR. This is because the GAF optimizes the local decisions and
the fusion rule simultaneously, while the GBU optimizes the local decisions given the fusion
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rule. Ultimately the GAF Pe performance converges to the optimal performance. To see the
change in the GAF fusion rules with the change in θ, assume that wj = B(X
q
j −1), ∀j = 1, 2,
where B(x) is the binary representation of x, then the LRT in GAF-Q = 2 converges to the
optimal fusion rules in Table 3.2 to provide the best Pe performance. Note that wj is the
compliment of wj.
θ 45 50 55 60 65 70
FC rule NAND w1 + w2 w2 w2 w2 w2
θ 75 80 85 90 95 100
FC rule w2 w2 w2 w1 + w2 w1 + w2 NAND
θ 105 110 115 120 125 130
FC rule OR NAND NAND OR w1 + w2 OR
Table 3.2. GAF fusion rule Vs θ (in degrees). Here w1 and w2 are one-bit binary numbers.
The figure also shows that the use of Q = {4, 8} gives better performance than that
for the GBU framework and the GA with Q = 2. We also notice that as we increase Q, the
resulting curves from the GA algorithm approach the optimal curve.
Scenario 2: In this scenario, we study the level of compliance of the GAF with the
mathematical results presented in the GBU work (i.e., [76]). In the GBU work, the authors
divided the (s1, s2) space into three regions: the “Good”, the “Bad” and the “Ugly”. In the
“Good” region (i.e., when (s2 − ρs1)(s1 − ρs2) ≥ 0 for positive ρ), it is always possible to
quantize optimally at the sensors using a single-threshold to divide the local decision intervals
at each sensor, [25]. The optimal fusion rule in this region is proved mathematically to be
either AND or OR rule. In the “Bad” region (i.e., when the pair (s1, s2) is in the area
between the line s2 = 0 and s2 = ρs1 or the area between the line s1 = 0 and s2 =
1
ρ
s1
for positive ρ), there are two possibilities: first, a fusion decision rule that depends only on
single sensor (with single-threshold) decision and ignore the other. Or second, at least one
sensor has a nonsingle-threshold decision rule. The rest of the space is considered as an
“Ugly” region (i.e., the second and the fourth quadrants of the (s1, s2) space when ρ > 0).
For the the “Ugly” region, there is no clear rule provided in [76]. Next, we want to test the
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compliance of the GAF-Q = 2 results with the mathematical results from [76] in the “Good”
and “Bad” regions.
“Good” region example: In this example, M = 2, P (H1) = P (H0) = 0.5, ρ = 0.75,
Q1 = Q2 = 2, N1 = N2 = 7, % = 5%, |G| = 6, Iter = 2000, c = 2 and to be in the “Good”
region, we put s1 = s2 = 2 and σ
2
1 = σ
2
2 = 1. Now, by running the GA, we have the following
results:
xq1 = Γ1(x1) =

1, if x1 ∈ (0.705,∞)
2, otherwise
,
xq2 = Γ2(x2) =

1, if x2 ∈ (−∞, 0.705)
2, otherwise
,
D =

1, if (xq1, x
q
2) ∈ {(1, 2)}
0, otherwise
.
These results totally comply with the mathematical results in [76]. The local decisions
are single-threshold decisions. And the FC fusion rule converged to an AND rule (using the
LRT). To see the AND rule clearer, the fusion rule can be given as D = w1w2 where wi is
the logical compliment of wi = B(X
q
i − 1), wi ∈ {“0”, “1”}, and B(Xqi − 1) is the binary
representation of (Xqi − 1),∀i = 1, 2. Note in this example, an alternative way to look at the
fusion rule is that the set {(1, 2)} can be used to decide H1 if the received pair (xq1, xq2) falls in
it. Additionally, the FC can decide H0, if the pair falls in the set {(1, 1), (2, 1), (2, 2)}. Using
these results from the GAF-Q = 2, the Pe at the FC is 0.14862. Using the exhaustive search
(for the local thresholds at the sensors) with the LRT at the FC, the Pe value is 0.14859
with thresholds equal to 0.72 at both sensors. Indeed, the GA results are very close to the
optimal values obtained by the exhaustive search.
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(a) Pe Vs θ. (b) Pe Vs µ.
Figure 3.3. Pe Vs θ and the signal means.
“Bad” region example: By changing s2 to 1 in the previous example, the case falls in
the “Bad” region. Hence, if we use the same system parameters but with N1 = N2 = N = 6,
the results of the GAF-Q = 2 are as follows
xq1 = Γ1(x1) =

1, if x1 ∈ (1,∞)
2, otherwise
,
xq2 = Γ2(x2) =

1, if x2 ∈ (−∞, 0.5) ∪ (1,∞)
2, otherwise
,
D =

1, if (xq1, x
q
2) ∈ {(1, 1), (1, 2)}
0, if (xq1, x
q
2) ∈ {(2, 1), (2, 2)}
.
The results also match with mathematical results presented in [76], since the FC
depends only on the decision coming from Sensor 1, which has a single-threshold decision
regardless of Sensor 2’s decision. Note that the fusion rule can be represented by D = w1.
In this example, the Pe at the FC is 0.1587 and any change on Γ2(x2) will not affect this Pe
value at the FC.
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(a) Pe Vs σ
2. (b) Pe Vs P (H1). (c) Pe Vs ρ.
(d) Pe Vs Q for the
cases of 2 sensors.
Figure 3.4. Pe Vs noise power, H1 prior probability, correlation coefficient and quntization
levels.
3.4.2.2 Comparison with GSSA
Comparisons with the GSSA are given in the following scenarios taken from [44].
Scenario 1: Assume M = 3, Q1 = Q2 = Q3 = Q ∈ {2, 4}. Under H1, the mean
vector is [µ µ µ], and Cx =

σ2 ρσ2 ρσ2
ρσ2 σ2 ρσ2
ρσ2 ρσ2 σ2
, where ρ = 0.5 and σ2 = 0.1. The covariance
matrix under H0 is the same as the one under H1 while the mean vector here is [0 0 0].
We assume P (H1) = P (H0) = 0.5, and N1 = N2 = N3 = N = 4. This means that
ζj = 0.25,∀j = {1, 2, 3}. We also assume |G| = 6, Iter = 3200, c = 3, and % = 5%.
Fig. 3.3(b) plots the Pe with respect to µ that changes from 0.5 to 2. As we can see from
Fig. 3.3(b), the GAF with Q = 2 achieves the same performance as the GSSA. But the
GAF with higher Q value has better performance. We notice that the GAF with Q = 4
does not give a significant improvement over that with Q = 2. This is because the GSSA
and the GAF with Q = 2 in this scenario provide performance already very close to the
optimal performance, which leaves a tiny room for the GAF with higher Q values to further
improve the performance. We also notice that all the Pe curves decrease with respect to µ
as increasing µ increases the signal-to-noise-ratio (SNR) at the sensors, hence, gives more
accurate local decisions are sent to the FC.
Scenario 2: In this scenario, we have the same system characteristics as in Scenario 1
mentioned above but with N = 10 (i.e., ζj = 0.1,∀j = {1, 2, 3}), fixing µ to 1, and changing
σ2 from 0.08 to 1.7. Fig. 3.4(a) plots the Pe as a function of σ
2 for the GSSA, the GAF
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with Q ∈ {2, 4, 8}, and the centralized detection case. For all the methods, we can see the
increase in the Pe value as σ
2 increases. As in Fig. 3.3(b), the performances of GSSA and
GAF with Q = 2 are the same and very close to the optimal values. As a result, the GAF
with Q ∈ {4, 8} does not have much room to provide better performance.
Scenario 3: Here, the same system parameters are as those in Scenario 1 but with
N = 10, µ = 1, and P (H1) changes from 0.1 to 0.9. This scenario studies the Pe Vs P (H1).
Fig. 3.4(b) plots the Pe Vs P (H1) for GSSA, GAF, and the optimal frameworks. The figure
shows that for all methods the highest Pe value happens at P (H1) = 0.5. This is because
at P (H1) = 0.5 the most uncertainty happens about which hypothesis generated the vector
Z = [x1, x2, . . . , xM ]. As we can see the Pe performances of both the GSSA and the GAF
with Q = 2 are the same, we also notice that the GAF with higher Q values improves the
performance.
Scenario 4: This scenario studies the Pe performance against the increase in the
correlation coefficient (i.e., ρ). The same system parameters of Scenario 1 are used here but
with N = 10, µ = 1, Iter = 8000, and ρ changes from 0.1 to 0.9. As it was proven in [46],
for the case of the centralized detection and when all received signals’ means are equal, the
Pe increases with the increase in ρ. The behavior of the decentralized curves is similar to the
case of the centralized detection [i.e., “Optimal” curve in Fig. 3.4(c)]. It is also noticeable
that by increasing the number of quantization levels, the Pe curves get closer to the optimal
one. Note that the case of having unequal received signals mean values has different results
and is considered later.
Fig. 3.4(d) plots the Pe performance of the GAF as a function of quantization levels
number per sensor (Q). This figure shows the Pe value decreases as Q increases. This is
predictable, since each sensor sends higher amount of information as Q increases. Hence,
more accurate global decision can be made at the FC. The results in this figure are generated
by considering the system with the parameters: M = 2, Q1 = Q2 = Q ∈ {2, 4, 8}, N1 =
N2 = N = 10, |G| = 24, and Iter = 6000.
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(a) Pe Vs µ. (b) Time Vs µ.
Figure 3.5. Pe and Time complexity Vs µ in Scenario 5.
Scenario 5: As mentioned previously, the majority logic rule used in GSSA is not
optimal in all scenarios. Hence, this scenario gives one of those cases where the GSSA is
outperformed (in terms of Pe) by GAF using binary decision rules at the sensors. Assume
that M = 3, the signal mean vector under H1 is µ = [0.1 µ 0.1] with µ changes from 0.1 to
2.4, and is zero vector under H0, use equicorrelated covariance matrix under both H1 and
H0 with σ1 = σ2 = σ3 = 0.6 and ρ = 0.7, P (H1) = P (H0) = 0.5, N1 = N2 = N3 = 4,
% = 5%,|G| = 6, c = 3, and Iter = 3200. Fig. 3.5(a) plots the Pe of both GAF-Q = 2
and GSSA with respect to µ, as it is obvious the GSSA is outperformed by the GAF, this
is because as µ increases the decision effect of Sensor 1 and Sensor 3 become insignificant
compared to the decision coming from Sensor 2. Hence, the LRT in GAF treats the decision
coming from Sensor 2 with more consideration compared to the decisions coming from Sensor
1 and Sensor 2. When µ is larger on the other hand, the majority logic in GSSA treats all
the decisions coming from all the sensors with the same importance. As a result, the GAF
provides better performance. Fig. 3.5(b) plots the time consumption of both the GAF-Q = 2
and GSSA in this scenario. This figure shows that the GSSA is also outperformed by the
GAF-Q = 2 in terms of the time complexity. It should be noted that the time complexity in
GAF does not depend on the µ value [which is clear from Equation (3.10) and the figure],
while the GSSA time complexity increases with µ (see [44]). More comments on the time
complexity comparison between the GAF and GSSA are provided later.
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Fig. 3.7(a) plots the GAF Pe performance as a function of M . These results are
generated using the system parameters of Iter = 2000, M ∈ {1, 2, 3, 4, 5, 6, 7}, the same
quantization levels at all the sensors with Q = 2, ρ = 0.5, σ2 = 0.1. The signal mean value
at each sensor under H1 is 1 and 0 under H0, P (H1) = 0.5, N1 = N2 = N = 4, |G| = 12
and % = 5%. The figure shows that the increase in the number of sensors provides higher
amount of information at the FC, hence decreasing the Pe value.
3.4.2.3 Different Received Signal Means:
In the previous GSSA Scenario 4 simulations, we studied the effect of ρ on Pe at the
FC when the received means are all equal. In this part of simulations, we study the effect
of ρ on the Pe at the FC when the received means are different. Assume M = 3, and the
mean values under H1 are µ1 = [1, 5, 3] and under H0 are µ0 = [0, 0, 0]. The equicorrelated
covariance form is used with σ2 = 0.5 and −1
2
< ρ < 1. We also assume P (H1) = 0.5, N = 8
per sensor, % = 5%, |G| = 6, Iter = 8000 and c = 3. In Fig. 3.7(d), The Pe curves are
plotted for different values of Q, where Q1 = Q2 = Q3 = Q and Q ∈ {2, 4, 8}. The Pe of the
Optimal centralized detection case is also considered.
For our example, when ρ = ρ∗ = 0.3476, Pe reaches the maximum for the optimal
curve [46]. The figure also shows that the other DD curves (when Q = 2, 4, 8) follow similar
behavior as the centralized counterpart. Interestingly, the local decisions when ρ→ 1 follow
closely to those presented in Theorem 1. It is worth mentioning that we tested the Pe
behavior at the FC with respect to ρ while having AND fusion rule in a two-sensor system
with different signal means. The results for this case does not follow the same behavior as
the LRT shown in this section.
3.4.3 GA physical limitations:
Increasing N increases the computations time. To elaborate, with N = 4 and M = 7,
we have NM = 16384 sub-spaces that needs a couple of days to get the final solution. On the
other hand, it is hard to find the exact complexity of the PBP algorithm (i.e., the number
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of times of calculating the Pe function and the time complexity in calculating Pe) in [44]
because it depends on multiple multivariate nonlinear functions that keep changing in every
iteration. This change is untraceable, which makes it hard to predict the exact iteration at
which the algorithm converges to the final answer. But from the presented simulations for
GSSA in [44], it can be seen that at most 5 sensors were used, which gives a hint about
the huge complexity in the PBP algorithm. Fig. 3.5(b) shows that the GSSA has higher
complexity than the GA while the later has better Pe performance. In another example, if
we consider Scenario 1 [in Fig. 3.3(b)], we have the time complexities of the GSSA and the
GA given in Table 3.3. Note that the GA with N = 4 gives the same performance as the
GSSA but with lower complexity. Now, if we increase N to 10 in the GA, the complexity of
GA becomes higher than the GSSA. In terms of the Pe, the GA with N = 10 performance
is within ±10−4 range off the performance of GSSA and GA with N = 4. This difference is
negligible and for the sake of lower complexity we can choose N = 4 in this example.
µ 0.5 1 1.5 2
GSSA 52 97 92 126
GAF-Q = 2 and N = 4 30 32 31 30
GAF-Q = 2 and N = 10 869 1016 885 1114
Table 3.3. Time complexity (in sec) of GAF-Q = 2 Vs GSSA in Scenario 1.
To clarify the complexity in terms of the total time spent by the GA. Fig. 3.7(b)
plots the total time spent by the GA with the number of subintervals (N) per sensor. This
figure is generated using a sensor system with the parameters: M = 2, Iter = 3200 for the
N (N = N1 = N2) values from 2 to 19 and Iter = 6000 for N values from 20 to 23, the
quantization levels at all the sensors are the same Q = Q1 = Q2 = 2, the received signals
at the sensors are normally distributed with
 56 0.675
0.675 4
3
 covariance matrix under both
H1 and H0, the signal mean vector at the sensors is [1,
3
4
] under H1 and [0, 0] under H0,
P (H1) =
2
3
, |G| = 12, and % = 5%. As it is clear from Fig. 3.7(b), the total elapsed time by
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the GA increases very sharply as the N increases by small values. Equation (3.10) calculates
the time complexity value needed for every fitness function calculation.
How to deal with this complexity limitation?
For this system parameters, Fig. 3.7(c) plots the GAF Pe curve with N . As it clear
from the figure, for very large N values, the GA accuracy increases. This is because the
larger the N the higher the number of subintervals on the sensing axis. The edges of the
subintervals are considered as possible thresholds in the final sensor decision rule. Hence,
there is a higher chance some of these thresholds come close to the optimal values. On the
other hand, if N is small, it still has a chance to provide a smaller Pe performance to a larger
N . This is because N1 could provide few thresholds but closer to the optimal thresholds,
while the thresholds provided by the larger N might be farther away from the optimal ones;
This is clear from the figure, where N = 3 provides Pe performance as good as the N = 20
Pe and better than N = 7. Therefore, even though large values of N provide accurate GA
results, the higher the N the slower the GA. Hence, there is a tradeoff between the speed
and accuracy, the choice depends on the problem specifications. For the example in Fig.
3.7(c), taking N = 3 provides the same Pe performance as using higher N values. On the
other hand, using the value 3 saves a huge amount of time compared to the case of using
20 (for example) as it is clear in Fig. 3.7(b). It is worth mentioning that increasing the
number of subintervals has another downside in addition to the complexity. This is due to
the fact that increasing the number of subintervals means means increasing the number of
variables to be optimized in the solution; hence, the algorithm may need higher number of
iterations to reach the optimality compared to the small number of subintervals that needs
less number of iterations and gives the same Pe value. As a result, for the same example
in Fig. 3.7(c), the number of iterations is 3200 for the N values from 2 to 19 and 6000 for
the N values from 20 to 23. This means just by using 3200 iterations with N = 3, we can
get the same performance of having 6000 iterations and N = 20 with much less time as it is
shown in (3.10) and Fig. 3.7(b).
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3.4.3.1 GAF adaptability
In this part of the simulations, we want to show how the GAF can update the local
decisions at the sensors and the fusion rule simultaneously, in order to minimize the Pe at
FC if a change happens to one of the system parameters.
EXAMPLE 1 The studied system here has the following parameters: M = 3, Q1 =
Q2 = Q3 = 2, µ1 = [1, 2, 1.5], µ0 = [0, 0, 0], the equicorrelated covariance matrix is adopted
with correlation coefficient ρ and σ21 = σ
2
2 = σ
2
3 = 0.5, P (H1) = P (H0) = 0.5, N = 6 per
sensor, % = 5%, |G| = 6, c = 3, and Iter = 8000. At first, we want to find the results of
GAF when ρ = 0.3, then find the results of GAF if we just change ρ to 0.8.
When ρ = 0.3 the results are:
xq1 = Γ1(x1) =

1, if x1 ∈ (0.5,∞)
2, otherwise
.
xq2 = Γ2(x2) =

1, if x2 ∈ (1,∞)
2, otherwise
.
xq3 = Γ3(x3) =

1, if x3 ∈ (1.2655,∞)
2, otherwise
.
D =

1, if (xq1, x
q
2, x
q
3) ∈ {(1, 1, 1), (1, 1, 2), (1, 2, 1), (2, 1, 1), (2, 1, 2)}
0, if (xq1, x
q
2, x
q
3) ∈ {(1, 2, 2), (2, 2, 1), (2, 2, 2)}
.
Pe = 0.0746.
When ρ = 0.8 the results are:
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xq1 = Γ1(x1) =

1, if x1 ∈ (−0.3587,∞)
2, otherwise
.
xq2 = Γ2(x2) =

1, if x2 ∈ (1,∞)
2, otherwise
.
xq3 = Γ3(x3) =

1, if x3 ∈ (0.75,∞)
2, otherwise
.
D =

1, if (xq1, x
q
2, x
q
3) ∈
{(1, 1, 1), (1, 1, 2), (1, 1, 2), (2, 1, 1), (2, 1, 2),(2, 2, 1)

0, if (xq1, x
q
2, x
q
3) ∈ {(1, 2, 1), (1, 2, 2), (2, 2, 2)}
.
Pe = 0.07827.
Fig. 3.6 visualizes the local decisions at each sensor (in Example 1 when ρ = 0.3)
along with the corresponding pdfs. The local decisions when ρ = 0.8 can be visualized in a
similar manner.
Figure 3.6. Example 1 local decisions visualization when ρ = 0.3
Example 2: Assume a system consists of M = 3 sensors, µ1 = [1, 5, 3], µ0 = [0, 0, 0],
equicorrelated covariance matrix with σ2 = 0.5 and ρ = 0.5, P (H1) = 0.5, N = 8, |G| = 6,
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(a) Pe Vs M .
(b) Time Vs N for the
cases of 2 sensors.
(c) Pe Vs N for the
cases of 2 sensors.
(d) Pe Vs ρ for the cases
of 3 sensors and differ-
ent means.
Figure 3.7. Pe Vs number of sensors, Time and Pe Vs number of sub-intervals and Pe Vs
correlation coefficient.
Iter = 8000, and c = 3.
In the case when Q = 2 quantization levels per sensor, we have:
xq1 =

1, ifx1 ∈ (−∞, 1.1051)
2, otherwise
.
xq2 =

1, ifx2 ∈ (2.5,∞)
2, otherwise
.
xq3 =

1, ifx3 ∈ (−∞, 0.4765)
2, otherwise
.
D =

1, if (xq1, x
q
2, x
q
3) ∈ {(1, 1, 1), (1, 1, 2), (2, 1, 2)}
0, if (xq1, x
q
2, x
q
3) ∈ {(1, 2, 1), (1, 2, 2), (2, 1, 1), (2, 2, 1), (2, 2, 2)}
.
Pe = 2.010453× 10−4.
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In the case when Q = 4 quantization levels per sensor, we have:
xq1 =

1, if x1 ∈ (−∞,−0.1051)
2, if x1 ∈ (−0.1051, 0.7885)
3, if x1 ∈ (1.1051, 1.5135)
4, otherwise
.
xq2 =

1, if x2 ∈ (4.5231, 5)
2, if x2 ∈ (−∞, 2.5)
3, if x2 ∈ (2.5, 4.5231)
4, otherwise
.
xq3 =

1, if x3 ∈ (−∞,−0.4769) ∪ (0, 0.4765)
2, if x3 ∈ (2.5235, 3.4769)
3, if x3 ∈ (0.4765, 1.5)
4, otherwise
.
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D =

1, if (xq1, x
q
2, x
q
3) ∈

(1, 1, 1), (1, 1, 2), (1, 1, 3), (1, 1, 4),
(1, 2, 2),
(1, 3, 1), (1, 3, 2), (1, 3, 3), (1, 3, 4),
(1, 4, 1), (1, 4, 2), (1, 4, 3), (1, 4, 4),
(2, 1, 1), (2, 1, 2), (2, 1, 3), (2, 1, 4),
(2, 3, 1), (2, 3, 2), (2, 3, 3), (2, 3, 4),
(2, 4, 1), (2, 4, 2), (2, 4, 3), (2, 4, 4),
(3, 1, 1), (3, 1, 2), (3, 1, 3), (3, 1, 4),
(3, 3, 2), (3, 3, 3), (3, 3, 4),
(3, 4, 1), (3, 4, 2), (3, 4, 3), (3, 4, 4),
(4, 1, 1), (4, 1, 2), (4, 1, 3), (4, 1, 4),
(4, 3, 1), (4, 3, 2), (4, 3, 3), (4, 3, 4),
(4, 4, 1), (4, 4, 2), (4, 4, 3), (4, 4, 4)

0, if (xq1, x
q
2, x
q
3) ∈

(1, 2, 1), (1, 2, 3), (1, 2, 4),
(2, 2, 1), (2, 2, 2), (2, 2, 3), (2, 2, 4),
(3, 2, 1), (3, 2, 2), (3, 2, 3), (3, 2, 4),
(3, 3, 1),
(4, 2, 1), (4, 2, 2), (4, 2, 3), (4, 2, 4)}

.
Pe = 1.988153× 10−4.
Fig. 3.8 visualizes the local decisions at each sensor (in Example 2 when Q = 4)
along with the corresponding pdfs. The local decisions when Q = 2 can be visualization in
a similar manner.
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(a) Pe Vs µ. (b) Pe Vs P (H1). (c) Pe Vs Q. (d) Pe Vs M .
Figure 3.9. Pe Vs signal means, H1 prior probability, quantization levels and number of
sensors.
Figure 3.8. Example 2 local decisions visualization when Q = 4
As we can see from these examples, the GAF can adapt the local decisions at the
sensors along with the fusion rule at the FC, simultaneously, in order to minimize the Pe at
the FC if a change occurs to the system parameters. This is also clear in the examples (given
previously) on testing the agreement of the GAF with the mathematical results in [76] when
the change happened on the signal mean s1 from 2 to 1. Clearly, if the quantization level and
the number of sensors increase, the possible number of fusion rule increases quickly causing
prohibited high complexity.
3.4.3.2 Prior probability mismatch
Even though the proposed work assumes perfect knowledge of the prior probabilities
(i.e., P (H0) and P (H1)), it is interesting to test the robustness of the proposed framework
63
against the mismatch between the assumed/estimated prior probabilities (used in GA to
generate the local and fusion decisions) and the real unknown prior probabilities. To this end,
assume the following system setup: M = 3, Q1 = Q2 = Q3 = 4, µ1 = [1, 1, 1], µ0 = [0, 0, 0],
the equicorrelated covariance matrix is adopted with ρ = 0.5 and σ21 = σ
2
2 = σ
2
3 = 0.1, N = 4
per sensor, % = 5%, |G| = 6, c = 3, Iter = 3200, and the real H0 prior probability is
P (H0) = 0.5. Using this system setup, Fig. 3.10(a) plots the Pe value against ∆, where
the mismatch value is ∆ = P ∗(H0) − P (H0), P ∗(H0) is the estimated H0 prior probability
used by GA to generate the local and fusion rules, and P (H0) is the actual value of H0 prior
probability. P ∗(H1) is just 1−P ∗(H0). Note from the figure that the Pe has its lowest value
at ∆ = 0, which is expected, since the estimation of P (H0) is perfect when ∆ = 0. From the
figure, when |∆| = 0.1 (i.e., the P ∗(H0) = 0.4 or 0.6), the estimation error in P (H0) (which
equals 0.5 in this example) is 20%. The corresponding Pe increased at this estimation when
compared to the Pe at ∆ = 0 (i.e., perfect estimation). This percentage increase is 10.9.
This example shows a good robustness feature of the proposed framework.
The symmetry in the figure comes from the fact that readings at the sensors have
the same correlation structure (i.e., covariance matrix) under both hypotheses. The other
behavior that can be noticed in the figure is the decrease in Pe value as |∆| increases from
0.05 to 0.075. Even though it is hard to explain this behavior exactly due to the intractable
nature of the suboptimal solution. It could also be attributed to the nonlinear nature of the
system, which means some solutions may be perfect for different values of prior probabilities.
For example the GA solution with P (H0) = 0.6 and the GA solution with P (H0) = 0.3 may
be the same or very similar. This means, designing a GA solution with P ∗(H0) = 0.6 while
the real P (H0) = 0.3 (i.e., ∆ = 0.3 with 100% estimation error), may not affect the value of
the real Pe.
3.4.3.3 Effect of ignoring the correlation
This section presents a scenario showing how important to consider the correlation
in designing local and fusion decision rules. The system setup is as follows: M = 3, Q1 =
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(a) Pe Vs ∆ (b) Pe Vs σ
2.
Figure 3.10. Pe Vs ∆, Pe Vs σ
2 with and without correlation consideration.
Q2 = Q3 = 4, µ1 = [1, 0.75, 0.5], µ0 = [0, 0, 0], the covariance matrix has the structure
Cx =

σ2 0.75σ2 0.95σ2
0.75σ2 σ2 0.55σ2
0.95σ2 0.55σ2 σ2
, σ2 changes from 0.5 to 2, N = 8 per sensor, % = 5%, |G| = 6,
c = 3, Iter = 6000, and P (H0) = 0.5. Using this system setup, Fig. 3.10(b) plots the Pe Vs
σ2 when correlation is taken into consideration (i.e., using Cx in designing the decision rules
at the sensors and the FC) and under the case of ignoring the correlation (i.e., using the
covariance matrix σ2I to design the decision rules, where I is an M ×M identity matrix).
The Pe with the correlation taken into consideration is termed by PeWC, while the Pe with
no consideration for correlation is termed PeIC. As the figure shows, ignoring the correlation
can reduce the distributed detection performance significantly (up to 31% in this example).
3.4.4 Simulation with Erroneous Reporting Channels
This part studies the effect of the reporting channels’ errors on the system Pe perfor-
mance at the FC.
Scenario 1: This scenario studies the Pe at the FC against the mean received at each
sensor under H1 (i.e., µ), assuming that µ1 = · · · = µM = µ. Let M = 2, Q = 2 per sensor,
the received means under H0 are all zeros, the covariance matrix (under both H1 and H0)
has the equicorrelated model with σ2 = 0.1 and ρ = 0.5, N = 10 per sensor, % = 5%,
|G| = 20, Iter = 300, c = 4, P (H1) = 0.5, and Pb1 = Pb2 = 0.1. By using the GA, Fig.
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3.9(a) plots the Pe value at the FC for both the error-free and erroneous reporting channels
cases. As expected, the Pe decreases with the increase in µ because of the increase in the
SNR. Due to errors on the reporting channels, the system performs poorly (in terms of the
Pe) compared to the error-free reporting channels case. We also notice that by increasing
the µ the Pe curve for the erroneous channels case reaches the 0.1 limit (i.e., the bit error on
each reporting channel). Any further increase in µ is not going to enhance the performance.
On contrary, the Pe curve of the error-free channels keeps decreasing as µ increases.
Scenario 2: In this scenario, we study the Pe as a function of P (H1). The parameters
used here are: M = 3, Q1 = Q2 = Q3 = 2, under H1: µ1 = µ2 = µ3 = 1, under H0:
µ1 = µ2 = µ3 = 0, the equicorrelated covariance matrix is adopted with σ
2 = 0.1 and ρ = 0.5,
N1 = N2 = N3 = 10, % = 5%, |G| = 6, Iter = 8000, c = 3, and Pb1 = Pb2 = Pb3 = 0.01. Fig.
3.9(b) plots the Pe curves against P (H1) and for both cases (i.e., the error-free erroneous
reporting channels), the Pe has the highest value at P (H1) = 0.5. As expected, the curve of
the erroneous reporting channels is worse than the error-free channels curve.
Scenario 3: In this scenario, we study the Pe as a function of the number of quanti-
zation levels Q per sensor. The parameters used here are: M = 2, under H1: µ1 = µ2 = 2,
under H0: µ1 = µ2 = 0, the equicorrelated covariance matrix is adopted with σ
2 = 0.1
and ρ = 0.5, N1 = N2 = N3 = 10, % = 5%, |G| = 4, Iter = 6000, c = 2, and
Pb1 = Pb2 = Pb3 = 0.1. Fig. 3.9(c) plots the Pe at the FC as a function of Q. As ex-
pected, increasing the quantization levels (i.e., number of reporting bits) reduces the Pe
because of the increase in the information amount being transmitted to the FC.
Scenario 4: This scenario studies the Pe as a function of the number of the sensors
(M). The parameters used here are: Q = 2 per sensor, under H1: the received means are 1s,
under H0: the received means are 0s, the equicorrelated covariance matrix model is used with
σ2 = 0.1 and ρ = 0.5, N = 4 per sensor, % = 5%, |G| = 12, Iter = 2000, c = 2 ×M , and
the probability of bit error is 0.01 per reporting channels. Fig. 3.9(d) shows the error-free
curve performs better than the erroneous curve, but both curves decrease with the increase
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(a) Pe Vs ρ. (b) Pe Vs bit error probability.
Figure 3.11. Pe Vs correlation coefficient and probability of bit error.
in the number of sensors.
Scenario 5: In this scenario, we study the Pe at the FC as a function of the correlation
coefficient (ρ) while considering the reporting error. The parameters used here are as follows:
the number of sensors is M = 3, Q = 2 per sensor; under H1, the received means are [1, 5, 3];
under H0, the received means are 0s; the equicorrelated covariance matrix model is used
with σ2 = 0.5 and −0.5 < ρ < 1, N = 8 per sensor, % = 5%, |G| = 6, Iter = 8000, c = 3,
P (H1) = 0.5, and the probability of bit error is 10×10−4 per reporting channels. Fig. 3.11(a)
plots the Pe curves of the erroneous reporting case and the error-free reporting case against
ρ. As seen, the erroneous case has worse performance compared to the error-free reporting
case. We also notice that both curves follow the behavior of the centralized detection (i.e.,
Optimal case) explained earlier for Fig. 3.7(d).
Scenario 6: Finally, we study the Pe at the FC as a function of the probability of
bit error on the reporting channels. The parameters used here are: M = 3, Q = 2 per
sensor, under H1: the received means are [1, 1, 1], under H0: the received means are 0s, the
equicorrelated covariance matrix model is used with σ2 = 0.1 and ρ = 0.5, N = 8 per sensor,
% = 5%, |G| = 6, Iter = 4000, c = 3, P (H1) = 0.5, and the probability of bit error is pb per
reporting channel. The pb changes between 10
−8 to 10−1. Fig. 3.11(b) is a semi-logarithmic
plot showing the Pe increasing as pb increasing, which is expected. Also, as the pb decreases,
the Pe curve approaches the value of the error-free case.
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3.5 Conclusion
This chapter has proposed a soft-decision-based DD system framework that consid-
ers correlation among the sensors’ readings. The detection problem has been formulated as
an INLP problem. As a result, it can find the local soft-decision rules at the sensors and
the optimal fusion rule at the FC simultaneously to minimize the Pe at the FC. Both cases
of error-free and erroneous reporting channels are considered. The GA-based solution pro-
posed here can handle moderate number of subspaces and quantization levels with moderate
number of sensors at reasonable computational complexity.
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CHAPTER 4
Decentralized Detection of Signals with Joint Clayton Copula Distribution Model
This chapter considers a decentralized detection system for a binary hypothesis testing
problem. The sensor signals are marginally Gaussian distributed with θ-parameter Clayton
copula joint distribution. Boolean functions of two variables and likelihood ratio test at the
fusion center are considered to generate binary global decisions. The exhaustive search and
the genetic algorithms are proposed to provide the local sensor decision rules in each scenario
such that the probability of error at the fusion center is minimized. The main purpose of this
chapter is to study the probability of error behavior of the proposed detection systems in
a correlated environment characterized by a joint Clayton copula distribution. The results
show that in a correlated environment a sound detection system should be characterized by
the likelihood ratio test at the fusion center and multiple-threshold decisions at the sensors.
4.1 Introduction
As has been stated previously, detection is an important tool in many real life appli-
cations, to name a few: target detection in radar systems, signal detection in cognitive radio
networks and wireless networks in general. It can be a primary step towards estimation, or
it can be the sole purpose of the sensor system as in surveillance [21, 46]. Detection is also
needed in space exploration and deciding the existence of objects/phenomena. It plays a
vital role in the problem of LTE an WiFi coexistence on the unlicensed frequency spectrum.
Detection enables each network to detect the transmissions of the other. This information is
then handed up to the MAC layer in order to take the necessary decision of deciding which
channel to access based on the network regulations and cell transmission requirements.
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The main downside of all the previously mentioned works, in previous chapters, is
the assumption of the full knowledge about the joint probability density function (pdf)
of the observations at the sensors. Since having full knowledge about the joint pdf is a
complex problem, the work in [42] addressed this issue by providing a framework to estimate
the joint pdf of complexly correlated observations using the copula theory. The authors
provided several joint pdf models and addressed the problem of identifying the best copula
model that fits the provided correlated data.
In this chapter, we are interested in distributed detection systems with dependent
observations at the sensors. The goal is to find the local decision rules at the sensors to
achieve the minimum Pe at the FC. A study of four fusion rules at the FC (namely: AND,
OR, XOR, and LRT) is provided. In this work we apply some results provided by the copula
theory in modeling unknown joint pdfs. More specifically, we are interested in studying the
system performance of the four previously mentioned fusion rules while assuming the Clayton
copula model. For Clayton copula model, we are using the Exhaustive Search and GA-based
[45, 48] methods to find the local sensor decisions to minimize the Pe at the FC. This work
can also be helpful in spaceflight extreme environments, where correlated measurements are
taken with unknown pdfs.
4.2 Network model and Problem Formulation
In this chapter, we are interested in the system model given in Figure 4.1. This
system consists of a primary radio user (PU), two sensors, and a FC. The sensors have no
connection among them and their sole purpose is to sense the received signal from the PU,
quantize it using their local decision rules (i.e. Γ1(·) and Γ2(·)), and send them through
noise-free independent reporting channels to the FC. The FC uses the received data from
both sensors and combine them using the fusion rule (i.e. AND, OR, XOR, or LRT) to
generate the global decision. The received signal at Sensor j is zj, and the purpose of this
distributed detection system is to detect the existence of the PU (hypothesis H1) on the
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Figure 4.1. Distributed detection system.
given frequency channel, or its absence (hypothesis H0). Under H0, zj = nj, j = 1, 2; while
under H1, zj = ΦjV + nj, j = 1, 2. Where V is the PU transmitted signal level under H1,
and Φj and nj are the attenuation and noise component on sensing channel j between the
PU and Sensor j, j = 1, 2, respectively. After receiving zj, Sensor j quantizes zj into xj
which takes one of two levels: “0” or “1”. The global decision at the FC (i.e. D) is also
binary: “0” (i.e. H0) and “1” (i.e. H1). The received noise components at the sensors are
assumed to be correlated with an unknown joint pdf, but by assuming the use of the copula
method, the closest approximate joint pdf is assumed to be the Clayton copula joint pdf
[42]. This means that z1 and z2 are also jointly correlated with Clayton copula joint pdf.
Hence, we have the following
FZ1,Z2(z1, z2) = C(u, v) =
(
u−θ + v−θ − 1)−1θ ∣∣∣
u=FZ1 (z1), v=FZ2 (z2)
, (4.1)
where FZ1,Z2(z1, z2) is the joint cumulative distribution function (CDF) of Z1 and
Z2. FZ1(z1) and FZ2(z2) are the marginal CDFs of Z1 and Z2, respectively. In this work,
we assume the full knowledge about FZ1(z1) and FZ2(z2). θ is the Clayton copula model
parameter.
To study the effect of θ on the correlation between Z1 and Z2, we need to generate u
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and v samples from the copula function in Equation (4.1) for a given θ, then find the corre-
sponding z1 and z2 values. After generating an adequate number of samples, the correlation
(ρˆ) between the generated values of z1 and z2 can be calculated using the following relation
ρˆ =
1
N
∑N
i=1(ui − u)(vi − v)
σ1σ2
, (4.2)
where u, v, σ1, and σ2 are the mean value of the u samples, the mean value of the
v samples, the standard deviation of the u samples, and the standard deviation of the v
samples, respectively. To generate pairs of (u, v) according to C(u, v), it can be shown that
w = P (Z2 ≤ z2|Z1 = z1)
=
∂C(u, v)
∂u
= u−(θ+1)(u−θ + v−θ − 1)−( 1+θθ ).
(4.3)
According to Equation (4.3), we have
v =
((
w
−θ
1+θ − 1)u−θ + 1)−1θ . (4.4)
By randomly generating N pairs of (w, u), the corresponding v value can be found using
(4.4). Note that w, u ∈ [0, 1] and are generated randomly and independently from each other.
This provides N samples of (u, v), where u and v are correlated according to (4.1). Hence,
the corresponding (z1, z2) pairs can be generated according to (z1, z2) = (F
−1
Z1
(u), F−1Z2 (v)).
Figure 4.2 provides the relation between θ and ρˆ. According to this figure, as θ
increases, the correlation ρˆ approaches 1 in a one-to-one relation. We also calculated ρ
theoretically using (4.1) (i.e the joint pdf of U and V ) and the relation ρ = Cov(U,V )
σ1σ2
. The
results from this agree with the estimated ρ (i.e. ρˆ) for large N (e.g. N = 10000).
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Figure 4.2. ρˆ Vs θ.
The local sensor decisions can be formulated in a general form as:
Xj = Γj(Zj) =

1, if Zj ∈ Aj
0, if Zj ∈ Aj
,∀j = 1, 2, (4.5)
where Aj is the interval in which Sensor j decides “1” and Aj is the complement of Aj
where Sensor j decides “0”. It is worth mentioning that Aj and Aj are, in general, non-
contiguous intervals unless we force them to be. This means that the local decision rules
may have multiple thresholds separating the non-contiguous sub-intervals of Aj from the
non-contiguous sub-intervals of Aj.
In this chapter, we are interested in studying the Pe system performance in the
following cases:
• Case 1: AND fusion rule and local sensor decision rules restricted by a single threshold.
• Case 2: OR fusion rule and local sensor decision rules restricted by a single threshold.
• Case 3: XOR fusion rule and local sensor decision rules restricted by a single threshold.
• Case 4: AND fusion rule and local sensor decision rules unrestricted by a single thresh-
old.
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• Case 5: OR fusion rule and local sensor decision rules unrestricted by a single threshold.
• Case 6: XOR fusion rule and local sensor decision rules unrestricted by a single thresh-
old.
• Case 7: LRT fusion rule and local sensor decision rules unrestricted by a single thresh-
old.
In the first three cases, the Exhaustive Search is used to find the decision thresholds at the
sensors. In the rest of the cases, the GA-based method in [45, 48] is used to find the local
sensor decisions.
It is assumed that the marginal pdfs of Z1 and Z2 are Gaussian while their joint pdf
is Clayton copula. According to this, the problem formulations can be derived as follows.
Under H0: Z1 ∼ N(0, σ2), Z2 ∼ N(0, σ2)
fZ1,Z2|H0(z1, z2) =
∂2C(u, v)
∂u∂v
∂u
∂z1
∂v
∂z2
=
∂2C(u, v)
∂u∂v
fZ1|H0(z1)fZ2|H0(z2),
(4.6)
where ∂
2C(u,v)
∂u∂v
= (θ + 1)(uv)(−θ+1)(u−θ + v−θ − 1)(−(2θ+1)θ ), u = FZ1|H0(z1), and v =
FZ2|H0(z2).
Under H1: Z1 ∼ N(µ1, σ2), Z2 ∼ N(µ2, σ2)
fZ1,Z2|H1(z1, z2) =
∂2C(u, v)
∂u∂v
∂u
∂z1
∂v
∂z2
=
∂2C(u, v)
∂u∂v
fZ1|H1(z1)fZ2|H1(z2),
(4.7)
where ∂
2C(u,v)
∂u∂v
= (θ + 1)(uv)(−θ+1)(u−θ + v−θ − 1)(−(2θ+1)θ ), u = FZ1|H1(z1), and v =
FZ2|H1(z2).
In the system model presented in this work, we first divide the sensing range of Sensor
j (i.e. form −∞ to∞) into Nj subareas. This can be achieved by dividing the sensing range
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j into intervals with equal probability mass ζj =
1
Nj
, under the marginal pdfs of Sensor j (i.e.
P (H1)fZj |H1(zj) + P (H0)fZj |H0(zj)), where P (H1) and P (H0) are the prior probabilities of
H1 and H0, respectively. Typically, we choose Nj to be large enough to compute significant
probability mass variations. For Sensor j, assume that Subarea i is represented by the
symbol I
(j)
ij
,∀ij = 1, . . . , Nj; j = 1, 2. Let the set of variables corresponding to the subareas
of Sensor j be {α(j)1 , . . . , α(j)Nj}, where α
(j)
i ∈ {0, 1},∀i = 1, . . . , Nj; j = 1, . . . ,M . For example,
if α
(2)
3 = 1, it means when the received signal by Sensor 2 (i.e. z2) falls in subarea 3, then it
is quantized to x2 = 1.
Assume that the subareas’ thresholds of Sensor j on axis j are given by the vector
Ej = [e
(j)
1 = −∞, e(j)2 , e(j)3 , . . . , e(j)Nj+1 =∞],∀j = 1, 2. Then, Ej’s elements can be determined
according to the equal-probability division procedure. Define I to be the subspace that
results form the intersection of subareas I
(1)
i1
, and I
(2)
i2
. Hence, the probability of a given
sub-space can be found as follows
PI|Hk = P (I|Hk) =
e
(1)
i1+1∫
e
(1)
i1
e
(2)
i2+1∫
e
(2)
i2
fZ1,Z2(z1, z2)dz1dz2,∀k = {0, 1}.
Hence, we have the following problem formulations.
Case 1: AND fusion rule and local sensor decision rules restricted by a single thresh-
old.
min
t1,t2
(
Pe = P (H0)(C(1, 1) + C(u
∗, v∗)− C(u∗, 1)− C(1, v∗))
+ P (H1)(1− C(1, 1)− C(u∗∗, v∗∗) + C(u∗∗, 1) + C(1, v∗∗))
), (4.8)
Case 2: OR fusion rule and local sensor decision rules restricted by a single threshold.
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min
t1,t2
(
Pe = P (H0)(1− C(u∗, v∗)) + P (H1)C(u∗∗, v∗∗)
)
, (4.9)
Case 3: XOR fusion rule and local sensor decision rules restricted by a single thresh-
old.
min
t1,t2
(
Pe = P (H0)(1 + 2C(u
∗, v∗)− C(u∗, 1)− C(1, v∗))
+ P (H1)(−2C(u∗∗, v∗∗) + C(u∗∗, 1) + C(1, v∗∗))
), (4.10)
where, in Cases 1, 2, and 3, u∗ = FZ1|H0(t1), v
∗ = FZ2|H0(t2), u
∗∗ = FZ1|H1(t1), v
∗∗ =
FZ2|H1(t2), t1 ∈ E1, t2 ∈ E2, and
Xj = Γj(Zj) =

1, if Zj ∈ Aj = [tj,∞)
0, if xj ∈ Aj = (−∞, tj)
,∀j = 1, 2.
Cases 4-7:
min
α
(j)
ij
(
Pe = P (H1) +
∑
x
∑
i
δ
∏
P (D = 1|x1, x2)
)
(4.11)
s.t.
α
(j)
ij
∈ {0, 1},∀ij = 1, . . . , Nj; j = 1, 2,
δ = P (H0)PI|H0 − P (H1)PI|H1 ,∏
= ψ(x1 − α(1)i1 )ψ(x2 − α(2)i2 ),
ψ(x) =

1, if x = 0
0, otherwise
,
∑
x
=
1∑
x1=0
1∑
x2=0
and
∑
i
=
N1∑
i1=1
N2∑
i2=1
.
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• If the fusion rule is AND (i.e. Case 4):
P (D = 1|x1, x2) =

1, if (x1, x2) = (1, 1)
0, otherwise
.
• If the fusion rule is OR (i.e. Case 5):
P (D = 1|x1, x2) =

0, if (x1, x2) = (0, 0)
1, otherwise
.
• If the fusion rule is XOR (i.e. Case 6):
P (D = 1|x1, x2) =

0, if x1 = x2
1, otherwise
.
• If the fusion rule is LRT (i.e. Case 7):
P (D = 1|x1, x2) =

1, if
∑
i(PI|H1 − λPI|H0)
∏ ≥ 0
0, otherwise
,
where λ = P (H0)
P (H1)
.
4.3 Optimization Algorithms
To find the solutions of the problem formulations presented in Section 4.2, the fol-
lowing two algorithms are used.
4.3.1 Exhaustive Search Algorithm (ESA)
This algorithm is used in Cases 1, 2, and 3. ESA has the following steps.
Step 1: Find all the combinations of the pair (t1, t2), where t1 ∈ E1 and t2 ∈ E2.
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Step 2: Find the Pe value associated with each (t1, t2) combination from Step 1.
Step 3: Choose the (t1, t2) combination with the least Pe value from Step 2.
The time complexity of ESA, is approximately 2×|E1|×|E2| = 2×(N1+1)(N2+1) ≈
O(N1 ×N2). Note that Step 3 has low complexity compared to Steps 1 and 2.
4.3.2 Genetic Algorithm (GA)
This algorithm is used in Cases 4-7. The GA has the following steps.
Step 1: Generate a set G of solutions (i.e. a generation/set of chromosomes). Let the
number of solutions in this set be |G| and generate these solutions by randomly assigning
values to the “α”s in (4.11).
Step 2: Evaluate the fitness function for each solution in G (i.e. 1− Pe of each solution).
Step 3: Take a number of solutions that have the highest fitness function values from G
and directly place them into the next generation of G. In this work, the chosen number of
solutions is |G|
2
.
Step 4: Choose |G|
4
pairs from the current G according to their fitness value by using the
roulette wheel selection method. Then perform c number of random crossovers between
each pair to generate two new solutions. Doing this for all |G|
4
chosen pairs produces |G|
2
new
solutions. These new solutions are used to fill the second half of the next generation (i.e.
the G of the next iteration).
Step 5: Perform mutation on the new solutions resulted from Step 4 by flipping each bit
with probability 
100
.
Step 6: Repeat steps 2 to 5 for Iter number of iterations.
Step 8: Take the highest fitness valued solution from the resulting G as the final solution
of (4.11).
For the time and space complexity of GA, refer to [45, 48].
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4.4 Performance Evaluation
In these simulations, the system shown in Figure 4.1 is adopted and the Clayton
copula joint pdf, in Equations (4.6) and (4.7), is used to model the unknown joint pdf of Z1
and Z2, under H0 and H1, respectively. The marginal pdfs of Z1 and Z2 are assumed to be
known Gaussian pdfs under both H0 and H1. In [46] and [48], the authors showed that the
correlation can be used advantageously to get lower Pe at the FC. While in [46] the authors
proved this to be true in [48] for Gaussian joint pdfs in centralized detection system. They
also proved it to be true for any type of joint pdf in a decentralized (distributed) detection
system with strong correlation (i.e. ρ → 1) if and only if 1) the sensors are allowed to
have multiple number of decision thresholds, to separate the subareas of A (i.e. H1 decision
interval) and A (i.e. H0 decision interval), 2) the FC center uses the optimal fusion rule,
and 3) the received signals at the sensors (i.e. Z1 and Z2) have different mean values. It is
important to test the proposed system in this paper against these rules as in the following
simulations to test their ability in capturing the correlation and utilizing it to minimize the
Pe at the FC.
Simulations 1: In these simulations, we are interested in observing the Pe behavior
with respect to changes in θ values. Assume under H0: Z1 ∼ N(0, σ), Z2 ∼ N(0, σ), and
Z1 and Z2 are jointly distributed according to the Clayton copula in Equation (4.6). Under
H1: Z1 ∼ N(µ1, σ), Z2 ∼ N(µ2, σ), and Z1 and Z2 are jointly distributed according to the
Clayton copula in Equation (4.7). σ = 1, µ1 = 1, µ2 = 2, and P (H0) = P (H1) = 0.5. The
GA parameters are: N1 = N2 = 10, Iter = 6000, c = 2, |G| = 6, and % = 5%. Regarding
the ESA, N1 = N2 = 100. Due to the fact, that the correlation ρˆ changes slowly with θ
for large values of θ, it is hard to see the changes in Pe if it is plotted against θ. Hence,
here we plot Pe Vs ρˆ which makes understanding the figure easier by looking at the range
of |ρˆ| ∈ (0, 1) instead of θ ∈ (0,∞). Table 4.1 provides the ρˆ value for each given value of θ
using Equation (4.2) and N = 10000 samples.
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(a) Cases 1, 2, 3,
and Sensor 2.
(b) Cases 4, 5, and
6.
(c) Case 7.
Figure 4.3. Pe Vs ρˆ
(a) Pe Vs µ. (b) Pe Vs ρˆ. (c) Pe Vs P (H1).
Figure 4.4. Pe Vs µ, ρˆ, and P (H1).
θ 0.0001 1 2 5 10 20 30 200
ρˆ 0.007 0.4762 0.6881 0.8773 0.9582 0.9876 0.9937 0.9998
Table 4.1. θ Vs ρˆ
In Figure 4.3(a), Case 1 is represented by the curve AND-ESA, Case 2 is represented
by the curve OR-ESA, and Case 3 is represented by the curve XOR-ESA. In Figure 4.3(b),
Case 4 is represented by the curve AND-GA, Case 5 is represented by the curve OR-GA,
Case 6 is represented by the curve XOR-GA, and the Pe curve resulting from the use of
Sensor 2 only for detection is represented by the curve “Sensor 2” (see [65] for more about
single sensor detection). Lastly, the curve in Figure 4.3(c) represents Case 7 (i.e. LRT-GA).
According to these figures, all the cases are not able to provide the best Pe performance at
all ρˆ values except for LRT-GA. In Figure 4.3(a), the betterment of the Pe is not the best at
all ρˆ values for all the given cases. The performance of Sensor 2 (i.e. if the global decision
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is made by Sensor 2 only) is used as a reference line to judge the system performance (note
that the performance of Sensor 1 only is even worse with a Pe = 0.3085). In 4.3(b), it is also
obvious that the XOR-GA case/AND-GA and OR-GA cases fail to provide low Pe values
at low/high ρˆ. The AND-ESA, OR-ESA, and XOR-ESA behavior is expected since they do
not satisfy all the conditions provided in [48] to gain advantage of the correlation. These
cases 1) do not allow multiple thresholds at the sensors, 2) do not use the optimal fusion
rule at the FC. Regarding AND-GA and OR-GA, even though they satisfy the condition of
allowing multiple thresholds but they do not use the optimal fusion rules which resulted in
a poor Pe performance as ρˆ increases. Regarding XOR-GA, it provides significant decrease
in Pe and ρˆ → 1. This is expected since according to [48], the LRT at the FC converges
to XOR as ρ → 1 while having different mean signals at the sensors. Hence, this case (i.e.
Case 6) satisfies all the conditions provided in [48] at ρˆ → 1. On the other hand, it fails at
small ρˆ values, since XOR is not the optimal fusion rule at these values. Lastly, LRT-GA in
Figure 4.3(c) is able to gain advantage from the correlation and use the optimal fusion rule
at any given ρˆ value. As a result of satisfying all the needed conditions.
In the adopted system model, the fusion rule in Case 7 (i.e. LRT) should converge
to one of four possible forms at any given ρˆ, namely: AND, OR, XOR, or ignore one sensor
[76]. In these simulations, Table 4.2 shows the fusion rule that the LRT converged to for the
given ρˆ value in Figure 4.3(c).
ρˆ 0.007 0.4762 0.6881 0.8773 0.9582 0.9876 0.9937 0.9998
LRT X1X2 X1X2 X1X2 X1X2 XOR XNOR XNOR XOR
Table 4.2. Case 7 fusion Vs ρˆ
Note that any fusion rule in Table 4.2 is just a modified version of one of four rules:
AND, OR, XOR, and ignore one sensor. For example, the rule X1X2 is another form of an
AND rule, since we can invert the resulting local decision rules from the GA at both sensors
(i.e. switch the resulting decision regions at each senor). By doing this, the fusion rule
becomes X1X2 which is an AND rule. It is also straight forward to show that the XNOR
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(i.e. the compliment of XOR) rule can be converted to XOR rule by making the appropriate
changes. Based on these results, we can see that the Cases 1-6 do not always provide the
best Pe performance. Hence, the simulations that follow consider the system behavior in
Case 7 only.
Simulations 2: In these simulations, the Pe behavior is studied as the received
signal mean µ increases. The system has the same properties as in Simulations 1 except
for the values of µ1 and µ2, where µ1 = µ2 = µ, and θ = {5, 200} which corresponds to
ρˆ = {0.8773, 0.9998}.
As Figure 4.4(a), the Pe value decreases as the received power at the sensors increases.
This is expected since increasing the signal levels increases the distance between the joint
pdfs of H0 and H1. Hence, the overlapping space between them decreases which results
in more accurate decisions and a reduction in the overall Pe value. We also notice that
the curve corresponding to θ = 200 provide higher Pe values than the curve of θ = 5, this
behavior has been observed in similar simulations provided in [46] and [48] in which the joint
Gaussian pdf was used. This behavior is observed when the received signals have the same
mean, hence, as ρˆ increases, the Pe value increases. This behavior was explained for the
centralized detection for the joint Gaussian pdf in [46]. It is also explained for any joint pdf
in distributed detection systems as ρ → 1 in [48]. Figure 4.4(b) also provide the same Pe
behavior using the Clayton pdf with two different µ values.
Simulations 3: In these simulations, the Pe behavior is studied as P (H1) increases.
The system has the same properties as in Simulations 1 except for the values of µ1 and µ2,
where µ1 = µ2 = 3, and θ = 2 which corresponds to ρˆ = 0.6881.
As it is obvious from the figure, the Pe has its highest value at P (H1) = 0.5 which
is expected since at this prior probability the most uncertainty, on which hypothesis is true,
happens [46, 45, 48].
Simulations 4: In these simulations, we present graphically the fusion rule decision
areas in a scenario of discontiguous local decision areas. Assuming the same system setup
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as in Simulations 1 and choosing θ = 200 and fusion rule to be LRT (i.e. Case 7). With
this system setup, the LRT fusion rule converges to XOR fusion rule. The resulting local
decisions and the XOR fusion rule from the GA are as follows.
X1 = Γ(Z1) =

1, if Z1 ∈ (−∞, 0.213) ∪ (1.9394,∞)
0, if x1 ∈ (0.213, 1.9394)
, (4.12)
X2 = Γ(Z2) =

1, if Z2(−∞, 0.1676) ∪ (1.4135, 2.8495)
0, if x2 ∈ (0.1676, 1.4135) ∪ (2.8495,∞)
, (4.13)
D(X1, X2) =

0, if X1 = X2
1, otherwise
= XOR(X1, X2). (4.14)
All these rules can be visualized together in Figure 4.5. The Z1-axis and Z2-axis
represent Sensor 1’s and Sensor 2’s measurements, respectively. The dark gray spots on the
figure are where the FC decides H0 to be true (i.e. D =“0”), while the light gray spots are
where the FC decides H1 to be true (i.e. D =“1”).
Figure 4.5. Local decision and fusion rules visualization.
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4.5 Conclusion
In this chapter the probability of error behavior of two-sensor distributed detection
system is studied. Several boolean and likelihood ratio test fusion rules are tested assuming
a Clayton copula model. The results show the failure of the boolean functions to achieve the
best performance at any given system setup, while the likelihood ratio test is the only test
that converged to the best fusion rule and achieved the best probability of error performance
at any given system setup. The aim of this chapter is to study Clayton distribution in
distributed detection system and observe the performance in terms of correlation, signal
power, and prior probabilities changes. As our results show, the Clayton distribution has
behavior similar to the Gaussian distribution considered in earlier chapters.
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CHAPTER 5
Generous Throughput Oriented MAC Protocol for Infra-structured WiFi Networks
Due to the random channel assignment, the IEEE 802.11 medium access control
(MAC) protocol often suffers from severe network throughput degradation. Although some
proposals in the literature tried to solve this problem, most of them are either of high
complexity or based on some rigid or unrealistic assumptions. This chapter presents an
efficient throughput oriented protocol, which is characterized by its simplicity and compliance
to infra-structured IEEE 802.11 networks. The core idea of this novel MAC protocol comes
from its channel assignment mechanism, which chooses the frequency channel that is just
good enough to maximize the number of served users per access point (AP) and leaves the
over-qualified channels to other APs that may be in need for using them. Unlike other
proposed methods which aimed to solve the problem while ignoring some important network
factors (e.g. out-of-system interference, the random AP deployment in reality, APs being
owned by multiple networks, etc.), the proposed MAC protocol takes these factors into
consideration. The proposed MAC protocol is compared to the Random, the Greedy, and
the CACAO1 channel assignment based IEEE 802.11 MAC protocols. The results show a
remarkable throughput and fairness improvement of the proposed protocol while reserving
simplicity and realism.
5.1 Introduction
5.1.1 Motivation
Due to the convenience installation and use, WiFi networks have gained a huge popu-
larity. The main reason behind this is the use of the free open ISM (Industrial, Scientific, and
1 CACAO: Distributed client assisted channel assignment optimization for uncoordinated WLANs, [80].
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Medical) frequency band for communication. The two main problems of this band are being
a very confined band and suffering from the interference coming from other systems that
use the same band (e.g. cordless phones, Bluetooth, microwave ovens, etc.) [56]. Because
of these problems and the fact of the exponential increase of the WiFi network users [12],
an efficient WiFi MAC protocol with wise frequency channel assignment1 mechanism is thus
demanded in order to maximize the network throughput and accommodate as many network
users as possible. However, in the current IEEE 802.11 protocol series, there is no consid-
eration for these problems as the assignment for the frequency channels per AP is totally
random, [1, 2, 3], (i.e., Random channel assignment mechanism), which can significantly
reduce the network throughput performance. On the other hand, the literature contains a
number of WiFi MAC protocols that attempted to solve the randomness caused problem in
the IEEE 802.11 channel assignment. The authors in [62] attempted to solve the problem
by choosing the channel with the least co-channel interference. This is often referred to as
a Greedy channel assignment, which may lead to poor performance in terms of fairness and
aggregated network throughput. The work in [81] and [33] solved the problem under the
assumption of full control on APs’ positions. This assumption, however, contradicts the ran-
dom deployment nature of the WiFi networks in general. In [81, 33, 55, 35, 14], the authors
proposed a solution that assumes active collaborations between the APs. This assumption
may not always hold in reality, since the APs are often owned by different administrators.
This solution also requires high overhead. In addition, the work in [6, 81, 33], and [80] ig-
nores the out-of-system interference. Such interference can degrade the network performance
immensely. Hence, any reliable solution should take such factors into consideration.
This chapter proposes a new channel assignment mechanism called “Generous Through-
put Oriented Channel Assignment” (GTCA) that can outperform both the Random and the
Greedy channel assignments in terms of throughput. We illustrate the core idea behind the
proposed GTCA channel assignment and its potential by a simple example given in Fig.
1 In this chapter, the terms of channel assignment and frequency channel assignments are used inter-
changeably.
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(a) WiFi System Model. (b) SINR-Data rate relation.
Figure 5.1. WiFi model example and its SINR-Data rate relation.
5.1(a), which consists of two APs with two channels. This example is used to demonstrate
the throughput performance of the Random, the Greedy, and the GTCA channel assignment
mechanisms.
1) Random channel assignment: Fig. 5.1(a) reveals the inefficiency of this chan-
nel assignment in terms of maximizing the network throughput. An obvious scenario is to
have the two APs in the same vicinity while operating on the same channel. Hence, the two
APs totally interfere with each other and can not transmit simultaneously. This results in a
huge reduction in the network throughput, which will be shown in Section 5.5.
2) Greedy channel assignment: This channel assignment chooses the channel
that has the highest signal-to-interference-and-noise ratio (SINR) among all the channels
supported by the system. Since the relation of the SINR and data rate is a staircase function
in IEEE 802.11, both APs (in Fig. 5.1(a)) use the staircase SINR-Data rate relation shown
in Fig. 5.1(b).
If there are only two channels (channel 1 and channel 2) for the APs to choose from
and AP1 (AP2) senses 7dB (6.5dB) SINR on channel 1 and 3dB (4dB) on channel 2; then
if AP1 wants to transmit a pdf file that needs roughly 1Mbps data rate and AP2 needs to
transmit a high definition (HD) video that needs roughly 5Mbps data rate, then by using
the Greedy channel assignment, if AP1 gets its transmission first, it will choose channel 1 for
its transmission, since it has the highest SINR. According to Fig. 5.1(b), when the SINR is
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7dB, then this provides a 6Mbps data rate which is more than enough for AP1 that needs
just 1Mbps. Based on this, if AP2 needs to transmit its HD video, the only channel option
left is channel 2. Since the SINR sensed on channel 2 by AP2 is 4dB, then the supported
data rate is only 1Mbps. This data rate is not sufficient for AP2 to complete its transmission.
Therefore, the total throughput in this example is 1Mbps and the total blocked throughput
is 5Mbps. This means only 17% of the possible throughput for transmission is transmitted
while the rest is blocked. Next we show how the GTCA makes a complete transmission for
the possible throughput in this example.
3) Generous throughput oriented channel assignment (GTCA): The basic
idea behind this channel assignment is to let the AP choose the channel that has the lowest
SINR but meets the needed rate. For clarity, let us look at the same aforementioned example
of the Greedy channel assignment. According to GTCA, if AP1 gets the transmission request
before AP2, then it chooses the channel that has the smallest SINR but satisfies its needed
rate, which is channel 2 that has 3dB SINR. The rate supported by channel 2 is 1Mbps,
which is enough for AP1 that needs 1Mbps. If AP2 wants to transmit, then it can use
channel 1, since it is not being used by AP1. Because the rate supported by channel 1 is
6Mbps (since AP2 can sense 6.5dB SINR on this channel), then it satisfies the needed rate by
AP2 (5Mbps). The total throughput here is (1+5)=6Mbps, and the total blocked throughput
is 0Mbps. Therefore, using GTCA, the utilization of the possible throughput is 100% with
an improvement equals to 83% compared to the Greedy channel assignment for this specific
example. This example shows the reason behind the name “Generous”, where the AP leaves
the over-qualified channels for other APs that may be in need for higher data rates provided
by these channels. As a result, this can increase the overall network throughput, which
makes this channel assignment “Throughput oriented”.
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5.1.2 Related Work
In the literature, there are some works proposed to tackle the Random channel assign-
ment problem of the IEEE 802.11 protocol. In [81], the authors used the Shannon capacity
maximization to calculate the optimal number of APs in a given area (i.e., the density of
APs) under the condition of worst case scenario when all APs have the same frequency chan-
nel. The main assumption there is the regular (i.e., not random) deployment of APs in the
area. Then they derived a mixed integer linear programming (MILP) problem formulation
to assign a channel for each AP in the network. The assigned channels are taken from a pool
of partially overlapping channels while having the objective of minimizing the total network
interference. The authors found their MILP problem to be an NP-complete problem. To
solve this problem optimally, the authors considered the interference coming only from the
closest three tiers of interfering APs. The authors provided a two-phase algorithm to solve
this problem formulation. This algorithm first calculates the optimal number of APs in a
given area while all APs have the same channel. Then this algorithm provides the optimal
channel assignment for the given regular AP deployment.
In [33], the authors provided a solution for the channel assignment problem by max-
imizing the minimum distance between the APs. It was shown that the minimum distance
happens when the APs operate on the same channel. Depending on this, maximizing the
minimum distance guarantees maximizing the distance for any other combination of chan-
nel assignments and thus minimizing the inter-cell interference. The authors formulated
their problem as an MILP problem and solved it using the free-ware optimization solver
“LP-SOLVE” in [16].
In [68], the authors considered the problem of having out-of-system devices. The
authors used their previously proposed idea of dynamic channel assignment (DCA) for the
the APs. In this DCA, the APs make periodic measurements for the amount of interference
they experience on all channels. Then each AP lists the channels in increasing order according
to the corresponding interference value observed. After that, the AP simply chooses the
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channel with the least level of interference. The authors of [68] used this idea of DCA with
the modification that the AP uses the second least interference valued channel instead of the
least one to address the problem of the increased number of users in the system.
In [55], the authors took the problem of inter-cell interference into consideration. Such
a problem can severely reduce system efficiency. Hence, the authors proposed a centralized
channel allocation scheme for the IEEE 802.11 WiFi networks. According to this, all the
APs are managed by a centralized controller (CC) through a control channel. The APs scan
the system’s channels and measure the utilization on each one of them (i.e., the number
of APs operating on each channel). Then each AP sends its measurement to the CC to
make the channel assignment. The authors formulated this channel assignment as finding
the maximum weight matching on bipartite graph. The Hungarian method [51] is used to
solve such optimization problems.
5.1.3 Contribution and Comparison
This chapter proposes a new IEEE 802.11 based MAC protocol for infra-structured
WiFi networks. Through the rest of this chapter, this MAC protocol is called “Generous
Throughput Oriented MAC protocol” (GT-MAC), which takes the GTCA as its frequency
channel assignment mechanism to address the problem of using the Random frequency chan-
nel assignment. The main attractive features of the GT-MAC and its GTCA, along with a
comparison to some of the proposed solutions in the literature, are listed below.
• Dynamic and fully automated channel assignment with no need for human interaction,
unlike the currently used in IEEE 802.11 [1, 2, 3, 4].
• Negligible channel assignment overhead compared to [81, 33, 35, 80]. In fact this overhead
is, at worst, double that in the current IEEE 802.11 standard in terms of the transmitted
control packets number.
• The GTCA is a generous (non-greedy) channel selection mechanism and throughput ori-
ented, since it allows other APs to use the over-qualified channels for their transmissions,
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unlike the greedy methods that use the best available channel for transmission (e.g. [62],
[9]).
• No restrictions on the positions or density of the APs in a given area, which is not con-
sidered in some of the previously proposed works (e.g. [81, 33]).
• No need for active collaborations between the APs. Unlike [35], using passive learning is
sufficient to fulfill the channel assignment process.
• No need for power control, since this assignment mechanism uses a fixed power level, as
in the IEEE 802.11 standards.
• Highly compatible with the IEEE 802.11. GT-MAC can be obtained with only small
changes on the existing IEEE 802.11 standards.
• No need for the APs to be owned by the same administrator (unlike [81, 33, 55, 14]). The
possibility of having different administrators can still be valid, and the GT-MAC can fully
operate. This is due to the lack of the assumption on the direct connectivity between the
APs.
• The GT-MAC also takes into account the out-of-system interference, [14], which is not
considered in some of the previously proposed works (e.g. [6, 81, 33, 80]).
• High level of interference protection for the first and second tier neighboring APs.
• GTCA is formulated as an optimization problem, and a solution algorithm is provided
that can solve this optimization problem optimally in linear time.
5.2 Network Model and Problem Statment
5.2.1 WiFi General System Model
The current WiFi systems are very similar to the demonstration in Fig. 5.1(a), which
consists of a number of different APs. Each one of them represents a cell. Within each cell
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there are multiple users that can communicate with each other on a MAC (medium access
protocol) layer level through the AP. In this system there is no communication between the
APs on the MAC layer level, which can escalate the problem of inter-cell interference, [55]
(i.e., the interference between different cells). Accordingly, the current 802.11 MAC protocols
should be modified to address this issue. In a specific geographical area, we consider a WiFi
network that consists of N randomly deployed APs, given in the set AP = {APi; i =
1, . . . , N} that coexist with M out-of-system devices (OSDs), given in the set OSD =
{OSDm;m = 1, . . . ,M}. The OSDs are devices that use the same unlicensed band for other
applications than WiFi. Hence, it is very important to consider the impact of these randomly
deployed devices on the network performance. Each APi has a set of randomly distributed
active users (AUs) within a circle of the radius rMax around APi. These AUs of APi are given
by the set AU i = {AUj,i; j = 1, . . . , Ki} ,∀i ∈ {1, . . . , N}, where Ki is the total number
of the AUs that need to be served by APi. Note that Ki ≤ KMax,∀i ∈ {1, . . . , N}, where
KMax is the maximum number of AUs that can be supported by any AP in the system
simultaneously. The set of the frequency channels that can be used by the system is defined
as C = {Cq; q = 1, . . . , c}, where c is the total number of frequency channels in the system.
5.2.2 Problem Statement
It is assumed that each AP keeps sending Beacon packets to share its basic information
(e.g. AP identification (ID), its current channel of operation and the first tier neighboring
AP channel list), and to keep the connectivity with its users. It is also assumed that an
AP and its AUs share their needed transmission information (e.g. the needed data rate, the
targeted receiver ID and interference and noise (IN) level on each channel) through control
packets (i.e., send request to send [RTS] packets and receive clear to send [CTS] packets) on
the current channel of operation within a specified time access window (AW) that is divided
into a specific number of time slots (TSs). Each TS is accessed by the AP or one of its
AUs using the CSMA/CA (Carrier Sense Multiple Access with Collision Avoidance) access
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strategy. After the channel assignment, the AP sends one beacon packet on the current
channel to all of its AUs to inform them about the new channel assignment and which of
them can and can not transmit. A detailed explanation of the proposed GT-MAC protocol
is presented in Section 5.4.
For the channel assignment, each APi listens to the neighboring (first tier) AP beacons
and then divides the set C into three mutually exclusive sets (i.e., Cfi ,Csi and Cni ). In
particular, Cfi = {Cf,qi ; q = 1, . . . , cfi } and Csi = {Cs,qi ; q = 1, . . . , csi} are the sets of the first
and second tier neighboring APs’ channels of APi, respectively. Where c
f
i and c
s
i are the total
number of channels in Cfi and Csi , respectively, at a given moment, ∀i = 1, . . . , N . Note that
the set Csi may contain the channels that are in the sets Cfj ; j 6= i, j = 1, . . . , N but not in
the set Cfi , and APj must be a first tier neighbor to APi. The set Cni = {Cn,qi ; q = 1, . . . , cni }
contains the channels that are in C but not in Cfi ∪ Csi , where cni is the total number of
channels in this set. Note that the superscripts f, s, and n refer to the words: first, second,
and neither, respectively. At any given moment cfi + c
s
i + c
n
i = c,∀i = 1, . . . , N .
At a given moment, each APi senses the IN on each channel in the system and
constructs three corresponding sets. These sets are Ifi = {If,qi ; q = 1, . . . , cfi },Isi = {Is,qi ; q =
1, . . . , csi}, and Ini = {In,qi ; q = 1, . . . , cni }, where these sets contain the corresponding IN
value at APi on each channel in the sets Cfi ,Csi , and Cni , respectively, ∀i = 1, . . . , N . On the
other hand, the sets of the IN values at AUj,i on each channel in Cfi ,Csi , and Cni are given by
If(j,i) = {If,qj,i ; q = 1, . . . , cfi }, Is(j,i) = {Is,qj,i ; q = 1, . . . , csi}, and In(j,i) = {In,qj,i ; q = 1, . . . , cni },
respectively, ∀j = 1, . . . , Ki; i = 1, . . . , N . Note that AUj,i does not actually know the sets
Cfi ,Csi , and Cni . So that, it just senses the IN on all channels and send these values to APi
(ordered according to their corresponding channel’s indexes). Then the AP just categorize
these IN values into the sets If(j,i), Is(j,i), and In(j,i) according to their channel’s indexes and
its place in the sets Cfi ,Csi , and Cni . For simplicity, it can be said that AUj,i sends If(j,i), Is(j,i),
and In(j,i) to APi.
Each AU−APi connection needs a specific data rate value to fulfill its transmission.
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These data rate values of APi’s AUs are given by the set Ri = {Rj,i; j = 1, . . . , Ki},∀i =
1, . . . , N . The adopted propagation model is the simplified path loss model, [37]. The average
received signal power according to this propagation model is given by the relation
Pr(d) = Pt
(λ2GtGr
(4pi)2d20
)(d0
d
)α
, (5.1)
where Pr(d) is the average received signal power at distance d from the transmitter, Pt is
the transmitted power, λ is the wavelength of the used frequency, Gt is the transmitter gain,
Gr is the receiver gain, d0 is the reference distance that is between 1m to 10m for the indoor
environment, and α is the pathloss exponent which is approximately 3.5 for the same floor
indoor environment, [37].
Using the simplified pathloss model, the sets Pf(j,i) = {P f,qj,i ; q = 1, . . . , cfi }, Ps(j,i) =
{P s,qj,i ; q = 1, . . . , csi}, and Pn(j,i) = {P n,qj,i ; q = 1, . . . , cni } are defined as the sets that represent
the received power at APi (or AUj,i) from AUj,i (or APi) on each channel from the sets
Cfi ,Csi , and Cni , ∀j = 1, . . . , Ki,∀i = 1, . . . , N .
The SINR at APi on the channels C
f,q
i , C
s,q
i , and C
n,q
i from AUj,i can be calculated as
P f,qj,i
If,qi
,
P s,qj,i
Is,qi
, and
Pn,qj,i
In,qi
, respectively. On the other hand, the SINR at AUj,i on the channels C
f,q
i ,
Cs,qi , and C
n,q
i from APi can be calculated as
P f,qj,i
If,qj,i
,
P s,qj,i
Is,qj,i
, and
Pn,qj,i
In,qj,i
, respectively. By defining the
SINR-Data rate relation, Rate = f(S), where S is the SINR on a given frequency channel,
and Rate is the associated data rate value according to the function f(·) (e.g., the staircase
SINR-Data rate relation shown in Fig. 5.1(b)). Using this SINR-Data rate relation, we can
define the sets that represent the actual data rate supported by the channels Cf,qi , C
s,q
i , and
Cn,qi between AUj,i and APi as Rf(j,i) = {Rf,qj,i = f
(
min(
P f,qj,i
If,qi
,
P f,qj,i
If,qj,i
)
)
; q = 1, . . . , cfi }, Rs(j,i) =
{Rs,qj,i = f
(
min(
P s,qj,i
Is,qi
,
P s,qj,i
Is,qj,i
)
)
; q = 1, . . . , csi}, and Rn(j,i) = {Rn,qj,i = f
(
min(
Pn,qj,i
In,qi
,
Pn,qj,i
In,qj,i
)
)
; q =
1, . . . , cni }, ∀j = 1, . . . , Ki,∀i = 1, . . . , N . Each APi can use only one channel Chi ∈ {Cfi ∪
Csi ∪ Cni } to serve its users. Chi provides an actual rate RChij,i between AUj,i and APi, where
RChij,i ∈ {Rf(j,i) ∪Rs(j,i) ∪Rn(j,i)}. According to this, we want to define the variable Xj,i as
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follows:
Xj,i =

1 , if RChij,i ≥ Rj,i
0 , otherwise
,
where if Xj,i = 1 (or 0), this means that by choosing the channel Chi at APi, the AUj,i can
(or cannot) be served by APi on Chi. It is important to define another type of variables as
follows:
cr,qi =

1 , if Chi = C
r,q
i
0 , otherwise
,∀r ∈ {f, s, n}.
Table 5.1 summarizes these important notations.
5.3 Problem Formulation and Channel Assignment Solution
The objective function: This is a distributed system where each AP updates its
channel selection only via passive sensing. The main objective at APi is to find the channel
with the maximum number of served AUs while having the highest IN value. To protect
neighbors from APi’s interference, this channel should be chosen from the set Cni . If this is
not possible, then it should be chosen from the set Csi , and if this is not possible, then it
should be chosen from the set Cfi ; otherwise, all transmissions are blocked at APi. Note that
the set Cni has higher priority over both sets Csi and Cfi for the chosen channel to be taken
from. Also, the set Csi has higher priority over the set Cfi .
The problem formulation at APi can be derived as a three-stage optimization problem
as given below:
Stage 1:
max
Chi∈Cni
{
A1
Ki∑
j=1
Xj,i +
cni∑
q=1
In,qi × cn,qi
}
(5.2)
s.t.
• ∑cniq=1 cn,qi ≤ 1; (exclusivity/blocking constraint)
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• cn,qi =

1 , if Chi = C
n,q
i
0 , otherwise
, ∀q = 1, . . . , cni
• Xj,i =

1, if Rj,i ≤
∑cni
q=1R
n,q
j,i × cn,qi
0, otherwise
, ∀j = 1, . . . , Ki
• Rn,qj,i = f
(
min(
Pn,qj,i
In,qi
,
Pn,qj,i
In,qj,i
)
)
; q = 1, . . . , cni ,∀j = 1, . . . , Ki;
where A1 = c
n
i ×max(Ini ). Note that A1 is treated as a very large number, where it plays
a vital role in biasing the first stage optimization toward maximizing the number of AUs at
APi, which is the main objective (since maximizing the number of served AUs and having
the maximum IN value are contradicting objectives). At this stage, APi finds the channel
from the set Cni that maximizes the number of served AUs while having the maximum IN
value at APi among all other channels from the same set. If the first stage is not successful in
finding a channel that serves at least one AU from the AUs of APi, the optimization process
goes to the second stage.
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Symbol Definition
AP Set of all APs
OSD Set of all OSDs
AU i Set of all AUs of APi
Cfi Set of first tier neighbors’ channels of APi
Csi Set of the second tier neighbors’ channels of APi
Cni Set of the channels not in Cfi or in Csi of APi
Ifi Set of IN values on each channel in Cfi at APi
Isi Set of IN values on each channel in Csi at APi
Ini Set of IN values on each channel in Cni at APi
If(j,i) Set of IN values on each channel in Cfi at AUj,i
Is(j,i) Set of IN values on each channel in Csi at AUj,i
In(j,i) Set of IN values on each channel in Cni at AUj,i
Ri Set of needed rates by each AU−APi connection
Pf(j,i) Received power set at APi on Cfi channels from AUj,i
Ps(j,i) Received power set at APi on Csi channels from AUj,i
Pn(j,i) Received power set at APi on Cni channels from AUj,i
Rf(j,i) Actual rate set on channels Cfi between AUj,i and APi
Rs(j,i) Actual rate set on channels Csi between AUj,i and APi
Rn(j,i) Actual rate set on channels Cni between AUj,i and APi
Chi The chosen channel for transmission at APi
Table 5.1. Notations summary
Stage 2: The optimization problem at Stage 2 is similar to the one in Stage 1 but
the superscript changes from “n” to “s”, since the need is to assign the channels from set Csi
instead of Cni . Note that A1 should be replaced by A2 = csi ×max(Isi ). If the second stage
is not successful in finding a channel that serves at least one AU from the AUs of APi, the
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optimization process goes to the third stage.
Stage 3: The optimization problem at Stage 3 is similar to the one in Stage 1 but
the superscript changes from “n” to “f”, since the need is to assign the channel from set
Cfi instead of Cni . Note that A1 should be replaced by A3 = cfi × max(Ifi ). Finally, if the
third stage is not successful in finding a channel that serves at least one AU from the AUs
of APi, the optimization process terminates and reports the blocking of all AUs (i.e., there
is no chosen channel and
∑cni
q=1 c
n,q
i +
∑csi
q=1 c
s,q
i +
∑cfi
q=1 c
f,q
i = 0).
Since the total number of supported channels (c) by the system is small (e.g. 11
channels) and the number of AUs per AP is usually small, then this optimization problem
can be solved optimally as in Algorithm 1, where steps 10 to 22 represent its core idea.
These steps scan all the channels, in the set Cni , and pick the channel that can support the
maximum possible number of AUs. If more than one channel is able to support the same
maximum number, then the selection is for the one with the highest IN value (i.e., steps 16
to 21). An AU is assumed to be supported by a given channel if its Rj,i is less than or equal
to Rn,qj,i (i.e., step 13 and 14).
Remark. Algorithm 1 is able to find the optimal channel assignment at APi in linear time
with complexity O(Ki).
At the worst scenario, APi checks all frequency channels supported by the system (i.e.,
c channels). Without loss of generality, it can be assumed that all the frequency channels are
in the set Cni (i.e., cni = c). Hence, for each channel, the algorithm checks the transmission
possibility for each AU of APi (i.e., all Ki AUs); consequently, the worst time complexity is
O(cKi). But the value of c in the WiFi system is a small constant. This makes the time
complexity of Algorithm 1 O(Ki). With this time complexity, Algorithm 1 is able to find
the optimal channel assignment in linear time, where the optimal channel assignment is for
the channel that can serve the maximum number of the AUs from AU i and has the highest
IN value among the channels that can support the same number of AUs.
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Algorithm 2 APi GTCA channel assignment pseudo code
1: Inputs:
2: AU i, Ki, Ri, Cfi , Csi , Cni , Ifi , Isi , Ini , If(j,i), Is(j,i), In(j,i)∀j
3: Generate:
4: Pf(j,i), Ps(j,i), Pn(j,i), Rf(j,i), Rs(j,i), Rn(j,i) ∀j
5: Initialization:
6: Let the number of served AUs (NSAU)←0 and assume a variable NSAUOld ← 0
7: Let Chi ← V oid
8: Assume a variables I ← −∞ and IOld ← −∞
9: procedure Channel assignment
10: for (q ← 1 to cni ) do
11: I ← In,qi
12: for (j ← 1 to Ki) do
13: if (Rj,i ≤ Rn,qj,i ) then NSAU ← NSAU + 1
14: end if
15: end for
16: if (NSAU > NSAUOld) or ((NSAU = NSAUOld) and (I > IOld)) then
17: IOld ← I
18: NSAUOld ← NSAU
19: if (NSAU > 0) then Chi ← Cn,qi
20: end if
21: end if
22: end for
23: if (NSAU = 0) then
24: Replace the superscript “n” by “s” and repeat steps 10-22
25: end if
26: if (NSAU = 0) then
27: Replace the superscript “n” by “f” and repeat steps 10-22
28: end if
29: if (NSAU = 0) then
30: All transmissions at APi are blocked and Chi ← V oid
31: end if
32: end procedure
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5.4 Channel Access Protocol
This section presents the GT-MAC protocol, which is a new MAC protocol based
on the infra-structure based IEEE 802.11 MAC protocol. This MAC protocol uses the
GTCA channel assignment mechanism described previously, instead of the random channel
assignment used in the current IEEE 802.11 protocol. Since the GT-MAC is based on the
IEEE 802.11 protocol, it inherits the following features:
1. There is no dedicated communication between the APs.
2. Each AP keeps broadcasting beacons on its currently specified channel using a fixed power
level. These beacons contain information about the AP such as the network identification
(ID) (i.e., SSID).
3. Each user scans the WiFi frequency spectrum and picks the authorizing AP that has the
best signal strength.
4. The use of a staircase Data Rate-SINR relationship.
To overcome the limitation of the Random channel assignment in the current IEEE
802.11, the proposed GT-MAC protocol must have the following features to achieve this
goal.
1. The channel assignment is fully automated.
2. The chosen channel should not disturb the transmissions of the neighboring APs as much
as possible.
3. The chosen channel must satisfy the needed AU-AP link data rate.
4. The channel assignment must not choose the best channel, but just the channel that
satisfies the needed rate by the AU-AP transmissions.
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Figure 5.2. Beaconing Mode.
5.4.1 GT-MAC Operation
In the GT-MAC protocol, there are two modes of operation for the AP: The Beaconing
mode and the Date transmission mode.
1- Beaconing Mode: Fig. 5.2 describes the packet transmission operation of this
mode.
Fig. 5.2 in this mode shows that APi keeps sending beacon packets (beacons) to
its users to keep the connectivity and to inform its first tier neighbors about its first tier
AP neighbors’ ID list (FHID) and their channels of operation (i.e., Cfi ). Note that this
kind of information sharing is not considered direct communication between the APs, since
there is no back and forth packet transfer between specified (transmitter and receiver) APs.
The transmitter AP is just broadcasting its information, and the receiver APs are using
the passive learning to acquire this information. Also note that the GT-MAC requires the
addition of the FHID and Cfi lists to the beacon of APi, unlike the 802.11 that lacks this kind
of information. The added overhead, because of these lists, can be considered negligible, since
such information has small bit-size. The time between two consecutive beacons is known
as the “beacon interval” (BI). The value of BI is configurable and it is usually 100 ms in
practice, [54]. From Fig. 5.2, the “channel interval” (CI) is a new configurable parameter that
represents the number of beacons that must be transmitted on the current channel before
switching to the new channel using GTCA. Just before the last beacon in the current channel
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interval, the AP makes a spectrum scan and runs the GTCA channel assignment mechanism
to find its next beaconing channel. The spectrum scan is also important in updating the
FHID and second tier neighbor ID list (SHID) of APi. After that, the AP broadcasts its next
beaconing channel along with its FHID and Cfi on the last beacon of the current beaconing
channel, then starts a new CI on the next beaconing channel. Furthermore, all the AUs, of
this AP, also move to this new beaconing channel.
Remarks:
• It is possible to have the next beaconing channel be the same as the current beaconing
channel.
• Each beacon has a 1-bit field called BM . If BM = 1, then this informs the AUs of the
AP that the system is on the beaconing mode. But if BM = 0, then this indicates that
the operation switched to data transmission mode.
2- Data Transmission Mode: This mode is described by a simple example shown
in Fig. 5.3. This figure shows a random time snapshot from the network operation. This
snapshot starts with a beacon from APi at time t1 with BM = 1, to indicate that the AP cell
is on the beaconing mode. Then at a random time t2, between t1 and t1 +BI (i.e. the next
scheduled beaconing time), AU2,i gets some data to transmit to APi. As such, AU2,i senses
the power on the currently used beaconing channel (i.e., Ch
′
) and finds it clear. Hence,
AU2,i starts a random back-off counter to compete on the channel. Then the counter ends,
which allows AU2,i to send an RTS packet to APi. On its turn, APi responds to AU2,i with a
CTS packet. This handshaking process (i.e., the RTS-CTS control packets exchange) starts
a time AW that contains T TSs ({TS1, . . . , TST}). Each TS has two time periods for the
RTS-CTS exchange. Note that the first TS (i.e., TS1) is used by the transmitter that first
initiated the AW (here it is AU2,i).
At t4 (the starting time of TS2), APi has some data to transmit to AU1,i. Hence, it
competes like any other device in the network on TS2 by starting a random back-off counter.
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Since its timer finishes first, it gets the right to use TS2. The figure shows that APi wins
TS2, and it sends an RTS to AU1,i, which sends back a CTS at the second period of TS2.
This competition on the frequency channel Ch
′
keeps going between the AUs and the AP to
the rest of the TSs in the AW, where the last TS ends at time t9.
The RTS and CTS packets from the AP contains the AP ID (i.e., APi), the AU ID
(i.e., AUj,i), FHID and their channels (i.e., Cfi ), and the needed rate for transmission Rj,i.
The AU RTS and CTS packets contain AUj,i, APi, Rj,i, and list of the IN value on each
channel in the system (i.e., the set If(j,i) ∪ Is(j,i) ∪ In(j,i)). This extra information added to
the RTS and CTS also has a negligible effect on the overhead because of its small bit-size.
After getting all the pieces of information about the needed transmissions, APi runs
the GTCA channel assignment (Algorithm 1) and chooses the channel that satisfies the
optimization problem. Note that the handshaking process is also important, because it
allows the AP to sense the received power from the AU and to estimate the power received
at AU. Hence, building the sets Pf(j,i), Ps(j,i), and Pn(j,i) as described previously.
After deciding Chi, APi sends in a special beacon the transmissions that are allowed
to proceed and the transmissions that are blocked, according to the result from Algorithm
1. This beacon has the bit BM = 0 to indicate that the beaconing mode ended and the
data transmission mode started. This beacon contains APi ID, the ID list of the AUs, which
transmissions are allowed to proceed, FHID of APi, Chi (Chi = Ch
′′
in our example), and
Cfi . Note that all of these operations happen on the old channel (i.e., on Ch′). After this,
APi and its AUs move their frequency of operation to the new channel (i.e., Ch
′′
) and start
the data transmission mode.
After the end of data transmission mode, the AP senses all the channels again and
updates its FHID list, Cfi , its SHID, Csi , Cni , Ifi , Isi , and Ini . Then APi makes a channel
assignment using Algorithm 1 to find the next value of Chi that satisfies its next operation
(which is the beaconing mode), then it sends a beacon (that contains the new value of Chi)
on the current channel (i.e., Ch
′′
) with BM = 1 to indicate the start of the beaconing mode
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and the end of the transmission mode. After this, the AP and all of its AUs move their
operation frequency to the new channel specified in this beacon.
Note that in the data transmission mode the AP and the AUs use the CSMA/CA
before sending their data packets. This is important mainly to prevent the collision with the
surrounding cells that may use the same channel. Using the CSMA/CA in the data mode
makes the GT-MAC control packet overhead (at the worst case) double the overhead of the
IEEE 802.11. This is because the RTS-CTS exchange is needed on the AW and the data
transmission mode. The worst case (in terms of overhead) happens when all the requested
transmissions are approved by the AP.
On the data transmission mode, the BM value is 0, which means neither the AP nor
any of its AUs can start an AW and only the approved transmissions can use the chosen
channel until BM changes to 1.
It is assumed in this MAC protocol that the beaconing operation requires the least
data rate provided by the system, since it is all about transmitting the control packets (i.e.,
beacon, RTS and CTS packets). This assumption is very important in identifying the next
beaconing channel.
5.4.2 Knowing the second tier neighbors (SHID list)
The APs know their second tier neighbors by listening to the announcements from
other APs. For example, if AP1 has AP2 as its first tier neighbor, then when AP2 announces
AP3 as one of its first tier neighbors, AP1 knows that AP3 is a second tier neighbor. This
idea has been used previously in the literature, as in [8], and [31]. The consideration of
second tier neighbors is important to protect the AUs at the cell edge from experiencing
interference from their AP’s second tier neighbors.
5.4.3 GT-MAC scalability and deciding the beaconing channel at the system setup
If a new AP (e.g. APi) is deployed in the vicinity of already existing APs, then APi
starts its operation by scanning the spectrum. Since APi is at its first instant of operation,
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it has no information about its AUs (i.e., the If(j,i) ∪ Is(j,i) ∪ In(j,i),∀j = 1, . . . , Ki and how
far away they are), then Algorithm 1 can not be used because of the lack of information.
As such, APi senses the spectrum to build the Cfi , Csi , Cni , Ifi , Isi and Ini . After that, APi
sends its first beacon on the best channel (i.e., the one with the least IN value) from the set
Cni . This beacon is called the recognition beacon (RB), and it is used to let the AUs and
other APs know about the setup of APi. The RB contains the ID of the AP and a request
to the AUs to send their information (i.e., If(j,i) ∪ Is(j,i) ∪ In(j,i),∀j = 1, . . . , Ki) to the AP.
The RB also contains the number of TSs (i.e., T ) per AW. After sending the RB, an AW
opens with T TSs. Then the AUs compete on each TS in order to send their information to
the AP. It is worth mentioning that each of these TSs contains only one time period. This
time period is used to send the RTS packet from the AU to the AP with no need for a CTS
back, since the AP is only collecting information.
Remarks: The values of the BI, CI, and T depend on the network dynamics, and
it is more efficient to automate their values. However, in this work they are left to be user
defined parameters. This is because changing them dynamically may jeopardize the speed of
the protocol convergence. As part of our future work, we will work on how to automate the
change of the BI, CI, and T while having a marginally negative effect on the protocol speed.
Our future work may also contain a collaborative channel assignment between the APs,
related to the same administrative entity, and how they interact with other AP clusters for a
better throughput enhancement. Another interesting aspect to be considered is to provide a
mechanism to limit the effect of compromised AUs that ask for data rates higher than what
they really need.
5.5 Performance Evaluation
5.5.1 Simulation Setup
We consider N APs deployed randomly in a 200m × 200m area. These APs coexist
with M OSDs. Each APi has Ki AUs with randomly generated positions in its coverage
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Figure 5.3. Time snapshot of the data transmission mode.
area. The coverage area for all APs is determined by the maximum radius rMax, which is
the maximum distance from the AP where the AUs are still be able to receive from it (i.e.,
the AP). rMax can be calculated using Equation (5.1), the value of the shortest wavelength
used in the system, and µ∗, which is the SINR threshold of the device. The performance
comparison is made between the GT-MAC, the Greedy [68], the Random [4], and the CACAO
[80] channel assignment based MAC protocols1. The CACAO is a simple, distributed and
scalable channel assignment with a novel idea of predicting the future interference levels. By
using the CACAO, the AP chooses the channel with the least predicted future interference.
The interference level is predicted on a given channel by summing all the current sensed
data-rates (by the AP’s cell) from other cells on this channel with the future needed data
rates of the AP’s cell. The main limitation of this channel assignment, however, is the
ignoring of the current interference between the AP cells and the interference coming from
1 As aforementioned, other recent works often use very specific models, such as assuming a centralized
controller or active collaborations among APs. Therefore, for fair comparison, we choose the CACAO channel
assignment based MAC protocol, which is one of the most recent works that use a general comprehensive
system model similar to ours.
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(a) AANT Vs N . (b) ABNT Vs N . (c) FI Vs N .
Figure 5.4. M = 10,KMax = 5,c = 11.
(a) AANT Vs M . (b) ABNT Vs M . (c) FI Vs M .
Figure 5.5. N = 10, KMax = 5, c = 11
the OSDs. This limitation may cause the CACAO not to perform well when there are OSDs
interfering with the system, as shown in later results. Considering the current interference
from other AP cells and OSDs is crucial, since there is no connection between the APs, each
AP and its AUs know the data rates of other AP cells from passive learning. Then if the
current interference from other AP cells and OSDs is very high, the AP and its AUs are not
able to read the received signals (from these cells) and know their data rates. Therefore, the
predicted future interference, on a channel with interference higher than the threshold may
be considered zero while in reality it has a high level of interference. As a result, the AP
may choose this channel for transmission (since it has zero predicted interference according
to the CACAO), which makes the problem even worse.
The performance analysis is conducted using the MATLABr simulations while using
the overall network throughput and Jain’s fairness index (FI) [43] as the main metrics.
The presented results are based on the use of the staircase SINR-Data rate relation of
the IEEE 802.11n (given in Table 5.2), the 2.4GHz band (using the 5GHz is optional in the
IEEE 802.11n), −90dBm average noise power, Gt = Gr = 1dB, µ∗ = 20dB, Pt = 12dBm,
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(a) AANT Vs R
′
. (b) ABNT Vs R
′
. (c) FI Vs R
′
.
Figure 5.6. N = 10, M = 10, KMax = 5, c = 11
(a) AANT Vs KMax. (b) ABNT Vs KMax. (c) FI Vs KMax.
Figure 5.7. N = 10,M = 10,c = 11
(a) AANT Vs c. (b) ABNT Vs c. (c) FI Vs c.
Figure 5.8. N = 10,M = 10, KMax = 5
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α = 3.5 and do = 1m. The elements in the set Ri are generated randomly from the set
{6.5, 13, 19.5, 26, 39, 52, 58.5, 65} except for the results in Fig. 5.6 where the AUs are forced
to require specific rate.
SINR (dB) < 20 20-22 22-24 24-26 26-28 28-30 30-32 32-34 34 <
Data Rate (Mbps) 0 6.5 13 19.5 26 39 52 58.5 65
Table 5.2. IEEE 802.11n SINR-Data rate formula.
5.5.2 Simulation Results
Figs. 5.4(a) and 5.4(b) show the average achieved network throughput (AANT) and
average blocked network throughput (ABNT), respectively, as functions of the APs number
(N). These figures show that the GT-MAC outperforms all other channel assignments. The
GT-MAC provides an increase in the AANT by up to 67.5%, 88.5%, and 559% compared to
the Random, the Greedy, and the CACAO based MAC protocols, respectively. These figures
also show that as the number of APs increases, more spectrum requests are generated. Some
of these requests may have the chance to succeed which increases the AANT, while other
requests are blocked, which increases the ABNT.
Figs. 5.5(a) and 5.5(b) plot the AANT and ABNT as functions of the OSDs number
(M), respectively. As it is obvious, as M increases, the number of interference-free channels
decreases. Hence, the AANT decreases, and the ABNT increases. Fig. 5.5(a) also shows
that GT-MAC outperforms the Random, the Greedy, and the CACAO by up to 86.5%,
102%, and 355%, respectively.
In Figs. 5.6(a) and 5.6(b), we are interested in examining the AANT and ABNT as
functions of the rate demand (R
′
), where Rj,i = R
′
,∀j = 1, . . . , Ki and ∀i = 1, . . . , N . These
figures show that both AANT and ABNT increase as functions of R
′
. This is because the
higher the demanded rate, the higher the AANT value, if this rate is approved by the AP.
The AANT keeps increasing with R
′
up to an optimal point, then starts to decrease, since
the system cannot handle the increase in the demanded rate. If the rate is blocked, then
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this increases the ABNT, and, hence, the higher the R
′
the higher the ABNT. Fig. 5.6(a)
shows that the GT-MAC outperforms the Random, the Greedy, and the CACAO based
MAC protocols by up to 38%, 50%, and 311%, respectively.
Figs. 5.7(a) and 5.7(b) plot the AANT and ABNT as functions of the maximum
number of AUs supported by any AP (KMax). These figures show the increase in both the
AANT and ABNT as KMax increases. This is because as KMax increases, more rate requests
are generated, which increases the AANT if these requests are approved and increases the
ABNT if these requests are blocked. Fig. 5.7(a) shows that the GT-MAC outperforms
the Random, the Greedy, and the CACAO based protocols by up to 51%, 52.5%, and 303%,
respectively. To study the performance of GT-MAC under the change of the channels number
(c), Figs. 5.8(a) and 5.8(b) plot the AANT and ABNT as functions of c. It is clear that the
increase in c provides more channel opportunities. Hence, more rate requests are processed
and less are blocked, which results in increasing AANT and decreasing ABNT. Fig. 5.8(a)
shows that GT-MAC outperforms the Random, the Greedy, and the CACAO MAC protocols
by up to 68%, 80%, and 323%, respectively. Figs. 5.4(c), 5.5(c), 5.6(c), 5.7(c), and 5.8(c)
plot the fairness index as a function of N , M , R
′
, KMax, and c, respectively. These figures
show that the GT-MAC outperforms all the other channel assignments. It is worthwhile
to mention that the fairness index is calculated by FI =
(
∑N
i=1 xi)
2
N
∑N
i=1 x
2
i
, where xi is the total
throughput of APi cell. In all the AANT and ABNT figures, we notice that the Greedy
MAC protocol is slightly outperformed by the Random MAC protocol. This is because, in
the Greedy, the first deployed APs in the system always take the best channels for their
transmissions even though they may require low data rates. On the other hand, this is not
the case with the Random, since being the first deployed AP does not mean getting the best
channel, which gives better opportunity for other APs in getting good channels for their
transmissions. We also notice that the GT-MAC performs the best. This is because the GT-
MAC not only avoids the situation of being greedy, but also chooses the channel generously
and wisely, so that more traffic demands can be satisfied, resulting in much higher overall
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throughput and better fairness.
It is worth mentioning that we have conducted similar simulations using the properties
of the IEEE 802.11b (see [47]) and IEEE 802.11g standards, and similar conclusions were
made.
5.6 Conclusion
In this chapter, we presented a new throughput oriented IEEE 802.11 based MAC
protocol for infra-structured WiFi networks. The novelty of this protocol comes from its
channel assignment, where the channel with the least SINR but satisfying the needed data
rate, is chosen. The other part of the novelty comes from the high level of protection to the
first and second tier neighbors. The GT-MAC has several advantages, including simplicity,
similar control packet overhead to the IEEE 802.11, accounting for the effect of the OSDs,
dynamic and fully automated channel assignment, no restriction on the density or positions
of the APs, no need for active collaboration, the sufficiency of passive learning for the
channel assignment, and the high level of compatibility with the IEEE 802.11 standards.
The experiment results show that the GT-MAC outperforms the Random, the Greedy, and
the CACAO channel assignment based MAC protocols by up to 86.5%, 102%, and 559%
in terms of throughput, respectively. In terms of fairness, the GT-MAC achieved the best
fairness performance.
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CHAPTER 6
Coexistence Channel Assignment Mechanisms For WiFi and LTE Over The Unlicensed
Band
In the first four chapters of this dissertation, we have presented multiple system mod-
els to improve the spectrum sensing abilities of wireless networks. Having a good spectrum
sensing ability is important for heterogeneous networks to coexist on the same frequency
band. One important example on this coexistence is the LTE-WiFi coexistence on the un-
licensed band. Spectrum sensing will enable the LTE cell to detect any WiFi transmissions
within the cell and vice versa. For the LTE cell to detect a WiFi device (i.e., WiFi trans-
mission), the LTE users [i.e., User Equipment devices(UEs)] act as sensors, the LTE eNB
acts as a fusion center (FC), and the WiFi device acts as a Primary radio User (PU). The
same analogy can be applied on the WiFi cell to detect an LTE device (i.e., LTE transmis-
sion). Having a robust and accurate spectrum sensing abilities is important at the Medium
Access Control (MAC) layer. This will enable the MAC layer to generate accurate chan-
nel access decisions in order to prevent interference, collision, and get the best out of the
available transmission opportunities to satisfy the network objective. In this chapter, we
assume the LTE and WiFi devices are equipped with perfect spectrum sensing abilities and
we concentrate on how to improve the MAC layer decision abilities in both the LTE and
WiFi networks. This chapter studies the interactions between three types of networks on the
unlicensed band in the presence of interference. These networks are: LTE network equipped
with dynamic channel assignment mechanism, WiFi network equipped with dynamic chan-
nel assignment mechanism, and legacy WiFi networks that does not use dynamic channel
assignment mechanisms but rather use either the random channel assignment or the greedy
channel assignment [47], which are considered to be passive as to be explained later on.
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In developing the proposed channel assignment mechanisms, we depend on the re-
sults and findings form Chapter 5 and [47], where the Generous Throughput-oriented Chan-
nel Assignment (GTCA) mechanism proved its ability in improving the coexistence, the
throughput, and fairness within the WiFi network itself, hence, applying these findings on
the LTE-WiFi coexistence problem promises good results.
Based on GTCA, we propose an enhanced version of it called the Enhanced-GTCA
(EGTCA) which is much simpler and less conservative. We also propose a new version of
the ordinary Greedy channel assignment mechanism (called the Enhanced-Greedy channel
assignment mechanism) where the cell chooses the best channel that is currently available
(i.e., while taking the current network activities in consideration).
The results show the effectiveness of the proposed channel assignment mechanisms
in improving the throughput and fairness (i.e., coexistence) for each individual network and
for the all the networks together.
6.1 Introduction
This chapter proposes new channel assignments based on the idea of GTCA (in [47])
and an enhanced version of the Greedy channel assignment mechanism. The main purpose
is to address the problem of coexistence between the WiFi and the LTE networks on the
unlicensed band. Recently, the research and industry community shed the light on this
problem to address the increasing demand on spectrum and to put the new foundations for
the fifth generation (5G) of broadband cellular networks. The LTE was proposed to work on
the licensed band only. But recently, after adding the carrier aggregation capability to the
LTE standard (i.e., the transmission can happen on multiple contiguous or non-contiguous
channels at the same time), there has been an increasing interest in the unlicensed band
to gain more throughput and coverage. Even though the advantages may be great for the
LTE networks, some challenges must be addressed first. Some of these challenges are: 1) the
unlicensed band should be shared with other technologies such as WiFi, 2) there should be
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some harmony in accessing and abandoning the spectrum between these different technologies
to reserve fairness among them, 3) meeting all the regulatory rules such as listen-before-talk
(LBT), power control, maximum transmit power, etc. The LBT technique means that the
channel cannot be accessed until it is free. The devices, that use LBT, sense the channel
and access it only when it is free.
This work proposes new channel assignments for the LTE and the future WiFi proto-
cols, these channel assignments are supposed to be able to address most of these challenges
and achieve the objective of coexistence, fairness, and maximizing the throughput for both
the LTE and WiFi systems.
There are few LTE system models proposed in the literature to address the coexis-
tence issue. The most important proposals are LTE-U (LTE-unlicensed), LTE-eLAA (LTE-
enhanced Licensed Assisted Access), MulteFire, and LWA (LTE WLAN Aggregation). The
LTE-U is based on the LTE standard before Release 13. It uses carrier aggregation of li-
censed LTE and unlicensed bands. This proposal does not use the LBT technique which
makes it not eligible for deployment in some parts of the world (e.g. Europe and Japan).
In the LTE-U, the device scans the unlicensed spectrum for a free channel, if none is found,
then it uses an on-off duty cycle on one of the currently occupied channels. The LTE-eLAA
comes as an enhanced version (in 3GPP Release 14) of LTE-LAA (in 3GPP Release 13),
the main difference is that LTE-LAA does not support two-way communications (i.e. only
the down-link) on the unlicensed channel while LTE-eLAA does. Both have an anchor li-
censed frequency to communicate the control and data packets between the eNB and UEs
while the unlicensed frequency is left for data packets only. The importance of the anchor
frequency is to assure the reliability and the Quality of Service (QoS) of the system. Both
the LAA and eLAA use LBT to access the unlicensed spectrum, which makes it eligible for
deployment world wide. The LAA and eLAA devices use the LTE standard for transmission
on the unlicensed channel once it gains the access to it. The MulteFire is a stand-alone
LTE deployment over the unlicensed spectrum with no anchor licensed frequency. It has the
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potential to compete with WiFi since it can be deployed anywhere and by anyone exactly
like WiFi networks but with the use of LTE communication over the unlicensed spectrum
instead of the WiFi communication, which is expected to provide higher data rates than
WiFi. Finally, the LWA is very similar to eLAA but instead of sending the data over the un-
licensed frequency using the LTE standard, the LWA sends it using the WiFi standard. This
means that the packet is generated in the LTE format then it gets encapsulated in a WiFi
MAC packet format and sent through the WiFi physical layer (i.e. according to the WiFi
standard). The problem with the LWA compared to eLAA is that eLAA can achieve much
higher throughput than LWA because eLAA uses LTE standard on the unlicensed spectrum
which allows the eNB to serve multiple UEs simultaneously. On the other hand, LWA uses
the WiFi protocol on the unlicensed spectrum to deliver WiFi-encapsulated LTE packets,
this means the eNB can handle one UE at a time, hence, lower throughput is expected. LWA
is expected to have similar throughput to the WiFi on the unlicensed spectrum but if we
add the LTE throughput on the licensed spectrum, then it is expected for LWA to achieve
higher throughput values compared to WiFi but still less than the case of using eLAA.
6.1.1 Related Work
In [77], the authors propose a dynamic channel access mechanism for LTE cells that
coexist with WiFi cells on the unlicensed band (the LTE-eLAA form is adopted). This
channel assignment takes into account the traffic load of each eLAA cell. The eLAA cell
with low traffic load searches for an idle channel to transmit for a specific time. If the
transmission not finished by the end of this time, the cell should move to another idle
channel. On the other hand, if this cell has high traffic load, then it will occupy the channel
most of the time. Hence, in this case (i.e. high traffic load), the eLAA cell needs to give
the WiFi cells the opportunity to use the channel by leaving a specified number of resources
blocks (i.e. time-frequency resources) unoccupied for the WiFi use.
In [59], the authors shed the light on the problem of cell identification between WiFi
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and LTE on the unlicensed band. Since WiFi and LTE are totally different standards they
cannot interpret each others’ packets and extract the needed information about the selected
channel and cell traffic load. This means they need to depend solely on energy detection.
Nevertheless, the energy detection does not work well in all cases because of the difference
in signal modulation or the received energy below the threshold that may be different for
different technologies. This energy detection inefficiency may cause a lot of interference
between the different systems. Hence, the authors propose two solutions for this problem.
The first solution makes use of the LTE and WiFi modules that are available in any smart
phones. Hence, the LTE and WiFi may depend on the other module to extract/broadcast
the important information from/to the other system in the area of coverage. This solution
is also compatible with legacy WiFi networks. But this solution suffers from two problems,
first: it drains the batteries of the smart phones because of the regular spectrum scans done
by the two technologies, second: multiple smart phones may be needed in order to detect
all the neighboring cells. Hence, the authors proposed another solution that may overcome
these problems. In this second solution, there are “friendly” WiFi APs connected to the
LTE eNB. These AP are deployed at certain distances from the eNB to cover its whole
coverage area. The mission of these APs is to broadcast/receive the important LTE/WiFi
information to/from the surrounding WiFi cells. The WiFi APs also have “friendly” eNB
that have similar functionality. Due to the different energy detection thresholds between the
LTE and WiFi, a lot of collision between the two systems are expected. Hence, the authors
propose an adaptive energy detection threshold mechanism in order to reduce the amount
of collisions between the two systems.
In [34], the authors study the effect of imperfect sensing on the LTE-LAA network
throughput while coexisting with the WiFi networks. They aim to maximize the throughput
by optimizing the energy detection sensing duration and threshold. In this analytical study,
the authors take into account the effect of energy detection sensing error, the change in the
channel conditions during the sensing window, and the exponential backoff counter(called
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CAT4 by 3GPP, see [59]) used by the WiFi and LAA system [59].
In [69], the authors propose a new resource allocation scheme at the eNB that assigns
the resource blocks and their corresponding power values to the UEs in the cell with the
objective to maximize the cell sum rate. This scheme takes into account the licensed and
unlicensed bands at the same time, the imperfect spectrum sensing, and the MIMO spatial
degrees of freedom. Exploiting the MIMO spatial degrees of freedom allows the eNB to
transmit at the same channel of the neighboring WiFi simultaneously without any interfer-
ence which does not contradict with the LBT requirements. The authors formulated the
problem as a MINLP problem and then used the Lagrange Dual Decomposition Method to
solve the problem optimally.
In [60], the authors model and analyze a heterogeneous network that consists of two
different radio access technologies (RATs) (RAT-L and RAT-U). The network consists of K-
tiers of APs (the tier is a set of APs of the same type), the first K-1 tiers use RAT-L while tier
K uses RAT-U. The AP in the first K-1 tiers can access RAT-L channel without contention,
while the APs in tier K have to contend in order to access the channel of RAT-U. This work
is important to understand the fundamentals in networks where different RATs coexist [e.g.,
LTE (RAT-L) and WiFi (RAT-U)]. The authors derive the accurate void probability of the
APs in each tier and they found the exact channel access probability for the opportunistic
CSMA/CA with random backoff protocol. Relations for the coexisting coverage and network
capacity are also derived.
In [53], the authors derive analytically, for a generic LAA eNB, the active probability
and the coverage probabilities in the cases of single and multiple channels. The authors
derive these probabilities in the random channel selection case and in the proposed channel
selection mechanism.
In [23], the authors model the downlink coexistence between LTE-LAA system and
the WiFi system using a Markov chain model. Then, they derive analytically the achieved
average throughput on the downlink by both systems.
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In [10], the authors study the effect on WiFi performance when LTE operates as a
licensed user on the unlicensed spectrum. The results show a dramatic degradation in the
WiFi throughput when LTE system has no LBT ability. Hence, the authors propose two
coexistence methods that can be adopted by LTE on the unlicensed spectrum to provide
fair coexistence with WiFi. The proposed mechanisms are non-coordinated (no collabora-
tion happens between LTE and WiFi) and coordinated network managements. In the non-
coordinated case, the authors propose an Adaptive LBT (ALBT) mechanism where the eNB
senses all the channels and camps on one of the available idle channels and keeps switching
between this pool of available channels which is being updated continuously. This prevents
the eNB from excessively using one channel. In the coordinated case, the authors propose a
system management method that combines LTE and WiFi systems through network function
virtualization (NFV). This concept was supported by 3GPP and it allows different operators
to share a pool of their allocated spectra with other operators. The authors suggest this
concept to be used between LTE and WiFi on unlicensed band. According to the paper, this
may eliminate the need for LBT as a whole and dealing with the co-channel interference.
6.2 System Model
The proposed system model consists of multiple cells deployed in the same geograph-
ical area but not necessarily the same coverage zone. These cells can be describe as follows
• Multiple LTE-eLAA cells from different operators.
• Multiple WiFi cells with dynamic channel allocation (DCA) ability.
• Multiple WiFi cells with no DCA ability (e.g., legacy cells).
• Out-of-System devices (OSDs) that operate on the unlicensed band not following the
LBT rules (i.e., sources of interference on the channels).
The WiFi AP and its users use the CSMA/CA version of LBT. Meanwhile, the
LTE-eLAA device accesses the medium using the basic LBT mechanism, which detects the
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availability of the channel. If the channel is available, the cell accesses it without CTS/RTS
handshake. Note that the control packets of the LTE-eLAA are sent through the licensed
anchor frequency of the LTE-eLAA cell. This is unlike WiFi communication where the
control packets are sent on the operating channel before the transmission happens.
The LTE-eLAA cell consists of an eNB and multiple UEs. Assume eNB be the set
of all eNBs in the system and UE (i) be the set of all UEs associated with eNB(i) ∈ eNB.
The LTE-eLAA cell has downlink and uplink control data communications on a dedicated
(anchor) licensed frequency.
The eNB and its UEs have modified LTE modules and MAC layer protocol that can
operate according to the LTE standard over the unlicensed band. Note that the LTE eNB
module has the ability to serve multiple UEs simultaneously on the same channel (each
served UE has a different resource blocks/sub-channels within this channel).
The WiFi cell with DCA ability consists of an AP (APD) and multiple WiFi users
(WUD). Assume APD be the set of all APs with DCA in the system and assume WUD(i) be
the set of all users associated with AP
(i)
D ∈ APD. These devices have WiFi modules with a
modified WiFi MAC protocol capable to support the used DCA mechanism.
Note that the WiFi AP serves its users on a one-by-one bases on the chosen channel,
unlike the eNB in LTE-eLAA where it serves the users simultaneously.
The WiFi cells without DCA ability are ordinary WiFi cells operating on the unli-
censed band using the standard WiFi MAC protocol with no modifications. The cell consists
of an AP (APnD) and multiple users (WUnDs). Assume APnD be the set of all APnDs in
the system and WU (i)nD be the set of all WUnDs associated with AP (i)nD ∈ APnD.
6.2.1 System Technical Details And Assumptions
This section presents important details and assumptions of the proposed system
model.
• We assume that if any device in the system granted the access to an unlicensed channel,
119
then it transmits on the maximum power (Pmax) specified by the Federal Communi-
cations Commission (FCC). The OSDs transmit on a random power level from the
interval (0, Pmax).
• We assume the simplified pathloss model to model the radio propagation in the system.
• It is assumed that all the devices use an OFDM based modulation to gain the benefit
of ignoring the adjacent channel interference.
• All the devices in the network are assumed to have half-duplex transceivers and an
OFDM based modulation.
• We assume the use of 5GHz band to represent the unlicensed band. This band is
divided into 25 channels with 20MHz bandwidth each.
• We assume, in each channel assignment, only one channel at most is used by any given
cell. After finishing the transmission on the chosen channel, it must be released by the
cell if DCA is used. From this we exclude the cells with no DCA, because they use
only one channel (assumption) all the time for their operation.
• The used SINR-Data rate relation in LTE and WiFi networks is the staircase relation.
• The APs and eNBs are randomly deployed in the given geographical area.
• The WUs and UEs are randomly deployed inside their corresponding cells.
• Each cell has a traffic load value, L(i)D for the ith WiFi cell with DCA, L(i)nD for the ith
WiFi cell with no DCA, and L
(i)
e for the ith LTE-eLAA cell.
• In a given time slot, there is a required data rates on the communication links between
the AP or eNB and their corresponding users. Assume the data rate required on the
link between AP
(i)
D and its WD
(i,j)
D be R
(i,j)
D , the data rate required between AP
(i)
nD and
its WD
(i,j)
nD be R
(i,j)
nD , and the data rate required on the link between eNB
(i) and its
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UE(i,j) be R
(i,j)
e . It is possible for the required data rate to be zero, which means no
transmission is needed at this time slot.
• To use EGTCA as a channel assignment mechanism, the APDs, eNBs, WUDs, and
UEs are required to sense the interference values on all the channels. The WUDs
and UEs are required to communicate these values with their corresponding APDs
and eNBs before the communication starts on their links (the MAC protocol de-
tails are left for future work). Assume the set of interference values sensed by AP
(i)
D
is given as I(i)D = [I(i)D,1, I(i)D,2, . . . , I(i)D,c], where c is the total number of unlicensed
channels in the system. Assume the set of interference values sensed by WU
(i,j)
D is
given as I(i,j)D = [I(i,j)D,1 , I(i,j)D,2 , . . . , I(i,j)D,c ]. Assume the set of interference values sensed
by eNB(i) on the same set of channels is given as I(i)e = [I(i)e,1, I(i)e,2, . . . , I(i)e,c] and the
set of interference values sensed by UE(i,j) on the same set of channels is given as
I(i,j)e = [I(i,j)e,1 , I(i,j)e,2 , . . . , I(i,j)e,c ].
• It is assumed that different LTE-eLAA operators have no communication between
them, this means that their communications are detectable only by using spectrum
sensing. In the adopted system model, each operator is represented by only one LTE-
eLAA cell.
6.3 Problem Formulations And Channel Assignment Mechanisms
Table 6.1 provides a list of the important symbols used in the problem formulation
of the proposed channel assignment mechanisms (CAMs) in this section.
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Symbol Definition
M Number of OSDs in the system
Ne Number of eNBs in the system
ND Number of WiFi APDs in the system
NnD Number of WiFi APnDs in the system
OSD = {OSD(1), OSD(2), . . . , OSD(M)} Set of OSDs in the system
eNB = {eNB(1), eNB(2), . . . , eNB(Ne)} Set of eNBs in the system
K
(i)
e Number of UEs associated with eNB(i)
UE (i) = {UE(i,1), UE(i,2), . . . , UE(i,K(i)e )} Set of UEs associated with eNB(i)
APD = {AP (1)D , . . . , AP (ND)D } Set of APDs in the system
K
(i)
D Number of WUDs associated with AP
(i)
D
WU (i)D = {WU (i,1)D ,WU (i,2)D , . . . ,WU (i,K
(i)
D )
D } Set of WUDs associated with AP (i)D
APnD = {AP (1)nD, . . . , AP (NnD)nD } Set of APnDs in the system
K
(i)
nD Number of WUnDs associated with AP
(i)
nD
WU (i)nD = {WU (i,1)nD ,WU (i,2)nD , . . . ,WU (i,K
(i)
nD)
nD } Set of WUnDs associated with AP (i)nD
c Total number of unlicensed channels in the system
C = {ch1, ch2, . . . , chc} The set of all unlicensed channels in the system
L
(i)
e Traffic load of eNB(i) cell
L
(i)
D Traffic load of AP
(i)
D cell
L
(i)
nD Traffic load of AP
(i)
nD cell
I(i)e = {I(i)e,1, I(i)e,2, . . . , I(i)e,c} Set of interference values on each channel sensed by eNB(i)
I(i,j)e = {I(i,j)e,1 , I(i,j)e,2 , . . . , I(i,j)e,c } Set of interference values on each channel sensed by UE(i,j)
I(i)D = {I(i)D,1, I(i)D,2, . . . , I(i)D,c} Set of interference values on each channel sensed by AP (i)D
I(i,j)D = {I(i,j)D,1 , I(i,j)D,2 , . . . , I(i,j)D,c } Set of interference values on each channel sensed by WU (i,j)D
I(i)nD = {I(i)nD,1, I(i)nD,2, . . . , I(i)nD,c} Set of interference values on each channel sensed by AP (i)nD
I(i,j)nD = {I(i,j)nD,1, I(i,j)nD,2, . . . , I(i,j)nD,c} Set of interference values on each channel sensed by WU (i,j)nD
R(i)e = {R(i,1)e , R(i,2)e , . . . , R(i,K
(i)
e )
e } Set of required rates on each link between eNB(i) and its UEs
R(i)D = {R(i,1)D , R(i,2)D , . . . , R(i,K
(i)
D )
D } Set of required rates on each link between AP (i)D and its WUDs
R(i)nD = {R(i,1)nD , R(i,2)nD , . . . , R(i,K
(i)
nD)
nD } Set of required rates on each link between AP (i)nD and its WUnDs
Table 6.1. Notations summary
Next, we propose three must-have important aspects (Strength Aspects) for any CAM
to be efficient
1. An effective objective function.
2. The ability to achieve the objective function.
3. The ability to account for the current surrounding activities of the network.
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In this section we are considering five types of CAMs. In the following we list these
CAMs along with the corresponding problem formulations if needed.
The Random CAM:
This CAM is used, throughout this work, only by WiFi cells with no DCA ability.
Here, at the time of AP deployment, the AP chooses randomly a channel and stays on it
for a long period of time (we can assume this time to be infinity). This CAM is the same
as the one used in Chapter 5 and in [47]. Note that this CAM does not possess any of the
strength aspects. It is worth mentioning that the Random CAM is vastly used in real-life
WiFi APs along with the Greedy CAM presented later on. The reason to make this CAM
exclusive to WiFi cells with no DCA ability is to have the results as close as possible to a
real-life scenario.
The Enhanced-Random CAM:
This CAM can be used only, throughout this work, by APD and eNB cells (i.e.,
WiFi with DCA ability and eLAA networks, respectively). Here, the APD or eNB opens an
Access Window (AW) every time it receives a request for transmission. In this AW, all the
needed transmissions in the cell are shared with the APD or eNB. After this, the APD or
eNB chooses a channel randomly. If the channel is currently available and can support the
needed rate on a given link, then the cell can have successful transmission on this link. If
the channel is currently occupied or cannot support the needed rate, then the transmission
on this link gets blocked. After processing (i.e., allowing or blocking) each of the needed
transmissions declared in the AW, the cell must release the channel. Note that this channel
assignment does not have any of the strength aspects but up to a certain level it accounts
for network activity because
1) it releases the channel after each transmission, this will give the chance for other
cells to use the released channel which may rise the network throughput.
2) it chooses a new channel randomly the per-AW basis. This raises the chance for
the cell itself to have higher throughput values since it keeps hopping between channels other
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than staying on one channel, which may not be good at all, as in the Random CAM.
Hence, we expect better results using the Enhanced-Random CAM compared to the
Random-CAM.
The Greedy CAM:
This CAM can be used only by eNB cells an WiFi cells with DCA ability. Here, at the
time of eNB/AP deployment, the eNB/AP chooses the channel with the lowest interference
plus noise (IN) value and stays on it for a long period of time (we can assume this time to
be infinity). This CAM is the same as the one used in Chapter 5 and in [47]. Note that
this CAM possesses only the first strength aspect. As a result, this CAM can waste a lot of
throughput as was shown in Chapter 5 and in [47]. This is because all the cells will choose
the “best” channels and leave the opportunities available in the “bad” channels. Having too
many cells using one good channel will result in high contention, and hence, high blocking
rate. It is worth mentioning that the Greedy CAM is also vastly used in real-life WiFi APs.
The reason we do not apply the Greedy CAM to the “WiFi cells with no DCA ability”
is that “WiFi cells with DCA ability” using the Greedy CAM is the same as “WiFi cells
with no DCA ability” using the Greedy CAM. Hence, for realistic results, it is good to have
WiFi cells using the Random CAM coexisting with other WiFi cells using the Greedy CAM.
The Enhanced-Greedy CAM:
This CAM can be used only by APD and eNB cells. Here, the APD or eNB opens an
AW every time it receives a request for transmission. In this AW, all the needed transmissions
in the cell are shared with the APD or eNB. After this, the APD or eNB chooses the
best channel (i.e., the channel with the least IN value at the AP/eNB). If this channel is
currently occupied, it chooses the second best channel, if it is also occupied, it chooses the
third best channel and so on. After processing (i.e., allowing or blocking) each of the needed
transmissions declared in the AW, the cell must release the channel. Note that this channel
assignment has all of the three strength aspects. Hence, it is expected to have much better
results compared to all of the previously mentioned CAMs. This channel assignment has a
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credible objective function (i.e., Strength Aspect 1), it is able to satisfy the objective function
by choosing the best currently available channel (i.e., Strength Aspect 2), and accounts for
the current network activities by choosing the channel that is currently available and releases
the channel after finishing the transmission (i.e., Strength Aspect 3).
The Enhanced Generous Throughput Oriented CAM (EGTCA):
This CAM can be used only by APD and eNB cells. Here, the APD or eNB opens an
AW every time it receives a request for transmission. In this AW, all the needed transmissions
in the cell are shared with the APD or eNB. After this, the APD or eNB chooses the channel
with the highest EGTCA objective function value (OFV) (described next). If this channel is
currently occupied, it chooses the second highest EGTCA OFV channel, if it is also occupied,
it chooses the third highest EGTCA OFV channel and so on. After processing (i.e., allowing
or blocking) each of the needed transmissions declared in the AW, the cell must release the
channel.
This CAM is based on the GTCA method proposed in Chapter 5 and in [47]. The
main objective of this CAM is for the APD and eNB cells to use the channel that “is just
good enough” for communication and leave the over qualified channels to other cells that
may need them. Here,“how good the channel is” is defined by the IN value seen on it by
the cell in a similar sense as in GTCA but the algorithm is simpler to implement and less
conservative compared to the original GTCA. Less conservative means that the EGTCA
allows neighboring cells to share the same channel, where GTCA prioritizes choosing a
channel from the set of unused channels by the neighboring cells.
One feature that someone would think of is to use the channel load in the channel
assignment mechanism and define the “just good enough channel” as the channel with the
highest IN value and highest load but still satisfies the requirements of the cell. In our
work, adding the channel load to the channel assignment mechanism is not possible for the
following reasons
• There are three required objectives: 1) maximize the number of served users, 2) choos-
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ing the channel with the maximum IN value, and 3) choosing the channel with the
highest load value. The most important objective is maximizing the number of served
users. Now, it is hard to decide which is more important than the other between the
second and the third objectives (i.e. do we prefer the channel with the highest inter-
ference or the channel with the highest load if they both support the same number of
users?).
• EGTCA is implemented per AW (i.e., after each AW, the AP/eNB runs EGTCA).
This means the network is highly dynamic and no need for the cell to stay on the
channel for an extended period of time. If the cell needs to occupy the channel for
a long period of time, then the channel load matters, but if the cell is making the
decisions per AW, then what matters is the instantaneous occupancy of the channel
and how fast can the cell deliver the needed files (i.e., data).
• If in the same vicinity one channel has high IN value but satisfies the needed rates by
a number of cells, then it will be preferable for all of them. Hence, this channel will
experience high traffic load automatically without the need to integrate the channel
load in the assignment process.
• In EGTCA, it is more important to choose the channel with the highest IN value than
the channel with the highest load. This is because we need the cell to transmit with
the minimal bandwidth (BW) resources and minimal time resources. Hence, choosing
the channel with the highest load means that the cell has the highest chances to get
blocked because of the high activity on the channel, which means more blocking and
more time resources being used.
• The channel load is important to consider, if the cell is using the same channel for a long
time (not per AW), but since the cell is using the channel for the current requirements
and then leaves the channel, then there is no need to consider the channel load and
what is important is the channel being currently available or not.
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It is worth mentioning, that the EGTCA and GTCA have the three Strength Aspects
presented preciously. These channel assignments have a credible objective functions (i.e.,
Strength Aspect 1), they are able to satisfy the objective function by choosing the “just
good enough” and currently available channel (i.e., Strength Aspect 2), and accounts for the
current network activities by choosing the channel that is currently available and releases
the channel after finishing the transmission (i.e., Strength Aspect 3).
In Chapter 5 and [47], the fact that GTCA satisfies all the Strength Aspects is a more
solid explanation behind the tremendous GTCA throughput gain compared to the Greedy
and Random CAMs. This explanation was harder to recognize, at first, in the presented work
in Chapter 5 and in [47]. Being “generous” is one reason behind this astonishing performance,
but the other reasons are the accounting for the surrounding activities, and releasing the
channel after processing the transmissions. Being “generous” is Strength Aspect 1, the ability
to find a channel that satisfies the objective function is Strength Aspect 2, and the ability to
account for the current network activity is Strength Aspect 3. Strength Aspect 3 is resembled
by: 1) leaving the chosen channel after transmission, and 2) choosing the highest objective-
function valued channel that satisfies the objective function and currently available. For
example, if the highest objective-function valued channel is currently occupied, this will
result in a total blocking of the transmission. Hence, choosing the second highest channel,
but currently available has higher probability in transmitting the data either partially or
totally.
Based on this, we propose next the EGTCA version for eNBs and APs with DCA
ability.
Problem formulation at eNB(i)
As mentioned previously the objective at eNB(i) is to find the worst channel that
maximizes the number of served users by eNB(i). The worst channel means the currently
available channel with the highest IN value seen by eNB(i). According to this, define X
(i,j)
e
as:
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X(i,j)e =

1, if UE(i,j) can be supported by eNB(i) on the chosen channel ch
(i)
e
0, otherwise
. (6.1)
In LTE, since the users, which are allowed to transmit, use the channel (with 20 MHz
bandwidth as assumed before) simultaneously, then for the sake of fairness, the eNB will
distribute this bandwidth equally between the users (not all the users in the eNB cell, but
only those which are approved to transmit by the eNB). Now, by assuming d ∈ {1, . . . , K(i)e }
be the possible number of portions (i.e. divisions or sub-channels) of the chosen channel,
then the problem formulation at eNB(i) can be given as follows:
max
ch
(i)
e ∈C,d
{
A
K
(i)
e∑
j=1
X(i,j)e +
c∑
q=1
I(i)e,qvq
}
(6.2)
s.t.
• vq =

1, if ch
(i)
e = chq and chq is currently available
0, otherwise
• ∑cq=1 vq ≤ 1; (exclusivity/blocking constraint)
• X(i,j)e =

0, if R
(i,j)
e > 1dRe
(
min
(
SINR
(i,j,q)
Down, SINR
(i,j,q)
Up
))
1, otherwise
,∀j = 1, . . . , K(i)e
• d =

∑K(i)e
j=1 X
(i,j)
e , if
∑K(i)e
j=1 X
(i,j)
e ≥ 1
1, otherwise (i.e.
∑K(i)e
j=1 X
(i,j)
e = 0)
Where A = max(I(i)e ), Re(SINR) is the LTE-eLAA SINR-data rate, SINR(i,j,q)Down is the SINR
at UE(i,j) from eNB(i) on channel chq, and SINR
(i,j,q)
Up is the SINR at eNB
(i) from UE(i,j)
on channel chq.
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Note that the third constraint is formed in this way because of the simultaneous
transmissions of the LTE users on the chosen channel. A is used to give the priority to the
channel that maximizes the number of UEs, if there are more than one channel that gives
the same number, then we choose the one with the highest interference. The last constraint
is used so that the number of served users is less than or equal to the number of sub-channel
(i.e. channel divisions). It is important to mention that d 6= ∑K(i)ej=1 X(i,j)e all the time since
there is a possible case where no UE can be served by eNB(i) (i.e.
∑K(i)e
j=1 X
(i,j)
e = 0) while
d = 1 in this case.
The optimization problem at eNB(i) consists of two optimization problems: 1) find
the maximum number that can be supported on each available channel, and 2) find the
channel that has the maximum supported number of users among all the channels. According
to this, the optimization problem in (6.2) can be solved optimally using Algorithm 1.
The fitness function value on a given channel chq (FFVq) is: FFVq = A×MUNq+I(i)e,q.
Where MUNq is the maximum number of users that can be supported if eNB
(i) chooses
channel chq for transmission.
Note that eNB cell does not give any priority to the users with high required data
rates. This is for the sake of fairness in the cell, all users with different required data rates
should be considered with the same priority by the eNB.
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Algorithm 3 eNB(i) EGTCA channel assignment pseudo code
1: Inputs:
2: R(i)e ; the pairs (SINR
(i,j,q)
Down, SINR
(i,j,q)
Up ), ∀j = 1, . . . ,K
(i)
e , q = 1, . . . , c
3: Initialization:
4: Let Ch(i)e ← V oid
5: procedure Channel assignment
6: for (q ← 1 to c) do
7: MUN Old = 0
8: for (d← K(i)e to 1) do
9: for (j ← 1 to K(i)e ) do
10: if
(
R
(i,j)
e >
1
d
Re
(
min(SINR
(i,j,q)
Down , SINR
(i,j,q)
Up )
))
then
11: X(i,j)e = 0
12: else
13: X(i,j)e = 1
14: end if
15: end for
16: if
∑K(i)e
j=1 X
(i,j)
e > d then
17: Pick randomly d users from all the users with X(i,j)e = 1, then force the rest of X
(i,j)
e s to take the value of 0.
18: else if 0 <
∑K(i)e
j=1 X
(i,j)
e ≤ d then
19: Force all X(i,j)e to equal zero.
20: end if
21: MUN =
∑K(i)e
j=1 X
(i,j)
e
22: if (MUN > MUN Old) then
23: MUN Old←MUN
24: end if
25: if (MUN Old == K(i)e ) then
26: Break out of the For loop.
27: end if
28: end for
29: MUN ←MUN Old
30: FFVq = A×MUN + I(i)e,q
31: end for
32: Arrange the channels according to their FFV s.
33: Ch(i)e ← The channel with the highest FFV and currently available. If not, go to the next step.
34: Ch(i)e ← The channel with the second highest FFV and currently available. If not, go to the next step. And so on.
35: If non of the channels are available, block all the needed transmission and Ch(i)e ← V oid.
36: end procedure
Line 17 in the algorithm is important to satisfy the last constraint in (6.2).
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Problem formulation at AP
(i)
D
Here, AP
(i)
D ’s cell opens a AW with a number of time slots. In each time slot a WUD
is allowed to share its transmission information with AP
(i)
D . Then AP
(i)
D chooses the channel
that maximizes the number of served users (by AP
(i)
D ). This channel should be the one with
the highest interference value but still can serve the maximum possible number of WUDs
while being currently available. Hence, the problem formulation can be given as follows:
max
ch
(i)
D ∈C
{
A
K
(i)
D∑
j=1
X
(i,j)
D + I
(i)
D,q
}
(6.3)
s.t.
p vq =

1, if ch
(i)
D = chq and chq is currently available
0, otherwise
p
∑c
q=1 vq ≤ 1; (exclusivity/blocking constraint)
p X
(i,j)
D =

1, if R
(i,j)
D ≤
∑c
q=1 vq ×RD(min
(
SINR
(i,j,q)
Down, SINR
(i,j,q)
Up
)
)
0, otherwise
.
Where ch
(i)
D is the chosen channel at AP
(i)
D , RD(SINR) is the WiFi SINR-data rate
relation, and A = max(I(i)D ). Note that the last constraint is formulated in this way to
comply with the property of the WiFi AP serving the users on the chosen channel on a one-
by-one basis. This is unlike the LTE eNB that can serve multiple uses on the chosen channel
simultaneously. Note that the optimization problem at AP
(i)
D consists of two optimization
problems 1) find the maximum number that can be supported on each available channel,
and 2) find the channel that has the maximum supported number of users among all the
channels. According to this, the optimization problem in (6.3) can be solved optimally using
Algorithm 2.
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Algorithm 4 AP
(i)
D EGTCA channel assignment pseudo code
1: Inputs: R(i)D
2: Find the raw vector SINR
(i,q)
Links =
(
min(SINR
(i,j,q)
Down , SINR
(i,j,q)
Up )
) ∈ R1×K(i)D ,∀q = 1, ..., c.
3: Let Ch
(i)
D ← V oid
4: procedure Channel assignment
5: for (q ← 1 to c) do
6: MUN Old = 0
7: for (j ← 1 to K(i)D ) do
8: if R
(i,j)
D ≤ RD
(
SINR
(i,q)
Links(j)
)
then
9: then X
(i,j)
D = 1
10: else X
(i,j)
D = 0
11: end if
12: end for
13: MUN = sum(X
(i,j)
D ∀j)
14: FFVq = A×MUN + I(i)e,q
15: end for
16: Arrange the channels according to their FFV s.
17: Ch
(i)
D ← The channel with the highest FFV and currently available. If not, go to the next step.
18: Ch
(i)
D ← The channel with the second highest FFV and currently available. If not, go to the next
step. And so on.
19: If non of the channels are available, block all the needed transmission and Ch
(i)
D ← V oid.
20: end procedure
Note that the eNBs and APs with DCA ability can be equipped with DCA mechanism
(such as EGTCA, Enhanced-Greedy, and Enhanced-Random). They can also be equipped
with non-DCA mechanisms such as ( Random CAM and the Greedy CAM). Regarding the
APs with no DCA ability, they can only be equipped with a non-DCA mechanism such as
the ( Random CAM and the Greedy CAM).
Note that in the proposed network model, there is no overall system optimization
and all the optimization is done locally at the cell (eNB or APD cell) level. Even though the
over all system optimization might provide better throughput results, but on the other hand,
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it is impractical since the cells are owned by different operators and administrators. This
makes the sharing of the needed optimization information between the cells very restricted
or impossible in real life scenarios.
6.3.1 Fairness Calculations
This section presents the fairness calculation relations on a specific network level (i.e.,
LTE network level, or WiFi with DCA ability network level, or WiFi without DCA ability
network level), or among all networks. These relations are based on Jain’s fairness index
(FI) in [43].
Fairness on LTE network level:
FIe =
(
∑Ne
j=1 xj)
2∑Ne
j=1 x
2
j
,
where xj is the total throughput achieved by the j
th LTE-eLAA cell.
Fairness on WiFi with DCA network level:
FID =
(
∑Ne
j=1 xj)
2∑ND
j=1 x
2
j
,
where xj is the total throughput achieved by the j
th APD cell.
Fairness on WiFi without DCA network level:
FInD =
(
∑Ne
j=1 xj)
2∑NnD
j=1 x
2
j
,
where xj is the total throughput achieved by the j
th APnD cell.
Fairness among all networks:
Since the networks differ in the way they achieve their throughput, we propose the
idea of replacing the throughput value by the number of channel accesses per cell in the
Jain’s fairness index relation to calculate the fairness among all the coexisting networks.
Based on this, we have the following fairness index value for all the networks
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FIAll =
(
∑Ne
i=1 xi +
∑ND
j=1 yj +
∑NnD
k=1 zk)
2∑Ne
i=1 x
2
i +
∑ND
j=1 y
2
j +
∑NnD
k=1 z
2
k
,
where xi is the total number of spectrum accesses by the i
th eNB cell. yj is the total number
of spectrum accesses by the jth APD cell. zk is the total number of spectrum accesses by the
kth APnD cell.
6.4 Performance Evaluation
In this section, the performance of the proposed CAMs (i.e., EGTCA, and Enhanced-
Greedy) is tested against the performance of the Greedy, the Enhanced-Random, and the
Random CAMs. The interactions between different networks (i.e., heterogeneous networks)
is also studied through two main metrics: the achieved network throughput, and network
fairness.
6.4.1 Simulation Setup
The simulation setup consists of three types of networks: 1)LTE-eLAA, 2) WiFi with
DCA ability, and 3) WiFi with no DCA ability. The system also consists of OSDs acting as
sources of interference. In this section, there are four system setups as in Table 6.2.
PPPPPPPPPPPPPPP
Setup
Network
LTE-eLAA WiFi with DCA ability WiFi with no DCA ability
EGTCA Setup EGTCA CAM EGTCA CAM Random CAM
E-Greedy Setup Enhanced-Greedy CAM Enhanced-Greedy CAM Random CAM
Greedy Setup Greedy CAM Greedy CAM Random CAM
E-Random Setup Enhanced-Random CAM Enhanced-Random CAM Random CAM
Table 6.2. System Setups
From Table 6.2, the first setup is “EGTCA”. In this setup, the eLAA network uses
EGTCA CAM, the WiFi network with DCA ability also uses the EGTCA CAM, while the
WiFi network with no DCA ability uses the Random CAM. In the E-Greedy setup, the eLAA
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and WiFi with DCA ability networks use Enhanced-Greedy CAM, while the WiFi with no
DCA ability uses the Random CAM. In the Greedy setup, the eLAA and WiFi with DCA
ability networks use Greedy CAM, while the WiFi with no DCA ability uses the Random
CAM. Lastly, in the E-Random setup, the eLAA and WiFi with DCA ability networks use
the Enhanced-Random CAM, while the WiFi with no DCA ability uses the Random CAM.
Note that the WiFi with no DCA ability network always uses the Random CAM.
This is very important in making the simulations more realistic (since this is the mostly
used WiFi network in real life scenarios), and to study the performance in the existence
of such network. The other network that is also widely used in real life is the WiFi with
no DCA ability network that uses the Greedy CAM. This type is also considered in our
simulations in the third setup (i.e., the Greedy setup), where the WiFi with DCA ability
network using the Greedy CAM acts exactly as WiFi with no DCA ability network using
the Greedy CAM.
It is worth mentioning that in all the simulations, we adopted the SINR-Data rate
relation of IEEE 802.11n given in Table 6.3. All types on networks (i.e., eLAA, WiFi with
DCA ability, and WiFi with no DCA ability) refer to this table to decide the data rate given
the SINR on a given link. Unifying all networks by the same SINR-Data rate relation is
due to two reasons: 1) to test the coexistence performance while isolating the differences
in the SINR-Data rate relations, and 2) regarding the LTE-eLAA, there is no specific way
to calculate the data rate based on the SINR value since the relation differs for different
manufacturers. Hence, for the sake of fairness and simplicity, we unified all the networks by
having the same SINR-Data rate relation.
SINR (dB) < 2 2-5 5-9 9-11 11-15 15-18 18-20 20-25 25 <
Data Rate (Mbps) 0 6.5 13 19.5 26 39 52 58.5 65
Table 6.3. IEEE 802.11n SINR-Data rate relation.
In all the simulations, we assume the path-loss exponent α = 3.5, the average noise
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power −84dBm, the maximum transmit power Pmax = 23dBm, and the transmitter and
receiver gains are 1dB each.
6.4.2 Simulations
Simulation 1: This simulation consists of Ne = 5 eLAA cells, ND = 5 WiFi with
DCA ability cells, and NnD = 5 WiFi with no DCA ability cells. These cells are randomly
deployed in a 50m×50m area. Each cell has at maximum 10 users also randomly deployed
in their corresponding cells. The traffic load of each cell is chosen randomly from interval
(0, 0.1), this means that a cell with traffic load l ∈ (0, 0.1) has a probability of l to have a
transmission request at any given time. In this simulation, if a user transmission is approved
by the cell, then the number of transmitted packets per user is PNum = 10 with each packet
has the size of 1K Byte. The transmissions happen on the 5GHz band which is divided into
25 channels, each with 20MHz bandwidth. To calculate the averaged achieved throughput
by each network, the total successfully transmitted data by the network is averaged over
the total simulation time and PNum. If a cell user has a transmission, then the required
rate by this user is chosen randomly from the set {6.5, 13, 19.5, 26, 39, 52, 58.5, 65}. In this
simulation, the number of OSDs is M = 25, where each OSD transmits on a power level
randomly chosen from the interval (0, Pmax). These OSDs are randomly deployed through
the area.
In this simulation we study the throughput and fairness performance as the number
of channels used in the system (i.e., c) increases.
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(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
(d) FIAll Vs c.
Figures 6.1(a), 6.1(b), and 6.1(c) plot the achieved throughput as c increases under
the four setups for the networks eLAA, WiFi with DCA ability, and WiFi with no DCA
ability, respectively. As it is clear from Figures 6.1(a) and 6.1(b) that the EGTCA and
E-Greedy setups outperforms the Greedy and E-Random setups significantly, this is because
of the use of the EGTCA CAM and Enhanced-Greedy CAM in the EGTCA setup and E-
Greedy setup, respectively. This outperformance is due to the fact that both the EGTCA and
Enhanced-Greedy satisfy the previously mentioned strength aspects while the Greedy and
Random CAMs do not satisfy such strength aspects. We also notice that the EGTCA setup
slightly outperforms the E-Greedy setup since the objective function used by the EGTCA
CAM is more efficient than the objective function in the Enhanced-Greedy CAM.
We also notice a strange throughput behavior of the Greedy setup where the through-
put increases as c increases, then a state of “temporary saturation” happens, and then the
throughput start to increase again as c increases. We call this“temporary saturation”: the
“piling effect”. When the number of channels is very small, then there is a high probability
that all the channels are contaminated with interference (let us call this set of channels the
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“bad set”), hence all cells in the network compete on these channels and make use of the
transmission opportunities available in them. Note that this set of “bad” channels differs
from one cell to another based on the cell location with respect to the interference sources.
This means the total network load is distributed over all the channels in the “bad set”. As
c increases, the chance of getting an interference-free channels gets larger, hence when a set
of interference-free channels is available (let us call this set the “good set”) all the cells in
the network choose their operating frequency from this “good set” and ignore all the trans-
mission opportunities available in the “bad set” (according the Greedy CAM). This creates
congestion (i.e., piling) on the good set which results in this temporary saturation. As c
increases, the size of the “good set” increases which means a decrease in the congestion,
hence higher throughput values are possible.
Regarding the total fairness, we notice that both the EGTCA and E-Greedy setups
outperform the other setups because of satisfying the second and third strength aspects. We
also notice that the EGTCA and E-Greedy have very close fairness behavior.
(a) eLAA fairness Vs
c.
(b) WiFi with DCA
fairness Vs c.
(c) WiFi without
DCA fairness Vs c.
Figure 6.2. Fairness of individual networks under different setups.
From Figures 6.2(a) and 6.2(b), we can see that EGTCA and E-Greedy setups provide
approximately similar fairness performance for eLAA and WiFi with DCA ability networks,
respectively. As expected, the EGTCA and E-Greedy outperform both the Greedy and
E-Random Setups for the eLAA and WiFi with DCA ability networks.
Regarding the WiFi without DCA ability, this network has very close fairness perfor-
mance under all the network setups as clear from Figure 6.2(c).
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From Figures 6.1(c) and 6.2(c), we can see that having new types of networks such as
eLAA and WiFi with DCA ability operating on the same band with already existing WiFi
network (i.e., WiFi without DCA ability) will have a negligible effect on the latter network.
Hence, the coexistence is possible under any system setup since the WiFi without DCA
ability network wastes a huge amount of transmission opportunities which can be used by
the newly added networks. Wasting this amount of transmission opportunities is due to the
fact that the Random CAM does not possess any of the strength aspects.
Simulation 2: This simulation has the same system properties as in Simulation
1 but with PNum = 20 packets. This simulation studies each network behavior if the
users of all the cells are forced to ask for the same data rate (let us call it R∗) for their
transmissions. In this simulation the value of R∗ can take one of the values from the set
{6.5, 13, 19.5, 26, 39, 52, 58.5, 65}.
The Figures from 6.3(a) to 6.10(c) show the achieved throughput by each network
for each possible R∗ value.
• When R∗ = 6.5Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.3. R∗ = 6.5Mbps.
139
• When R∗ = 13Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.4. R∗ = 13Mbps.
• When R∗ = 19.5Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.5. R∗ = 19.5Mbps.
• When R∗ = 26Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.6. R∗ = 26Mbps.
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• When R∗ = 39Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.7. R∗ = 39Mbps.
• When R∗ = 52Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.8. R∗ = 52Mbps.
• When R∗ = 58.5Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.9. R∗ = 58.5Mbps.
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• When R∗ = 65Mbps:
(a) eLAA Through-
put (Mbps) Vs c.
(b) WiFi with DCA
throughput (Mbps)
Vs c.
(c) WiFi without
DCA throughput
(Mbps) Vs c.
Figure 6.10. R∗ = 65Mbps.
From the Figures 6.3(a) to 6.10(c), we notice the following:
1. The EGTCA setup always outperforms the E-Greedy setup for the eLAA network and
the WiFi with DCA ability network. This is due to the fact that the objective function
used in EGTCA is more effective than the objective function of the Enhanced-Greedy
CAM.
2. The EGTCA and E-Greedy have close performances with tremendous outperformance
compared to the Greedy and E-Random CAMs in the eLAA network and the WiFi with
DCA ability network. This is due to the fact that the EGTCA and Enhanced-Greedy
CAMs possess all of three strength aspects while the Greedy and Enhanced-Random
lack all or some of these aspects as mentioned previously.
3. The eLAA performance is always better than the performance of both WiFi networks.
Regarding the WiFi network with no DCA ability, the reason is very clear, since
the eLAA uses better CAM than the Random CAM used by the this WiFi network.
Regarding the WiFi network with DCA ability, even though this WiFi network uses the
same CAM as the eLAA network but the outperformance of the eLAA is due to the fact
that the eNB according to the LTE standard can serve multiple users simultaneously,
while the WiFi AP can serve the users one at a time. This is very clear when the
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required data rates have low values. For example, if there are three eNB users and
three AP users. Let us assume each user requires 6.5Mbps data rate and that the eNB
and the AP can support all of their three corresponding users on the chosen channel.
Let us also assume that each user transmission requires 1 second to be done, then
the total throughput achieved by the eNB cell is (6.5+6.5+6.5)Mbit
1s
= 19.5Mbps, while
total throughput achieved by the AP cell is (6.5+6.5+6.5)Mbit
3s
= 6.5Mbps. This example
shows clearly why the eLAA outperforms the WiFi network. And for this reason, it
is expected for the MulteFire networks to be a fierce competitor to WiFi. For this
reason, it is also expected for the LWA networks to have the same performance as
WiFi networks as was stated previously in Section 6.1.
4. We notice that the WiFi network with DCA ability that uses the Greedy CAM have a
throughput dip as the number of channels increases when R∗ is low. This dip vanishes
and turns into a “temporary saturation” as R∗ increases. We also notice that this dip
does not exist in the eLAA network at any R∗ value. As it was explained before, this
“temporary saturation” is one form of the “piling effect”. This “temporary saturation”
turns into a “temporary dip” in the case of WiFi when R∗ is low. This is due to the fact
that WiFi AP serves the users one-by-one instead of concurrently. This means if the
eLAA network was able to achieve the “temporary saturation” level at low R∗, then
the WiFi network should have this dip at low R∗ because it takes more time to serve
its users compared to the eLAA as it is clear form the previous point. In other words,
this dip is due to the “piling effect” and the fact that WiFi serves the users one-by-one
instead of concurrently. The eLAA was able to maintain the “temporary saturation”
at low R∗ values, because it can serve multiple users at the same time which provides
higher throughput. We also notice that as R∗ increases, the “temporary dip” changes
to “temporary saturation” in the WiFi network, and “temporary saturation” changes
to throughput increase in the eLAA network. This also can be explained in the same
way by using the idea of the “piling effect” and the method of serving the users (i.e.,
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one-by-one or simultaneously).
5. If we look at the achieved throughput curves of any network, we can notice that the
throughput increases as R∗ increases up to a point then it starts decreasing. This
is expected since as R∗ increases the throughput should increase if the network can
support this increase in R∗. But as R∗ keeps increasing, the network will no longer be
able to keep up with this increase, hence a throughput decrease is expected to happen.
Figure 6.11(a) shows this behavior more clearly at c = 25 channels in the EGTCA
setup. Other setups have similar behavior.
(a) EGTCA Throughput (Mbps) Vs R∗
at c = 25 channels.
In Figure 6.11(a), we notice two dips in the eLAA throughput as R∗ increases. The
first dip can be explained by the fact that eLAA is unable to keep serving multiple
users all asking for high data rates at the same time, while on the other hand the WiFi
can serve these users on different time slots, hence, the first dip does not exist in the
WiFi throughput curves. The second dip can be explained as before (i.e., due to the
network inability to keep up with the increase in R∗).
6. Regarding the comparison between the Enhanced-Random and Random CAMs, we can
see in the figures from 6.3(a) to 6.10(c) that the eLAA using the Enhanced-Random
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outperforms the WiFi with Enhanced-Random CAM network and the WiFi with Ran-
dom CAM network. This is because the eNB always tries to maximize the number
of served users on any given channel. We also notice that the WiFi with Enhanced-
Random CAM network outperforms the WiFi with Random CAM network. This
because the Enhanced-Random keeps changing the operating frequency dynamically
(i.e., per AW). On the other hand, the Random CAM remains on the chosen channel
for a very long period of time.
6.5 Future Work
As a future work, it is important to improve the work proposed in this dissertation
by
1. Combining the work in the first four chapters and the work in Chapters 5 and 6 to
study the effect of imperfect detection on the proposed CAMs’ performance.
2. Developing the existing LTE and WiFi MAC protocols to accommodate the proposed
CAMs.
6.6 Conclusion
In this chapter, the interactions between three types of networks coexisting on the
same frequency band are studied. These networks are the LTE-eLAA, a future proposal
for WiFi networks that have the ability to dynamically assign their operating channels (i.e.,
WiFi with DCA ability), and the currently used WiFi networks that lack the DCA ability.
These networks also coexist with out of system devices (OSDs) that use the same frequency
band and act as sources of interference to the eLAA and WiFi networks.
Two channel assignment mechanisms (CAMs) are proposed, namely: EGTCA and
Enhanced-Greedy. The proposed CAMs are an enhancement on the already existing CAMs
namely: GTCA and Greedy CAMs, respectively. We found that a sound coexistence CAM
must possess three aspects (called the strength aspects): 1) credible objective function, 2) the
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ability to achieve the objective function on the chosen channel, and 3) the ability to account
for the surrounding current network activities. The results show a tremendous improvement
in the throughput and fairness values using the proposed CAMs compared to currently being
used CAMs in WiFi networks (i.e., the Greedy and Random CAMs). Our results show that
EGTCA has a better performance compared to the Enhanced-Greedy since the objective
function in EGTCA is more effective in improving the throughput.
This chapter also provides the results and the explanation for the following findings:
• eLAA networks outperform (in terms of throughput and fairness) the WiFi networks
with DCA ability when the users have uniformly distributed data rate requirements
from the set of the data rate allowed by the system.
• eLAA networks outperform (in terms of throughput and fairness) the WiFi networks
with DCA ability when the users have tendency for low data rate requirements from
the set of the data rates allowed by the system.
• eLAA networks are outperformed by the WiFi networks with DCA ability (in terms of
throughput and fairness) when the users have tendency for high data rate requirements
from the set of the data rates allowed by the system.
• The results show that the coexistence on the unlicensed band is possible and can help
in alleviating the congestion happening on the licensed band.
• Based on these findings, we are in the favor of considering the coexistence between LTE
and WiFi on the unlicensed band as one of the main features of the next generation of
broadband communication (i.e., 5th generation or 5G).
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CHAPTER 7
Conclusion
7.1 Conclusion
This dissertation proposes new frameworks for LTE and WiFi networks to be able to
coexist on the unlicensed band. These frameworks target the MAC and PHY layers.
In the PHY layer, we present multiple efficient spectrum sensing and data fusion
techniques that take into consideration the correlation among the sensed signals. The main
objective of these techniques is to design the decision rules at the sensors and the global
fusion rule at the fusion center (FC) in order to minimize the probability of error at the FC.
In the MAC layer, the following challenge is faced in this dissertation: choosing
the channel that achieves the best user experience, while, providing fairness among the
users in the same system and fairness among users of different systems. To address this
challenge, this dissertation presents a new channel assignment mechanism for both LTE and
WiFi. The main idea of this channel assignment is to choose the channel that is just good
enough for the required transmission by the cell (whether LTE or WiFi). This idea is very
effective in leaving the overqualified channels for other cells that may need them. Hence,
high throughput and fairness can be achieved simultaneously. This channel assignment was
tested on a WiFi-only system to achieve a better coexistence between the WiFi cells. The
results show higher performance compared to both greedy and random channel assignment
mechanisms. An IEEE 802.11-based WiFi MAC protocol is also presented to handle the
control packets exchange needed for the proposed channel assignment to work as intended.
The same channel assignment is also added to the LTE system. The performance
was tested under the coexistence with two types of WiFi networks. The first WiFi type is a
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network that uses the proposed channel assignment while the second type is a WiFi network
that uses the greedy and random channel assignment as currently used in off-the-shelf WiFi
access points.
The results show that by using the proposed channel assignment a noticeable increase
in throughput and fairness values can be achieved compared to the greedy and random
channel assignments.
The main conclusion from this work was: the coexistence between LTE and WiFi on
the unlicensed band is possible using the proposed frameworks on the PHY and MAC layers.
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