In this paper, it is shown that the bit erasure probability of turbo codes with iterative decoding in the waterfall region is nonlinearly scaled by the information blocklength. This result can be used to predict efficiently the bit erasure probability of the finite-length turbo codes over the binary erasure channel.
Introduction
Since turbo codes with iterative decoding were introduced [1] , a huge amount of research activities have been conducted on the evaluation or prediction of the performance of turbo codes. The iterative turbo decoding algorithm can be analyzed by studying two open-loop constituent decoders separately [2] - [6] . Given the statistic of communication channel output, the behavior of each constituent decoder is represented by a transfer function between the statistics of extrinsic information. Note that in this paper, the extrinsic information will be called the extrinsic. The widely used statistic of extrinsic is the mutual information with the corresponding information bit [2] . The asymptotic extrinsic information transfer (EXIT) function of the constituent decoder over the binary erasure channel (BEC) can be analytically derived by using asymptotic analysis [3] , [7] under the assumption that turbo decoding is a stationary process. By using asymptotic analysis, we can find the threshold erasure probability of the communication channel, at which the waterfall occurs in the bit erasure probability curve. The slope of the waterfall, however, depends on the information blocklength, so the relation between the information blocklength and the bit erasure probability in the waterfall region needs to be discovered. In this paper, we find the scaling law of the bit erasure probability of turbo codes over BEC in terms of the information blocklength, and show that the proposed result can be used to predict efficiently the bit erasure probability in the waterfall region.
Framework
We consider a binary turbo coding scheme, which is composed of two identical constituent encoders connected parallel through an interleaver [1] . The information sequence and the interleaved information sequence enters the first constituent encoder (ENC1) and the second constituent encoder (ENC2), respectively, and two parity sequences are generated from these two constituent encoders. The turbo codeword is obtained by concatenating the information sequence and two parity sequences. The turbo decoder is composed of two constituent decoders connected serially through an interleaver and a deinterleaver. Each constituent decoder outputs the extrinsic by using channel outputs and priors as the input. The prior is defined as the logarithmic ratio of the probability that the information bit is 0 to the probability that the information bit is 1, where the extrinsic obtained in the previous constituent decoder is used as the prior. Let us consider a BEC with an erasure probability as a communication channel. The extrinsic obtained at each iteration of the decoding process has ternary values: −∞, 0 or ∞. So, the extrinsic can be considered an output of another BEC which will be called the extrinsic channel [4] . Note that the input of the extrinsic channel is the information bit and the output of the extrinsic channel is the extrinsic or the prior. Without loss of generality, we assume the all-zero information sequence, which results in the extrinsics being 0 or ∞. If the information bit is erased by a communication channel and remains erased after the iterative decoding [3] , [4] , the corresponding extrinsic has the value of 0. Otherwise, the value of extrinsic is ∞. We assume that turbo decoding is a stationary process [3] . Let x I be the probability that the prior is 0 and x O be the probability that the extrinsic is 0. By the asymptotic analysis [3] , the asymptotic transfer function from x I to x O with a parameter is analytically derived, which is denoted by x O = g(x I , ). Since the prior and the extrinsic are the output of the extrinsic channel, which is BEC, the mutual information between the prior and the information bit is 1 − x I , and the mutual information between the extrinsic and the information bit is 1 − x O , where the transfer function from 1 − x I to 1 − x O is the EXIT function. For a given , the function g(x I , ) passes through the origin and is monotonically increasing with respect to x I as depicted in always 0 because x O = g(x I , ) passes through the origin. The EXIT trajectory gets stuck at (x M , x M ) after departing from g(1, ) and the bit erasure probability is obtained by
) and x O = x I meet only at the origin, it is clear that x M = 0 and the bit erasure probability is 0. The value of , at which we start to have nonzero x q 's, is called the threshold and is denoted by * , where * can be obtained analytically by the asymptotic analysis [3] . In case of = * , there exists only one nonzero x q which is x M . Such x M obtained with = * will be denoted by x * . As an example, * = 0.6428 and x * = 0.4 are obtained for turbo codes with G = (7, 5) as shown in Fig. 1 .
Finite-Length Analysis
By considering the statistics of the sequences of priors and extrinsics instead of considering the ensemble statistics of prior and extrinsic, we can obtain more useful insight regarding the probabilistic convergence behavior of turbo decoding with the finite-length information sequence [5] , [6] . The turbo decoding process with given iteration, communication channel realization and interleaver can be regarded as a sample path of a stationary process. The randomness of the closed-loop iterative turbo decoding process is reflected, in the open-loop constituent decoding, as the randomness of the realizations of communication channel and extrinsic channel, where the realization of extrinsic channel determines the realizations of prior sequences.
Let b k be the kth bit in a length-n information sequence and λ O k be the extrinsic corresponding to b k . Letx I be the fraction of zero priors in the sequence of priors, andx O be the fraction of zero extrinsics in the sequence of extrinsics. We also let g be the transfer function fromx I tox O with parameters and n, i.e.,x O = g(x I , , n), where g is a random function depending on the realizations of communication channel and extrinsic channel. Let N(x I , , n) be a random variable denoting the number of zero extrinsics in a certain sequence of extrinsics obtained from the constituent decoder associated withx I , and n, define an index function
(1)
For a given x I =x I , the random variable I k has Bernoulli distribution with Pr{I k = 1} = g(x I , ), where it is assumed that Pr{I k = 1} is independent of k. It follows that
where E{I k } and var{I k } are indepednt of k. It is clear that N(x I , , n) = n k=1 I k and thus the mean ofx O is obtained by
which is independent of n. Let ρ k j (x I , , n) be the correlation coefficient between I k and I j for givenx I , and n. Under the stationarity assumption of turbo decoding process, we suppose ρ(x I , , n) n j=1 ρ k j (x I , , n) to be constant irrespective of k. Note that I k , k = 1, · · · , n, are mutually correlated due to the coding constraint. In fact, it is observed that I k and I j are positively correlated if |k − j| is small, while they are almost uncorrelated if |k − j| is sufficiently large as shown in Fig. 2 . If ρ k j (x I , , n) ≈ 0 and Fig. 2 that ρ k j (x I , , n) with given k and j obtained for different values of n are almost the same. Consequently, we obtain
j=1 ρ k j (x I , , n 2 ) for any 1 k n 1 < n 2 , so that ρ(x I , , n) will be regarded as constant irrespective of n for givenx I and . Thus, the notation ρ(x I , , n) will be replaced by ρ(x I , ) to reflect its independence of n. The variance ofx O is obtained by
which is proportional to n −1 . From (4) and (5), it is clear that for givenx I , and n, the observation of g(x I , , n) is scattered around g(x I , ) with the variance proportional to n −1 , where the distribution of g(x I , , n) for givenx I , and n is observed to be Gaussian.
Scaling Law of Bit Erasure Probability
Letx † ( ) be the value ofx I at which Fig. 3 ). For givenx I , and n, the random function
, as described in Fig. 3 . Let P b ( , n) be the bit erasure probability with given and n. By using the Gaussian assumption of g(x † ( ), , n) for fixed and n, the approximation of P b ( , n) is obtained by
which is similar to the BER estimate of turbo codes over the AWGN channel [5] with ignoring the error floor asymptote. A brief derivation of (6), which follows [5] , is given below. For further understanding, the readers are encouraged to refer to [5] . Let x ∞ ( , n) be the value ofx I at the convergence of iterative decoding with given and n, where x ∞ ( , n) is basically x M introduced in Sect. 2. The bit erasure probability is obtained by
where
in the second term of the right-hand side is considered the error floor asymptote which is negligibly small and thus will be ignored. It is clear Fig. 3 The curvex I − g(x I , * ), around whichx I − g(x I , * , n) are located. The dotted bar across the point on the curvex I − g(x I , ) represents the scattering of the observation ofx I − g(x I , , n) with givenx I and around that point.
. By using these relations and (7), we can obtain the approximation for P b ( , n) as given in (6) . We have
where the last equality is obtained by using the first order Taylor expansion ofx † ( ) and g(x † ( ), ) around = * , and the property thatx † ( * ) = x * and x * − g(x * , * ) = 0. We also have
where the second equality is obtained from the property that x O = g(x I , , n) and (5), and the third equality is from the zero order Taylor expansion of ρ(x † ( ), ) and g(x † ( ), ) around = * . The bit erasure probability in (6) is approximated for around * by using (8), (9) and the zero order Taylor expansion ofx † ( ) around * as
and (10) can be written in a simpler form as
and it is independent of n. Equation (11) shows the scaling law of the bit erasure probability of turbo codes in the waterfall region around * . It is clear that the slope of P b ( , n) depends on n. The practical application of (11) is a simple and efficient prediction of the bit erasure probability as described below, although the analytical computation of ρ(x * , * ) in α( * ) is not available. First, we determine * through an asymptotic analysis. We choose a small n. For the chosen n, we obtain a bit erasure probability curve via simulation with a relatively low complexity. Then, for the chosen n, Fig. 4 The predicted and simulated bit erasure probabilities of turbo codes with G = (7, 5). We chose α( * ) = −2.9 so that the predicted curve fits the simulated curve for n = 1024, where * = 0.6428 and x * = 0. 4. we determine α( * ) so that the prediction by (11) fits the simulated curve. Once α( * ) is determined, the bit erasure probabilities for other n can be predicted by (11). Figure 4 shows the validity of the scaling law and the prediction of the bit erasure probability of turbo codes obtained by (11).
Conclusion
The scaling law of the bit erasure probability of turbo codes over BEC was discovered, which shows that the bit erasure probability is a function of the information blocklength for given encoder and erasure probability of a communication channel. The scaling law enables prediction of the bit erasure probability of turbo codes in a simpler and more efficient way.
