Abstract. A multi-scale method for the hyperbolic systems governing sediment transport in subcritical case is developed. The scale separation of this problem is due to the fact that the sediment transport is much slower than flow velocity. We first derive a zeroth order homogenized model, and then propose a first order correction. It is revealed that the first order correction for hyperbolic systems has to be applied on the characteristic speed of slow variables in one dimensional case. In two dimensional case, besides the characteristic speed, the source term is also corrected. We develop a second order numerical scheme following the framework of heterogeneous multi-scale method. The numerical results in both one and two dimensional cases demonstrate the effectiveness and efficiency of our method.
The sediment transport in flow is often modelled by a scalar convective equation coupled with the shallow water equations. Typically, the morphodynamic process by sediment transport is an extremely slow process [1, 2] in term of the flow velocity in the model, while the changes in the topography are usually of practical interests. Since interesting changes in the topography can only be produced by the continual erosion of the flow for a long period of time, the model is provided a scale separation in time. In the coupled model of the sediment transport equation and the shallow water equations, the system of shallow water equations is of standard formation, with the contribution from the riverbed elevation. In the past decades, the spatial variation of the riverbed elevation has been extensively investigated [3] . The expressions of the sediment tranport flow are usually proposed for granular non-cohesive sediments and quantified empirically [4, 5, 6, 7, 8, 9, 10] .
In this paper, we consider the following widely used system to model the sediment transport in one dimensional case where the first two equations are the shallow water equations, and the last equation is the Exner equation [11, 12] involving a sediment transport flux. In this system, h is the water depth, u is the vertically averaged flow velocity along the x direction, and B is the riverbed elevation. q b denotes the volumetric bedload sediment transport discharge. Different from the standard shallow water equations, the riverbed elevation B depends on time t as well. The parameters involved are the gravity constant g and ξ = (1 − γ) −1 with γ the porosity of sediment layer. Grass [4] proposed one of the simplest formulation of q b as (0. In practice, estimates of the bedload transport rate are mainly based on the modeling of bottom shear stress τ b and a non-dimensional parameters q * b as
(s − 1)gd 3 s , where s is the density ratio between sediment ρ s and water ρ, and d s is the median diameter of sediment. The non-dimensional form of bottom shear stress, which is also called Shields parameter, is defined as
A variety of models [4, 5, 6, 7, 8, 9, 10] have been often applied to build the relationship between q * b and Shields parameter. In this paper, one of the most commonly-used models proposed by Meyer, Peter and Müler [5] is considered: Here the critical velocity u cr = 8(s − 1)gd s τ * cr /f . We note that this model is one of the commonly-used for rivers and channels with slope lower than 2%, see [13] for details.
For the case that the flow-sediment interaction is low, ε is far less than the magnitude of typical flow velocity to depict the scale separation in time. In this sense, we call the parameter ε in (0.5) the time scaling parameter.
Similarly, the governing system in two dimensional case is formulated as where u = (u, v) T is the vertically averaged flow velocity along the x and y direction. The scale separation in time brings us serious difficulty in carrying out numerical simulation for (0.1) or (0.8). Currently, there are two classifications of the numerical methods for this problem: coupled method and decoupled method. The decoupled method is suitable for the case that the topography changes much slower than the flow, which results in a quasi-steady water motions with respect to the topography. It was pioneered by Cunge et al. [2] , and has been widely used in industry [3, 14, 15] on account of its high computational efficiency. There are, however, two drawbacks associated with decoupled method, including the instability when updating the riverbed with traditional scheme (e.g. Lax-Wendroff scheme) [16, 17, 18] and the low accuracy in terms of ε.
With the purpose of overcoming the above drawbacks of the decoupled method, much effort has been devoted to develop numerical schemes by coupling the hydrodynamics and morphodynamics. The numerical techniques developed in this fold include the Roe-type scheme [16, 19, 20, 21, 22, 23, 24] , the second order LHLL method [25] , the balanced finite volume WENO scheme [26] , the state reconstructions for non-conservation hyperbolic systems [27] , the relaxation approximation [28] , the second order SRNHS scheme [29] , the WAF method [30] , the McCormack scheme [31] , etc. One of the main difficulties for coupled method comes from the fact that the interaction between fluid and sediment is usually too weak [27] , and the simulations have to carry out for a long time. Therefore, it is necessary to use high order numerical schemes to depress the numerical dissipation. At the same time, one has to suffer by the small time step size restricted by the hydrodynamic time scale for the explicit scheme. Recently, the linearized implicit method [32] was proposed to enlarge the time step size.
The multi-scale method we developed in this paper for the sediment transport problem looks somewhat like the decoupled method. In the subcritical case, we first reformulate the sediment transport model to a non-conservative scalar equation (or the zeroth order equation), which preserves the hyperbolicity of the coupled system. We assume that the morphodynamic process is governed by a limiting equation (or the zeroth order equation) when the time scaling parameter ε tends to zero. For one dimensional case, the resulting limiting equation is exactly same as the result of De Vries [33] . For two dimensional case, the limiting equation can be derived subsequently as a reasonable extension of the one dimensional case, with a difference in the source term. When developing the numerical method in the framework of Heterogeneous Multiscale Method (HMM) [34] , the steady state solver for shallow water equations is adopted as the micro-solver, and the macro-solver for the morphodynamic time scale dynamics is applied. Therefore, the first drawback of decoupled method can be avoided to some extent by taking a stable scheme for zeroth order model as the macro-solver when updating the riverbed topography.
For practical problems that the time scaling parameter ε is not so extremely close to zero [27] , a first order correction have to be made to improve the order of accuracy for ε. In other words, the model error will be O(ε 2 ) after the first order correction, which does alleviate the second drawback of decoupled method for the low-interaction between flow and sediment (ε 1). The basic idea of the first order correction is as follows. With the help of the zeroth order model, two correction terms are applied to the steady state of shallow water equations: the dynamic term used to balance the flux and source term, and the O(ε) term. In light of this correction for flow variables, the characteristic speed of riverbed is corrected in one dimensional case, and both the characteristic speed and the source term of riverbed are corrected in two dimensional case. As for the numerical algorithm, an interesting observation is that one can update the flow variables while updating the riverbed topography in the macro time step of morphodynamic time scale. This fast variables correction improves not only the computing accuracy but also the stability of the numerical multi-scale method.
The rest part of this paper is organized as follows. In section 1, we apply our multi-scale method to one dimensional linear model to describe its key ingredients. In section 2, we give the homogenization of the model in one dimensional case and in section 3, we give the two dimensional model subsequently. In section 4, we develop the corresponding numerical method. The numerical results are in section 5 and a short conclusion remarks in section 6 close the main text.
One Dimensional Linear Model
In order to clarify our method for nonlinear hyperbolic systems (0.1) and (0.8), we first present our basic idea by studying the one dimensional linear hyperbolic system as follows
where
With the purpose of scale separation on the characteristic speeds of (1.1), it requires |λ i | ε, thus A is invertible. Moreover, we assume A has only discrete eigenvalues (i.e. the algebraic multiplicity is one). We emphasize that t represents the fast time scale, and τ = εt represents the slow time scale in the context of this paper. Let
Then, the original system (1.1) can be recast as:
It follows from (1.2) that C = K −1 DK, where
By the perturbation theory of discrete eigenvalues and eigenvectors in [35] ,
1.1. Zeroth order model. The first step of our method is to predict the slow variable B. Eliminating the spatial derivative terms of fast variables in (1.1), we have
The zeroth order model (or limiting equation) for the linear hyperbolic system (1.1) is derived by ε → 0, namely
We note that the zeroth order model (1.6) is established only on the hypothesis that U τ is bounded. In particular, this hypothesis holds when the fast dynamics has a steady state (up to O(ε)) with fixed slow variable in the initial state. At this point, the zeroth order model (1.6) provides a prediction for B on the interval [0, ∆τ ] as
In light of the prediction, a modified fast dynamics U (1) can be derived which is slightly different from that with fixed slow variable. Our next step is to calculate the difference between the steady variable U (0) (x, τ ) and U (1) (x, τ ) to get the correction terms, and by this way the correction model for the riverbed can be obtained. More precisely, we will show this process step by step strictly for the linear system. First, we have the following lemma for zeroth order model (1.6): Lemma 1.1. Suppose that A ∈ R l×l has only real and discrete eigenvalues and all eigenvalues satisfy |λ i | > δ ε for some positive δ. The initial dynamics satisfy
Proof. See Appendix A.
1.2. First order model. Now we consider the case in which ε is small but does not tend to zero. The basic idea here is to improve the accuracy of the weakly coupled term −εc T A −1 U τ by zeroth order model (1.6). More specifically, we first substitute B in (1.1) by the solution of the zeroth order model, i.e.
(1.7) U
t + AU
(1)
x (x, t). Then, the corrected equation of B can be derived by (1.5) and (1.7) that (1.8)B
The following lemma indicates that the error between the solution of (1. 
Proof. See Appendix B.
Remark 1. It is expected that if we apply the above steps repeatedly (i.e. substitute B (0) in (1.7) by the solution of (1.8), and solve (1.8) where U (1) substituted by the solution of the new equation), the results of better accuracy will be achieved. In nonlinear cases, however, it may be of some difficulties to get the correction terms (which will be introduced later) of more than second order accuracy, so we only consider the model up to second order accuracy, i.e. the first order model. The equation (1.8) does not provide a convenient way to computeB (1) due to the appearance of U
τ . Let us keep in mind that our aim is to deduce an equation which only has the riverbed as the variable (just like (1.6)). To this end, one needs to represent U Suppose U (0) is the steady state when B is fixed to
τ , and thereafter we consider ϕ = U (1) −U
other than U (1) . This trick is also used for the nonlinear systems: instead of solving the coupled equations to get U (1) τ , we use the steady state U (0) and calculate the difference ϕ to obtain U (1) . Now, we derive the closed form of ϕ. First, we have the following equations:
Taking the difference of the above dynamics and applying the characteristic decomposition of A, we have
x (x, 0) .
The initial condition of ϕ can be derived from Lemma 1.2 and steady state of U (0) , i.e.
(1.10)
Then, (1.9) can be solved analytically by the method of characteristics as
That is,
We will show later that the last two terms provide O(ε 2 ) term in the error estimation. This is why they are called high order terms. In the nonlinear system, the correction term will be shown to have a similar form.
Denote e k (k = 1, · · · , l) the unit vectors of R l and diag(x) the diagonal matrix with vector x in its diagonal entries. By the decomposition (1.11) and initial condition (1.10), we have
Note that U
(1) τ = ϕ τ , the model (1.8) can be rewritten as (1.12)B
By discarding the last two terms in (1.12) and denote its solution byB (1) , we have
Taking the difference of (1.13) and (1.8). LetÊ =B
(1) −B (1) , since (1.8) can be rewritten as (1.12), we haveÊ
with initial conditionÊ(x, 0) = 0. By the method of characteristics again,
Hence,B (1) is proven to be a O(ε 2 ) order approximation toB (1) , and thus the O(ε 2 ) order approximation to original solution B by Lemma 1.2. The final formula of first order model can be acquired by modifying (1.13) as
x (x, τ ). Or, (1.14) B
It is straightforward to prove that B
(1) is a O(ε 2 ) order approximation toB (1) and thus a O(ε 2 ) order approximation to original solution B, which is precisely the following theorem:
In nonlinear cases, λ
B and λ (1) B are functions of the steady state other than constants. Therefore, the steady state as well as the correction term ϕ should be computed at every step when solving zeroth order model or the first order model. Although we actually do not have to use ϕ in linear cases (we only need to use U (1) τ ), the correction term ϕ is essential in nonlinear cases due to two reasons: (i) it is needed to give the high order algorithm for solving first order model; (ii) it will be used to give the prediction of fast variables at next step, which could improve the efficiency of computing the steady state.
One Dimensional Sediment Transport Model
Now we consider the one dimensional sediment transport model (0.1). The process here is quite similar with the linear case. First, we derive the formulation of riverbed equation through the original coupled system. Then, the zeroth order model is obtained by taking ε → 0. After that, the correction term is considered and first order model will then be derived.
2.1. Zeroth order model. First, we reformulate the sediment transport systems (0.1) with primitive variables as (2.1)
When the flow is subcritical, namely |u| < √ gh everywhere, the fast dynamics in (2.1) deduces that
Eliminating the spatial derivative terms of fast variables in the sediment transport equation, we have
. The zeroth order model (or the limiting equation) for the 1D sediment transport systems (0.1) is derived by taking ε → 0 in (2.2) as
are the steady states with fixed riverbed, and λ
It should be noted that h (0) and u (0) are the functions of riverbed B (0) . Unlike the linear hyperbolic system, the characteristic speed of (2.3) depends on the fast variables. Similar to the discussion in section 1, h τ and u τ are assumed to be bounded so that the last term in (2.2) tends to zero when ε → 0. Usually, the steady state of flow exists with fixed riverbed when appropriately applying the boundary condition, which implies that h τ and u τ are bounded for the sediment transport.
Remark 2. From the characteristic speed of riverbed in (2.2), we know that |λ
which means that our model can only handle the case in which |u| stays away from √ gh everywhere. This can be guaranteed for the subcritical case |u| < √ gh.
First order model.
As with linear case, the most essential step in deriving the correction model is to compare the fast dynamics with fixed riverbed to the modified one with riverbed moving according to zeroth order model. Let τ 0 be the base time with the riverbed B (0) (x, τ 0 ). At time τ = τ 0 +τ ,
.
Thereafter, we often consider the case in which τ 0 = 0 to make it more concise. Let
be the correction of fast variables. Similar to (1.11), we intend to decompose ϕ h and ϕ u into the sum of O(ε) term, O(τ ) term and high order term, namely
Then, eliminating h (1) , u (1) and neglecting the high order term to obtain the linearized equation as
Collecting the O(1/ε) terms and assuming that ϕ
u are zero when |x| → ∞, we have
Namely,
Consider the remaining terms in ϕ h , ϕ u besides the O(τ ) terms.
Taking ϕ h = ϕ
Collecting the O(1) term, we obtain (2.9)
x .
Notice that (2.9) is a linear system for ϕ
h and ϕ
u , which is convenient to be numerically solved, see Subsection 4.1.
Slow variable correction.
Having the O(τ ) and O(ε) terms, (2.2) can be reformulated aŝ
u . Similarly, the last term is regarded as a correction term on the characteristic speed of slow variable. Letτ → 0, we derive the model with first order correction for the 1D sediment transport systems (2.1) as (2.10) B
Two Dimensional Sediment Transport Model
We move to the modelling of the two dimensional hyperbolic system governing sediment transport. We will see later that there is an essential difference between one dimensional model and two dimensional model. In two dimensional case, the model cannot be obtained by eliminating the spatial derivative terms of fast variables. Instead, the two dimensional model is a convection equation with source term, while is consistent with the one dimensional model.
Zeroth order model. Let
We reformulate the 2D sediment transport system (0.8) with primitive variables
By the equations of mass and momentum conservation in (3.1), we have
Eliminating the spatial derivative of h to obtain
Notice that the spatial derivative of u can not be solved from (3.2). Therefore, we introduce a rotational invariant operator
which degenerates to null operator for 1D case (v = 0). Then, the spatial derivative of u from (3.2) and (3.3) are represented as
Substituting (3.4) into (3.1), we have
. Similar to 1D case, the zeroth order model for the 2D sediment transport system (3.1) can be derived by taking ε → 0,
and h (0) , u (0) are steady states with respect to B (0) . Roughly speaking, (3.6) is not a convective equation with source term, since S
B in (3.6) involves the spatial derivative of fast variables. From the comparison of (2.3) and (3.6), we find that the zeroth order model of 2D case is consistent with the model of 1D case, namely, (3.6) degenerates to (2.3) if v = 0 and B y = 0. Therefore, one may expect that (3.6) has captured the leading order part of the characteristic speed for sediment transport.
3.2. First order correction. Similar to the 1D case, we first calculate the difference between the fast dynamics with fixed slow variable and the modified one with predicted slow variable. Using the similar notation with 1D case, we have
The following linearized equation for ϕ h and ϕ u can be derived by dropping off the high order term
Similar to 1D case, we intend to decompose ϕ h and ϕ u into the sum of O(ε) term, O(τ ) term and high order term, i.e.
(3.10)
h (x,τ ) + high order term,
u (x,τ ) + high order term.
3.2.1. O(τ ) Term. We first try to find the O(τ ) term analytically, which is used to depict the change of the fast variables with the evolving of slow variable. In comparison to the 1D case, the mass conservation in (3.9) simply tells us that h (0) ϕ u + u (0) ϕ h is divergence free when neglecting the time derivative. However, the term ϕ u · ∇u (0) + u (0) · ∇ϕ u in the momentum conservative equation can not be formulated to a total derivative . Therefore, we first define
It is obvious that L u is a linear operator and degenerates to null operator for 1D case (ϕ v = 0 or v = 0). Hereafter, we devote to analytically matching the flux and source term in (3.9) withφ
Letφ
u be the rest parts of O(τ ) term. Notice that the O(τ ) term is used to balance (3.9) without time evolving terms, thus the equation ofφ (1) h andφ (1) u can be proposed as
Therefore, the O(τ ) term is composed of the analytical terms from (3.12) and the other terms from (3.13). We also note that the O(τ ) term of 2D case is consistent with that of 1D case by the degeneration of L u in 1D case.
O(ε)
The time derivatives ofφ
u can be calculated by (3.12) as
τ .
For the time derivatives ofφ
by taking a time derivative on (3.13). Denoteφ
, and it is easy to check that
Takingτ → 0 and collecting the O(1) term in (3.14), the O(ε) term satisfies (3.17)
We also note that the equations (3.13), (3.17) and (3.18) share the similar form, which is able to be numerically solved, see Subsection 4.1.
3.2.3. Slow variable correction. From (3.12), (3.13) and (3.17) , the corrected fast variables in (3.10) can be obtained. Then, we substitute the fast variables correction into (3.5) and omit the high order term to havê
Letτ → 0, the first order correction model for the 2D sediment transport system (0.8) can be derived as
where (3.20)
Numerical Scheme
In this section, we develop the numerical scheme to solve the sediment transport using the models introduced in the previous sections. Our numerical scheme basically falls into the framework of HMM method [34] , which contains a microscale solver, namely the steady state solver, and a macro-scale solver, namely the riverbed solver. Meanwhile, our scheme also contains a fast variable correction which differs from the traditional HMM method. Briefly, the scheme contains three parts: solving the steady state of flow, calculating the correction term, and solving the equation of the riverbed. We only focus on last two parts in this section. After introducing the algorithms to calculate the correction term and solve the equation of the riverbed, we will give an implementation framework.
Calculating the correction term. Correction term contains two parts: the O(τ ) term and O(ε) term. The former part needsB
(0) which is solved later in section 4.2. Here, we assumeB (0) can be acquired somehow.
4.1.1. 1D case. The time correction term could be calculated according to (2.8) analytically after havingB (0) . Hence, we only focus on the O(ε) term. For (2.9), we will implement a method which provides an inspiration on solving the correction term in 2D case.
We rewrite (2.9) in the following formulation:
Here, S is written as the function of x since the steady states can be computed with fixed B (0) . Further, notice that
shares the same eigenvalues with 1D shallow water equations. Therefore, the fluxbased wave decomposition method [36] can be applied to solve ϕ (0) . More precisely, let s respectively. Here, ∂F/∂ϕ
is acquired by using the Roe averages h
i−1/2 . To make it more concise, we omit the superscript (0) below in this subsection. The algorithm is described as follows: (1) Decompose the fluxes as
and
(2) Calculate wave fluctuations by
where (s) + = max(s, 0), (s) − = min(s, 0). By the subcritical assumption,
(3) Solve the algebraic linear system (4.2)
where the central difference is used to discretize S i :
Note that λ B (h, u) = 0 if u = 0 from (2.3), then the scheme is naturally wellbalanced. Further, zero boundary condition is enforced in a computational domain [a, b], i.e. ϕ h (a) = ϕ h (b) = 0 and ϕ u (a) = ϕ u (b) = 0. For the linear system, the BiCGSTAB solver is used whose parameters will be specified in the numerical test. 
Thus, we only present the numerical scheme to solve (4.3), which can be written as
This form is inappropriate to solve due to the degeneration of the fluxes. To fix it, we add an additional term to both sides:
It is interesting to note that this fixing term degenerates to zero for 1D case. Therefore, (4.3) can be recast as
We note again that ∂F/∂φ, ∂G/∂φ share the same eigenvalues with the 2D shallow water equations. Denote s 
(3) Solve the algebraic linear system
where the central difference is used to discretizeS i,j . Similar to the 1D case, we need to write α p in terms of φ i±1,j±1 to obtain a linear system. We also note thatS i,j may contain φ, the corresponding terms of which should be moved to left hand side when building the linear system. Further, zero boundary condition is enforced as the 1D case. The eigenvalues of ∂F/∂φ and ∂G/∂φ cannot guaranteed to be away from zero under the subcritical assumption. Therefore, we make usage of the Harten's entropy fix [37] to stablize algorithm. The wave fluctuations after the entropy fix are as follows:
Here, δ is a small positive constant,
We apply the entropy fix in the y direction in the same way.
Remark 3. In the subcritical assumption, the eigenvalues in 1D case are guaranteed to be away from zero. Thus, entropy fix is not applied in 1D case. for 2D case, respectively. It suffices to describe the scheme for (4.6) since the numerical scheme for 1D case is a simplification of that for 2D case. In light of (3.19) and (3.20), we have u are the functions of h (0) , u (0) according to (3.17) and (3.16). First, assume λ and S are known. We modify the second order TVD RungeKutta scheme [38] to solve (4.6) as
Here, f upwind is an upwind flux function that
To achieve the second order spatial discretization, we apply the MUSCL-type slope limiter [39] (1, r) ) is the minmod limiter. Discretization on y direction takes the same form. In multidimensional cases, this slope limiter scheme may bring spurious oscillations in regions with large gradients in conservation laws. When having a riverbed with sharp shape, we can require the limiter to satisfy a limiting condition in [40] by setting the MLP-type limiter as an upper bound.
It remains to show how to obtain λ n , λ n+1 and S n , S n+1 . Based on B n , the steady states h (0),n and u (0),n can be computed, as well as ϕ
due to (3.19) and (3.20) . We note that slope limiters of the h (0) and u (0) are applied to calculate the source term S n . For λ n+1 , S n+1 , one option is to repeat the above procedure when fixing B toB n+1 . Another option is to apply the O(τ ) correction to approximate the desired terms
,n by (3.12) and (3.13). Here, we use εϕ (0),n to approximate εϕ (0),n+1 with error O(ε∆τ ), and use h (0),n + ϕ (1),n h (∆τ ) to approximate h (0),n+1 with error O(∆τ 2 ) (the same with u). The error can be roughly estimated as below. First, the error of λ n+1 and S n+1 are of order O(ε 2 + ε∆τ + ∆τ 2 ). Since the TVD Runge-Kutta scheme is applied up to time O(1) in τ scale, the error in computing the riverbed is as O(∆x 2 + ∆τ 2 ). Hence, the total error is approximately of order O(ε 2 + ε∆τ + ∆x 2 + ∆τ 2 ). Then, by the CFL condition we have that ∆τ × (speed of the riverbed evolving) ∼ ∆x, the total error is of order (4.10) O(ε 2 + ε∆x + ∆x 2 ).
As shown above, we solve the steady state h (0),n , and then use h (0),n + ϕ
. Actually, such approximation can be repeated for several successive steps, i.e. using h (0),n+1 + ϕ
. In a practical simulation, in order to make the computation more efficient, we will apply this approximation for fixed steps (denote as K later on, K is not big, say 2 or 3), i.e. we only solve steady state for h (0),n and approximate
through time correction term. During these steps, we use the same O(ε) correction εϕ (0),n h , which does not affect the overall error.
4.3. Sediment transport algorithm. After all the preparations above, we are ready to give the second order algorithm for sediment transport. We will only give the algorithm in 2D case below for conciseness.
Step 1: Initialization: Let t = 0, n = 0, and set the initial data B 0 . Give a positive integer K and we will take K macro steps forward for every sample.
Step 2: Sampling and calculating the O(ε) term correction.
• Sampling: Fix B = B n , apply the steady state solver to obtain h (0),n ,
) .
• Solve (3.17) to obtain ϕ
• Apply the O(ε) correction: Let m = 0, t = t n and
Step 3: Riverbed prediction • Use h n,m , u n,m to calculate characteristic speed λ n,m and source term S n,m according to (3.20) :
• CalculateB n,m+1 using (4.7):
Here, the time step ∆τ n,m is determined by the CFL condition, namely
where 0 < C cfl < 1.
Step 4: Approximate the steady state by time correction
• Leth n,m = h n,m − εϕ
. In this step, we usē h n,m ,ū n,m other than h n,m , u n,m to approximate the steady states.
• Solveφ ).
• Update the steady state:
Step 5: Riverbed correction • Calculate λ n,m+1 , S n,m+1 using h n,m+1 , u n,m+1 according to (3.20) .
• Update riverbed B n,m+1 by (4.8):
Update current time t → t + ∆τ n,m /ε and set m → m + 1.
Step 2, otherwise go to Step 3.
If the O(ε) correction and Step 5 are omitted, then the resulting scheme becomes a first order discretization, whose overall error becomes O(ε + ∆x) due to the CFL condition. We call the scheme in such a simplified version the first order scheme, and the scheme contains all the steps above will be referred as the second order scheme later on.
4.4.
Nondimensionalization. We often nondimensionalize the parameters in practice [16] . Suppose the order of length, height, velocity, time and gravity constant are L, H, U, T, G. We set
and the system can be reformulated in terms of x * , y * , B * , h * , t * . We may set T = L/U, G = U 2 /H thus the parameter A g (see (0.6) or (0.7)) is set to be A gQB /H, whereQ B =q b (U ). Based on the error estimate in section 4.2, the error after nondimensionalization becomes
, second order scheme.
Numerical Results
In this section, we present several numerical results to validate the effectiveness of the second order time homogenized model for sediment transport. For all sediment transport problems considered, the initial setup of the flow are obtained by solving the steady state on the initial riverbed. All the computations are carried out on a laptop computer with core speed of 2.3 GHz and the algorithm is implemented using C++ programming language.
5.1. One dimensional case. We consider the examples studied in [16, 29] . The channel is of length with 1000m and the initial riverbed is given as The initial water level is set to be 10m, and Q is a constant discharge taken case by case. Therefore, the nondimensionalized parameters are L = 1000, H = 10, U = Q/10,Q B = (Q/10) m−1 .
The porosity constant γ = 0.4, and the constant A g is set to 0.001 representing the slow interaction of the riverbed with water flow. Thus, the time scaling parameter in this case turns to be ε = 0.001/0.6. The CFL number is set to 0.65 when updating the riverbed. In the Step 2 in the algorithm described in Section 4.3, we need to get the steady state, which can be acquired by the standard flux-limited Roe scheme (see [16, 17, 41] ) for a long time so that h n+1 − h
or iteration number is bigger than 20000. For the initial condition of the flow, we use this iteration until the steady state is reached. For the boundary condition used in the steady solver, we fix the upstream discharge with 10m 2 /s and use the transmissive boundary condition for downstream.
Also in the Step 2 and
Step 4 in the algorithm, correction terms are need to compute. We use the zero boundary condition and use the BiCGSTAB solver with SSOR preconditioner in deal-II 1 to solve the linear system. The tolerance of the BiCGSTAB solver is 10 −6 and the relaxation parameter of SSOR preconditioner is 0.955.
Basic results. First, we present the results obtained when Q = 10m
2 /s with ending time T = 238079s. The Grass model with m = 3 (see (0.6)) for the sediment transport flux is considered at first, then numerical results of other models are given. Later on, the convergence order of the first order and the second order multi-scale algorithms will be computed. To make a comparison, we have included a reference solution computed by the Roe's scheme with the second order flux-limited method [16, 17] using a fine mesh with 4096 grid points. Figure 5 .1 displays the sampling results (i.e. the depth and velocity of water) at initial time and end time. Figure 5 .2 displays the riverbed when applying the first order scheme and the second order scheme on mesh with N = 256. We set K = 2 to accelerate the computing. We also plot the solution of Roe's scheme for comparison. It is clear that the first order scheme produces the diffusive riverbed. However, this numerical diffusive has been reduced remarkably by the second order scheme. Here, all computations are carried out using the second order multi-scale algorithms, with parameters the same as above.
Convergence results.
Let us examine the convergence order of the multi-scale schemes. The test will be based on the Grass model. The Roe's scheme [16, 17] on an extremely fine mesh with 16384 grid points to is applied to produce the reference solution. Due to the limitation of our computing capacity, the computing time is comparatively short, says T = 90000s. Actually, the time T = 150/ε is enough for convergence order study. Here, we set K = 1 and compute using both the first order and the second order algorithms. Besides, to study the effect of the O(ε) correction, we use the second order solver while discarding the O(ε) correction in Table 1 . Convergence order of different algorithms.
Computing time comparison.
We will show the computing times with different A g 's and mesh sizes in this subsection. The ending time T = 150/ε, the porosity constant is 0.4, and K = 2 in the computations. For different cases that A g = 0.01, 0.005, 0.001 and N = 256, 512, Roe scheme, the first order multi-scale scheme and the second order multi-scale scheme are tested. From the computing times shown in the Table 2 , we can see that for different A g 's, the computing times of first order and second order scheme do not change a lot. It's because the main computational cost attributes to solving the steady states, which does not change a lot for different A g 's. These results demonstrate the efficiency of our multi-scale schemes, especially when A g is small enough.
5.2.
Two dimensional example. This example has been studied in [16, 17, 28] . We adopt the 2D case where the sediment transport takes place in a 1000m×1000m channel, with the initial dune profile as ), if 300 ≤ x ≤ 500, 400 ≤ y ≤ 600, 0, else. Table 2 . Computing times (seconds) for different cases.
The initial water surface level is 10m everywhere with the uniformly horizontal discharge Q = 10m 2 /s, namely
, v(x, y, 0) = 0.
In this test, the Grass model with m = 3 is used. The porosity is 0.4 and time scaling parameter ε = 0.001/(1 − 0.4) to coincide with the model in [16] . When solving the steady state, we fix the discharge of x-direction to be Q = 10m
2 /s at the upstream boundary, and the transmissive boundary condition is applied to the downstream boundary. The reflective boundary condition is adopted on the both sides of the channel. We also use the flux-limited Roe scheme [16, 17] to solve the steady state. As with 1D case, we solve the shallow water equations until the residual is less than 10 −6 or the iteration number is bigger than 20000, and then the result is approximated to be the steady state. We compute this channel test problem using the second order multi-scale method until T = 3.6 × 10 5 s on a 128×128 mesh. The CFL number is set to be 0.5 and K is set to be 2. When solving the correction terms, we use the reflective boundary condition on the y = 0, 1000m, and use the zero boundaries condition on x = 0, 1000m. As with 1D case, the BiCGSTAB solver with SSOR preconditioner is used to solve the correction terms. The tolerance of the BiCGSTAB solver is 10 −6 and the relaxation parameter of SSOR preconditioner is 0.955. Figure 5 .4 shows the riverbed at initial time and end time. The steady state of velocities are shown in Figure 5 .5. As shown in [16, 17, 28] , the initial dune will gradually deform to a star-shaped pattern. From the Figure 5 .4 one sees clearly that our method captures correctly such behaviors.
More precisely, the spread angle of the riverbed is important to show whether our model and scheme work [42, 43] . Assume that the interaction between the sediment layer and flow is low, the following approximation of the spread angle is proposed by De Vriend [43] 
For the case in which m = 3, the angle is approximately 21.78
• . Figure 5 .6 shows the contour of the riverbed at the ending time and also the angle θ = 21.78
• . From the figure, we observe that the spread angle of our scheme is very approximately to the one derived by De Vriend.
At last, the computing time of our multi-scale method is 492s, which is much less than that of the flux-limited Roe's method [16, 17] (16806s). 
Conclusions
In this paper, a second order time homogenized model and the corresponding numerical methods for the sediment transport are proposed. Through the numerical experiments, the multi-scale method shows significant effectiveness, especially for the long time simulation of sediment transport while provides a considerably good approximation to the coupled system. Taking the spatial derivative to obtain (A.1) XU x + Λ −1 XgB x k (x, t) = XU x + Λ −1 XgB x k (x − λ ε k t, 0) + ε X U x +αB x k (x − λ ε k t, 0) − ε X U x +αB x k (x, t).
Since XU x + Λ −1 XgB x = Λ −1 X(AU x + gB x ), and the initial state of fast variables, we get
It follows from the boundedness of U x , B x (one can check directly by the boundedness of (K ε ) −1 ) that Let E = B − B (0) . By subtracting (1.6) from (1.5), we have
Thus,
B (τ − s), s)ds.
Finally, we have
If B(x, 0) ∈ W 2,∞ (R), then we can take the spatial derivative again to (A.1) to obtain (A.3)
XU xx + Λ −1 XgB xx k (x, t) = XU xx + Λ −1 XgB xx k (x − λ ε k t, 0) + ε X U xx +αB xx k (x − λ ε k t, 0) − ε X U xx +αB xx k (x, t), which yields
by the similar argument. Then
B (E x ) x = εc T A −1 U τ x E x (x, 0) = 0, which means that
This ends the proof. − ε(XU x +αB x ) k (x, t) + ε(X 1 U
= − ε(XU x +αB x ) k (x, t) + εX 1 U
= ε(XU (1)
x )(x, t)
By the similar technique as Lemma 1.1, we can prove
XU
And Lemma 1.1 proves that B x − B (0) x ∞ = O(ε). In light of the (B.1), we have the following estimate for the last part:
Here, we have used the fact thatΛ is diagonal. From the above, we finally obtain
which implies that
Thus, we have U τ − U
(1) τ ∞ = O(ε). This completes the proof.
