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1. HILL’S EQUATION 
As in [l], we consider Hill’s equation in the form 
y”+(a+bsinx)y=O, (1.1) 
where a and b are (real) constants with a < 0. Our concern will be values of 
a and b for which solutions of (1.1) are oscillatory on [0, co). Solutions are 
known to be oscillatory when a > &oscillation then follows from the fact 
that [Z] 
s 
a (u+b sin x) dx = +a. 
0 
It is easy to see that solutions also oscillate when a = 0, b # 0 (see, e.g., [3, 
p. 1601). 
When a < 0, oscillation depends on the size of b. Valuable information 
on this subject has been provided by Moore [SJ and by Markus and 
Moore [6]. These writers point out that it is immediate that if a < 0, b > 0, 
a + b < 0, solutions of (1.1) are nonoscillatory, that the sector S bounded 
by the lines a+b=O and u- b = 0 (a < 0) is the largest sector contained in 
the domain D of the ub plane that contains those points (a, 6) for which 
solutions are nonoscillatory. Further, the domain D is symmetric in the u 
axis and contains its boundary B. We shall, therefore, concern ourselves 
henceforth essentially with the case b > 0. We note in passing that if 
solutions are oscillatory for a choice (a,, b,), solutions are also oscillatory 
for the pair (a,, b,) if b, > bo. Similarly, ifsolutions are nonoscillatory for 
a pair of numbers (a,, b,), solutions are also nonoscillatory for the pair 
(a,> b,) (0 <h < bo)- 
It is the purpose of this paper to provide relatively simple curves of 
approximation f(u, 6) = 0 to the boundary B of D. To that end we note 
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that for a given value cd0 the corresponding value of q on the boundary 
for the Mathieu equation 
j+(c--2qcos2t)y=O (1.2) 
is given implicitly b the equation [4, p. 291 
- u/m2 (l/Wq* U/Wq* (1/2304)q2 
‘=l-(1/4)c- I-(1/16)c- l-(1/36)c- l-(1/64)c-” ‘5 (1.3) 
where the right-hand member of (1.3) is an infinite continued fraction, and 
q2 is the smallest solution of the equation corresponding to a given value of 
c. Substituting 2t= x + 7r/2, a= c/4, b = q/2 in (1.2) yields Eq. (l.l), and 
after elementary manipulation of the continued fraction, Eq. (1.3) becomes 
-1 --A -1 -a. - ~ 
‘=2(1-+ 2(4-a) + 2(9-a) + 2(16-a) + 
... (l=b*). (1.4) 
The partial numerators in (1.4) are all ( -1) and the nth partial 
denominator is 2(n2 - a) = 4(n). 
Approximations A,(I)/B,(I) to the continued fraction (1.4) are given by 
the recursion formulas 
A,, =O, A,=-3L, 
B, = 1, B, =2(1-a), (1.5) 
A, =$@)A,-, -AA.-,, B,=&n)B,-, -Mp2 
(n = 2, 3,...). 
We shall see that the curves determined by the equations 
An(~) = a (a < 0, n = 1, 2, 3 ,...) (1.6) 
provide increasingly better approximations to the boundary B, as n 
increases. First, consider the intersection ofthe two curves 
An- ,(A) A,(A) 
B,-lo =& zJT)=” (n = 2, 3,...). 
For u fixed 60, solutions 1 are given by the equation 
An(A) An- ,(A) 
zm=B,_,o 
or by 
A,(A) Be ,(A) - A,- ,(I) B,(A) = --.A” = 0; (1.8) 
(1.7) 
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that is, 1= b2 = 0. The curves (1.7) then intersect only at a = 0, 2 = 0 (note 
that A,(O) = 0, n = 1,2 ,... )
For a fixed negative value of a let n,(a) be the smallest positive solution 
3, of the first equation (1.7) and &(a) the smallest positive solution 1 of the 
second. If for each value of a it is true that n,(a) <L,(a), we shall say that 
the second curve (1.7) lies wholly within the first. 
To show that the curve determined by the second equation (1.7) lies 
wholly inside that determined by the first equation it is thus sufficient to 
show this is true for any one value of a ~0. We choose a = -1, and the 
equation to be solved for the smallest positive root i is then 
S,(A) = A,(i) + B,(A) = 0. (1.9) 
For n = 1,2, 3,4, 5, Eq. (1.9) becomes, respectively, 
4-i, =o, 
40- 111, =o, 
800 - 2241, + 1: = 0, 
27200 - 76561, + 452: = 0, 
1414400 - 398912& + 25641: - A: = 0, 
(1.10) 
where A,, is the smallest positive zero of the function S,(J), n = 1, 2,.... It is 
noteworthy that A, = 4, I, = 3.6363636, A3 = 3.6302625, 1, = 3.6302293, 
1, = 3.6302292, to seven decimal places. 
We wish to prove that 1, <A,-, (n = 2,3,...). To that end observe first 
that (by induction) S,(O)>0 (n= 1, 2,...). Next, it is immediate that 
&(n)=4(n) Sn-,(~)-G-,(~) (n = 2, 3,...) 
d(n) = 2(n2 + 1). 
(1.11) 
Inasmuch as S,(&) = 0, it follows that 
Sn+*(kJ= -Jwn-,(U (n = 1, 2,...). (1.12) 
Recall that I,, is the smallest positive zero of S,(L); accordingly, S (n) > 0 
(0 < 1~ 1,). Since & < 1,) S,(&) > 0, from (1.12) we have that S,(&) < 0. 
Thus, & < 1, and S,(&) > 0. As before, (1.12) then implies that ,!?,(A,) < 0 
and that 2, ~1~. An easy induction yields the fact that 
O-CA, <A,-,< ... <A, =4 (n = 2, 3,...). (1.13) 
We have the following result. 
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THEOREM. For euch value of a < 0 let I. represent the smallest positive 
root of the equation 
A,(E.)/B,(%) = a (n = 1, 2,...). (1.14) 
If h2 is set equal to this value of 1, the corresponding collection of points 
(a, b) (a < 0) yields a curve C,(a, 6) in the ab plane that is symmetric in the 
a axis. Solutions of equation (1.1) are oscillatory for pairs (a, b) on, and out- 
side, each such curve determined by (1.14). Further, the sequence of curves 
approaches the boundary B of D in such fashion that each curve lies inside its 
predecessor as n increases. 
To conclude the demonstration of the theorem we note that because the 
curves determined by (1.14) cannot intersect for a < 0 it follows that 
because the value of b2 associated with index n at a = -1 is smaller than 
that associated with index n - 1 at a = -1, this is true for all values of 
a < 0. 
To estimate the speed of convergence of the continued fraction we 
observe that for values fo ,I< d(n) - 1 = 2(n2 -a) - 1, 
4-B,- 1 =[d(n)-11 B,-, -AB,., 
> [4(n)- 11 (L, -Ld (n = 2, 3,...), 
where d(n) = 2(n* - a). Accordingly, for n = 2, 3 ,..., 
B,-B,-, > fi[6(i)-11 (1-2~). 
2 1 (1.15) 
Incidentally, it follows from (1.15) that, for L-C 2(n2 -a) - 1, each B, > 0 
(n = 2, 3,...), and actually that 
(l-2a) (n = 2, 3,...). 
The continued fraction converges quite rapidly for A< 4, for example, 
inasmuch as the telescopic series 
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has its nth term numerically less than 
1” 
[4(n)- 11 {I-I-’ C&i)- W” 
(1.16) 
If, for example, a = -1, d(i) - 1 = 2i2 + 1, n = 5, (1.16) becomes 
I5 A5 
51(16929)2 = 1.46 x 10” 
< 0.00000007, 
when A< 4. 
The approximating curves 
seen to have equations 
b2 = -2a( 1 - a) 
bZ= -441 -a)(4-a) 
8 - 3a 
given by (1.14) for A= 1, 2, 3,4 are readily 
(n = 11, 
(n = 2), 
b* - 8b2(3 - a)(6 -a) - 8a( 1 - a)(4 - a)(9 - a) = 0 (n = 3), 
(1.17) 
and for n = 4, 
5(8 -a) b* - 4b2( -5a3 + 105~2~ - 652a + 1152) 
- 16a(l-a)(4-a)(9-a)(16-a)=0. 
For a 6 -1 the first curve (1.17) is identical with one obtained in a 
totally different fashion [ 1, p. 3081 and improves the earlier esult when 
-l<a<O. 
Here are a few tabular values of b for several pairs of values of a and n: 
It is noteworthy that when a= -1, the values for b are identical toseven 
decimal places for n = 4 and n = 5; however, even when a= -10, the 
corresponding estimates for b differ only in the fourth decimal place. 
469/114f2-14 
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It is readily seen that the curves corresponding to (1.17) for the Mathieu 
equation ( 1.2) have equation (c < 0), respectively, 
2q2 = -c(4 - c), 
(32 - 3c)q’ = - c(4 - c)( 16 - c), 
2q4 - 4q2( 12 - c)(24 - c) - ~(4 - c)( 16 - c)(36 - c) = 0, 
5(32 - c)q4 + q2(5c3 - 420~’ + 10432~ - 73728) 
-c(4 - c)( 16 - c)(36 - c)(64 - c) = 0. 
Thus, for example, solutions of Eq. (1.2) are oscillatory when q2 > 
-c(4 - c)( 16 - c) (c < 0). Solutions of the Mathieu equation are, of course, 
also oscillatory when c > 0 and when c = 0, q # 0. 
REFERENCES 
1. W. LEIGHTON, Some oscillation theory, Angew. Math. Mech. 63 (1983), 303-315. 
2. W. LEIGHTON, Principal quadratic functionals and self-adjoint second-order differential 
equations, Proc. Nat. Acad. Sci. U.S.A. 35 (1949), 192-193. 
3. W. LEIGHTON, “A First Course in Ordinary Differential Equations,” 5th ed., Wadsworth, 
Belmont, Calif., 1981, 
4. N. W. MCLACHLAN, “Theory and Application of Mathieu Functions,” Dover, New York, 
1964. 
5. R. A. MOORE, The least eigenvalue of Hill’s equation, J. Math. Anal. Appl. 5 (1956/57), 
183-196. 
6. L. MARKUS AND R. A. MOORE, Oscillation and disconjugacy for linear differential 
equations with almost periodic oefficients, Acfa Math. 96 (1956), 99-123. 
