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8最 適解の一般的構造
どの境界面Xj=0(ブ=1,…,n+m)か ら見て も、許容域は必 らず境界面
の 正側(境 界面 自身を含む)に のみ存在 し、従つて、 許容域 の形 は必然 的 に
かど
9凸(couvex)とな る。 こ こで 、境 界(boundary),角(corner),及び 陵
(edge)の三つ の概 念 を定義 して お く。
境界 とは、(n+m)個 の不等式X」 ≧0の うち少 くと も一つについては等
号の成立つ と ころの総て の点 の集合(線 、面、等)を い う。角とは、任意の"
個 の互 に線 型独立な不等式X」 ≧0が 丁度0に 等 しく、残 りのm個 の不等式
}は単 にx5>0を 満足す ると ころの点 をい う。陵 とは、二つ の角 を結ぶ直線 の
うち、境界上 に存在す る もの を言 う。
或 る一 つ の角を通 る境界面XJ=0の 数 は、通常n個 で あるが、 時にはn
個 よ りも多い場合 もあ る。前 の場合を単純 な角(simplecorner)、後 の場合 を
多重 に決定 された角(multiplydetem】inedcornor)と名附 ける。或 る角 が
多重決定で ある ことは、その点において所謂縮退(degeneracy)の存在す る こ
・とを示す もので ある。
〔命題(8.6)〕許容域が原点か らの無限遠 点 を含 まない限 り、 選好函数f
がその許容域 の申で取 り得 る最 大値 を与 え るところの 唯一つの部分空間が、
その境界上に存在す る。 この部分 空間 の次元 δ は、0か ら(n-・1)までの
うちの何れかの値 をとる。
〔系(8.7)〕許容域が原点か らの無 限遠点 を含 まない限 り、許容域 内にお
いて選好函数 ア を最 大な らしめ ると ころ の角が、境 界 上 に少 くとも一 つは
在 存す る。
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〔系(8.8)〕 上記 の角の数 を(δ+1)個 とすれ ば、 これ らの角によつ て
定 め られ る境界面上 の δ次元点集 合上では、∫ は同じ値 を とる。
総 ての境界X」 ≧0(ブ=1,・■・,n÷m)を 、その最適 解の値 に及 ぼす影響 の程
度 に従 つて、余分 な(superfluous)境界、附随的(accessory)境界、基本的
(fundamenta1)境界の三つに分 けて考 え ることは、 巨視的経済 モデルの場合
の よ うに問題全体 の自由度 〃 に比べて最適 解の次元 δ が大 きい場合 には、極
めて大切 な ことで あ る。余分な境界 とは、 それ を取除いて も最適値 におけ る選
好函数 ∫ の値に も最適 解の存在空間の形 に も何 の変 化 を も与 えない ものを言
い、附随的境界 とは、!の 最適値 は変 えないが最適 解 の存在空間の形 状 を変化
させ るよ うな境界 を言 い、 基本的境界 とは、そ の何れ を も変 えて しま うところ
の境界 を意味す る。
9与 え られた点が最適点 で ある
ことの証 明法、双対法
一線型計画問題 を どの よ うな解法で解いて い る場合 に も使 え るよ うな、 最適点
の判定法が あれば極めて便 利で ある。則 ち、或 る点 の座標値(罪 ノ,…・κ%欄)だ
けによつて、その点が最適点で あるか ど うかを知 る方 法を考 えてみよ う。
これには、選好函数 にお ける各変数 の係数(則 ち価 格 π。,π,,…,ππ柵)を
使 う方 法 と、双対 定理 を利用 しで、与 え られ た問題 を他 の一組 の非正変数(ん,
…,λπ欄)を 求 め る問題 に変換す る方法 と、が考 え られ る。
先ず 、価格 を使 う第一の方法 では、与 え られた解において0と なつ てい るn
個 の変数(∬妬,κり,。",κ")を基底変数 とす る 吻 個の基底方程式:
ゐロリりリザ　つゆ
X」=b」。+Σb」hXh(ノ=ρ,q,…,r)
を求 め る。上式 のm個 の常数項b」。(ノ=ρ,q,…,r)が悉 く正であれば、そ
の点 は必 らす許容域 内に存在す る。次 に上 記の基底変数(蜘,κ 。,…,κω)に対
す るbasisdefinedpriGe(釦,Pv,…,Pω)を第7節 の方法 によつて求 め、そ
れが悉 く零又 は負 で あれば、その点 は最適解で あ る。
この価 格概 念 を使用す る検 定法は、 単体法 で使 われてい る方 法 ど本質的 に同
じ ものであ る。但 し、単体法 では、変数入 れ替 えの各段階 においてb」。と(Pu,
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ρ,,…,ρの と が 算 出 きれ る ので 、 上 記 の 計 算 は 楽 に で き るが 、 本 書 に 述 べ る複
勾 配 法 な ど の よ うに 各 段 階 で これ らの 計算 が 行 わ れ な い 場 合 に は 、 最 初 の 基 底
方 程 式 と選 好 函 数 か ら、 第4節 の方 法 に よ つ て こ れ らの 値 を算 出 し な け れ ば な
らな い 。
第 二 の最 適 解 検 定 法 で あ る双 対 法(DualMe七hod)は 、次 の定 理 か ら出 発 す
る。
〔命 題(9.5)〕 若 し選 好 ヴェク トル(P,、,P。,…,Pw)が、m+n個 の 境 界
ヴェク トル(b」。,bj。,…,∂卿 ガ=1,…,n+mこ れ は 勿 論Xj=0な る
境 界 面 に 垂 直 で あ る)の うち の ン個 の ヴェク トル の 一 次 式 で 表 わ き れ ・ 且 つ 、
この 一 次 式 の 総 て の係 数 が 負 で あ る な らば 、 これ らの レ個 の 境 界 に よ つ て 規
定 さ れ る@一 の 次 元 面 上 の 総 て の 点 は 、 同 一 選 好 値 を もつ 。 も し、 こ の 点
が こ れ らの μ個 の 境 界 上 に あ るだ け で な く、 同 時 に ま た 、 他 の 総 て の 境 界 条
件(Xj≧0,ノ=1,…,n+m)を も充 す な らば 、 則 ち 、 そ の点 が 許 容 域 内 に
あ る な らば 、 そ の 点 に お け る選 好 函 数 の 値 は 、 与 え られ た線 型 計 画 問 題 の最
・大 値 を与 え る。
〔証 明 〕 上 記 のy個 の 境 界 を(x、、=0,Xp=0,・ …Xy=0)と し 、基 底 方
程 式 を 変 形 して 基 底 変 数 中 に これ らの 為,κβ,…,鈎 が 悉 く 含 まれ る よ うに し
て お け ば 、 ン 個 の 境 界 ヴェク トル は:
(biu,biv,'・。 btw)ゴ==α,β,…,γ
で 表 わ さ れ る。 仮 定 に よ り、 選 好 ヴェク トル ρ。,ρ。,…,ρ"は 、 こ れ ら の 境 界
ヴェク トル の一 次 式 で表 わ さ れ るか ら:
(9・7)Ph=λ.b.h十1βbPh十 … 十Zyゐγん(h=u,v,・ ・,w)
と な る。
許 容 域 内 の二 点Xh(Xti,X・,…,κの ・X!h(κ㌔,X/V、'.'・X/W)
を と り、 前 者 はXi=0,i=α,β,…,γ な る条 件 を 充 し、 後 者 は これ を 充 さ
な い 点 とす れ ば 、 両 点 に お け る選 好 函 数 の 値 ノ,∫ ノの差 は:
(9.8)ノ ノー f=(Pux1ee十Pvxl.十… 十Pwx/w)
一(P.x.十PvX v十 … 十PwXtV)
=λωぬ+λ βκ,β+…+λ γκ'γ
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とな る。上式 の あ,λβ,…,λγは前提 によ り何 れ も負 、κノω,…,κ'γは何れ も非負
で あるか ら、fi-f<0、従つてf>fノ とな り、!の 値 はx点 において最大値
を とる。
実際上 は、 この レ個以 外に も0値 をとる変数が あ り得 るし、 この レ個 の変
数 が基底変数でない こと も考 え られ るので、0と なる変数の総数NがN≦n
な る場合 、N>nな る場合 に分けて、 もつ と一般 的な刑で考 えてお く方が好都
合で あ る。
〔N≦nな る場合〕 基底価 格(釦,…,Pw)がN個 の境界 ヴェク トルの線 型
組合 せで表 わ きれ、その係数が夫 々 あ,…,λγ,,λφ,…,λeであ るとす る。 この0
なる変数 の数Nが 、 自由度nに 等 しい ときは、4この線型聯立方程式 を第15～
18章の方法で解いて、λの価 を一義的 に決 定で きる。その うち ん,…,λyが負 、
残 りの λφ,…・λθが零で あるな らば、この負 な る係数 λω,…,Ay}Cついて(9.5)
命題 を適用すれば、 この κω=…=x7=xφ=…=Xe=0な る点 は 最適点 で
あるこ とがわか る。
Nが 自由度nよ り小 きい な らば、上記 の λ に関す るn個 の方程式 の申か
ら、線 型独立 なN個 の式 を選んで解 き、 それ らの λが 悉 く非 正 で あ り、且
つ、残 りの(n-N)個 の方程式 を も満足す るな らば、そ の空間は最適 空間で あ
り、その空間の次元数 は、λの うちの負値 をと るものの数 を ン とすれば、@
一レ)と なる。 ・
〔N>nな る場合〕 その点で0値 をと る変数x.,…,x7,xθ,…,.x・pIC対す る
境 界 ヴェク トル の うちか らン(レ≦")個 を選んだ場合に、基底価格 九,…,ρωが
こ れ ら レ個 の境界 ヴェク トルの正 な る線 型組合せで表 わ され るな らば、 則 ち、
痴,・,λγが正 、λθ,…,λφが0で あるな らば、その点 は最適 点で ある。
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われわれは既に第5章 において余分な境界を除 く方法を論 じたが、 これは許
容 域の形に無関係な境界を除 くためであつた。 本章では更に選好函数の形 に基
・いて もつと多くの境界を除 く可能性 を考えてみたい。 勿論、最適点を決定す る
総 ての境界を決めよ うとすれば、 与 えられた線型計画問題 を完全に解かなけれ
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ば な らない。従 つて、われわれの 目的は、 そのよ うな完全 な除去 を狙 うのでは
な く、最適 点が決 まる前に、 最適点 において脱落す る可能性 の大 きい と予想 さ
れ る境界 を、 若干 な りとも取除 くための簡単 な判定基準 を求 め るこ とに過 ぎな
い 。 これを境界 の切除(boundtruncation)と名附け る。
これには、λ方式 と θ方式 の二つのや り方が あ る。先ず、 第一 の λ方式 か
ら説 明 しよ う。予 め第6章 の方 法で許容域内の一点 を求 めてお き、 その点 か ら
出発 して、 第12～13章の複勾配法(doublegradientme七hod)で決 め られ る
最 適方向(ノ の増加方向)に 向つて進 むな らば、その進行 につれて このb'eam
に 貫通 され る種 々の境界(Xj=0)の 貫通順序 は、最適点 を決定す る境界 を推
定 す るための有力 な手 掛 りを与 えるで あろ う。
このbeamの 方向が真の最適点への方向 に極 めて近 いな らば、それが貫通す
る境界 を最初の ものか ら順 に π 個 とる ことによつて決定 され る一 点 は、真の
最 適 点に一致す るで あろ う。また、 若 しその方 向が最適点か ら若干ずれていた
として も、 同 じや り方 で決 め られ る点 は真の最適点に近い位 置にあ るで あろ う
し、 また、@+若 干個)の 境界 をと るな らば、その うちに真の最適点 を決 め る
n個 の境界 が含 まれ る確率 は極 めて大 きいで あろ う。そ して、beamの方向が
最 適方 向か ら外れ るほ ど、 追加的 に取 らね ばな らぬ境界 の数 は増 して い くで あ
ろ う。
(10.2)〔λ方 式 によ る境界切除〕
最初、何 等か の方法 によ り、許容域 内の一点 と、 この点か ら最適点 の附 近
に向 うbeamが 与 え られてい るもの とす る。 総て の変数X」(ブニ1,一,n+
m)は 、 このbeamの 長 き λの函数 として表 わ される。Aの 増 加 につれて
Oと なる変数 を、 最初 の ものか ら順次にn個 とることによつて決 ま る一点
を假 想(tentative)最適点 と名附 け る。 この点が許容域に属す るな らば、第
9節 の方法に よ り、 それが真の最適 点で あるか ど うか を検定す る。 若 しこの
假 想最適 点が許容域 の外 にあるな らば、 更 に作 業を続け なければ な らない。
但 し、そ の際には、上 記の假想最適点 を規定す る"個 の境界 に加 えて、その
点 にお いて負値 をと る総ての境界は、 除去せず に残 しておかなければな らな
い 。
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以上の手続を繰返す ことによつて最適点を見出そ うとす る試みは、 それだ けで
は能率的な計算法た り得ない。これが後述の複勾配法と併用 されて初めて、 能
率的な方法 となる。例えば、 最初の出発点か ら假想最適点へ向 う第二のbeam
について、 上記の境界切除法を適用 して第二の假想最適点を求める、とい う手
続 きによつて次第に真の最適点に近附いて行 こうとす る、 一種の繰返 し法を考
えてみよ。 うこの方法の第 一の欠陥は、幾つかの境界の交点が丁度beam上に
存在す るために、最初に貫通す るものか ら順次に π個の境界を抜 き出そ うとす
ると、同時にn個 以上の境界が0と なつてしまって、その選択に困 ることが
ある、 とい う点である(現実にそのよ うな場合は極めて稀ではないか、古瀬註
記)。勿論その場合にも、その中か らランダムに%個 を選ぶとい う対策 も考え
られ るけれども、 それは最適点の大体の見当をつけ、それを基にして更に他の
計算法を適用す る際の出発点 とす るための補助手段 としては役立つか もしれな
いが、 それだけで最適 点 を見附 け出そ うとするには余 り役に立たないであろ
う。また、假想最適点に向 うbeamが許容域を離 える点か ら13%位内側 の点
を取 るとい うや り方によつて、 よ りよい結果が得 られ るか もしれない。然 し、
方向係数を決定す る他の方法(複 勾配法等)に 比レて、π階聯立方程式を解 き
beamの方向を算出する計算上の手間を考えると、 必ず しも有利な方法 とは言
えない。
上記の λ方式 の今 一 つ の欠陥は、図のよ うな場合、真の最適点を決定す る
境界の一つである平面(5)が 、λをい くら伸ばしてみて もboamdと 交わ ら
ない、 とい う点である。勿論、最初にdに よつ て 貫通 され る二平面(4)、
(6)から假想最適点Aノ を求め、A'点 において負 となる平面 をもこれに追加
す るならば、(5)もまた切除 されずに残 る。然 しなが ら、それにはn階 聯立
一次方程式 を解 く手間が必要であるか ら、できればA'点 を求 めずに必要な総
ての境界を残せ るよ うな計算法が望ましい。
その一つとして、単純に ろ(beamが境界X」=0を 貫通する際の λの値)
の長 さで判定す ることを止めて、各境界(Xj=0)か らX」>0な る領域(則
ち許容域)に 向けて立てた垂線 切(境界 ブの勾配)と 、λの正 方 向 との間の
角度 一一cos(b」d)を求め(Rは負で もよい),-cos(bjの/A5の値の大 きい
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ものか ら順次 に%個(若 くはそれに若干個 を追加)を とるよ うにす るや り方が
考 え られ る。けれ ど も、図の よ うに、 この方 法では(9)と(9)iと が 同 じ順
位 を与 え られる ことに なるが、 実際 には(9),よ りも(9)の 方 が真 の最適点
Aの 近所 を通 り、従つて最適 点 の決定 に参与す る可能性が遙かに大 きい。そ こ
で、上 の式 を改め、選 好 ヴエク トル ρ を考慮 に入 れて、
(10・5)θ 」=-oos(b」d){1-cos(b」P)}/Zjとす る こ とに よ
つて、(9ン よ りも(9)の 方に よ り高 い優 先順位 を与 える ことがで きるで あろ
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この 二 つ の ヴ ェ ク トルb」,dの 間 のcosineの 値 は 、 そ れ ぞ れ の 座 標 の
normalizedproduG七momen七(scとvとの 交 角 をcosθ とす れ ば 、cosθ'
=観 が/1i酬 矧 σDで 表 わ せ るか ら、
一 の一 雑{・「鶉}μ
とな る。 この右辺 の申で、/4/とli劃 とは ブが何で あつて も常 に同じ値 を保
つか ら、順位決定 には影響 を持たない。従 つて、Hdli・ilP1【・θjを新 しい θ5と
見倣す ことがで きるか ら、
(10.8) θ戸 一 ⊥P!iΣb,,d,
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と改 め られ る。 φ,の計 算 が 一 寸 面 倒 で あ るが 、 そ の 値 はdとXと に 無 関 係 で
あ るか ら、 一 度 計 算 して お け ば 次 の 回 に も使 う こ とが で き る。
以 上 で は 方 向 ヴ=ク トルdは 与 え られ た もの と 考 えて きた 。 実 際 に は そ れ
は 、 第12・13節 の 複 勾 配 法 に よ つ て 、 則 ち=
(10.10)dκ==PiC十 μV,(le==1,_,n)
に よつ て 決 定 され る 。 但 し、 臨 は 対 数 ポ テ ン シャル γ の 勾 配 の 要 素 で あ り、
μ はdを 最 適 方 向 に 近 附 け る よ うに 選 ば れ た パ ラ メ ー タ ー で あ る。(10.8)
式 のdを(10.10)式 で 決 定 す る場 合 は 、(10.8)式 は ど の よ うな形 に な る
で あ ろ うか 。
(69.5)に よ り λJ=-X」/d」(X」とd」 と は 異 符 号)で あ る か ら、 こ れ を
(10・10)に代 入 して:
(10.11)λ.i=-Xj/(Pj十 μV')
　 ハ
他 方 、(12.24)に よ りP」=Σb」icPiC,(12.15)に よ りVj=Σb」iCV,rp
11
(ノ=1,…,n十m)で あ る か ら 、
　 れ
;:b5,d,Σbj,(Pk十 μv,)
θ・=一 φ・ ≒
'一 一 ¢」1ス ゴ
ね ハ
Σb」,P,十 Σ μ ∂」勘v,
=一一 φゴ11
λ」
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(.ρ,+μ巧)2ρ,+μ 巧=一φjA
J==φ 」-X」 『
(10.15)∴ θ5=φ」(」Pj十μγ5)2/Xj(ノ=1,…,n十m)
弦 に、φjは計算済みで あ り、Xjは 出発点 として与 え られてい るか ら、残 つ た
(P」十μγ」)2を計算 しさえすれば、θ,は容易に計算 され る。 以上 を要約すれ
ば:
(10.16)〔θ方式 による境界切除〕
出発点(Xl.x2,'●',xn)が許容域 内に与 え られ、 その点か ら最適点 の近 くに
向つ て進 む方向 ヴェク トル(d・,d2,…,dn)が与え られて い るもの とす る。こ
のdに 向つて 、選好函数の値 の増す方向 にbeamの 長 き1を 測 る。 この
beamがX」=0,(ブ=1,…,n+m)平 面 を貫通す る際の λ の長 さ λjを
計算す る これだ けの資料か ら(10,8)又は(10.15)式に よつ て、優 先 順
位 θ」が決定 され る。 θ」の高 い ものか ら順次 に π個 の境界X」=0を とり、
これによつて假 想最適 点を求め る。 この点が許容域内にあ るな らば第9章 の
方法で それが最適点 で あるか否か を判定す る。
假想 最適点 が許容域外に あ るな らば、 作 業 を 続 け な ければな らない。然
し、その假想最適点 を決め る作業中 に考慮 された優先順位中 に含 まれ る π変
数 、並 に、その点 において0又 は負 となる総 て の変数 を残 し、他の変数は切
除す る。 作 業経続に当つて用い られ る新 しい出発点を決 める一 つの方法は、'
最 初 の出発点か ら假想最適点 に向つて進 み、 最初 の境界に到達す る15%位手
前 で停止す るや り方で あ る。
11自 由 度 の 切 除
次章の複勾配法は、最適点に近接す るには極めて有敷で収束性のよい方法で
あるが、最適点の正確 な位置を求めよ うとす るときには、 複勾配法を繰返 し適
用す ると同時に、本章に述べ る自由度切除法(freedom七runca七ion)を使わな
ければな らない。
自由度切除 とは、計算の途申で最適点においてX」=0と な ると推定 され る
変数を予め0と お くことによつて、 以降の計算 を簡単にす る方法である。そ
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の推定 が正 しいか ど うか を知 るためには、 第9章 の検定法によ らなければな ら
ない。検定 の結果 、 その推定が誤つていた として も、そ の 誤 りを 訂 正 した上
で、計算 を続行す るこ とがで きる。
これには、自変数 の数nに 等 しい数 の変数 を全部0と おいて しま う完全切
除法(completefreedomtruncation)と、 そ の一部だ けを0と お く部分切
除法(partialfreedomtrunca七ion)と、の二 つが考 え られ る。後 者の方法に
よ るときは、複勾配法 を何回か繰返す度毎 に若干個 の変数 を0と お き、次第に
問題 の自由度 を低 下 させて行けばよい。
切除 され る変数が基底変数の申 に含 まれてい る場合 には、 それ を0と お きさ
えすれば、 他の全変数 を残 りの基底変数で表 わす新 しい基底方程式は、何等の
計算 をしな くて も、 直 ちに求 め られ る。然 し、従属変数 の幾つか を切除す るに
は、 それ と同数 の主 変数 を除いた残 りの主変数 について、元 の基底方程式 を解
き直 さなければな らない。 そればか りでな く、 この除去 された主変数 を表 わす
.式(除去 される従属変数Xjを 左辺 に持つ基底方程式Xj=・b」。+Σ 伽 翫 をXj
　
=0と おいて得 られる聯立方程式 を解いて、除去 きるべ き主変数Xjを 左辺に
持っ新 しい基底方程式を求める、古瀬註記).が、 以 降 の計算 に おいて導入さ
れ、従つて、一旦除去 きれた主変数 絢 が、依然 として従属変数 として残 り、
変数の総数は一つ も減少 しない(こ の結論は少 しおか しい。除去 さるべ き変数
の数 をrと すれば、それが主変数であれば、主変数がr個 減少するが従属変
数の数は不変である。それが従属変数であれば、主変数は グ個減少 し、従属変
数の方は最初r個 減少 した ものがslack変数 として再び導入されるためにそ
の数は変 らない。従つて、 変数の数に及ぼす影響は、何れの場合 も全 く同じで
あろ う、古瀬註記)。
自由度切除の利点は、 境界切除におけ ると同様に、二つ以上の変数 を一挙に
取除 くことがで きるとい う点である。 その計算手続 きは、第4章 の変数入れ替
えの際の式(4.8)一(4・21)一と同じであるが、単体法で一つ宛入れ替 えて行
く場合に比べて、(4.16)の計算が不要になるので、全体 としての計算量は減
少す る。その反面、 単体法に比べて一般性が失われるけれども、各段階におい
て、失われた自由度を元へ戻す ことができるか ら、 心配 す るほ どの ことはな
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い 。
自由度切除 によつてr個 の変数 は0と な るが、残 りの(n-・r)個の主 変数
の値が決 ま らなければ、 次 の計算段 階に進 むことがで きない。 これ らの値 を決
め る最 も簡単な方法 は、それ らの主 変数 を、 切 除以前の値にそのまま保持 させ
る方 法で ある。但 し、 この場合、 最初 の点が許容域 内にあった として も、新 し
い従属変数 の総てが必 らず非負 値 をとるとい う保証 はない。 出発点 において既
に最適点 に近いか、 又 は、方 向dが 極 めて正確 で あれば、上記 の点 は許容域 内
に落ち る可能性が大で あ るが、然 らぎ る場合には域外に出 る危険性が ある。
その対 策 は、 新 しい基底方程式 の右辺 に従来 の値 を代 入 して、左辺 の従属変
数 申 に負 となるものが あれば、それを0と おいて 自由度 を更 に引下 げた上で 、
残 りの主 変数について同 じ代入手続 きを行つて 従属変数の値 の正負 を検討す れ
ば よい。その結果 、 依然 として負変数が残 るよ うで あれば、第6章 の方法 で許
容域 内の点 を探せばよい。
第10～13章の方法 によつて 自由度切除 を受 け る変数 を決 め るsc当つては、 そ
の優先順位 によ り、全変数 を次 の三種類 に分 けて考 え るのが便利で ある。:
IOptimumCandidates最適点で0と な る可 能 性の最 も大 きい変数。
∬Direc七ionalCandidates対数 ポ テンシヤル を計算す る際 に、1に 加 え、
て考慮 されなければな らない変数 。 これは、 各計算段 階にお いて新 しく加 えた
り除いた りす ることが簡単 にで きるか ら、 その選定 にはそれほ ど気 を使 う必要
はない。
■Bou.ndaryCandida七esIにもRに も属 しないが、 対数 ポ テンシャル法
によ る計算 に際 して、 変数 の動 きが 境界外 に出 る催れ のあ ると きは、 随時導入
され る変数。
IVBo七七〇mCandidates基底変数 の入れ替 え、又 は切除 等によつて除去 さ
れ る可能性の最 も多い変数 。
12複 勾配法 の一般原理
自由度n・ 拘束数mの 大 きな線型計画問題 を単 体 海 によつて、cornerか
らcornerへと一歩一歩進みなが ら解いて行 くのは、大変 な手 間がかか る。 こ
線型計 画問題 の新 しい解 き方(古 瀬)一 一123-一
の
のよ うに許容域の複雑な表面をのろのろと旬いまわることをやめて、 その内部
を連続的な軌跡に沿つて一気に進む方法が考えられないものだろ うか?こ の
よ うな単体法のまだ るつ こさの根本原因は、 許容域の表面 は凸多面体であるた
め、それへの垂線方向が不連続的に変化し、 従つて、一次二次の導函数を利用
す る通常の解析的方法が使えない、とい う点にある。
この難点を避け る一つの方法 としては、 境界面か ら僅か内側に入 りさえすれ
ば連続な導函数 を持つよ うな何等かのポテンシャル函数を導入す る方法を考え
ることがで きるであろ う。例えば:
れ　 　
(12.1)V(∬ べ ・,Xn)=Σ109め ・
1
とい う対数 ポ テンシ ャルを考 えて み よ う。 右 辺 の(π十甥)個 の変 数の うち、
(Xn+1,…,Xn+m)は(3.6)によ り、 基底変数(κ1,…,Xn)の一次式 で表 わ
され る。必要 な らば、各不等式 の重要性 に応 じて 、 各変数 に適 当なウ ェイ トを
附 け ることもで きよ う。
この対数 ポテンシャルVは 、許容域 の内部(則 ち、X」>0ノノ=1,…,n+m)
において連続 な一次及 び二次 の導函数 を持つ と同時に、 境界面に接近す るにつ
れて γ の値 が(一 ◎◎)に 近附 くので、 進行径 路が許容域外 に飛 び出す危 険を
予知 して その方 向を修正す るための警戒信号の役割 を も果す ことが で きる。 そ
の一次導函数 を求 めれ ば:・
(・2・一?)v・=舞 一署 努 一÷+ ,業 」穿
(le=1,…,n)
とな る。κo点 におい て若干 の変数が0で あ るときは、 正 な る変数だ けについ
て の省 略ポテンシ ャル:
(12・4)V=ΣlogX」 〔xS>0〕
を考 えればよい。
この対 数ポ テンシ ャルを使つて線型計画問題 を解 こうと試み るな らば、 その
進行過程 においてVの 値を(一 。。)に しないよ うに注意す る と同時に、 選好
函数/の 値 を出来 るだ け大 きくす ること(則 ち、basisdefinedprieesρカS
負 とな ること)に 努 めなければな らない。
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この 二 つ の 異 っ た 目 的 を 妥 協 さ せ る よ うな進 行 方 向 を求 め る に は 、 与 え られ
た 点 κ を 通 る等 ポ テ ン シ ャル 面 に切 す る平 面 上 へ の価 格 ヴ ェル トル ρ の 射 影
(projeGtion):
(12.6)Ple十yV,(ん=1,…,n)
PiV1十 … 十PnVn(12
.7)但 し ン=-Vf十 … 十v亮
を考 えれ ば よ い で あ ろ う。 こ の(12・6)の 方 向 に 進 め ば 、境 界 面 に衝 突 す る こ
と を 避 け なが ら、 ノ を増 加 させ る こ とが で き る。 所 が 、 こ の方 法 を 繰 返 す こ と
に よつ て最 適 点 に 接 近 し よ うと し よ うと して も、 実 際 や つ て み る と収 束 が 遅 く
て 実 用 に な らな い 。 こ の点 で は 、 価 格 ヴェク トル ρ だ け を 使 う繰 返 し法 の 場 合
と少 し も異 らな い 。
そ こで 、 各 計 算 段 階 毎 に 、 パ ラ メ ー タ ー の 値 を ∫ の 増 加 を最 大 な ら しめ る よ
うに 選 ぶ こ とに よ つ て 、 そ の 収 束 性 を高 め る工 夫 を しな け れ ぼ な らな い 。 そ こ
で 、 方 向 ヴ。 ク トルdを 、(12・6)の 射 影 ヴェク トル と、 価 格 ヴェク トルPと
の 荷 重 平 均:
(12.8)d,=ω(Ple-y「V,)十(1十 ω)PiC・=、汐κ一 ωy「V.
(た=1,…,n)
で 表 す こ と とす る。 この パ ラ メ ー タ ー ω の 変 化 に つ れ て 、 方 向 ヴ ェ ク トルd
は 、(P十vV)とPと の二 つ の ヴ ェク トル に よ つ て 張 られ る平 面 上 を 移 動 す る こ
とが で き る。 こ の ω の変 域 は0と1と の 間 に 限 定 され る必 要 は な く、 全 実
変 域 を 自 由 に 動 き得 るよ うに す る こ とが 望 ま しい 。
(12・8)式 の パ ラ メ ー タ(一一ωy)を 一 括 して μ で 表 わせ ぼ:
(12.9)d,=ρ κ十 μVκ(le==1,…,n)
と簡 単 化 され る。.r点 か ら出 発 して 、 このd方 向 に λ 長 だ け 進 ん だ 先 の点
κ'は:
(12.11)ttic=XiC十 λd喬(k=1,…,n)
と な るで あ ろ う。 そ れ に 伴 つ て 、 従 属 変 数xj(ノ=π+1,…,n+m)の 値 も
x/j=Xj十 λd」(ブ=π 十1,…,n十m)れ
但 しd5=Σbj,d,(ブ3%十1,…,n十m)
iCa1
■
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に変 る。 以 上 を一 括 して 、
(12.12)xノ,=Xj十 λdj(ノ=1,…,n十 〃z)れ
(12.13)但 しd」=Σb」,d,(ゴ=1,…,n+m)
t
と 記 す こ と が で き る 。 更 に ま た 、P。+、,…,Pn+m及 びV。+,,…,V。+mを 定 義
し て 、
(12.14)Pj=Σb5,p.(ノ="十1,…,n十m)
ic・t1
(12.15)7,=Σbj,V,(ブ=π 十1,・,n÷m)
k=1
と してお けば、(12.9)式は一般 化 されて、
(12.16)dj=Pj十 μVゴ(ブ ・=1,…,n十〃の ・
となるで あろ う。従つて、問題 は、 このパラメー ター μをど う決め るか 、 とい
うことで ある。
μ の決定に際 しては、前述 の如 く、(1)x→x'¢)bealn(負方向 を も含 む)
が許容域 を通過す ること、(II)その進行に伴 う ノ の増加が最大 となるよ うに
す ること、を考えなけれ ばな らない。許容域 はconvexであるか ら、域 内の任
意の出発点 κ か ら、許 容 域 内 を通つて最適点 に一気に到達す る ことの出来 る
beamが必 らず存在す る筈で あ る。然 し、 そのよ うな方 向を一度で決 めて しま
うには非常 に多 くのパ ラメー ターを必要 とし、 従 つて非常 に多 くの計算 上 の手
間 を必要 とす るので、実用的 とは言 い難い。
上記 の(12.11)の運動 に伴 う!選 好値 の変化 を求 めれば、
(12.17)f'-f==Σ 毎(x/iC-XiC)=Σ 毎 ・Ad,11
ハ
=λ ΣP,(Pk十PtV,)
1
π 露
司(Σ 誠 十μΣ ρκγの
11
=λ(P十 μM)
あ お
但 しP=Σ 毒,M』 Σp,V,
11
ノノの値 を ノ よ りも大にす るためには、上式 におけ る(P+μM)が 正で あれば
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パ ラ メーター λの値 を正 に、(P十 μM)が 負で あれば λを負に選ば なければ
な らない。従つて、P+μM=0を 成立 た しめ ると ころの μ の値 を μoとすれ
賦 、μ が μoよ り大 きい場 合 と小 さ い 場合 とに分 けて考 えることが便 利で あ
る。(12.17)式を見 る と、M・=0な らば(f'一ノ)の 値 は μか ら独立 のよ うに
見 え るが、実 は(12.9)に よつ てdは μ に支配 され、従 つ て許容域内にお
いて取 り得 る λの最大値 もまた μ に支配 されるので、M==Oの 場合 を も含 め
て μ全実変域 について考 えなければな らない。
Mキ0な らば、P+μM=0を 満足す る μ。が存在す る。Pは 定 義 に よ り
Σ 撮 で あ るか ら必 らず正、従つて μ。M<0と な る。故 にMと μ。 とは必
ヱ
らず異符号であ る。そ こで、先ずMが 正、μ。が負、 の場合 を考 えれば、μが
"
μ。 よ り大 きいか小 さいか に応 じて、(P+μM)の 値 は正か 負か になる筈で あ
る。 それ故 、∫ の値 を増加 させ るためには、λ の値 をそれ ぞれ正又 は負 に取 ら
な ければな らない。Mが 負の と きは、 丁 度 この 反対 になる。繰返 しによつて
次 第 に最 適点 に接近す るにつれて、M・ ΣP・V,の 値は負 と な る可 能 性が増ノ
し て く る。'
〔1〕P+μM>0な る場 含:一
こ の 場 合 に は 、fを 増 加 させ る為 に は 、beamの 長 さ λ を 正 に し な け れ ば
な らな い 。 λ の 大 きい ほ ど ノ の 増 加 も大 き くな るが 、 途 中 で 境 界 条 件 に一 つ で
も引 つ か か る と、 そ れ 以 上 先 に は 進 め な い 。 則 ち 、 λ は 、
(12.21).Tj十 λdj≧0(ブ=1,…,n十m)
の 非 負 条 件 を破 る こ とが で き な い 。d」 ≧0な ら ば そ の 心 配 は 全 く な い が 、
dj<0の と きは 、 λ の取 り得 る正 値 は 、
(12.22)λ ≦-Xj/dj(di<0,P十 μルf>0)
の 限 界 を 超 え る こ と は で きな い 。 従 つ て 、 λ嘱.は
(12.23)2。Pt.=MinXj/一一dj(dj<0,P十 μM、>0)
'
で 決 ま つ て く る 。 これ にdJ=Pj+PtVi(12.16)を 代 入 す れ ば 、
(・2・24)瓶㍉ 甑=(ρ 、等μ巧y留 ‡獅ll
線型計画問題の新しい解 き方(古 瀬)一 一127-一
とな る。
〔2〕P+μM<0な る場合:一
同様 に して
(・2・25)娠一 撫 鴨ρ5論1$'‡ 盤21
従つて、(12.24)又は(12.25)の方法で λの最適値 を決 めてお けば、新 し
・い点 ∬ノは必 らず許容域の内部 に存 在す ることが保証 され る。
若 し、 出発点において正であ るよ うな 鈎 について の拘束だけを計算 に入れ
`他の拘束は他 の何等か の方法 で、例 えば、μ の許容値 に限界をつ けるこ とに
よつて、考慮 され る)る な らば、(12・24)式の両辺 は正 、(12.25)式の両辺.
・は負 とな り、従つて、λ。Pt.と(P+μM)とは必 らず同符号 となる。 それ故 、必
然的に、λedt.(P+μM)=1λ。,■・}P+μM【>0が 成立 ち、 これ を(12.17)
に代入 して、fノーf=1λ。Pt.1・Ip+μMiが得 られ る。他 方(12.24)、(12.
25).より、
1酬 一酬 角 漏(XJ>0」P十 μル1>0ならPj十peVJ<O
P十μM<0な らPj十μ巧>0)
で あるか ら、
f'一∫-lp+μMj・酬 ρ,編{誕 島).(P,+PtVv)〉。}
となる。上式は、κ 点か ら の=ρ,+μ 巧 方向に直進す る場合、その出発点
κ で正であつた総ての変数がその進行によつて負に転ず ることがないとい う条
件の下で(x点 で丁度0で あつた変数がど うなるか、について は全 く考慮 し
ない、 然しそれは μ の許容変域の制限とい う形で取上げることがで きる)、μ
の 値が ノ の増加に如何に影響するかを示 してい る。
この μ の影響力を検討するには、上の形では不便であるか ら、そ の逆 数を
之つて、
(・2・29)≠7rP'μ 酬 喚1ρ'去 ,μ巧I
XJ<0
ε
(Pj十μフ})●(P十μハの く0
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とし、 この右辺 を最小 にす ると ころの μ を求 め ることとす る。
先づ 、右辺第二項 の 申 身(P」+μ7」)/Xjをyと おいて、 これを μ の函
数:
VjP5
(12.30)x・= 十μ劣jXj
鹸
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、線型 計 画問題の新 しい解 き方(古 瀬)一 一129・一
で 表 わ せ ば 、P」/X」,巧/x,は 、 何 れ も初 期 値 で きま る 常 数 で あ るか ら、y
は μ の 一 次 函 数 と な り、(12.30)式 は(y,μ)平 面 上 の 直 線 で 表 わ され 、
Xj>0な るxの 数 だ け斯 る直 線 が 描 か れ る こと に な る 。
次 に 、P+μ1レf謡0を 解 い て μoを 求 め 、 μ=μ 。 の 直 線 を 境 と し て 、P+μM
<0な る μ の 変 域 をuppersector(何と な れ ば、(12.29)の 条 件 に よ り
P」+μ 巧>0、 従 つ て,y>0で あ る か ら⊃、P+μM>0と な る μ の 変 域 を
lowersector(何と な れ ば、(12.29)に よ りp」+μ 巧 く0、 従 つ て グ<0
で あ るか ら)と 名 附 け る。 μ がuppersec七〇r内 に 存 在 す る(則 ちP+μM
<0が 成立つ)た めには、μ舷く-Pで な くてはな らず、従つて、Mが 正で あ
るか 負 で あ るか に応 じ て 、 μ〈-P/M又 は μ〉-P/Mが 成 立 た な くて は な
ら な い 。 定 義 に よ りP+μ 。M=0、 従 つ て 一P/M=μ 。 で あ る か ら、 μ が
uppersectOrに存 在 す る た め に は 、M>0な らば μ<μ 。、 則 ちupper
sec七〇rは μ。の 左 側 に 、M〈0な らば μ〉 μ。、 則 ちupperseotorは μ。の
右 側 に 位 置 し な け れ ば な らな い 。10wersec七〇rの 方 は 、 勿 論 、 そ の 反 対 側 に
な る 。
(12.29)式は 、x5>0な る種 々 のXjに つ い て 求 め た,」7の値 の うち 、 与
え られ た μ に つ い て は1 .ylが最 大(則 ち 、 μ 軸 か らの 距 離 が 最 大)に な る よ
うな ノ だ けが 選 ば れ る こ と 、 則 ち、uppersector(P十μM<0,y>0)に お
い て は そ れ は 下 に 凸 な 凸 多面 錐 を形 成 し 、 工owersec七〇rに お い て は そ れ は 上
に 凸 な 凸 多面 錐 を形 成 す る こ と を示 す もの で あ る 。 従 つ て 、 何 れ のsectorに
お い て も、 これ ら凸 多 面 錐 上 の 総 て の 点 の うち で 、 μ 軸 に 最 も近 い 点 、 線 又 は
面 、 等 が 一 義 的 に 決 ま る 。
10werseetorにお け る μ の 或 る変 域 内 に お い てy・ ・P」/Xj+V」/X」 の
線 が 、X」>0な る総 て の ブ に つ い て.y≧0で あ る な ら ば 、d」=pj十 μ巧
=κ〃 ≧0と な り、1が い く ら正 方 向 に 延 び て もXjは 負 と は な ら な い(勿 論 、
最 初 に0で あ つ た 変 数 は負 と な るか もし れ な い)。 他 方Iowersectorにお い
て はP+μM>0で あ るか ら ノ1-f=2,(P+μM)は λ の 増 加 に つ れ て 無 限 大
と な り得 る 。 μ の この よ うな 変 域 をescaperangeと呼 ぴ 、 そ れ に 対 応 す る
d」=P」 ・+PtV」をeSGapedirec七ionと名 附 け る。uppersectorにお い て も、
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総ての.Xj>0に おいてy≦0と な る μ の変域においては、fノー fに 無 限 大
と な る ことが で きる。 これ もまた同様 に、escaperangeと呼 ばれ る。
このよ うなグ ラフを手掛 りとして、問題 の(12.29)式を最小 にす るよ うな
μ の値 を求めてみよ う。先ず 、出発点 におけ る総て の κ,の値 が正で あ り、従
って μ の変域 に制限が存在 しない場合 を考 える。(12.29)式の右辺 をF(μ)、
右辺第二項 をN(μ)で 表 わせ ば、
(・2・32)F(μ)一講 饗M I
(・2・33)Nω一吻 陛 孕!骨 認W+μM)<。
で あ り、 このN(μ)は 、既 に上記 のグ ラフの縦座標 の絶対 値 として 図 示 され
て い る。
このF(μ)の 値 の変化 の状況 を、 図表 におけ るN(μ)折 線 の任意 の一 つの
線 分上 に限 つて考 えてみ よ う。 その線 分の両端 に お け る μ の値 を そ れ ぞ れ
μノ、μ"、それ に対応す るN(μ)の 値 をそれぞれZノ、Z"と すれば、
(12.34)
(12.35)
z〃-z!
Fω 一。gn(P+μM)"+71〃-7(μ 一μノ)
P十 μM
璽 磐 一一・gn(P綱 ・
てP蕩Mγ 〔ZノーK-一(μ'一μ・)〕
2"-Zノ
μ"一 μ'
(μ"≧μ≧ μノ)
(μ"≧μ≧ μ!)
但 しK=
この導函数 を検討す ると、変数 μ は分母に(P十 μM)2の 形 で 現 れて くる
だ けで ある。M≠ ・0ならば、(P+μM)2は μの単調増加又 は単調減少函数 であ
り、従つてF(μ)も また μ の単 調 増 加 又 は 単調減少函数 とな り、それ故 、
F(μ)の最小値 は線 分 の何れかの端(μ'又 は μ")において生ず る。M=0で
あ れば、その μノか ら μ〃 までの全区 間においてF(μ)の 値 は一定 とな る。
従 つてF(μ)の 値の最小値 を求 め る場合には、μ の全変域 につい て考 える必要
は な く、N(μ)図 表 の各線 分 の 端 点(join七)だけ を考 え れ ば 充 分 で あ る。
1線型計画問題の新しい解 き方(古 瀬)・ 一・131--
uppersec七〇r或 は10wersee七〇rにおいてN(μ)の 値 を最 小 な らしめ る点
を 、それぞれ、minimurnpoin七と名附け る。
M=Oな らば、F(μ)=ヱ〉(μ)/Pとなるか ら、N(μ)を 最 小 にす る μ の値
(minimumpoin七)は同時にF(μ)を も最小 な らしめ るので 、問題 は簡単 に解
かれ る。M#・0な る場合には分子 と分母 との両方が μ の函数 となるので、更
に詳 細 な検討 を要す る。そ こで、予備的命題 として、次 の二 つ の 名 題 が 成立
つo
〔命題12.36〕Mioな らば、上図 の各sectorにお けるF(μ)の 最小
値 は、夫 々のsectorのminimumpoin七か又はそれ よ りも μoから遠い或
るjoint(又は線 分)上 において実現 きれ る。
この命題 を更 に精密化すれ ば、
〔命題12.37〕 上図 の各sectorにお けるminimumlointから出発 し
て、μ。か ら遠 ぎか る方 向に進 むな らば、F(μ)は 単 調 に 増加 し続 け るか、
又 は、最初は単調 に減少 して或 る一つのjoint(又は 線 分)で 最低 に達 し爾
後 は単調 に増加 を続 け るか、何れかで ある。
この命題 の証明 を簡単にす るには、N(μ)を 近似 的に二 回微分可能 な連続 凸函
数で表 わすのが便 利で ある。P+μM>0,M>0な る場 合につ いて考 えれ ば、
F(μ)=N(μ)/(P十μM)で あるか ら、
(・2・39)4'ff:pt)一讐)驚 群)●M
この分母は常に正であるが、分子の符号は不確定である。 そ こで、分子を更
に微分すれば、
(・2.4のd{Nt(塾 綴)一N'M}-N〃(P+μM)
然 るに、N(μ)は 凸で あ るか らN"は 必 らず正、 また仮 定 に よ り(P+μM)
>0で あるか ら、上式 は常 に正 で あ り、従つて、(12・39)式の分母は μ の単
調 増加函数で ある。他方 、N(μ)のminimumpointにおいて は、(12.39)
式 の分 母は 一N(μ)・M<0と な るか ら、μ の増加 につれてその負値 は0に
近附 き、或 る点 μ曜.で0と な り、更 に0を 超 えて正 とな る。然 るに、分 母
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はμ。以外で は常 に正 であ るか ら、(12.39)式の右辺 は、minimumpointで
は負 、μ が増す につれて0に 近附 きiCL。Ptでは0、 それ を超 えれば正 とな る。
従つてF(μ)は 、μ のminimumpointを超 えると単調減少 し、Lt。Ptでは最
小 とな り、それ を超 えれば単調増加す る。(P十 μM)とMが 、正 でない場 合.
について もまた、同様 の推論が成 立つ。故 に、F(μ)の最小値 は、dF(μ)/4μ
=0を 解 くことによつて確定 され る。然 し、N(μ)は実際 にはス ムース な曲線
ではなぴので、そ のよ うな微分法的解法は使用で きない。 実際 の計算 に当つて
は、次 のよ うな計算手続が必要で あ る。
〔規則12.41〕 第(12.31)図の 各sec七〇rに お い て、μ。 に最 も近 い
join七か ら出発 して、順次 に μ。か ら遠 いjoin七に向つて進 む。その際、互
に隣 り合つてい るjointを結 ぶ線分 を延長 して μ 軸 との交点 を求 め る。 こ
の交点 は、最初 の うちは互 に反対 側のsec七〇rに あるが、 進行 につれて 自己
のsectorに移つて くる。その、自己のsec七〇rに移つ た最 初 の交点 を決定
す る線 分にお け る、μ。に近 い方 のjointを求 めれ ば、その点 においてF(μ)
は各sector内におけ る最低値 を とる。若 しその交点が μoに 一致す るな ら
線型計画問題の新しい解 き方(古 瀬)一 一133-一
ば、F(μ)の値 は、その線分 内において一定値 をと り、 従 つ て そ の 線 分 が
F(μ)の最低値 を与 える。
その証 明は次の如 くで ある。或 るjointにおけ る μ の値 μノか ら出発 して 、
μoから遠 ぎか るにつれてF(μ)の 値が増加 す るためには、(P十μM)とMと
の符号 の正負 を問 わず、
(・2・42)卜毒!<区l
P5+μ1巧ノ 嵩
Xj
が成 立 たなけれ ばな らない。従 つ て 、(12.42)が 初 め て 成 立 つ と 乙ろ の
join七が、F(μ)の最小値 を与 え る。N(μ)の 折 線 を曲線で近似的に表 わ した
場 合 の、F(μ)の極値条件 は、(Z2.39)よ り、
(P十μ1しの ・ハ1ノー-NM=0
これ に、P+μ.M=Oか ら、」P=-Pt。Mを代入す れば、
dNN
(12・43)一 万 鶉 μ 一 μ
。
となる。則ち、μ。 を通 る直線 がN(μ)曲 線 に切 す る点において、F(μ)の値
は極値 をとる。 この(12.43)式は、折線 におけ る(12.42)式の連続曲線近
似 に外 な らない こ と、一見 して明かで あろ う。
〔規則12.44〕 μ の変域 に限界が附け られてい る場合 には、 μ。peがその
変 域 内にあれば その値 を、変域外 にあ るときは μ の許容変域 内で μ塑 に最
も近い μ の値 を とればよい。
出発点 労 におけ る全変数の値が悉 く正で あれば、λを充分小 き くと りきえす れ
ば、 どの方向に進 んで も許容域 外に出 る催 れはない。若 し、出発点xが0な
る変数Xdi,xβ,…,Xyを含 むな らば、(12.9)式に従 う進行 によつて許容域外
に離脱 しないための必要十分条件 は、
(12.52)p`十 μ1乙≧OIti=0σ=α,β,…,γ)
が成立 つか又 は、
(12.53)p`十'μV≧≦Olti=0σ=α,β,…,γ)
が成立 つ ところの μ の変 域が存 在す ること、 で あ る。 上 の二式 を書 き直せば、
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許容域内にあ る為の必要十分条件 は
(・2・54)〔一卿i肇Ti筏;3〕≦μ≦〔吻 十1認 〕
が成立つか、叉は
(・2・55)〔叩 高i振3〕 ≦μ≦〔一 織 π匿;3〕
が成立つ ことで ある。 その よ うな変域 の存在 と、そ の値 とが 算 出 さ れ た な ら
ば、その変 域について上記 の規則(12.44)を適用す れば よい。若 し も、(12.
52)及 び(12.53)にお ける μ の上限 と下限 とが入れ違 いになって い るため
に μ の許容変域が存在 しないな らば、それは、最適点 において 若 干 の変 数 が
0と な ることを示す ものであ るか ら、XCt,一,Xyのうちで、 そ の入 れ違い の原
因 となつて い る若干 の変数 を0と おいて 自由度切 除 を行 うことに よ り、(12.
52)又 は(12.53)を満足す る μ の変域 を見出す ことがで きる。
それほ ど正確 な最適方 向を必要 としない場合 には、上記 の規則(12.44)の
代 りに、次 の簡便 法に よつ て μ を決 めて も差支 ない。
〔規則12.56〕 許容域 内に留 りなが ら選好値 を増す た め には、M>0な
らば(12.54)式によつて決 ま る μ の上限 を、またM<0な らば下 限を と
れば よい。又 は、M>0な らば(12.55)式に よつて決 ま る下限 を、M<σ
な らば上限 を とればよい。そ の場合勿論 、上限 が下限 よ りも小 で ない もの と
仮 定す る。
また、何等かの理 由で、選好値 を不変 に保ちなが ら進みたい場合 には、 次 の規
則 を利用す る。
〔規則12.57⊃M=O,λ ・≠Oな らば、選好函数 を不変 に保つ よ うな μの
値 は存在 しない。Mキ0な らば、μ。=P/-.Mは 必 らず(12.54)か又は
(12.55)を満 足 させ 、従 つて(12.9)式 の μ を この μ。に等し くす るこ
とによつて、 λ の先 分 に 小 き な 変 域(12・54の場合 は正、12.55の場合
は負変域)を とれ ば、 各変数 は許容域 内に留 りなが ら、選好値 は一定 に保 た
れ る。
(12.52),(12.53)の何 れ も満足 され ない場合 には、 出発点 の位 置 を適 当に
移動す ることに よつて、 次 の複勾配法の適用敷果 を大な らしめ ることが可能 で
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あ る 。 具 体 的 に は 、 次 の よ う な 移 動 方 法 が 考 え ら れ るで あ ろ う。
出 発 点xoで0な る値 を も つ 変 数 を 、x、、,xβ,…,Xyと し 、 そ れ ら の 境 界 面
x・・=0,Xp=0,…,Xy=0に 垂 直 で 許 容 域 内 に 向 う ヴ ェク トルb.=(砺,一 一t,
∂鰯),∂ β=⑦ β、,…,∂βη),…,βγ=(∂ γ、,…,∂γπ)の 或 る 合 成 ヴ ェク トル:
(12,65)b,=zoωb.,十wβbβiC十 … 十Wybγle(k=1,…,n)
を 考 え る 。 主 変 数 κ、,…,Xhを こ のb、,…,bn方 向 に 、 従 つ て 従 属 変 数Xn・1.
… ,劣 η+糀 を
　 れ
∂,=Σ ∂,鳶∂㌃=Σ ∂,酌(ω∂醜 十 … 十 ωγ∂γの
1ka1
　 れ
=ωwΣbj,b.,十 … 十 ωγ Σb」,bγκ
k躍1iCs1
方向に λ(〉の 長だけ動かしたとすれば、その結果、各変数の値は、
の ハ
Xj=κf+λ(ω ω Σb」icb.k+…+ω γ Σb」 ・b7iC)
冶躍1k=1
(ブ=1プ・・,n十m)
とな る で あ ろ う。 この κ 点 が 許 容 域 内 に あ るた め に は 、
れ れ が
ωω Σb.,b.,+ω β Σb、 、icbβiC十… ωγ Σb.icbγk≧0
㌃昌1コ ヒ犀1k=1
れ り れ
WCtΣbβ,∂ 醜 十 ω β ΣbβiC∂βle十…+wγ Σ ∂βkbγiC≧0
殆・=1㌃ 昌1iCs1
の 　 れ
ωω Σbγle∂雌 十 ω戸 Σb'yicbβic+…+w7Σ ∂γte∂γ㌃≧0
奮帽1ic=e1]t昌1
が成立 たな くて はな らない。 Σ 濃,娠 碗 をNijと 記せ ば、上式 は、
縢灘涯羅
と な る。 これ を 満 足 す る(W、、,Wβ,…,Wγ)の値 を決 定 す る一 つ の 方 法 は 、 係i数
行 列 〔N切 に お け るdiagonalregressiouの係 数 、 則 ち 、 〔Nの のadjoint
(余因 子 行 列 の 転 置)〔 飢 ∫〕 の対 角 要 素 餓 』 を とつ て 、
(12.66)ω ε=εil/7itiF-ii','
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と す るや り方 で あ る。eiは 〔ハN`∫〕 のrOwの 符 号 を 示 す 。
もつ と簡 単 な 方 法 と し て は 、
(・2・68)層 … 昌 蒲(i-a・ β・・… γ)
と して も差支 ない。 これ な ら、〔瓦,〕 の逆行列 を計算す る面 倒 を か け ず に す
む 。
何 れ か の方 法 でb・ が 決 ま れ ば 、 第(12・31)図 の 方 法 で 、
(12.70)d,=PiC十Ptb,(た=1,2,…,n)
の パ ラ メ ー タ ー μ の 最 適 値 を求 め れ ば よ い 。
この よ うに ω と μ と を二 段 構 えで 決 定 す る こ と を や め て 、 両 方 を 一 挙 に決
定 す る こ と も可 能 で あ る。 則 ち 、(12、70)式 の右 辺b・ に(12.65)式 を代
入 して 、 絢=μ 娩 とお け ば 、
(12.71)d,=PiC十 μωbwiC十μβbSiC十'●・十 μγb7iC
(ん=1,…,n)
こ の 進 行 の 終 点 の 座 標 を 〃 とす れ ば 、 そ の 点 が 許 容 域 内 に あ る た め に は 、
(12,73)坊=κf十Zdd=畷 十 λΣb」,(毎十 μωゐ醜+… 十 μγ乃γの ≧0
㌃昌}
(ブ=1,n十m)
そ の うち ・ 垢 ・略 ・ ・… ・褐=0・ λ>0で あ るか ら、
(12.74)Pi十Niω μω十 … 十 ム㌃γμγ≧0(i=α,…,γ)
そ れ に よ る選 好 値 の 増 加 は 、
(12.75)fノ ーfo=λ(p十 、クωμα十 。.十pγμγ)
こ の(P+%μ 。+・ ・+ργμγ)を(12.74)の 不 等 式 拘 束 条 件 の 下 で 最 大 な
ら し め る よ うに 各 パ ラ メ ー タ ー μω,…,μγの 値 を決 め る問 題 は 、一 つ の線 型 計
画 問 題 に外 な ら な い 。 こ れ を表 立 つ て 解 く こ とは 面 倒 で あ るか ら、 通 常 は前 記
の 簡 便 法 を 使 用 す る こ とが 望 ま し い で あ ろ う。
・上 記 の最 も簡 単 な(12 .69)式 を 使 つ て 、 極 め て 単 純 な複 勾 配 法 を 構 成 す る
こ とが で き る。 則 ち 、 許 容 域 内 の 任 意 の一 点Xj>0(ブ=1,…,n+m)か ら
出 発 して 、 等 選 好 面 に 垂 直 に λ 長 進 め ばXノ 」=Xi+λPf点 に到 達 す る 。 許 容
域 内 に 留 り得 る λ の最 長 値 は 、
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(・2・77)i・ ・,=mgngllp'<・ ・Xi>・
で決定 され る。 このx'点 で は少 くと も一つ の変数が0に な る。xノ か ら更 に
(12.70),(12.69)によつて進 み、μ の最適値 を第(12.31)図の方法で決
定 す る。 そ こで少 くとも二 つ の変数が0と な る。以下 同様 の過程 を繰返 して最
適点 に接 近す る。
この方 法 と、通常の方法 との違 う点 は、勾 配 要 素V,の 代 りに、(12.69)
式 で決 ま る 砺 を使 う点だ けで ある。 脇 で は総て の境界が考慮 されてい るが 、
砺 では少数 の特別 の境界だ けしか考 えに入 れ られていない。 大 ざつばな表現
を使 え1ま、b・法では情報蓄積が算術 級 数 的 に行 われ るのに対 し、対数 ポテン
シ ャル法で は幾何級数的に行わ れ、 従つて計算段階 の数 は、前者では問題 の 自
由度 πに比例 す るのに対 し、後者で は大体lognに 比例 す る ものと考 えて よ
いで あろ う。その代 りに、一段階 の計算の手数 は、砺 法 の方 が少 くてす む。
13複 勾配法の計算規則
先ず、 基底方程式 の係数b」,(ブ=1,…,n+m;le=0,1,…,n)の一覧表 を
作 り、その横計bj.=Σ㌃告6麹,縦 計 碗=Σ 凋鵬娠 を計 算 して 記 入 してお
く。出発点xが0座 標X」 を含 む ときは、その ブ を除 いた縦 計6嬬 鴇Σ鴛r
ろ」副 κ」>0を も併せ て記入 してお く必 要 が ある。以下、便宜上、 ドッ ト記号
で1か らnま での合計 を、 二重 ドット記号:で1か らn+mま で の合計 を、
また÷記号 によつてX」>0な る ノ についての1か らn+mま で の合計 を
示 す。
次に(13・4表)の 計算表 を準備 し、以下 の順序で記入 ・計算 して行 く。
(i)非 負初期値Xsを(1)欄 に記入 し、 こ れ が 基 底 方程 式 を満足す るこ
とを確めてお く。
(ii)勾 》0な るx,,…,Xn+mについて、 その逆数1/X」を求 めて(2)欄
に記入 し、1/Xj×X」=1に なる ことを確めてお く。
(iii)上記の1/XjにbJ,を か けて1か らn十mま で 加 えた もの、則 ち
基底勾配要素V,=Σ 舞fπ∂州 κ51鈎＼0をk=1,…,nに ついて計算 の上、
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第(3)欄 の上半部 に記入す る。 Σ 濃1ViCがΣ翼 饗晦 〉・(1/X」)(Σ濃・b5・)
に等 しい ことを検算 しておく。従属変数につ いての勾配はXj=0な る変数に
ついて のみ計算 ・記入 す る。
(iv)基底変数 に対す る価 格PiC(le=1,…,n)を第(4)欄 に記 入す る。従
属変数については κ」=0な る変数につ いて のみ計算 ・記 入すれ ばよい。
(v)正 な る基底変数XiC>0(k=1,…,n)に ついて(3)欄 と(2)欄 と
の積、則 ちV,/XiCを計算 して、第(5)欄 の上 半部に記入す る。
(vi)正な る従属変数Xj>o(ブ=η+1,…,n+m)に ついてV」=Σ 化告
b」・V・を計算 し、その値 を計算機上 においたま ま、 更 に(2)欄 の1/tjを乗 じ
て、そ の結果(巧/X」)を 第(5)欄 の下半 部 に記入す る。 これで(5)欄 が
全 部記 入済 とな るので、(1)欄 と(5)欄 とをかけて加 えた値 Σ雛 ㍗鴎 〉・)X」
(巧/Xf)を 求 め、最 初 に 計 算 して お い たb.,の 値 と(3)欄 のV・ との
積 の和 Σ 罐、b.icViCと一致す る こ とを確 認 して お く。 更 にまた、(5)欄 の
X」>0に ついての合計値(V/x).を 計算 して、(5)欄 の 下 段 Σ の ところ
に記入す る。
(vi)正な る基 底 変 数XiC>0(le=1,…,n)につ い て 、(2)x(4)則 ち
PiC/x,を計算 して、(6)欄 の上 半 部 に記 入 す る。(12.14)式P」=Σ 濃・
線 型 計 画問題 の新 しい解 き方(古 瀬)-139--
b」,Pk,(ノ=%+1,…,n+m)に ょっ て 、 正 な る従 属 変 数 に対 す る価 格P」(ノ
=n+1,…,n+m)を 求 め 、 そ の 値 を 計 算 機 上 に 置 い た ま ま 、 そ れ に(2)欄
の1/Xjを 乗 じ 、 そ の 答 を(6)欄 の 下 半 部 に 記 入 す る。 こ こで(6)欄 が 一一
杯 に な る の で 、
響x,(-2L)=.1}:b.kP、 、
'ヨ 】1x.'、oXjks1,・
の検算 を施 してお く。更 に また(6)欄 の合計(P/x)一,一を求 めて、 その Σ行 の
ところに記入す る。
(vii)(12.15)式γ}=Σ,Z,bjガV,,(ノ=1,…,n十m)
によつて0な る従属変数Xj=0,(ノ=π+1,… ・n+m)に ついての 乃 を
求 め、(3)欄 の下半部の空いてい る所 に記 入す る。
(viii)同上 の変数 についてPf=Σ 濃2娠 《 を計算 し、(4)欄 の 下 半部
の空いた箇所 に記入す る。
(ix)上記 のPjが 計算機 上 に 算 出 さ れ たな らば、 それ を 防iキ0で 割
り、その答 を、Vj<0の ときは(5)欄 に、V」>0の ときは(6)欄 に記入
す る。主 変数申 の0な る もの(Xk=0)に ついて もまた、毎 ハ 脇1,(V・キ
0)を 計算 し、ViC<0の ときは(5)欄 に、V・》OL'Oときは(6)欄 に記載
す る 。検算 は次の二つの式 を利用 して行 う。
あキ れ 　
Σ(Pj十y,)=Σ(b,,-b..,)(毎 十 γの
5-11Xj>o艇 ノ
営1猶 、 幸。[v・il(「鴇 下)一罫 。,_}ρ'
(x)P.を(12.18)式 で 、Mを(12.19)式 で 、 ま た μ。を(12・20)
に よつ て求 め 、 当 該 欄 に記 入 す る 。 μ。 に つ い て は特 に 、 一 桁 か 二 桁 の 概 算 値
を求 め て 、 そ れ を μ。卿 吻 の 所 に記 入 す る。
(xi)正 な る総 て の 変 数XJ>0,ブ=1,…,n十mに つ い て 、 縦 座 標:
巧=一 一橘 一 ÷}κ'〉 ・
を 求 め 、 これ を(12.31)図 の(.y,μ)グ ラ フ に 記 入 す る。 こ の 計 算 は 、(5)
欄 か ら 巧/Xjを 記 録 加 算 器(listingaαding皿achine)に移 し と り 、
1
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μ。・PP「onの乗算 を繰 返 し用の キーを使つて行 い、 それ に(6)欄 を加 えれ ば、
加算器だ けで簡単 に行 うことがで きる(加 減乗除ので きる小型 の記録計算器 も
売 出 されてい るので、必 らず しも μ・卿 鵬 を使 う必要はな く、μ・そのまま を
使 うこともで きる、.古瀬註記)。検 算 は、
Y.一(ll-).一'Pt。・PP…(÷).=0
によつ て行 う。 このグラフか ら、前節の(12.30)～(12.37)の方 法に よつ て
μ3舘o儀を求 め、計算表 の下部の、μ號σo加の所 に記入 して お く。
(xii)次に、(12.54),(12.55)式に(5),(6)欄 のp」/1巧!,xs=0・
乃 キ0を 代入 して、μ の上限 と下限 とを求 め、計算表 の μ靴 μ励 の所 に記
入す る。0の 変数が ない ときは、μ"「=。,X・eiow=一。。 と記 す。
(xiii)μ臓o侃 が上記 の μ の限界内にあれ ば、それを そ のまま με鰹 に選
び、μ の限界外 に落ち ると きは、上限 と下 限 との うち、 μ號σ剛 に最 も近 い も
のを μ誰㌍ に選ぶ。
斯 くして算 出 された μ欝 虜は、グ ラフに よる近似値であ るか ら、正確 な値 を
計算 しなければな らない。μ の最適値が μ の変域内に あるときは、 その μ噺
を決 定す る二 つの線分 の番号 α,βについてs計 算表 の(6),(5)欄か らP/x,
γ/∬の値 を読み敢 り、それ を、
μ糖 ㌔(隻 ・一磐)/(vβv.κβ 謬α})
に代入 して、μ の正確 な値 を求 め、それを計算表 の μ欝 朔 及 び μ欝虜の箇所
に記入す る。
グ ラフにおける μ3望に対 応す る縦 軸の値 ツ霧 虜は、-1/λ3卿に一致す る。
この 賜 野 も、正確 な値 を知 らなけれ ばな らない。μ號θ螺 が μ の変域 内に あ
る場合は、 その運動 の終点x,に おいては、上記 のxtdiとxtβとは0と な る
か ら、(12.12)式よ り、
(13.20)∬ω十 λ誰解(ρ ω十 μ窪鍔慮V.)・=0
とな る。 これか ら λ雛 を求 め、それの逆数 に負号 をつけた ものが、夕9野の正
確 な値に外な らない。μ濫 朔 が、μ の変域外 に あると きはきμ謝 虜を通 る垂線
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に よつて貫通 され る線 分 γにつ いて、(13.20)式を適用すれ ばよい。その得
られた値 夕躍`彩を、計算表 の当該箇所 に記入す る。
(xiv)総ての正 なる変数 にっいて、次 の優先順位 を計算す る、
ρ,+
μ3鍔1(13.25)Pt
j._Xj 躍'
ゆゆ 　ねゆアo鋭 ツo鋭
(ノ=1,…,n十mlXj>の
こ の 値 は 、
論)(ノ=1,…,%+刎X」 〉 の(13.27)xtJ=Xj(1-
,YOPt
な る関係 を通 じて、新 しい点 κ'を計算す るのに も役立 つので、鈎 〃 。磁 の代
りに、(1-yj/.y,。ua)を優先順位 と考 え るのが便利で あ る。 そ の値 の0に 近
い もの 、経験的 には0～1の 間に落ち るものは、最適点で0と な る確率が大
きい。 この(13.25)か らx'」までの計算 は、各変数 につ き一回の連続計算 と
して行 い、 その途中 で(1--pt」'/Ycond)を計 算 表 の(7)欄 に記 入 し、最後 の
め を次 の計算表 の(1)欄 に記入すれば、迅速 な計算が 可能 であ る。検算 は、
(・3.29)(謝」(紗+μ 蝋 馬 一〉
(13.3の
(13.31)
に よ つ て 行 う。
㈲ 一一κ・+(絢
れ 　 　も
,萎、昨 〆 ・;
ア騨
議ガ》
れキ れ 　　 　
P」 十 μ 呂鐙 召 ΣΣ1!,
'-1轡'一 ・ 」811Xj屑o
ツ騨
(xv)次 の二 つ の式 で 、,xノに お け る選 好 値 ア!を 計 算 、 そ の 一 致 を 確 め た
上 で 、 計 算 表 に 記 入 す る。
P十 μ躍`意M(13
.32)ノ.ノ ーf=f一 万所一一
%鋭
∫,=ρ 。十 Σ 毎 職
陀"1
(xvi)この新 しいXノ 点か ら出発 して、再 び(i)～(XV)の過程 を繰 返す。
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然 し、以上 の過程 を繰返すだ けでは、収束 が遅 いか ら、 途中で、優先順 泣を
利 用 して、 自由度切除、 境界切除を加 えることに よつて、収束速度を速 めな け
れ ばな らない。
優 先順 位だ けに よる 自由度切除
過去 の経験 に よれ ば、 自由度nに 対 し、その1/3に 当 るn/3個 を切除す
るな らば、誤 つた切除 をす る(最 適点で0と な らぬ変 数 を切 除す る)危 険 は
少い。そ の 危 険 を 少 く し、修 正 の 手i数を 減 らす に は、次 に 述 べ る 七〇P
七runGa七ion,七heme七hodofapparen七〇p七imum,priee七estingfor
七runcations等の、 よ り慎重 な方法に よ らなけれ ばな らない。
〔腰だ め式 自由度切除(ruleofthumbforfreedomtruncations)(13.
34)〕
優 先順位 だけによつて 自由度切 除を行 う場 合には、κ回の計算 で(1-aつ
以上 の 自由度切 除を施 してはな らない。従つ てaを1/3と すれば、二 回で
は50%、 三回では70%、 四回で は80%、 五回で は87%を 超 えてはな らな
い 。
最 後 に二 変 数 を残 し、 そ れ を単 体 法 で 解 く こ と に す れ ば 、 必 要 な 計 算 回 数
は 、ndi-1=2、則 ち 、rc・=1十(logn-log2)/一一logoで 与 え ら れ る。 σ=
1/3と す れ ば 、
・ 囹315図 ・・レ5團3415・i76i・45i2・7i325irs8
・i・12]314isl6178回 ・…1・2レ3レ4
〔progresstable〕
優先順位 によ るtruncationを敷率的に行 うには、(13.38)表のprogress
tableを用意 し、各計算 段回におけ る順位rと 優先係数(1・・-pt」/夕麟 認)とを
記入す るのが便利で ある。
碩位数 プで0と あ るのは、 順位係数が0で あ る ことを示 し・:符 号 は自由
度切除 の行 われ た ことを示す。ノ の計算 は、前の計算段階及 び現在の計算段 階
で0と なった ものを も含 めて考 え る。
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ffopTruneation
各計算段 階において0と な る二個 の変数 は、原則 として、最適 点 において
もまた0と な る。然 し、早期 の段 階においては、最適 点か ら離れてい るため、
一144一 商 学 討 究 第6巻 第3号
最適点 の附近の許容域の形 が複雑で あ ると、 これ らの変数 が後 の段階で再び正
とな る可能性が残 る。そのよ うな可能性 を排除す るには、 次 のよ うな判定 法を
使 えばよい。
或 る計算 段階で0と なった変数Ve(9=α,β,…,γ)が、 次 の段階で取 る値
x'9は、x/9=λ(P,十PtVg)であ るか ら、'x!eが正 とな るためには、λと(Pe
+μ脇)と は同符号で なければな らない。また、その結果 として選好函数が増
すためには ∫ノー f・=λ(P十μM)>0、 則 ち、λ と(P十 μM)と が同符号でな く
てはな らない。そ こで 、横軸 に μ をと り、縦 軸に(P十μM),(P.9十μy.v),
9=a,β,…,γを表わすグ ラフを描 き、上記 の条件 を満足す るよ うな λの変 域
が存在す るか ど うか、則ち、(P+μM)と(A十 μyの,9=α,β,…,γ とが
同符号にな るよ うな μ の変域が存在す るか ど うか を判定す る。
その よ うな μ 変域が存在す るな らば、それ らの変 数 は総て将来 正 とな る可
能 性を持つか ら、切 除 してはな らない。同符号にな る μ 変 域 が 存在 しない場
合 には、そ の うちの幾つか の変数 を除 けば、 残 りは 全 部 同符号にな るで あろ
う。従つて、 この除かれた変数 を 自由度切除すれば、 残 りの変数は後 の段階で
正値 を とることがで きるで あろう。 これ らの変数は必 らず切除 しなければな ら
ないが、それ以上 の切除 は危険 を伴 うことを覚悟 しなけれ ばな らない。
〔RuleofNonInterven七ion〕(13.42)
各段階において 、上記 の条件 に合致 した変数、則 ち、 次 の段 階 に 進 む に
必要 な最小限度 の数 の変i数だ け を 自由 度 切 除 し、κ=1+(logn-log2)/
一'logaの段階 に到達 したな らば、progresstableを検討す る。その結果 、
最 終解の見当がつけば、一気 に最 終解を出 して、 その最 適性 を検 定す る。
上記の切除 に際 しては、出来 るだけ基底 変数 の方 を切除す る方が、次 の段階 の計
算 が楽 にな る。基底変数 の場合 は、 何等の追加計算 を も必要 としないが、従属
変数で あると、
万5=Σb」,PiC=Pj一 Σ ∂,`一久 σ=〃 十1,…,n十m)
k霜1)のβ一一一」y(ξ=α}β … 一γ
ア,=Σbj,V,=巧 一 Σb」gV4(ブ=針1,…,n十m)
k盈1)α}β… ・γ(e=caβ 一一一Y
線型計 画問題 の新 しい解 き方(古 瀬)
F・P・ 一 ΣPさ,翫 診.M一 Σ ρ。Ve
gstUβ 一一・γ ζ 昌 ω β 一一一γ
によつて、lj6、ア、P、 π を計算 し直 きなければな らない。然 し、
κβ、…・胸 の数 は二個 で あるか ら、その手数 は大 した ことはない。
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通 常 劣ω,
TheMethodofAPparentOp七imum、
順位rの1か らnま で を0と おけば、n個 の主 変 数の値iが 確 定す
る。 このapparentoptimumpoint}こ対 して価格 テス トを行い、 それが悉 く
非正 で あ り、 且つ、従属変数 もまた非負で あれば、 それは真の最適点 に外 な ら
ない。
上記の条件 を満足 しない場合 には、その段階 の出発点xと 、 このapparenk
optimumpolntiとの差 ヴェク トル,T=(i-x)から新 しい方 向tt=P+Ptiを
ク
求 め、改 めて κ 点か らこの π方向 に λだ け進む。従つて、新 しい 到 達 点 は
〆ノ=x+λiで表 わ きれ る。 この進行 について、(12・31)表の方法 を適用 して
μ の最適値 を定 め、その κ"点 か ら嘩か許 り内側へ入つた位置で 、再び 巧 を
計算 して、次 の計算 段階に移 る。
π に比べて 初 が非常 に大 きい場合には、特 に この方法 は有利であ る。前記
のprogresstableの第一回 目に これを適用 すれば、 直 ちに最適 解に到達す る
ことがで きる。
PriceTestingforTruncation
前記 のapparentoptimumpointが、真 の最 適点で なかつた場合、その原
因 が、ア の負要素 に あるな らば、前記の 万 によつて κ"へ 進 めば よい。然 し、
その原因が、価格 の正要素 にあ るときは、正価格 のついた変数 を除 き、 同数 の 、・
更 に下順位 の変数 を加 えて、前記のMethodof.ApPorerentOptimumを施
す。 これを繰返す うちに、真 の最 適 点 に到 達す る機会が あるで あろ う。 これ
は、価格計算だ けです むので、極 めて 簡単 に行 うことがで きる。
若 し も、何回かの繰返 しの後、再び元 の変数 の組合せ に戻 るか、又は、 あま
り低 い順位(順 位係数1以 上)の 変数 まで入つて しまつた と思 われ るときは・
その最後 の段階で著 し く負 な 価 格 を もつ て い る若干 の変数 を 自由度切除す る
(この際、かな り多数 の同時切除が 可能で ある)。その結果が 許容 域 内 に あれ
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ば、 その点 を出発点 として 通常の複 勾配法 を施 し、 域 外 に あ れ ば、第6章 の
S(わ 法又は前記 の 万 法によつて域 内に移つた上で、 通常 の複勾配法 を行 えば
よい。
自 由 度 修 正
何回かの 自由度切除 によつて 自由度が0に なつて しまつ たのに、尚最適 点に
到達 しない場合 には ど うした らよいか?'
そ の対 策の一つは、 その点 か ら許容域 内へ僅かに戻つ た 点 を 出 発 点 として
(則ち、 自由度 を再 び πに戻 して)、但 し、 それまでの 計 算 資料か ら判断 して
多数 の境界 を切除 し、甥 の値 を出来 るだ け減 らした上で、再 び同じ計算 を繰 返
す や り方であ る。
〔規 則〕(13.54)先ず、 許容域 内の一点 を、必要 な らば第6章 のS(λ)
法 を使つて、ny決定す る。そ れ に対 して、σ規則、progresstable,me七hod
ofapParen七〇ptimu.m,t・runca七iontes七ingを使つて 自由度切除 を繰 返 し
適用す る。そ の結果、最適点 に到達す れば、それで問題 が解 けた ことにな る。
依然 として最適点 外にあ るな らば、 そ の点か ら僅か許 り許容域 内に入つ た点
か ら、大 きな境界切除 を加 深た上で、再出発 すれ ばよい。
こ の、 許容域 内への後退 によつ て選好函数 の値が低下 す る。 これを防止す るに
は('xS--Xノの 方 向に後退す る代 りに、X'iCを通 る等選好面 を考 え、(環 一x!の
の この面へ の射影 の方 向に後退す る。それには、κノか ら、
(・3・59)d・ ・(x£-x・iC)+メ ≒ 齢 詫 飯(k-・,…,〃)
方 向 に 進 め ば よ い 。 但 し、 そ の 到 達 点 ∬が 許 容 域 内 に 在 る た め に は 、 κ二κ!+
λdの λ を先 分 小 き く と る こ と に よ つ てXl ,…,Xn≧0な らし め得 る こ と 、則
ち、d」=Σ 南㌻ 毎4鳶,ブ`1,…,n十mlXj==Oが 非 負 な る こ とが 必 要 且 つ 十
分 で あ る。
14単 体 法
省 略n
15高 階線型聯立方程式
線型計画問題の新しい解き方(古 瀬)一 一147-一`
高階の線型聯立方程式を解 くことは、 決 して純粋に科学的な形式的手続の問
題 ではなく、直観力と想像力とを働かす一一Ptのartであるといつて差支ない。
繰返 し法は、投入産出行列のよ うに、 対角要素の値が他の係数に優越 してい
,る場合な どには、収束性が早 く、 而 も乗除計算量が極めて少 くてすむ便利な方
法である。途中で計算を誤つて も、 後で自動的に修正 される。演算は全 く機械
的で、電子管式計算機には殊に適 した方法である。
然 し、右辺常数の種々の値に対 し、又は右辺 を未知常数のままで解 こうとす
る(則 ち、逆 のマ トリックスを求める)場合には、 乗除計算量は却つて増加す
る。 どのよ うな行列に対 して も使えるよ うにす るためには、 収束性を速める手
続を考えなければな らないが、今迄のところでは、 あま り良い方法は発見され
ていない。
ガウスの計算法 は、対角要素の値が優越 してお らず、 且つ、多くの0を 含ま
ない場合などには、他 の何れの方法よ りも少い乗除算 しか必要 としない。種々
の右辺常数値に対す る解を求めた り、 完全な逆マ トリ。クスを求めた りす るに
・は非常によい方法で、 後者の場合で も、一つの与 えられた右辺値に対す る場合
の僅か三倍の乗除算ですむとい う利点がある。 電子計算機による機械的演算 も
'困難ではな
い。
このガウス法の最大の難点は、係数行列の対角要素の値が非常に小 さく、従
つて、singularであるか又はそれに非常に近い場合、途申か ら最初に戻つて、
より多 くの桁数 を計算 し直 さなければならず、 実際上はそ こで計算を放棄しな
け ればな らない場合がある、とい う点である。
の
消去法では、 最後の段階までは割算 を全然行わず、従つて丸めの誤差が全然
ない。線型計画問題のよ うに・係数行列が多くの0を 含む場合には、それを分
割 して個別的に解いて行 くことがで きる、 とい う利点を もつ。右辺の常数値の
種 々の値に対す る解を必要とす る際には、全体の計算量が少 くてすむ。
但 し、行列の分割又は0係 数による計算量の節約が不可能 な場合には、他の
二法 よ りも多くの乗除算を必要とす ることが、大 きな欠点で ある。
要 約:係 数行列に0要 素が多く、分割による計算節約の可能性の多い場合
には、単一解の場合、多数値の場合、 逆行列の場合を通じて、消去法の使用が
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有利である。
そのよ うな利点 のな く、且つ対 角要素 が大 きい場合 には、 繰返 し法を使 うべ
きで 、殊 に単 一解の場 合 には有 利で ある。
上記の何 れの方 法 も使い難いと きは、 ガ ゥスの計算 法 を使 わなけれ ばな らな
い 。
何れの方 法で もうま く行かない場合には、 これ らの方法を混用す ることによ
つて困難を切抜け られ ることがある。 例 えば、最初繰返 し法でやつて、若干の
変数だけが仲々収束 しないときは、 収束のよい変数の値を元の式 に代入の上、
残 りの変数について他の二法の何れかで解 き、 それを更に繰返 し法で解いて行
くことがで きる。
何れの方法を使 うときで も、 最後の段階は繰返し法によるのが有利である。
それによつて、 それまでの解が果 して元の方程式 を近似的に満してい るかど う
かをテエ ックすることができる。
計画法を解 くときは、各係数の値は何れ も正確な ものであるとい う仮定に立
つている。現実には勿論、 これ らの値は不正確である。これ らの誤差の累積の
結果、 数学的な解が現実か ら全 く離れてしま うこともあり得 るか もしれない。
然 し、実際は、高階の場合にはこれ らの誤差が打消 し合つて、 却つて現実に近
い解が得 られ るものと考 えて、差支ないであろ う。
16消 去 法
省 略。
■
17ガ ウ スの 計 算 法
省 略。
18繰 返 し 法
省 略。
19最 大雇傭問題を複勾配法 で解いた例
省 略。
