ABSTRACT: For the last decade, various simulation-based nonlinear and non-Gaussian filters and smoothers have been proposed. In the case where the unknown parameters are included in the nonlinear and non-Gaussian system, however, it is very difficult to estimate the parameters together with the state variables, because the state-space model includes a lot of parameters in general and and the simulation-based procedures are subject to the simulation errors or the sampling errors. Therefore, clearly, precise estimates of the parameters cannot be obtained (i.e., the obtained estimates may not be the global optima). In this paper, an attempt is made to estimate the state variables and the unknown parameters simultaneously, where the Monte Carlo optimization procedure is adopted for maximization of the likelihood function.
INTRODUCTION
Since Kitagawa (1987) and Kramer and Sorenson (1988) proposed the nonlinear and non-Gaussian filter and smoother using numerical integration, the filtering and smoothing solutions have been developed, because it is difficult to apply numerical integration to the higher dimensional cases of the state vector from computational point of view. Tanizaki (1993) and Tanizaki and Mariano (1994) suggested using Monte-Carlo integration to solve filtering and smoothing problems in nonlinear and non-Gaussian cases. Carlin, Polson and Stoffer (1992) , Kohn (1994, 1996) and Chib and Greenberg (1996) applied the Gibbs sampler to evaluate the smoothing means in a Bayesian framework, which smoother is extended to more general cases using both the Gibbs sampler and the Metropolis-Hastings algorithm simultaneously in Geweke and Tanizaki (1999) . Furthermore, to obtain the filtering and smoothing solutions, Gordon, Salmond and Smith (1993) , Kitagawa (1996) and Kitagawa and Gersch (1996) proposed the resampling filter and smoother. In Tanizaki (1996) , Tanizaki and Mariano (1998) and Tanizaki (1999) , rejection sampling is utilized to generate random draws directly from the filtering and smoothing densities. See Tanizaki (2000) for a survey on the simulation-based nonlinear and non-Gaussian state-space models.
Thus, various kinds of nonlinear and non-Gaussian filters have been investigated. However, in the case where unknown parameters are included in the system, estimation of the parameters are still an open question. Generally there are a lot of unknown parameters to be estimated in the state space models.
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The traditional maximization procedures such as the simple grid search and the Newton-Raphson optimization are conventionally used for maximization of the likelihood function. However, if the number of the parameters increases, these procedures are not helpful.
Moreover, as Kitagawa (1998) pointed out, we encounter the following two problems: (i) the non-Gaussian smoother is computationally intensive and the repeated application of a numerical optimization procedure for evaluating the likelihood may make it almost impractical and (ii) the log-likelihood computed by the Monte Carlo filter is subject to a sampling error and accordingly precise maximum likelihood parameter estimates can be obtained only by using a very large number of particles or by parallel application of many Monte Carlo filters. To improve the two problems, Kitagawa (1998) proposed estimating the state vectors and the unknown parameters simultaneously, which is called the self-organizing filter and smoother in his paper. A vector of the unknown parameters is regarded as the state vector which movement is appropriately assumed by a researcher through the transition equation. One of the disadvantages in Kitagawa (1998) is that we need a large number of the sample 1 For simplicity of discussion, consider the linear and normal state-space model given by y t = x t α t + t and α t = Φα t−1 + η, where t ∼ N (0, Σ ) and η ∼ N (0, Σ η ). Let t , α t and η t be p × 1, k × 1 and k × 1 vectors, respectively. Then, the number of unknown parameters to be estimated is p(p + 1)/2 for Σ , k 2 for Φ and k(k + 1)/2 for Σ η . Thus, as p or k increases, the number of unknown parameters drastically increases.
size to have the stable estimates of the unknown parameters. In this paper, we consider the estimation method such that we can apply even in the small sample.
Conventionally, as for maximization, the derivative-based methods such as the Newton-Raphson optimization procedure are used, where the iterative procedure is performed to obtain an optimum. The derivative-based methods generally have a problem that there is no method of distinguishing between a local optimum and a global one. It is well known that the method of the simulated annealing can find the best among multiple solutions (see, for example, Kirkpatrick, Gelatt, Jr. and Vecchi (1983) , Bohachevsky, Johnson and Stein (1986) , Goffe, Ferrier and Rogers (1994) and Brooks and Morgan (1995) ). In the case where the function to be maximized is known, the simulated annealing is a powerful tool. For the nonlinear and non-Gaussian state-space models, however, we cannot obtain the explicit functional form of the likelihood function. Therefore, the simulated annealing suggested by Kirkpatrick, Gelatt, Jr. and Vecchi (1983) cannot be directly applied to our problem. In this paper, the likelihood function is regarded as a kernel of the density function with respect to the unknown parameters. Based on the likelihood function, random draws of the state vectors and those of the unknown parameters are generated, where Gibbs sampling and the Metropolis-Hastings algorithm may be taken for random number generation. Note that for random number generation it might be possible to use the other sampling techniques such as rejection sampling instead of the Metropolis-Hastings algorithm. See Geman and Geman (1984) , Tanner and Wong (1987) , Gelfand and Smith (1990) , Arnold (1993) , Boswell, Gore, Patil and Taillie (1993) , Smith and Roberts (1993) , O'Hagan (1994) , Tierney (1994) , Chib and Greenberg (1995) , Geweke (1996 Geweke ( , 1997 for the sampling techniques. Through the random draws of the unknown parameters, we numerically obtain the functional form of the likelihood function with respect to the unknown parameters, where the nonparametric density estimation technique is applied. Based on the nonparametric density estimation, for each unknown parameter the mode is obtained, which corresponds to the global maximum, i.e., the maximum likelihood estimate of the parameter. See Prakasa Rao (1983) , Silverman (1986) , Ullah (1988) , Härdle (1990) and Izenman (1991) for the nonparametric density estimation. Thus, in this paper, we propose estimating the state vectors and the unknown parameters simultaneously, using the Monte Carlo optimization procedure.
STATE SPACE MODEL
We consider the following general nonlinear and nonnormal state-space model:
(Transition Equation) Carlin, Polson and Stoffer (1992) , Kohn (1994, 1996) and Chib and Greenberg (1996) introduced the nonlinear non-Gaussian state-space models with Gibbs sampling (see Appendix 1 for the Gibbs sampler). They investigated the nonlinear state-space models only in the Bayesian framework and in addition they studied the special state-space models such that it is easy to generate random draws from the underlying assumptions. To improve these problems, Geweke and Tanizaki (1999) proposed the nonlinear and non-Gaussian smoother using both Gibbs sampling and the Metropolis-Hastings algorithm, which would be suitable to any nonlinear and non-Gaussian state-space models. See Appendix 2 for the Metropolis-Hastings algorithm. The nonlinear and non-Gaussian smoother proposed by Geweke and Tanizaki (1999) is briefly discussed as follows. 
Smoothing: Let us define
is given by the following conditional distribution function:
Equation (3) (i) Take an appropriate initial value for A 0,T . 
(iv) Repeat (ii) and (iii) for i = 1, 2, · · · , N .
The first M random draws are excluded from consideration, taking into account stability of the Gibbs sampler and the Metropolis-Hastings algorithm. In Section 4, M = 0.2N is taken. Thus, the random draws of A T given Y T , γ and δ, i.e., A i,T , can be obtained using both the Gibbs sampler and the Metropolis-Hastings algorithm.
Mean and Variance:
Based on A i,T , E(m(α t )|Y T ) is simply evaluated as the arithmetic average of m(α i,t ), i = 1, 2, · · · , N , which is represented by:
where m(·) is a function. Especially, the case of m(α t ) = α t represents the smoothing mean, while m(α t ) = (α t − a t|T )(α t − a t|T ) indicates the smoothing variance. From the basic result of the Metropolis within Gibbs sampling, we can obtain the following result:
Likelihood Function: In the case where equations (1) and (2) depends on the unknown parameters γ and δ, the likelihood function to be maximized is written as:
where
The difficulty in this maximization is that evaluating the integration above we need to maximize equation (4) with respect to γ and δ. In the simulation-based procedures, the integration above is evaluated by random numbers of A T and accordingly the sampling errors are always included. In the next section, we suggest maximizing the likelihood function (4) by a Monte Carlo optimization method.
MAXIMUM LIKELIHOOD ESTIMATION BY MONTE CARLO OPTIMIZATION
In general, p(Y T ; γ, δ) in equation (4) is not obtained in an explicit functional form, because the integration in the right hand side of equation (4) cannot be evaluated analytically in the case where the system is nonlinear and nonGaussian. Therefore, conventionally, the iterative procedure is applied for maximization of the likelihood function. That is, (i) given the fixed values for γ and δ, the likelihood function p(Y T ; γ, δ) is numerically estimated by evaluating the integration, (ii) based on the estimated likelihood function, the estimates of γ and δ are updated and (iii) we repeat (i) and (ii) until all the estimates are stable. In (ii), the simple grid search or the Newton-Raphson optimization procedure may be utilized to maximize the estimated likelihood function.
As an alternative optimization method, Wei and Tanner (1990) , Tanner (1993) and Chan and Ledolter (1995) proposed the Monte Carlo EM algorithm to maximize the likelihood function. In the case where the Monte Carlo EM algorithm is applied to estimation of γ and δ, (i) and (ii) are modified as follows.
is maximized with respect to γ and δ. In any case, since the iterative procedure is taken for estimation of γ and δ, a great amount of computation is necessary for the nonlinear and non-Gaussian filtering techniques and accordingly implementation sometimes becomes impossible. In this paper, we suggest applying a very simple optimization to the nonlinear and non-Gaussian filtering problem.
Monte Carlo Optimization
Consider maximizing a function g(x) with respect to x. As it is well-known, there is no guarantee that the traditional maximization methods such as the Newton-Raphson optimization procedure give us the global optimum. The Monte Carlo optimization methods such as the simulated annealing are the useful tools which find the global optimum. Here, we apply the MetropolisHastings algorithm to obtain the global optimum, where g(x) is regarded as a kernel of a density function (i.e., p(x) = g(x)/ g(x)dx where p(x) denotes the density function of x). Define the acceptance probability ω(x, z) as:
where p * (z|x) represents the sampling density function, which has to be appropriately specified by a researcher. Given x i−1 , we generate a random draw z from p * (·|x i−1 ) and set x i = z with probability ω(x i−1 , z) and
We have two strategies to obtain the value of x which maximizes the function g (x) . For the first strategy, the function g(x) is evaluated at x = x i for all i = 1, 2, · · · , N and the maximum value of g(x) can be obtained out of g(
For the second strategy, since we regard g(x) as a kernel of a density function, we estimate the functional form of p(x) by nonparametric density estimation, based on the random draws x 1 , x 2 , · · ·, x N . See Appendix 3 for the nonparametric density estimation method. Then, the mode obtained numerically from the estimated density function of p(x), say p(x), can be taken as the value of x which maximizes the function g(x). It is known that p(x) converges to p(x) but the convergence speed is at most O(N 1/5 ), which is very slow (see Appendix 3). We can consider that the estimated mode also converges at the same speed. Note in Section 2 that x and g(x) correspond to (γ, δ) and p(Y T ; γ, δ), respectively.
In the case where g(x) is not analytically obtained in an explicit functional form, the second strategy is useful, which utilizes the empirical density function. In this paper, since the likelihood function p(Y T ; γ, δ) is not analytically obtained, we apply the second strategy to the nonlinear and non-Gaussian filtering and smoothing problem.
Maximum Likelihood Estimation
The unobserved variable, which is called the state variable, is included in the state-space model. Therefore, in practice, it is very difficult to evaluate the integration in equation (4) together with maximizing equation (4) with respect to the unknown parameters, because of the sampling errors and the computational disadvantages. The second strategy discussed in Section 3.1 is a helpful tool to this problem.
Let us define θ ≡ (γ, δ). Note in equation (4) that maximizing the marginal density of Y T with respect to θ is equivalent to maximizing the joint density of Y T and A T with respect to θ, because clearly we have the following equality:
which implies that the solution of θ obtained by solving max
. Accordingly, the maximum value of θ obtained from the joint density p(Y T , A T ; θ) is equal to that from the marginal density p(Y T ; θ). The maximization problem in this paper implies that the joint density of Y T and A T can be maximized with respect to θ. As mentioned in Section 3.1, the proportions of p(Y T , A T ; γ, δ) in the integration of equation (4) can be regarded as the density functions of γ and δ, i.e.,
Using (3), (5) and (6), we generate random draws of A T , γ and δ simultaneously from p(Y T , A T ; γ, δ) through the Gibbs sampler. As for the random number generation of α t from (3), that of γ from (5) and that of δ from (6), importance resampling, rejection sampling or the Metropolis-Hastings algorithm may be adopted in the case where it is not easy to generate the random draws. Note as follows. In equation (5), random draws of γ from p(γ|A T , Y T , δ) might be based on p(γ 1 |A T , Y T , δ, γ 2 ) and p(γ 2 |A T , Y T , δ, γ 1 ) through the Gibbs sampler, where γ = (γ 1 , γ 2 ). Similarly, in equation (6), it is possible to obtain random draws of δ by blocking δ = (δ 1 , δ 2 ).
Based on the random draws of γ and δ, we construct the density functions by nonparametric density estimation and obtain the modes from the empirical densities of γ and δ, which are denoted by γ and δ, respectively. The estimated modes (i.e., γ and δ) correspond to the maximum likelihood estimates of γ and δ. Therefore, in order to compute the smoothing estimate of A T (i.e., a t|T for t = 1, 2, · · · , T ), given γ and δ, again we generate random draws of
, we can perform the procedures (i) -(iv) discussed in Section 2. Accordingly, the procedure suggested above indicates the two-step estimator, where the first step obtains the modes based on the empirical densities of γ and δ and the second step computes the state estimates given the estimated modes ( γ, δ). As discussed in Section 3.1, since the empirical densities of γ and δ approach the true underlying densities, γ and δ go to the true parameter values. However, we should keep in mind that the convergence speed is quite slow.
The correspondence between the maximum likelihood estimate and the Bayesian estimate is given as follows. As mentioned above, random draws of A T , γ and δ are simultaneously generated from the three density functions (3), (5) and (6) through the Gibbs sampler and the Metropolis-Hastings algorithm. The densities (5) and (6) reduce to the posterior densities given the diffuse priors. Therefore, the arithmetic averages obtained from the random draws of γ and δ correspond to the Bayesian estimates, while the modes are the maximum likelihood estimates.
MONTE CARLO STUDIES
In this section, we compare the maximum likelihood estimator suggested in Section 3 and the Bayesian estimator with the diffuse priors, utilizing the state-space models shown in Simulations I -IV.
Simulation I (Linear and Normal Model): Consider the scalar system: y t = α t + t and α t = βα t−1 + η t . The initial value α 0 and the error terms t and η t , t = 1, 2, · · · , T , are assumed to be distributed as: 
Equations (7) and (8) reduce to normal distributions and equations (9) and (10) can be converted to chi-square distributions with T +2 degrees of freedom. Accordingly, the random draws from the above density functions are easily generated.
Simulation II (ARCH Model): We consider the state-space model: y t = α t + t and α t = (β 0 + βα
η t for β 0 > 0 and 0 ≤ β < 1. In this simulation study, β 0 = 1 − β is taken. β 0 = 1 − β in the transition equation implies that the unconditional variance of α t is normalized to be one. The initial value α 0 and the error terms t and η t , t = 1, 2, · · · , T , are assumed to be distributed as: 
where β 0 = 1 − β and 0 ≤ β < 1 by the assumptions. ). In this case, as discussed in Section 3.1, the Metropolis-Hastings algorithm is helpful, where the proposal densities are taken as p * (α t ) = p α (α t |α t−1 ; δ) and p * (β) = U (0, 1), respectively (note that U (a, b) denotes the uniform distribution between a and b).
Simulation III (Stochastic Volatility Model): Next, we take the following stochastic volatility model: y t = exp(α t /2) t and α t = βα t−1 + η t for 0 ≤ β < 1. The initial value α 0 and the error terms t and η t , t = 1, 2, · · · , T , are assumed to be distributed as:
We consider the cases of β = 0.5, 0.9 and σ 2 η = 1. See Ghysels, Harvey and Renault (1996) for the stochastic volatility model.
In this simulation study, p(β|A T , Y T ; σ 2 η ) is equivalent to equation (8) with the constraint 0 ≤ β < 1 while p(σ 2 η |A T , Y T ; β) is given by equation (9). Therefore, p(β|A T , Y T ; σ 2 η ) reduces to the truncated normal distribution function. Since it is difficult to obtain a random draw from a truncated normal distribution in the case where the normal distribution is truncated around tails (see Geweke (1991) ), in this simulation study we apply the MetropolisHastings algorithm to random number generation, where p * (β) = U (0, 1) is utilized for the proposal density.
Simulation IV (Logistic Model):
The following logistic type of nonlinear state-space model is taken as follows: y t = exp(α t )/(exp(α t ) + exp( t )) and α t = exp(α t−1 )/(exp(α t−1 ) + exp(η t )). The initial value α 0 and the error terms t and η t , t = 1, 2, · · · , T , are assumed to be distributed as:
In this simulation study, σ 2 = σ 2 η = 1 is examined for the true parameter values. Tanizaki (1993 Tanizaki ( , 1996 took the logistic model as an example.
In order to perform Gibbs sampling, the conditional density functions
Since equations (14) and (15) can be transformed into the chi-square distribution with T + 2 degrees of freedom, both σ 2 η and σ 2 are easily generated. However, it is not easy to generate a random draw of α t from equation (13) and accordingly the Metropolis-Hastings algorithm can be applied to random number generation.
Simulation Procedure: For both the maximum likelihood estimator and the Bayesian estimator, we compare the estimates of the unknown parameters (i.e., β, σ 2 and σ 2 η ). Note that the correspondence between (γ, δ) in the system (1) and (2) ) and δ = (β, σ 2 η ). The simulation procedure is as follows: (i) generating random numbers of t and η t for t = 1, 2, · · · , T , we obtain a set of data y t and α t , t = 1, 2, · · · , T , from equations (1) and (2), where T = 40, 100, 200 is taken, (ii) given Y T , perform each estimator, (iii) repeat (i) and (ii) G times, where G = 1000 is taken in this paper, and (iv) compute the arithmetic average (AVE), the root mean square error (RMS) and the 0.25th, 0.50th and 0.75th quantiles (25%, 50% and 75%) based on the G estimates for each estimator.
Results and Discussion:
The results are in Tables 1 -9 , where N denotes the number of random draws. Usually, the first M random draws are excluded from consideration because of stability of the random draws. In this paper, we take M as 20% of N . Therefore, all the values in the tables are obtained from 0.8N random numbers. We take the cases of N = 2000, 5000, 10000. Tables  1, 3 , 5 and 7 represent the results from the maximum likelihood estimation suggested in this paper, while Tables 2, 4, 6 and 8 are obtained from the Bayesian estimation with the diffuse priors.
In Simulation I, a normal and linear state-space model is examined (see Tables 1 and 2 ). In Tables 1 and 2 , there is not significant difference for N = 2000, 5000, 10000. That is, the number of random draws does not affect precision of the estimates. AVE indicates the bias between the true parameter value and the estimated one. As the sample size T increases, AVE's approach the true parameter values and RMS's decrease. In this simulation study, for almost all the cases, the maximum likelihood estimates are less biased than the Bayesian estimates.
In Simulation II (Tables 3 and 4) , the maximum likelihood estimator is better than the Bayesian estimator only in the case of σ 2 in β = 0.5. In the other cases, the latter performs better than the former with respect to AVE and RMS criteria. However, in both Simulations III (Tables 5 and 6) and IV  (Tables 7 and 8 ), the former is better than the latter for almost all the cases.
Thus, except for Simulation II, the maximum likelihood estimation procedure suggested in this paper performs better than the Bayesian estimator with the diffuse priors from the criteria of the bias and root mean square errors of Table 9 indicate the CPU run times, where Pentium II 500MHz CPU and Watcom FORTRAN 77/32 Compiler (Version 11.0) are used for comparison between the maximum likelihood estimation and the Bayesian estimation. Each value represents the average time from the 1000 simulation runs shown in Tables 1 -9. As discussed in Section 3.2, since the proposed maximum likelihood estimator is the two-step estimator, the maximum likelihood estimation takes more time than the Bayesian estimation, depending on the underlying state-space models. For Simulations II -IV, the Bayesian estimation is 1.6 -1.7 times faster than the maximum likelihood estimation. However, since even the case of Simulation IV, T = 200 and N = 10000 takes 31.35 seconds, it is concluded from computational point of view that the proposed estimator does not have too much disadvantage, compared with the Bayesian estimator.
SUMMARY
We have shown the maximum likelihood estimation procedure when the unknown parameters are included in the nonlinear and non-Gaussian state-space models. The traditional maximization procedures such as the simple grid search and the Newton-Raphson optimization are conventionally used for maximization of the likelihood function. In the case where the number of the parameters increases, however, these procedures are not helpful. Furthermore, since the simulation-based filtering and smoothing procedures yield the sampling errors or the simulation errors, precise estimates of the parameters cannot be obtained. In this paper, therefore, we have suggested applying the Monte Carlo stochastic optimization method to maximum likelihood estimation, where the features of the suggested procedure are: (i) the likelihood function is regarded as the density function with respect to the unknown parameters, (ii) the random draws of the unknown parameters are generated by the Gibbs sampler and the Metropolis-Hastings algorithm, and (iii) based on the random draws, we construct the empirical densities of the parameters and obtain the modes which correspond to the maximum likelihood estimates. If the arithmetic averages based on the random draws is taken as the estimates, the obtained estimates reduce to the Bayesian estimates with the diffuse priors. Thus, the maximum likelihood estimation is based on the mode while the Bayesian estimation is the arithmetic average. In the Monte Carlo simulation studies, the maximum likelihood estimation is compared with the Bayesian estimation, taking some kinds of state-space models. As a result, the maximum likelihood estimation performs better than the Bayesian estimation for almost all the cases by the bias and root mean square error criteria. Moreover, the CPU run times are compared between the suggested estimator and the Bayesian estimator. We have the result that the suggested procedure does not have too much computational disadvantage.
APPENDICES Appendix 1: Gibbs Sampler
When the two conditional densities p(x|y) and p(y|x) are available, we consider generating random draws of (x, y) from the joint density p(x, y). The Gibbs sampler is performed as follows: (i) pick up an appropriate value for the initial value of y (i.e., y 0 ), (ii) generate a random draw of x (i.e., x i ) from p(x|y i−1 ), (iii) generate a random draw of y (i.e., y i ) from p(y|x i ), and (iv) repeat (ii) and (iii) for i = 1, 2, · · · , N .
From the basic result of the Gibbs sampler, (x N , y N ) converges to a random draw from p(x, y) for sufficiently large N . We have considered the bivariate case, but it is easily extended to the multivariate cases. See Geman and Geman (1984) , Tanner and Wong (1987) , Gelfand and Smith (1990) , Arnold (1993) and Geweke (1996 Geweke ( , 1997 for the Gibbs sampler.
See Silverman (1986, pp.70 -72) ).
See Prakasa Rao (1983, p.50 ) for the convergence rates. We can rewrite as follows: ), which indicates that convergence speed is very slow.
