In this paper we give necessary and sufficient conditions for the numerical range of a 5 × 5 matrix to be a convex hull of three points and one ellipse or one point and two ellipses. We also find sufficient conditions for which the numerical range of a 5 × 5 matrix is an elliptic disc.
Introduction
Let T be a n × n complex matrix. The numerical range of T is the subset of complex numbers given by W (T ) = { T x, x : x ∈ C n , ||x|| = 1}.
The following properties of W (T ) are immediate : W (αI + βT ) = α + βW (T ) for α, β ∈ C, W (T * ) = {λ, λ ∈ W (T )}, W (U * T U ) = W (T ), for any unitary U.
For basic properties of the numerical range a good reference is [4, 5] . For 2 × 2 matrix T , a complete description of the numerical range is well known. It is an elliptic disc with foci at the eigen values λ 1 , λ 2 of T and the minor axis of length (tr(T * T ) − |λ 1 | 2 − |λ 2 | 2 ) 1 2 [8] . For a n × n complex matrix T , let f T (x, y, z) = det(xH + yK + zI), where H = T +T * 2 , K = T −T * 2i . Then f T (x, y, z) = 0 defines an algebraic curve of class n with x, y, z viewed as homogeneous line coordinates. The real part of this curve is called associated curve and is denoted by C(T ). The real foci of C(T ) are the eigenvalues of T and W (T ) =convC(T ) [1, 7] . For a matrix T of order 3, Kippenhahn [7] studied the factorability of f T in order to describe the numerical range of T. A different procedure is followed in [2, 3, 6] by expressing those conditions in terms of eigenvalues and entries of T, which are easier to apply. We follow the same procedure as in [6] to determine a series of conditions in terms of unitarily equivalent canonical form of a 5 × 5 complex matrix T for which the numerical range will be an elliptic disc. For a 5 × 5 arbitrary complex matrix T, we also express those conditions in terms of eigenvalues and entries of T. All these conditions will be useful to construct a 5 × 5 matrix with an elliptic numerical range.
Main results
Let T be a 5 × 5 complex matrix. It is known that the associated curve C(T ) contains an elliptic disc only when the algebraic curve f T can be factorized as a product of three linear factors and one quadratic factor or one linear factor and two quadratic factors. Here we give necessary and sufficient conditions for which the associated curve C(T ) contains an elliptic disc or discs. By Schur's theorem, every square matrix is unitarily equivalent to an upper triangular matrix. So without loss of generality we can assume that
where λ j = α j + iβ j ; α j and β j are real for j = 1, 2, 3, 4, 5.
g(x, y, z), where g(x, y, z) is described below. We will use the following notations in writing g(x, y, z) explicitly. By S i 1 i 2 i 3 i 4 i 5 we mean the collection of all 5-tuples (i 1 , i 2 , i 3 , i 4 , i 5 ) of natural numbers such that 1 ≤ i 1 < i 2 < i 3 < i 4 < i 5 ≤ 5 and so on. Then g(x, y, z) 
Re(a jk a lm a jm a lk ), the summations being taken over i = j = k = l = m. Henceforth all the summations will be taken over different suffices. This polynomial in x, y, z is denoted by ( * ). i.e.,
At first we prove the following two lemmas which will be used to prove our main result.
Lemma 2.1. Let T be a 5 × 5 matrix with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 , λ 5 . Then its associated curve C(T ) consists of three points in particular λ 1 , λ 2 , λ 3 and one ellipse with foci at λ 4 , λ 5 and the minor axis of length r iff f T (x, y, z)
, where λ j = α j + i β j , ∀ j; α j 's and β j 's are real.
Proof. Along with T , consider the matrix
Since C(T ) = C(A), the polynomials f T and f A have to be same. Hence the result follows. The converse is clear.
Lemma 2.2. Let T be a 5 × 5 matrix with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 , λ 5 . Then its associated curve C(T ) consists of one point namely λ 1 , two ellipses, one with foci at λ 2 , λ 3 and minor axis of length r, the other with foci at λ 4 , λ 5 and minor axis of
, where λ j = α j + i β j for all j; α j 's and β j 's are real.
Proof. Along with T , consider the matrix
With the help of above lemmas, we now prove the following theorems: Theorem 2.1. Let T be in upper triangular form (2.1). Then its associated curve C(T ) consists of three points and one ellipse if and only if
If these conditions are satisfied, then C(T ) is the union of three points λ p , λ q , λ u with the ellipse having its foci at two other eigenvalues of T and minor axis of length r.
Proof. By Lemma 2.1, we have
Comparing this polynomial with polynomial ( * ), we have
and then obtain the following equalities by comparing the coefficients of x 3 , y 3 , z 3 , x 2 y, xy 2 , x 2 z, xz 2 , y 2 z, yz 2 , xyz respectively. Therefore,
Re(a jk a kl a lm a jm )α i + 1 4
Re(a ij a jk a kl a im a ml ) − 1 4
Re(a ij a jk a lm a im a lk )
Re(a 12 a 23 a 34 a 45 a 15 ),
Re(a jk a kl a lm a jm )β i + 1 4 
Im(a ij a jk a kl a im a ml )
Im(a 12 a 23 a 34 a 45 a 15 ),
Re(a ij a jk a kl a im a ml )
Re(a jk a kl a lm a jm ),
Im(a jk a kl a lm a jm ).
Here we see that the combination of (1), (2), (4) and (5) is equivalent to (d), since (1) − (5) − i(2) + i(4) yields (d). Again, the combination of (6), (8) , (10) is equivalent to (c) since (6) − (8) + i(10) yields (c). Moreover, the combination of (7) and (9) is equivalent to (b) since (7) + i(9) yields (b). This completes the proof.
We next prove the following theorem.
Theorem 2.2. Let T be in upper-triangular form (2.1). Then its associated curve C(T ) consists of one point and two ellipses if and only if
a jk a kl a lm a jm λ i − a 12 a 23 a 34 a 45 a 15 .
If these conditions are satisfied, then C(T ) is the union of one point λ p and two ellipses, one with foci λ q , λ u and minor axis of length r, the other with foci λ v , λ w and minor axis of length s.
Proof. By Lemma 2.2, we have
r 2 s 2 (α p x + β p y + z) . Comparing this polynomial with polynomial ( * ), we have g(x, y, z) = r 2 (α p x+β p y+z)(α v x+β v y+z)(α w x+β w y+z)+s 2 (α p x+β p y+z)(α q x+ β q y + z)(α u x + β u y + z) − r 2 s 2 4 (x 2 + y 2 )(α p x + β p y + z) and obtain the following equalities by comparing the coefficients of x 3 , y 3 , z 3 , x 2 y, xy 2 , x 2 z, xz 2 , y 2 z, yz 2 and xyz respectively. Therefore, 
Re(a jk a kl a lm a jm )β i + 
Re(a jk a kl a lm a jm )α i + 
Re(a kl a lm a km )(α i + α j ) − 1 4
Re(a kl a lm a km ),
Here we see that the combination of (1 ), (2 ), (4 ) and (5 ) is equivalent to (d) since
Again, the combination of (6 ), (8 ), (10 ) is equivalent to (c) since (6 ) − (8 ) + i(10 ) yields (c). Moreover, the combination of (7 ) and (9 ) is equivalent to (b) since (7 ) + i(9 ) yields (b). This completes the proof.
We know that every matrix is unitarily equivalent to an upper-triangular matrix, though it is not easy to obtain the upper triangular form of a matrix of order 5. For generality, we obtain the unitary invariant forms of Theorems 2.1 and 2.2.
Corollary 2.1. Let T be a 5 × 5 matrix with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 , λ 5 . Then its associated curve C(T ) consists of three points in particular λ p , λ q , λ u and one ellipse having its foci at two other eigenvalues of T and minor axis of length r iff
Proof. Let A be in upper-triangular form (2.1) which is unitarily equivalent to T . After a little computation, we obtain 
Since trace is unitarily invariant. This completes the proof.
Corollary 2.2. Let T be a 5 × 5 matrix with eigenvalues λ 1 , λ 2 , λ 3 , λ 4 and λ 5 . Then its associated curve C(T ) consists of one point λ p and two ellipses, one with foci λ q , λ u and minor axis of length r, the other with foci λ v , λ w and minor axis of length s iff
Proof. Proceeding as Corollary 2.1 and using Theorem 2.2 we have 
where λ = λ p , λ q , λ u and λ v , λ w are other two eigenvalues of T . Then W (T ) is an elliptic disc with foci at λ v , λ w and the minor axis of length r.
Proof. By corollary 2.1, conditions (a) to (d) are equivalent to C(T ) being a union of the three points λ p , λ q , λ u and one ellipse with foci λ v , λ w and minor axis of length r. Moreover condition (e) means that these three points λ p , λ q , λ u lie inside the ellipse. Hence W (T ) is an elliptic disc with foci λ v , λ w and the minor axis of length r. This completes the proof. 
