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Abstract
We propose a new method for inferring the governing stochastic or-
dinary differential equations by observing particle ensembles at discrete
and sparse time instants, i.e., multiple “snapshots”. Particle coordinates
at a single time instant, possibly noisy or truncated, are recorded in each
snapshot but are unpaired across the snapshots. By training a generative
model that generates “fake” sample paths, we aim to fit the observed par-
ticle ensemble distributions with a curve in the probability measure space,
which is induced from the inferred particle dynamics. We employ different
metrics to quantify the differences between distributions, like the sliced
Wasserstein distances and the adversarial losses in generative adversarial
networks. We refer to this approach as generative “ensemble-regression”,
in analogy to the classic “point-regression”, where we infer the dynamics
by performing regression in the Euclidean space, e.g. linear/logistic re-
gression. We illustrate the ensemble-regression by learning the drift and
diffusion terms of particle ensembles governed by stochastic ordinary dif-
ferential equations with Brownian motions and Le´vy processes up to 20
dimensions. We also discuss how to treat cases with noisy or truncated
observations, as well as the scenario of paired observations, and we prove a
theorem for the convergence in Wasserstein distance for continuous sample
spaces.
Keywords: data-driven dynamic inference, physics informed learning,
stochastic ODEs, Fokker-Planck equations, GANs, sliced Wasserstein distance,
Le´vy process
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1 Introduction
Classic methods for inferring the dynamics from data usually require obser-
vations of a point at discrete time instants; we name this classic paradigm
as “point-regression”. More specifically, as is illustrated in Figure 1, in point-
regression problems we want to infer the initial coordinate as well as the govern-
ing ordinary differential equation (ODE) of a point, given the (possibly noisy)
observations of its coordinates at discrete time instants. Typically, we optimize
the dynamics and the initial coordinate so that the coordinates on the inferred
curve match the coordinates from data. More formally, the weighted summation
of Euclidean distances, sometimes applied with certain functions, is minimized.
In some cases we may have observations of multiple points, but the coordinates
are supposed to be labeled with point indices so that we can deal with individual
points separately.
Figure 1: Schematic showing the two paradigms of point-regression and
ensemble-regression for dynamic inference. In point-regression problems (black
legends), we aim to fit the point coordinates (blue dots) from data with the
inferred curve (brown curve), determined by the initial coordinate x0 as well as
the dynamics dxt/dt = fθ(xt, t), where fθ is a deterministic function in the Eu-
clidean space. As an analogue, in ensemble-regression problems (red legends),
we aim to fit the distributions of the ensemble in the snapshots (blue dots)
with the inferred curve (brown curve), determined by the initial distribution
ρ0 as well as the dynamics ∂ρt/∂t = Lθ(ρt, t), where Lθ is an operator in the
probability measure space.
Let us consider, for simplicity, the one-dimensional linear regression with
quadratic loss as an example. Given observations of x at multiple t, we want
to optimize the parameter a in the ODE dxt/dt = a as well as the initial point
x0 = b so that the mean squared L2 distance between predictions and data
points is minimized, where a and b are the slope and the intercept of the linear
function. Other examples in this category include logistic regression, recurrent
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neural networks and the neural ODE for time series [1], sparse identification of
nonlinear dynamics (SINDy) [2], etc.
In this paper we propose a new approach for dynamic inference. Specifically,
we wish to use observations of a particle ensemble at discrete time instants to
learn the governing dynamics of the particles, especially stochastic ones. We
call an observation at a single time instant a “snapshot”, where part or all of
the particle coordinates in the ensemble are recorded. We emphasize that we do
not need the coordinates labeled with particle indices in the observations, i.e.,
we do not require the particles to be paired across snapshots. In fact, all the
information we need from the snapshots is the particle distributions at different
time instants.
We name this paradigm “ensemble-regression” in analogy to the “point-
regression”. In particular, as is illustrated in Figure 1, given ensemble snap-
shots at different moments, we want to infer the initial distribution as well as
the governing stochastic ordinary differential equation (SODE) of the particles.
The SODE for particles would also induce a curve t → ρt in the probability
measure space for the particle distributions, governed by a corresponding deter-
ministic PDE shown in Figure 1 1. We aim to optimize the dynamics and the
initial distribution so that the distributions on the inferred curve in the prob-
ability measure space match the distributions from the data. More formally,
we aim to minimize the weighted summation of “metrics of differences between
distributions”, sometimes applied with certain functions. In short, we can view
this approach as performing regression in the probability measure space equipped
with certain metrics of differences. In this paper we use the sliced Wasserstein
(SW) distance [3] and the adversarial loss for the generator in generative ad-
versarial networks (GANs) [4, 5, 6] as two examples of such metrics. Note that
the ensemble-regression proposed here is different from the classic “ensemble
methods”[7], where an ensemble of learners with multiple learning algorithms
are combined for better performance.
We summarize the analogy between point-regression and ensemble-regression
in Table 1.
Table 1: Analogy between point-regression and ensemble-regression.
point-regression ensemble-regression
space Euclidean space probability measure space
dynamics ODE SODE(particles), PDE(measures)
goal fit individual points fit particle ensembles
metrics Euclidean distance, etc. SW distance, GAN loss, etc.
In this paper, we focus on the problems where the particles are driven by a
deterministic drift field with a Brownian noise or Le´vy noise. Such dynamics
for the particles will induce a Fokker-Planck equation as the governing equation
for the particle distributions, where the Laplacian operator needs to be replaced
1Here ρt is a measure and the PDE is in the sense of distribution.
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by the fractional Laplacian for the Le´vy case. To represent the inferred curve
in the probability measure space, we build a generative model consisting of a
feed-forward neural network, which maps from Gaussian noise to the initial
distribution, as well as a discretized SODE with trainable variables, where we
encode our partial knowledge of the particle dynamics, to generate “fake” sample
paths, whose marginal distribution at time t ≥ 0 will be used to represent ρt on
the curve of probability measures. The discretized SODE with unknown terms
parameterized as neural networks is also known as the “neural SDE” in the
literature [8, 9, 10, 11, 12]. We will also introduce several augmentations to the
generative model to deal with the heavy tails in the target distribution, noisy
observations, and truncated observations.
In [13] the authors used a similar idea to infer the stochastic dynamics, i.e.
training a generative model to match distributions. However, their problem
setup and detailed methodology is totally different from ours, in that they use
noisy observations of a sample path as the data, where the coordinates are of
course paired, and instead of matching the distributions of particle ensembles,
they aim to match the distributions of the hidden derivatives. Moreover, based
on the Gaussian process, their approach cannot be easily applied to SODE
problems with non-Gaussian noise. Actually, most stochastic dynamic infer-
ence algorithms are based on calculating or approximating the probability of
observations of a sample path conditioned on the system parameters, using
Euler-Maruyama discretization [14, 15], Kalman filtering [16], variational Gaus-
sian process-based approximation [17, 18], the Fokker-Planck-Kolmogorov equa-
tions [19, 20], etc. Other related work includes [21], where GANs were applied
to learn the distribution of the parameters and solutions in time-independent
stochastic differential equations, and [22] where GANs were applied to learn the
distribution of the random parameters estimated from the (paired) observations
of individual ODEs.
We should remark that even if we know the macroscopic distribution at any
time t, i.e., the curve t → ρt in Figure 1 is given, the dynamics of individual
particles in the microscopic scale, i.e., the governing SODE is, in general, not
unique. For example, the following two dynamics of individual particles with
N (0, 1) as the initial distribution will lead to the same curve ρt = N (0, t + 1)
in the probability measure space:
1. Standard Brownian motion with no drift.
2. dxt/dt = xt/(2t+ 2) with no diffusion, i.e., xt = x0
√
t+ 1.
However, it is possible to obtain uniqueness of microscopic dynamics if we
limit the candidates in a small family. For example, for the continuity equation
dρt/dt = −∇ · (vtρt), for any curve t → ρt absolutely continuous from [a, b] to
P2(Rd), where P2(Rd) is the Wasserstein-2 space of probability measures with
finite quadratic moments in Rd, there exists a unique curve t→ vt, where vt is
limited to the L2(µt;Rd) closure of {∇ϕ : ϕ ∈ C∞c (Rd)} [23, 24]. In real-world
problems, the choice of the family actually requires our partial knowledge of the
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dynamic system, which can be encoded into the generative model as mentioned
above.
The rest of the paper is organized as follows: In Section 2, we formulate the
problems we aim to solve. In Section 3, we present the details of our method,
including the generative model, loss function, and augmentations to the gener-
ative model for various cases. We show the computational results in Section 4.
In addition, in Section 5 we present a discussion on the scenario of paired obser-
vations. We present a summary in Section 6. Furthermore, in Appendix A we
introduce the α-stable random variable generator used for the SODE problems
with Le´vy process; in Appendix B we introduce the sliced Wasserstein distance;
in Appendix C we show the effect of increasing the training data on the pre-
cision of inference; in Appendix D we prove the theorem for the convergence
in Wasserstein distance for continuous sample spaces; finally, in Appendx E we
provide a counter-example.
2 Problem Setup
We consider a system with an ensemble of particles governed by the following
stochastic differential equation:
dXt = µtdt+ dZt, t ≥ 0, (1)
whereXt ∈ Rd is the position of a particle at time t, µt ∈ Rd is the deterministic
drift force, and dZt is the stochastic term. We use ρt to denote the distribution
of Xt.
The most commonly used stochastic processes in physics and biology are
diffusion processes and Levy processes. For Xt as a diffusion process, we could
write Equation 1 as
dXt = µtdt+ σtdBt, t ≥ 0, (2)
where Bt is the d-dimensional standard Brownian motion and σt ∈ Rd×d is the
diffusion coefficient. The probability density function p(x, t) for Xt will then
be governed by the Fokker-Planck equation:
∂
∂t
p = −∇ · (µtp) + 1
2
∇ · (∇ · (σtσTt p)). (3)
For Xt as a Levy process, we have a different term on the right-hand-side of
Equation 2, i.e.,
dXt = µtdt+ tdL
α
t , t ≥ 0, (4)
where Lαt is the α-stable symmetric Le´vy process.
We consider the scenario where the data available are the observations of
the particles at different time instants {ti}ni=1 with 0 ≤ t1 < t2... < tn. More
formally, the available data are {Di}ni=1, where Di = {Xti(ωi,j)}Nij=1 is a set of
Nj observations of Xt with hidden random states {ωi,j}Nij=1. In other words, Di
is a set of samples drawn from ρti .
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In the cases where ω1,j = ω2,j ... = ωn,j for all j, we know that {Xti(ωi,j)}ni=1
comes from the same sample path for a fixed j, and we refer to these cases
as the “paired” observations. In other cases where {Xti(ωi,j)}ni=1 does not
come from the same sample path for a fixed j, we refer to these cases as the
“unpaired” observations. Sometimes the observations come from the same batch
of sample paths, but we cannot distinguish the particles in the ensemble, thus
cannot assign the observations with the particle indices. This also belongs to
the “unpaired” case. In this paper we mainly focus on the unpaired case, and
present some discussions on the paired case in Section 5. In addition, we may
have noisy observations and truncated data, i.e., with observations available
only in some regions.
In forward problems, we assume that we have full knowledge of µt, σt and
t, and we aim to infer ρt for t ≥ 0. We emphasize that in this paper we do not
have full knowledge of ρ0 as in the traditional forward problem setup. Instead,
the available data are the limited samples of Xt at t = t1, t2..., tn. Note that the
limited samples at a fixed time t will inevitably lead to errors when estimating
ρt, but we wish to make use of the SODE and the observations in multiple
snapshots to reduce the error.
In inverse problems, we may be unaware of some of µt, σt and t, or we may
only know the parametrized forms of these terms, and we aim to infer these
terms directly (or the parameters) as well as ρt for t ≥ 0. While µt, σt and t
could be functions of Xt and t in general, as a demonstration, in this paper we
focus on the cases where they are constants or functions of Xt but independent
of t.
3 Methodology
In this section, we will first introduce the main framework of generative ensemble-
regression, including the generative model and the loss functions. We will then
introduce some techniques for the cases characterized by distributions with
heavy tails, or the observations are noisy or truncated.
3.1 A Generative Model for SODEs
As mentioned in the introduction, we use a generative model to represent the
inferred curve in the probability measure space. As illustrated in Figure 2,
we use the generative model to generate “fake” sample paths, whose marginal
distribution at time t ≥ 0 will be used to represent ρt on the curve of probability
measures.
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Figure 2: Schematic of the generative model for ensemble-regression. We first
use a feed-forward neural network to map the input Gaussian noise to the output
X˜0 ∈ Rd, whose distribution ρ˜0 is intended to approximate the initial distribu-
tion ρ0. Subsequently, we apply the discretized SODE with trainable parameters
to generate sample paths X˜t for t > 0 with X˜0 as the initial condition (brown
curves). We then measure the differences between the distributions of generated
samples X˜t and the snapshots from data as our loss function.
We firstly use a feed-forward neural network Gθ parameterized by θ as a
generator, which takes samples from a d-dimensional Gaussian distribution N
as input and outputs samples from the generated distribution νθ = Gθ#N ,
where Gθ#N denotes the push forward of N by Gθ. We intend to use νθ to
approximate ρ0, i.e., the distribution of X0.
In forward problems, using a discretized version of Equation 1 we can draw
samples of Xt for any t > 0 with Gθ#N as the initial distribution. For example,
if Xt is a diffusion process in Equation 2, we can use the following forward Euler
scheme:
X˜0 = Gθ(z), z ∼ N
X˜(i+1)∆t = X˜i∆t + µt∆t+ σt
√
∆tξi, i ≥ 0,
(5)
where ∆t is the time step, and ξi are i.i.d. standard Gaussian random variables.
If Xt is a Levy process in Equation 4, the forward Euler scheme is:
X˜0 = Gθ(z), z ∼ N
X˜(i+1)∆t = X˜i∆t + µt∆t+ t∆t
1/αζα,i, i ≥ 0,
(6)
where ζα,i are i.i.d. α-stable random variables. The method to generate α-stable
random variables in TensorFlow is presented in Appendix A. In the following,
we use ρ˜t to denote the distribution of X˜t.
In inverse problems, we replace the unknown terms in Equations 5 and 6 with
neural networks, or replace the unknown parameters with trainable variables if
we know the parametrized form of these terms. We use φ to denote the trainable
variables and the parameters in the neural networks for the unknown terms. We
remark that the loss functions for forward and inverse problems are identical,
7
which we will introduce in the next subsection, but the variables to train are θ
in forward problems, while θ and φ in inverse problems.
One may use ρˆD1 as an approximation of ρt1 , and draw samples of Xt for
t ≥ t1 with discretized SODEs as in Equation 5 and 6. While this strategy could
remove the generator Gθ and might outperform the method introduced above
in some cases, we also point out that it has the following limitations:
1. We cannot infer ρt for 0 ≤ t < t1 if 0 < t1.
2. As we mentioned in the previous section, we wish to make use of the
SODE and the observations at multiple moments to reduce the error from
limited samples. The error arising from the difference between ρˆD1 and
ρt1 could never be removed with such a strategy.
3. This strategy can hardly handle the scenario, where we have noisy obser-
vations or truncated data in D1.
Due to the above limitations, we do not dive into this strategy in the present
paper.
3.2 Loss functions
If the inferred initial distribution and unknown terms match the real ones per-
fectly, then ρ˜t should be equal to ρt if we neglect the errors coming from the
numerical integration. Motivated by this observation, we tune the parameters
in our generative model using training data {Di}ni=1, so that ρ˜ti fits Di for each
i. Upon convergence of training, ideally ρ˜t should approximate ρt, and thus we
can estimate the density or statistics of ρt using X˜t.
In order to train the generative model, we need to define a distance function
d(·, ·) to measure the difference between the two input distributions, which can
be estimated from samples drawn from the two distributions. Consequently, the
loss function is defined as:
L =
n∑
i=1
d(ρ˜ti , ρˆDi), (7)
where ρˆDi is the empirical distribution induced from the sample set Di.
In this paper we employ two approaches to quantify the distance:
1. We choose the squared sliced Wasserstein-2 (SW) distance [3] as the func-
tion d. We present the details of the definition as well as the estimation
of SW distance in Appendix B. Note that the sliced Wasserstein-2 dis-
tance is exactly the Wasserstein-2 distance in the1D case. Moreover, the
slice Wasserstein-2 distance and Wasserstein-2 distance induce the same
topology on compact sets [25], i.e., the convergence in slice Wasserstein-2
distance is equivalent to the convergence in Wasserstein-2 distance.
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2. We use GANs to provide the metric: for each i, we use a discriminator
Di to be the critic for generated samples X˜ti and real samples from Di.
Then, the adversarial loss given by Di can act as a metric of the difference
between ρ˜ti and ρˆDi . In particular, we use WGAN-GP as our version
of GANs in our paper, with the loss function for each discriminator Di
defined as
LDi =EX˜ti∼ρ˜ti [Di(X˜ti)]− EXti∼ρˆDi [Di(Xti)]
+ λExˆi∼ρxˆi [(‖∇xˆiDi(xˆi)‖2 − 1)2], for i = 1, 2...n,
(8)
where ρxˆi is the distribution generated by uniform sampling on straight
lines between pairs of points sampled from ρ˜ti and ρˆDi , and λ = 0.1 is the
gradient penalty coefficient. Hence,
d(ρ˜ti , ρˆDi) = −EX˜ti∼ρ˜ti [Di(X˜ti)] + EXti∼ρˆDi [Di(Xti)]. (9)
Here, d(ρ˜ti , ρˆDi) can be mathematically interpreted as the Wasserstein
distance between the two input distributions. Note that the second term
in Equation 9 is independent of θ and φ in the generative model, and thus
it can be dropped in the implementation.
Compared with WGAN-GP, the SW distance is more robust and requires
less computational cost [3]. Therefore, we mainly use the SW distance to demon-
strate the effectiveness of our method in numerical experiments. However, as we
will find in our experiments, SW is not as scalable to high dimensional problems
as WGAN-GP.
Apart from the SW distance and WGAN-GP, one can also explore using
other versions of GANs or other metrics of difference, like maximum mean
discrepancy (MMD), to act as the function b in Equation 7. We also remark that
while in this paper we use individual discriminators for each i, it is also worth
comparing this strategy with conditional GANs, where only one discriminator
is involved, with time t acting as the condition.
3.3 Augmentations to the generative model
We can also modify the generated distribution ρ˜t as an augmentation to the
generative model, in adaption to different cases, e.g., where the distributions
have heavy tails, or the observations are noisy or truncated. Note that both the
(squared) SW distance and the WGAN-GP can still be used as a metric for the
differences.
3.3.1 Push forward map for heavy tails
In some cases, especially when the stochastic term in SODE is a Le´vy process,
ρt may have heavy tails, which could spoil the training, as we will show in the
computational results. To address the heavy tails, we can choose a suitable
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bounded map h : Rd → Rd for a d-dimensional SODE. Instead of the loss
function in Equation 7, we define the loss function as:
L =
n∑
i=1
d(h#ρ˜ti , h#ρˆDi), (10)
where h#ρ˜ti is the push forward of ρ˜ti through h, similarly for h#ρti . In im-
plementations, we only need to replace X˜ti and Xti with h(X˜ti) and h(Xti),
respectively, when calculating the loss function.
In this paper, we set h as h(x) = a tanh(x/a), where all the operations are
in the element-wise sense. The selection of a depends on the ρt.
3.3.2 Perturbation for noisy data
If the observations of the particle coordinates are noisy, we can also perturb the
generated samples to add “artificial” noise. More formally, instead of the loss
function in Equation 7, we define the loss function as:
L =
n∑
i=1
d(ρ˜ti ∗ Ne, ρˆDi), (11)
where Ne is the artificial noise with trainable variables e which should be trained
together with θ and φ. In implementations, we only need to replace the X˜ti with
X˜ti + ξ
noise
e , where ξ
noise
e are i.i.d. random samples from Ne, when calculating
the loss function.
For example, if the observation noise is Gaussian noise with zero mean, e
would be the unknown standard deviation, and ξnoisee can be parameterized
as eξN , where ξN are i.i.d. random samples from a d-dimensional standard
Gaussian distribution.
3.3.3 Mask for truncated data
In some cases, we can only make observations of Xti in a specific domain,
denoted by Ωi, i.e., Di is truncated by Ωi. In such cases, instead of the loss
function in Equation 7, we define the loss function as:
L =
n∑
i=1
d(ρ˜Ωiti , ρˆDi), (12)
where ρ˜Ωiti is the distribution of X˜ti with samples out of Ωi filtered out. In
implementations, we only need to filter the generated X˜ti with a boolean mask
corresponding to Ωi when calculating the loss function.
We want to make a comparison between the idea of masks in this paper
and the mechanism of “attention”, which is widely used in GANs for image
generation tasks [26, 27]. “Attention” is usually applied so that the neural
network pays more attention to a part of the input features, which is in analogy
to the particle coordinates in our problem. In our method, the metric d pays
attention to samples in Ωi, but is not biased towards any coordinate.
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4 Computational Results
In this section, we present our computational results. All the neural networks in
this section are feed-forward neural networks with three hidden layers, each of
width 128. We use the leaky ReLu [28] activation function with α = 0.2 for the
discriminator neural networks in WGAN-GP, while using the hyperbolic tangent
activation function for other neural networks. The batch size is set to 1000. We
use the Adam optimizer [29] with lr = 0.0001, β1 = 0.9, β2 = 0.999 for the cases
using the sliced Wasserstein distance, while lr = 0.0001, β1 = 0.5, β2 = 0.9 for
the cases with WGAN-GP.
4.1 1D Forward Problem
In this section, we wish to show that our method can make use of the SODE
and the observations at multiple time instants to reduce the error from limited
samples.
We consider the one-dimensional SODE:
dXt = (4Xt −Xt3)dt+ 0.4dBt, t ≥ 0, (13)
with ρ0 = 0.5N (−0.5, 0.32) + 0.5N (0.5, 0.32).
We test the following two cases of training data sets:
Case 1: We independently draw 1000 samples from ρt at t = 0.05, 0.1, 0.15, 0.2, 0.25.
Case 2: We prepare 1000 sample paths, then observe all the particle coor-
dinates at these 1000 sample paths at t = 0.05, 0.1, 0.15, 0.2, 0.25.
We assume that we know the Equation 13, but have no knowledge of ρ0.
In the context of “point-regression”, we could make the analogy of performing
linear regression, where we know the slope but do not know the intercept, given
some noisy observations of a linear function f(t) at different t. For each case we
run our code three times with different random seeds. In Figure 3 we illustrate
the density functions inferred from our method or directly from the training
data at discrete time instants. In Figure 4 we show the integrated squared error
of the inferred density functions.
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Figure 3: Density functions inferred from our method (red lines) or directly
from the training data at discrete time instants (blue lines), compared with
the ground truth (green areas), in (a) case 1 and (b) case 2 of the 1D forward
problem. Results come from one of the three runs for each case. We use 105
samples to perform kernel density estimation with a Gaussian kernel, where the
bandwidth is 0.1, according to Scotts Rule, for the inferred density and ground
truth density. We use the dashed and solid blue lines to show the density
estimated from 1000 training data with bandwidth ≈ 0.25 (according to Scotts
Rule) as well as bandwidth = 0.1, respectively.
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Figure 4: Integrated squared errors (ISE) of the inferred density functions at
discrete times in (a) case 1 and (b) case 2 of the 1D forward problem. The
squared errors are integrated from -4 to 4. The colored lines show the average
ISE from three runs, while the markers with the corresponding colors show the
ISE from each run. The densities are estimated in the same way as in Figure 3.
In Figure 3(a) and Figure 4(a) we can clearly see that in case 1 our method
significantly outperforms the kernel density estimation using the training data,
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even for t = 0.05. In experiments not shown here, we also observed significant
improvement in the cases where the observations are independently drawn from
a large pool of sample paths. This demonstrates the capability of our method
in utilizing the SODE and the observations at multiple time instants to reduce
the error from limited samples. However, in case 2 our method cannot outper-
form the kernel density estimation for t = 0.05, as shown in Figure 3(b) and
Figure 4(b). In other words, the observations at t > 0.05 do not help to infer
the density at t = 0.05. This is reasonable since the observations come from
the same batch of sample paths, and thus the observations at t > 0.05 cannot
provide additional information considering that the SODE is already known.
Let us make an analogy in the context of linear regression discussed above:
if the observations have independent noise, multiple observations will be more
helpful than a single observation. However, if the observations have the same
noise, multiple observations cannot help us more than a single observation,
considering that we already know the slope.
4.2 1D Inverse Problems: Brownian Noise and Le´vy Noise
In this section, we test our method on the 1D inverse problem assuming incom-
plete knowledge of the SODE. In particular, we first consider the SODE with
Brownian motion and then with the α-stable symmetric Le´vy process as the
stochastic term:
dXt = (Xt −Xt3)dt+ dBt,
or dXt = (Xt −Xt3)dt+ dLαt , t ≥ 0,
(14)
where α = 1.5, with ρ0 = N (0, 0.22).
Similar to the forward problem, we assume that we have no knowledge of
ρ0. We also assume that we know that the diffusion coefficient has constant
value but we need to infer it; here the ground truth is 1.0. Specifically, we use
a trainable variable rectified by a softplus function
softplus(x) = ln(1 + ex), (15)
which ensures positivity in approximating the diffusion coefficient.
As for the drift µ(x) = x− x3, we consider the following two cases for both
SODE problems:
Case 1: We know that the drift is a cubic polynomial of x. In this case, we
use a cubic polynomial a0 + a1x + a2x
2 + a3x
3 to parameterize µ(x), and
want to infer the four coefficients a0, a1, a2 and a3.
Case 2: We only know that the drift is a function of x. In this case, we use
a neural network to parameterize µ(x).
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Figure 5: 1D inverse problems with Brownian motion: Inferred drift and diffu-
sion as well as density function at t = 5. In each plot we use three lines with
the same color to show the results from three runs for each case. (a) Inferred
drift functions in both cases of drift parameterization. The black dashed line
represents the reference ground truth. (b) Inferred diffusion coefficients during
the training in both cases of drift parameterization. (c) Inferred density func-
tions in both cases of drift parameterization, compared with the ground truth
(green areas).
For the SODE problem with Brownian motion, we first prepare a pool of
105 sample paths, then independently draw 10, 000 samples at t = 0.2, 0.5, 1.0
from the pool as our training data. The results for both cases of drift param-
eterization are illustrated in Figure 5. Both cases provide a good inference of
the diffusion coefficient, as shown in Figure 5(b), with an error less than 7%
after 2 × 105 training steps in all the runs. When using the cubic polynomial
parameterization, the inferred drift fits well with the ground truth, with the
relative L2 error about 3% in [−3, 3] averaged over three runs. The inferred
drift using the neural network only fits the ground truth in the region between
-1.5 and 1.5. This is reasonable since the particles mainly concentrate in this
region, and we can hardly learn the drift outside this region, where the training
data are sparse. Note that such an inference of drift is good enough for a good
prediction of the distribution at t = 5, as shown in Figure 5(c).
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Figure 6: 1D inverse problems with Le´vy process: Inferred drift and diffusion
as well as density function at t = 5. Top row: vanilla method similar to the
Brownian case. Middle row: with a mask. Bottom row: with a push forward
map. The legend is the same as in Figure 5.
For the SODE problem with Le´vy process, we prepare 1.5 × 105 sample
paths, then independently draw 10, 000 samples within the region [−1000, 1000]
at t = 0.2, 0.5, 1.0 from the pool as our training data. We clipped the generated
α-stable random variable in Equation 4 between −100 and 100 and used double
precision to prevent instability during the training.
We first use the same method as for the SODE problem with Brownian
motion, and refer it to the “vanilla” method. The results are shown in the
first row of Figure 6. As we can see, the inferences are much worse than those
in the problem with Brownian motion. We attribute this to the heavy tail of
ρt in the Le´vy process: some samples far away from 0, although rare, could
dominate the loss function and spoil the training, especially in our case using
sliced Wasserstein distance as the loss.
We compare two approaches to address the issue of heavy tails. We first
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use a mask to truncate the heavy tails for both training data and the generated
samples, as introduced in Section 3.3.3. In particular, we set Di = [−3, 3] for
i = 1, 2, 3. The results are shown in the second row of Figure 6, where we
can see the inferences are much better than those from the vanilla method. As
an alternative, we apply a push forward map as is introduced in Section 3.3.1,
with h set as h(x) = 2 tanh(x/2). The results are shown in the bottom row of
Figure 6. While the inferred drift function is similar to that from the method
with a mask, the inferred diffusion is much better, and thus is recommended as a
solution for the issue of heavy tails. One interesting observation is that in case 2
where the drift is parameterized by neural networks, although the convergence is
slower, the inferred drift is better than that in the SODE problem with Brownian
motion. This is because the samples are more scattered in the Le´vy case.
4.3 2D inverse problem
In this section, we test our method on a 2D inverse problem assuming that the
drift and diffusion in the two dimensions are correlated. Specifically, we consider
the following 2D SODE:
dXt = µ(Xt)dt+
[
s0 0
s1 s2
]
dBt (16)
where
µ(x) = ∇xϕ(x), (17)
and
ϕ(x) =− (x1 + a0)2(x2 + a1)2
− (x1 + a2)2(x2 + a3)2 for x = (x1, x2),
(18)
where a0 = a1 = 1.0, a2 = a3 = −0.5. We set the initial distribution as ρ0 =
N (0, I2). We assume that we know that the diffusion coefficient is a constant
lower triangular matrix but we need to infer the three unknown parameters
s0, s1, s2. In particular, we use (softplus(s˜0), s˜1, softplus(s˜2)) to approximate
(s0, s1, s2), where s˜0, s˜1, s˜2 are three trainable variables. The softplus functions
applied to s˜0 and s˜2 are for guaranteeing the positivity of the diagonal terms.
As for the drift, we consider the following two cases:
Case 1: We know that the form of µ and ϕ in Equation 17 and 18 but we
need to infer a0, a1, a2 and a3. In particular, we use four trainable variables
to approximate them.
Case 2: We only know that µ is a gradient of ϕ in Equation 17, but we
have no knowledge of ϕ. In this case, we use a neural network, which takes
x ∈ R2 as input and outputs a real number, to parameterize ϕ.
We prepare 105 sample paths, then we make observations of all the particle
positions at t = 0, 0.1, 0.2, 0.3, 0.5, 0.7, 1.0 as our training data. Note that we
still do not know the analytical expression of ρ0, similar to what we assumed
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in the 1D inverse problem. In Figure 7 we visualize ρt and ρ˜t in both cases,
where we can see that ρ˜t matches ρt for each t as we expected. The inferred
drift and diffusion are illustrated in Figure 8. In case 1, all the inferred drift
and diffusion parameters approach the ground truth during the training (shown
in Figure 8(a) and 8(b)), with relative error less than 0.3% for each ai and less
than 4% for each σi after 2 × 105 training steps. The inferred drift field also
matches almost perfectly with the ground truth as shown in Figure 8(d). In
case 2, the inferred diffusion parameters still approach the ground truth (shown
in Figure 8(c)), with error comparable with that in case 1. In the region where
the training data are dense (i.e., the density of the concatenation of all training
data is no less than 0.05), the inferred drift field also fits well with the ground
truth (Figure 8(e)), with relative mean-squared-error about 0.02. However, the
inference is much worse in other regions shown in Figure 8(f). The reason is the
same as in the 1D inverse problem, i.e., the neural network can hardly learn the
drift field where the training data are sparse.
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Figure 7: 2D inverse problem: Samples of (top row) ρt, (mid row) ρ˜t in case 1,
and (bottom row) ρ˜t in case 2. We draw samples from ρ˜t after 2× 105 training
steps.
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Figure 8: 2D inverse problem: Inferred drift and diffusion. (a) Inferred drift
parameters in case 1, where the drift is parameterized by 4 parameters. (b)
Inferred diffusion parameters in case 1. (c) Inferred diffusion parameters in case
2, where the drift is parameterized by a neural network. (d) Visualization of
the inferred drift field and the exact drift field in case 1. The red and black
arrows represent the inferred drift and the exact drift, respectively, the same as
in (e) and (f). For each arrow, the length represents the norm of the drift at
the starting point of the arrow, scaled by 0.02. The blue dots are samples from
the training data, the same as in (e) and (f). (e) Visualization of the inferred
drift field and the exact drift field in case 2, focusing on the region with dense
training data. The lengths of the arrows are scaled by 0.1. (f) Visualization of
the inferred drift field and the exact drift field in case 2, focusing on the region
with sparse training data. The lengths of the arrows are scaled by 0.02.
4.4 2D inverse problems with noisy or truncated data
In this section, we test our method on the 2D inverse problem where the ob-
servations are noisy or truncated. Specifically, we consider the same SODE
problem as in Section 4.3, and also prepare 105 sample paths. We consider the
following two scenarios of the observations at t = 0, 0.1, 0.2, 0.3, 0.5, 0.7, 1.0 for
our training data:
1. We make observations of all the particle coordinates, but each coordinate
is perturbed by an i.i.d. random noise N (0, eI2), where e is set as 0.2.
2. We make observations of the particle coordinates in Ω = (∞, 0.5) × R,
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with the particles outside of Ω dropped.
We then use the techniques introduced in Section 3.3.2 and 3.3.3 to deal
with the above two scenarios, respectively, aiming to learn the parameters
a0, a1, a2, a3, s0, s1 and s2 in Equation 16 and 17, as well as the standard de-
viation of the observation noise e in the first scenario. We show the results
in Figure 9. In the first scenario, all the eight parameters converge to ground
truth, with error less than 1% for each drift parameter ai, less than 3% for each
diffusion parameter si, and about 5% for the noise parameter e, after 2 × 105
training steps. In the second scenario, the inferred drift parameters still match
well with the ground truth, with errors less than 4% in the end, but the inferred
diffusion coefficients are much worse, with an error about 13% for s1. We also
remark that we failed to learn the drift with neural network parameterization
as in Section 4.3, suggesting that the method still needs further improvements.
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Figure 9: 2D inverse problems with noisy data (first row) or truncated data
(second row): Inferred parameters in drift, diffusion and observation noise. Note
that (a0, a1) and (a2, a3) are exchangeable.
4.5 Higher dimensional inverse problems
In this section, we test our method on higher dimensional problems. We first
consider the following SODE problem, where the motions are uncoupled between
19
dimensions:
dX
(i)
t = (X
(i)
t − (X(i)t )3)dt+ dB(i)t , i = 1, 2, ...n (19)
where X
(i)
t is the i-th component of Xt ∈ Rd. We set ρ0 = N (0, 0.04In). We
prepare 105 sample paths and observe all the particle positions at t = 0.2, 0.5, 1.0
as our training data.
We use a cubic polynomial of X
(i)
t with four trainable variables to param-
eterize the i-th component of the drift. Moreover, we use a trainable vari-
able rectified by a softplus function to approximate the diffusion coefficient in
each direction. As a consequence, we use 5n variables to parameterize the d-
dimensional SODE. Similar to the aforementioned inverse problems, we do not
know ρ0.
We firstly use the SW distance as the metric of the difference between dis-
tributions. The results are shown in Figure 10(a) and 10(b). While the SW
distance works for low dimensional problems, it does not scale well to high di-
mensional problems. To search for an improvement, we switched to WGAN-GP
to provide the metric of the difference between distributions. We show these re-
sults in Figure 10(c) and 10(d). We note that for higher dimensional problems,
WGAN-GP not only converges much faster, but also gives much better inference
of the drift as well as the diffusion. Even for the 20-dimensional problem, after
2×105 training steps, the error of the diffusion is less than 0.06 for each dimen-
sion, with an average error of about 0.03 over the dimensions. The relative L2
error of the drift on the interval [−3, 3] is less than 8% for each dimension, with
an average error of about 3% over the dimensions.
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Figure 10: Results of 2D, 5D, 10D and 20D inverse problems where the motions
are uncoupled between dimensions, using (a,b) the SW distance or (c,d) WGAN-
GP for a metric of difference between distributions. (a) Inferred parameters
during the training using SW distances. We use the green, blue, brown and
purple lines to represent the inferred zero, first, second and third order coefficient
in the cubic polynomial parameterization of drift, respectively. We use the red
lines to represent the inferred diffusion coefficient. The multiple lines with the
same color represent the coefficient in different dimensions. Similarly for (c).
(b) Inferred drift function at the end of training using the SW distance. We
use lines with different colors (but severely overlapped) to represent the drift
function in different dimensions. Similarly for (d).
We then test our method with WGAN-GP on a more difficult problem where
the motions are coupled between dimensions. In particular, we consider a d-
21
dimensional SODE:
dXt = µ(Xt)dt+ σdBt (20)
where
µ(i)(Xt) = X
(i)
t − (X(i)t )3, i = 1, 2..., n, (21)
for µ(i) as the i-th component of µ. In other words, the drift is the same as
in 19. We also assume the diffusion coefficient matrix is
σ =

s1 0 0 0 · · · 0
s′2 s2 0 0 · · · 0
0 s′3 s3 0 · · · 0
0 0 s′4 s4 · · · 0
...
...
...
...
. . .
...
0 0 0 · · · s′d sd

, (22)
where the ground truths for the 2d− 1 nonzero entries {si}di=1 and {s′i}di=2 are
set as 1.
We prepare 105 sample paths and observe all the particle positions at t =
0.2, 0.5, 1.0 as our training data, which are the same as the above uncoupled
problem. We also use the same way as above to parameterize the drift, while
using 2n− 1 trainable variables to approximate the nonzero entries in the diffu-
sion coefficient matrix, with the diagonal entries rectified by a softplus function.
As a consequence, we use 6n − 1 variables to parameterize the d-dimensional
SODE. Here too, we assume that we do not know ρ0.
The results are shown in Figure 11, where we can see that inference is as
good as for the uncoupled case. For the 20-dimensional problem, after 2× 105
training steps, the error of the diffusion coefficient is less than 0.07 for each
entry, with an average of 0.03 over the entries, and the relative L2 error of the
drift on the interval [−3, 3] is less than 4% for each dimension, with an average
error of about 2% over the dimensions. We remark that we encountered an
instability for higher dimension problems.
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Figure 11: Results of 5D, 10D and 20D inverse problems where the motions
are coupled between dimensions, using WGAN-GP for a metric of difference
between distributions. (a) Inferred parameters during the training. We use the
green, blue, brown and purple lines to represent the inferred zero, first, second
and third order coefficient in the cubic polynomial parameterization of drift,
respectively. The multiple lines with the same color represent the coefficient in
different dimensions. We use the red lines to represent the inferred {si}di=1 and
orange lines to represent the inferred {s′i}di=2. (b) Inferred drift function at the
end of training. We use lines with different colors (but severely overlapped) to
represent the drift function in different dimensions.
It may seem unrealistic that we can solve a 20-dimensional problem with only
105 samples since usually an exponentially large number of samples is required
to describe the distribution. However, we remark that the effective number of
degrees of freedom is substantially reduced by encoding the partial knowledge
into the generator, hence the reduced number of required samples.
5 Paired Observations
We should note that the convergence of the marginal distribution in each snap-
shot does not necessarily lead to the convergence of the joint distribution of
coordinate tuples (Xt1 ,Xt2 ...Xtn), which is not available in our problem setup.
In the cases where the observed particle coordinates are paired across snapshots,
while the method introduced in this paper still applies, it is possible to improve
the inference by fitting the joint distribution of coordinate tuples from all the
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snapshots with the generated ones.
In [30], the authors pointed out that due to the Markovian property of
the dynamical system, this is equivalent to fitting the joint distributions of
coordinate pairs (Xti ,Xti+1) in adjacent snapshots with the generated ones,
which should be easier due to the reduction of the effective dimensionality2.
The equivalence could be derived from the α-subadditivity, which holds for KL
or Jeffrey divergences as the metrics of differences. The α-subadditivity was
also proved in [30] for the Wasserstein distance for finite discrete sample spaces.
Here, we present a theorem for the convergence in Wasserstein distance for
continuous sample spaces:
Theorem 1. Let (X1, X2, ...XT ) be a Markov chain of length T ≥ 3 and we use
Xi:j to denote the nodes (Xi, Xi+1...Xj), for i ≤ j. Suppose the domain Dt for
Xt is a compact subset of Rdt for t = 1, 2...T . We use the lq (q ≥ 1) Euclidean
metric for all the Euclidean spaces with different dimensions.
Let {PXi:jn }∞n=1 and PXi:j be probability measures of Xi:j for i ≤ j, PXi|Xjn
and PXi|Xj be the corresponding probability transition kernels. If PXt:t+1n con-
verges to PXt:t+1 in Wasserstein-p (p ≥ 1) metric for all t = 1, 2...T − 1,
P
Xt|Xt+1
n and PXt+2|Xt+1 are C-Lipschitz continuous3 in Wasserstein-p metric
for all t = 1, 2...T − 2 and n, where C is a constant, then PX1:Tn converges to
PX1:T in Wasserstein-p metric.
We present the proof for Theorem 1 in Appendix D. Different from the
finite discrete case, we need an additional assumption on the continuity of the
probability transition kernels. Note that the theorem does not hold without the
continuity assumption, and we provide a counter-example in Appendix E.
As an illustration, we study the 1D OrnsteinUhlenbeck (OU) process:
dXt = −Xtdt+
√
2dWt, (23)
with ρ0 = N (0, 1). Note that this setup will lead to ρt = N (0, 1) for any t > 0.
This is a special example as the governing SODE is not unique given ρt. We
compare the inferences by matching the marginal distribution of individual co-
ordinates or the joint distributions of adjacent coordinate pairs using the SW
distance. The drift function is parameterized by a linear function y(x) = ax or a
neural network, while the diffusion coefficient is represented by a trainable vari-
able rectified by a softplus function. We present the results in Figure 12, where
we can clearly see the failure in the cases of matching the marginal distribution,
while matching the joint distribution works very well.
2We still can view this approach of fitting the joint distributions of coordinate pairs as
“ensemble-regression”, except that instead of a curve, we try to fit the data with a 2D surface
(t1, t2)→ ρt1,t2 in the probability measure space, where ρt1,t2 denotes the joint distributions
of (Xt1 ,Xt2 ).
3Note that P
Xi|Xj
n and P
Xi|Xj are functions of Xj , mapping from the Euclidean space to
the probability measure space. Similar notations can be used for multiple nodes.
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Figure 12: Inferred (first row) drift function and (second row) diffusion coeffi-
cient for the OU process, using (a,c) a linear function and (b,d) a neural net-
work to parameterize the drift function. The red lines represent the inferences
by matching the joint distributions of coordinate pairs, the blue lines represent
the inferences by matching the marginal distributions, the black dashed lines
represent the reference ground truths y(x) = −x for the drift function and √2
for the diffusion coefficient.
6 Summary and Discussion
We have proposed a new method for inferring the governing stochastic ordinary
differential equation (SODE) of particles from unpaired observations of their
coordinates at multiple time instants, namely “snapshots”. We inferred the
dynamics by training a generative model encoded with our partial knowledge
of the SODE, aiming to fit the observed particle ensemble distributions with
a curve in the probability measure space. Different metrics, e.g. the sliced
Wasserstein distance and the adversarial loss for the generator in generative
adversarial networks (GANs), were employed to quantify the differences between
distributions in this paper. We refer to this approach as generative “ensemble-
regression”, in analogy to the classic “point-regression”, where we infer the
dynamics by performing regression in the Euclidean space.
We first applied the method to a forward one-dimensional problem, where we
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know the SODE but do not know the initial distribution. We demonstrated that
the probability densities inferred by our method outperform the ones directly
from the training data, in the cases where the samples are independent among
snapshots. We then considered inverse one-dimensional and multi-dimensional
problems for Brownian and Le´vy noises, where we inferred the drift and the dif-
fusion terms from a small number of snapshots, using neural networks or poly-
nomials (depending on our prior knowledge) to parameterize the drift term.
In the Le´vy noise case we demonstrated that the heavy tails in the distribu-
tions could spoil the training, but we addressed this issue by truncating the
heavy tails using a mask or by applying a push forward map to both the gen-
erated distribution and the target distribution, with the latter being a better
choice. We also solved the inverse problems in the cases with noisy or truncated
training data, by perturbing or masking the generated samples. We finally ad-
dressed high-dimensional inverse problems up to 20 dimensions, where the sliced
Wasserstein distance failed but the adversarial loss in Wasserstein GANs with
gradient penalty (WGAN-GP) worked well as a metric of differences between
distributions.
While in this paper we tackled the inference problem from the perspective
of SODEs for the particles, it also worth tackling the same problem from the
perspective of Fokker-Planck equations for the distributions, where we we can
apply physics-informed neural networks [31] to enforce the physical constraints.
In analogy to point-regression, techniques like various regularization methods
could also be applied to the ensemble-regression to avoid overfitting or im-
prove implementability. It is also worth studying the uncertainty quantification
for ensemble-regression as in point-regression [32]. Moreover, the methods in-
troduced in our paper require further development to address instabilities for
higher dimensional problems, improve the training with neural networks in the
cases with noisy or truncated data, and learn more complex dynamical systems
like the ones with interactive particles. We leave these possible improvements
to future research.
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A Generate α-stable random variables
Since the α-stable random variable generator is not directly included in Tensor-
Flow, which is the deep learning package we used for implementing our method,
we need to generate α-stable random variables from other simpler random vari-
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ables. In this paper, we use the following method, which is well known in the
mathematical literature [33], to generate symmetric α-stable random variable
X ∼ Sα(1, 0, 0) for α ∈ (0, 2]:
1. Generate a random variable V uniformly distributed on (−pi2 , pi2 ).
2. Generate another independent random variable U uniformly distributed
on (0, 1), so that W = − ln(U) is an exponential random variable inde-
pendent of V with mean 1.
3. Calculate
X =
sin(αV )
(cos(V ))1/α
×
(
cos(V − αV )
W
)(1−α)/α
. (24)
We refer the readers to [33] for more details of generating skewed α-stable ran-
dom variables.
B Sliced Wasserstein Distance
In this section we introduce the sliced Wasserstein distance; specifically, we are
using the sliced Wasserstein-2 distance in this paper.
Given two measures µ, ν on Rd with finite variance, the sliced Wasserstein-2
distance between ρ and ν is defined as
SW2(µ, ν) = (
∫
Sd−1
W 22 (pie#µ, pie#ν)dHd−1(e))1/2, (25)
where W2 is the Wasserstein-2 distance, pie#µ is the push forward of µ through
the projection map pie, defined by
(pie#µ)(A) = µ({x ∈ Rd : e · x ∈ A}),∀A ∈ B(R). (26)
Hd−1 is the uniform Hausdorff measure on the sphere Sd−1.
To estimate SW2(µ, ν) from samples of µ and ν, we use the following method
introduced in [3], where a more formal description of the algorithm is presented.
1. Draw b samples independently from µ and ν, denoted as U and V. In this
paper we set the batch size b = 1000.
2. Uniformly sample m projection directions {ej}mj=1 in Rd. In this paper
we set m = 1000.
3. For each random direction ej , project and sort the samples in U and V
in the direction of ej , getting {ui,j}bi=1 and {vi,j}bi=1, where ui,j ≤ ui+1,j
and vi,j ≤ vi+1,j for i = 1, 2...b− 1. Calculate Lj =
∑b
i=1(ui,j − vi,j)2/b.
4. Calculate L =
∑m
j=1 Lj/m as the estimation of squared SW2(µ, ν).
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Compared with GANs, the sliced Wasserstein distance does not need dis-
criminators, and thus is more robust [3]. We also report that the sliced Wasser-
stein distance outperforms WGAN-GP in the following 1D simple problem. We
consider the SODE:
dXt = adt+ bdBt, t ≥ 0, (27)
with ρ0 = N (−0.5, 0.5). We set a = b = 1 so that the exact solution is
ρt = N (t− 0.5, t+ 0.5). (28)
We have 10, 000 samples at t = 0.5 and 1.5, respectively, as the training data,
and wish to infer the constant drift and diffusion coefficients. We use the Adam
optimizer [29] with lr = 0.001, β1 = 0.9, β2 = 0.999 for the case using sliced
Wasserstein distance, while lr = 0.001, β1 = 0.5, β2 = 0.9 for the case with
WGAN-GP. The results are shown in Figure 13.
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Figure 13: Inferred drift and diffusion coefficient during the training, using
WGAN-GP (left) and SW distance (right).
We can clearly see oscillations of the inferred drift coefficient during the
training when using WGAN-GP, but we did not see such oscillations when
using the sliced Wasserstein distance. We attribute this to the two-player game
between the generator and discriminator, which was reported and addressed
in [34]. We also remark that we did not observe significant oscillations using
WGAN-GP for generative ensemble-regression problems with dimensionality
larger than one.
C Increasing Training Data Size
In this section we study the effect of increasing training data size. In particular,
we study the 2D SODE problem with the motions uncoupled between dimen-
sions introduced in Section 4.5. We independently draw 103 to 107 samples
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from ρt at t = 0.2, 0.5, 1.0 as our training data. Apart from the cubic polyno-
mial parameterization for the drift in each dimension, introduced in Section 4.5,
we also use a neural network to parameterize the drift field mapping from R2
to R2. The results are illustrated in Figure 14.
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Figure 14: The results of 2D inverse problem with increasing training data size,
after 2 × 105 training steps. (a) The relative integrated squared error of drift
field on [−2, 2]2. (b) The squared error of diffusion vector coefficients. The
solid line in each figure shows the error averaged over three runs with different
random seeds, while the markers show the error from each run.
When parameterizing the drift with cubic polynomials, as we increase the
training data, while the errors of diffusion vector coefficients show a clear de-
creasing trend, the errors of drift decrease first but then increase when the
training data size is larger than 105. This reminds us of the so-called “double
descent” phenomenon in deep learning, but the underlying cause remains un-
clear. Moreover, we did not observe such a phenomenon when parameterizing
the drift with a neural network.
D Proof for Theorem 1
The proof is based on the weak convergence: convergence of a sequence of proba-
bility measures {Pn}∞n=1 to a probability measure P in the Wasserstein-p metric
is equivalent to the weak convergence plus the convergence of p-th moments of
{Pn}∞n=1 to P [35]. Here, the weak convergence means EPn [f(x)] converges to
EP [f(x)] for each f ∈ F , where F = {all bounded and continuous functions}
or F = {all bounded and Lipschitz functions}, which are equivalent[36]. Note
that in Theorem 1 we assume that the domain for Xt is a compact subset of
Euclidean space for each t, thus ‖X1:T ‖p is a bounded and continuous function
of X1:T . The convergence of p-th moment then directly comes from the weak
convergence, i.e., we only need to show that {Pn}∞n=1 converges to P weakly.
This is proved in Lemma 4 below.
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The notations are inherited from Theorem 1. For simplicity, we will some-
times use X,Y, Z to represent the nodes in sequence, and use PXY to represent
the probability measure of (X,Y ), etc.
Lemma 1. Let Py mapping from the Euclidean space to the probability measure
space be C-Lipschitz in Wasserstein-p metric (p ≥ 1). For any f(x, y, z) :
Rdx × Rdy × Rdz → R K-Lipschitz,
g(x, y) =
∫
f(x, y, z)dPy(z)
is (C + 1)K-Lipschitz.
Proof. Note that
|g(x+ , y + ξ)− g(x, y)|
=
∣∣∣∣∫ f(x+ , y + ξ, z)dPy+ξ(z)− ∫ f(x, y, z)dPy(z)∣∣∣∣
≤
∣∣∣∣∫ f(x+ , y + ξ, z)dPy+ξ(z)− ∫ f(x+ , y + ξ, z)dPy(z)∣∣∣∣+∣∣∣∣∫ f(x+ , y + ξ, z)dPy(z)− ∫ f(x, y, z)dPy(z)∣∣∣∣ .
(29)
Firstly ∣∣∣∣∫ f(x+ , y + ξ, z)dPy+ξ(z)− ∫ f(x+ , y + ξ, z)dPy(z)∣∣∣∣
≤KW1(Py, Py+ξ)
≤KWp(Py, Py+ξ)
≤CK‖‖,
(30)
where the first inequality comes from the KantorovichRubinstein formula [35]
and that f(x+ , y + ξ, z) is K-Lipschitz. The last inequality comes from that
Py is C-Lipschitz in Wasserstein-p sense.
Secondly, ∣∣∣∣∫ f(x+ , y + ξ, z)dPy(z)− ∫ f(x, y, z)dPy(z)∣∣∣∣
≤
∫
|f(x+ , y + ξ, z)− f(x, y, z)| dPy(z)
≤
∫
K‖(, ξ)‖dPy(z)
=K‖(, ξ)‖.
(31)
We conclude that
|g(x+ , y + ξ)− g(x, y)| ≤ (C + 1)K‖(, ξ)‖, (32)
i.e. g(x, y) is (C + 1)K-Lipschitz
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Lemma 2. If PXYn converge to P
XY weakly, then PXn converge to P
X weakly.
Proof. For any bounded and continuous function f(x)∫
f(x)PXn (x)−
∫
f(x)PX(x)
=
∫∫
f(x)PXYn (x, y)−
∫∫
f(x)PXY (x, y)→ 0.
(33)
The convergence comes from the weak convergence of PXYn and that f(x) is
bounded and continuous as a function of x and y.
Lemma 3. Suppose PY Zn converge to P
Y Z weakly, PZ|Y=y is Lipschitz in
Wasserstein-p metric. For any g(y, z) : Rdy × Rdz → R bounded and Lips-
chitz, we have ∫∫
g(y, z)dPZ|Y=yn (z)dP
Y
n (y)
−
∫∫
g(y, z)dPZ|Y=y(z)dPYn (y)→ 0.
(34)
Proof. Since g(y, z) is bounded and continuous, and PY Zn converge to P
Y Z
weakly, ∫∫
g(y, z)dPY Zn (y, z)−
∫∫
g(y, z)dPY Z(y, z)→ 0, (35)
i.e. ∫∫
g(y, z)dPZ|Y=yn (z)dP
Y
n (y)
−
∫∫
g(y, z)dPZ|Y=y(z)dPY (y)→ 0.
(36)
Since g(y, z) is bounded and Lipschitz, PZ|Y=y is Lipschitz, we have∫
g(y, z)dPZ|Y=y(z) (37)
is Lipschitz. Further since PYn converge to P
Y weakly (from Lemma 2):∫∫
g(y, z)dPZ|Y=y(z)dPYn (y)
−
∫∫
g(y, z)dPZ|Y=y(z)dPY (y)→ 0.
(38)
Combining 36 and 38, we have∫∫
g(y, z)dPZ|Y=yn (z)dP
Y
n (y)
−
∫∫
g(y, z)dPZ|Y=y(z)dPYn (y)→ 0.
(39)
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Lemma 4. Let (X1, X2, ...XT ) be a Markov chain of length T ≥ 3 and we use
Xi:j to denote the nodes (Xi, Xi+1...Xj), for i ≤ j. Suppose the domain Dt for
Xt is a compact subset of Rdt for t = 1, 2...T . We use the lq (q ≥ 1) Euclidean
metric for all the Euclidean spaces with different dimensions.
Let {PXi:jn }∞n=1 and PXi:j be probability measures of Xi:j for i ≤ j, PXi|Xjn
and PXi|Xj be the corresponding probability transition kernels. If PXt:t+1n con-
verges to PXt:t+1 weakly for all t = 1, 2...T − 1, PXt|Xt+1n and PXt+2|Xt+1 are
C-Lipschitz continuous in Wasserstein-p metric for all t = 1, 2...T − 2 and n,
where C is a constant, then PX1:Tn converges to P
X1:T weakly.
Proof. We start from the case T = 3. For simplicity, we use X,Y, Z to denote
the nodes in sequence.
For any f(x, y, z) K-Lipschitz and bounded, we have∫
f(x, y, z)dPXY Zn (x, y, z)
=
∫ (∫
f(x, y, z)dPZ|Y=yn (z)
)
dPXYn (x, y)
=
∫
(gn(x, y)− g(x, y))dPXYn (x, y)
+
∫
g(x, y)dPXYn (x, y),
(40)
where
g(x, y) =
∫
f(x, y, z)dPZ|Y=y(z)
gn(x, y) =
∫
f(x, y, z)dPZ|Y=yn (z).
(41)
From Lemma 1, since f(x, y, z) is Lipschitz, PZ|Y=y is Lipschitz in Wasserstein-
p sense, we have g(x, y) is Lipschitz. g(x, y) is also bounded since f(x, y, z) is
bounded. So we have∫
g(x, y)dPXYn (x, y)→
∫
g(x, y)dPXY (x, y), (42)
since PXYn converge to P
XY weakly.
We then need to show
∫
(gn(x, y) − g(x, y))dPXYn (x, y) converges to 0. We
prove by contradiction. Suppose it does not converge, then there exists  > 0
and a subsequence of n (denote as i) such that∣∣∣∣∫ (gi(x, y)− g(x, y))dPXYi (x, y)∣∣∣∣ ≥ , ∀i. (43)
Without loss of generality, we assume that∫
(gi(x, y)− g(x, y))dPXYi (x, y) ≥  > 0,∀i, (44)
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i.e. ∫∫∫
f(x, y, z)dP
Z|Y=y
i (z)dP
X|Y=y
i (x)dP
Y
i (y)
−
∫∫∫
f(x, y, z)dPZ|Y=y(z)dPX|Y=yi (x)dP
Y
i (y) ≥  > 0,∀i.
(45)
Let
hi(y, z) =
∫
f(x, y, z)dP
X|Y=y
i (x), (46)
then ∫∫
hi(y, z)dP
Z|Y=y
i (z)dP
Y
i (y)
−
∫∫
hi(y, z)dP
Z|Y=y(z)dPYi (y) ≥  > 0,∀i.
(47)
Note that f is K-Lipschitz, P
X|Y=y
i is K-Lipschitz, we have hi are all
K(C + 1)-Lipschitz, thus uniformly equicontinuous. Also hi(y, z) are uniformly
bounded by the bound of f , and the domain for (Y,Z) is compact (since the
domain Dt for Xt is compact for all t). By the Arzela-Ascoli theorem, there ex-
ists a subsequence j such that hj → h uniformly, where h is K(C+ 1)-Lipschitz
and bounded. Therefore,∫∫
(hj(y, z)− h(y, z))dPZ|Y=yj (z)dPYj (y)
−
∫∫
(hj(y, z)− h(y, z))dPZ|Y=y(z)dPYj (y)→ 0.
(48)
From Lemma 3 ∫∫
h(y, z)dP
Z|Y=y
j (z)dP
Y
j (y)
−
∫∫
h(y, z)dPZ|Y=y(z)dPYj (y)→ 0.
(49)
We then have ∫∫
hj(y, z)dP
Z|Y=y
j (z)dP
Y
j (y)
−
∫∫
hj(y, z)dP
Z|Y=y(z)dPYj (y)→ 0.
(50)
We have a contradiction between Equation 47 and 50. We finish the proof for
T = 3.
We then prove the case for general T by induction. Suppose it holds for
T = N , we now prove it for T = N + 1.
From the conditions for the case T = N + 1 and that the theorem holds for
T = N , we have PX1:Nn converges to P
X1:N weakly and P
X2:N+1
n converges to
PX2:N+1 weakly. We now view X1 as X, view the Cartesian product of X2:N as
Y , and view XN+1 as Z, so we have P
XY
n converges to P
XY weakly and PY Zn
converges to PY Z weakly. Also P
X|Y
n and PZ|Y are C-Lipschitz continuious and
Wasserstein-p metric for all n, since P
X|Y
n = P
X1|X2
n and PZ|Y = PXN+1|XN
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from the Markovian property, and that ‖X2‖ ≤ ‖X2:N‖, ‖XN‖ ≤ ‖X2:N‖.
Therefore, from the theorem for T = 3 case we have that PXY Zn converges to
PXY Z weakly, i.e., P
X1:N+1
n converges to PX1:N+1 weakly.
E A Counterexample in Continuous Sample Space
As a direct implementation of Corollary 7 in [30], for the Markov chain X1:T in a
finite discrete sample space, P
Xt:t+1
n converges to PXt:t+1 in Wasserstein-p sense
for each t = 1, 2...T − 1 implies that PX1:Tn converges to PX1:T in Wasserstein-p
sense. However, if the Markov chains are defined in the continuous sample space,
the implementation is, in general, not correct without further assumptions, e.g.,
the assumption of continuity for probability transition kernels. In this section,
we provide a counterexample to show that.
We consider the Markov chain with T = 3 and use X,Y, Z to denote the
nodes in sequence. We define PXY Zn as follows:
PXY Zn (0, 0, 0) =
1
2
,
PXY Zn (1,
1
n
, 1) =
1
2
,
(51)
and PXY Z as following:
PXY Z(0, 0, 0) =
1
4
,
PXY Z(0, 0, 1) =
1
4
,
PXY Z(1, 0, 0) =
1
4
,
PXY Z(1, 0, 1) =
1
4
.
(52)
We can easily check that PXYn converges to P
XY in Wasserstein-p metric, since
PXYn (0, 0) =
1
2
,
PXYn (1,
1
n
) =
1
2
,
(53)
and
PXY (0, 0) =
1
2
,
PXY (1, 0) =
1
2
,
(54)
Similarly PY Zn converges to P
Y Z in Wasserstein-p metric. However, PXY Zn
does not converge to PXY Z in Wasserstein-p metric: the support of PXY Zn and
(0, 0, 1) always have a distance larger than 1.
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