Flexible Manufacturing System (FMS) is a compound system containing essentials like workplaces, computerized storing and recovery systems, and material control devices such as automatons and automated guided vehicles (AGVs). In this paper, an attempt is made to study concurrently the machine and vehicle planning features in an FMS for minimization of the makespan. Planning is concerned with the distribution of partial resources to tasks over time and it is a resolution making procedure. It associates the processes, time, cost and overall purposes of the company. In this work, Nawaz-Enscore-Ham (NEH) heuristic algorithm is implemented to solve the scheduling problems in FMS. Eighty two problems and their existing solutions with different approaches are examined. The preliminary results indicate that the NEH heuristic algorithm provides better solutions with less computational time.
Introduction
Scheduling is an essential decision creating process used on a systematic basis in different manufacturing and service industries. It deals with distribution of resources to jobs for the quantified time periods improving one or more objectives. The possessions and tasks in industries are in different forms. The possessions are the machines in a workshop, handling units in a computing environment, etc. The jobs are the operations in a production process, implementation of computer programs, etc. Each job will have definite precedence level, preliminary time and due date. One of the objectives is to minimize the makespan with respect to due dates. Johnson (1954) first introduced an algorithm that can find the best sequence for an n-job and 2-machine problem. Palmer (1965) developed an algorithm for minimizing the makespan based on the slope index and sorting in non-increasing order used in m-machine and n-job flow shop scheduling problems. The simple Johnson algorithm drawn-out by Campbell et al. (1970) uses a number of iterations before reaching the final result, which is broadly used and generally known as Campbell, Dudek and Smith (CDS) heuristics. Gupta (1971) recommended a distinct algorithm for reducing the make span. He implemented an altered method to obtain the slope index, based on which the sequencing of jobs is performed in the flow shop environment. Nawaz et al. (1983) established an algorithm based on the concept that the job with the maximum process time has the highest lead over the others for reducing make span, which is generally known as NEH heuristics algorithm. Nagar et al. (1996) proposed a different method for the minimization of mean flow time along with the minimization of make span in a flow shop environment by using of two altered approaches viz., branch and bound method and the genetic algorithm (GA) to reach the required objective. Nowicki and Smutnicki (1996) executed tabu search for solving the flow-shop scheduling problem. Neppalli et al. (1996) used the basic evolutionary procedure for solving the two machine and n jobs problems by minimizing the make span. Jungwattanakit et al. (2005) estimated the sequencing of heuristics for FMS scheduling problems. Biskup and Herrmann (2008) spawned a model using due dates as restraints valid only to single machine problems which are earlier sequence dependent models. The purpose behind this model is to reduce the penalties sustained where the demand is not satisfied within the due date. He and Hui (2008) used a metaheuristic algorithm for the scheduling of consignment plants along with similar units. They deliberated a large size problem and solved using GA method. Eren and Guner (2008) produced a model for a two machine flow shop problem and approach the idea of learning to minimize the total completion time and the makespan. Tseng and Liao (2008) measured m-machine and n-job flow shop scheduling problem to reduce the total earliness and lateness. They used particle swarm optimization method reducing the biased earliness and biased lateness as per the enterprise necessities. Wu and Zhou (2008) measured a stochastic scheduling method to get the needed schedule of jobs. They used a stochastic environment along with a single machine to bring out the target of minimizing the tardiness for the accomplishment of the job. Mosheiov and Sarig (2009) restrained several cost aspects (viz., earliness, delay, lateness, number of slow jobs and the modern due date demand) and scheduled a series of jobs through minimization of due dates, tardiness and additional cost factors. Cheng and Lin (2009) measured several methods including Johnson's rules, the concept of relocation and the introduction of composite jobs for solving the flow shop scheduling problem. Preciously jobs are produced with the equal idle time as that of the actual working machine which aids in minimizing the make span. Wu and Lee (2009) reduced the total completion time in various flow shop scheduling problems with presenting the concept of learning. Li et al. (2009) recommended a method for attaining the best solution through minimization of the total flow time. This method contains hybrid heuristic models while solving for total flow time. Modrak et al. (2013) presented some evaluation between the several heuristics algorithms from the makespan output. The NEH algorithm requires maximum iterations, whereas the Palmer algorithm requires only one iteration to reach to the definite results. Through Palmer algorithm is very fast it lacks accuracy.
Simultaneous scheduling through heuristic algorithm
The job shop and flow shop scheduling problems are inspected for amassed the efficiency of the machines and attaining the optimal processing data. Some methods have been measured in the current study. Johnsons (1954) two-machine problem with the objective of reducing makespan, essentially divides the jobs into two groups and orders them from left to right and right to left correspondingly. Palmer (1965) grade of jobs is created on a slope index calculated from the processing times there by giving preference to jobs that tend to progress from small to great processing times. Campbell (1970) simple algorithm will be suitable to attain solution of enormous sequence problems without computers. It affords inexact solutions to the n job, m machine sequencing problems it reflects no transient. The principle is least elapsed time up to m-1 sequences. Gupta (1971) improved the Palmer's slope index arranging n items based on a heuristic. Dannenbring (1977) established rapid access technique to syndicate the advantages of Palmers slope index and the Campbell methods. Nawaz (1983) established heuristic for the scheduling problem with the makespan minimization criterion for m machines and n jobs. Ronconi (2004) established a Min Max (MM) algorithm addressing flow shop makespan minimization problem with no barriers. In this work NEH algorithm is altered to solve simultaneous scheduling problems in FMS environment.
Nawaz Enscore Ham (NEH) Algorithm
This algorithm is identified as insertion algorithm for make span minimization, whose procedure is highlighted below.
Step 1:-Compute the total summation of processing time for each job.
Step 2:-Sort the jobs in the descending order of processing times.
Step 3:-Take the first two jobs in the arranged sequence and formulate altered combinations.
Step 4:-Compute the make span for each of the combination.
Step 5:-Select the combination with smallest make span.
Step 6:-Introduce the next job from the sequence found in Step 2.
Step 7:-Bring out all possible combination of the other jobs now.
Step 8:-Reprise Step 4 followed by Step 5 followed by Step 6.
Step 9:-Endure the process till all jobs are finished.
FMS Description
The FMS in this study has the arrangements shown in Fig. 1 There are four machines having Computer Numerical Controlled Machines (CNCs) each furnished with a sovereign and self-adequate tool magazine, one Automatic Tool Changer (ATC) and one Automatic Pallet Changer (APC).
Fig. 1. Layout arrangements in example problems

Objective Function
The objective is to reduce the makespan and the formulae used are given as follows, Process completion time
where j=operation, i=job, Tij=travelling time and Pij=operation processing time.
Input Data
The input data (i.e. travelling time matrix) of Table 1 and Job sets of Bilge and Ulusoy (1995) are deliberated in Table 2 . Data in Table 1 gives the distances from load/unload stations to machines and distances among machines in meters for all the four layouts .The Ten job sets in Table 2 each having four to eight altered job sets, machines in each job set and numbers with in the aside is the processing time of specific job on quantified machine. The load/unload (L/U) station serves as a distribution center for parts not yet processed and as a gathering center for parts finished. All vehicles start originally from the L/U station. Trips follow the shortest path among two points either between two machines or among a machine and the L/U station. Prevention of trips is not endorsed. The trips are called loaded or deadheading (empty) trips. The durations for the deadheading trips are sequence dependent and are unknown until the vehicle route is specified 
Vehicle scheduling methodology
Jobs are prepared based on the operation sequence derivative by the NEH heuristic algorithm. Mainly AGVs (Chawla et al., 2018) assignment jobs from the load/unload station to the specific workstations where the first processes are scheduled. AGVs make two types of trips, a loaded trip where it transports a load and a deadheading trip where the vehicle moves to pick up a load.
Fig. 2. Flow Chart for Synchronized scheduling of machines and AGVs
Deadheading trip can start instantaneously after the delivery and vehicle demand at different workstations are leisurely and the succeeding tasks are made. If both AGVs are accessible task is allocated to the initial Find which AGV will reach the L/U station early
AGV waits till the job is ready
Move the AGV from the current position to the request point for its next assignment
Check whether the job is ready?
Move the job to the machine at which its next operation is scheduled Check whether the machine is free?
AGV drops the job at the machine buffer, job will be loaded after the machine becomes free
Load the job on the machine Is the first operation of job?
Find which AGV will reach the machine with demand point early vacant vehicle. If no vehicle is vacant, the earliest available times of the AGVs are calculated and the assignment is made. If the vehicle is idle and no job is complete, allocate the operation that is going to be accomplished early and is recognized the vehicle is stimulated to pick up that job. This kind of vehicle scheduling procedure helps in falling the waiting times and thus helps in refining the resource utilization and the throughput. The flow chart of the vehicle assignment procedure is given in Fig.2 
Synchronized scheduling of machines and AGVs through heuristic algorithm
The NEH Heuristic Algorithm is implemented to the simultaneous scheduling problems. The basic input utilized to study this aspect is explained earlier.
Synchronized Scheduling -NEH Heuristic Algorithm
For the implementation of NEH Heuristic Algorithm, job set 1 and layout 1 are considered as an example. NEH Heuristic Algorithm constructs jobs sequence in an iterative manner. The iterations are sustained till all jobs from the gratified list are placed in the limited sequence. The NEH Heuristic is explained in the following steps for the job set 1:
Step 1: Considering the job set Step 2: The total sum of processing time for each job are calculated. Step 3: The jobs are sorted in the decreasing order of processing times. Step 4: The last two jobs are taken in the sorted sequence and different combinations are formulated.
Combination 1: Job 5 and Job 4, Combination 2: Job 4 and Job 5 it means operation numbers 10, 11, 12 and 13.
Step 5: The make span for each combination is calculated. 0  0  0  0  10  0  10  10  20  13  1  2  L/U  3  0  20  10  20  28  0  28  15  43  10  4  1  3  L/U  10  0  18  18  30  0  30  14  44  11  2  1  4  4  30  44  30  44  52  0  52  18 It is found that the minimum makespan is with combination '2'
Step 6: Now job 3 has been added to this combination and the same procedure has been reputed for obtaining makespans for each other combinations obtained by changing the sequences. It is found that the minimum makespan is with combination '2'
Step 7: Now job 1 has been added to this combination and the same procedure has been reputed for obtaining makespan for each other combinations obtained by changing the sequences -11-7-8-9-12-13-1-2-3 145 It is found that the minimum makespan is with combination '1'
Step 8: Now job 2 has been added to this combination and the same procedure has been reputed for obtaining makespan for each other combinations obtained by changing the sequences -2-3-10-11-7-8-9-12-13-4-5-6 193 It is found that the minimum makespan is with combination '3' and for this combination the makespan calculation are shown below 0  0  0  0  0  6  0  6  8  14  2  2  2  0  1  0  14  6  14  20  0  20  16  36  3  4  1  1  2  6  36  12  36  44  0  44  12  56  10  4  2  2  0  20  0  30  30  42  56  56  14  70  11  2  2  4  4  42  70  42  70  78  36  78  18  96  4  1  1  4  0  44  0  50  50  56  14  56  20  76  5  3  1  1  1  56  76  56  76  84  0  84  10  94  6  2  1  3  3  84  94  84  94  100  96  100  18  118  7  3  2  2  0  78  0  88  88  98  94  98  12  110  8  4  2  3  3  98  110  98  110  116  70  116  8  124  9  1  1  2  4  100  124  108  124  134  76  134  15  149  12  3  2  4  0  116  0  122  122  132  110  132  10  142  13  1  2  3  3  132  142  132  142  150  149  150 operation on machine 1. In case of job set 1 and layout 1 operation 2 on machine 2 is completed by 36 min. Hence 3 rd operation on machine 4 will start after the completion of 2 nd operation on machine 2. Similarly no operation on the particular machine will start until the operation on the machine is completed. From the vehicle heuristic algorithm for the first two operations, AGVs are selected randomly and in case of the third operation, AGV '1' is selected based on the availability of AGV with minimum travel time and this constraint is checked in the proposed algorithm. For job set 2 and layout 2 the operational completion time (makespan) is 165.
Results and discussion
Ten dissimilar job sets with dissimilar processing orders, and process times are produced and accessible. Different amalgamations of these ten job sets and four layouts have been used to produce 82 example problems. In all these problems, there are two vehicles. Table 3 contains of problems whose ti/pi ratios are larger than 0.25, and Table 4 shows the results whose ti/pi ratios are lesser than 0.25. A code has been used to entitle the example problems which are given in the first column. The numbers that follow 1.1 specify the job set and the layout. In Table 4 additional digit is attached to the code. Having 0 or 1 as the last digit indicates that the process times are doubled or tripled where in both cases travel times are condensed to half.
Conclusion
In this paper, the finest sequence of machines and AGVs were resolute by using NEH heuristic algorithm. It has been detected from Table 3 that 29 problems out of 40 have given superior results when compared with FCFS. 35 problems have given superior results when compared with SPT (Nageswara rao et al., 2017) and 33 problems have shown superior results when compared with LPT. It has detected from Table  4 that out of 42 problems, 30 ones have given superior results using NEH when compared with FCFS, 42 problems have given enhanced results when compared with SPT and 42 problems have given improved results when compared with LPT.
Table 3
Performance assessment for t/p>0.25 Table 4 Performance assessment for t/p<0.25
