In this paper, we first introduce the new class of multiple weights A ∞ p which is larger than the class of multiple weights in [LOPTG]. Then, using this class of weights, we study the weighted norm inequalities for certain classes of multilinear operators and their commutators with new BMO functions introduced by [BHS1] . Finally, we show that some multilinear pseudodifferential operators fall within the scope of the theory obtained in this paper.
Introduction and the main results
The theory of multilinear Calderón-Zygmund singular integral operators, originated from the work of Coifman and Meyer, has an important role in harmonic analysis. This direction of research has been attracting a lot of attention in the last few decades, see for example [CM1, CM2, CM3, GT, KS] for the standard theory of multilinear Calderón-Zygmund singular integrals.
Let T be a multilinear operator initially defined on the m-fold product of Schwartz spaces and taking values into the space of tempered distributions,
By associated kernel to T we shall mean the function K, defined off the diagonal x = y 1 = . . . = y m in (R n ) m+1 , satisfying 
for some ǫ > 0 and all 0 ≤ j ≤ m, whenever |y j − y ′ j | ≤ 1 2 max 0≤k≤m |y j − y k | := h. (H3) There exist 1 ≤ q 1 , . . . , q m < ∞ and 1/q = 1/q 1 + . . . + 1/q m such that T maps continuously from L q 1 × . . . × L qm into L q .
It is clear that if T satisfies (H1), (H2) and (H3) then T falls within the scope of multilinear Calderón-Zygmund theory investigated by [GT] . Therefore, according to [GT] , if 1/p = 1/p 1 + . . . + 1/p m , the following statements hold:
(i) T : L p 1 × . . . × L pm → L p when 1 < p 1 , . . . , p m < ∞, and (ii) T : L p 1 × . . . × L pm → L p,∞ when 1 ≤ p 1 , . . . , p m < ∞ and at least one p j = 1.
The weighted norm inequalities of multilinear Calderón-Zygmund operators and their commutators with BMO functions were investigated in [LOPTG] . In [LOPTG] , the authors introduced the new maximal functions and multiple weights and then they proved that the new class of multiple weights is suitable to study the boundedness of multilinear Calderón-Zygmund operators and their commutators with BMO functions.
Inspiring by the works of [LOPTG] for boundedness of multilinear Calderón-Zygmund operators and their commutators with BMO functions and of [BHS1, BHS2] for the new class of weights and new BMO function spaces, the aim of this paper is to study the weighted norm inequalities of operators T which satisfy (H1)-(H3) and their commutators by using the new BMO function spaces introduced by [BHS1] and the new class of multiple weights introduced in Section 2.
The organization of the paper is as follows. In Section 2, we introduce the new class of multiple weights and then investigate the weighted norm inequalities of some maximal functions. Section 3 establishes the main results of the paper. Firstly, the weighted estimates of multilinear operators T are investigated (see Theorem 3.1). Secondly, we consider the weighted norm inequalities of the commutator T b by using the new BMO functions and new class of multiple weights (see Theorem 3.6). In Section 4, we show that the obtained results can be applied to certain multilinear pseudodifferential operators.
After finishing this paper, I had informed that the author in [T] obtained the A ∞ p weighted norm inequalities for such an operator T . However, in this paper, we study the the A ∞ p weighted norm inequalities of T and the obtained results and the new class of multiple weights in our paper are new. Moreover, the weighted norm inequalities of the commutator T b with the new BMO functions in our paper are unique.
Preliminaries
To simplify notation, we will often just use B for B(x B , r B ) and |E| for the measure of E for any measurable subset E ⊂ R n . Also given λ > 0, we will write λB for the λ-dilated ball, which is the ball with the same center as B and with radius r λB = λr B . For each ball B ⊂ R n we set
The new class of weights and new BMO function spaces

Classes of multiple weights
In this section, we would like to recall the definition of the new class of weights introduced by [BHS2] .
For 1 ≤ p < ∞ and θ ≥ 0, the weight w (w is a nonnegative and locally integrable function) is said to be in the class A θ p if there holds ˆB w 1/p ˆB w
for all ball B = B(x B , r B ). In particular case when p = 1, (3) is understood
Then we denote
We remak that A 0 p coincides with the Muckenhoupt's class of weights A p for all 1 ≤ p < ∞. However, in general, the class A ∞ p is strictly larger than the class A p for all 1 ≤ p < ∞. The following properties hold for the new classes A ∞ p , see [BHS2, Proposition 5] . Proposition 2.1 The following statements hold:
p with p ≥ 1, then there exist positive numbers δ, η and C so that for all balls
In [LOPTG] , to study the weighted norm inequalities of multilinear operators, the authors introduced the new maximal functions and the multiple weights. Adapting this idea to our situation, we introduce the new class of multiple weights.
In what follows, for given m exponents p 1 , . . . , p m , unless specified, otherwise we write p = (p 1 , . . . , p m ) and the number p shall mean that
For any number r > 0, r p is defined by r p = (rp 1 , . . . , rp m ).
For θ ≥ 0, we say that w is in the class A θ p if
p coincides with the class of multiple weights A p introduced by [LOPTG] . The following result gives a characterization of the class A ∞ p whose proof is similar to that of [LOPTG, Theorem 3.6 ].
Proposition 2.3 Let 1 ≤ p 1 , . . . , p m < ∞ and w = (w 1 , . . . , w m ). Then the following statements are equivalent:
Note that the class A ∞ p is not increasing. It means that for p = (p 1 , . . . , p m ) and q = (q 1 , . . . , q m ) with p j ≤ q j , j = 1, . . . , m, the following may not be true A ∞ p ⊂ A ∞ q , see [LOPTG, Remark 7.3] . However, we have the following result.
Proposition 2.4 Let 1 ≤ p 1 , . . . , p m < ∞ and w = (w 1 , . . . , w m ) ∈ A ∞ p . Then, (i) For any r ≥ 1, w ∈ A ∞ r p ; (ii) If 1 < p 1 , . . . , p m < ∞, then there exists r > 1 so that w ∈ A ∞ p/r .
Proof: (i) Assume that w ∈ A θ p for some θ ≥ 0. By definition, there exists C > 0 so that for all balls B there holds,
For r > 1, by Hölder inequality we have
Therefore, for all balls B, we have
This implies that w ∈ A ∞ r p .
(ii) We exploit some ideas in [LOPTG] to our situation. In the light of Propositions 2.1 and 2.3, we can pick r 0 > 1 and η ≥ 0 so that
for all balls B and j = 1, . . . , m.
Taking r > 1 so that r < r 0 p j p j +r 0 −1 for all j = 1, . . . , m, then we have for all j,
This together with Hölder inequality gives
Due to (4), we have
Therefore,
It yields w ∈ A ∞ p/r .
New BMO function spaces BMO ∞
In this section, we will recall the definition and some basic properties of the new BMO function spaces. According to [BHS1] , the new BMO space BM O θ with θ ≥ 0 is defined as a set of all locally integrable functions b satisfying
where
given by the infimum of the constants satisfying (5).
The following result can be considered to be a variant of John-Nirenberg inequality for the spaces BM O ∞ .
We refer to Proposition 3 in [BHS2] for the proof.
Weighted estimates for some maximal operators
A ball of the form B(x B , r B ) is called a critical ball if r B = 1. We have the following result.
Proposition 2.6 There exists a sequence of points x j , j ≥ 1 in R n so that the family of critical balls {Q j } j where
(ii) There exists a constant C such that for any σ > 1, j χ σQ j ≤ Cσ n .
For the proof, we refer the reader to [B] (see also [DZ] ).
We consider the following maximal functions for g ∈ L 1 loc (R n ) and
where B α = {B(y, r) : y ∈ R n and r ≤ α}. Also, given a ball Q, we define the following maximal functions for g ∈ L 1 loc (R n ) and
where F(Q) = {B(y, r) : y ∈ Q, r > 0}. We have the following lemma.
Lemma 2.7 For 0 < p < ∞, then there exists β such that if {Q k } k is a sequence of balls as in Proposition 2.6 then for all g ∈ L 1 loc (R n ) and w ∈ A ∞ ∞ , we have
Proof: We refer to [B, Lemma 2.4 ] for the proof of (i). The proof of (ii) is similar to that of (i) and we omit details here.
Throughout this paper, we always assume that N is a sufficiently large number and different from line to line.
where Q = κQ. For simplicity, we shall write M p and M instead of M 1,p and M 1,1 , respectively. The following result gives the weighted estimates for M κ,p .
Proof: Without of the loss of generality, we assume that α = 1. Let {Q ℓ } be the family of balls as in Proposition 2.6. Then we have
Assume that w ∈ A θ p/s for some θ ≥ 0. For each j, by Hölder inequality, we havê
This together with definition of A θ p class gives
Using Hölder inequality and (ii) of Proposition 2.6, we get that
. This completes our proof.
For a family of balls {Q k } k given by Proposition 2.6, for s > 0, we define the operator M loc,s by setting
, and the maximal function M s is defined by
When s = 1, we drop the subindex s to write M loc instead of M loc,1 .
We have the following result. 
(ii) If p 1 , . . . , p m ≥ s > 0 and w ∈ A ∞ p/s , then we have
Proof: The give the proof of (i) only. The proof of (ii) can be dealt by the analogous argument.
We first haveˆR
For each j, it can be verified that w j ∈ A 0 p/s . Therefore, by Theorem 3.7 in [LOPTG] , (ii) of Proposition 2.6 and Hölder inequality, we havê
When m = 1, we write M loc,s instead of M loc,s . As a direct consequence of Proposition 2.9, we have the following result. 
(ii) If p = s and w ∈ A ∞ 1 , then we have
3 Main results
Weighted norm inequalities for multilinear operators
In this section, we establish the weighted norm inequalities for multilinear operators in the product of weighted L p spaces by using the new class of weights A ∞ p .
Theorem 3.1 Let T satisfy (H1), (H2) and (H3). Then the following statements hold:
(ii) If 1 ≤ p 1 , . . . , p m < ∞ and at least one of the p j = 1, then
To prove Theorem 3.1, we need the following auxiliary propositions.
Proposition 3.2 Let T satisfy (H1), (H2) and (H3). Then for any critical ball Q and 0 < δ < 1/m, we have 1
where f 0 = (f 0 1 , . . . , f 0 m ), α 1 , . . . , α m ∈ {0, ∞} and I := {α = (α 1 , . . . , α m ) : α = (0, . . . , 0)}. Therefore,
Note that
This estimate together with Kolmogorov inequality implies
Let us take care I 2 . For each α = (α 1 , . . . , α m ) ∈ I and z ∈ 2Q, we have, by (H1),
This completes our proof.
Proposition 3.3 Let T satisfy (H1), (H2) and (H3), let 0 < δ < 1/m. Then we have
Proof: It suffices to show that for each ball B ∋ x with r B ≤ 4, we can pick a number c B so that
By the same decomposition as in Proposition 3.2, we can write
By Kolmogorov inequality and the fact that T is bounded form
Let {Q ℓ } ℓ be the family in Proposition 2.6. Then if 4B ∩ Q ℓ = ∅, we have 4B ⊂ Q ℓ := 8Q ℓ . Therefore,
For the second term E 2 . Taking c B = α∈I T (f
For each α ∈ I and N > 0, by (H2), we write
where k 0 is the smallest integer so that 2 k 0 r B ≥ 1.
Let us estimate E 22 first. Since r 2 k+1 B ≤ 4 for all k < k 0 , the similar argument used in the estimate E 1 gives 1 |2 k+1 B| mˆ(
For the term E 21 , setting B = 2 k 0 B, then 1 ≤ r B < 2. We have
We are now in position to prove Theorem 3.1.
Proof of Theorem 3.1: Since the proofs of (i) and (ii), we give only the proof of (i).
(i) Since ν w ∈ A ∞ mp , using Proposition 2.7 for δ < p < 1/m, we have
By Proposition 3.2, Proposition 2.6 and Proposition 2.8, we have
.
It remains to estimate E 1 . In the light of Proposition 3.3, Proposition 2.8 and Proposition 2.9, we have
Weighted norm inequalities for the commutators of multilinear operators with BMO ∞ functions
Let b = (b 1 , . . . , b m ), where b j is a locally integrable function for j = 1, . . . , m. We consider the m-linear commutator of T and b
Let θ = (θ 1 , . . . , θ m ), θ j ≥ 0 for all j = 1, . . . , m. For b ∈ BM O θ , we shall mean b j ∈ BM O θ j for all j = 1, . . . , m and b θ = m j=1 b j θ j . Before coming to detail information, we need the following auxiliary results.
Proposition 3.4 Let T satisfy (H1), (H2) and (H3) and b ∈ BM O θ . For any p > 1, the following holds for any critical ball Q and 0 < δ < 1/m,
Proof: By linearity it is suffices to consider the commutator with one symbol as follows:
For any balls Q, we can write
Let δ < δ ′ < 1/m and 1/s + 1/δ ′ = 1/δ so that s > 1. By Hölder inequality and Proposition 3.2, we have
To estimate I 2 , using the decomposition as in the proof of Proposition 3.2, we have
Using Kolmogorov inequality and the fact that T maps continuously from
For each α = (α 1 , . . . , α m ) ∈ I and z ∈ 2Q, we have, by (H1), Hölder inequality and Proposition 2.5,
Proposition 3.5 Let T satisfy (H1), (H2) and (H3), let 0 < δ < s < 1/m and b ∈ BM O θ . Then we have, for any p > 1,
for all x ∈ R n .
Proof: We need only to consider the commutator with one symbol as follows:
where b ∈ BM O θ and λ ∈ R. It suffices to show that for each ball B ∋ x with r B ≤ 4,
where c B is a constant which will be fixed later. We write
By Hölder inequality and Proposition 2.5, we have
Repeating the argument as in Proposition 3.3, we conclude that
The arguments in Propositions 3.3 and 3.4 yields that
For the second term E 3 . Taking
Let us estimate E 32 first. Since r 2 k+1 B ≤ 4 for all k < k 0 , the similar argument used in the estimate E 2 gives 1 |2 k+1 B| mˆ(
For the term E 31 , setting B = 2 k 0 B, then 1 ≤ r B < 2. We have
By similar arguments used in the proof of Theorem 3.1, we have the following result concerning the weighted norm inequality of the commutators T b .
Theorem 3.6 Let T satisfy (H1), (H2) and (H3) and b ∈ BM O θ . Then we have, for 1 < p 1 , . . . , p m < ∞ and w ∈ A ∞ p ,
Application to multilinear pseudodifferential operators
In this section, we will apply the obtained results to study the weighted norm inequalities for multilinear pseudodifferential operators.
Given a function a : R n(m+1) → C satisfying certain growth conditions, we define the multilinear operator T a to act on m functions f 1 , . . . , f m ∈ S(R n ) by setting
where ξ = (ξ 1 , . . . , ξ m ) ∈ R mn . We say that the symbol a belongs to the Hörmander class m-S l ρ,δ , l ∈ R, ρ, δ ∈ [0, 1] , i.e., for all multi-indices α, β 1 , . . . , β m there holds
We have the following result.
Proposition 4.1 Let a ∈ m-S 0 1,δ , 0 ≤ δ < 1. Then T a satisfies (H1) and (H2).
Proof: Let ϕ 0 : R mn → R be a smooth radial function which is equal to 1 on the unit ball centered at origin and supported on its concentric double. Set ϕ(ξ) = ϕ 0 (ξ) − ϕ 0 (2ξ) and
and supp ϕ k ⊂ {ξ : 2 k−1 ≤ |ξ| ≤ 2 k+1 } for all k ≥ 1. Moreover, for any multi-index α and
Then we can write
It is not difficult to show that T a satisfies (H1). The proof of this part is standard and hence we omit details here. It remains to check that T a satisfies (H1). To do this, we will work with each component T a k , for k ≥ 0. With the same notations as in condition (H2), we consider two cases:
Case 1: j = 0 In this situation, we can assume that j = 1 and max k |y k − y 1 | :
. . , y m ) be the associated kernel of T a k . Then we have
We consider two subcases: Subcase 1.1: |y ′ 1 − y 1 | ≥ 2 −k In this situation we have, for any integer M ≥ 0,
By integration by part, |y 0 − y 1 | ≈ |y 0 − y ′ 1 | ≈ k,l |y k − y l |, (7) and definition of the class S 0 1,0
we have
Note that by interpolation the inequality above holds for all M ≥ 0. Taking M = N + ǫ, we have
Hence,
Likewise,
Hence, in this situation, T a satisfies (H2).
Subcase 1.2: |y ′ 1 − y 1 | < 2 −k In this case, by integration by part, we write, for an integer M ≥ 0,
If |β| = 0, |1 − e i ξ 1 ,y 1 −y ′ 1 | ≤ |ξ 1 ||y 1 − y ′ 1 | ≤ 2 k |y 1 − y ′ 1 |. Hence Therefore, in this situation, T a satisfies (H2).
Case 2: j = 0 We can assume that max k |y k − y 1 | := |y 0 − y 1 |. We also consider two subcases: Subcase 2.1: |y 0 − y ′ 0 | > 2 −k By the similar argument to that of Subcase 1.1 we get that T a satisfies (H2). 
