Abstract: Negative Frequent Item Sets (NFIS) like (a 1 a 2 ¬a 3 a 4 ) have played important roles in real applications because many valued negative association rules can be found from them. Very few methods are available for mining NFIS and most of them only use single minimum support, which implicitly assumes that all items in the database are of the same nature or of similar frequencies in the database. This is often not the case in real-life applications. Several methods are available for mining frequent itemsets with Multiple Minimum Supports (MMS), but these methods only mine Positive Frequent Item Sets (PFIS), doesn't consider NFIS. So in this paper, we propose a new and efficient method, named emsNFIS, to mine NFIS with MMS. To the best our knowledge, e-msNFIS is the first method to mine NFIS with MMS and to deal with the problem of how to set up the minimum support to an itemset with negative item(s). E-msNFIS contains three steps: 1) using a classical algorithm MSapriori to mine PFIS with MMS; 2) using the method in e-NFIS to generate Negative Candidate Item Sets (NCIS) based on the PFIS got in step 1; and 3) calculating the support of these NCIS only by using the supports of PFIS and then getting NFIS. Experimental results on real datasets show that the e-msNFIS is very efficient.
INTRODUCTION
Positive association rules (PARs) is one of the most important research areas in data mining and knowledge discovery. As an important supplement, negative association rules (NARs), which considers non-occurring item(s), can play an irreplaceable role than positive association rules in some applications [1] [2] [3] [4] . Generally, there are two steps to mine NARs. First step is to mine negative frequent itemsets (NFIS), such as (a 1 ¬a 2 b 1 ¬b 2 ). The second step is to mine NARs from these NFIS. The first step is more difficult than the second one, and most researchers focused on this step and their methods to mine NFIS are to modify the existing methods used in positive frequent itemsets mining (PFIS) [5] [6] [7] . These algorithms, however, only use single minimum support, which implicitly assumes that all items in the database are of similar frequencies in the database. This is often not the case in real-life applications. So several methods to mine frequent itemsets with multiple minimum supports have been proposed [8] [9] [10] [11] [12] [13] , such as MSapriori [8] , CFPgrowth [9] , CFP-growth++ [10] , MSB_apriori+ [11] and so on. These methods allow users to assign different minimum supports to different items. But these methods only mine positive frequent itemsets, doesn't consider negative ones.
So in this paper, based on MSapriori and e-NFIS, a NFIS mining methods proposed in our previous work [6] , we propose an efficient algorithm, named e-msNFIS, to mine *Address correspondence to this author at the School of Information, Qilu University of Technology, Jinan, Shandong, 250353, P.R. China; Tel: 13853166812; E-mail: dongxiangjun@gmail.com NFIS with MMS. To the best our knowledge, this is the first algorithm to deal with this problem. We also propose a method of how to set up the minimum support to an itemset with negative item(s).
The rest of this paper is organized as follows. Section 2 is related works. Section 3 is our method E-msNFIS. Section 4 is experimental results and section 5 is conclusions and future work.
RELATED WORK
We first introduce the papers about how to mine negative frequent itemsets. Then we introduce the papers about how to mine frequent itemsets with multiple minimum supports.
A few papers studied how to mine negative frequent itemsets with single minimum support. References [1] [2] [3] mainly discussed the question on how to mine NARs and PARs at the form A(e.g. (a 1 a 2 ) )⇒B, A⇒¬B (e.g. ¬ (b 1 b 2 )), ¬A⇒B and ¬A⇒¬B from frequent and infrequent itemsets. The left side and right side of rules in these papers are all positive or all negative. Another form of NARs, such as a 1 ¬a 2 ⇒b 1 ¬b 2 , which contains both positive and negative items in each side, can also reflect the relations of itemsets from another angle. Generally, the main step of mining this form of negative association rule is mining negative frequent itemsets (NFIS), such as (a 1 ¬a 2 b 1 ¬b 2 ). Reference [4] introduced a concept named maximum support to decrease the number of frequent items and exclude meaningless association rules because search space become more time consuming while mining generalizing association rules with negative items. This paper used Apriori-like method to get (the support of) NFIS. In [5] , the authors improved the FPgrowth by importing a bit string for each node of the frequent pattern tree to store the prefix. They also proposed a method to construct frequent pattern tree so that the tree contained positive and negative items. And NFIS were mined through extending frequent patterns on the tree. In one of our previous work, we proposed a method, named e-NFIS to mine NFIS based on PFIS and proposed an efficient method to generate negative candidate itemsets (NCIS) and calculated the support of NCIS only using the support of PFIS, almost without any additional time and spacious cost [6] . In [7] , a concept of complete negative association rules was proposed. A tree-based algorithm named Free-PNP was presented to find negative frequent patterns and complete negative association rules. Literature [14] proposed a method improved upon the traditional negative association rule mining. The method mainly decreases the huge computing cost of mining negative association rules and reduces most non-interesting negative rules. By using a taxonomy tree that was obtained previously, we can diminish computing costs; through negative interestingness measures, we can quickly extract negative association data from the database. Literature [15] analyzed the explosions of frequent itemsets in negative associations mining. The negative associations gained from existed algorithms, however, remain to be uncertain and redundant. Furthermore, if the amount of items in databases is very large, the amount of negative association rules is extremely large as well. Literature [16] computers the support and the confidence of the negative association rules via information in positive association rules. Literature [17] presented an Apriori-based algorithm that is able to find all valid positive and negative association rules in a support confidence framework and proposed a suitable definition of valid negative association rule and then proceed to spell out and evaluate. Literature [18] proposed an approach to find positive association rules from frequent itemsets and find negative association rules from infrequent itemsets.
Some papers studied how to mine frequent itemsets with multiple minimum supports. Liu et al. proposed MSapriori algorithm to find frequent patterns with "multiple minsups framework" [8] . Hu et al. proposed an FP-growth-like algorithm known as Conditional Frequent Pattern-growth (CFPgrowth) to mine frequent patterns with "multiple minsups framework" [9] . Since downward closure property no longer holds in "multiple minsups framework," the CFP-growth algorithm has to carry out exhaustive search in the constructed Tree structure. Kiran et al. proposed an improved CFP-growth algorithm, called CFP-growth++, by introducing four pruning techniques to reduce the search space [10] . In our previous work, we proposed MSB_apriori+ algorithms to mine frequent patterns with multiple minimum supports [11] . In [12] , a multiple level minimum support (MLMS) model is proposed to discover infrequent itemsets in a degree. This model can discover both infrequent itemsets and frequent itemsets simultaneously. In [13] , an efficient algorithm to discover association patterns with multiple minimum supports is proposed. The algorithm can not only discover association patterns forming between frequent items, but also discover association rules forming between frequent items and rare items or among rare items only. Moreover, an algorithm for mining direct and indirect association patterns with multiple minimum supports is designed simultaneously. Literature [19] based on the Apriori approach to generate the large itemsets with multiple minimum supports under the maximum constraints. Literature [20] proposed a FP-Tree-based algorithm named MSDMFIA to discover maximum frequent item sets with multiple minimum Supports. Through mining the maximum frequent item sets, calculating minsups of the maximum candidate frequent item sets, the association rules can be discovered. This algorithm resolves the bottlenecks in traditional algorithms, e.g., the rare item problem, the frequent generation of candidate item sets and database scanning.
E-MSNFIS

Framework
E-msNFIS contains three steps:
Step 1: Mine PFIS using MSapriori method proposed in [8] ;
Step 2: Generate NCIS based on PFIS;
Step 3: Calculate the support of these NCIS only using the support of PFIS. In multiple minimum supports model, to ease the task of specifying many MIS values by the user, the same strategies as those proposed in [8] for mining positive frequent itemsets can also be applied to mine negative frequent itemsets.
Problem Statement
Let MIS(¬i) denote the MIS value of item ¬i. We use the actual frequencies of the items in the DB as the basis for MIS assignments. The formula can be stated as follows:
f(¬i) is the actual frequency (or the support expressed in percentage of the data set size) of item ¬i in the data. LS denotes the minimum MIS value of all items. β (0≤β≤1) is a parameter that controls how the MIS value for items should be related to their frequencies. If β = 0, we have only one MS, LS, which is the same as the traditional association rule mining.
The minimum support of a negative itemset A= {a 1 , ¬a 2 [MIS(a 1 ), MIS(¬a 2 ) ,..., MIS(¬a k )]. If we find the candidate 4-itemset {a, ¬b, ¬c, d} has 9% of support, then it is a NFIS, because it satisfy its minimum support 5 %( = MIS (¬c)).
... ¬a k }, denoted as mins(A), is the lowest MIS value among the items in A, i.e., mins(A)=min
To itemsets A and a minimum support mins(A), (1) if A only contains positive items and s(A) ≥ mins(A), then A is called a PFIS, and (2) if A contains negative items and s(A) ≥ mins(A), then
Generate NCIS based on PFIS
In order to generate all non-redundant negative candidate itemsets based on PFIS, we use an efficient method to generate NCIS [6] . Its general idea is to change any positive items i in a PFIS to its negative partner. In details, for a k-itemset PFIS, its NCIS are generated by changing any m distinct item(s) to its (their) negative partner(s), m=1, 2,..., k-1. We don't generate the NCIS of a PFIS when m=k (k>1) because in real applications, this kind of NCIS is meaningless.
Example 2. To 3-itemset (abc), its NCIS include:
(¬abc),(a¬bc),(ab¬c), when m=1; (a¬b¬c), (¬ab¬c), (¬a¬bc), when m=2.
Obviously, this method can generate all NCIS and it can't generate redundant NCIS, while an Apriori-like way can.
Calculate the Support of NCIS
Here we still use the methods used in [6] to calculate the support of an itemsets containing negative items as follows. 2 ,…,y q }, i.e., ¬Y q = {¬y 1 ,¬y 2 ,…,¬y q }, y k ∈I (k=1,2,…,q), then
The basic idea of Equation (2) is the inclusion-exclusion principle in set theory. Specially, if a NCIS only contains one negative item, Equation (2) becomes
ALGORITHM E-MSNFIS
Based on the above discussions, we propose the algorithm e-msNFIS.
Algorithm: e-msNFIS; 
EXPERIMENTS
Our experiments are performed on a Pentium 4 Celeron 2.1G PC with 2G main memory, running on Microsoft Windows XP. All the programs are written in MyEclipse 8.5.
Real datasets are Mushroom, Chess, Connect, and Nursery, which can be obtained at http://archive.ics.uci.edu/ml/ datasets.html. Table 1 presents details of the datasets. Mushroom dataset with a dense nature contains hypothetical sample data corresponding to gilled mushrooms. Chess dataset consists of chess positions described only by the coordinates of the pieces on the board. Connect database contains all legal 8-ply positions in the game of connect-4 in which nei- ther player has won yet, and in which the next move is not forced. Nursery Database was derived from a hierarchical decision model originally developed to rank applications for nursery schools.
In the experiments, we set β = 0.6 and use different LS values to reflect the differences in the four datasets. The results of the experiment are as follows: Fig. (2) . The Number of NFIS.
From Fig. (1) , we can see that as the minimum support increases, the gap of two algorithms' run-time is slowly reduced. However, the run-time of e-NFIS is much more than e-msNFIS. This is because after running the first step of the algorithm, the number of PFIS in e-NFIS algorithm is more than e-msNFIS and negative candidate itemsets (NCIS) are generated based on PFIS. The more NCIS's number is, the longer run-time is. Fig. (2) shows that although different itemsets have different number of items, with the increment of minimum support, two algorithms are getting closer and closer in the number of NFIS. For each dataset, as the minimum support increases, the number of negative frequent itemsets will become less and less. In some special circumstances, two algorithms have the same results. (For example, on the connect dataset). This mainly depends on the dense degree of dataset.
CONCLUSION AND FUTURE WORK
Mining negative frequent itemsets is an important generalization of the negative-association-rule-mining problem. In one of our previous work, we proposed a method, named e-NFIS to mine NFIS with single minimum support. The single minimum support does not reflect the natures of the items and their varied frequencies in the database. To solve this problem, several methods have been proposed to mine frequent patterns with multiple minimum supports. These methods allow users to assign different minimum supports to different items. But these methods only mine positive frequent itemsets, doesn't consider negative ones. Based on e-NFIS and MSapriori, we have proposed a method e-msNFIS to mine NFIS with multiple minimum supports. And we have also solved the problem of how to set up the minimum support to an itemset with negative item(s). Experimental results show that the e-msNFIS is very efficient.
For future work, we will look for a method to mine NARs from these identified NFIS.
