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PERCEPTUAL AUDIO SOURCE SEPARATION BY SUBSPACE LEARNING
SUMMARY
Single-channel audio source separation problem occurs when a single observation of
the mixture of a number of sources is available. In this type of problems, the aim is to
estimate the individual sources constituting the mixture. In practice, it is very common
to have multiple sources being active at the same time in a single recording. In such a
situation, human listener has the ability to keep the attention to a single audio source
in an adverse acoustical condition. However, the problem of automatically estimating
several sources from one input signal is an under-determined and ill-posed challenging
problem for the researchers.
Since the available information is not adequate to reconstruct the sources completely,
solution of the single channel audio source separation problem relies on making
appropriate assumptions about the sources. In this thesis, we develop models and
algorithms that provide a framework to separate audio signals from single observation
based on the subspace learning methods namely, Non-negative Matrix Factorization
(NMF) and Non-negative Tensor Factorization (NTF) where the sources are not
necessarily assumed as independent.
First, we introduce the perceptually weighted Non-negative Matrix Factor 2-D
Deconvolution (PW-NMF2D) and the perceptually weighted Clustered NMF
(PW-CNMF) methods to separate musical instruments in polyphonic music mixtures.
Our approaches integrate the human perception into source separation, that allow
to improve the perceptual quality of the separated sources. We weight the cost
functions of the NMF and NMF2D methods measured by Kullback-Leibler (KL)
and Itakura-Saito (IS) divergences, which are the special cases of β−divergence
using a perceptual weighting score matrix. The weighting score matrix assigns a
loudness sensation value per each time-frequency component based on the Perceptual
Evaluation of Audio Quality (PEAQ) model defined in ITU-R BS. 1387. Thus, the
contribution of the element-wise divergence to the cost function is increased/decreased
using a high/low weighting score for the perceptually important/unimportant
components. These perceptually enhanced PW-NMF2D and PW-CNMF methods
constitute blind source separation methods which enhance the quality of the separated
sources as perceived by humans.
Second, we investigate an adaptive time-frequency resolution based sound source
separation method to separate either music or speech mixtures. In the literature, the
NMF based source separation algorithms work at a fixed time-frequency resolution
based Short Time Fourier Transform (STFT) magnitude or power spectrogram. Both
speech and music signals have stationary and transients parts in different parts of
xxiii
a single recording and they should be analyzed using appropriate windows. It is
known that,the transients and percussives should be analyzed using a short window,
whereas the stationary signals should be analyzed using long windows. If the signal
is analyzed using a fixed time-frequency resolution, smearing occurs either in time or
frequency resulting a poor separation of sources. In order to minimize the smearing
caused by a fixed time-frequency resolution based analysis, we propose to separate
the signals in several time-frequency resolutions under a supervised approach where
the source bases are learned in advance from the training data. The separation is
performed using Non-negative Tensor Factorization (NTF) where each layer of the
tensor represents the same single channel mixture in various resolutions. The separated
signals obtained from each resolution are then fused adaptively based on the maximal
energy compaction principle method. This supervised multiresolution separation
method estimates the sparsity of the sources obtained from different time-frequency
resolutions and fuses them accordingly. This method is named as MultiResolution NTF
(MR-NTF) and it increases the separability of sources by minimizing the smearing
both in time and frequency.
Third, we investigate the clustering problem encountered in NMF based separation
problems. It is known that the representation capability of the NMF algorithms is
enhanced as the rank of the factorization is increased. If the rank is selected as
greater than the number of sources, the order of the bases become random. Thus,
it is required to cluster the bases into the sources. In this thesis, we overcome the
clustering problem encountered in musical source separation problems by using two
unsupervised approaches. The first unsupervised approach is based on the assumption
that the timbre of a note played by an instrument is constant for the entire range
of pitch. Using PW-NMF2D method, a single basis vector is extracted for a single
instrument and shifted in frequency to approximate the bases of the other notes played
by the same instrument. This assumption works only if the input signal is represented
using a log-frequency magnitude spectrogram. The proposed PW-NMF2D method
can capture both the temporal structure and the pitch change which occurs when an
instrument plays different notes. In the second approach, in order to maximize the
representation capability, we first extract the NMF bases with a high rank value, i.e.13,
using perceptually enhanced NMF. The extracted bases are clustered into the same
source using NMF2D if they share the same timbre at a different pitch.
Fourth, we focus on incorporating prior information into the separation scheme.
Prior information about the sources can be integrated into the separation method
using statistical methods. In our Bayesian Non-negative Matrix Factor Deconvolution
approach (BNMFD), the original non-negative update equations of NMFD are
obtained using an Expectation-Maximization (EM) algorithm for the Maximum
Likelihood (ML) estimation of a conditionally Poisson model through data
augmentation. The proposed BNMFD approach retains the attractive features of
conventional NMFD such as easy implementation and monotonic convergence while
opens up the way to develop more powerful models by incorporating the available prior
information into the decomposition algorithm.
In MR-NTF method, we also incorporate the prior information available about the
sources into the separation scheme in a supervised approach. This is achieved by
learning the bases of the sources from the available training data of each source by
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applying NMF on the training data at various time-frequency resolutions a prior to
separation of the mixture. The learned source bases are fixed in the separation of
the mixture signal, thus only the gains and the amplitude envelopes of the bases are
updated iteratively through multiplicative update rules. This enables us to perform
separation through a high-rank factorization by omitting the clustering problem.
We present conventional and perceptual evaluation of the proposed approaches on
an extended dataset and compare the results to either the NMF, the CNMF and the
NMF2D methods. We observe that the proposed models improve the quality of the
sources both in terms of the conventional and the perceptual measures.
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ALTUZAY Ö ˘GRENME ˙ILE ALGISAL SES KAYNAK AYRIS¸TIRMA
ÖZET
Birden fazla kaynaktan olus¸an tek bir gözlem is¸aretinin mevcut oldug˘u kaynak
ayrıs¸tırma problemine, tek-kanaldan kaynak ayrıs¸tırma problemi denilmektedir. Bu
tür problemlerde amaç, karıs¸ımı olus¸turan kaynakların tek tek elde edilmesidir.
Pratikte, tek bir ses kaydında birden fazla kaynag˘ın aynı anda etkin olması çok sık
rastlanan bir durumdur. Böyle bir durumda, insan, ters akustik bir kos¸ul içinde
dikkatini tek bir kaynag˘a odaklayabilme yeteneg˘ine sahiptir. Ancak, tek bir gözlemden
birden fazla kaynag˘ın otomatik olarak kestirilmesi problemi, “eksik tanımlanmıs¸” ve
kötü-konumlanmıs¸ bir problem olup, aras¸tırmacıları ug˘ras¸tırmaya devam etmektedir.
Bu tür “eksik tanımlanmıs¸” problemlerde mevcut olan bilgi, kaynakları elde etmek
için yeterli olmadıg˘ından, problemin çözümü kaynaklarla ilgili uygun varsayımlar
yapılmasına dayanmaktadır. Bu tez çalıs¸masında, tek bir gözlem is¸aretinden
karıs¸ımı olus¸turan ses kaynaklarını ayrıs¸tırmak için bir çerçeve sag˘layan Negatif
Olmayan Matris Ayrıs¸tırma (NOMA) ve Negatif Olmayan Tensör Ayrıs¸tırma
(NOTA) yöntemlerine dayalı modeller ve algoritmalar gelis¸tirilmektedir. NOMA
ve NOTA, negatif olmayan verinin yaklas¸ık olarak ayrıs¸tırılmasına olanak sag˘layan
parçalara-dayalı bir boyut düs¸ürme teknig˘i oldug˘u için tercih edilmektedir.
˙Ilk olarak, polifonik müzik karıs¸ımlarından müzik aletlerini ayrıs¸tırmak için algısal
olarak ag˘ırlıklandırılmıs¸ Negatif Olmayan Çarpan 2-B Ters Evris¸im (AA-NOÇ2BTE)
ve algısal olarak ag˘ırlıklandırılmıs¸ Öbeklenmis¸ Negatif Olmayan Matris Ayrıs¸tırma
(AA-ÖNOMA) önermekteyiz. Önerdig˘imiz yöntemler, insan algısını kaynak
ayrıs¸tırma probleminde kullanarak, ayrıs¸tırılan kaynak is¸aretlerinin algısal kalitesini
artırmayı hedeflemektedir. NOMA ve NOÇ2BTE yöntemlerinin, β−ıraksayının özel
halleri olan Kullback-Leibler (KL) ve Itakura-Saito (IS) ıraksayları ile ölçülen maliyet
fonksiyonlarını ag˘ırlıklandırmaktayız. Ag˘ırlık matrisi, ITU-R BS. 1387 önerisinde
tanımlanan Ses Kalitesinin Algısal Deg˘erlendirilmesi (SKAD) modeline dayalı olarak
hesaplanmakta olup, her zaman-frekans biles¸enine bir seslilik duyumsama deg˘eri ata-
maktadır. Böylelikle, ıraksayın her bir teriminin maliyet fonksiyonuna katkısı algısal
olarak önemli/önemsiz biles¸enler için yüksek/düs¸ük ag˘ırlık katsayıları kullanılarak
artırılmaktadır/azaltılmaktadır. Algısal olarak ag˘ırlıklandırılmıs¸ AA-NOÇ2BTE ve
AA-ÖNOMA yöntemleri, ayrıs¸tırılan kaynakların insan algısına göre kalitesini artıran
gözükapalı kaynak ayrıs¸tırma yöntemleri olarak önerilmektedir.
˙Ikinci olarak, müzik ya da konus¸ma is¸aretlerinden olus¸an karıs¸ımları, kaynaklarına
ayırmak için uyarlamalı zaman-frekans çözünürlüg˘üne dayalı bir kaynak ayrıs¸tırma
yöntemi önermekteyiz. Bilimsel yazında, NOMA tabanlı ses kaynak ayrıs¸tırma
yöntemleri Kısa Zamanlı Fourier Dönüs¸ümüne (KZFD) dayalı sabit zaman-frekans
çözünürlüg˘ünde çalıs¸maktadır. Tek bir konus¸ma ya da müzik kaydının farklı
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kısımlarında geçis¸ bölümleri ve durag˘an bölümler bulunmaktadır ve bu bölümler
uygun çerçeveler seçilerek incelenmelidirler. Bilinmektedir ki, geçis¸ kısımları ve
vurmalı çalgılar kısa pencereler kullanılarak, durag˘an is¸aretler ise uzun pencereler
kullanılarak analiz edilmelidir. Eg˘er, is¸aret sabit zaman-frekans çözünürlüg˘ü
kullanılarak incelenirse, zaman ya da frekansta yayılma olus¸makta ve kaynak
ayrıs¸tırma bas¸arımı yetersiz olmaktadır. Sabit zaman-frekans çözünürlüg˘üne dayalı
analiz kullanımına bag˘lı olarak olus¸an yayılmayı en küçüklemek için, ayrıs¸tırmayı
birden fazla çözünürlükte gerçekles¸tirmeyi önermekteyiz. Önerilen yöntem, ayrıs¸tırma
öncesinde kaynak bazlarını eg˘itim kümesinden ög˘renilmekte oldug˘undan eg˘iticili bir
yaklas¸ımdır. Ayrıs¸tırma, tensörün her bir katmanı farklı zaman-frekans çözünür-
lüg˘ünde aynı karıs¸ım is¸aretini temsil etmek üzere Negatif Olmayan Tensör Ayrıs¸tırma
(NOTA) yöntemi ile gerçekles¸tirilmektedir. Her bir çözünürlükte ayrıs¸tırılan kaynak
is¸aretleri, büyükçe enerji sıkıs¸tırma ilkesi yöntemine dayalı olarak uyarlamalı bir
s¸ekilde birles¸tirilmektedir. Önerilen eg˘iticili çok çözünürlüklü ayrıs¸tırma yöntemi,
farklı zaman-frekans çözünürlüklerinden kestirilen kaynak is¸aretlerinin seyrekliklerini
hesaplayarak, seyrekliklerine göre farklı çözünürlük sonuçlarını birles¸tirmektedir.
Bu yönteme Çok Çözünürlüklü NOTA (ÇÇ-NOTA) yöntemi ismi verilmektedir.
ÇÇ-NOTA yöntemi, zaman ve frekansta yayılımı en küçükleyerek, kaynakların
ayrılabilirlig˘ini artırmaktadır.
Üçüncü olarak, NOMA tabanlı ayrıs¸tırma problemlerinde ortaya çıkan öbekleme
sorununu incelemekteyiz. Bilinmektedir ki, ayrıs¸tırma düzeyi (rank) artırıldıkça,
NOMA yönteminin temsil etme gücü artmaktadır. Eg˘er düzey, kaynak sayısından
büyük seçilirse elde edilen bazların sıralanıs¸ının rastgele oldug˘u görülmektedir.
Bu sebeple, elde edilen bazların kaynaklara öbeklenmesi gerekmektedir. Bu tez
çalıs¸masında, müzik kaynak ayrıs¸tırma problemlerindeki öbekleme problemi iki farklı
yöntem kullanılarak ortadan kaldırılmaktadır. ˙Ilk gözükapalı öbekleme yöntemi, bir
müzik aleti tarafından çalınan bir notanın tınısının, perdenin tüm eriminde sabit oldug˘u
varsayımına dayanmaktadır. AA-NOÇ2BTE yöntemi kullanıldıg˘ında, her bir müzik
aleti için bir baz vektörü elde edilmektedir. Bu baz vektörü, frekansta ötelenerek aynı
müzik aleti tarafından çalınan dig˘er notaların bazları yaklas¸ık olarak elde edilmektedir.
Bu varsayım, sadece giris¸ is¸aretinin log-frekans genlik spektrogramı kullanılarak
temsil edildig˘i durumlarda geçerli olmaktadır. Önerilen AA-NOÇ2BTE yöntemi, bir
müzik aletinin farklı notalar çalması durumunda, zamansal yapıyı ve perde deg˘is¸imini
yakalayabilmektedir. ˙Ikinci öbekleme yaklas¸ımında ise, NOMA yönteminin temsil
etme gücünü artırmak için 13 gibi yüksek bir düzey seçilmekte ve algısal olarak
güçlendirilmis¸ NOMA kullanılarak kaynakların bazları elde edilmektedir. Elde edilen
bazlar, ikinci bir adımda NOÇ2BTE kullanılarak, eg˘er farklı perdede aynı tınıya
sahiplerse aynı kaynag˘a öbeklenmektedirler.
Dördüncü olarak, ayrıs¸tırma yöntemine önsel bilginin eklenmesi üzerinde durulmak-
tadır. Kaynaklar hakkında mevcut olan önsel bilgi, ayrıs¸tırma yöntemine istatistiksel
yaklas¸ımlarla eklenebilmektedir. Önerdig˘imiz Bayesçi Negatif Olmayan Matris
Çarpan Ters Evris¸imi (BNOMÇTE) yaklas¸ımında, Negatif Olmayan Matris Çarpan
Ters Evris¸imi (NOMÇTE) yönteminin orijinal negatif olmayan güncelleme formülleri,
veri artımı aracılıg˘ıyla kos¸ullu Poisson modelinin En Büyük Olabilirlik Kestirimi
(EBOK) için beklentiyi en büyükleyen bir algoritma kullanılarak elde edilmektedir.
Önerilen BNOMÇTE yaklas¸ımı, NOMÇTE yönteminin kolay uygulanabilirlik ve
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tekdüze yakınsaması gibi çekici özelliklerini korurken, ayrıs¸tırma algoritmasına
mevcut olan önsel bilginin eklenmesiyle gelis¸tirilebilecek daha kuvvetli modeller için
öncülük yapmaktadır.
ÇÇ-NOTA yaklas¸ımında da, kaynaklar hakkında var olan önsel bilgi eg˘iticili
bir s¸ekilde kaynak ayrıs¸tırma yöntemine eklenmektedir. Bunun için, ÇÇ-NOTA
kullanılarak her kaynak için mevcut olan eg˘itim verisinden, kaynakların bazları
ög˘renilmektedir. Ög˘renilen bazlar karıs¸ım is¸aretinin ayrıs¸tırılması esnasında
sabitlenerek, kazançlar ve bazların genlik zarfları çarpımsal güncelleme kuralları
aracılıg˘ıyla yinelemeli olarak güncellenmektedir. Bu yaklas¸ım, öbekleme problemini
ortadan kaldırarak yüksek-düzeyli bir ayrıs¸tırma yapma olanag˘ı sag˘lamaktadır.
Genis¸letilmis¸ bir veri kümesinde, önerilen yöntemlerin geleneksel ve algısal
deg˘erlendirilmesi yapılmakta ve önerilen yöntemlerin bas¸arımı NOMA, ÖNOMA
ve NOÇ2BTE yöntemlerinin bas¸arımıyla kıyaslanmaktadır. Önerilen modellerin,
kaynakların kalitesini geleneksel ve algısal ölçütlere göre artırdıg˘ı gözlenmektedir.
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1. INTRODUCTION
The term “audio source” is used to refer to an individual physical source or to an
entity that humans perceive individually. While humans have advanced skills in
“hearing out” individual sources from complex mixtures even in noisy conditions; the
computer-based modeling of this process is a very difficult problem.
The process of estimating the individual sources from the mixture signal is called
sound source separation. Sound source separation has many applications including
music transcription, remixing, chord estimation, pitch modification, rendering of
stereo CDs on multichannel devices, robust speech recognition, speaker separation
from recorded meeting and video conferencing –“Cocktail party” problem. When
the number of observations is less than the number of sources, the problem is
called under-determined. The single-channel source separation problem is the most
difficult case among the under-determined separation problems in which only a single
observation exists. Moreover, according to the information used, the sound source
separation methods are referred to as blind when any prior information about the
sources and the mixing matrix is not available.
The focus of this thesis is to develop models and algorithms that provide a framework
to separate audio signals from a single observation. In single-channel source
separation, a human listener has the ability to keep the attention to a single audio
source in an adverse acoustical condition. Although the available information in this
situation is not sufficient for exact source reconstruction, it is possible to estimate or to
obtain the approximate solutions by utilizing some information about the problem.
Many algorithms have been proposed for solving the source separation problem.
These algorithms can be grouped into three main categories: the methods based
on Computational Auditory Scene Analysis (CASA), statistical spatial methods and
statistical spectral methods.
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The CASA methods separate the mixed sources by grouping the mixture
elements represented in time-frequency domain into the individual sources using
psychoacoustical cues [1]. Conventionally, the grouping cues such as common
onset/offset, modulation, harmonicity and spatial location are used. Periodicity is
the main feature used by the CASA systems, thus the CASA systems cannot handle
aperiodic signals.
Statistical spatial methods commonly use simple probabilistic source models
for extracting the underlying sources of multi-channel recordings. Independent
Component Analysis (ICA) [2], which remains in this group, has been successfully
used to solve source separation problems in several application areas. ICA attempts
to estimate the independent components by maximizing the statistical independence
of the estimated components. However, it requires at least as many observations as
the number of sources. Other statistical models aim to separate a larger number of
sources using time-frequency binary masks under the assumption that they are disjoint
in the time-frequency plane. Interchannel Intensity Difference (IID) and Interchannel
Time Difference (ITD) are commonly used as time-frequency features to estimate
the source azimuths and to derive optimal masks [3]. However, these methods fail
in time-frequency regions where the sources highly overlap because the used binary
masks generate burbling noise [3].
In the literature, statistical spectral methods have also been proposed for the separation
of single channel mixtures. A favorite statistical spectral model for blind source
separation is Independent Subspace Analysis (ISA) proposed by Hyvärinen and Hoyer
[4]. After the work of Casey and Westner [5], ISA has been commonly used to refer
the techniques which apply ICA to factor the spectrogram of a single channel audio
signal to separate sound sources. When magnitude or power spectrograms are used as
the input mixture signal, the extracted basis vectors represent the magnitudes or the
powers of the important frequency components which are non-negative by definition.
Thus, it may be advantageous to restrict the basis vectors and the gains to be entry-wise
non-negative. The standard ISA algorithm, which is used for factorization, does not
satisfy the non-negativity constraints. Moreover, it is shown that the non-negativity
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restrictions alone are sufficient for the separation of the sources, without the explicit
assumption of statistical independence [6].
Non-negative Matrix Factorization (NMF) [7] can be used as a simple but efficient
spectral model for factorizing the input data into a linear combination of basis vectors
with non-negativity constraints for both the basis and the encoding matrices. It has
been extensively used in audio source separation, where the mixture is represented
in the form of spectrogram. In [8], an algorithm based on factorizing the magnitude
spectrogram of an input signal into sum of components with temporal continuity and
sparseness criteria is proposed. Conventionally, NMF does not take into account
the relative positions of each frequency basis vector, thus discards the temporal
information. Smaragdis [9] introduces the Non-negative Matrix Factor Deconvolution
(NMFD) algorithm, in which each instrument is modeled by a time-frequency
signature that varies in intensity over time.
In NMF based source separation methods, the representation capability of the
factorization is improved if the rank of the factorization is selected high. However,
when the rank is higher than the number of sources, the bases extracted in random
order should be clustered into sources. This problem is known as the permutation
problem in the literature. In polyphonic music source separation, the convolutive
NMF approaches like Shifted Non-negative Matrix Factorization (SNMF) [10] and
Non-negative Matrix Factor 2-D Deconvolution (NMF2D) [11] avoid the need for
clustering under the assumption that the notes belonging to a single source consist
of translated versions of a single basis. Thus, SNMF and NMF2D generate a single
basis for each instrument and it captures the other notes played by the same instrument
by translating it in frequency. In another approach [12], the shift-invariance property is
used in a computationally more effective two-step separation process which factorizes
the magnitude spectrogram of the mixture into notes using a high rank approximation
and clusters the notes into sources by applying the SNMF method in the log-frequency
domain as an additional step. The method is referred as Clustered NMF (CNMF).
In all the mentioned methods, the perceptuality has been mostly ignored. Only a
few works incorporate the psychoacoustics into the separation scheme. Among these,
Virtanen [13] performs a perceptually weighted NMF algorithm for single channel
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source separation which enhances the quality of the separated sources. However,
this method does not consider the harmonicity of the notes which prevents separating
mixtures of pitched instruments composed of several notes. In [14], a perceptually
motivated Frequency-Domain Independent Component Analysis (FDICA) scheme is
proposed in order to solve the permutation problem by filtering the perceptually
irrelevant frequency components based on the masking properties of speech. The work
proposed in [14] deals with the permutation problem rather than the separation quality.
In [15], the NMF2D is directly applied on an auditory representation (sonogram) of
mixed audio sources. The method significantly decreases the size of the data thus the
computational complexity while improving the separation quality. However, clustering
of the bases is performed using K-means, which complicates the source separation.
Another shortcoming of NMF based separation methods occur in the representation
of the input mixture signal. The music and speech signals have both transient and
stationary parts in a single recording. For an accurate analysis, each part should be
analyzed using appropriate window lengths. However, most of the source separation
methods including NMF work at a fixed time-frequency resolution. This causes
pre-echoes at the transient parts and insufficient frequency resolution at the stationary
parts [16]. There is no analytical way to find an optimal fixed analysis window
length which can minimize these artifacts. In the literature, some methods have been
proposed to enclose multiresolution approaches into source separation. In [17], it
is stated that larger filter sizes are required to achieve high separation performance
whereas drawbacks of the permutation problem can be reduced by using short filter
sizes. In the literature, Adaptive Decorrelation Filtering (ADF) is proposed as a
multistage processing scheme in which the filter size is increased at each stage in
order to once self-align the permutations in the early stages with a small filter size
and keep them aligned for increasing filter sizes [17]. In [18], the separability of the
original signals is increased by adapting the time-frequency resolution of the Short
Time Fourier Transform (STFT) to a specific mixture’s characteristics. Hence, the
smearing is minimized based on a transient detection measure for each time frame, but
the proposed method ignores the smearing around each time-frequency component.
In [19], the speakers learned at different time-frequency resolutions are separated by
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applying NMF at each resolution and the separated sources are adaptively fused based
on maximum energy compaction principle [16]. However, when the data is separately
analyzed at each resolution as it is performed in [19], the information gained from
the covariance of components extracted at different resolutions cannot be effectively
integrated [20]. The method introduced in this thesis combines the parallel NMF
factorizations used in [19] into a single NTF scheme, thus performs a joint optimization
by fusing the information from various time-frequency resolutions. It is shown that the
fusion of the available information in a joint optimization scheme enhances the quality
of the separated sources.
Another shortcoming of the NMF based factorization techniques is that a single basis
vector is typically far from being sufficient to represent a single audio source. On the
other hand, factorization with a higher rank requires a method for clustering the basis
vectors. However, it is difficult to develop a general clustering method which provides
high performance for different contents. In [12, 21], the bases corresponding to the
sources of pitched instruments are clustered using SNMF under the assumption that
the notes belonging to a single instrument consist of translated versions of a single
frequency basis vector which represents the typical frequency spectrum of any note
played by the same instrument. Moreover, in [22], the bases of each speaker are learned
in advance and the learned basis matrix is fixed throughout the NMFD iterations where
the corresponding gains are updated iteratively. In [23], the instrumental sources are
extracted from the mixed signal by clustering the harmonic structures obtained at
different frames under the assumption that only a single source occurs at one time.
To our knowledge, the unsupervised clustering methods have been usually proposed
for pitched instruments and an unsupervised clustering method that works for all types
of audio signals does not exist.
In the literature, performance of the audio source separation is conventionally
reported in terms of distortion measures. Commonly used measures are the
Signal-to-Distortion-Ratio (SDR), the Signal-to-Interference-Ratio (SIR) and the
Signal-to-Artifacts-Ratio (SAR) [24]. These three measures are calculated based on
the time-domain differences of the estimated and the original signals [24]. Although
the quality of the separated sources can be evaluated as satisfactory in terms of
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these distortion measures, they may sound perceptually annoying. In order to
measure the perceptual quality of the separated sources, recently the quality metrics
Overall Perceptual Score (OPS), Interference-related Perceptual Score (IPS) and
Artifacts-related Perceptual Score (APS) are introduced [25]. Recent works focus on
the development of new methods to incorporate the perceptuality both in the separation
and the evaluation stages.
1.1 Main Contributions of the Thesis
In this thesis, we focus on four different problems encountered in single channel audio
source separation. The first problem involved in this thesis is the incorporation of
perceptuality into source separation. Existing separation algorithms may perform
satisfactory based on some distortion measures although the separated sources may
sound annoying to listeners. To our knowledge, perceptuality has been mostly ignored
in audio source separation. Thus, it is aimed to develop new subspace learning
based audio source separation methods that ensure perceptual quality of the separated
sources. In the proposed blind source separation approaches, the objective function is
formulated as a weighted divergence measured by the Kullback-Leibler (KL) and the
Itakura-Saito (IS) divergences, which are special cases of the β−divergence [26]. A
weighting score matrix is introduced in which a loudness sensation value is assigned
to each critical band of each time frame based on the Perceptual Evaluation of
Audio Quality (PEAQ) model defined in ITU-R recommendations BS. 1387 [27].
The psychoacoustic model in BS.1387 is preferred because it has been considered
as the most effective objective measurement scheme of perceptual audio quality that
takes into account the perceptual properties of the human ear more comprehensively
[27]. Consequently, weighting the divergence in each critical band of each frame
enables a subspace learning that mimics the human perception. The proposed
factorization methods are formulated as two audio source separation schemes:
Perceptually Weighted NMF2D (PW-NMF2D) and Perceptually Weighted Clustered
NMF (PW-CNMF). The PW-NMF2D model extracts a single time-frequency signature
for each source which is shifted in time and frequency to capture the time and
frequency dependencies of the notes played by the same instrument. The PW-CNMF
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method extracts several bases for each source using the perceptually weighted NMF
method and then clusters the bases to the sources at an additional step. The
performances of the introduced methods are compared to the existing NMF based
methods. It is shown in [21,28] that the proposed methods outperform the conventional
NMF based algorithms including SNMF [10], NMF2D [11] and CNMF [12] in audio
quality by an amount of 0.5-2 dB based on the conventional measures SDR, SIR, SAR
and 1-6 points based on the perceptual measures OPS, IPS and APS. Chapter 3 presents
the details of the proposed PW-NMF2D and PW-CNMF schemes.
In the context of the thesis, the second problem involved in is audio source separation
at adaptively tuned time-frequency resolutions. In the literature, most of the spectral
algorithms perform separation using fixed time-frequency resolution based STFT. It is
known that, the transients and the percussives should be analyzed using a short window,
whereas the stationary signals should be analyzed using long windows. Otherwise,
smearing occurs either in time or frequency domain resulting in a poor separation
quality. In order to alleviate the artifacts caused by a fixed time-frequency based
STFT, the separation is achieved in several resolutions by fusing the information in
a joint optimization scheme using Non-negative Tensor Factorization (NTF) based on
the KL divergence. The separated signals estimated at different resolutions are fused
adaptively using the maximal energy compaction principle method proposed in [16].
The motivation of the information fusion after tensor factorization is to perform the
separation in an adaptive time-frequency resolution which minimizes the smearing
both in time and frequency [19]. This supervised multiresolution separation method is
named as MultiResolution NTF (MR-NTF). It is shown by the performance evaluation
on a large dataset that the proposed MR-NTF scheme enhances the separability of the
sources, thus decreases the interference by minimizing the smearing. It improves the
separation quality compared to the fixed time-frequency resolution based approaches
by an amount of 1-4 dB based on the conventional measures SDR, SIR and 5-30 points
based on the perceptual measures OPS and IPS.
In order to take advantages of the high rank factorization, solutions to the clustering
problem are also investigated in the context of the thesis. If the rank of the factorization
is selected as two in the NMF based approaches, each column of the basis matrix
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corresponds to the basis vector of a single source. However, it is hard to capture
all the characteristics of a source using a single basis. If the rank is increased,
the order of the bases become random hence they must be clustered into individual
sources. In the proposed methods, the clustering problem is solved by using two
unsupervised approaches. An unsupervised clustering method is developed for audio
source separation that combines the proposed perceptual weighting algorithm with
the clustering techniques proposed in [12] and [29]. The first unsupervised approach
PW-NMF2D [15,21] is performed based on the SNMF method proposed by FitzGerald
et al. and the NMF2D method proposed by Schmidt et al. [29] under the assumption
that the timbre of a note played by an instrument is constant for the entire range of the
pitch. Thus, a single basis function for a single instrument can be obtained and shifted
in frequency to approximate the bases of the other notes played by the same instrument.
This assumption holds only if a logarithmic frequency resolution of the spectrogram
is used to represent the input signal. The NMF2D method proposed in [29] is an
extension of SNMF [30] method in time which performs the source separation on
the log-frequency spectrogram that can capture both the temporal structure and the
pitch change which occurs when an instrument plays different notes. In both [29]
and [30], the log-frequency spectrogram is used since a pitch change corresponds
to a displacement on the frequency axis. In order to maximize the representation
capability, in PW-CNMF scheme, the NMF bases are extracted with a high rank
value, i.e. 13 (the number of notes in an octave) using perceptually enhanced NMF.
Then, an unsupervised clustering method which basically applies NMF2D, with a
rank value equal to the number of sources, on the decomposed data is performed for
reconstructing the individual audio sources. This clustering approach is based on the
CNMF method proposed in [12]. The developed PW-CNMF approach [28] improves
the quality of the separated signals significantly for music data since it clusters the
decomposed bases into the same source if they share the same timbre at a different
pitch. The clustering problem and the solutions to this problem are discussed in detail
in Chapter 3.
The fourth and the last problem focused on this thesis is the incorporation of the
available prior information into the decomposition algorithm. To achieve this, an
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NMFD algorithm is investigated from a statistical perspective. In the proposed
Bayesian Non-negative Matrix Factor Deconvolution (BNMFD) approach [31], the
multiplicative update rules for NMFD under the KL divergence are derived using an
Expectation-Maximization (EM) algorithm for Maximum Likelihood (ML) estimation
of a conditionally Poisson model through data augmentation. It is shown that the
proposed BNMFD scheme retains the attractive features of the conventional NMFD
such as easy implementation and monotonic convergence while enabling to develop
more powerful models by incorporating the available prior information into the
decomposition algorithm. The proposed Bayesian approach to NMFD is presented
in Chapter 5. The available prior information is also incorporated into the separation
scheme by learning the bases of the sources from the available training data of each
source. In the MR-NTF method, the pre-learned source bases are fixed during the
separation of the mixture signal, thus only the gains and the amplitude envelopes for
the basis vectors are updated iteratively. This enables to perform the separation through
a high-rank factorization by omitting the clustering problem. This approach is named
as informed factorization in the latest works [32]. The learning scheme for the bases
are described in Chapter 4.
Chapter 2 presents the theoretical background by briefly describing the baseline NMF
/ NTF model, the signal resynthesis method and the performance evaluation criteria. In
Chapter 3, the proposed PW-NMF2D and PW-CNMF algorithms are presented. The
proposed multiresolution audio source separation framework MR-NTF is introduced
in Chapter 4. Chapter 5 introduces the variational approach to NMFD method. Chapter
6 concludes the thesis.
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2. THEORETICAL BACKGROUND
In this chapter, the mathematical background on the NMF, the NMF2D and the
NTF models are presented. Following the basic NMF-based separation approaches,
the resynthesis method used in the proposed approaches is described. Finally, the
conventional as well as the perceptual performance measures are described.
2.1 Sound Source Separation by NMF Based Methods
Single-channel sound source separation techniques frequently use a time-frequency
representation of the signal such as spectrogram derived by the STFT. In this section,
a brief description of the NMF and the NMF2D methods which are widely used
for single channel sound source separation are presented. Then, the NTF algorithm
which is an extension of the NMF model and widely used for multi-channel separation
applications is described.
2.1.1 Non-Negative Matrix Factorization
NMF [8] can be effectively used in the decomposition of a magnitude/power
spectrogram X ∈ RK×I into factors due to its ability to give an additive parts-based
representation by factorizing X as
X ≈ ˆX = SFA, (2.1)
where SF ∈RK×R and A ∈RR×I are the non-negative basis and the encoding matrices,
respectively. K, I and R are the number of frequency components, the number of time
frames, and the rank of the factorization, respectively. The rank R is usually chosen
such that KR+RI ≪ KI, thus reducing the dimension of the data.
Figure 2.1 illustrates the factorization schematically. Each element Xki of the
observation matrix X is represented as the multiplication of the k−th row of the basis
matrix SF and the i−th column of the encoding matrix A.
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Figure 2.1: Source decomposition by NMF.
In the literature, the majority of the NMF based sound source separation methods
perform factorization by minimizing a generalized KL divergence [8, 9]. The KL
divergence is defined as:
CKL = ∑
k
∑
i
Xki log
Xki
ˆXki
−Xki + ˆXki, (2.2)
where Xki and ˆXki, (k = 1 . . .K, i = 1 . . . I) denote the k−th frequency component of
the i−th frame of the mixture magnitude spectrogram and the estimated mixture
magnitude spectrogram, respectively.
The IS divergence [33] is also suggested due to the fact that its scale invariant
formulation allows low and high energy components to have the same relative
importance in the factorization. The IS divergence is defined as:
CIS = ∑
k
∑
i
Xki
ˆXki
− log Xki
ˆXki
−1. (2.3)
It is shown that both the KL and the IS divergences are special cases of the β−
divergence [26]. The optimal parameters of the β−divergence depends on the statistics
of the data being investigated. In [34], it is shown that the IS divergence outperforms
the KL divergence on modeling the percussive components while the KL divergence
has better performance on modeling the pitched instruments.
By applying gradient descent optimization procedure on the KL divergence, the update
rules for A and SF are obtained as [7]:
Ari ← Ari ∑k
SFkrXki/ ˆXki
∑k SFkr
(2.4)
SFkr ← SFkr
∑i AriXki/ ˆXki
∑i Ari
. (2.5)
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Similarly, the update rules for A and SF are obtained for the IS divergence based cost
function as [33]:
Ari ← Ari ∑k
SFkrXki/ ˆX2ki
∑k SFkr/ ˆXki
(2.6)
SFkr ← SFkr
∑i AriXki/ ˆX2ki
∑i Ari/ ˆXki
. (2.7)
Some efforts have been made to improve the subspace representation provided by
the basis vectors and/or time varying gains by imposing further constraints on the
decomposition, such as sparsity [8, 35], spatial localization [35], and smoothness
[8, 35]. Alternatively, the NMF methods can be derived in a probabilistic setting,
based on the distribution of the data [31, 36]. In [36], Maximum-a-Posteriori (MAP)
estimation of the basis (SF ) and the gain (A) matrices are derived under the assumption
that SF and A are independently determined by a Gaussian process connected by a
link function. In our approach [31], a probabilistic interpretation and a full Bayesian
inference are proposed for the NMFD model which also facilitate automatic model
selection and determination of the sparsity criteria.
NMF provides a useful tool for analyzing data. However, it ignores the potential
dependencies across successive columns or rows of its input X. A regularly repeating
pattern that spans multiple columns (rows) of X would have to be represented by NMF
using multiple bases (gains) that describe the entire sequence.
2.1.2 Non-Negative Matrix Factor 2-D Deconvolution
Let an instrument be modeled by a specific time-frequency signature modulating the
sound of the instrument over time τ . When an instrument plays a note at a certain time
τ with a certain pitch φ , it corresponds to displacing the time-frequency signature on
the log-frequency axis. This forms the basic idea of the NMF2D model proposed by
Schmidt et al. [11], [37].
In this model, the log-magnitude spectrogram is used to represent the observation
signal. To obtain the log-magnitude spectrogram, each frame is transformed
into frequency domain by taking the Discrete Fourier Transform (DFT) and then
grouping the spectrogram bins into the logarithmically spaced frequency bins. Only
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Figure 2.2: Source decomposition by NMF2D.
positive frequencies are retained by taking the absolutive values of the log-frequency
spectrogram resulting in Xmi, where m = 0 . . .M− 1 is the log-frequency index and
i = 0 . . . I−1 is the frame index .
In order to model both time and frequency characteristics of an audio spectrogram
efficiently, the conventional NMF model is extended to be a 2-D convolution of Sτ ,
which depends on time τ , and Aφ , which depends on pitch φ . This forms the NMF2D
model proposed in [11]:
X≈ ˆX= ∑
τ
∑
φ
↓φ
Sτ
→τ
Aφ , (2.8)
where ↓ φ denotes the downward shift operator which moves each element in the
matrix φ rows down, and → τ denotes the right shift operator which moves each
element in the matrix τ columns to the right [11]. In this model, X is the log-frequency
magnitude spectrogram obtained through multiplication of the magnitude spectrogram
X with a transform matrix LF ∈ RM×K which yields X= LFX [38].
Each element in ˆX is defined as:
ˆXmi = ∑
τ
∑
φ
∑
r
Sτm−φ ,rA
φ
r,i−τ , (2.9)
where r denotes the component index; φ shifts each element in the matrix φ rows
down, and τ shifts each element in the matrix τ columns to the right. The leftmost
columns of Aφr,i−τ and the uppermost rows of Sτk−φ ,r are set to zero so as to maintain
the original size of the input.
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Effectively, what happens is that the set of r−th columns of Sτ defines a
two-dimensional basis. This basis is shifted and scaled by convolution across the axis
of τ with the r−th row of Aφ . The resulting reconstruction is a summation of all the
basis convolution results for each of the R bases. Figure 2.2 explains the notation.
In terms of computational complexity, the NMF2D technique depends mostly on the
parameters τ = 0 · · ·T −1 and φ = 0 · · ·Θ−1. If Θ = 1, then it reduces to the NMFD
method proposed in [9], and if Θ = 1,T = 1 it reduces to the conventional NMF
method. Otherwise it is burdened with extra matrix updates equivalent to one NMF
per unit of T ×Θ.
In the literature, the NMF2D based algorithms are used to estimate the non-negative
basis vectors and mixing matrices iteratively based on the minimization of a cost
function such as the KL and the IS divergences.
By applying gradient descent optimization procedure on the KL divergence, the update
rules for Aφ and Sτ are obtained as:
Aφri ← Aφri
∑m ∑τ Xm,i+τˆXm,i+τ S
τ
m−φ ,r
∑m ∑τ Sτm−φ ,r
(2.10)
Sτmr ← Sτmr
∑φ ∑i Xm+φ ,iˆXm+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τ
. (2.11)
Similarly, the update rules based on the IS divergence are obtained as:
Aφri ← Aφri
∑m ∑τ Xm,i+τˆX2m,i+τ S
τ
m−φ ,r
∑m ∑τ
Sτm−φ ,r
ˆXm,i+τ
(2.12)
Sτmr ← Sτmr
∑φ ∑i Xm+φ ,iˆX2m+φ ,i A
φ
r,i−τ
∑φ ∑i
Aφr,i−τ
ˆXm+φ ,i
. (2.13)
These updates are applied iteratively until the two factors converge. The derivation of
the update rules can be found in Appendix A.1 and Appendix A.2.
To give an idea, the source matrices Sτ and the basis matrices Aφ obtained by
minimizing the KL divergence for each factor are displayed in Figure 2.3 along with
the mixture spectrogram. The R columns of Sτ obtained by NMF2D represent the
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Figure 2.3: Factorization of a piece of music using NMF2D. The two time-frequency
plots on the left are Sτ for each factor, i.e. the time-frequency signature
of the two sources. The two time-pitch plots on the top are Aφ for each
factor showing how the sources are placed in time and pitch.
dominant spectral patterns contained in the input whereas their weights Aφ correspond
to their temporal profiles.
After convergence, the log-frequency magnitude spectrogram ˆXr for the r−th
component is estimated as:
ˆXr ≈∑
τ
∑
φ
Sτm−φ ,rA
φ
r,i−τ . (2.14)
In the NMF2D model, each component r corresponds to a source j. These estimated
log-frequency magnitude spectrograms are mapped back to linear frequency domain
by ˆX j = LF
⊤
ˆX j [38].
In [9], it is shown that this type of analysis is efficient for finding the salient spectral
sequences contained in auditory scenes and can be further employed to extract them.
16
In Chapter 3, the performance of NMF2D is evaluated as applied on perceptual audio
source separation.
2.1.3 Non-Negative Tensor Factorization
A model which imposes non-negativity on factor matrices and the input tensor is
called the Non-negative Tensor Factorization (NTF). The Parallel Factor Analysis
(PARAFAC) algorithms decompose the input tensor into a sum of multi-linear terms
in a way analogous to the bilinear matrix decomposition [20]. PARAFAC usually does
not impose any orthogonality constraints. A non-negative version of PARAFAC was
first introduced by Carroll et al. [39].
In this thesis, we use an algorithm which optimizes a generalized KL divergence
between the observed data and the NTF model:
D(X|| ˆX) =
C
∑
c=1
K
∑
k=1
I
∑
i=1
(
Xcki log
Xcki
ˆXcki
−Xcki + ˆXcki
)
, (2.15)
where c,k, i are indices over the channel, the frequency bin and the time frame,
respectively. X ∈ RC×K×I is a 3-way tensor containing the C magnitude spectrograms
of the mixture and ˆX is an approximation to X. Note that, NMF is a particular
case of NTF, when the tensor has a single layer (C = 1). Besides enabling to
factorize higher-order matrices, the main advantage of NTF over NMF is that a tensor
factorization is unique [40].
The signal model in (2.15) can be written as:
Xcki ≈ ˆXcki =
R
∑
r=1
QcrSkrAir, (2.16)
where Q ∈ RC×R is a matrix containing the gains of each component in each layer,
S ∈ RK×R is the basis matrix containing the frequency basis vectors and A ∈ RI×R
is the corresponding amplitude envelopes for the frequency basis vectors. NTF is
widely used in multichannel source separation applications where each tensor slice Xc
represents the magnitude spectrogram of the mixture in the c−th channel. Each rank-1
spectrogram SrA⊤r defines a component with its own spatial que Qr. Our approach
differs from the methods in the literature by representing the single observation in a
tensor structure where each layer Xc of the tensor is the magnitude spectrogram of
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Figure 2.4: Non-negative Tensor Factorization of a 3-way array.
the same mixture in a different time-frequency resolution. It is proposed to learn a
single set of frequency basis vectors S which can be used to describe each resolution
of the input signal, a corresponding set of amplitude basis vectors A, and a set of
corresponding gains Q which decides in which proportion a given pair of frequency
and amplitude basis vectors exist in each resolution.
In this work, the most used tensor model, PARAFAC structure is used. The PARAFAC
structure allows representing a tensor of order n by means of n matrices, called matrix
factors which is illustrated in Figure 2.4. The factor matrices refer to the combination
of the vectors from the rank-one components, i.e., S = [s1 s2 · · ·sR] and likewise for
Q and A.
Eliminating the terms in the cost function (2.15) which are constant yields:
D(X|| ˆX) =
C
∑
c=1
K
∑
k=1
I
∑
i=1
(
−Xcki log ˆXcki + ˆXcki
)
(2.17)
=
C
∑
c=1
K
∑
k=1
I
∑
i=1
(
−Xcki log
( R∑
r=1
QcrSkrAir
)
+
R
∑
r=1
QcrSkrAir
)
. (2.18)
Taking the gradient of the cost function in (2.18) with respect to Q yields the following
update equation:
Qcr = Qcr +ηQcr
[ K
∑
k=1
Skr
I
∑
i=1
ΛckiAir−
K
∑
k=1
Skr
I
∑
i=1
Air
]
, (2.19)
where
Λcki = Xcki/ ˆXcki. (2.20)
Equation (2.19) can be converted into a multiplicative update rule by setting ηQ as:
ηQcr = Qcr/
( K∑
k=1
Skr
I
∑
i=1
Air
)
. (2.21)
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The multiplicative update rule for Q is then given by:
Qcr ← Qcr
( K
∑
k=1
Skr
I
∑
i=1
ΛckiAir
)
/
( K
∑
k=1
Skr
I
∑
i=1
Air
)
. (2.22)
The update equations for S and A can be derived in a similar manner. Taking the
gradient of the cost function in (2.18) with respect to S yields the following update
equation:
Skr = Skr +ηSkr
[ C
∑
c=1
Qcr
I
∑
i=1
ΛckiAir−
C
∑
c=1
Qcr
I
∑
i=1
Air
]
. (2.23)
Equation (2.23) can be converted into a multiplicative update rule by setting ηS as:
ηSkr = Skr/
( C∑
c=1
Qcr
I
∑
i=1
Air
)
. (2.24)
The multiplicative update rule for S is then given by:
Skr ← Skr
( C
∑
c=1
Qcr
I
∑
i=1
ΛckiAir
)
/
( C
∑
c=1
Qcr
I
∑
i=1
Air
)
. (2.25)
Taking the gradient of the cost function in (2.18) with respect to A yields the following
update equation:
Air = Air +ηAir
[ C
∑
c=1
Qcr
K
∑
k=1
ΛckiSkr−
C
∑
c=1
Qcr
K
∑
k=1
Skr
]
. (2.26)
Equation (2.26) can be converted into a multiplicative update rule by setting ηA as:
ηAir = Air/
( C∑
c=1
Qcr
K
∑
k=1
Skr
)
. (2.27)
The multiplicative update rule for A is then given by:
Air ← Air
( C
∑
c=1
Qcr
K
∑
k=1
ΛckiSkr
)
/
( C
∑
c=1
Qcr
K
∑
k=1
Skr
)
. (2.28)
The use of the multiplicative updates ensures that once Q,S and A are randomly
initialized to non-negative values, the resulting matrices will only contain non-negative
values.
Upon convergence, the magnitude spectrogram of each source j is obtained as:
ˆX jki =
C
∑
c=1
R
∑
r=1
Q jcrS jkrA jir (2.29)
where Q j, S j and A j stand for the gains, the bases and the basis envelopes for the j−th
source, respectively.
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2.2 Resynthesis of Audio Sources
Several methods are proposed for resynthesis using the recovered source spectrogram
which are compared in [41]. Commonly used one applies the original phase
information to ˆX j hence inverts the resultant spectrogram to the time domain. This
requires a prior knowledge of the sources. However, this information is not provided
in blind approaches. Another method is the binary masking method used by Schmidt et
al. in [11] where spectrogram masks are constructed for each instrument by assigning
each time-frequency component to the instrument with the highest power at that bin
[11]. This assumption does not hold well for musical signals in which the instruments
usually play in harmony with one and other, resulting in overlapping partials. In
the third method, the recovered source spectrogram ˆX j is used to filter the original
spectrogram F. This method has an advantage over the binary masking method [11]
hence gives better results when dealing with musical signals [41]. Another method
estimates the spectrogram of the estimated source by filtering the original spectrogram
with the element-wise ratio of the estimated magnitude spectrogram of the source to
the sum of the estimated magnitude spectrograms of all sources. This method works
better than the previously mentioned methods by assigning the proportional quantity
of amplitude to each time-frequency cell to the source in relation to the total amplitude
of all sources in this cell.
In the proposed approaches, based on the reconstructed individual magnitude source
spectra ˆX j, spectrogram of each source is constructed by using the resynthesis method
introduced in [41, 42]
ˆFjki = Fki
ˆX2jki
∑ j ˆX2jki
, (2.30)
where Fki is the k−th frequency component of the i−th frame of the mixture
spectrogram, ˆX jki is the k−th frequency component of the i−th frame of the estimated
magnitude spectrogram of the j−th source. (2.30) represents an adapted Wiener
filtering approach proposed by Benaroya et al. in [42] for stationary Gaussian sources.
While music and speech signals can be considered as approximately stationary on a
frame by frame basis, this approach can be applied as a spectral filter ensuring the
unaccounted energy in the input mixture to be redistributed to the resulting sources
in proportion. In [41], it is shown that the Wiener filtering approach results in better
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perceptual quality compared to the previously mentioned methods. Finally, the time
domain estimates sˆ j of the sources are obtained by applying Inverse STFT (ISTFT) on
the estimated coefficients ˆFjki.
2.3 Performance Evaluation Measures
In order to evaluate the perceived quality of the separated sound sources obtained
using the proposed algorithms, the conventional measures proposed in [24] are
used. Most of the existing methods report the performance using the BSSEVAL
toolbox [43] in terms of SDR, SIR and SAR [24]. Therefore, the performance is
reported using these measures in order to make comparison with the conventional
methods tractable. However, since our objective is the evaluation of perceptual quality
of the separated sources, the performance is also reported in terms of perceptual
measures recently described in [25]. The measures quantify the performance with
a scoring mechanism where the scores are named as OPS, IPS and APS. Similar
to the conventional measures, the perceptual quality measures are also designed to
evaluate the performance of audio separation in terms of interference, artifacts, and
total distortion but as perceived by humans. The PEASS Toolkit [44] is used to
examine the perceptual quality of the separated sources.
The computation of these measures are defined step by step in detail starting from
the reconstructed signal. The reconstructed j−th source signal denoted by sˆ j can be
computed as:
sˆ j = s j + e
target
j + e
inter f
j + e
arti f
j , (2.31)
where s j is the original source signal; etargetj , e
inter f
j and e
arti f
j account for the target
distortion, the interferences of the unwanted sources and the deformations induced
by the separation algorithm that are not allowed (artifacts), respectively. In [24], it
is assumed that these components are linearly distorted versions of the true source
signals, where distortion is modeled through time-invariant Finite Impulse Response
(FIR) filters. The coefficients of these filters are computed by two nested least-square
projections: first, the distortion signal is projected onto the subspace spanned by
delayed versions of all source signals sh(t −∆t),1 ≤ h ≤ J,0 ≤ ∆t ≤ ℓ− 1 (J is the
number of sources), so as to obtain etargetj (t)+ einter fj (t) at time t. Then it is further
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projected on the smaller subspace spanned by delayed versions of the target signal
s j(t −∆t),0 ≤ ∆t ≤ ℓ− 1, so as to obtain etargetj (t) alone. At the last step, earti fj (t) is
defined as the residual [24].
If these components are assumed to be linearly distorted versions of the original source
signals [15,24,31], they cannot effectively estimate the expected components perceived
by humans. The method proposed in [25] proposes to use the auditory time-frequency
resolution instead of the linear frequency resolution to calculate the distortions. For
this issue, the estimated source signal sˆ j(t) and all original source signals sh(t),1 ≤
h ≤ J are first split into subband signals sˆ jb(t) and shb(t) indexed by b using a bank
of 4th-order gammatone filters [25]. The center frequencies are linearly spaced on the
auditory-motivated Equivalent Rectangular Bandwidth (ERB) scale from 20 Hz to the
Nyquist frequency.
In each subband b, the estimated source signal sˆ jb(t) and the delayed true source
signals shb(t−∆t),1 ≤ h ≤ J, −ℓ/2 ≤ ∆t ≤ ℓ/2 (ℓ is the filter length), are partitioned
into overlapping time frames indexed by i via
sˆ jbi(t) = wa(t)sˆ jb(t− iN) (2.32)
s∆thbi(t) = wa(t)shb(t− iN−∆t), (2.33)
where wa denotes the sine analysis window with length 4N and step size N.
The distortion components are estimated by an additional filtering in each subband
of each time frame via multichannel time-invariant FIR filtering of the target source
signal and the interfering source signals using:
e
target
jbi (t) =
ℓ/2
∑
∆t=−ℓ/2
α jbi, j(∆t)s∆tjbi(t) (2.34)
e
inter f
jbi (t) = ∑
h6= j
ℓ/2
∑
∆t=−ℓ/2
α jbi,h(∆t)s∆thbi(t) (2.35)
e
arti f
jbi (t) = sˆ jbi(t)− s jbi(t)− etargetjbi (t)− einter fjbi (t). (2.36)
Unlike [24], centered FIR filters are used and the interference component explicitly
excludes the target source j. The filter coefficients are computed by the least-squares
projection of the distortion sˆ jbi(t)− s jbi(t) onto the subspace spanned by the delayed
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source signals s∆thbi(t),1 ≤ h ≤ J,−ℓ/2 ≤ ∆t ≤ ℓ/2. The vector of coefficients α jbi is
defined as α jbi = S+bi(sˆ jbi− s jbi) where sˆ jbi and s jbi are, respectively, 4N×1 vectors of
the estimated and the original source signals, Sbi is the 4N×(ℓ+1)J matrix of delayed
original source signals and + denotes matrix pseudo-inversion.
Full-duration distortion components are reconstructed from the time-localized
components in each subband using Overlap-Add (OLA):
e
target
jb (t) = ∑
i
ws(t− iN)etargetjbi (t− iN) (2.37)
e
inter f
jb (t) = ∑
i
ws(t− iN)einter fjbi (t− iN) (2.38)
e
arti f
jb (t) = ∑
i
ws(t− iN)earti fjbi (t− iN), (2.39)
where ws is a sine synthesis window of length 4N. The full band distortion components
e
target
j ,e
inter f
j and e
arti f
j are obtained using the gammatone synthesis filters [25]. As
shown in [25], using the auditory filterbanks removes the sources from the artifacts
components whereas it can still be heard with the state-of-the-art one [24]. It also
enhances the relevance of the target distortion and the interference components.
The state-of-the-art distortion measures are defined as [24, 25]:
SDR ≡ 10log10
‖s j‖2
‖sˆ j− s j‖2 , (2.40)
SIR ≡ 10log10
‖s j + etargetj ‖2
‖einter fj ‖2
, (2.41)
SAR ≡ 10log10
‖s j + etargetj + einter fj ‖2
‖earti fj ‖2
. (2.42)
As it is stated in [25], these energy ratios do not always fit the perceptual salience
of each component within the estimated source. One of these issues is that, the low
frequency components affect the energy ratios more than perception. Another issue is
that the auditory masking of soft distortion components by the target signal or by louder
distortion components is not taken into account. In order to overcome these issues, a
two-step approach is proposed in [25]. First, the salience of each distortion component
is assessed using auditory model-based metrics and then the resulting features are
combined by nonlinear mapping which produces the objective measures:
• The Overall Perceptual Score (OPS)
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• Interference-related Perceptual Score (IPS)
• Artifacts-related Perceptual Score (APS).
The Perceptual Similarity Measure (PSM) provided by the PErception MOdel based
Quality (PEMO-Q) auditory model [45] is employed to calculate the perceptual
salience of the overall distortion and of each specific distortion component by
comparing the estimated source signal sˆ j with itself minus the distortion under
consideration. This yields four features:
qoverallj = PSM(sˆ j,s j) (2.43)
qtargetj = PSM(sˆ j,s je
target
j ) (2.44)
qinter fj = PSM(sˆ j,s je
inter f
j ) (2.45)
qarti fj = PSM(sˆ j,s je
arti f
j ). (2.46)
A nonlinear mapping is applied to combine these features into a scalar measure
for each grading task and to adapt the feature scale to the subjective grading
scale. For a given task, the feature vector q j involves either the four features q j =
[qoverallj ,q
target
j ,q
inter f
j ,q
arti f
j ] or a subset of these features.
A one-hidden-layer feedforward neural network composed of P sigmoids is employed
to map each feature vector q j into an OPS, IPS or APS score f (q j) via the function
f (q j) =
P
∑
p=1
vpg(w⊤p q j +bp) (2.47)
where g(x) = 1/(1+ exp(−x)) is the sigmoid function and vp, wp and bp denote the
output weight, the vector of input weights and the bias of sigmoid p.
In order to measure the perceptual quality of the reconstructed sources, the PEASS
Toolkit [44] is used and the results are reported in terms of OPS, IPS, APS.
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3. PERCEPTUALLY ENHANCED BLIND SINGLE-CHANNEL MUSIC
SOURCE SEPARATION BY NMF
In this chapter, it is focused on blind single channel separation of pitched instruments
by defining the problem as a constrained optimization problem where the perceptual
quality of the separated sources constitutes the constraint.
In music source separation, NMF is capable of modeling each note played by a given
instrument with a single basis vector [10]. On the other hand, since a music signal is
composed of several notes, the separation generates multiple bases for each instrument.
This requires the clustering of the components into sources and it is a common
drawback of the source separation methods where the number of extracted components
is greater than the number of sources. FitzGerald et al. proposed SNMF [10] which
avoids the need for clustering under the assumption that the notes belonging to a
single source consist of the translated versions of a single basis vector provided that a
log-frequency scale is used to represent the bases. Similarly, the NMF2D algorithm is
proposed by Schmidt et al. [11] for separating the instruments in polyphonic music by
representing each instrument using a single time-frequency profile convolved in both
time and frequency in a log-frequency magnitude spectrogram. Thus, NMF2D method
performs both the time and the frequency translations encountered, respectively, in
NMFD [9] and SNMF [10]. The advantage of convolutive NMF methods is that
they perform separation by considering the time-frequency relations of different notes
generated by an instrument without requiring a clustering scheme. However, the
expense is the high computational complexity. Another deficit of the SNMF [10]
and the NMF2D [11] methods is that, there is no true inverse to a log-frequency
spectrogram which affect the quality of the separated sources. In [10], an efficient
Constant-Q-Transform introduced in [46] is used which allows an improved inverse
transform with an increase in redundancy by a factor around four or five.
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Another important issue in source separation is the quality of the separated sources.
In order to improve the sound quality, it is clear that the human perception has to
be included into the separation scheme. Knowing that the sound quality is related
to the human perception, incorporating the loudness perception model of the Human
Auditory System (HAS) into the NMF-based single channel audio source separation
is proposed. This is achieved by formulating a weighted divergence in which the
objective function is minimized within perceptual critical bands for each source. The
weights are selected based on the PEAQ model defined in ITU-R BS. 1387 [27].
In the literature, a number of work utilizes the framework of psychoacoustics [47]
in subspace learning. Among these, Virtanen [13] performs a perceptually weighted
NMF algorithm for single channel source separation by assigning a weighting
coefficient for each critical band of each frame in order to model the loudness
perception of the HAS. In [13], NMF factorization is performed within 24 critical
bands defined in [47] and improvement achieved by including the perceptual frequency
masking into factorization is reported. Each separated time-domain component is
mapped to the time domain and clustered into the sources by a supervised approach
which minimizes the residual-to-signal-ratio. Moreover, this method does not consider
the harmonicity of the notes. Thus, it is not capable of robustly separating the mixtures
of the pitched instruments composed of more than a single note.
In [14], a perceptually motivated FDICA scheme is proposed which filters the
frequency components that are perceptually irrelevant by exploiting the masking
properties of speech. The clustering problem is solved by utilizing a similarity
measure among spectral envelopes of the separated frequency components and the
coherency of perceptually masked mixing matrices in several adjacent frequencies.
In performance evaluations, the permutation capability is investigated rather than the
separation quality. In our previous work [15], the NMF2D is directly performed on
an auditory representation of mixed audio sources which decreases the size of the
data thus the computational complexity significantly while improving the separation
quality. Furthermore, a K-means based clustering is performed on the separated bases
that complicates the source separation. In [48], the NMF is used for audio content
representation and its reconstruction capability is evaluated based on the perceptual
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quality measure referred as Noise-to-Mask-Ratio (NMR) [27]. A following work by
Nikunen & Virtanen [49], minimizes the perceptual distortion of NMF based audio
representation using the NMR as objective criteria [48]. Both [48] and [49] perform
perceptually weighted NMF for signal reconstruction not for source separation.
The introduced single channel music source separation method in this thesis integrates
the human perception into the source separation and solves the clustering problem
using two blind approaches [28]. A weighted optimization function based on the KL
and the IS divergences is formulated that adopts the PEAQ auditory model defined
in ITU-R BS.1387 [27] into the separation scheme through a weighting score matrix.
The ITU-R BS.1387 is considered as the most effective objective measurement scheme
of perceptual audio quality. It introduces 109 critical bands which enables to analyze
the signals in a higher frequency resolution and also formulates time spreading which
has not been considered before [27]. To our knowledge, no source separation method
exists integrating the standardized PEAQ model [27] into the source separation scheme
before [15, 21]. Moreover, our preliminary algorithms [15, 21] are the first works that
integrate human perception into shift-invariant model NMF2D. These constitute the
main differences between the proposed algorithms and the weighted NMF method
presented in [13]. In the proposed PW-NMF2D approach [21, 28] as well as our
previous work [15], each source is represented using a time-frequency signature
convolved in time and frequency to capture the different notes of each instrument.
Inspiring from [12], the proposed second approach, inserts the weighting scheme in a
similar two step algorithm and it is named as PW-CNMF [28]. In PW-CNMF, a high
rank perceptually weighted NMF factorization is performed in order to obtain a single
basis for each note. These bases are then clustered into sources using NMF2D in an
additional step. Thus, the components of the notes belonging to the same source are
clustered into the same group and then resynhtesized back to the time domain using the
encoding matrix obtained from the mixture. Note that, both of the proposed methods
perform clustering without requiring any information about the sources. The proposed
methods are compared with the SNMF [10], NMF2D [11] and CNMF [12] schemes
on a large test set. It is shown that the use of perceptually motivated factorization
increases the perceptual quality of the separated sources. Moreover, it is concluded
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that using temporal masking along with the frequency masking in the calculation of
the weighting matrix enables us efficiently modeling temporal changes of the sources.
The rest of this chapter is organized as follows. The introduced perceptually enhanced
models are described in Section 3.1. The experimental results obtained by the proposed
methods are reported in Section 3.2. This chapter is concluded with some discussions
in Section 3.3.
3.1 Proposed Perceptually Weighted NMF
In Section 3.1.1, the perceptually weighted cost functions are formulated for the
proposed PW-NMF2D and PW-CNMF methods. Section 3.1.2 gives the details of
perceptual weighting.
3.1.1 Weighted objective function
In the proposed blind source separation method, the objective function is formulated
as a weighted divergence by
CW =
I
∑
i=1
Nc∑
b=1
PbiGbi, (3.1)
where Pbi is the weighting score assigned to the b−th critical band of the i−th time
frame of the observed mixture spectrogram matrix; I and Nc are the total number of
the time frames and the critical bands, respectively. The critical bands represent the
frequency resolution of the auditory system and they are spaced linearly below 500 Hz
and logarithmically above 500 Hz. This scale is named as the Bark scale, a frequency
scale on which equal distances correspond to perceptually equal distances, and the
critical bands have equal bandwidth in terms of bark [47]. The matrix G shown in
(3.1) holds the element-wise divergence. Note that the cost function formulated by
(3.1) reduces to the objective function of the conventional NMF where Pbi = 1,∀b, i.
Weighting the objective function of decomposition in each critical band enables
a subspace learning that mimics the human perception. This yields a perceptual
distortion measure based on an auditory model that forces the source separation to
be optimized in terms of perceptual quality. This is achieved by increasing/decreasing
the cost term corresponding to the critical bands adaptively. Specifically in (3.1), the
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Figure 3.1: Weighting scores Pbi in (a) each critical band of each audio frame, (b)
each critical band of i = 117th frame, (c) b = 31st critical band of all time
frames, (d) in each critical band of each audio frame as a mesh plot.
weighting score matrix controls the additive penalty term derived by the perceptually
masked loudness levels. The perceptual masking is applied based on the perceptual
model of the PEAQ defined in ITU-R BS.1387 [27] for extracting the weighting score
matrix. The aim is to assign a “perceptual significance ” weight Pbi for each critical
band b in each audio frame i. In Figure 3.1, the weighting scores calculated (a) in each
critical band of each frame of the input signal is illustrated with the Pbi, b = 1 · · ·Nc,
i = 1 · · · I; (b) for a single frame i = 117 of the signal with Pbi, b = 1 · · ·Nc; (c) for a
specific critical band b = 31 over all frames with Pbi, i = 1 · · · I. The total number of
critical bands is Nc = 109 as it is defined in [27]. It is observed that, the weighting
scores are adaptively adjusted through the critical bands. Moreover, it can be observed
that the distribution is capable of tracking the temporal changes of the spectrogram.
The overall weighting matrix is displayed as a mesh plot in Figure 3.1 (d).
Note that the factorization is performed based on the cost function defined in bark
scale as in (3.1). Perceptually weighting the cost function of NMF is first proposed
by Virtanen [13]. Unlike [13], the proposed perceptual model is integrated into the
shift-invariant models NMF2D [11] and CNMF [12], and the weighting coefficients
are calculated based on the PEAQ model defined in [27]. Thus, the clustering problem
encountered in separation is eliminated using these two different state-of-the-art
methods. The proposed perceptually weighted NMF2D and CNMF methods are
named as PW-NMF2D and PW-CNMF, respectively.
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3.1.1.1 Source separation by perceptually weighted NMF2D
The NMF2D model assumes that the frequency signature of a specific note played by
an instrument has a fixed temporal pattern (echo); and different notes played by the
same instrument has same time-log-frequency signature but varying in fundamental
frequency (shift) where the frequency is defined in log-scale [11]. It is also shown
that individual notes can be effectively tracked in the log-frequency domain with
a higher resolution [10, 11]. Therefore, the bases of the NMF2D are initialized in
log-scale using M = 421 frequency bands. To formulate the relation between the bark
scale and the higher resolution log-frequency scale, G is mapped by D = LG into the
log-frequency domain using a transform matrix L ∈ RM×B, where each column of L
contains the power response of a bark band for all log-frequency indices. The matrix
D holds the element-wise components of the optimization function. The use of both
the KL and the IS divergences are investigated for optimizing the factorization. The
element-wise KL divergence can be defined as
D
KL
mi = Xmi log
Xmi
ˆXmi
−Xmi + ˆXmi, (3.2)
where m = 1 . . .M is the log-frequency index, i = 1 . . . I is the frame index. Similarly,
the element-wise IS divergence can be defined as
D
IS
mi =
Xmi
ˆXmi
− log Xmi
ˆXmi
−1. (3.3)
Consequently, the objective function in (3.1) can be rewritten in the higher resolution
log-frequency scale as in (3.4)
CW = ∑
i
∑
b
∑
m
PbiL⊤bmDmi = ∑
i
∑
m
WmiDmi, (3.4)
where W = LP.
Essentially, the weighting scores are calculated in the critical bands [27] and in order
to be consistent with the signal representation; the weighting score matrix is mapped
into the logarithmically spaced frequency bins. Thus, the weighting is effectively
performed in perceptual bands of the HAS. Hence the weighted KL divergence update
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rules for Aφ and Sτ are derived as:
Aφri ← Aφri
∑m ∑τ Wm,i+τ Xm,i+τˆXm,i+τ S
τ
m−φ ,r
∑m ∑τ Sτm−φ ,rWm,i+τ
(3.5)
Sτmr ← Sτmr
∑φ ∑iWm+φ ,iXm+φ ,iˆXm+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τWm+φ ,i
. (3.6)
Similarly, the weighted IS divergence update rules are obtained as:
Aφri ← Aφri
∑m ∑τ Wm,i+τ Xm,i+τˆX2m,i+τ S
τ
m−φ ,r
∑m ∑τ Sτm−φ ,r
Wm,i+τ
ˆXm,i+τ
(3.7)
Sτmr ← Sτmr
∑φ ∑iWm+φ ,iXm+φ ,iˆX2m+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τ
Wm+φ ,i
ˆXm+φ ,i
. (3.8)
In order to obtain the separated sources, both of these updates are applied iteratively
until the two factors converge. In Appendix A.1 and Appendix A.2, derivation of the
multiplicative update equations are presented for the basis and the gain matrices based
on the KL and the IS divergences, respectively.
After convergence, the PW-NMF2D algorithm yields the log-frequency magnitude
spectrogram for each component r,
ˆXrmi = ∑
τ
∑
φ
Sτm−φ ,rA
φ
r,i−τ , r = 1 · · ·R, (3.9)
where m and i are the indexes for the log-frequency bin and the time frame,
respectively. Note that each r−th component represents a single source. Thus,
the component index r can be replaced with the source index j. The estimated
log-frequency magnitude spectrograms ˆX j are mapped to the linear-frequency domain
by ˆX j = LF
⊤
ˆX j.
The proposed PW-NMF2D algorithms based on the KL and the IS divergences are
summarized in Algorithm 1 and Algorithm 2, respectively.
The change of the element-wise KL divergence for a single time-frequency component
is plotted in Figure 3.2(a) for NMF2D and PW-NMF2D methods. For this particular
time-frequency component, the value of the weighting score is high, hence the
contribution of the element-wise KL divergence in this component is increased in the
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Figure 3.2: The change of the element-wise KL divergence Gbi obtained in the b =
31st critical band of i = 117th time frame at each iteration by (a) the
NMF2D and the proposed PW-NMF2D methods, (b) the CNMF and the
proposed PW-CNMF methods.
Algorithm 1 The PW-NMF2D algorithm based on the KL divergence.
1: Calculate perceptual weighting score matrix P
2: Map P to log-frequency domain W = LP
3: Initialize Aφ and Sτ randomly
4: for n = 1 · · · MAXITER do
5:
ˆXmi = ∑
τ
∑
φ
∑
r
Sτm−φ ,rA
φ
r,i−τ
6:
Aφri ← Aφri
∑m ∑τ Wm,i+τ Xm,i+τˆXm,i+τ S
τ
m−φ ,r
∑m ∑τ Sτm−φ ,rWm,i+τ
7:
ˆXmi = ∑
τ
∑
φ
∑
r
Sτm−φ ,rA
φ
r,i−τ
8:
Sτmr ← Sτmr
∑φ ∑iWm+φ ,iXm+φ ,iˆXm+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τWm+φ ,i
9: end for
10: Calculate magnitude log-frequency spectrogram: ˆX jmi = ∑τ ∑φ Sτm−φ , jAφj,i−τ
11: Map to linear-frequency domain: ˆX j = LF
⊤
ˆX j
12: Calculate complex frequency spectrogram: ˆFjki = Fki
ˆX jki
∑ j ˆX jki
13: Calculate time domain estimate: sˆ j(t)← ISTFT( ˆF j)
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Algorithm 2 The PW-NMF2D algorithm based on the IS divergence.
1: Calculate perceptual weighting score matrix P
2: Map P to log-frequency domain W = LP
3: Initialize Aφ and Sτ randomly
4: for n = 1 · · · MAXITER do
5:
ˆXmi = ∑
τ
∑
φ
∑
r
Sτm−φ ,rA
φ
r,i−τ , m = 1 · · ·M, i = 1 · · · I
6:
Aφri ← Aφri
∑m ∑τ Wm,i+τ Xm,i+τˆX2m,i+τ S
τ
m−φ ,r
∑m ∑τ Sτm−φ ,r
Wm,i+τ
ˆXm,i+τ
7:
ˆXmi = ∑
τ
∑
φ
∑
r
Sτm−φ ,rA
φ
r,i−τ , m = 1 · · ·M, i = 1 · · · I
8:
Sτmr ← Sτmr
∑φ ∑iWm+φ ,iXm+φ ,iˆX2m+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τ
Wm+φ ,i
ˆXm+φ ,i
9: end for
10: Calculate magnitude log-frequency spectrogram: ˆX jmi = ∑τ ∑φ Sτm−φ , jAφj,i−τ
11: Map to linear-frequency domain: ˆX j = LF
⊤
ˆX j
12: Calculate complex frequency spectrogram: ˆFjki = Fki
ˆX jki
∑ j ˆX jki
13: Calculate time domain estimate: sˆ j(t)← ISTFT( ˆF j)
total additive error given in (3.1). This results in forcing the KL divergence component
which is more critical to human hearing to be reduced to a lower value. The weighting
scheme also causes the algorithm to converge in less steps.
3.1.1.2 Source separation by perceptually weighted CNMF
As a second method, the perceptual weighting scheme is integrated into the Clustered
NMF (CNMF) method proposed in [12]. The CNMF scheme [12] divides the single
step algorithm NMF2D into a two-step approach and performs the separation in linear
frequency domain resulting in an improved separation quality. In the first step, the
bases of each note are extracted using a high rank NMF. In the second step, these bases
are clustered into sources using NMF2D. To formulate the relation between the bark
scale and the linear-frequency scale, the optimization function in (3.1) is derived by
replacing G with L⊤D in which L ∈ RB×K is used to map the magnitude spectrogram
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Figure 3.3: Decomposed bases using PW-CNMF: (a) bases in log-frequency domain
(b) clustered bases for source 1 (c) clustered bases for source 2.
into bark scale. Furthermore, the difference matrix D represents the element-wise KL
divergence
DKLki = Xki log
Xki
ˆXki
−Xki + ˆXki, (3.10)
or element-wise IS divergence
DISki =
Xki
ˆXki
− log Xki
ˆXki
−1, (3.11)
where k = 1 . . .K is the linear-frequency index, i = 1 . . . I is the frame index. X and ˆX
represent the mixture magnitude spectrogram and the NMF model, respectively. Each
element in ˆX is defined as:
ˆXki =
R
∑
r=1
SFkrAri, (3.12)
where r denotes the component index and R >= J. This method calculates a single
basis for each note.
In the proposed PW-CNMF method, the objective function defined in (3.1) is written
in linear-frequency scale as:
CW = ∑
i
∑
b
∑
k
PbiL⊤bkDki = ∑
i
∑
k
W Fki Dki, (3.13)
where WF = LP. Essentially, the weighting score matrix calculated in the critical
bands [27] is mapped into the linearly spaced frequency bins in order to be consistent
with the signal representation.
Hence the weighted KL divergence and IS divergence update rules for A and SF are
derived as in (3.5-3.8) with Θ = 1 and T = 1.
The bases SF obtained by PW-CNMF method is then mapped to the log-frequency S =
LFSF in order to use the frequency shifting property of the NMF2D algorithm which
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Algorithm 3 The PW-CNMF algorithm based on the KL divergence.
1: Calculate perceptual weighting score matrix P
2: Map P to linear frequency domain WF = LP
3: Initialize A and SF randomly
4: for n = 1 · · · MAXITER do
5:
ˆXki = ∑
r
SFkrAri
6:
Ari ← Ari
∑k W Fki XkiˆXki S
F
kr
∑k SFkrW Fki
7:
ˆXki = ∑
r
SFkrAri
8:
SFkr ← SFkr
∑iW Fki XkiˆXki Ari
∑i AriW Fki
9: end for
10: Map SF to log-frequency domain: S = LFSF
11: Cluster S into S j, j = 1 · · ·J via NMF2D
12: Map S j to linear frequency domain SFj = LF
⊤S j
13: Calculate magnitude frequency spectrogram: ˆXFj = SFj A
14: Calculate complex frequency spectrogram: ˆFjki = Fki
ˆXFjki
∑r ˆXFjki
15: Calculate time domain estimate: sˆ j(t)← ISTFT( ˆF j)
is applicable only in a log-frequency scale. The bases S obtained after the mapping
is illustrated in Figure 3.3(a). Clustering of the bases into J sources S j, j = 1 · · ·J is
achieved using NMF2D by only considering the frequency shifts and ignoring the time
dependencies. The clustered bases S j are illustrated in Figure 3.3 (b) and (c) for each
source.
These bases S j are mapped back to the linear frequency domain SFj = LF
⊤S j before
resynthesis. Then, the magnitude spectrogram for each source j is calculated as,
ˆX j = SFj A, j = 1 · · ·J. (3.14)
The proposed PW-CNMF algorithms based on the KL and the IS divergences are
summarized in Algorithm 3 and Algorithm 4, respectively.
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Algorithm 4 The PW-CNMF algorithm based on the IS divergence.
1: Calculate perceptual weighting score matrix P
2: Map P to linear frequency domain WF = LP
3: Initialize A and SF randomly
4: for n = 1 · · · MAXITER do
5:
ˆXki = ∑
r
SFkrAri
6:
Ari ← Ari
∑k W Fki XkiˆX2ki S
F
kr
∑k SFkr
W Fki
ˆXki
7:
ˆXki = ∑
r
SFkrAri
8:
SFkr ← SFkr
∑iW Fki XkiˆX2ki Ari
∑i Ari W
F
ki
ˆXki
9: end for
10: Map SF to log-frequency domain: S = LFSF
11: Cluster S into S j, j = 1 · · ·J via NMF2D
12: Map S j to linear frequency domain SFj = LF
⊤S j
13: Calculate magnitude frequency spectrogram: ˆXFj = SFj A
14: Calculate complex frequency spectrogram: ˆFjki = Fki
ˆXFjki
∑r ˆXFjki
15: Calculate time domain estimate: sˆ j(t)← ISTFT( ˆF j)
The element-wise KL divergence is plotted for a single time-frequency component
in Figure 3.2(b) for the CNMF [12] and PW-CNMF methods. Similar to Figure 3.2
(a), the PW-CNMF algorithm converges in less steps compared to CNMF and the KL
divergence in this component which is more critical to human hearing is reduced by
PW-CNMF to a lower value.
The spectrograms for the original source and the mixture are illustrated together with
the estimated spectrograms of the sources obtained by the proposed two approaches
in Figure 3.4. We observe that, both the PW-NMF2D (c) and the PW-CNMF (d)
methods remove the components belonging to the interference source successfully.
The advantage of PW-NMF2D over the PW-CNMF method is that it considers the time
shifts thus captures the temporal structure. However, PW-CNMF method suppresses
the components belonging to the interference better. These figures are illustrated
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Figure 3.4: Log-frequency spectrograms of (a) mixture signal, (b) the original
source, (c) extracted source using PW-NMF2D, (d) extracted source using
PW-CNMF.
in log-frequency domain in order to have a more detailed illustration of the lower
frequency components. In linear frequency scale, all the lower frequency components
look scrunched together and the relationship between different pitches cannot be
observed clearly.
3.1.2 Extracting the weighting score matrix
The objective of proposing to apply a psychoacoustic preprocessing on the observed
audio mixture before source separation is to enhance the information which is critical
to human hearing while suppressing the non-critical components. It is known that
the quantitative significance of an auditory object within a mixture can be measured
by its perceived loudness through the HAS [27] which is the sensory system for the
sense of hearing. Knowing this, the loudness of one frame is modeled by calculating
the excitation using perceptually motivated frequency scale (Bark scale) and critical
bandwidth [27], compressing the excitation, and integrating over frequency [13, 27].
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Figure 3.5: The response of outer and middle ear model based on ITU-R BS. 1387
(solid). The dotted lines mark the center frequencies of the critical-bands.
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Figure 3.6: (a) The relationship between the Hertz and the Bark frequencies. (b)The
spreading function for b = 40th critical band given in ITU-R BS 1387.
Thus, the loudness can be estimated individually for each critical band. In our system,
Nc = 109 separate bands are spaced uniformly on the Bark scale. Note that the loudness
is a subjective measure describing the strength of the ear’s perception of a sound and
true loudness is affected by parameters other than sound pressure, including frequency
and duration.
In the following, the main steps used for deriving the weighting matrix are briefly
presented.
(1) Let X denote the magnitude spectrogram of the mixed audio signal x calculated
using the STFT. First, a weighting is applied on the observed mixture spectrogram
reflecting the filtering of the outer and middle ear
Xwki
2 =V 2k Xki
2, 0 ≤ k ≤ NF
2
, (3.15)
where Xw represents the weighted spectrogram; NF is the length of one time frame;
k and i are the frequency and time indexes, respectively. Each frequency is weighted
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according to the human ear filtering [27] using:
Vk = 10
AdB(
kFS
NF
)/20
, (3.16)
where Fs is the sampling frequency of the signal. The response of the outer and the
middle ear for the frequency f (in Hz) is modeled as:
AdB( fHz) =−2.184( f1000)
−0.8 +6.5e−0.6(
f
1000−3.3)2 −0.001( f
1000)
3.6. (3.17)
The frequency response of the outer and the middle ear is plotted in Figure 3.5. The
main characteristic of this function is to emphasize the influence of the frequencies
around 3–4 kHz while reducing the influence of very high and low frequencies. The
peak value of 5.6 dB occurs near 3.3 kHz.
(2) The frequency bins of Xw are grouped into Nc = 109 critical bands in bark scale as
it is defined in PEAQ auditory model [27]. The conversion between the bark and
the frequency scale can be computed with
Zbark( fHz) = 7asinh( f/650). (3.18)
The frequency bands start at fL = 80 Hz and stop at fU = 18kHz. All bands but the
last have the same width in Barks. The relationship between the Hertz and the Bark
frequencies are plotted in Figure 3.6 (a).
The energy Ea [27] is calculated in each critical band b of each frame i as:
Eabi =
ku(b)
∑
k=kl(b)
UbkXwki
2, (3.19)
where Ubk is the contribution from the energy in DFT bin k for the b− th frequency
band. Ubk is non-zero over the interval kl(b)≤ k ≤ ku(b) and defined as
Ubk =
max
[
0,{min( fu(b), 2k+12 FsNF )−max( fl(b), 2k−12
Fs
NF )}
]
( Fs
NF
) , (3.20)
where fl(b) and fu(b) are the lower and the upper frequency edges for band b,
respectively [27]. The energy is set to Emin = 1×10−12 if it is less than Eabi [27],
Ebbi = max(E
a
bi,Emin). (3.21)
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An offset EINb is added to the band energies to compensate for the internal noise
generated in the ear [27],
Ebi = Ebbi +E
IN
b . (3.22)
The energies Ebi are referred to the “pitch patterns” [27]. The internal noise EINb in
(3.22) is modeled at the central frequency fc(b) of each band b as [27]
EINb = 101.456( fc(b)/1000)
−0.8/10. (3.23)
(3) The spread Bark-domain energy response is calculated as:
Esbi =
1
Bsbi
(Nc−1∑
p=0
(
EpiS(b, p,Epi)
)0.4) 10.4
, (3.24)
where Epi is the energy component at band p and frame i; Bsbi =
(∑Nc−1p=0 S(i, p,1)0.4)
1
0.4 is the normalization factor. Note that the normalization factor
does not depend on data [27]. S(b, p,Epi) is the spreading function of band b for an
energy component Epi at band p and defined as
S(b, p,Epi) =
{ 1
A(p,Epi)(10
2.7∆z)b−l, b ≤ p,
1
A(p,Epi)
[
(10−2.4∆z)(10−23∆z/ fc(p))(E0.2∆zpi )
]b−l
, b ≥ p, (3.25)
where ∆z = 1/4 and the normalizing term A(p,Epi) is chosen as equal to
∑b S(b, p,Epi) to give a unit area for each center frequency p. The distribution
of the spreading function for the critical band i = 40 is illustrated in Figure 3.6 (b)
and it has a similar characteristic for all bands.
(4) In addition to the frequency masking, the HAS applies the pre- and post- masking
effects in time domain, while such temporal masking effects are involved neither
in [13, 50] nor in [15]. Time-domain spreading concerns temporal masking effects
that enables efficiently modeling the temporal changes of the sources. In this model,
temporal masking effect is considered by means of a first-order smooth filtering.
Time domain spreading E fbi is calculated for each band b of each frame i as [27]:
E fbi = αbE
f
b,i−1 +(1−αb)Esbi, (3.26)
where αb controls the time constant of the averaging for decaying energies [27].
˜Esbi’s are called excitation patterns and defined as:
˜Esbi = max(E
f
bi,E
s
bi). (3.27)
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Note that if αb = 0, then E fbi = E
s
bi and ˜Esbi = Esbi that corresponds a memoryless
model.
(5) Finally the weighting score Pbi, corresponding to the loudness index of a frame i
within a band b is calculated as [47]
Pbi = c
( Etb
sbE0
)0.23[(1− sb + sb ˜EsbiEtb
)0.23−1], (3.28)
where sb is the threshold index, Etb is the excitation threshold and ˜Esbi’s are the
excitation patterns. [27]. The loudness Pbi is calculated in units of sone. Thus, if
the measured loudness value is doubled in terms of sone, the sound is perceived by
the human ear twice as loud. In order to get this relationship, E0 is set to 104 (40
dB relative to 0 dB SPL) and c is set to 1.07664 in [27]. As a result, a sonogram
representation reflects the specific loudness sensation of the HAS [15, 51]. The
threshold index sb is defined as
sb = 10[−2−2.05arctan(
fc(b)
4000 )−0.75arctan
(
(
fc(b)
1600 )
2
)
]/10, (3.29)
and the excitation threshold Etb is defined as
Etb = 103.64(
fc(b)
1000 )
−0.8/10. (3.30)
The threshold index defined in (3.29) is the ratio of the intensity of a just-audible
test tone and the intensity of the internal noise within a critical band [52]. The
excitation threshold in quiet is the low frequency part of the outer and the middle
ear filtering and the internal noise terms.
Figure 3.7 illustrates the spectrums derived through the processing steps. The time
domain of the signal is displayed in (a). The spectrogram and the spectrogram after
ear filtering are illustrated in (b) and (c), respectively. In Bark-scale (starting from
(d)), the information that is least critical to our hearing sensation is removed while the
most critical parts are retained without perceptual loss. Figure 3.7 (f) represents the
weighting score matrix derived from the input signal.
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Figure 3.7: The characteristics of the weighting score matrix can be displayed for a
particular audio signal: (a) time-domain, (b) spectrogram, (c) spectrogram
after ear filtering, (d) spectrogram in bark scale, (e) bark spectrogram after
time and frequency masking, (f) proposed weighting score matrix based
on ITU-R BS. 1387.
3.2 Test Results
In this section, the test data is described and then the evaluations of the experiments
are reported. The PW-NMF2D algorithm is implemented in Matlab by incorporating
the proposed weighting scheme into the NMF2D code provided by the author of [11].
The PW-CNMF algorithm is implemented in Matlab by incorporating the weighting
scheme into the high-rank NMF factorization. The clustering of PW-CNMF bases are
performed using NMF2D by considering the convolution in frequency.
3.2.1 Datasets
In order to evaluate the separation performance of the proposed method with respect
to the existing methods [10–12], two different datasets of pitched instruments are
used. Dataset 1 includes 15 different orchestral instruments which are downloaded
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from [53]. 25 monophonic mixtures of two instruments and 25 monophonic mixtures
of three instruments are generated by mixing with unity gain. The input mixtures
are of 4 to 8 seconds in length and sampled at a rate of FS = 44.1 kHz. In mixture
signals, a wide range of pitches are covered from 87.31 Hz to 1567.98 Hz and the
melodies played by the individual instruments in each signal are in harmony. Dataset
2 includes six mixtures of two instruments from a total of six different instruments
labeled “nodrums” and downloaded from the SISEC database [54]. The source files
are real recordings of 11 seconds in length and sampled at FS = 16 kHz. For both of
the datasets, the generated mixtures highly overlap in frequency which enables us to
investigate the capability of the algorithms for discriminating notes of the same pitch
played by different instruments.
3.2.2 Objective tests
In this section, the performance improvement achieved by incorporating the perceptual
weighting scheme into the source separation using both the KL and the IS divergences
is investigated. The performance evaluation is performed under two main test cases.
First, the effect of the convolutive NMF structures in audio source separation is
evaluated. Therefore, a set of comparative tests are made to compare the NMF2D
algorithm with the SNMF [10] and the CNMF [12] algorithms. The comparison with
SNMF [10] is performed because SNMF is also a convolutive NMF approach that does
not require an additional step for clustering the bases into the sources. Unlike NMF2D,
SNMF performs only the frequency shifts to track the shift-invariant property of the
basis vectors. CNMF [12] is a two-step approach that clusters the bases factorized
through NMF into sources using SNMF. After specifying the appropriate parameter
set at the first case, in the second test case, the improvement achieved by the proposed
perceptual weighting is examined for a number of audio mixtures.
3.2.2.1 Performance based on factorization parameters
First, the effect of the convolution parameters T (in time) and Θ (in frequency) is
evaluated on the separation quality. A number of T = [1 2 6 10] and Θ= [1 6 13 19 26
32 39] values are used to track the time and the frequency components, respectively.
Note that, when the convolution parameters T and Θ are adjusted accordingly, NMF
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(T = 1,Θ = 1), NMFD [9] (Θ = 1) and SNMF [10] (T = 1) can be obtained as a
special case of NMF2D. The rank is fixed to the number of sources for convolutive
NMF approaches, SNMF [10] and NMF2D [11]. The separation of two sources from a
single mixture is performed using all combinations of these parameters on our dataset
using two different divergences which amounted to 56 experiments for 31 mixtures
(25 mixtures from Dataset 1 and six mixtures from Dataset 2), repeated five times for
a total of 8680 experiments. In order to evaluate the separation performance of the
proposed methods for more than two sources, separation of three sources from a single
mixture is performed using all combinations of these parameters on Dataset 1 using
the KL divergence, which amounts to 28 experiments for 25 mixtures, repeated five
times for a total of 3500 experiments. The means of the performance measures over
all the experiments are reported to examine the effect of various parameters. Since the
characteristics of two datasets are different, the results are reported for each dataset
separately.
In order to incorporate the PEAQ model into the NMF2D method, the music signals are
analyzed by a NF = 2048 point Hanning windowed STFT with 50% overlap. NF/2+
1 = 1025 STFT slices are obtained. The linearly spaced frequency bins are grouped
into M = ⌊log FS/250 / log2(1/48)⌋ (M = 421 bins for Dataset 1, M = 351 bins for Dataset
2) logarithmically spaced frequency bins in the range of 50 Hz to FS/2 with 48 bins per
octave, which corresponds to four times the resolution of the equal tempered musical
scale. The perceptual weighting matrix is calculated within Nc = 109 critical bands
defined in the PEAQ model of ITU-R BS. 1387 [27].
The results obtained for different values of Θ by fixing the parameter T are reported to
evaluate the effect of the frequency shifting on the separation performance. Similarly,
the role of the time shifting is examined on the separation quality for different values of
T at a fixed Θ. According to the results of extensive tests on Dataset 1, it is concluded
that the highest separation quality is achieved for T = 2 and Θ = 39.
Source separation performance obtained by NMF2D and PW-NMF2D based on the
KL divergence for separating two sources from a single mixture from Dataset 1 are
illustrated in Figure 3.8- 3.11. Figure 3.8 displays the separation performance in terms
of SDR, SIR and SAR for different values of Θ, when T = 2. It can be seen that
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Figure 3.8: The mean SDR, SIR and SAR values obtained by NMF2D and
PW-NMF2D for separating two sources from a single mixture on Dataset 1
for various number of frequency shifts Θ = {1,6,13,18,26,32,39} where
time shift is fixed as T = 2.
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Figure 3.9: The mean OPS, IPS and APS values obtained by NMF2D and
PW-NMF2D for separating two sources from a single mixture on Dataset 1
for various number of frequency shifts Θ = {1,6,13,18,26,32,39} where
time shift is fixed as T = 2.
performance of the NMF2D increases with Θ, although the gain is not significant after
Θ = 39. The similar results are observed for the perceptual measures in terms of OPS,
IPS and APS as it is displayed in Figure 3.9. Thus, Θ = 39 is fixed to avoid extra
computational complexity. To see the gain provided by convolution in the direction
of time specified by the parameter T , Θ = 39 is fixed and separation is evaluated for
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Figure 3.10: The mean SDR, SIR and SAR values obtained by NMF2D and
PW-NMF2D for separating two sources from a single mixture on Dataset
1 for various number of time shifts T = {1,2,6,10} where frequency
shift is fixed as Θ = 39.
different values of T . The results plotted in Figure 3.10 and 3.11 illustrate that the
performance improvement obtained by increasing T is not as significant as in the case
of Θ, both in terms of the conventional measures SDR, SIR, SAR and the perceptual
measures OPS, IPS, APS, respectively. Therefore T = 2 is selected which gives a good
compromise between the separation quality and the computational complexity. For
Dataset 2, the optimal parameters are determined as T = 6,Θ = 39. The overall results
of the objective tests obtained by the perceptually enhanced PW-NMF2D algorithm
based on the KL divergence on Dataset 1 are shown in Figure 3.8-3.11. It can be
concluded that the same parameter set (T = 2, Θ = 39) can be chosen as optimal
for the weighted factorization. If the performances of NMF2D and PW-NMF2D are
compared for mean values obtained at optimal parameters T = 2,Θ= 39 , it is observed
that PW-NMF2D outperforms NMF2D by around 2, 5 and 5 in terms of OPS, IPS and
APS, respectively. Similarly, the improvement obtained by perceptual weighting is
around 1 dB in terms of SDR, SIR and SAR.
Similar tests are performed to investigate the performance of PW-CNMF with respect
to CNMF with rank = [2 13 26 39] and Θ = [0 13 26 39]. The highest separation
quality is obtained for rank = 13,Θ = 39 on both Dataset 1 and Dataset 2.
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Figure 3.11: The mean OPS, IPS and APS values obtained by NMF2D and
PW-NMF2D for separating two sources from a single mixture on Dataset
1 for various number of time shifts T = {1,2,6,10} where frequency
shift is fixed as Θ = 39.
3.2.2.2 Effect of perceptual weighting
After determining the convolution parameters, the effect of the proposed weighted
factorization is investigated by comparing the quality of the separated sources obtained
by the proposed PW-NMF2D and PW-CNMF algorithms with the NMF, the SNMF
[10], the NMF2D [11] and the CNMF [12] algorithms. Table 3.1 and Table 3.2 report
the mean OPS, IPS, APS, SDR, SIR and SAR values obtained by the SNMF, the
NMF2D, the CNMF as well as the proposed weighted PW-NMF2D and PW-CNMF
methods obtained for separating two sources from a single mixture on Dataset 1 and
Dataset 2, respectively. The source separation performance achieved based on the KL
and the IS divergences are reported at the upper and the lower parts of the tables,
respectively. The SNMF results are obtained by using the code provided by the author
of [10] with the same parameter set. The results of the CNMF method proposed
in [12] for clustering the NMF bases are reported as CNMF. The PW-CNMF results are
obtained using perceptually enhanced NMF algorithm followed by NMF2D clustering.
In Table 3.1, it is observed that NMF is not capable of extracting the sources using
a single basis for each source. On the upper part of Table 3.1 (KL divergence), in
terms of OPS and IPS, the performance of SNMF [10], CNMF [12] and NMF2D [11]
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Table 3.1: Performance in terms of mean OPS, IPS, APS, SDR, SIR and SAR values
obtained for separating two sources from Dataset 1 by NMF, SNMF,
NMF2D, CNMF, PW-NMF2D, and PW-CNMF.
Methods OPS IPS APS SDR SIR SAR
KL Divergence
NMF 15.02 14.02 43.61 0.33 2.10 9.18
SNMF [10] 29.53 47.69 42.20 8.78 12.91 14.95
NMF2D [11] 28.23 42.25 44.02 9.44 13.98 14.69
CNMF [12] 27.74 45.44 38.58 10.33 16.60 14.04
PW-NMF2D 29.69 47.37 48.82 10.67 15.20 15.11
PW-CNMF 27.90 51.75 43.67 10.61 17.06 14.68
IS Divergence
NMF 17.53 20.52 38.67 0.52 2.97 9.44
SNMF [10] 29.30 47.46 43.20 6.47 11.52 11.76
NMF2D [11] 30.10 48.65 45.09 6.76 11.84 11.83
CNMF [12] 27.81 53.09 40.74 6.98 12.60 12.37
PW-NMF2D 30.50 49.09 45.87 8.08 13.22 12.63
PW-CNMF 27.93 52.79 40.71 7.19 12.87 12.36
are comparable. On the other hand, the convolutive approaches SNMF and NMF2D
outperform CNMF in terms of APS. In terms of BSSEval measures, it can be seen
that SNMF and NMF2D have comparable performance while CNMF outperforms
SNMF and NMF2D in terms of SDR and SIR. If PW-CNMF and PW-NMF2D are
compared, it is observed that PW-NMF2D outperforms PW-CNMF in terms of OPS
and APS; while PW-CNMF outperforms PW-NMF2D in terms of IPS. Note that,
SNMF [10] and CNMF [12] perform the separation of instruments based on the
frequency relations of the notes played by the same instrument but they discard the
temporal relations. NMF2D [11] is an extended model thus considers both the time
and frequency relations and achieves a better separation if the parameters are selected
appropriately. If the performances of NMF2D [11] and PW-NMF2D are compared,
it is observed that the perceptual weighting improves the performance by 1-2 dB in
terms of SDR, SIR and SAR while an improvement of 1-5 units is observed in terms of
perceptual measures. The increase obtained by perceptual weighting is less significant
if it is compared to the results of CNMF [12] and PW-CNMF. Although the results
based on the KL divergence outperforms the results based on the IS divergence, the
performance improvement obtained by perceptual weighting is similar in both cases.
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Table 3.2: Performance in terms of mean OPS, IPS, APS, SDR, SIR and SAR values
obtained for separating two sources from Dataset 2 by NMF, SNMF,
NMF2D CNMF, PW-NMF2D, and PW-CNMF.
Methods OPS IPS APS SDR SIR SAR
KL Divergence
NMF 16.55 23.07 38.06 0.14 1.49 10.34
SNMF [10] 17.04 22.53 40.96 11.30 14.38 17.76
NMF2D [11] 27.14 44.96 48.52 11.75 14.61 18.05
CNMF [12] 32.50 57.74 39.75 12.72 16.53 20.57
PW-NMF2D 26.75 42.33 50.56 12.38 15.88 18.45
PW-CNMF 32.96 58.14 41.19 13.27 17.25 20.73
IS Divergence
NMF 16.19 26.56 38.26 0.66 2.35 10.16
SNMF [10] 15.52 27.72 39.34 8.53 11.04 14.65
NMF2D [11] 19.96 35.25 42.47 8.58 11.59 14.65
CNMF [12] 19.96 40.35 34.14 9.60 13.48 17.25
PW-NMF2D 23.57 33.89 44.21 10.12 13.51 17.85
PW-CNMF 21.47 44.68 36.06 10.42 13.94 18.42
Moreover, the IS divergence based CNMF [12] outperforms the KL-based methods
in terms of IPS and the IS-based PW-NMF2D outperforms the KL-based methods in
terms of OPS.
Table 3.2 reports the separation performance obtained for separating two sources from
a single mixture from Dataset 2. Similarly, it is observed that the results based
on the KL divergence outperforms the results based on the IS divergence and the
weighting has a similar effect for the IS divergence case. However, the improvement
obtained by perceptual weighting on the KL divergence based NMF2D [11] is less
significant on Dataset 2 with an amount of 1 dB in terms of SDR, SIR and SAR. The
highlighted results show the highest scores in terms of OPS, IPS, APS, SDR, SIR
and SAR obtained using the separation schemes. Although the highest IPS values
are obtained by CNMF [12] on Dataset 1, it is only slightly higher than the values
obtained by PW-CNMF and PW-NMF2D. It can be concluded that, the weighting
scheme noticeably improves the separation performance of NMF2D [11] and a slight
improvement in the performance of CNMF [12] is observed. It is also observed
that the highest quality in terms of the overall distortion (OPS, SDR), and artifacts
(APS, SAR) is achieved by PW-NMF2D; while the PW-CNMF performs the highest
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Table 3.3: Performance in terms of mean OPS, IPS, APS, SDR, SIR and SAR values
obtained for separation of three sources from a single observation by
NMF, SNMF, NMF2D, CNMF, PW-NMF2D, and PW-CNMF with KL
divergence on Dataset 1.
Methods OPS IPS APS SDR SIR SAR
NMF 16.9 20.8 20.0 -2.1 -0.3 6.5
SNMF [10] 26.5 40.0 31.8 3.8 6.4 10.5
NMF2D [11] 25.6 37.8 31.0 3.6 6.3 10.1
CNMF [12] 25.1 43.1 27.6 4.7 7.5 12.0
PW-NMF2D 26.1 37.9 31.4 4.3 6.7 11.2
PW-CNMF 25.0 44.2 27.2 4.5 7.5 11.9
quality in terms of the interference distortion (IPS, SIR) on Dataset 1. On Dataset
2, PW-CNMF performs the highest quality in terms of OPS, IPS, SDR,SIR and SAR
while PW-NMF2D has the highest performance in terms of APS.
Table 3.3 reports the mean PEASS (OPS, IPS and APS) [25] and BSSEval (SDR, SIR
and SAR) [24] measures obtained by the SNMF, the NMF2D, the CNMF as well as
the proposed weighted PW-NMF2D and PW-CNMF methods with the KL divergence
obtained for separating three sources from a single mixture on Dataset 1. It is observed
that the results of SNMF and NMF2D are comparable both in terms of the BSSEval
measures and the PEASS measures. PW-NMF2D achieves the separation with 0.5-1
dB improvement in terms of SDR, SIR and SAR and a slight improvement in terms
of OPS, IPS and APS compared to NMF2D. If the results obtained by CNMF and
PW-CNMF are compared, it is observed that the perceptual weighting enhances the
separation performance by 1 unit in terms of IPS while the OPS and APS results are
comparable to the ones obtained by CNMF. Although the highest SDR, SIR and SAR
results are obtained by CNMF, they are only slightly higher than the ones obtained by
PW-CNMF. Similar to the two-source case, it is observed that PW-CNMF outperforms
PW-NMF2D in terms of IPS while the OPS and APS results obtained by PW-NMF2D
are higher than the ones obtained by PW-CNMF.
If the separation quality achieved for three sources reported on Table 3.3 is compared
with the performance reported on Table 3.1 for two sources (note that the same
sources are used for the mixtures), it can be seen that the OPS measures are
comparable for two-source mixtures and three-source mixtures, while IPS and APS
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values decrease for three-source mixtures. It is also observed that the SDR and SIR
values obtained for the three-source mixtures are around half of the SDR and SIR
values obtained for two-source mixtures. The decrease in the SAR and IPS values
are less significant compared to the results obtained for two-source mixtures. The
difference observed in the BSSEval measures and the PEASS measures obtained for
two-source and three-source mixtures show that the PEASS measures coincide more
with the evaluation by listening based on the separated examples [55].
If the results on both datasets are summarized, it can be concluded that if the
overall quality is more important depending on the application, PW-NMF2D should
be preferred. On the other hand, if the interference is required to be minimized,
PW-CNMF can be preferred. A deficit of the CNMF method over NMF2D is that, it
applies the separation twice: first performs NMF on the mixture spectrogram and then
runs NMF2D on the separated bases for clustering. The difficulty encountered in the
NMF2D algorithm is that there is not a direct inverse transform from the log-magnitude
frequency spectrogram to the time-domain. Thus, the estimated spectrograms are first
mapped to the linear frequency domain and then inverted to the time-domain. During
this mapping, some information is lost due to the conversions.
3.2.3 Computational complexity
In this subsection, the computational complexity of the proposed PW-NMF2D and
PW-CNMF methods is discussed with respect to the conventional NMF2D [11], SNMF
[10] and CNMF [12] methods.
The NMF-based source separation methods contain three main computational steps:
calculating the mixture spectrogram, applying source separation on the mixture
spectrogram and inversion of the estimated source spectrograms to the time-domain
signal. As the first and the last step are common to all methods, we exclude these steps
in our complexity measurements.
In order to measure the computational complexity of the methods, a 4 sec audio
mixture is separated on a PC equipped with a 2.4 GHz Intel R© CoreTM2 Quad
processor. The separation time is measured while excluding the file read/write
operations and the spectrogram calculation/inversion stages. In Table 3.4, the running
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Table 3.4: Run time (in sec.), iteration steps and cost D for a typical run
of KL-divergence based SNMF, NMF2D, CNMF, PW-NMF2D and
PW-CNMF on a 4 sec mixture.
Methods Run time (sec). Iteration steps CKL
SNMF [10] 63.745 50 0.055
NMF2D [11] 27.631 262 0.429
CNMF [12] 1.156 300 0.471
PW-NMF2D 17.204 165 0.428
PW-CNMF 4.799 90 0.470
time in seconds, the iteration steps and the cost function CKL are listed which are
obtained by all considered methods based on the KL divergence and under the
same starting conditions. It is observed that the run time of each method varies
significantly. This huge difference comes from the difference in the dimensions of
the input matrices. The input of the SNMF [10], the CNMF [12], the PW-CNMF and
the NMF2D [11] algorithms are Constant-Q-Transform (CQT) spectrogram of length
216× 10798, spectrogram of length 2049× 169, spectrogram of length 1025× 171
and log-frequency spectrogram of length 421×171, respectively. The CQT transform
used in [10] is a very redundant transform proposed to give a high quality inverse
transform. This redundancy increases the computational complexity of the method
significantly. However, compared to the NMF2D method [11], its separation quality
does not improve much as it can be seen from Table 3.1 and 3.2. Although the
proposed PW-CNMF method runs slower than CNMF [12], it is almost real-time. The
increase in the computational complexity of PW-CNMF comes from the difference in
the resolution of the CQT transform and the shift parameter used in this work and the
work proposed in [12]. When NMF2D [11] is used, the weighting scheme incorporated
into the separation algorithm speeds up the convergence time by decreasing the number
of iterations required for convergence.
CKL versus iteration is plotted for NMF2D [11] and PW-NMF2D using various
convolution parameters in Figure 3.12 (a) and (b), respectively. The results show that
when T = 1,Θ = 1 (NMF), the algorithm converges in less steps but to a much higher
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Figure 3.12: (a) Iteration steps vs. objective function on a 4 sec mixture for a
typical run of (a) NMF2D, (b) PW-NMF2D using various convolution
parameters T and Θ.
KL divergence. When Θ = 1,T = 2, the algorithm converges to a slightly lower value.
When we increase Θ, the algorithm converges around 200 steps.
3.3 Conclusion
In this work, the human perception is integrated into single channel blind music source
separation by NMF based convex optimization using the KL and the IS divergences.
It is shown that the proposed PW-NMF2D and PW-CNMF [28] are capable of
successfully separating the sources when the number of sources is known. The best
average results are obtained by using the KL divergence as the cost function. Both
of the proposed methods extract a single basis for each note and solves the problem
of clustering the notes into sources. PW-NMF2D solves the clustering problem under
the assumption that all notes for an instrument can be represented by shifting the pitch
of the time-frequency signature of a single note. On the other hand, the PW-CNMF
method extracts a single basis vector for each note of the mixture using a high rank
NMF. Then each note is factorized into sources using NMF2D [11] by capturing
the spectral envelope of a note which is assumed to change with pitch. Although
PW-CNMF operates in two steps, its complexity is lower. This is because the clustering
in the second step is performed on the basis matrix which is much smaller than the
spectrogram.
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The proposed perceptually enhanced NMF based methods can be used in a wide range
of applications including music information retrieval, music transcription, auditory
scene analysis where the perceptual quality is important. It can be concluded that
PW-NMF2D achieves a higher sound quality in terms of overall distortion and artifacts
while PW-CNMF suppresses the interference of the unwanted sources better than
PW-NMF2D on Dataset 1, while PW-CNMF outperforms PW-NMF2D in terms of
OPS, IPS, SDR, SIR and SAR on Dataset 2. Thus, depending on the application,
nature of the data and the requirements, either PW-CNMF or PW-NMF2D can be
applied for source separation. In order to extend the model to cover more than two
sources, the rank of the factorization and the convolution parameters should be adjusted
accordingly. Obviously, increasing the number of sources decreases the separation
performance specifically for highly correlated sources. However, including a prior
information about the sources should be helpful to improve the separation quality.
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4. AN ADAPTIVE TIME-FREQUENCY RESOLUTION FRAMEWORK FOR
SINGLE CHANNEL SOURCE SEPARATION BASED ON NTF
The NMF based source separation methods presented in the previous chapters have a
shortcoming in that they work at a fixed time-frequency resolution STFT. The STFT
of an audio signal can be visualized as a 2D-image known as spectrogram, where
the dimensions correspond to time and frequency. The main problem with the fixed
time-frequency resolution STFT is the smearing of the signal energy in either direction.
Smearing in time causes artifacts such as pre- or post-echoes around the transients
which lead to incorrect detection of the temporal changes. On the other hand, smearing
of the signal energy in the frequency domain prevents distinguishing the closely spaced
harmonics. In particular, shorter windows are chosen around time-localized transients
such as plosives in speech and percussive instruments in music, since this produces
the most concentrated energy distribution of the STFT coefficients. On the other
hand, vowels and voiced consonants in speech, which are oscillatory in nature or
harmonics in music, tend to be spread over time but localized in frequency. Thus,
the energy concentration is maximized when spectrally concentrated and temporally
broad windows are utilized.
In order to overcome the drawbacks arising from working at a single resolution,
an adaptive short-time analysis-synthesis scheme is proposed that yields a source
separation method capable of supervised adaptive resolution tuning. In the proposed
method, the multiresolution time-frequency representation of the observed signal is
represented as an “n-way array” or in other terms as a “tensor”, where each layer
of the tensor denotes the magnitude spectrogram of the observed mixture obtained
at a different time-frequency resolution. The bases S are learned for each source
from various time-frequency resolution based representations to describe each source
in various resolutions. The convergence of the factorization yields the amplitude
envelopes A and the gain matrix Q representing the contribution of each component
in each resolution (layer). Since the input is represented as a multidimensional
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matrix, NTF which is a natural generalization of NMF in higher dimensional spaces
is preferred. The convergence of the NTF algorithm yields the separated sources in
each time-frequency resolution. After reconstructing the sources in various resolutions,
the adaptation is performed based on a measure of local time-frequency concentration
first proposed in [56]. This process yields a sparser representation of the sources by
adaptively fusing the information obtained at various resolutions. Moreover, a learning
approach proposed in [19, 22] is used in order to extract each source’s data outside of
the input samples and resolves the clustering problem.
Various works are proposed which deal with the limitations of fixed time-frequency
resolution short-time analysis. One group of works propose adaptive STFT schemes
[16, 56]. In [56], a simple and efficient technique is designed for adapting the
time-frequency and the time-scale representations over time for analysis purposes. A
concentration based adaptive procedure is performed which maximizes the kurtosis of
short-time time-frequency concentration [56]. However, this work only deals with the
analysis and does not integrate the adaptive resolution results for resynthesis of the
signal which is required in source separation. More recent work focuses on adaptive
time-frequency resolution both for analysis and synthesis. In the method proposed
by Basu et al [57], the time-frequency resolution is adapted based on the measure
used in [56] but the analysis method is altered thus it enables perfect reconstruction of
the signal using a modified overlap-add (OLA) procedure. Their following work [58]
introduces a broad family of adaptive, linear time-frequency representations termed
superposition frames via two signal adaptation schemes based on greedy selection
and dynamic programming. A given discrete Gabor frame is adapted to an observed
signal via superposition of neighboring translates of a single window function to yield
the superposition frames for adaptive time-frequency analysis and fast reconstruction.
However, it does not address the window requirements to ensure the existence of upper
superposition frame bounds in infinite-dimensional setting or characterize the structure
of canonical superposition duals in such cases.
There are some works combining multiresolution approach in source separation.
In [17], a gradient algorithm for the MultiResolution Frequency Domain (MRFD)
Adaptive Decorrelation Filtering (ADF) approach is derived. It is denoted that a
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large filter size is required for good separation performance but the filter size has to
be limited to the order of 102 in order to minimize the permutation problem. In the
MRFD algorithm, ADF is implemented in a multistage process with increasing filter
size at each stage, thus once self-aligning the permutations in the early stages with
small filter size they tend to remain aligned for increasing filter size. In [18], an NMF
based separation is performed which increases the capability of separating the original
signals from the mixture by adapting the time-frequency resolution of the STFT to
the mixture’s characteristics. The mixing is performed based on a transient detection
measure and an energy concentration measure for each time frame. Thus, it does not
consider the smearing around each time-frequency component but in each time frame.
In [59], Wavelet Packet (WP) transform which is a multiscale transform is used to
decompose signals into sets of local features with various degrees of sparsity. First, an
overcomplete set of WP features of mixtures is constructed with various generating
functions and various families of wavelets. Then, the best subset is chosen with
respect to the estimation of the separation error and used for separation. This work
enhances the quality of the separated sources and investigates how the separation error
is affected by the sparsity of decomposition coefficients and by the misfit between the
probabilistic model of these coefficients and their actual distribution. In our previous
work [19], the learned speakers are separated at different time-frequency resolutions
by applying NMF separately at each resolution and adaptively combining the separated
sources based on maximum energy compaction principle [16]. The method proposed in
this chapter combines the parallel NMF factorizations introduced in [19] into a single
NTF scheme, thus performs a joint optimization by fusing the information coming
from various time-frequency resolutions. It is shown that the fusion of the available
information in a joint optimization scheme enhances the quality of the separated
sources.
NTF has been widely used to separate multichannel recordings [60, 61] where the
number of observations is more than one. CANDECOMP/PARAFAC (CP) and Tucker
are special cases of NTF and widely used in various applications [62]. In [60],
NTF is performed on two channel mixtures of three instruments by optimizing a KL
divergence based on a PARAFAC model. In [61], a Shifted NTF (SNTF) method
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is proposed which extends the SNMF to multichannel case for separating harmonic
instruments from multichannel mixtures. In [34], a statistical NTF framework of the
power and magnitude spectrograms is proposed for separating multichannel mixtures,
based on the IS and the KL divergences, respectively. The model also allows to
cluster the source components within the decomposition. In [63], under-determined
blind separation of convolutive speech mixtures is performed by combining PARAFAC
analysis with Capon beamforming in order to reduce the crosstalk. This work results in
a low complexity adaptive blind source separation algorithm that can track the changes
in the mixing environment by batch computation of the PARAFAC decomposition for
each frequency bin. In [64], a feature extraction method based on Gabor filtering of
primary cortical representation of speech signals and tensor factorization is introduced.
Two-dimensional Gabor functions with different scales and directions are employed to
analyze the localized patches of the power spectrogram. The Non-negative Tensor
Principal Component Analysis (NTPCA) with sparse constraints is developed for
multifactor analysis of speech by maximizing the covariance of data samples on the
tensor structure. This model explores both the spectral and the temporal structures
simultaneously within one model and the energy of speech signal is concentrated on a
few components thus the consistent statistical characters are reserved while the noise
components are suppressed. All the mentioned NTF based separation approaches use
the information from different observations for extracting the bases and the gains
by joint optimization. Different from the separation methods based on NTF, the
proposed scheme uses only a single observation represented at various time-frequency
resolutions and enhances the quality of the separated sources compared to the NMF
based methods which use the information from a single observation represented at a
fixed time-frequency resolution.
It is known that, the representation capability of the NMF based methods increase as
the rank of the factorization is increased. However, when the rank is greater than the
number of sources, the extracted bases place in a random order in the basis matrix.
This requires clustering of the bases into sources by making some assumptions about
the sources [10–12,21,28] or using some prior information [19,22]. To our knowledge,
the unsupervised clustering methods are usually proposed for pitched instruments and
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no unsupervised clustering method exists which works for all kinds of audio signals.
Thus, in this work, it is preferred to learn the bases from the training data of each
source which is not included in the test data with a high rank multiresolution based
factorization. The source bases are fixed; the amplitude envelopes and the gains are
extracted from the mixture signal by updating iteratively. The learning of the source
bases is based on the work proposed in [22] and solves the clustering problem.
The rest of this chapter is organized as follows. The proposed adaptive time-frequency
resolution based supervised single channel source separation method is introduced in
Section 4.1. The experimental results obtained by the proposed methods are compared
to the single resolution based NMF method and the MR-NMF method proposed in [19]
and reported in Section 4.2. It is concluded with some discussions in Section 4.3.
4.1 Proposed Approach
The proposed MR-NTF approach aims to optimize a generalized KL divergence
defined in (2.15). This process involves learning codebooks S of sources from
the time-frequency representations of their training signals via NMF at various
resolutions as it is proposed in [19]. By fixing the frequency bases S; Q and A are
updated iteratively through the multiplicative update rules given in (2.19) and (2.26),
respectively. The Q,S and A factors are then applied on the magnitude spectrogram
tensor X of the mixture to extract source estimates. Finally, the output from multiple
resolutions are fused to obtain more robust estimates of the sources using the maximal
energy compaction principle method used in [16], [19] for varying the time-frequency
resolution adaptively. This approach estimates the sparsity of different time-frequency
resolutions and mixes them accordingly so as to obtain minimal smearing both in time
and frequency directions.
4.1.1 Dictionary learning
In order to eliminate the permutation problem, a pre-learning is applied on a training
set of the original sources. Once the basis vectors of the sources are learned separately,
they can be used to estimate each source from a monophonic mixture. Hence,
supervised separation of two sources from a single observation is performed, where
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Algorithm 5 Dictionary learning.
1: Input: s j(t), j = 1 · · ·J
2: X jc ← ST FTc(s j), j = 1 · · ·J,c = 1 · · ·C
3: Initialize A jc and S jc randomly
4: for n = 1 · · · MAXITER do
5:
ˆX jcki = ∑
r
S jckrA jcri
6:
A jcri ← A jcri
∑k X jckiˆX jcki S jckr
∑k S jckr
7:
ˆX jcki = ∑
r
S jckrA jcri
8:
S jckr ← S jckr
∑i X jckiˆX jcki A jcri
∑i A jcri
9: end for
10: Set S = {S jckr}, j = 1 · · ·J,c = 1 · · ·C,k = 1 · · ·K,r = 1 · · ·R/C.
the source signals can be either music or speech. The supervised or informed source
separation is commonly used in the literature to separate the sources with the help
of a prior information supplied as in the form of a prior distribution or pre-learned
sources [22, 32, 65].
In particular, the MR-NTF bases of the j−th source ( j = 1 · · ·J) are learned from
the corresponding magnitude spectrograms X jc at various resolutions c = 1 · · ·C in
the Dictionary Learning block of Figure 4.1. Here, NMF is used to learn the sound
dictionaries for each source from a limited training set of signals from each source
and then this information is used as prior knowledge for the separation. The bases
extracted at different resolutions are combined into a matrix S = [S1 · · ·SJR] which
is of size K × JR, where R/C is the number of bases learned from each resolution
c = 1 · · ·C for each source j = 1 · · ·J. Note that, the observed mixture signal x(t) does
not include the source signals used for learning.
The dictionary learning algorithm is summarized in Algorithm 5.
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The MR-NTF is applied on the magnitude spectrogram tensor X, which is constructed
by tensorizing the magnitude spectrograms of the observed mixture at various
resolutions, by fixing the bases to S ∈RK×JR and learning their amplitudes A ∈RI×JR
and the gains Q ∈ RC×JR of each factor in each resolution. The extraction of the
sources is described in the following subsection.
4.1.2 Fusing the information from various time-frequency resolutions by
MR-NTF
Building filter banks with variable time-frequency resolutions is commonly addressed
for audio compression methods [66]. However, these approaches are limited by the fact
that the compression requires to keep the size of the data representing the signal at a
minimum. On the other hand, the audio processing methods such as source separation
can benefit from redundancy which leads to multi-resolution framework presented
here. Moreover, fusing the information from various time-frequency resolution based
representations to extract the sources results in a better separation quality compared to
using the information from different resolutions separately as it is proposed in [19].
Figure 4.1 illustrates the main steps of the NTF-based source separation algorithm
running on the multiresolution representation of the input mixture. In the figure, only
two resolutions are depicted for clarity, but the framework can be extended to any
number. First, the magnitude spectrograms Xc,c = 1 · · ·C at different time-frequency
resolutions are obtained. The hop size and the frequency grids should be equal for all
C STFT resolutions in order to ensure that all the STFT magnitudes Xc are calculated
in the same grid of the time-frequency locations. In order to achieve that, the smaller
STFT windows are zero padded to ensure that all of the STFTs have the same number
of frequencies. The (k, i)−th time-frequency component of the mixture magnitude
spectrogram obtained at two different resolutions are represented as Xcki where c =
{1,2} in Figure 4.1. The magnitude spectrograms are combined into a tensor X,
where the c−th layer of X represents the mixture magnitude spectrogram Xc calculated
based on the c−th resolution. Then, the bases learned at the dictionary learning block
are fixed as S = [S1 · · ·SJR] where each column of S has K frequency components.
MR-NTF is performed on the tensor X ∈ RC×K×I by fixing S ∈ RK×JR and updating
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Figure 4.1: General scheme for the proposed source separation method using adaptive
MR-NTF.
A ∈ RI×JR and Q ∈ RC×JR at each iteration. Upon convergence, A = [A1 · · ·AJR] and
Q = [Q1 · · ·QJR] are segmented into sources, each A j,Q j, j = 1 · · ·J corresponding to
one source. After obtaining the Q and A factors, the contribution of each source in the
mixture magnitude spectrogram at the c−th resolution are estimated from:
ˆX jcki =
R
∑
r=1
Q jcrS jkrA jir, (4.1)
where S jkr represents the k−th frequency component of the r−th basis vector of the
j−th source; Q jcr represents the gain of the r−th component of the j−th source in the
c−th resolution; A jir represents the time envelope for the r−th component of the j−th
source in the i−th time frame. In Figure 4.1, the k−th frequency component of the i−th
time frame of the estimated magnitude spectrograms for the j−th source obtained at
the c−th resolution are represented as ˆX jcki, where j = {1,2} and c = {1,2}.
In order to estimate the sources in time domain, the complex source spectrograms
should be estimated from the magnitude spectrograms. The complex source
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spectrograms are directly retrieved using Wiener filter [41]
ˆFjcki = Fcki
ˆX jcki
∑ j ˆX jcki
, (4.2)
where Fcki represents the k−th frequency component of the i−th time frame for the
mixture signal represented at the c−th resolution. Time-domain estimate sˆ jc(t) of the
j−th source at the c−th resolution is obtained by applying ISTFT on the estimated
coefficients ˆFjcki. In Figure 4.1, sˆ jc(t) represents the estimated j−th source at the c−th
resolution, where j = {1,2} and c = {1,2}.
4.1.3 Enhanced sparsity by maximal energy compaction
The aim is to combine the source signals from different resolutions in order to achieve
an optimally compact representation in each part of the time-frequency plane. As it
is described in Section 4.1.2, fusion of the information is performed in the separation
step in order to use the information from different time-frequency resolution based
representations. After resynthesis of the sources in various resolutions, another
fusion is performed using the maximal energy compaction principle as in [16] by
an additional filter bank, with a fixed time-frequency resolution that transforms the
resulting separated source signals into the time-frequency coefficients on the same
time-frequency grid as in the analysis steps. This is achieved by first transforming
the estimated time-domain sources sˆ jc(t) into the time-frequency domain by using a
fixed time-frequency resolution. The resulting STFTs Fcjki, j = 1 · · ·J correspond to
the time-frequency representations of the sources obtained from MR-NTF in the c−th
layer. In Figure 4.1, Fcjki is represented for two sources { j = 1,2} at two different
resolutions c = {1,2}.
The fusion of the sound signals extracted at different layers of MR-NTF is performed
for each source to obtain a sparser representation. In order to fuse the information
efficiently at every time-frequency bin (k, i), a rectangular area Ω is considered around
this point. There is a trade-off between selecting a small or a large area. If the
area is small, there won’t be enough coefficients to calculate a robust estimate of
the energy smearing. If it is too big, it will not be a local estimate. Less smearing
around a time-frequency component yields a sparser representation, thus maximizes
the energy compaction. This process results in obtaining the separated sources with
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less interference. In order to estimate the sparsity in a rectangular grid Ω = H×U , a
kurtosis [16], [19] based method is used:
Kcjki =
1
HU ∑k′,i′∈Ω(|Fcjk′i′ |2−| ¯Fcj |)4(
1
HU ∑k′,i′∈Ω(|Fcjk′i′ |2−| ¯Fcj |)2
)2 , (4.3)
where Kcjki is the kurtosis calculated for the k−th frequency component of the i−th
frame of the j−th source in the c−th resolution; | ¯Fcj | is the sample mean of the squared
STFT magnitudes |Fcjki|2 in the grid Ω. Kurtosis is widely used for measuring the
nongaussianity of a distribution. If large number of components are inactive or almost
inactive, the value of the kurtosis gets larger and the distribution gets more peaky
[18, 67]. Therefore, kurtosis is widely used as a measure of sparsity [19, 56, 57] .
In [57], it is denoted that in cases where the spectral peaks are rapidly varying across
time, due to variation in vocal tract configuration, the spectral kurtosis measure tends
to choose windows so that formant tracks are nearly flat within them.
In order to avoid hard switching from one resolution to another, the squared magnitude
coefficients from different resolutions are fused adaptively. The fusion is performed
by a weighted sum of the squared magnitude spectrogram coefficients:
|Fjki|2 =
C
∑
c=1
wcjki|Fcjki|2, (4.4)
where Fcjki is the k−th frequency component at the i−th time frame of the j−th source
obtained for the c−th fixed time-frequency resolution and the mixing weights are
calculated as:
wcjki =
Kcjki
∑Cc=1 Kcjki
. (4.5)
This step yields a single power-magnitude spectrogram |F j|2 for each source. In (4.4),
the estimated sources from different time-frequency resolutions are combined in an
adaptive way, such that the smearing in both time and frequency is minimized.
In (4.4), the adaptive power magnitudes are calculated for each time-frequency
component. Thus, the adaptive representation requires the phase information in order
to estimate the time-domain sources. Wiener filtering of the mixture spectrogram F j is
performed such as
ˆFjki = Fki
|Fjki|2
∑Jj=1 |Fjki|2
. (4.6)
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Algorithm 6 The MR-NTF algorithm based on the KL divergence.
1: Input: x(t)
2: Xc ← ST FTc(x), c = 1 · · ·C
3: Initialize Q and A randomly
4: for n = 1 · · · MAXITER do
5:
ˆXcki = ∑
r
Q jcrS jkrA jir
6:
Qcr ← Qcr
( K
∑
k=1
Skr
I
∑
i=1
ΛckiAir
)
/
( K
∑
k=1
Skr
I
∑
i=1
Air
)
7:
ˆXcki = ∑
r
Q jcrS jkrA jir
8:
Air ← Air
( C
∑
c=1
Qcr
K
∑
k=1
ΛckiSkr
)
/
( C
∑
c=1
Qcr
K
∑
k=1
Skr
)
9: end for
10: Calculate magnitude frequency spectrogram: ˆX jcki = ∑r Q jcrS jkrA jir
11: Calculate complex frequency spectrogram: ˆFjcki = Fcki
ˆX jcki
∑r ˆXc jki
12: Calculate time domain estimate: sˆ jc(t)← ISTFT( ˆF jc)
13: Fcj ← ST FT3(sˆ jc)
14: Calculate sparsity: Kcjki =
1
HU ∑k′,i′∈Ω(|Fcjk′i′ |2−| ¯Fcj |)4(
1
HU ∑k′,i′∈Ω(|Fcjk′i′ |2−| ¯Fcj |)2
)2
15: Calculate fusing weights: wcjki =
Kcjki
∑c Kcjki
16: Fuse the signals: |Fjki|= ∑c wcjki|Fcjki|
17: Estimate complex source spectrogram: ˆFjki = Fki
|Fjki|2
∑ j |Fjki|2
18: sˆ j(t)← ISTFT3( ˆF j)
The ISTFT is then applied on the complex STFT coefficients ˆFjki in order to transform
the extracted sources ˆFjki to time domain signals sˆ j(t).
The proposed MR-NTF algorithm is summarized in Algorithm 6.
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4.2 Performance Evaluation
In this section, we first describe the test data and then proceed with experiments.
4.2.1 Datasets
Three audio datasets are considered and described below.
• Dataset A consists of ten monophonic mixtures synthetically generated by
summing J = 2 different but equal length sentences uttered by male and female
speakers from the TIMIT database. A training data of length 21 to 33 sec is used
for each speaker in order to learn the bases of each speaker. The length of the
evaluation sentences are 2 to 3 sec long. All the audio files are sampled at 16 kHz.
• Dataset B consists of six synthetic monophonic mixtures of J = 2 musical sources
(drums, cello, acoustic guitar, electric guitar, piano, bass, lead vocals) created using
5 sec excerpts of original separated tracks from the song “Sunrise” and “We are
in Love” by S. Hurley, available under a Creative Commons License at [68]. A
training data of length 30 sec is used for each source in order to learn the bases of
each source. All audio files are downsampled to 16 kHz.
• Dataset C consists of three synthetic monophonic mixtures of J = 2 speech and
music sources (cello, drums and piano). The speech and the musical sources are
selected randomly from Dataset A and Dataset B, respectively. Training data is of
length 21 to 33 sec while the length of the evaluation data is 2 to 3 sec.
Note that, all the test signals consist of two sources created by linear mixing of
individual source signals with unity gain and the evaluation data is not included in
the training set.
4.2.2 Model parameters
The effect of various parameters is investigated on the separation quality. The
investigated model parameters are discussed in the following.
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4.2.2.1 STFT parameters
The data is analyzed using a Hanning windowed STFT of NF = {256,512,
1024,2048,4096} samples. The choice of the STFT window size is important and
there is a trade-off between the time resolution and the frequency resolution. Although
a long window size gives a good frequency resolution but poor time resolution, a
short window size gives a good time resolution but a poor frequency resolution. The
choice of the window length depends on the signal characteristics. Stationary signal
analysis requires a good frequency resolution, while the transient signals or percussives
can be analyzed better using a good time resolution. Thus, various STFT lengths
NF = {256,512,1024,2048,4096} are used and the STFT magnitudes calculated
using different STFT lengths are combined in a single tensor. The time-frequency
magnitudes are calculated on the same grid by zero padding the windowed signals and
using equal STFT analysis hops for every resolution which is equal to the half of the
smallest STFT length. The estimated signals obtained from various resolutions are
analyzed using a Hanning windowed STFT of length NF = 1024 with 25% overlap.
4.2.2.2 NTF parameters
In our case, the NTF parameters consist of the rank of the factorization R and the
number of the NTF layers C. The number of the NTF layers is actually determined by
the number of the time-frequency resolutions which is directly related to STFT. The
choice of the number of bases R per each source is important. If a high value is chosen,
the model can represent the diversities in the source; e.g. using a single basis for each
note or each elementary sound object. However, it may also cause the model to overfit
the data. On the other hand, one or few components per source are not enough to
represent all the diversities in the data. In the experiments of Section 4.2.3, the effect
of the rank of the factorization is investigated by selecting the training number of bases
for each source as R = {1,10,20,50,100}.
4.2.2.3 Grid size for sparsity
Another important parameter is related to the adaptive fusing. The adaptive fusing is
performed based on a sparsity measure calculated over a time-frequency grid Ω around
each time-frequency component with various sizes. The length of the rectangular
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grid is selected as the combinations of H = {3,5,9} time frames and U = {3,5,9}
frequency bins around the point of interest. The tradeoff here is that small Ωs do not
allow to form a robust estimate of the energy smearing as there are too few STFT
coefficients inside, and large Ωs are not local enough for fine control of the resolution.
4.2.3 Separation results
In this section, the performance improvement achieved by the joint optimization
of the single channel source separation based on a multiresolution representation is
investigated. The proposed approach fuses the separated signals from each layer of the
tensor in an adaptive way, where each layer corresponds to the representation of the
mixture signal with a different time-frequency resolution. The MR-NTF algorithm
is run for fifty iterations. The separation is performed using all combinations of
the parameters mentioned in Section 4.2.2 on our dataset which amounted to 45
experiments (five rank values, nine different grid size) for 19 test signals using seven
different resolution set represented by C = {2,3,4,5} layered tensors. First, the
separation is evaluated using a C = 5 layered tensor where each layer corresponds to
the magnitude spectrogram of the mixture signal obtained with STFT lengths of NF =
{256,512,1024,2048,4096}. The performance is also evaluated using C = 2,C = 3
and C = 4 layered tensors for representing the input mixture signal, where C = 2,C = 3
and C = 4 different STFT lengths out of NF = {256,512,1024,2048,4096} are
selected. The performance measures are averaged for all these experiments separately
on three datasets and the effect of the parameters mentioned in Section 4.2.2 is
analyzed.
In these experiments, the aim is to investigate the improvement in the separation quality
of the estimated sources obtained by adaptive time-frequency resolution and compare
it with the results obtained at a single fixed time-frequency resolution. In the proposed
MR-NTF approach, each layer of the input tensor represents a fixed time-frequency
resolution based representation of the mixture signal. Thus, the output of the separation
gives the separated sources in each resolution. In each row of Figure 4.2, the magnitude
spectrograms of the mixture signal are illustrated at two different resolutions (a, b),
the original signal at two different resolutions (c, d), the estimated signal from each
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Figure 4.2: The magnitude spectrograms for (a) the mixture signal at c= 1st resolution
(layer), (b) the mixture signal at c = 2nd resolution (layer), (c) the original
source at c = 1st resolution (layer), (d) the original source at c = 2nd
resolution (layer), (e) the estimated source from the c = 1st resolution
(layer) where NF = 256, (f) the estimated source from c = 2nd resolution
(layer) where NF = 4096, (g) the estimated source by NMF where NF =
256, (h) the estimated source by NMF where NF = 4096.
layer of the MR-NTF (e, f), and the estimated signal obtained by NMF(g, h), where
NF = 256 and NF = 4096 for a test signal from Dataset A. These figures are cropped
for the 1.6-2.8 seconds of the signal between the 0-2 kHz frequency range for a
detailed illustration. In Figure 4.2, it can be seen that the frequency resolution of
the first column is not enough to separate the harmonics and also smearing appears
in frequency. In the second column of the figure, the frequency resolution of the
representation is high enough and the harmonics are well separated in the frequency
domain. However, the time resolution is low and smearing occurs in time. This
smearing can be observed significantly between the 2 seconds and the 2.2 seconds
of the signal in the second column of Figure 4.2. If the sources obtained by MR-NTF
in the first layer (e) and NMF using a single resolution (g) are compared, it can be seen
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Figure 4.3: The magnitude spectrograms for (a)the original source, (b) the extracted
source from a fixed resolution, (c) the extracted source by using MR-NMF,
(d) the extracted source by using the proposed MR-NTF.
that fusing the information from different resolutions during optimization enhances the
quality of the separated sources.
The proposed work introduces a method which fuses the separated sources observed
in Figure 4.2 (e) and (f) and generates a signal which has adaptive time-frequency
resolution. Since these signals have different resolutions, they cannot be fused and
transformed to the time domain. Thus, each of the separated signal is first transformed
into the time domain by Wiener filtering of the mixture spectrogram with the same
resolution. Then, the signals are transformed back to time-frequency domain using
the same STFT parameters for analysis. In Figure 4.3 (a), the magnitude spectrogram
of the original source is illustrated in the new resolution where the STFT is applied
using NF = 1024 length Hanning window with 25% overlap. Figure 4.3 (b) illustrates
the separated signal obtained using NMF at a fixed time-frequency resolution. The
signals obtained using the adaptive time-frequency resolution with MR-NMF [19] and
the proposed MR-NTF are represented in (c) and (d), respectively. It can be seen
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Figure 4.4: The time domain illustrations for (a) the mixture signal, (b) the original
source signal, (c) the estimated source signal separated from the mixture
signal based on the adaptive resolution, (d) the estimated source from the
c = 1−st resolution (layer) where NF = 256, (e) the estimated source from
the c = 2−nd resolution (layer) where NF = 4096.
that the smearing in time and frequency is minimized in adaptive resolution based
representations.
The time-domain estimates of the signals illustrated in Figure 4.3 are shown in Figure
4.4 for the same time interval. It represents (a) the mixture signal (b) the original source
signal, (c) the estimated signal separated from the mixture signal based on the adaptive
resolution, (d) the separated signal from the c = 1st layer and (e) the separated signal
from the c = 2nd layer. In Figure 4.4, more interference occurs from the unwanted
source obtained from the c = 1st resolution illustrated in (d). The separated signal
from the c = 2nd resolution has degradation of the signal in some parts which can be
observed around the 2.4 seconds of the signal. Thus, the estimated signal from the
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Figure 4.5: The mean SDR, SIR and SAR values with respect to iteration number
obtained on Dataset A using fixed time-frequency resolution NMF,
adaptive MR-NMF and MR-NTF.
adaptive resolution has less energy degradation and less smearing compared to single
resolution results.
In the remaining part of this section, the effect of the parameters are investigated on
the separation performance. The separation is performed at various resolutions with
C = {2,3,4,5} on Datasets A, B and C and the results are reported for each dataset
separately.
The consistency of optimization of the proposed approach is checked with respect to
source separation performance improvement as measured by SDR, SIR and SAR. Ten
speech + speech mixtures of Dataset A are used and the MR-NTF algorithm is run for
50 iterations. R = 20 components are extracted for each source. Figure 4.5 displays
the mean SDR, SIR and SAR values with respect to iterations obtained on ten mixtures
using single resolution NMF with STFT lengths NF = 512, NF = 2048; MR-NMF [19]
and the proposed MR-NTF. The results show that the source separation performance
improves consistently in terms of SDR and SIR, while it decreases in terms of SAR
in fixed and adaptive resolution based schemes. It is observed that both the MR-NMF
and the MR-NTF methods improve the quality of the sources compared to the fixed
resolution NMF results and MR-NTF outperforms MR-NMF in terms of SDR and
SIR. Although running the algorithm for 30 iterations is enough for convergence, the
MR-NTF scheme is run for 50 iterations for all test files.
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Table 4.1: Performance in terms of SDR, SIR, SAR, OPS, IPS and APS values
obtained by the MR-NTF method on a mixture of female and male speakers
from Dataset A, where C = 2 is used with NF = {512,2048}. The measures
are reported for the female (Fml) speaker, the male (Ml) speaker and their
average (Avg).
SDR SIR SAR
Fml Ml Avg Fml Ml Avg Fml Ml Avg
c = 1 8.5 8.9 8.7 11.3 13.3 12.3 12.0 11.0 11.5
c = 2 9.0 9.7 9.4 11.5 13.7 12.6 13.0 12.1 12.6
MR-NTF 9.8 10.1 10.0 14.1 19.0 16.6 12.0 10.8 11.4
OPS IPS APS
c = 1 32.2 47.7 40.0 37.8 63.8 50.8 60.2 43.1 51.7
c = 2 19.9 29.1 24.5 25.0 51.9 38.5 71.3 75.9 73.6
MR-NTF 41.3 48.7 45.0 52.3 67.3 59.8 53.9 38.1 46.0
After determining the iteration number, the separation results are first evaluated
for ten speech + speech mixtures on Dataset A. In Table 4.1, the quality of the
separated sources is reported in terms of mean SDR, SIR and SAR and their perceptual
correspondences OPS, IPS and APS obtained from one speech mixture where rank is
selected as R = 20 for each source. The best performance is obtained when C = 2
where NF = 512 and NF = 2048 are used for representing the mixture signal in different
layers of the input tensor. Thus, only the results obtained on a C = 2 layered tensor
where NF = {512,2048} are used to represent the input mixture are reported. The
results obtained on each layer are reported in the third and fourth rows of the table in
terms of SDR, SIR and SAR. The adaptive results obtained by our MR-NTF method
are reported on the fifth row where U = 3 and H = 3 is selected for the grid width
(frequency components) and height (time frames) to calculate the kurtosis around each
time-frequency component. It is observed that, the effect of the grid size for kurtosis
analysis is not significant. Thus, in order to decrease the computational complexity,
it is selected as U = 3,H = 3. It can be seen that, the proposed adaptive MR-NTF
scheme improves the quality of the separated sources by 1-2 dB in terms of SDR and
3-6 dB in terms of SIR for both speaker compared to fixed-resolution results. The
artifacts obtained for the adaptive resolution scheme and the fixed-resolution scheme
are similar. The quality in terms of perceptual measures are reported in the lower part
of Table 4.1. It is observed that an improvement of 1-22 and 4-27 points in terms
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Figure 4.6: The mean SDR, SIR and SAR values obtained for various number of
bases per each source obtained on Dataset A using a fixed time-frequency
resolution NMF, MR-NMF and MR-NTF.
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Figure 4.7: The mean OPS, IPS and APS values obtained for various number of
bases per each source obtained on Dataset A using a fixed time-frequency
resolution NMF, MR-NMF and MR-NTF.
of OPS and IPS are obtained by the proposed approach, respectively. The artifact is
increased in the proposed approach by an amount of 5-43 points in terms of APS.
Moreover, the results obtained in each layer outperforms the NMF factorization in a
single time-frequency resolution slightly.
In Figure 4.6 and 4.7, the effect of the rank parameter is investigated on the separation
performance. Thus, R = {1,10,20,50,100} bases are learned for each source in the
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training and used for separating the sources. The separation results are averaged over
a set of ten pairs of male/female speakers from the Dataset A. The horizontal axes
in Figure 4.6 and 4.7 display the number of bases per each source. In the figures,
the results obtained by fixed time-frequency resolutions from each tensor layer are
also plotted to show the improvement by mixing the fixed time-frequency resolution
results in an adaptive way. As it is seen from Figure 4.6, the proposed method
increases the separation quality by around 2 dB and 3 dB in terms of SDR and SIR
while the SAR is decreased. In terms of the perceptual measures, an improvement
is achieved by the proposed method in terms of OPS and IPS around 2-5 and 10,
respectively. Moreover, learning R = 20 bases for each source gives the optimum
results in terms of all measures. In order to compare the performance of the proposed
MR-NTF method with the previous work [19] named as MR-NMF, the same tests
are performed with same parameters. In MR-NMF, the multiple NMF instances are
run in parallel and the sources obtained from different resolutions are merged as it is
described in Section 4.1.3. If MR-NMF and MR-NTF results are compared, it can
be seen that both methods outperform the results obtained from a fixed resolution.
MR-NTF outperforms MR-NMF by 1-2 dB in terms of SDR and SIR for rank values
of 10 and 20. It can be concluded that, choosing a rank value of 20 is enough for
extracting the sources successfully which gives the opportunity to separate the sources
with a lower computational complexity.
In Table 4.2, the quality of the separated sources are reported in terms of SDR,
SIR, SAR and their perceptual correspondences OPS, IPS, APS obtained from a
music mixture consisting of a drum and an electric guitar signal where the rank is
selected as R = 20 per each source. The results are obtained on a C = 4 layered
tensor where c = {1,2,3,4} represent the time-frequency resolution for STFT lengths
NF = {512,1024,2048,4096}, respectively. The results obtained on each layer are
reported in the 3-6th rows of the table in terms of SDR, SIR and SAR, followed by
the adaptive MR-NTF results. In order to see the effect of perceptual weighting in the
separation, the separation is also performed by integrating the perceptual weighting
proposed in [28] into the MR-NTF approach. The results obtained by perceptually
weighted MR-NTF are represented as PWMR-NTF in Table 4.2. It is observed that,
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Table 4.2: Performance in terms of SDR, SIR, SAR, OPS, IPS and APS values
obtained by the MR-NTF method on a mixture of drums and electric
guitar excerpts from Dataset B, where C = 4 is used with NF =
{512,1024,2048,4096}. The measures are reported for the drums (Drms),
the electric guitar (El.Gtr) and their average (Avg).
SDR SIR SAR
Drms El.Gtr Avg Drms El.Gtr Avg Drms El.Gtr Avg
c = 1 14.5 15.4 14.9 16.5 19.4 17.9 18.8 17.6 18.2
c = 2 14.4 16.5 15.4 16.0 21.7 18.9 19.4 18.0 18.7
c = 3 15.7 17.2 16.4 17.9 23.4 20.6 19.7 18.4 19.1
c = 4 15.6 17.5 16.6 17.7 23.6 20.6 20.0 18.7 19.4
MR-NTF 16.5 16.5 16.5 20.3 21.6 21.0 18.9 18.2 18.5
PWMR-NTF 16.6 16.8 16.7 20.3 22.4 21.3 19.0 18.2 18.6
OPS IPS APS
c = 1 45.5 45.7 45.6 66.3 63.7 65.0 45.1 48.1 46.6
c = 2 46.3 43.6 45.0 62.7 58.9 60.8 50.8 53.6 52.2
c = 3 41.9 34.4 39.2 55.2 44.7 49.9 60.6 63.6 62.1
c = 4 23.9 19.3 21.6 40.8 33.0 36.9 73.8 68.8 71.3
MR-NTF 44.2 47.1 45.6 69.2 65.1 67.2 48.6 53.9 51.3
PWMR-NTF 43.2 44.0 43.6 69.4 68.1 68.8 47.3 46.3 46.8
the proposed adaptive MR-NTF scheme improves the quality of the separated sources
by 1-3 dB in terms of SDR and 1-3 dB in terms of SIR for both sources compared
to the fixed-resolution results. Although the SIR value obtained on the c = 4th layer
is slightly higher than the SIR value obtained by the proposed MR-NTF method, the
average SIR value is increased by the proposed method. The artifacts obtained for
the adaptive resolution scheme and the fixed-resolution are similar. The quality of the
separated sources in terms of perceptual measures is reported in the lower part of Table
4.2. The difference between the OPS values obtained in different layers of NTF are
very high, and the OPS value of the proposed MR-NTF approach is very similar to the
highest scores obtained for each source in different layers. The IPS value is increased
by 2-33 points and it is significantly higher than the IPS values obtained on a single
layer. Again, APS is decreased by the proposed method. If the effect of the perceptual
weighting is investigated, it is observed that the PWMR-NTF method enhances the
quality of the separated sources slightly compared to MR-NTF scheme.
In Figure 4.8 and 4.9, the effect of the rank parameter is investigated for separation of
two instruments from Dataset B. The results are averaged over a set of six mixtures
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Figure 4.8: The mean separation results in terms of SDR, SIR and SAR for various
number of bases per each source obtained on Dataset B.
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Figure 4.9: The mean separation results in terms of OPS, IPS and APS for various
number of bases per each source obtained on Dataset B.
from Dataset B. It is observed that, the quality in terms of total distortion (SDR
and OPS) and interference (SIR and IPS) is increased by the proposed MR-NTF
method. On the other hand, the artifacts obtained by the proposed method seems
to be around the average of the artifact distortions (APS and SAR) obtained by the
fixed time-frequency resolutions. Also, learning R = 20 bases for each source gives
the optimum results in terms of all measures.
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Table 4.3: Performance in terms of SDR, SIR, SAR, OPS, IPS and APS values
obtained by the MR-NTF method on a mixture of a male speaker and
a piano excerpt from Dataset C, where C = 3 is used with NF =
{512,1024,2048}. The measures are reported for the male (Male) speaker,
the piano (Piano) and their average (Avg).
SDR SIR SAR
Male Piano Avg Male Piano Avg Male Piano Avg
c = 1 4.2 12.1 8.2 7.2 14.3 10.8 8.0 16.3 12.2
c = 2 7.6 14.2 10.9 12.2 16.7 14.5 9.7 18.0 13.9
c = 3 8.5 15.3 11.9 13.3 18.4 15.9 10.5 18.2 14.3
MR-NTF 8.6 14.3 11.5 17.5 16.9 17.2 9.3 17.9 13.6
OPS IPS APS
c = 1 45.0 42.7 43.8 63.0 60.6 61.8 36.8 66.54 51.7
c = 2 51.9 27.1 39.5 69.0 57.8 63.4 46.9 71.4 59.2
c = 3 54.1 18.8 36.5 69.7 54.8 62.2 57.6 69.1 63.36
MR-NTF 42.3 34.4 38.3 73.4 51.8 62.6 37.5 67.4 54.4
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Figure 4.10: The mean SDR, SIR and SAR values obtained for various number of
bases per each source obtained on Dataset C.
On Dataset C, the highest performance is obtained when MR-NTF is applied on a three
layered tensor, where the tensor layers represent the STFT magnitudes with window
lengths NF = {512,1024,2048}, respectively. The improvement obtained by adaptive
time-frequency resolution is less significant on Dataset C as it can be seen from the
results reported in Table 4.3 for a mixture of a male speaker and a piano excerpt.
Again, the highest separation performance is obtained when R = 20 bases are learned
for each source as it can be seen from Figure 4.10 and Figure 4.11.
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Figure 4.11: The mean OPS, IPS and APS values obtained for various number of bases
per each source obtained on Dataset C.
Table 4.4: Running time in seconds for a typical run of KL-divergence based
MR-NMF and MR-NTF on a 3 sec mixture.
Methods MR-NMF MR-NTF
Rank Train Test Train Test
1 15.30 1.07 15.58 1.03
10 15.74 0.98 15.93 1.02
20 15.55 1.02 16.13 1.07
50 16.36 1.24 16.90 1.25
100 17.53 1.63 18.06 1.63
4.2.4 Computational complexity
In this subsection, the computational complexity of the proposed MR-NTF and
MR-NMF methods is discussed.
In both MR-NTF and MR-NMF, the fusing scheme is common. Thus, the fusing step
is excluded in the complexity measure.
In order to measure the computational complexity of the methods, a 3 sec audio
mixture is separated on a PC equipped with a 2.4 GHz Intel R© CoreTM2 Quad
processor. The separation time is measured by excluding the file read/write operations
and the spectrogram calculation/inversion stages. In Table 4.4, the running time is
listed in seconds obtained by the MR-NMF and the MR-NTF methods based on the
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KL divergence and under the same starting conditions. It is observed that the running
time for MR-NMF and MR-NTF is similar. Although the running time required for
learning the bases in the training step is high and can be performed offline prior to the
separation, both MR-NMF and MR-NTF schemes work real-time.
4.3 Conclusion
In this chapter, an adaptive time-frequency resolution based supervised method has
been presented for separating known types of sounds from a single observation.
The single mixture signal has been represented in various time-frequency resolutions
in different layers of the tensor. Then, the proposed MR-NTF approach has been
performed in order to extract the sources. The decomposition algorithm has been
applied on single channel mixtures of two sources where the sources consist of two
musical signals, two speech signals or a music and a speech signal. The clustering
problem has been resolved by learning the bases of the sources and fixing the bases
during the factorization.
An improvement of 1-4 dB has been observed in terms of SDR and SIR relative to
the fixed time-frequency resolution separation results. In terms of perceptual measures
OPS and IPS, the improvement has been around 5-30. The proposed algorithm has
been shown to outperform the single channel NMF algorithm and successfully separate
the sources if the rank of the factorization is selected appropriately. The NTF algorithm
is unique, thus the proposed method is not sensitive to the initialization.
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5. BAYESIAN INFERENCE FOR NON-NEGATIVE MATRIX FACTOR
DECONVOLUTION MODELS
In most of the audio source separation problems, it is difficult to have complete
information about the sources even the number of sources. Hence it is common to make
an initial assumption about the number of sources before applying source separation.
Similarly we simplify the separation problem with extra constraints depending on
assumed type of the sources whether they are music, speech or both. In these cases,
in order to find a solution, an inductive reasoning based procedure is required. Recent
work on audio source separation deals with Bayesian methods that can be effectively
used to solve these problems that prevent to deduce a unique solution.
In Bayesian methods, probabilistic generative models of the source signals are built
and the source signals are estimated in a minimum mean squared error (MMSE) or
Maximum a Posteriori (MAP) estimation from the mixture. Generally, the model
consists of the latent variables and prior conditional distributions between the variables
which describe the mixing matrix, the set of source signals or giving more details about
the relative positions of the sources. After constructing the model, the probability of the
particular values of the parameters for describing the situation accurately are calculated
based on the observations and the prior information.
There are several works in the literature that combines the NMF based audio source
separation with Bayesian methods. In the early works, ICA is investigated under a
Bayesian approach which also relaxes the hypotheses of ICA such as square mixing
matrix and independent and identically distributed sources [69]. This approach also
enables to incorporate prior information about the mixing matrix into the separation
scheme. In underdetermined cases, the problem is ill-posed because the mixing
matrix is not invertible and the prior information about the sources is important for
separation. The Bayesian approach allows to incorporate the available information
about the unknowns into the separation through the priors.
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The statistical approaches offer both a strong theoretical framework and have the
advantage to make the assumptions and manage the constraints through models and
priors. Another advantage of the statistical approaches is the possibility to switch
from the ML estimation to the MAP estimation by using the Bayes rule [70]. Thus,
choosing adequate prior distributions p(S) and p(A) enable to introduce the desired
properties into the decomposition. Furthermore, the statistical framework provides a
strong theoretical basis and efficient algorithms with proven convergence, like the EM
algorithm and its variants to estimate the NMF factors [70].
Theoretically, the NMF based algorithms can be interpreted as computing a ML or a
MAP estimate of the non-negative factorizing matrices under some assumptions on the
distribution of the data and the factors. The main limitation of conventional subspace
learning methods is the deficiency of incorporating the prior information into the model
explicitly while proving convergence. In the NMF based separation scheme introduced
in Chapter 3, no prior information is used about the sources and the separation of the
musical sources is performed based on the shift-invariance assumption. Chapter 4
introduces a supervised approach which proposes to learn the frequency bases of the
sources from the available training data prior to the separation of the mixture. Recently,
informed source separation [32] methods are proposed, in which the available prior
information about the sources are incorporated into the separation scheme through a
source model.
Probabilistic decomposition enables controlling the form of the learned bases and gains
through the imposition of prior probabilities and incorporating constraints through
these priors. In [71, 72], it is proven that the multiplicative update rules of S and
A obtained for NMF with the KL divergence is equivalent to the ML estimation
of the parameters {S,A} under some assumptions. In this framework, the original
nonnegative multiplicative update equations of NMF appear as an EM algorithm for
ML estimation of a conditionally Poisson model via data augmentation. Starting from
this view, it is possible to do Bayesian model selection that automatically adjust the
sparseness criteria from the data. Inference in the resulting models can be carried out
easily using variational (structured mean field) Bayes (VB). The resulting algorithm
opens up the way for a full Bayesian treatment for model selection via computation of
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the marginal likelihoods (the evidence), such as estimating the dimensions of the basis
matrix. In [70], a Bayesian approach of NMF is introduced which allows to enforce
harmonicity in the columns of the basis matrix S and temporal smoothness in the rows
of the encoding matrix A which are the desired properties for the musical sources.
Knowing that the multiplicative update rules of NMF is equivalent to ML estimation
of the model parameters under a Bayesian approach [72], in this chapter, we extend
this framework to NMFD [9] in order to take into account the temporal information in
source separation. It is shown that the proposed BNMFD retains the attractive features
of the conventional NMFD such as easy implementation and monotonic convergence
while enabling to develop more powerful models by incorporating the available prior
information into the decomposition algorithm. Furthermore, it can be considered as
an attempt to automatic selection of rank parameter without knowing the number of
sources.
5.1 The Statistical Perspective
In NMFD, the non-negative observation data matrix X ∈ RK×I is factorized to be a
convolution of non-negative matrices A and Sτ which depends on time τ:
Xki ≈ ˆXki =
R
∑
r=1
T−1
∑
τ=0
SτkrAr,i−τ (5.1)
where R is the number of sources. The matrices S∈RK×R×T and A∈RR×I are referred
to as the basis matrix and the gain matrix, respectively. It is also possible to include a
“2-D” convolution in the k dimension as well [11]; this is straightforward to include in
our framework but is omitted for simplicity.
Subject to the positivity constraints, (S,A) are extracted which minimizes the KL
divergence defined in (2.2). Obviously, as NMFD adds new dimensions to the
basic NMF model, the number of free parameters increases drastically. Hence, for
prediction, interpolation or separation tasks it is important to incorporate a form of
regularization. The standard approach to regularization is to make use of sparsity, i.e.
enforcing most of the model parameters to be zero or close to zero. However, it is not
always clear how to choose the optimal criteria. In this chapter, an approach based on
a full Bayesian treatment is investigated, where the sparseness criteria can be selected
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automatically from data. Therefore, first a statistical perspective is needed for the basic
NMFD model.
In this subsection, NMFD is described from a statistical perspective. This view opens
up the way for developing extensions that facilitate more sophisticated inference as
well as more realistic and flexible modeling. The first step is the derivation of the KL
divergence from a ML principle. The following hierarchical model is considered for
the basis and the gain matrices:
S ∼ p(S|θ S) (5.2)
A ∼ p(A|θ A), (5.3)
where p(S|θ S) and p(A|θ A) are the prior distributions of S and A with
hyperparameters θ S and θ A, respectively. Depending on the degree of prior
information about S and A, the hyperparameters can be either fixed or they can be
estimated from the observed data X.
The total magnitude of the observed signal Xki, in each time-frequency point is the sum
of the magnitudes of individual sources, i.e.
Xki = ∑
τ
∑
r
Y τrki. (5.4)
It is assumed that the magnitude at each time-frequency component Y τrki produced by
the r−th source is Poisson distributed:
Y τrki ∼PO(Y τrki; ˆY τrki) (5.5)
where ˆY τrki = S
τ
krAr,i−τ and PO denotes the Poisson distribution [72]. It is shown
in [72] that the KL minimization formulation of the NMF algorithm can be derived
from a probabilistic model where the observations are superposition of R independent
Poisson distributed latent sources.
The variables Yr = {Y τrki} are called as latent sources and they can be analytically
marginalized out to obtain the marginal likelihood
log p(X|S,A) = log∑
Y
p(X|Y)p(Y|S,A)
= log∏
k
∏
i
PO(Xki;∑
r
∑
τ
ˆXτrki), (5.6)
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which results from the well known superposition property of Poisson random variables.
The maximization of this objective in S and A is equivalent to the minimization of the
KL divergence in (2.2). In the derivation of original NMFD in [9], this objective is
stated first; the Y variables are introduced implicitly later during the optimization on
S and A. This algorithm is actually equivalent to EM, ignoring the priors p(S|.) and
p(A|.).
Given the probabilistic interpretation, it is possible to propose various hierarchical
prior structures to fit the requirements of an application. Here, a simple choice of a
conjugate prior is described as
Sτkr ∼ G (Sτkr;aτSkr ,bτSkr /aτSkr )
Ari ∼ G (Ari;aAri,bAri/aAri), (5.7)
where, G denotes the density of a gamma random variable. The main reason for
choosing a Gamma distribution is its computational convenience: Gamma distribution
is the conjugate prior to Poisson intensity. Qualitatively, the shape parameter a controls
the sparsity of the representation. Remember that G (x;a,b/a) has the mean b and
standard deviation b/
√
a. Hence, for large a, all coefficients have more or less the
same magnitude b and typical representations are full. In contrast, for small a, most of
the coefficients are very close to zero and only very few dominates, hence favoring a
sparse representation.
The hierarchical model in (5.7) is potentially more flexible than the basic model given
in (5.4) and (5.5), in that it allows a lot of freedom for more realistic modeling. First
of all, the hyperparameters can be estimated from examples of a certain class of source
to capture the invariant features. Another possibility is Bayesian model selection,
where alternative models can be compared in terms of their marginal likelihoods. This
enables to estimate the model order, for example, the optimum number of bases R or
the optimum number of convolution order T to represent a source.
5.2 Full Bayesian Inference using Variational Bayes
In source separation with NMFD, the posterior of the bases S and the gains A are
needed to be calculated given data and hyperparameters θ ≡ (θ S,θ A). Another
85
important quantity is the marginal likelihood (also known as the evidence) which can
be written as:
p(X|θ) =
∫
dSdA∑
Y
p(X|Y)p(Y|S,A)p(S,A|θ). (5.8)
The marginal likelihood can be used to estimate the hyperparameters θ , given
examples of a source class
θ ∗ = argmax
θ
p(X|θ), (5.9)
or to compare two given models via Bayes factors
l(θ S,θ A) = p(X|θ
S)
p(X|θ A) . (5.10)
This latter quantity is especially useful for comparing different classes of models.
However, the integrations can not be obtained in closed form. In order to approximate
inference strategies, VB is described in this thesis.
The VB [73] method is sketched here to bound the marginal loglikelihood as
LX ≡ log p(X|θ)≥∑
Y
∫
dSdAq log p(X,Y,S,A|θ)
q
= 〈log p(X,Y,S,A|θ)〉q +A [q]≡BV B[q], (5.11)
where, q = q(Y,S,A) is an instrumental distribution and A [q] is its entropy. The
bound is tight for the exact posterior, but as this distribution is complex, a factorized
form for the instrumental distribution is assumed by ignoring some of the couplings
present in the exact posterior
q(Y,S,A) = q(Y)q(S)q(A)
=
(∏
ki
q(Y τ=1:Tr=1:R,ki)
)(∏
ki
q(Sτ=1:Tki )
)(∏
ri
q(Ari)
)≡ ∏
α∈C
qα , (5.12)
where α ∈ C = {{Y},{S},{A}}. Hence, attaining the exact marginal likelihood
LX(θ) is not guaranteed. Yet, the bound property is preserved and the aim of VB
is to optimize the bound. Although it is not possible to obtain the best q distribution
respecting the factorization in closed form, a local optimum can be attained by the
following fixed point iteration:
q(n+1)α ∝ exp
(〈log p(X,Y,S,A|θ)〉
q(n)¬α
)
, (5.13)
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where q¬α = q/qα . This iteration monotonically improves each factor of the q
distribution, i.e. B[q(n)] ≤B[q(n+1)] for n = 1,2, · · · given an initialization q(0). The
order of the factors is not important for the convergence and the blocks can be visited
in arbitrary order. On the other hand, generally the attained fixed point depends upon
the order of the updates as well as the starting point q(0)(.). The following update order
is chosen in our derivations,
q(Y)(n+1) ∝ exp
(〈log p(X,Y,S,A|θ)〉q(S)(n)q(A)(n)) (5.14)
q(S)(n+1) ∝ exp
(〈log p(X,Y,S,A|θ)〉q(Y)(n+1)q(A)(n)) (5.15)
q(A)(n+1) ∝ exp
(〈log p(X,Y,S,A|θ)〉q(Y)(n+1)q(S)(n+1)). (5.16)
As it is denoted in (5.14), first, the factor q(Y)(n+1) at the (n+1)th iteration is updated
by fixing the factors q(S)(n) and q(A)(n) obtained at the (n)th iteration. In (5.15),
q(S)(n+1) is updated by fixing q(Y)(n+1) obtained at the (n+1)th iteration and q(A)(n)
obtained at the (n)th iteration. Finally, q(A)(n+1) is updated by fixing q(Y)(n+1) and
q(S)(n+1) obtained at the (n+1)th iteration as denoted in (5.16).
5.2.1 Variational Update Equations and Sufficient Statistics
The expectations of 〈log p(X,Y,S,A|θ)〉 are functions of the sufficient statistics of q.
The expressions and the derivations are presented in the following. First, the full joint
distribution is expressed as:
Φ = p(X,Y,S,A|θ) = p(X|Y)p(Y|S,A)p(S|θ S)p(A|θ A). (5.17)
Then, the logarithm of the joint distribution can be written as:
logΦ = log p(X|Y)+ log p(Y|S,A)+ log p(S|θ S)+ log p(A|θ A)
= ∑
k
∑
i
logδ (Xki−∑
r
∑
τ
Y τrki)
+∑
k
∑
i
∑
r
∑
τ
(−SτkrAr,i−τ +Y τrki log(SτkrAr,i−τ)− logΓ(Y τrki +1))
+∑
k
∑
r
∑
τ
(aτSkr −1) logSτkr−
aτSkr
bτSkr
Sτkr− logΓ(aτSkr )−aτSkr log
bτSkr
aτSkr
+∑
r
∑
i
(aAri−1) logAri−
aAri
bAri
Ari− logΓ(aAri)−aAri log
bAri
aAri
. (5.18)
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The update equation for the latent sources Y τkri can be written as:
q(Y τ=1:Tr=1:R,ki) ∝ exp
(
∑
r
∑
τ
(
Y τrki(〈log(Sτkr〉+ 〈logAr,i−τ〉)
)− logΓ(Y τrki +1))
)
δ (Xki−∑
r
∑
τ
Y τrki)
∝ M (Y τ=1:Tr=1:R,ki;Xki, p
τ=1:T
k,1:R,i), (5.19)
where
pτrki =exp(〈logSτkr〉+ 〈logAr,i−τ〉)/∑
r
∑
τ
exp(〈logSτkr〉+ 〈logAr,i−τ〉) (5.20)
〈Y τrki〉=Xki pτrki. (5.21)
The update equation for the latent sources Y leads to the following:
q(Y τ=1:Tr=1:R,ki) ∝ M (Y
τ=1:T
r=1:R,ki;Xki, p
τ=1:T
r=1:R,ki) (5.22)
where
pτrki =
exp(〈logSτkr〉+ 〈logAr,i−τ〉)
∑r ∑τ exp(〈logSτkr〉+ 〈logAr,i−τ〉)
〈Y τrki〉= Xki pτrki. (5.23)
The update equation for the bases Sτkr can be written as:
q(Sτkr) ∝ exp
(
(aτSkr +∑
i
〈Y τrki〉−1) logSτkr−
(aτSkr
bτSkr
+∑
i
〈Ar,i−τ〉
)
Sτkr
)
∝ G (Sτkr;ν
τS
kr ,β τSkr ), (5.24)
where
ντSkr ≡ aτSkr +∑
i
〈Y τrki〉
β τSkr ≡
(
aτSkr
bτSkr
+∑
i
〈Ar,i−τ〉
)−1
. (5.25)
Then,
exp(〈logSτkr〉) = exp
(
Ψ(ντSkr )
)β τSkr
〈Sτkr〉= ντSkr β τSkr . (5.26)
In (5.26), Ψ denotes the digamma function defined as Ψ(a)≡ d logΓ(a)/da.
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After assigning m = i− τ , the update equation for the gains Arm can be written as:
q(Arm) ∝ exp
(
(aArm +∑
τ
∑
k
〈Y τrk,m+τ〉−1) logArm−
(aArm
bArm
+∑
τ
∑
k
〈Sτkr〉
)
Aτrm
)
∝ G (Arm;νArm,β Arm), (5.27)
where
νArm ≡ aArm +∑
τ
∑
k
〈Y τrk,m+τ〉
β Arm ≡
(
aArm
bArm
+∑
τ
∑
k
〈Sτkr〉
)−1
. (5.28)
Then,
exp(〈logArm〉) = exp
(
Ψ(νArm)
)β Arm
〈Arm〉= νArmβ Arm. (5.29)
One of the attractive features of NMFD is easy and efficient implementation. In this
section, the update equations of [9] are derived in compact matrix notation to illustrate
that these attractive properties are retained for the full Bayesian treatment. A subtle
but key point in the efficiency of the algorithm is that explicitly storing and computing
the T ×R× I object Yτ is avoided, as only the marginal statistics are needed during
optimization.
5.2.2 The Variational Bound
As it is denoted in Section 5.2, the marginal likelihood cannot be obtained in closed
form. The variational bound is an adequate approximation to the marginal likelihood
and can be written as
BV B = 〈logΦ〉q +A [q], (5.30)
where the energy term is given by the expectation of the expression in (5.18) as
〈logΦ〉q =∑
k
∑
i
logδ (Xki−∑
r
∑
τ
〈Y τrki〉)
+∑
k
∑
i
∑
r
∑
τ
(−〈Sτkr〉〈Ar,i−τ〉+ 〈Y τrki〉〈log(SτkrAr,i−τ〉)−〈logΓ(Y τrki +1)〉)
+∑
k
∑
r
∑
τ
(aτSkr −1)〈logSτkr〉−
aτSkr
bτSkr
〈Sτkr〉− logΓ(aτSkr )−aτSkr log
bτSkr
aτSkr
+∑
r
∑
i
(aAri−1)〈logAri〉−
aAri
bAri
〈Ari〉− logΓ(aAri)−aAri log
bAri
aAri
, (5.31)
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and A [q] denotes the entropy of the variational approximation distribution q:
A [q] =−〈logq〉= ∑
k
∑
i
AM [Y τ=1:Tr=1:R,ki]+∑
k
∑
r
AG [Sτ=1:Tkr ]+∑
r
∑
i
AG [Ari]. (5.32)
The individual entropies are defined as:
AM [Y τ=1:Tr=1:R,ki] =− logΓ(Xki +1)−∑
τ
∑
r
〈Y τrki〉 log pτrki +∑
τ
∑
r
〈logΓ(Y τrki +1)〉
−〈logδ (Xki−∑
τ
∑
r
Y τrki)〉
=− logΓ(Xki +1)+∑
τ
∑
r
〈logΓ(Y τrki +1)〉−〈logδ (Xki−∑
τ
∑
r
Y τrki)〉
−∑
τ
∑
r
〈Y τrki〉
(
(〈logSτkr〉+ 〈logAr,i−τ〉)−∑
r
∑
τ
(〈logSτkr〉+ 〈logAr,i−τ〉)
)
AG [Sτkr] =− (ντSkr −1)Ψ(ντSkr )+ logβ τSkr +ντSkr + logΓ(ντSkr )
AG [Ari] =− (νAri−1)Ψ(νAri)+ logβ Ari +νAri + logΓ(νriA).
If the individual entropies which are expressed above are written into the bound
equation given in (5.30), the bound takes the form:
BV B =−∑
k
∑
i
∑
r
∑
τ
〈Sτkr〉〈Ar,i−τ〉
+∑
k
∑
r
∑
τ
〈logSτkr〉
(
aτSkr −1+∑
i
〈Y τrki〉
)
+∑
r
∑
i
〈logAri〉
(
aAri−1+∑
k
∑
τ
〈Y τrki〉
)
+∑
k
∑
r
∑
τ
−a
τS
kr
bτSkr
〈Sτkr〉− logΓ(aτSkr )−aτSkr log
bτSkr
aτSkr
+∑
r
∑
i
−a
A
ri
bAri
〈Ari〉− logΓ(aAri)−aAri log
bAri
aAri
+∑
k
∑
i
(
− logΓ(Xki +1)−∑
τ
∑
r
〈Y τrki〉 log pτrki
)
+∑
k
∑
r
∑
τ
(
− (ντSkr −1)Ψ(ντSkr )+ logβ τSkr +ντSkr + logΓ(ντSkr )
)
+∑
r
∑
i
(
− (νAri−1)Ψ(νAri)+ logβ Ari +νAri + logΓ(νAri)
)
. (5.33)
The required expectations are obtained as:
∑
τ
∑
r
〈Y τrki〉 log pτrki = Xki
(
∑
τ
∑
r
pτrki log p
τ
rki
)
= Xki
(
∑
τ
∑
r
exp(〈logSτkr〉+ 〈logAr,i−τ〉)
∑r′ ∑τ ′ exp(〈logSτ ′kr′〉+ 〈logAr′,i−τ ′〉)
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(〈logSτkr〉+ 〈logAr,i−τ〉
− log(∑
r′
∑
τ ′
exp(〈logSτkr〉+ 〈logAr,i−τ〉)
)))
= Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑r′ ∑τ ′ exp(〈logSτ ′kr′〉)exp(〈logAr′,i−τ ′〉)(〈logSτkr〉+ 〈logAr,i−τ〉
− log(∑
r′
∑
τ ′
exp(〈logSτ ′kr′〉)exp(〈logAr,i−τ ′〉)
)))
= Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logSτkr〉
)
+Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logAr,i−τ〉
)
−Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
log
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]ki
))
= Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logSτkr〉
)
+Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logAr,i−τ〉
)
−Xki
(
∑
τ
[LτS
→τ
LA]ki
∑τ ′[Lτ ′S
→τ ′
LA ]ki
log
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]ki
))
= Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logSτkr〉
)
+Xki
(
∑
τ
∑
r
exp(〈logSτkr〉)exp(〈logAr,i−τ〉)
∑τ ′ [Lτ ′S
→τ ′
LA ]ki
〈logAr,i−τ〉
)
−Xki log
(∑
τ
[LτS
→τ
LA]ki
)
. (5.34)
If summation is performed over the k and i dimensions:
∑
k
∑
i
∑
τ
∑
r
〈Y τrki〉 log pτrki = ∑
k
∑
i
X.∗
(
∑
τ
(
(LτS.∗ log(LτS))
→τ
LA
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
+∑
k
∑
i
X.∗
(
∑
τ
(
LτS(
→τ
LA.∗ log(
→τ
LA))
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
−∑
k
∑
i
X.∗
(
∑
τ
(LτS
→τ
LA).∗ log
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
= ∑
k
∑
i
X.∗
(
∑
τ
((
(LτS.∗ log(LτS))
→τ
LA
)
+
(
LτS(
→τ
LA.∗ log(
→τ
LA))
)
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− (LτS
→τ
LA).∗ log
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
= ∑
k
∑
i
X.∗
(
∑
τ
(
LτS.∗ log(LτS)
→τ
LA +LτS(
→τ
LA.∗ log(
→τ
LA))
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
)− log(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
. (5.35)
If these expectations are written into the variational bound expression:
BV B =−∑
k
∑
i
∑
τ
EτS
→τ
EA
+∑
k
∑
r
∑
τ
(logLτS).∗ (ντS −1)
+∑
r
∑
i
(logLA).∗ (νA−1)
+∑
k
∑
r
∑
τ
−(aτS./bτS).∗EτS− logΓ(aτS)+aτS.∗ log(aτS./bτS)
+∑
r
∑
i
−(aA./bA).∗EA− logΓ(aA)+aA.∗ log(aA./bA)
+∑
k
∑
i
− logΓ(X+1)
−∑
k
∑
i
X.∗
(
∑
τ
(
(LτS.∗ log(LτS))
→τ
LA +LτS(
→τ
LA.∗ log(
→τ
LA))
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
)− log(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
+∑
k
∑
r
∑
τ
(
− (ντS −1).∗Ψ(ντS )+ logβ τS +ντS + logΓ(ντS )
)
+∑
r
∑
i
(
− (νA−1).∗Ψ(νA)+ logβA +νA + logΓ(νA)
)
. (5.36)
After replacing the Ψ(ντS ) and Ψ(νA) with log(LτS) and log(LA):
BV B =−∑
k
∑
i
∑
τ
EτS
→τ
EA
+∑
k
∑
r
∑
τ
(logLτS).∗ (ντS −1)
+∑
r
∑
i
(logLA).∗ (νA−1)
+∑
k
∑
r
∑
τ
−(AτS./BτS).∗EτS− logΓ(AτS)+AτS.∗ log(AτS./BτS)
+∑
r
∑
i
−(AA./BA).∗EA− logΓ(AA)+AA.∗ log(AA./BA)
+∑
k
∑
i
− logΓ(X+1)
−∑
k
∑
i
X.∗
(
∑
τ
(
(LτS.∗ log(LτS))
→τ
LA +LτS(
→τ
LA.∗ log(
→τ
LA))
)
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./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
)− log(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
+∑
k
∑
r
∑
τ
(
− (ντS −1).∗
(
log(LτS)− log(β τS )
)
+ logβ τS +ντS + logΓ(ντS )
)
+∑
r
∑
i
(
− (νA−1).∗
(
log(LA)− log(βA))+ logβA +νA + logΓ(νA)
)
.
(5.37)
After removing the terms which cancel each other, the variational bound is obtained
as:
BV B =∑
k
∑
i
(
(∑
τ
−EτS
→τ
EA)− logΓ(X+1)
)
+∑
k
∑
r
∑
τ
−(AτS./BτS).∗EτS− logΓ(AτS)+AτS.∗ log(AτS./BτS)
+∑
r
∑
i
−(AA./BA).∗EA− logΓ(AA)+AA.∗ log(AA./BA)
−∑
k
∑
i
X.∗
(
∑
τ
(
(LτS.∗ log(LτS))
→τ
LA +LτS(
→τ
LA.∗ log(
→τ
LA))
)
./
(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
)− log(∑
τ ′
[Lτ
′
S
→τ ′
LA ]
))
+∑
k
∑
r
∑
τ
ντS .∗
(
logβ τS +1
)
+ logΓ(ντS )
+∑
r
∑
i
νA.∗
(
logβA +1)+ logΓ(νA). (5.38)
5.2.3 Hyperparameter Estimation
The hierarchical model given by (5.7) allows to estimate the hyperparameters θ =
(θ S,θ A) from the examples of a certain class of source to capture the invariant features.
Thus, θ = (θ S,θ A) can be estimated by maximizing the bound given in (5.30) with
respect to aτSkr
∂BV B
∂aτSkr
= 〈logSτkr〉−
1
bτSkr
〈Sτkr〉−Ψ(aτSkr )− logbτSkr + logaτSkr +1 = 0
cτkr = loga
τS
kr −Ψ(aτSkr )+1 = 0
cτkr ≡
〈Sτkr〉
bτSkr
− (〈logSτkr〉− logbτSkr ),
and with respect to bτSkr
∂BV B
∂bτSkr
=
aτSkr
(bτSkr )2
〈Sτkr〉−aτSkr
1
bτSkr
= 0
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bτSkr = 〈Sτkr〉.
Tying parameters across k as aτSr = aτSkr and bτSr = bτSkr yields
∂BV B
∂aτSr
= ∑
k
〈logSτkr〉−∑
k
1
bτSkr
〈Sτkr〉−KΨ(aτSkr )−∑
k
logbτSkr + logaτSkr +K = 0
cτr = logaτSkr −Ψ(aτSkr )+1 = 0
cτkr ≡
〈Sτkr〉
bτSkr
− (〈logSτkr〉− logbτSkr ).
Finally,
∂BV B
∂bτSkr
=
aτSkr
(bτSkr )2
〈Sτkr〉−aτSkr
1
bτSkr
= 0
bτSkr = 〈Sτkr〉.
5.2.4 Efficient Implementation
In this section, the update equations of Section 5.2.1 are derived in compact matrix
notation in order to illustrate that the attractive properties of NMFD are satisfied with
a full Bayesian approach. An important point which proves the efficiency of the
proposed algorithm is that the storing and computing of the latent sources < S> which
are of length R×K×I are avoided since only the marginal statistics are required during
optimization.
Considering (5.23), the expected value of the latent sources can be written as
∑
i
〈Y τrki〉=∑
i
Xki pτrki = exp(〈logSτkr〉)∗∑
i
(
Xki/〈Λki〉
)
exp(〈logAr,i−τ〉) (5.39)
ΣτS =L
τ
S.∗
((
X./LΛ
)→τ
LA
⊤)
(5.40)
∑
τ
∑
k
〈Y τr,k,i+τ〉= ∑
τ
∑
k
Xk,i+τ pτr,k,i+τ
= exp(〈logAri〉)∗∑
τ
∑
k
(
Xk,i+τ/Λk,i+τ
)
exp(〈logSτkr〉) (5.41)
ΣA = LA.∗∑
τ
(
LτS
⊤(←τX ./←τLΛ)
)
, (5.42)
where
LΛ = ∑
τ
LτS
→τ
LA = ∑
τ
∑
d
exp(〈logSτkr〉)exp(〈logAr,i−τ〉). (5.43)
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In (5.40) and (5.42), the expression is represented in compact notation where the
following matrices are defined as:
EτS = {〈Sτkr〉},
→τ
EA = {〈Ar,i−τ〉},
LτS = {exp(〈logSτkr〉)},
→τ
LA = {exp(〈logAr,i−τ〉)},
ΣτS = {∑
i
〈Y τrki〉}, ΣA = {∑
τ
∑
k
〈Y τr,k,i+τ〉},
aτS = {aτSkr }, aA = {aAri},
bτS = {bτSkr }, bA = {bAri},
ντS = {ντSkr }, νA = {νAri},
β τS = {β τSkr } βA = {β Ari} (5.44)
For notational convenience, .∗ and ./ refer to as elementwise matrix multiplication
and division, respectively. After straightforward substitutions, the variational NMFD
algorithm is obtained as it can be compactly expressed in Algorithm 7.
5.3 Simulation Results and Discussion
The performance of the proposed method is illustrated in a model selection context.
For this purpose, synthetic data is generated from the hierarchical model with the basis
matrix S ∈ R5×32×2 (R = 5,K = 32,T = 2) and the gain matrix A ∈ R5×20(R = 5, I =
20). Two inference tasks are performed. First one is to find the correct number of
sources R, given X and T ; second is to find the convolution parameter T , given X and R.
The hyperparameters of the true model are set to at aτSkr = aS = 10,bτSki = bS = 1,aAri =
aA = 1,bAri = bA = 100. In the experiment, the hyperparameters are jointly estimated
from data, using hyperparameter adaptation. The marginal likelihood for models is
evaluated with the number of bases R = 1 · · ·10, convolution order T = 0 · · ·10 and a
variational lower bound BV B via variational Bayes. The variational algorithm is run
until convergence of the bound or for MAXITER = 20000 steps, whichever occurs
first. In Figure 5.1 a (b), the lower bound is shown as the average of five independent
runs as a function of model order R (T ), where for each R (T ), the bound is optimized
independently by jointly optimizing hyperparameters aS,bS,aA,bA in (5.7) using the
hyperparameter update equations. It is observed that, the correct model order can be
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Algorithm 7 Variational Nonnegative Matrix Factor Deconvolution
1: Initialize :
LS(0) = ES(0) ∼ G (·;aS,bS./aS)
LA(0) = EA(0) ∼ G (·;aA,bA./aA)
L(0)Λ = ∑
τ
LτS
(0)→τLA
(0)
2: for n = 1 · · · MAXITER do
3: Source sufficient statistics
ΣτS
(n)
:= LτS
(n−1).∗
((
X./L(n−1)Λ
)→τ
LA
(n−1)⊤)
Σ(n)A = LA.∗∑
τ
(
LτS
(n−1)⊤(←τX ./←τL (n−1)Λ )
)
4: Means
EτS
(n)
: = νS
τ (n).∗βSτ (n), ντS (n) =aτS +ΣτS(n), β τS (n) =1./
(
aτS./bτS +1
→τ
E
(n−1)
A
⊤)
,
E(n)A : = νA
(n).∗βA(n), νA(n) =aA +ΣA(n), βA(n) =1./
(
aA./bA +
(∑
τ
EτS
(n−1))⊤1)
5: Compute Bound
6: Means of Logs
LτS
(n) = exp
(
Ψ(ντS
(n))
)
.∗β τS (n) LA(n) = exp
(
Ψ(ν(n)A )
)
.∗β (n)A L(n)Λ =∑
τ
LτS
(n)
→τ
LA
(n)
7: end for
inferred even when the hyperparameters are unknown a-priori. This is also useful for
estimation of model order from real data.
As real data, an audio signal which is obtained by summing piano and trumpet signals
is used. The signals are sampled at 11 kHz. All hyperparameters are jointly estimated.
In Figure 5.2, results of model order determination for real data are shown with joint
hyperparameter adaptation. Here, the variational algorithm is run for each model
order T = 0 · · ·10 (R = 1 · · ·10) independently and the lower bound is evaluated after
optimizing the hyperparameters. First, R = 2 is fixed and the algorithm is run for
T = 0 · · ·10. The log evidence is plotted in Figure 5.2 (b). The model order is
determined as T = 0, at which the maximum lower bound is obtained. Then the
convolution order is fixed as T = 0 and the algorithm is run for R = 1 · · ·10. In
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Figure 5.1: Model selection by variational bound with adapted hyperparameters for
synthetic data. (a) Selection of the true number of sources when the
convolution order is known. (b) Selection of the true convolution order
when the number of sources is is known.
this case, the model order is determined as R = 6 and the log evidence is plotted in
Figure 5.2(a). The lower bound for the number of sources behaves as is expected from
marginal likelihood, reflecting the tradeoff between too many and too few bases.
In order to see the overall performance of the proposed BNMFD method and compare
with the conventional NMFD model [9], the separation quality is measured in terms of
SDR, SIR, SAR [24], OPS, IPS and APS [25]. Figure 5.3 illustrates the mean SDR,
SIR and SAR values obtained by the NMFD and the BNMFD methods for different
convolution orders over five runs. As it is seen from the figure, the results obtained by
BNMFD fluctuate more for different convolution orders. If the convolution order is set
appropriately, BNMFD outperforms NMFD. Similarly, Figure 5.4 illustrates the mean
OPS, IPS and APS values obtained by the NMFD and the BNMFD methods for the
separated signals. It can be seen from the figure, that the perceptual scores obtained by
the BNMFD method fluctuate more for different convolution orders. If the convolution
order is set appropriately, BNMFD achieves a similar performance in terms of SIR and
outperforms NMFD in terms of the rest of the measures. The improvement obtained by
the BNMFD is more significant in terms of the artifacts distortion measured by SAR
and APS.
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Figure 5.2: Model selection by variational bound with adapted hyperparameters for
real data. (a) Selection of the true number of sources when the convolution
order is fixed. (b) Selection of the true convolution order when the number
of sources is fixed.
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Figure 5.3: The mean SDR, SIR and SAR values obtained by the NMFD and BNMFD
methods for different values of convolution order T .
5.4 Conclusion
In this chapter, NMFD has been investigated from a statistical perspective. It has
been shown that the KL minimization formulation of the original algorithm can be
derived from a probabilistic model where the observations are superposition of J
independent Poisson distributed latent sources. Here, the basis and the gain matrices
have turned out to be latent intensity parameters. The exact characterization of the
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Figure 5.4: The mean OPS, IPS and APS values obtained by the NMFD and BNMFD
methods for different values of convolution order T .
approximating distribution q(Y) or full conditionals p(Y|X,S,A) as a product of
multinomial distributions has leaded to a rich approximation distribution. It is known
that, NMFD with the KL objective can be obtained with a full Bayesian inference.
For several other distance metrics, full Bayesian inference is not as practical since
p(Y|X,S,A) is not standard. It is shown in [72] that the standard NMF algorithm
with multiplicative update rules is in fact an EM algorithm with data augmentation.
By extending this approach, a hierarchical model has been developed with conjugate
Gamma priors. A variational Bayes algorithm has been developed in this hierarchical
model and also methods have been developed for estimating the marginal likelihood
for model selection. The simulations suggest that the variational bound seems to be
a reasonable approximation to the marginal likelihood and can guide model selection
for NMFD. It has also found that both the fixed point equations as well as the bound
in the variational approach can be compactly and efficiently implemented using matrix
operations.
From a modeling perspective, the proposed hierarchical model provides some
attractive properties. It is easy to incorporate prior knowledge about individual latent
sources via hyperparameters and one can easily capture variability in the bases and
gains that is potentially useful for developing robust techniques.
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The main contribution proposed in this chapter is the development of a principled
and practical way to estimate both the optimal sparsity criteria and model order, in
terms of marginal likelihood. By maximizing the bound on marginal likelihood, all
the hyperparameters can be estimated from the data, and the appropriate sparseness
criteria can be found automatically. It is believed that the proposed method retains the
attractive features of NMFD algorithm and enables to develop more powerful models.
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6. CONCLUSIONS AND DISCUSSIONS
In this thesis, new models and algorithms have been developed for single channel audio
source separation. Single-channel source separation is an under-determined problem,
since the number of unknown sources to be estimated is more than the number of
observed mixture signals. This causes the problem to be ill-posed since the available
information is not enough to reconstruct the sources exactly. However, incorporating
some assumptions or available prior information into the separation schemes makes
the underdetermined problem feasible. In the context of the thesis, the focus has been
made on separating sources from a single observed mixture either by making use of
convex optimization under sparseness constraints or incorporating the available prior
information to the separation model.
In the context of the thesis, we have mainly investigated four different aspects
of single channel audio source separation. First, we have integrated the human
perception model into the separation scheme which enhances the perceived quality
of the separated sources. The proposed perceptually enhanced source separation
scheme has been presented in Chapter 3. Secondly, we have focused on performing
the separation based on an adaptive time-frequency representation which fuses the
information from various time-frequency resolutions into a joint optimization scheme
based on NTF. The developed model referred to as MR-NTF is described in Chapter
4. Third, we have investigated the NMFD scheme from a statistical perspective
which enables to incorporate the prior information into the separation scheme. The
Bayesian NMFD approach has been formulated in Chapter 5. Fourth, we have
focused on the permutation problem encountered in the clustering of factorized bases
into individual sources. In order to alleviate the permutation problem, two different
solutions have been respectively designed by using an unsupervised approach based on
shift-invariance assumption as formulated in Chapter 3 and with a supervised approach
by learning the sources in advance as described in Chapter 4.
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The proposed perceptual non-negative matrix factorization schemes, PW-NMF2D and
PW-CNMF, employ the convolutive NMF formulation to represent the shift-invariance
property of the notes which can be effectively used for separating the musical
instruments in a blind manner. These methods also integrate human perception into
the separation scheme, thus enhances the perceived quality of the separated sources.
This has been achieved by enclosing the perceptually weighted cost terms into the
optimization function of the factorization based on the KL and the IS divergences. The
proposed weighted cost function has adaptively increased/decreased the contribution
of each element-wise divergence to the optimization scheme by assigning a weighting
score per each time-frequency component that takes into account the perceptual
properties of human ear. This weighting score has enhanced the contribution of
the perceptually important components while decreasing the contribution of the
perceptually unimportant ones. The idea behind using the convolutive scheme is that
it enables to extract the source bases under the assumption that all the notes played by
an instrument can be represented by shifting the frequency signature of a specific note
played by the same instrument. An instrument has a fixed temporal pattern (echo);
and different notes played by the same instrument has the same time-log-frequency
signature but varying in fundamental frequency (shift) where the frequency is defined
in log-scale. In order to increase the separation quality, we have worked with high rank
values. To eliminate the permutation problem, both PW-NMF2D and PW-CNMF use
an unsupervised approach. PW-NMF2D extracts a single basis for each source which
is then shifted in frequency to capture the other notes played by the same instrument
under the assumption that all notes for an instrument can be represented by shifting
the pitch of the time-frequency signature of a single note in log-frequency domain.
The second method PW-CNMF resolves the clustering problem in an additional step
where the bases obtained by a high-rank factorization are clustered into the same
source if they share the same timbre at a different pitch. The evaluation results have
been reported on a large dataset using the conventional SDR, SIR, SAR measures
and the perceptual OPS, IPS, APS measures. Higher performance has been obtained
when the cost function is in the KL-divergence form. The PW-NMF2D and the
PW-CNMF methods have outperformed the existing CNMF, SNMF and NMF2D
methods by an amount of 0.5-2 dB in terms of conventional measures and 1-6 points
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in terms of perceptual measures. It has been shown that, the proposed perceptually
enhanced PW-NMF2D and PW-CNMF methods constitute alternative blind single
channel musical source separation methods which can be used in various applications
where the perceptual quality is important.
The MR-NTF formulation has been introduced as an adaptive multiresolution method
based on tensor factorization for supervised separation of speech or music sources
from a single observation. Knowing that the transients and the stationary audio
signals should be analyzed at different time-frequency resolutions to minimize the
smearing, the MR-NTF represent the observed single channel mixture signal in various
time-frequency resolutions at different layers of a tensor. This enables us to fuse
the information from various time-frequency resolutions through a joint optimization
scheme. The gains and the amplitude envelopes have been updated iteratively by
applying the multiplicative rules. The source bases have been learned from the
training data in advance hence the clustering problem has been resolved by fixing
the learned bases during the factorization. The performance evaluations have shown
an improvement of 1-4 dB in terms of SDR and SIR and 5-30 points in terms of
their perceptual correspondence OPS and IPS compared to the fixed time-frequency
resolution NMF results. The perceptual weighting scheme has also been integrated
into the MR-NTF approach in order to enhance the perceptual quality of the separated
sources.
From a statistical perspective to audio source separation, the BNMFD model has been
introduced to develop a practical probabilistic approach for estimating the optimal
sparsity criteria and the model order in terms of marginal likelihood. Hence, the
multiplicative updates for the basis and the gain matrices under the KL divergence have
been obtained from a probabilistic view, where the observations have been assumed
to be superposition of J independent Poisson distributed latent sources. A hierarchical
model has been designed with conjugate Gamma priors. A variational Bayes algorithm
has been developed for this hierarchical model to estimate the marginal likelihood
for model selection. It has been also shown that, the fixed point equations and
variational bound can be implemented efficiently using matrix operations. All the
hyperparameters can be estimated from the observed data and the sparseness criteria
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can be obtained automatically by maximizing the bound on marginal likelihood. It has
been shown that, the proposed BNMFD method retains the strong features of NMFD
such as easy and efficient implementation and opens the way to develop more powerful
models by incorporating prior information into the separating scheme.
The methods proposed within the thesis can be extended in several directions. In the
proposed PW-CNMF method, the extracted bases of each source are clustered using
shift-invariance property of the notes. In order to generalize the proposed scheme to
any type of audio including speech, a general unsupervised approach can be developed.
In order to extend the proposed models, PW-NMF2D and PW-CNMF, to cover more
sources, the rank of the factorization and the convolution parameters should be adjusted
accordingly. Obviously, increasing the number of sources decreases the separation
performance specifically for highly correlated sources. However, including a prior
information about the sources should be helpful to improve the separation quality.
Thus, a Bayesian approach to PW-NMF2D and PW-CNMF models can be developed
by incorporating the available prior information into the separation scheme to cover
the single channel mixtures of more sources.
The main difficulty in the developed models is that they require multiple forward
and backward transformations from the time to the frequency domain. To alleviate
this problem, the observed mixture spectrograms can be replaced by scalograms
obtained based on wavelet based transformations. Furthermore, the wavelet based
transformation can also be used in the representation of the mixture signals in critically
spaced frequency bands. It can be shown that an optimal wavelet based filterbank under
an auditory perception criterion improves the perceptual quality since it prevents the
distortions arising from scale conversions.
Another future work topic can be the extension of the MR-NTF method into
convolutive methods. The proposed approaches PW-NMF2D, PW-CNMF and
MR-NTF can also be investigated under a Bayesian framework. From a modeling
perspective, the proposed hierarchical model provides some attractive properties.
It is easy to incorporate prior knowledge about individual latent sources via
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hyperparameters and the variability in the bases and the gains can be easily captured
that is potentially useful for developing robust techniques.
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APPENDIX A.1 :
Obtaining Update Equations for PW-NMF2D under KL Divergence
Suppose that the gradient of the objective function has a decomposition of the form
∂C
∂Aφri
=[Cφ ]+ri − [Cφ ]−ri (A.1)
∂C
∂Sτkr
=[Cτ ]+kr− [Cτ ]−kr (A.2)
where [Cφ ]+ri > 0, [Cφ ]
−
ri > 0, [Cτ ]
+
kr > 0 and [C
τ ]−kr > 0 [74]. Then, multiplicative
updates for Aφri and Sτkr has the form:
Aφri ←Aφri
[Cφ ]−ri
[Cφ ]+ri
(A.3)
Sτkr ←Sτkr
[Cτ ]−kr
[Cτ ]+kr
(A.4)
If the objective function in (3.4) is chosen as KL divergence, differentiating the
objective function with respect to a given element in Aφ gives:
∂CKL
∂Aφrn
=
∂
∂Aφrn
∑
k
∑
i
Wk,i
(
Xk,i log
Xki
Λki
−Xki +Λki
)
= ∑
k
∑
i
Wki
(
1− XkiΛki
)∂Λki
∂Aφrn
(A.5)
The derivative of a given element Λki with respect to a given element Aφ in (A.5) can
be derived as:
∂Λki
∂Aφrn
=
∂
∂Aφrn
(
∑
τ
∑
φ
∑
d
Sτk−φ ,dA
φ
d,i−τ
)
=
∂
∂Aφrn
(
∑
τ
Sτk−φ ,rA
φ
r,i−τ
)
=
{
Sτk−φ ,r, if τ = i−n
0, otherwise. (A.6)
If (A.6) is substituted into (A.5) and the index n is shanged to i,
∂CKL
∂Aφri
= [Cφ ]+ri − [Cφ ]−ri = ∑
k
∑
τ
Wk,i+τ
(
1− Xk,i+τΛk,i+τ
)
Sτk−φ ,r. (A.7)
Similarly, derivating the KL divergence with respect to a given element in Sτ gives:
∂CKL
∂Sτm,r
=
∂
∂Sτm,r ∑k ∑i Wki
(
Xki log
Xki
Λki
−Xki +Λki
)
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= ∑
k
∑
i
Wki
(
1− XkiΛki
) ∂Λki
∂Sτm,r
(A.8)
The derivative of a given element Λki with respect to a given element Sτ in (A.8) can
be derived as:
∂Λki
∂Sτm,r
=
∂
∂Sτm,r
(
∑
τ
∑
φ
∑
d
Sτk−φ ,dA
φ
d,i−τ
)
=
∂
∂Sτm,r
(
∑
φ
Sτk−φ ,rA
φ
r,i−τ
)
=
{
Aφr,i−τ , if φ = k−m
0, otherwise.
(A.9)
If (A.9) is substituted into (A.8) and the index m is changed to k,
∂CKL
∂Sτkr
= [Cτ ]+kr− [Cτ ]−kr = ∑
φ
∑
i
Wk+φ ,i
(
1− Xk+φ ,iΛk+φ ,i
)
Aφr,i−τ . (A.10)
The multiplicative updates become:
Aφri ← Aφri
∑k ∑τ Wk,i+τ Xk,i+τΛk,i+τ Sτk−φ ,r
∑k ∑τ Sτk−φ ,rWk,i+τ
(A.11)
Sτkr ← Sτkr
∑φ ∑iWk+φ ,i Xk+φ ,iΛk+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τWk+φ ,i
. (A.12)
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APPENDIX A.2 :
Obtaining Update Equations for PW-NMF2D under IS Divergence
Differentiating the objective function in (3.4) with respect to a given element in Aφ
where D is the IS divergence gives:
∂CIS
∂Aφrn
=
∂
∂Aφrn
∑
k
∑
i
Wki
(
Xki
Λki
− log XkiΛki
−1
)
= ∑
k
∑
i
Wki
Λki
(
1− XkiΛki
)∂Λki
∂Aφrn
(A.13)
If (A.6) is substituted into (A.13) and the index n is changed to i,
∂CIS
∂Aφri
= [Cφ ]+ri − [Cφ ]−ri = ∑
k
∑
τ
Wk,i+τ
Λk,i+τ
(
1− Xk,i+τΛk,i+τ
)
Sτk−φ ,r. (A.14)
Similarly, derivating the IS divergence with respect to a given element in Sτ gives:
∂CIS
∂Sτm,r
=
∂
∂Sτm,r ∑k ∑i Wki
(
Xki
Λki
− log XkiΛki
−1
)
= ∑
k
∑
i
Wki
Λki
(
1− XkiΛki
) ∂Λki
∂Sτm,r
(A.15)
If (A.9) is substituted into (A.15) and the index m is changed to k,
∂CIS
∂Sτkr
= [Cτ ]+kr− [Cτ ]−kr = ∑
φ
∑
i
Wk+φ ,i
Λk+φ ,i
(
1− Xk+φ ,iΛk+φ ,i
)
Aφr,i−τ . (A.16)
The multiplicative updates become:
Aφri ← Aφri
∑k ∑τ Wk,i+τ Xk,i+τΛ2k,i+τ S
τ
k−φ ,r
∑k ∑τ Sτk−φ ,r
Wk,i+τ
Λk,i+τ
(A.17)
Sτkr ← Sτkr
∑φ ∑iWk+φ ,i Xk+φ ,iΛ2k+φ ,i A
φ
r,i−τ
∑φ ∑i Aφr,i−τ
Wk+φ ,i
Λk+φ ,i
. (A.18)
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