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Os 16 artigos que constituem este livro de actas baseiam-se em co-
municac¸o˜es apresentadas no Encontro de Algebristas Portugueses 2005 -
EAP2005.
O EAP2005 realizou-se de 22 a 24 de Setembro, nas instalac¸o˜es da Escola
de Cieˆncias da Universidade do Minho, e contou com 49 participantes, vindos
de va´rios pontos do pa´ıs.
O principal objectivo deste encontro foi fomentar o intercaˆmbio cient´ıfico
entre os membros de uma comunidade ta˜o vasta e diversificada como e´ a dos
algebristas portugueses.
Foram oradores convidados os Professores Ju´lia Vaz de Carvalho da
Universidade Nova de Lisboa, Maria Fernanda Estrada do Centro de Ma-
tema´tica da Universidade do Minho, que apresentou uma confereˆncia con-
junta com Maria do Ce´u Silva do Centro de Matema´tica da Universidade
do Porto, Catarina Santa-Clara Gomes da Universidade de Lisboa, Maria
da Grac¸a Rendeiro Marques da Universidade do Algarve, Pedro Ventura
Silva da Universidade do Porto, Paula Marques Smith da Universidade do
Minho e Manuela Antunes Sobral da Universidade de Coimbra. Foi bem no-
tada a auseˆncia do Professor Graciano Oliveira da Universidade Luso´fona
de Lisboa que, por motivos de sau´de, na˜o poˆde estar presente.
Ale´m das 7 confereˆncias plena´rias, foram apresentadas mais 19 comu-
nicac¸o˜es abrangendo a´reas diversas da a´lgebra.
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Agradecemos o apoio incondicional do Centro de Matema´tica da Univer-
sidade do Minho - CMAT, atrave´s do projecto MaPSe. Agradecemos ainda
o apoio do Departamento da Matema´tica e da Escola de Cieˆncias da Uni-
versidade do Minho, da Fundac¸a˜o para a Cieˆncia e Tecnologia, da C.G.D. e
do Turismo de Braga.
Na˜o queremos terminar sem deixar aqui um muito obrigado a todos
e a cada um dos participantes, com uma refereˆncia especial aos oradores
convidados, pela sua presenc¸a, sem a qual na˜o faria sentido pertencermos a`
comissa˜o organizadora do EAP2005.
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Resumo
A teoria dos super-caracteres foi desenvolvida por C. Andre´ para o grupo uni-
triangular sobre o corpo finito com q elementos. Posteriormente foram tambe´m
estudados por Ning Yan atrave´s de uma abordagem diferente. Seguiremos o tra-
balho de C. Andre´ e Ning Yan para estender as noc¸o˜es de super-cara´cter aos
subgrupos unipotentes maximais dos grupos ortogonal e simple´tico .
Palavras-chave: super-cara´cter, grupo ortogonal, grupo simple´tico.
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1 Introduc¸a˜o
Seja p um nu´mero primo ı´mpar e considere-se o corpo finito Fq com q = pe, e ≥ 1, elementos. Ao
longo deste trabalho, denotaremos por Un(q) o grupo unitriangular (superior) de grau n sobre
Fq; por definic¸a˜o, Un(q) consiste em todas as matrizes x ∈ Mn×n(Fq) que satisfazem xii = 1,
1 ≤ i ≤ n, e xij = 0 para 1 ≤ j < i ≤ n.
Fixado n ∈ N, G denotara´ qualquer um dos seguintes grupos finitos cla´ssicos definidos
sobre Fq: o grupo simple´tico Sp2n(q), o grupo ortogonal par O2n(q) ou o grupo ortogonal ı´mpar
O2n+1(q). Seja J a matriz n× n tal que
Jrs =
(
1, se r + s = n+ 1,
0, se r + s 6= n+ 1,
e, considerando m = 2n se G = Sp2n(q) ou G = O2n(q) e m = 2n+ 1 se G = O2n+1(q), seja J











, se G = Sp2n(q),
Com esta notac¸a˜o, cada um dos grupos Sp2n(q), O2n(q) e O2n+1(q) pode ser descrito como o
subgrupo G de GLm(q) tal que
G = {g ∈ GLm(q) : gT Jg = J}.
Sejam
U = Um(q) ∩G e u = un(q) ∩ g
onde
g = {a ∈Mn×n(Fq) : aT J + Ja = 0}
e´ a a´lgebra de Lie associada a G. Ale´m disso, seja u∗ = Hom(u,Fq) o espac¸o dual de u. Por
convenieˆncia, usaremos a notac¸a˜o USp2n(q), UO2n(q) ou UO2n+1(q) para nos referirmos ao
subgrupo U de Sp2n(q), O2n(q) ou O2n+1(q), respectivamente. Tem-se o seguinte.


















264 x xu xz0 1 −uTJ
0 0 Jx−TJ
375 ∈ U2n+1(q) : JzT + zJ = −uuT
9>=>; .
Mais, com argumentos sobre a ordem do grupo, podemos demonstrar que cada um dos
grupos U aqui definidos e´ um p-subgrupo de Sylow de G (e tambe´m um subgrupo unipotente
maximal de G).
Seja T o toro maximal de G consistindo em todas as matrizes diagonais e seja Φ = Φ(G,T )
o sistema de ra´ızes definido por T . Para cada 1 ≤ i ≤ n, seja εi : T 7→ F×q a aplicac¸a˜o
definida por εi(t) = tii. Enta˜o Φ = Φ
+ ∪ Φ−, onde Φ− = −Φ+ e Φ+ e´ como se segue:
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(a) Se G = Sp2n(q), enta˜o
Φ+ = {εi ± εj : 1 ≤ i < j ≤ n} ∪ {2εi : 1 ≤ i ≤ n}.
(b) Se G = O2n(q), enta˜o
Φ+ = {εi ± εj : 1 ≤ i < j ≤ n}.
(c) Se G = O2n+1(q), enta˜o
Φ+ = {εi ± εj : 1 ≤ i < j ≤ n} ∪ {εi : 1 ≤ i ≤ n}.
O conjunto Φ+ pode decompoˆr-se como
Φ+ = Φ+1 ∪ Φ+2 ∪ Φ+3 ,
onde




{2εi : 1 ≤ i ≤ n}, se G = Sp2n(q),
∅, se U = UO2n(q),
{εi : 1 ≤ i ≤ n}, se G = O2n+1(q).
Aos elementos de Φ+1 chamamos ra´ızes de primeiro tipo, aos elementos de Φ
+
2 ra´ızes de
segundo tipo e aos elementos de Φ+3 ra´ızes de terceiro tipo.
2 Super-caracteres
Assumiremos, de agora em diante, que p ≥ m o que nos permite definir a aplicac¸a˜o exponencial
exp : u→ U por
exp(u) = 1 + u+
u2
2
+ . . .+
uk
k!
+ . . .+
um−1
(m− 1)! , u ∈ u,
e utilizar algumas das suas propriedades.
Consideramos a ordem
1 ≺ 2 ≺ . . . ≺ n ≺ 0 ≺ −n ≺ . . . ≺ −2 ≺ −1,
e indexamos as linhas (de cima para baixo) e as colunas (da esquerda para a direita) de qualquer
matriz segundo esta ordem (sendo que 0 apenas sera´ usado no caso em que m = 2n+ 1).
A cada α ∈ Φ+ associamos o elemento eα ∈ u definido por
eα =
8>>>><>>>>:
ei,j − e−j,−i, se α ∈ Φ+1 ,
ei,−j + ej,−i, se α ∈ Φ+2 e U = USp2n(q),
ei,−j − ej,−i, se α ∈ Φ+2 e U 6= USp2n(q),
ei,−i, se α ∈ Φ+3 e U = USp2n(q),
ei,0 − e0,−i, se α ∈ Φ+3 e U = UO2n+1(q).
Prova-se facilmente que {eα : α ∈ Φ+} e´ uma base de u e que, definindo e∗α ∈ u∗ por e∗α(eβ) =
δα,β para todo β ∈ Φ+, {e∗α : α ∈ Φ+} e´ uma base de u∗.
Para α ∈ Φ+, definimos o subgrupo Uα de U por:
(a) Se α = εi − εj ∈ Φ+1 para 1 ≤ i < j ≤ n, enta˜o
Uα = {x ∈ U : xik = x−k,−i = 0, i ≺ k ≺ j} .
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(b) Se α = εi + εj ∈ Φ+2 para 1 ≤ i < j ≤ n, enta˜o
Uα = {x ∈ U : xik = x−k,−i = 0, xj,l = x−l,−j = 0, i ≺ k ¹ n, j ≺ l ¹ 0} .
(c) Se 1 ≤ i ≤ n e α = 2εi ∈ Φ+3 (no caso de U = USp2n(q)) ou α = εi ∈ Φ+3 (no caso de
U = OSp2n+1(q)), enta˜o
Uα = {x ∈ U : xik = x−k,−i = 0, i ≺ k ¹ n} .
Fixemos cara´cter linear na˜o trivial ψ do grupo aditivo F+q de Fq e, dados α ∈ Φ+ e t ∈ Fq,
definamos a aplicac¸a˜o λα(t) : Uα → C pela correspondeˆncia exp(u) 7→ ψ(te∗α(u)). Pela definic¸a˜o
de Uα, resulta facilmente que λα(t) e´ um homomorfismo de grupos e, portanto, um cara´cter




Agora, a cada α ∈ Φ+ associamos o conjunto E(α) como segue:
E(α) =
8>><>>:
{(i, j), (−j,−i)}, se α ∈ Φ+1 ,
{(i,−j), (j,−i)}, se α ∈ Φ+2 ,
{(i,−i)}, se G = Sp2n(q) e α ∈ Φ+3 ,
{(i, 0), (0,−i)}, se G = O2n+1(q) e α ∈ Φ+3 .





e denotamos por E o conjunto E(Φ+). Este conceito permite-nos agora definir subconjunto
ba´sico de ra´ızes com base na definic¸a˜o dada para o grupo unitriangular. Recordamos que um
subconjunto DE de E diz-se um subconjunto ba´sico se DE conte´m no ma´ximo um elemento de
cada linha e um elemento de cada coluna de E . Dizemos que D ⊆ Φ+ e´ um subconjunto
ba´sico de Φ+ se E(D) foˆr um subconjunto ba´sico de E ; ou seja, se para todo 1 ¹ k ¹ −1,
tivermos |E(D)∩{(k, j) : 1 ¹ j ¹ −1}| ≤ 1 e |E(D)∩{(i, k) : 1 ¹ i ¹ −1}| ≤ 1. Dizemos tambe´m
que um par (D,ϕ) e´ um par ba´sico se D foˆr um subconjunto ba´sico de Φ+ e ϕ : D → F×q foˆr
uma aplicac¸a˜o de D no grupo multiplicativo F×q de Fq.
Definic¸a˜o 2.1. Seja (D,ϕ) um par ba´sico. Chamamos super-cara´cter de U associado ao par





Por convenieˆncia, se D = ∅, definimos ξD(ϕ) como sendo o cara´cter unita´rio 1U de U .
Temos o seguinte.










Enta˜o, λD(ϕ) e´ um cara´cter linear de UD e tem-se ξD(ϕ) = λD(ϕ)
U .
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3 O me´todo das o´rbitas
No que se segue, e ao longo deste texto, consideraremos as seguintes acc¸o˜es de U em u e u∗:
• a acc¸a˜o adjunta em u definida por x.u = xux−1 para todo x ∈ U e todo u ∈ u;
• a acc¸a˜o coadjunta em u∗ definida por (x · f)(u) = f(x−1ux) para todo x ∈ U , todo
f ∈ u∗ e todo u ∈ u.
D. Kazhdan (ver [9] ou [8]) provou que, dada qualquer o´rbita coadjunta O ⊆ u∗ (isto e´, uma




ψ(f(u)), u ∈ u,
e´ um cara´cter irredut´ıvel de U e, ale´m disso, que todo o cara´cter irredut´ıvel de U e´ da forma χO
para alguma o´rbita coadjunta O ⊆ u∗; ou seja, a correspodeˆncia O 7→ χO define uma aplicac¸a˜o
bijectiva entre U - orbitas em u∗ e caracteres irredut´ıveis de U .
No caso do grupo unitriangular, C. Andre´ (ver [1] e [2]) provou que qualquer cara´cter
elementar e´ irredut´ıvel e, assim sendo, e´ da forma χO para alguma o´rbita coadjunta O ⊆ u∗.
Para o grupo U que consideramos vale o seguinte resultado.
Proposic¸a˜o 3.1. Seja α ∈ Φ+ e t ∈ F×q . Temos:
(a) Se U = USp2n(q) ou se α ∈ Φ+1 ∪ Φ+3 (em qualquer outro caso), enta˜o
ξα(t) = χOte∗α
.






Em particular, conclu´ımos que todos os caracteres elementares do grupo U sa˜o irredut´ıveis,
excepto no caso de U ser o grupo ortogonal e α ser uma ra´ız de segundo tipo. Neste caso, ξα(t),
na˜o sendo irredut´ıvel, e´ soma de q caracteres irredut´ıveis.
Daqui em diante, dados t ∈ Fq e α ∈ Φ+, denotaremos por Oα(t) o seguinte subconjunto
de u∗:
(a) Se U = USp2n(q) ou α ∈ Φ+1 ∪ Φ+3 (em qualquer outro caso), enta˜o
Oα(t) = Ote∗α .





onde β = εi − εj ∈ Φ+1 .
Do resultado anterior, obtemos facilmente a fo´rmula seguinte.
Proposic¸a˜o 3.2. Seja α ∈ Φ+ e t ∈ F×q . Enta˜o,
ξα(t)(exp(u)) =
1p|O(te∗α)| Xf∈Oα(t)ψ(f(u)),
para todo u ∈ u.
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se D 6= ∅, e O∗D(φ) = {0} se D = ∅. Tem-se o seguinte.
Teorema 3.3. Seja (D,φ) um par ba´sico e O ⊆ u∗ uma U-o´rbita arbitra´ria. Enta˜o, χO ∈
Irr(U) e´ constituinte de ξD(φ) se e so´ se O ⊆ O∗D(φ).
4 Os conjuntos O∗D(φ) e V∗D(φ)
Recordemos a ordem ≺ definida antes no conjunto {0,±1, . . . ,±n}:
1 ≺ 2 ≺ . . . ≺ n ≺ 0 ≺ −n ≺ . . . ≺ −2 ≺ −1.
A partir desta uma ordem, definimos a ordem ≺∗ no conjunto E da seguinte forma: para
quaisquer (i, j), (k, l) ∈ E ,
(i, j) ≺∗ (k, l) ⇐⇒ l ≺ j, ou l = j e i ≺ k.
Sejam DE um subconjunto ba´sico de E e (i, j) ∈ E . Denotemos por D∗E(i, j) o subconjunto
D∗E(i, j) = {(k, l) ∈ DE : 1 ¹ k ≺ i, j ≺ l ¹ −1}
de DE . Suponhamos que D∗E(i, j) = {(i1, j1), . . . , (it, jt)} e que os elementos de D∗E(i, j) esta˜o
ordenados de forma crescente, ou seja, j1 ≺ j2 ≺ . . . ≺ jt. Seja σ ∈ Sym(t) permutac¸a˜o tal que
















f(eiσ(t),j) f(eiσ(t)j1) . . . f(eiσ(t),jt−1) f(eiσ(t),jt)
f(ei,j) f(ei,j1) . . . f(ei,jt−1) f(ei,jt)

para todo f ∈ u∗m(q). Note-se que, se D∗E(i, j) = ∅, enta˜o ∆DEij (f) = f(ei,j).






de u∗m(q) e o subconjunto
V∗DE (φ) = {f ∈ u∗m(q) : ∆DEij (f) = ∆DEij (fDE (φ)) para todo (i, j) ∈ R(DE)}
de u∗m(q). Aqui, R(DE) = E − S(DE) onde S(DE) =
S
(i,j)∈DE S(i, j) e
S(i, j) = {(i, k) ∈ E : (i, j) ≺ (i, k)} ∪ {(k, j) ∈ E : (i, j) ≺ (k, j)}
para todo (i, j) ∈ E .
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f(eα), se α ∈ Φ+1 ∪ Φ+2 ,
f(eα), se u = usp2n(q) e α ∈ Φ+3 ,
1
2
f(eα), se u = uo2n+1(q) e α ∈ Φ+3 .
Prova-se facilmente que f(v) = tr(u(f)T v) para todo v ∈ u, e que a correspondeˆ ncia f 7→ u(f)
define um isomorfismo entre os espac¸os vectoriais u e u∗.
Posto isto, dado f ∈ u∗, definimos bf ∈ u∗m(q) porbf(v) = tr(u(f)T v), v ∈ um(q),










de u∗ e definimos o subconjunto
V∗D(φ) = {f ∈ u∗ : ∆Dij(f) = ∆Dij(fD(φ))para todo(i, j) ∈ ER(D)}








Pode provar-se que este conjunto e´ U -invariante (isto e´, se f ∈ V∗D(φ), enta˜o x · f ∈ V∗D(φ) para
todo x ∈ U) e que, dado f ∈ u∗, existe um par ba´sico (D,φ) tal que f ∈ V∗D(φ). Ale´m disso,
tem-se o seguinte resultado.





de todos os subconjuntos U-invariantes V∗D(φ) onde (D,φ) e´ qualquer par ba´sico.
Podemos tambe´m demonstrar o seguinte.
Teorema 4.2. Se (D,φ) for um par ba´sico, enta˜o V∗D(φ) = O∗D(φ).
Como consequeˆncia, deduzimos o resultado principal deste trabalho.
Teorema 4.3. Seja χ um cara´cter irredut´ıvel de U e suponhamos que p ≥ m. Enta˜o, χ e´
constituinte de um e um so´ super-cara´cter.
Demonstrac¸a˜o. Seja O ⊆ u∗ a (u´nica) o´rbita coadjunta tal que χ = χO. Seja f ∈ O. Pelo
Teorema 4.1, sabemos que existe um par ba´sico (D,φ) tal que f ∈ V∗D(φ). Pelo teorema anterior,
f ∈ O∗D(φ) e, consequentemente, pelo Teorema 3.3, obtemos 〈χ, ξD,φ〉 6= 0. Por outro lado, dado
χ = χO cara´cter irredut´ıvel, sejam (D,φ) e (D
′, φ′) pares ba´sicos tais que 〈χ, ξD,φ〉 6= 0 e
〈χ, ξD′(φ′)〉 6= 0. Enta˜o, novamente pelo Teorema 3.3, temos O ⊆ O∗D(φ)∩O∗D′(φ′) e, portanto,
O ⊆ V∗D(φ) ∩ V∗D′(φ′) (pelo Teorema 4.2). Do Teorema 4.1, resulta que D = D′ e φ = φ′, como
se queria.
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5 Um exemplo: os caracteres lineares
Seja Π o subconjunto de Φ+ formado por todas as ra´ızes simples. Por definic¸a˜o, α ∈ Φ+ diz-se




{²i − ²i+1 : 1 ≤ i < n} ∪ {2²n}, se G = Sp2n(q),
{²i − ²i+1 : 1 ≤ i < n} ∪ {²n−1 + ²n}, se G = O2n(q),
{²i − ²i+1 : 1 ≤ i < n} ∪ {²n}, se G = O2n+1(q).
Sabemos que, dado um qualquer grupo finito U , o nu´mero de caracteres lineares de U e´
|U : U ′| onde U ′ = [U,U ] e´ o subgrupo comutador de U . No nosso caso, usando a fo´rmula dos





Deste modo, temos |U : U ′| = q|Π| = qn e portanto, U tem qn caracteres lineares.
Comecemos por considerar o caso em que U = USp2n(q) ou U = UO2n+1(q). Em qualquer
uma destas situac¸o˜es, Π e´ um subconjunto ba´sico de ra´ızes e obviamente qualquer seu subcon-
junto tambe´m o e´. Mais, para qualquer D ⊆ Π, temos U = UD, de modo que para qualquer
func¸a˜o φ : D → F×q , o super-cara´cter ξD(φ) tem grau ξD,φ(1) = |U : UD| = 1 e, portanto, e´ li-
near. Por conseguinte, uma vez que a cada par ba´sico esta´ associado um e um so´ super-cara´cter,







(q − 1)k = qn
super-caracteres lineares. Conclu´ımos assim a demonstrac¸a˜o do seguinte resultado.
Proposic¸a˜o 5.1. Suponhamos que U = Sp2n(q) ou U = O2n+1(q), e seja χ um cara´cter
irredut´ıvel de U . Enta˜o, χ sera´ linear se e so´ se χ = ξD,φ para algum subconjunto D ⊆ Π e
alguma func¸a˜o φ : D 7→ F×q .
Suponhamos agora que U = O2n(q). Neste caso, Π na˜o e´ um subconjunto ba´sico de Φ
+ e,
de facto, um subconjunto D ⊆ Π sera´ ba´sico se e so´ se D contiver no ma´ximo uma das ra´ızes
²n−1 − ²n ou ²n−1 + ²n.
Seja D ⊆ Π tal que ²n−1+ ²n /∈ D. Temos UD = U e consequentemente, para toda a func¸a˜o







(q − 1)k = qn−1
super-caracteres lineares. Os caracteres lineares que faltam na˜o sa˜o super-caracteres como esta-
belece o seguinte resultado.
Proposic¸a˜o 5.2. Suponhamos que U = O2n(q) e seja ϑ um cara´cter irredut´ıvel de U . Enta˜o,
ϑ sera´ linear se e so´ se ocorrer um dos casos seguintes:
(a) ϑ = ξD,φ para algum subconjunto D ⊆ Π− {²n−1 + ²n} e alguma func¸a˜o φ : D 7→ F×q .
(b) ϑ e´ constituinte do super-cara´cter ξ²n−1+²n,r ξD,φ para algum subconjunto D ⊆ Π−{²n−1+
²n, ²n−1 − ²n}, alguma func¸a˜o φ : D 7→ F×q e algum elemento r ∈ F×q .
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Resumo
Sejam Fq〈X〉 a a´lgebra associativa livre gerada por indeterminada
X sobre o corpo finito Fq, e A = Fq〈X〉/Fq〈X〉n. Se o radical de
Jacobson e´ J = J(A), enta˜o o conjunto G = 1+ J e´ um subgrupo do
grupo das unidades de A.
Neste trabalho constroem-se os supercaracteres do grupo-de-a´lgebra
G quando a caracter´ıstica do corpo e´ arbitra´ria e estudam-se as suas
principais propriedades.
Em geral, discute-se a generalizac¸a˜o destes resultados para o caso em
que A e´ uma a´lgebra associativa qualquer, na˜o necessariamente livre.
Palavras-chave: a´lgebra nilpotente, grupo-de-a´lgebra, supercara´cter, superclasse
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1 As acc¸o˜es do grupo G
Sejam p um nu´mero primo, q = pe (e ≥ 1) uma poteˆncia de p e Fq o corpo
finito com q elementos. Seja A uma Fq-a´lgebra associativa de dimensa˜o finita;
em geral, supomos que todas as a´lgebras teˆm elemento identidade. Seja J = J(A)
o radical de Jacobson de A. Enta˜o, o conjunto G = 1+ J = {1+ a : a ∈ J} e´ um
p-grupo das unidades de A que designamos por grupo-de-a´lgebra (sobre Fq). Um
exemplo e´ o grupo Un(q) formado por todas as matrizes n×n unitriangulares sobre
o corpo Fq. O propo´sito deste artigo e´ estender o conceito de super-caracteres,
introduzido por Carlos Andre´ [1], [2] e Yan [8] para o caso do grupo Un(q), a um
grupo-de-a´lgebra geral.
Seja G = 1 + J um grupo-de-a´lgebra. Tal como em [8], consideramos treˆs
acc¸o˜es naturais do grupo G sobre o espac¸o vectorial J , a saber:
(x, a)→ xa acc¸a˜o de transic¸a˜o a` esquerda
(a, x)→ ax acc¸a˜o de transic¸a˜o a` direita
(x, a)→ xax−1 acc¸a˜o adjunta
onde a ∈ J e x ∈ G. As acc¸o˜es de transic¸a˜o a` direita e a` esquerda comutam, o que
permite definir uma acc¸a˜o dupla do grupo G sobre J : (x, a, y)→ xay, para a ∈ J
e x, y ∈ G. Referir-nos-emos a esta acc¸a˜o por acc¸a˜o de transic¸a˜o, e designaremos
as suas o´rbitas por o´rbitas de transic¸a˜o; deste modo, uma o´rbita de transic¸a˜o que
conte´m a ∈ J e´ o subconjunto GaG = {xay : x, y ∈ G} de J . Notemos ainda que
cada o´rbita de transic¸a˜o e´ uma unia˜o disjunta de o´rbitas adjuntas.
Por outro lado, o grupo G actua sobre o espac¸o dual J∗ = HomFq(J,Fq) por
meio das acc¸o˜es seguintes:
(xf)(a) = f(ax) acc¸a˜o de cotransic¸a˜o a` esquerda
(fy)(a) = f(ya) acc¸a˜o de cotransic¸a˜o a` direita
fx(a) = f(xax−1) acc¸a˜o coadjunta
onde x ∈ G, f ∈ J∗ e a ∈ J . Tal como no caso anterior, as acc¸o˜es de cotransic¸a˜o a`
esquerda e a` direita comutam e permitem definir uma acc¸a˜o dupla de G sobre J∗,
a` qual nos referiremos por acc¸a˜o de cotransic¸a˜o. Por definic¸a˜o, temos (xfy)(a) =
f(yax), para x, y ∈ G, f ∈ J∗ e a ∈ J ; por conseguinte, a o´rbita de cotransic¸a˜o
que conte´m f ∈ J∗e´ o subconjunto GfG = {xfy : x, y ∈ G} de J∗. Notemos
tambe´m que cada o´rbita de cotransic¸a˜o e´ unia˜o disjunta de o´rbitas coadjuntas.
Prova-se que o centralizador para a acc¸a˜o de cotransic¸a˜o a` direita e´ C(r)G (f) =
1 + J (r)f onde J
(r)
f = {a ∈ J | f(ab) = 0 ∀b ∈ J}. De igual forma, o centralizador
para a acc¸a˜o de cotransic¸a˜o a` esquerda e´ C(l)G (f) = 1 + J
(l)
f , onde J
(l)
f = {a ∈ J |
f(ba) = 0 ∀b ∈ J}. E´ fa´cil verificar que os subespac¸os vectoriais J (r)f e J (l)f de J
sa˜o multiplicativamente fechados. Dados a ∈ A e f ∈ J∗, definimos os elementos
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af ∈ J∗ e fa ∈ J∗ por: (af)(b) = f(ba) para todo b ∈ J , e (fa)(b) = f(ab)
para todo b ∈ J . Representaremos por Jf (resp., fJ) o conjunto de todos os
elementos af ∈ J∗ (resp., fa ∈ J∗) em que a ∈ J . O lema que se segue garante
que Jf (resp., fJ) e´ o subespac¸o ortogonal de J (r)f (resp., J
(l)
f ).
Lema 1.1. Seja f ∈ J∗. Enta˜o Jf = (J (r)f )⊥ e fJ = (J (l)f )⊥. Ale´m disso, tem-se
|J (r)f | = |J (l)f |.
Como consequeˆncia, deduzimos que as o´rbitas de cotransic¸a˜o a` esquerda Gf
e a` direita fG sa˜o os subespac¸os afins
Gf = f + (J (r)f )
⊥ e fG = f + (J (l)f )
⊥.
Mais, obtemos |Gf | = |fG|.
2 Os super-caracteres de G. Definic¸a˜o e propriedades
Os super-caracteres do grupo G = 1+ J sa˜o definidos como caracteres induzidos
por certos caracteres lineares de subgrupos de G e, como veremos, esta˜o relacio-
nados com as o´rbitas de cotransic¸a˜o de G sobre J∗. Comec¸amos por introduzir
alguma notac¸a˜o.
Seja ψ um cara´cter na˜o trivial do grupo aditivo (Fq,+) e, para cada f ∈ J∗,
definamos a aplicac¸a˜o ψf : J → C por ψf (a) = ψ(f(a)) para todo a ∈ f . Cada
uma destas aplicac¸o˜es e´ um cara´cter linear do grupo aditivo (J,+) e, de facto,
prova-se que todo cara´cter irredut´ıvel de (J,+) tem esta forma. Por outro lado,
dado f ∈ J∗, definimos a aplicac¸a˜o λf : G → C por λf (1 + a) = ψf (a) para
todo a ∈ J . E´ fa´cil provar que a λf define (por restric¸a˜o) um cara´cter linear do
subgrupo C(r)G (f) = 1 + J
(r)
f de G. Deste modo, podemos considerar o cara´cter
induzido λGf ao qual chamaremos o super-cara´cter de G associado a f .
Embora um super-cara´cter de G seja definido a partir de um elemento f ∈
J∗, pode provar-se que λGf na˜o depende de f mas sim da o´rbita de cotransic¸a˜o
Ψ = GfG que conte´m f . E´ o que resulta do teorema seguinte.








para todo x ∈ G.
Dado que o super-cara´cter associado a f ∈ J∗ depende apenas da o´rbita de
cotransic¸a˜o de Ψ = GfG, de agora em diante escreveremos ξΨ = λGf . [Notemos
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que, embora os super-caracteres se tenham definido usando a acc¸a˜o de cotransic¸a˜o
a` direita, e´ fa´cil justificar que o cara´cter obtido e´ o mesmo se se tivesse usado a
acc¸a˜o de cotransic¸a˜o a` esquerda.]
Da fo´rmula indicada no teorema anterior resulta imediatamente que os super-
caracteres de G constituem um conjunto ortogonal de caracteres.
Teorema 2.2. Sejam Ψ e Ψ′ o´rbitas de cotransic¸a˜o de G em J∗. Enta˜o, o
produto de Frobenius 〈ξΨ, ξΨ′〉 e´ igual a zero, excepto quando Ψ = Ψ′; neste
caso, tem-se
〈ξΨ, ξΨ〉 = ξΨ(1)
2
|Ψ| .
Como consequeˆncia, deduzimos que nem todos os super-caracteres sa˜o irre-
dut´ıveis; de facto, so´ sera˜o irredut´ıveis aqueles que verifiquem ξΨ(1)2 = |Ψ|. O
resultado que se segue caracteriza os super-caracteres que cumprem esta propri-
edade.
Corola´rio 2.3. Seja Ψ = GfG a o´rbita de cotransic¸a˜o que conte´m f ∈ J∗.
Enta˜o, o super-cara´cter ξΨ sera´ irredut´ıvel se e so´ se Gf ∩ fG = {f}, ou seja,
se e so´ se (J (r)f )
⊥ ∩ (J (l)f )⊥ = {0}.
Uma segunda consequeˆncia do Teorema 2.1 e´ a de que o cara´cter regular
ρG de G se pode decompor como combinac¸a˜o linear, com coeficientes inteiros e
positivos, de todos super-caracteres de G.








Atendendo a que todo o cara´cter irredut´ıvel de G e´ constituinte do cara´cter
regular ρG (com multiplicidade igual ao seu grau), a sua decomposic¸a˜o em super-
caracteres e a ortogonalidade entre estes permite concluir o seguinte.
Teorema 2.5. Qualquer cara´cter irredut´ıvel de G e´ constituinte de um e de um
so´ super-cara´cter de G.
3 Super-caracteres e super-classes. Segunda relac¸a˜o
de ortogonalidade
O objectivo desta secc¸a˜o e´ descrever um resultado ana´logo, para o caso dos super-
caracteres, a` segunda relac¸a˜o de ortogonalidade entre caracteres irredut´ıveis de
G. Ja´ observa´mos que, tal como no caso dos caracteres irredut´ıveis, tambe´m
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os super-caracteres formam um conjunto de caracteres ortogonais. Ale´m disso,
cada cara´cter irredut´ıvel e´ constituinte de um e de um so´ super-cara´cter. No
passo seguinte definimos super-classes de G, um conceito que corresponde a`s
classes de conjugac¸a˜o do grupo G. Ora, chamamos super-classe de G a qualquer
subconjunto de G com a forma Φ = 1+Ψ onde Ψ ⊆ J e´ uma o´rbita de transic¸a˜o.
E´ claro que dois elementos x, y ∈ G pertencem a` mesma super-classe Φ se e
so´ se x − 1 e y − 1 pertencem a` mesma o´rbita de transic¸a˜o Ψ ⊆ J . Tambe´m e´
fa´cil ver que as super-classes sa˜o invariantes para a acc¸a˜o adjunta de G, de modo
que sa˜o unia˜o disjunta de classes de conjugac¸a˜o de G.
Relativamente ao nu´mero de super-classes, podemos usar o Teorema de Brauer
(ver Teorema 6.32 em [6]) para obter o seguinte resultado.
Teorema 3.1. O nu´mero de super-classes de G e´ igual ao nu´mero de super-
caracteres de G.
Usando a equac¸a˜o (1) segue-se que os super-caracteres de G sa˜o constantes
nas super-classes de G, pelo que formam uma base ortogonal do espac¸o vectorial
complexo constitu´ıdo por todas as func¸o˜es que sa˜o constantes nas super-classes
de G; referimo-nos a qualquer destas func¸o˜es por func¸a˜o de super-classe de G.
Estamos agora em condic¸o˜es de enunciar o resultado correspondente a` segunda
relac¸a˜o de ortogonalidade.
Teorema 3.2. Sejam N o nu´mero de super-classes (e tambe´m de super-caracteres),
Φ(G) = {Φ1, . . . ,ΦN} o conjunto de todas as super-classes de G e, para cada
1 ≤ i ≤ N , fixemos um representante xi da super-classe Φi. Enta˜o,∑
Ψ∈Ψ(G)
〈ξΨ, ξΨ〉−1 ξΨ(xi) ξΨ(xj) = |G||Φj | δi,j
para quaisquer 1 ≤ i, j ≤ N .
Finalmente, observemos que, tal como no caso dos caracteres irredut´ıveis, po-
demos definir a tabela de super-caracteres deG como sendo a matriz (ξi(xj))1≤i,j≤N
onde Ψ(G) = {Ψ1, . . . ,ΨN} e ξi = ξΨi para 1 ≤ i ≤ N ; os Teoremas 2.2 e 3.2
garantem que as linhas e as colunas desta matriz sa˜o ortogonais.
4 Um Exemplo: a a´lgebra livre com uma indetermi-
nada
Denotemos por Fq(X) a Fq-a´lgebra livre gerada por um conjunto X e, para qual-
quer inteiro positivo n, seja Fq(n,X) = Fq(X)/Fq(X)n a Fq-a´lgebra nilpotente
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livre com grau de nilpoteˆncia n gerada por X. Considerando um conjunto sin-
gular X = {x}, a a´lgebra Fq(n, x) = FR(n,X) identifica-se naturalmente com
a Fq-a´lgebra dos polino´mios na indeterminada x com coeficientes em Fq e de
grau menor ou igual a n. E´ fa´cil ver que, neste caso, FR(n, x) = Fq1 + J onde
J = 〈x, x2, . . . , xn−1〉Fq e´ o radical de Jacobson de FR(n, x). Sendo assim, o
espac¸o dual J∗ de J tem base {x∗, (x2)∗, . . . , (xn−1)∗} onde (xi)∗(xj) = δi,j para
1 ≤ i, j ≤ n.
Uma vez que os super-caracteres deG = 1+J dependem apenas das o´rbitas de
cotransic¸a˜o de G em J , comec¸amos por caracterizar estas o´rbitas. Ora, a a´lgebra
FR(n, x) e´ comutativa e, portanto, e´ indiferente considerar a acc¸a˜o de cotransic¸a˜o










αi (xi)∗, αs 6= 0,
um elemento de J∗. Enta˜o, Jf = 〈xs, xs+1, . . . , xn−1〉Fq e portanto Gf = αs(xs)∗+
〈(x)∗, . . . , (xs−1)∗〉.
Por conseguinte, as o´rbitas de cotransic¸a˜o de G em J∗, distintas de Ψ(0) =
{0}, sa˜o parametrizadas pelos elementos α(xs)∗ com α 6= 0. Sendo assim, obtemos
o seguinte.
Corola´rio 4.2. O espac¸o dual J∗ e´ a unia˜o disjunta







onde Ψ(f) denota a o´rbita de cotransic¸a˜o que conte´m o elemento f ∈ J∗.
A partir deste resultado e´ fa´cil obter uma fo´rmula para os super-caracteres.






Por outro lado, tem-se ξΨ(0) = 1G.
Uma vez conhecidas as o´rbitas de cotransic¸a˜o e os super-caracteres de G,
podemos determinar facilmente os que sa˜o irredut´ıveis.
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Corola´rio 4.4. Os u´nicos super-caracteres irredut´ıveis de G sa˜o aqueles que
esta˜o associados a`s o´rbitas de cotransic¸a˜o Ψ(αx∗) = {αx∗} onde α ∈ Fq (isto e´,
sa˜o exactamente aqueles que correspondem a`s o´rbitas com um so´ elemento).
Por outro lado, e´ tambe´m fa´cil obter a decomposic¸a˜o do cara´cter regular como
soma de super-caracteres.
Proposic¸a˜o 4.5. Tem-se













j ∈ J, αt 6= 0,
um elemento de J . Enta˜o, a super-classe que conte´m 1 + a ∈ G e´
Φ(1 + a) = 1 + αtxt + 〈xt+1, . . . , xn−1〉.
Deste modo, as super-classes na˜o-triviais sa˜o parametrizadas pelos elementos
1 + αxt em que α 6= 0, o que permite decompor o grupo G como se segue.
Corola´rio 4.7. O grupo G e´ a unia˜o disjunta







onde Ψ(g) denota a super-classe que conte´m o elemento g ∈ G.
Por u´ltimo, sabendo que os super-caracteres sa˜o constantes nas super-classes,
podemos calcular os valores de qualquer super-cara´cter.
Teorema 4.8. Seja Ψ = Ψ(α(xs)∗) ⊆ J∗ uma o´rbita de cotransic¸a˜o de G.
Enta˜o, para qualquer β ∈ Fq, tem-se
ξΨ(1 + βxt) =

0, se s < t,
qs−1ψ(αβ), se s = t,
qs−1, se s > t.
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Resumo
Neste artigo determinamos uma condic¸a˜o necessa´ria para a existeˆncia
de uma realizac¸a˜o matricial, sobre um domı´nio local de ideais prin-
cipais, de um par (T,K(σ)) de tableaux de Young, onde T e´ um
tableau enviesado, no alfabeto [t], e K(σ) e´ a chave associada a uma
permutac¸a˜o σ ∈ St, t ≥ 1, com o peso de T . Mostramos que o par
(T,K(σ)) tem uma realizac¸a˜o matricial so´ se a palavra de T pertence
a` classe de Knuth da chave K(σ). Mostra-se ainda que a palavra
de T pertence a` classe de Knuth da chave K(σ) se e so´ se a palavra
formada pelos conjuntos indexantes de T e´ franca.
Palavras-chave: chave, mono´ide pla´xico, palavra franca, realizac¸a˜o matricial, tableau
de Young.
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1 Introduc¸a˜o
Sejam σ ∈ St, t ≥ 1, e K(σ) uma chave associada. Isto e´, K(σ) e´ um tableau
com colunas compara´veis para a inclusa˜o, que se obte´m tomando uma sequeˆncia
de factores a` esquerda de σ, considerada como palavra no alfabeto [t], ordenados
por ordem decrescente [19]. Dado um par (T,K(σ)) de tableaux de Young, onde
T e´ um tableau enviesado, no alfabeto [t], e K(σ) e´ a chave associada a σ com o
peso de T , consideramos o problema da existeˆncia de uma realizac¸a˜o matricial,
sobre um domı´nio local de ideais principais, para o par (T,K(σ)).
Quando σ e´ a permutac¸a˜o identidade, este problema corresponde a` inter-
pretac¸a˜o matricial do chamado problema de Green-Klein. Mais precisamente, J.
A. Green [12] e T. Klein [14] determinaram um conjunto de condic¸o˜es necessa´rias
e suficientes para a existeˆncia de mo´dulos de torsa˜o finitamente gerados A,B e C,
sobre um domı´nio de ideais principais, com factores invariantes prescritos e tais
que A ⊂ C e B = C/A. A ana´lise deste problema reduz-se ao caso local, i.e., ao
caso em que apenas um domı´nio local e´ considerado.
Em [2, 6], e´ introduzido o conceito de realizac¸a˜o matricial para o par de
tableaux (T,K(id)), e e´ apresentada uma prova matricial para o problema de
Green-Klein. Mais precisamente, (T,K(id)) tem uma realizac¸a˜o matricial se e so´
se T e´ um tableau de Littlewood-Richardson. (Em [1] e´ apresentada uma outra
realizac¸a˜o matricial usando uma definic¸a˜o diferente de tableau de Littlewood-
Richardson.) Isto equivale a dizer que (T,K(id)) tem uma realizac¸a˜o matricial se
e so´ se a palavra de T pertence a` classe de Knuth da chave K(id) com o peso de
T . O conceito de realizac¸a˜o matricial de pares de tableaux e´ enta˜o generalizado
[2, 3, 4] para qualquer permutac¸a˜o σ ∈ St, t ≥ 1. Em [2, 4], e´ resolvido o
problema da existeˆncia de uma realizac¸a˜o matricial para o par (T,K(σ)), quando
σ e´ a permutac¸a˜o reversa˜o em St, t ≥ 1, e em [8], o problema e´ completamente
resolvido para qualquer permutac¸a˜o σ ∈ S3. Em [3, 20] e´ tratado o problema de
uma transposic¸a˜o. Em todos estes casos, o par (T,K(σ)) possui uma realizac¸a˜o
matricial se e so´ se a palavra do tableau enviesado T pertence a` classe de Knuth
da chave K(σ).
Um tableau enviesado T pode ser descrito quer pela sua palavra w(T ), quer
pelos seus conjuntos indexantes, i.e., os conjuntos formados pelas posic¸o˜es que
as letras de w(T ) ocupam na representac¸a˜o planar de T . A noc¸a˜o de conjuntos
indexantes de um tableau enviesado foi introduzida em [2, 6]. Estes conjuntos
foram caracterizados para algumas permutac¸o˜es σ tais que w(T ) esta´ na classe
de Knuth duma chave K(σ) [3, 4, 5, 8, 20]. Utilizando o conceito de palavra
franca, introduzido por A. Lascoux e M. P. Schu¨tzenberger em [19], provamos
que a palavra w(T ) pertence a` classe de Knuth da chave K(σ) com o peso de
T se e so´ se a palavra formada pelos conjuntos indexantes de T e´ franca. Esta
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dualidade entre a palavra e os conjuntos indexantes do tableau enviesado, bem
como algumas propriedades das palavras francas, sa˜o utilizadas para generalizar
a condic¸a˜o necessa´ria, dos resultados mencionados acima, a qualquer permutac¸a˜o
σ ∈ St, t ≥ 1. Em [9] e´ caracterizada uma famı´lia de elementos numa classe de
Knuth de uma chave para a qual esta condic¸a˜o tambe´m e´ suficiente.
2 Variac¸o˜es do jeu de taquin e palavras francas
Seja N o conjunto dos inteiros positivos com a ordem usual ”≤”. Dado t ∈ N,
denotamos por [t]∗ o mono´ide livre gerado pelo alfabeto [t] := {1, . . . , t}, i.e., o
conjunto de todas as palavras finitas sobre o alfabeto [t], munido da operac¸a˜o
concatenac¸a˜o. O elemento neutro e´ a palavra vazia.
Uma palavra v = x1 · · ·xk ∈ [t]∗ e´ dita uma coluna se x1 > · · · > xk. Neste
caso, v e´ representada planarmente numa coluna com as letras por ordem decres-




e´ a representac¸a˜o planar da coluna
521. Seja Vt o conjunto de todas as colunas de [t]∗. (Quando o alfabeto for ir-
relevante, omitimos o ı´ndice t na notac¸a˜o Vt e escrevemos apenas V ). Qualquer
palavra w ∈ [t]∗ admite uma factorizac¸a˜o u´nica como o produto de um nu´mero
minimal de colunas: w = v1v2 · · · vr, vi ∈ Vt, chamada factorizac¸a˜o por colunas de
w, sendo v1 a coluna esquerda L(w) de w, e vr a coluna direita R(w) de w. Esta
factorizac¸a˜o sera´ representada algumas vezes por v1 · v2 · . . . · vr. O formato de w
e´ a sequeˆncia ‖w‖ = (|v1|, . . . , |vr|), formada pelos comprimentos |vi| das colunas
de w, sendo o peso de w definido pela sequeˆncia (|w|1, . . . , |w|t), onde |w|i designa
o nu´mero de letras i existentes em w. Por exemplo, se w = 5214421 ∈ [5]∗, a sua






. E´ claro que ‖w‖ = (3, 1, 3),
e o peso de w e´ dado pela sequeˆncia (2, 2, 0, 2, 1). Note que podemos escrever w
como um produto de 4 colunas w =
5
2 1 4 4
2
1
. Mas, neste caso, a sequeˆncia
dos comprimentos das colunas (2, 1, 1, 3) na˜o e´ o formato de w, pois na˜o estamos
perante uma factorizac¸a˜o por colunas. E´ claro que se w = w1 · · ·wq (wi ∈ Vt),
enta˜o r ≤ q, tendo-se igualdade apenas se esta for a factorizac¸a˜o por colunas.
Os conjuntos subjacentes das colunas de Vt definem uma bijecc¸a˜o v → {v}
entre o conjunto Vt das colunas de [t]∗ e o conjunto poteˆncia 2[t] de [t]. Tendo
em conta esta bijecc¸a˜o, um elemento de 2[t], ordenado por ordem decrescente,
22 encontro de algebristas portugueses 2005
pode ser visto como uma coluna de Vt. Esta bijecc¸a˜o permite-nos estender a Vt a
relac¸a˜o de ordem ≤, definida em 2[t] pondo B ≤ A se e so´ se existe uma injecc¸a˜o
crescente i de B em A tal que b ≤ i(b) para todo b ∈ B. Uma tal injecc¸a˜o pode
ser visualizada dispondo os elementos de A numa coluna, por ordem decrescente
do topo para baixo, e seguidamente colocando os elementos de B a` esquerda das
suas imagens.
Exemplo 2.1. Consideremos as colunas v = 431 ≤ u = 65421 ∈ [6]∗. Em baixo
representamos graficamente treˆs diferentes injecc¸o˜es crescentes de {v} = {4, 3, 1}

















Definimos outra relac¸a˜o de ordem . em 2[t], e estendemo-la a Vt, pondo B .A
se e so´ se existe uma injecc¸a˜o crescente i de A em B tal que i(a) ≤ a para
todo a ∈ A. Tal como anteriormente, tal injecc¸a˜o pode ser visualizada dispondo
os elementos de B numa coluna, ordenada por ordem decrescente do topo para
baixo, e seguidamente colocando os elementos de A a` direita das suas imagens.
Exemplo 2.2. Sejam agora v = 54321 . u = 542. Os diagramas seguintes
representam treˆs injecc¸o˜es crescentes distintas de {u} = {6, 4, 2} em {v} =

















Se A,B ⊆ [t] teˆm o mesmo cardinal, e´ claro que B ≤ A se e so´ se B . A.
As ordens acabadas de caracterizar permitem-nos apresentar as definic¸o˜es de
tableau e contretableau. Assim, uma palavra w = v1 · v2 · . . . · vr ∈ [t]∗ e´ dita um
tableau se v1 . v2 . · · · . vr. Se as suas colunas satisfazem v1 ≤ v2 ≤ · · · ≤ vr,
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sa˜o contretableaux. Um tableau e´ dito standard se na˜o tiver
letras repetidas.
Uma partic¸a˜o e´ uma sequeˆncia de inteiros na˜o negativos a = (a1, a2, . . .),
todos nulos a` excepc¸a˜o de um nu´mero finito e tais que a1 ≥ a2 ≥ · · · O nu´mero
|a| =∑i ai e´ dito o peso de a e o valor ma´ximo de i para o qual ai > 0 e´ chamado
o comprimento de a. Se o comprimento e o peso de a sa˜o zero, temos a partic¸a˜o
nula a = (0, 0, . . .). Se ai = 0 para i > k, escreveremos tambe´m a = (a1, . . . , ak).
Por vezes, e´ conveniente utilizar a notac¸a˜o a = (am11 , . . . , a
mk
k ), onde a1 > · · · > ak
e amii , com mi ≥ 0, significa que ai aparece mi vezes como parte de a. Notemos
que toda a partic¸a˜o se pode escrever na forma a = (tlt , . . . , 2l2 , 1l1) para algum
inteiro positivo t. A partic¸a˜o conjugada de a e´ enta˜o definida como sendo a
partic¸a˜o (
∑t
i=1 li, . . . , lt−1 + lt, lt). Por outro lado, sendo σ ∈ St e escrevendo
mσ(i) =
∑t
k=i lk, i = 1, . . . , t, tem-se (t




Claramente, o formato de um tableau e´ sempre uma partic¸a˜o. No exemplo
acima, o formato do tableau 6431 62 4 e´ a partic¸a˜o (4, 2, 1) = (41, 30, 21, 11) =
(11) + (12) + (13) + (11), sendo a sua partic¸a˜o conjugada dada por (3, 2, 1, 1) =
(31, 21, 12).
Um tableau enviesado, no alfabeto [t], [18] e´ um tableau sobre o alfabeto
[t] ∪ {∅}, onde a letra extra ∅ satisfaz
∅ < ∅ < 1 < 2 · · · < t.
Por exemplo, T = 32∅ 2∅ 31 2 2 e´ um tableau enviesado no alfabeto [3], com for-
mato (3, 2, 2, 1, 1), e a sua representac¸a˜o planar e´ dada por
3
2 2 3
∅ ∅ 1 2 2
. (3)
A palavra w(T ) de um tableau enviesado T , no alfabeto [t], e´ a palavra em
[t]∗ obtida eliminando de T a letra ∅. O peso de T e´ definido como sendo o peso
da palavra w(T ). Em (3), temos w(T ) = 3223122 e o peso de T e´ dado por
(1, 4, 2). Note-se que toda a palavra pode ser vista como a palavra de um tableau
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Dado um tableau enviesado T , seja(
pi1 · · · pik
u1 · · · uk
)
(4)
a bi-palavra onde a linha inferior e´ w(T ) = u1 · · ·uk, e a linha superior pi1pi2 · · ·pik
e´ tal que pi1 ≤ pi2 ≤ · · · ≤ pik com pij o ı´ndice da coluna, contado da esquerda






a letra uj esta´ situada na coluna pij de T . Para i ∈ {1, . . . , t}, seja Ji = {yi1 >
· · · > yimi} o conjunto formado pelos ı´ndices das colunas das letras i em T .
Identificamos Ji com a coluna yi1 · · · yimi . Os conjuntos J1, . . . , Jt sa˜o ditos os
conjuntos indexantes de T , e como acaba´mos de ver, cada Ji, i = 1, . . . , t, indica
as posic¸o˜es, segundo o ı´ndice das colunas, das letras i de w(T ) na representac¸a˜o
planar de T . Reordenando as bi-letras em (4), por ordem na˜o crescente das letras
na segunda linha, obtemos a bi-palavra(
Jt · · · J2 J1








representa a bi-palavra com linha inferior a palavra imi e linha
superior a coluna Ji.
Um tableau enviesado determina enta˜o um u´nico conjunto de bi-letras, mas
na˜o uma u´nica bi-palavra. Por exemplo, se ordenarmos as bi-letras do tableau
enviesado (3), por ordem na˜o decrescente das letras na primeira linha, ou por
ordem na˜o crescente das letras da segunda linha, obtemos, respectivamente, as
bi-palavras (
1 1 2 3 3 4 5




3 1 5 4 2 1 3
3 3 2 2 2 2 1
)
. (6)
A segunda linha da bi-palavra a` esquerda em (6) indica a palavra do tableau
enviesado (3), enquanto que a primeira linha da bi-palavra a` direita em (6) indica
os conjuntos indexantes desse tableau enviesado.
Dado J ⊆ [t], definimos a func¸a˜o caracter´ıstica de J pondo (χJ)i = 1, se
i ∈ J , e (χJ)i = 0, caso contra´rio. Dado um tableau enviesado T com bi-palavra
(5), podemos associar-lhe uma sequeˆncia de partic¸o˜es (a0, a1, . . . , at) pondo a0 :=
(a01, . . . , a
0
n) a partic¸a˜o definida pelo formato da palavra obtida eliminando de T
as letras de [t], e ai := ai−1+χJi , i = 1, . . . , t. E´ claro que cada ai = (ai1, . . . , ain)
e´ tambe´m uma partic¸a˜o e satisfaz
aik ≤ ai+1k ≤ aik + 1, (7)
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para i = 0, 1, . . . , t − 1, e k = 1, . . . , n. Reciprocamente, qualquer sequeˆncia
de partic¸o˜es (a0, a1, . . . , at) satisfazendo (7) origina um tableau enviesado T de
formato at, com bi-palavra definida pelos conjuntos Ji = {k : aik = ai−1k + 1},
i = 1, . . . , t. Por exemplo, o tableau enviesado (3) e´ definido pela sequeˆncia
de partic¸o˜es T = (a0, . . . , a4), onde a0 = (1, 1, 0, 0, 0), a1 = (1, 1, 1, 0, 0), a2 =
(2, 2, 1, 1, 1) e a3 = (3, 2, 2, 1, 1).
A congrueˆncia de Knuth ≡ [15] sobre palavras no alfabeto [t] e´ a congrueˆncia
gerada pelas transformac¸o˜es elementares seguintes, onde x, y e z sa˜o letras em
[t]:
xzy ≡ zxy, x ≤ y < z, (8)
yzx ≡ yxz, x < y ≤ z. (9)
Estas relac¸o˜es (8),(9), tambe´m designadas por relac¸o˜es pla´xicas, sa˜o a versa˜o
alge´brica da congrueˆncia pla´xica [11, 15, 17, 16] obtida utilizando o algoritmo de
inserc¸a˜o de Schensted [23].
Teorema 2.1. (a) Cada classe pla´xica conte´m um e um so´ tableau T .
(b) As palavras congruentes com T esta˜o em bijecc¸a˜o com os tableaux standard
com o mesmo formato de T .
Dada w ∈ [t]∗, designamos por P (w) o u´nico tableau congruente com w. Tal
tableau pode ser obtido a partir de w utilizando quer o algoritmo de inserc¸a˜o de
Schensted [23], quer o algoritmo de deslizamento de Schu¨tzenberger [11, 17, 18,
22], tambe´m designado por jeu de taquin.
Teorema 2.2. Sejam T e Q dois tableaux enviesados. Enta˜o, w(T ) ≡ w(Q) se
e so´ se T se obte´m de Q aplicando o jeu de taquin.
Uma palavra w1 diz-se uma sub-palavra de w = x1 · · ·xk ∈ [t]∗ se existem
inteiros 1 ≤ i1 < . . . < ir ≤ k tais que w1 = xi1 · · ·xir . Dizemos que duas sub-
palavras w1 = xi1 · · ·xir e w2 = xj1 · · ·xjs de w = x1 · · ·xk sa˜o disjuntas se os
conjuntos {i1, . . . , ir} e {j1, . . . , js} sa˜o disjuntos.
Dado w ∈ [t]∗, seja l(w, k) o ma´ximo da soma dos comprimentos de k sub-
palavras decrescentes e disjuntas de w. De forma semelhante, designemos por
l′(w, k) o ma´ximo da soma dos comprimentos de k sub-palavras na˜o decrescentes
e disjuntas de w. Por exemplo, as sub-palavras na˜o decrescentes de comprimento
ma´ximo de w = 5214421 sa˜o 244 e 144, donde l′(w, 1) = 3. Claramente, l′(w, 2) =
5, pois a soma dos comprimentos das sub-palavras 244 e 12 representa o ma´ximo
da soma dos comprimentos de 2 sub-palavras na˜o decrescentes de w. Temos
l′(w, 3) = 6 e l′(w, 4) = 7. A sub-palavra decrescente de comprimento ma´ximo
de w e´ 5421, pelo que l(w, 1) = 4. E´ fa´cil verificar que l(w, 2) = 6 e l(w, 3) = 7.
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Estes nu´meros na˜o sa˜o modificados pelas transformac¸o˜es de Knuth, sendo
designados por invariantes de Greene [13]. Seja a = (a1, . . . , as) o formato de
P (w) e a′ = (a′1, . . . , a′l) a partic¸a˜o conjugada. O teorema seguinte, provado por
C. Greene em [13], da´-nos uma interpretac¸a˜o combinato´ria para os comprimentos
das colunas e das linhas de um tableau. (Veja-se tambe´m [11, 16].)
Teorema 2.3. Para k = 1, . . . , s, ak = l(w, k)− l(w, k − 1), e para k = 1, . . . , l,
a′k = l
′(w, k)− l′(w, k − 1), com l(w, 0) = l′(w, 0) = 0.
Sejam u, v ∈ Vt tais que v · u e´ um tableau ou contretableau, e fixemos uma
injecc¸a˜o i como anteriormente, mas tal que a sua imagem contenha {u} ∩ {v}.
Consideremos a representac¸a˜o planar de v·u de acordo com a injecc¸a˜o i, colocando
o s´ımbolo ¥ nas posic¸o˜es na˜o numeradas, da coluna das pre´-imagens, isto e´, nas
posic¸o˜es horizontalmente adjacentes aos elementos que na˜o esta˜o na imagem de
i. Por exemplo, consideremos o contretableau 431 ·65421 apresentado no exemplo
2.1, e notemos que a imagem da primeira injecc¸a˜o definida em (1) na˜o conte´m
todos os elementos comuns a`s duas colunas. Consideremos, enta˜o, a segunda







Designemos por Θ a operac¸a˜o de deslizamento horizontal em v ·u, que consiste
em deslizar horizontalmente as letras que na˜o esta˜o na imagem de i, para as
posic¸o˜es com o s´ımbolo ¥, adjacentes, aparecendo, deste modo, o s´ımbolo ¥ nas















Algebricamente, considerando v ≤ u e Θ(v · u) = v′ · u′, temos {v′} = {v} ∪
({u} \ i(v)) e {u′} = i(v). E´ claro que v′ . u′, pois a aplicac¸a˜o j, definida por
j(b) = a se e so´ se i(a) = b, e´ uma injecc¸a˜o crescente de u′ em v′ com i(b) ≤ b
para b ∈ {u′}, e, ale´m disso, a sua imagem j(u′) = v conte´m os elementos
comuns a v′ e u′. As colunas v, u podem agora ser recuperadas efectuando a
operac¸a˜o de deslizamento horizontal no sentido oposto, definida pela injecc¸a˜o j,
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Se a injecc¸a˜o i considerada para definir a operac¸a˜o Θ for tal que a sua imagem
satisfaz i(v) ≤ ι(v), no caso do contretableau v · u, ou ι(u) ≤ i(u), no caso do
tableau v · u, para qualquer outra injecc¸a˜o crescente ι, denotamos esta operac¸a˜o
por Θ∗. Graficamente, isto significa, no caso do contretableau [respectivamente,
tableau], que as letras de v [respectivamente, u] esta˜o situadas, o mais baixo [res-
pectivamente, acima] poss´ıvel, a` esquerda da coluna u [respectivamente, a` direita
da coluna v], de tal modo que a condic¸a˜o “ ≤ “ na horizontal seja preservada.
Considerando novamente o contretableau 431 ≤ 65421, facilmente se conclui que
a terceira injecc¸a˜o apresentada em (1) esta´ nas condic¸o˜es requeridas.
E´ fa´cil verificar que a operac¸a˜o Θ∗ aplicada ao tableau ou contretableau v · u
coincide com a aplicac¸a˜o do jeu de taquin a v · u. Por exemplo, aplicando Θ∗ ao














enquanto que os passos sucessivos da aplicac¸a˜o do jeu de taquin ao contretableau











































Embora as palavras Θ(v · u) e Θ∗(v · u) tenham o mesmo formato, na˜o
sa˜o congruentes. Contudo, ambas sa˜o tableaux ou contretableaux, e satisfazem
L(Θ∗(vu)) ≥ L(Θ(vu)) e R(Θ∗(vu)) ≤ R(Θ(vu)).
Mais geralmente, seja vt · vt−1 · . . . · v1 a factorizac¸a˜o por colunas de w ∈
[t]∗. Para i = 1, . . . , t − 1, definimos Θ∗i (w) como sendo a palavra obtida de w
substituindo as colunas vi+1vi por Θ∗(vi+1vi), sempre que vi+1vi e´ um tableau
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ou um contretableau. Assim, e tendo em conta o teorema 2.2, conclu´ımos que
w ≡ Θ∗i (w). No entanto, Θ∗i (w) pode ja´ na˜o ser uma palavra com t colunas. Por
exemplo, Θ∗2(7 · 762 · 4) = 762 · 74. Veremos seguidamente que se o formato de
w = vt · vt−1 · . . . · v1 for uma permutac¸a˜o do formato de P (w), Θ∗i (w) ainda e´
uma palavra com t colunas.
No conjunto das sequeˆncias finitas de inteiros positivos, podemos definir uma
relac¸a˜o de pre´-ordem, pondo a ≤ b se e so´ se para cada k > 0, a soma das k
maiores entradas de a e´ menor ou igual do que a soma das k maiores entradas de
b. Claro que se a ≤ b e b ≤ a, enta˜o a e´ uma permutac¸a˜o de b.
Dada uma sequeˆncia de inteiros positivos a = (a1, . . . , ar), definimos a palavra
aM := (a1 · · · 1) · (a1 + a2 · · · a1 + 1) · · · ((a1 + · · ·+ ar) · · · (a1 + · · ·+ ar−1 + 1))
com formato a. Por exemplo, (2, 1, 4)M = 21 · 3 · 7654 tem formato (2, 1, 4).
Lema 2.4. Seja w = v1 · . . . · vr (vi ∈ V ) uma palavra. Enta˜o:
(a) ‖w‖ ≤ ‖P (w)‖;
(b) ‖w‖ e´ uma permutac¸a˜o de ‖P (w)‖ sse ‖w‖M e´ uma palavra de inserc¸a˜o
de w.
Demonstrac¸a˜o: Veja-se [19]. ¤


































Como consequeˆncia das al´ıneas (b) do lema anterior e do teorema 2.1, obtemos
Teorema 2.5 (A. Lascoux, M.P. Schu¨tzenberger, [19]). Seja T um tableau com
formato i = (i1, . . . , ir). Para cada permutac¸a˜o j de i, existe uma e uma so´
palavra w ≡ T com formato j. Estas palavras designam-se por palavras francas.
Portanto, uma palavra w ∈ [t]∗ e´ franca se e so´ se o seu formato e´ uma
permutac¸a˜o do formato do tableau P (w). Em particular, todo o tableau e contre-
tableau sa˜o palavras francas. As palavras francas duma classe pla´xica esta˜o em
bijecc¸a˜o com o conjunto das permutac¸o˜es do formato do tableau nessa classe. Ou
seja, as palavras francas sa˜o completamente determinadas pelo seu formato.
Realizac¸o˜es matriciais de pares de tableaux de Young e palavras francas 29
Pelo lema 2.4 (b), cada factor vi+1 ·vi de uma palavra franca w = vt · . . . ·v2 ·v1
e´ ainda uma palavra franca. Ale´m disso, visto as operac¸o˜es Θ∗ preservarem
a congrueˆncia pla´xica, por 2.4 (a) conclu´ımos que ‖Θ∗iw‖ e´ uma permutac¸a˜o
de ‖w‖. Portanto, as operac¸o˜es Θ∗ podem ser utilizadas para obter todas as
palavras francas congruentes com um determinado tableau. Por exemplo, a classe
pla´xica do tableau 5321 41 3 conte´m as seis palavras francas seguintes, as quais



















































































Note-se que o hexa´gono fecha porque estas sa˜o todas as palavras francas congru-
entes com 5321 41 3.
O pro´ximo teorema permite-nos averiguar se a concatenac¸a˜o de duas palavras
francas e´ ainda uma palavra franca.
Teorema 2.6 (A. Lascoux, M. P. Schu¨tzenberger, [19]). A concatenac¸a˜o de duas
palavras francas w,w′ e´ franca se e so´ se R(u).L(u′) e´ franca para qualquer par
de palavras francas u, u′ tal que u ≡ w e u′ ≡ w′.
Note-se que se w,w′ ∈ V , ww′ e´ franca se e so´ se ww′ e´ tableau ou contreta-
bleau. Como consequeˆncia do resultado anterior, obtemos o seguinte crite´rio para
o caso em que adicionamos uma coluna a` esquerda de uma palavra franca.
Corola´rio 2.7. [7] Sejam w = v1 · · · vk uma palavra franca e v ∈ V . Enta˜o, vw
e´ franca se e so´ se as palavras vv1 e v1v2 · · · vk sa˜o francas, onde v v1 = Θ∗(vv1).
Demonstrac¸a˜o: A condic¸a˜o e´ claramente necessa´ria. Provemos enta˜o a suficieˆncia.
Comecemos por notar que vw e´ a concatenac¸a˜o das palavras francas vv1 e v2 · · · vk.
Ale´m disso, as u´nicas palavras francas congruentes com vv1 sa˜o a pro´pria e
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v v1 = Θ∗(vv1). Como v1v2 · · · vk e v1v2 · · · vk sa˜o francas, o mesmo se passa
com v1L(u) e v1L(u), para qualquer palavra franca u ≡ v2 · · · vk. Pelo teorema
anterior, podemos concluir que vw e´ franca. ¤
O crite´rio dado pelo corola´rio anterior pode ser generalizado para operac¸o˜es
Θ.
Corola´rio 2.8. [7] Sejam w = v1 · · · vk uma palavra franca e v ∈ V . Enta˜o, vw
e´ franca se e so´ se as palavras vv1 e v˜1v2 · · · vk sa˜o francas, onde v˜ v˜1 = Θ(vv1)
para alguma operac¸a˜o Θ.
Demonstrac¸a˜o: A condic¸a˜o necessa´ria e´ consequeˆncia do teorema anterior. Su-
ponhamos enta˜o a existeˆncia de uma operac¸a˜o Θ nas condic¸o˜es do enunciado, e
seja v v1 = Θ∗(vv1). E´ claro que v1 ≤ v˜1. Equivalentemente, v1 . v˜1, uma vez
que |v1| = |v˜1|.
Por hipo´tese, para qualquer palavra franca u ≡ v2 · · · vk, o produto v˜1L(u) e´
uma palavra franca. Isto significa que v˜1 ≤ L(u) ou v˜1 .L(u). Por transitividade,
conclu´ımos que tambe´m v1 ≤ L(u) ou v1 . L(u), i.e., v1L(u) e´ franca. Assim,
pelo teorema anterior, v1v2 · · · vk e´ franca e, pelo corola´rio anterior, a palavra vw
e´ franca. ¤
3 Palavras francas, chaves e palavras de σ-Yamanouchi
Uma chave e´ um tableau cujas colunas sa˜o compara´veis para a inclusa˜o. O tableau





1 1 1 5
. (15)
Enquanto as palavras francas sa˜o completamente determinadas pelo seu for-
mato, as chaves sa˜o completamente determinadas pelo seu peso.
Dado (m1, . . . ,mt), mi ≥ 0, a chave com este peso e´ o tableau (0, (1m1),
(1m1) + (1m2), . . . ,
∑t
i=1(1




peso (m1, . . . ,mt). Ou ainda, a chave de peso (m1, . . . ,mt) e´ o tableau com esse
peso e formato o conjugado da partic¸a˜o (mσ(1), · · · ,mσ(t)), para algum σ ∈ St.
No exemplo acima, T e´ a u´nica chave com peso (3, 1, 1, 0, 4). Ou seja, e´ o tableau
(0, (13), (13) + (1), (13) + (1) + (1), (13) + (1) + (1) + (14)).
A cada par constitu´ıdo por uma permutac¸a˜o σ ∈ St e por uma sequeˆncia
de inteiros na˜o negativos (lt, lt−1, . . . , l1), Ehresmann [10] associou a chave, aqui
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denotada por K(σ, (lt, . . . , l1)), pondo
K(σ, (lt, . . . , l1)) := vltt v
lt−1
t−1 · · · vl11 ,
onde vi e´ a coluna formada pelas primeiras i letras de σ, considerando σ como
uma palavra no alfabeto [t], 1 ≤ i ≤ t. Esta chave e´ o tableau com formato
(tlt , . . . , 2l2 , 1l1) e peso (m1, . . . ,mt) tais que mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
Por outro lado, a chave com peso (m1, . . . ,mt) pode ser escrita na forma
K(σ, (lt, . . . , l1)) para alguma permutac¸a˜o σ ∈ St e sequeˆncia de inteiros na˜o
negativos (lt, . . . , l1), tais que (tlt , . . . , 2l2 , 1l1) e´ o conjugado da partic¸a˜o (mσ(1),
· · · ,mσ(t)), i.e., mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
Portanto, a chave com peso (m1, . . . ,mt) pode ser parametrizada por uma
sequeˆncia de inteiros na˜o negativos (lt, . . . , l2, l1) e por uma permutac¸a˜o σ ∈ St
tais que (tlt , . . . , 2l2 , 1l1) e´ o conjugado da partic¸a˜o (mσ(1), · · · ,mσ(t)).
Por exemplo, a chave (15) e´ a chave associada a` permutac¸a˜o σ = 51324 ∈ S5
e a` sequeˆncia (0, 1, 0, 2, 1),
K(σ, (0, 1, 0, 2, 1)) = (54321)0(5321)1(531)0(51)251 = 5321 51 51 5.
Note-se que o formato da chave e´ (4, 2, 2, 1) = (41, 30, 22, 11) a partic¸a˜o conju-
gada de (4, 3, 1, 1), a partic¸a˜o que se obte´m do peso (3, 1, 1, 0, 4) permutando as
entradas segundo σ.
Quando na˜o houver ambiguidade quanto a` multiplicidade das colunas de
uma chave, escreveremos apenas K(σ) para designar uma chave associada a` per-
mutac¸a˜o σ.
Definic¸a˜o 3.1. Uma palavra w ∈ [t]∗ e´ dita de σ-Yamanouchi se w ≡ K(σ),
para alguma permutac¸a˜o σ ∈ St.
(Note-se que a multiplicidade das colunas de K(σ) e´ determinada pelo peso
de w, que e´ um invariante da sua classe de Knuth.)
Quando σ e´ a identidade, w e´ dita apenas palavra de Yamanouchi. Equiva-
lentemente, w e´ de Yamanouchi se e so´ se todo o factor a` direita v de w satisfaz
|v|1 ≥ |v|2 ≥ · · · ≥ |v|t.
Existe uma relac¸a˜o estreita entre palavras francas e as palavras da classe de
Knuth de uma chave. De facto, a toda a palavra franca de formato (mt, . . . ,m1)
corresponde uma palavra na classe de Knuth da chave com peso (m1, . . . ,mt).
Seja enta˜o w = Jt · · · J2J1 ∈ [r]∗, (Ji ∈ Vr), uma palavra franca com formato
‖w‖ = (mt, . . . ,m1) e σ ∈ St tal que (mσ(1), . . . ,mσ(t)) e´ o formato do ta-
bleau P (w). Seja (lt, . . . , l1) uma sequeˆncia de inteiros na˜o negativos tal que
mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t. O conjugado do formato de P (w) e´, como sabemos,
(tlt , . . . , 2l2 , 1l1). Suponhamos ainda que w se obte´m do seu contretableau con-
gruente aplicando Θ∗i1 · · ·Θ∗iq . Como Θ∗i actua sobre as colunas i+ 1, i, a contar
32 encontro de algebristas portugueses 2005
da direita para a esquerda, conclu´ımos que σ := si1 · · · siq ∈ Sr, onde si designa
a transposic¸a˜o (i i+ 1).
Consideremos a bi-palavra(
Jt · · · J2 J1








tem a coluna Jk como primeira linha e a palavra kmk ,
constitu´ıda pormk repetic¸o˜es da letra k, como segunda linha. Reordenemos as bi-
letras de (16), de modo a que na primeira linha as letras cresc¸am, com repetic¸a˜o
permitida, da esquerda para a direita, e tal que em cada factor
(




palavra ui na linha inferior seja uma coluna:
(
Jt · · · J2 J1




1 · · · 1 2 · · · 2 · · · r · · · r
u1 u2 · · · ur
)
. (17)
Proposic¸a˜o 3.1. Seja w = Jt · · · J2J1 ∈ [r]∗, (Ji ∈ Vr), uma palavra franca
com formato (mt, . . . ,m1) e σ ∈ St tal que (mσ(1), . . . ,mσ(t)) e´ uma partic¸a˜o. A
palavra u := u1u2 · · ·ur ∈ [t]∗, (ui ∈ Vt), obtida na segunda linha da bi-palavra
a` direita em (17), e´ congruente com a chave K(σ, (lt, . . . , l1)), onde mσ(i) =∑t
k=i lk, 1 ≤ i ≤ t.
Demonstrac¸a˜o: Tendo em conta a definic¸a˜o de u, e´ claro que o seu peso e´ dado por
(m1, . . . ,mt). Provemos que o formato do tableau P (u) e´ a partic¸a˜o conjugada
do formato de P (w), isto e´, (tlt , . . . , 2l2 , 1l1) com mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
Para tal, comecemos por observar que se w′ e´ uma sub-palavra na˜o decres-
cente de w, esta e´ necessariamente constitu´ıda por uma so´ letra de cada coluna
de w. Por sua vez, a correspondente sub-palavra u′ formada na segunda linha
da bi-palavra a` direita em (17) e´ decrescente, e e´ ainda uma sub-palavra de u.
Reciprocamente, a toda a sub-palavra decrescente de u corresponde na primeira
linha da bi-palavra a` esquerda em (17) uma sub-palavra na˜o decrescente de w.
E´ claro que a transformac¸a˜o em (17) estabelece uma correspondeˆncia bijectiva
entre as sub-palavras na˜o decrescentes de w e as sub-palavras decrescentes de u.
Conclu´ımos assim que l(u, k) = l′(w, k), para k = 1, . . . , s, e pelo teorema 2.3,
‖P (u)‖ = (tlt , . . . , 2l2 , 1l1).
Existe um e um so´ tableau com formato (tlt , . . . , 2l2 , 1l1) e peso (m1, . . . ,mt),
onde mσ(i) =
∑r
k=i lk, 1 ≤ i ≤ t, para algum σ ∈ St. Esse tableau e´ precisamente
a chave K(σ, (lt, . . . , l1)). Logo, u ≡ P (u) = K(σ, (lt, . . . , l1)). ¤
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Portanto, uma palavra franca de formato (mt, . . . ,m1) tal que (mσ(1), . . . ,
mσ(t)) e´ uma partic¸a˜o, da´ origem pela transformac¸a˜o (17) a uma palavra de σ-
Yamanouchi com peso (m1, . . . ,mt). Reciprocamente, toda a palavra congruente
com a chave com peso (m1, . . . ,mt) da´ origem, pela transformac¸a˜o (17), a uma
palavra franca com formato (mt, . . . ,m1).
Proposic¸a˜o 3.2. Seja u = u1 · · ·ur, (ui ∈ Vt), uma palavra na classe de con-
grueˆncia da chave com peso (m1, . . . ,mt). Enta˜o, a palavra w = Jt · · · J2J1,
obtida na primeira linha da bi-palavra a` esquerda em (17), e´ franca com formato
(mt, . . . ,m1).
Demonstrac¸a˜o: E´ claro que o formato de w e´ (mt, . . . ,m1). Ale´m disso, seguindo
a demonstrac¸a˜o do lema anterior, conclu´ımos que o formato de P (w) e´ (mσ(1), . . . ,
mσ(t)), o conjugado do formato (tlt , . . . , 2l2 , 1l1) de K(σ, (lt, . . . , l1)). ¤
No entanto, a factorizac¸a˜o u = u1u2 · · ·ut considerada em (17) na˜o e´, ne-
cessariamente, a factorizac¸a˜o por colunas de u. Assim, uma palavra u ≡ K(σ)
pode originar va´rias palavras francas, todas com o mesmo formato, dependendo











Claro que u := u1u2u3, com u1 = 321, u2 = 3 e u3 = 2, na˜o e´ a factorizac¸a˜o
por colunas de u. Ja´ a factorizac¸a˜o por colunas u = 321.32 da´ origem a` palavra
franca 21.21.1.
Notemos ainda que a transformac¸a˜o (17) foi a transformac¸a˜o utilizada para
obter as bi-palavras (4) e (5) de um tableau enviesado T . Assim, temos
Teorema 3.3. Seja T um tableau enviesado com conjuntos indexantes J1, . . . , Jt,
e seja σ ∈ St tal que |Jσ(1)| ≥ · · · ≥ |Jσ(t)| e´ uma partic¸a˜o. Enta˜o, w(T ) e´ de
σ-Yamanouchi se e so´ se a palavra Jt · · ·J1 e´ franca.
Tomemos como exemplo o tableau enviesado (3), com palavra w(T ) = 3223122
e conjuntos indexantes J3 = {3, 1}, J2 = {5, 4, 2, 1} e J1 = {3}. Sendo (|J2|, |J3|,
|J1|) = (4, 2, 1) uma partic¸a˜o, considere-se σ = 231 = s1s2, l3 = l2 = 1 e
l1 = 2. Como vimos em (14), J3J2J1 e´ uma palavra franca com formato (2, 4, 1)






11 2 33 4 5
32 2 31 2 2
)
,
34 encontro de algebristas portugueses 2005
conclu´ımos que w(T ) = 3223122 e´ de s1s2-Yamanouchi com peso (1, 4, 2). De
facto, temos
P (w(T )) = K(s1s2, (1, 1, 2)) =
3
2 3
1 2 2 2
,
com formato (3, 2, 12), o conjugado de (4, 2, 1).
4 Realizac¸o˜es matriciais de pares de tableaux
SejaRp um domı´nio local de ideais principais com ideal maximal (p). As matrizes
que vamos considerar sa˜o todas na˜o singulares n×n com entradas sobre Rp; por
Un designamos o grupo das matrizes unimodulares sobre Rp.
Dadas matrizes A e B, dizemos que B e´ equivalente a` esquerda a A, (B ∼E A),
se B = UA para alguma matriz U ∈ Un; B e´ equivalente a` direita a A, (B ∼D A),
se B = AV para alguma matriz V ∈ Un; e B e´ equivalente a A, (B ∼ A),
se B = UAV para algumas matrizes U, V ∈ Un. As relac¸o˜es ∼E ,∼D e ∼ sa˜o
relac¸o˜es de equivaleˆncia no conjunto das matrizes de ordem n sobre Rp.
Seja A uma matriz n × n na˜o singular. Pela forma normal de Smith [21],
existem inteiros na˜o negativos a1 ≥ . . . ≥ an tais que A e´ equivalente a
diag(pa1 , . . . , pan).
A sequeˆncia a = (a1, . . . , an) dos expoentes, por ordem decrescente, da forma
normal de Smith de A e´ uma partic¸a˜o, univocamente determinada pela matriz
A, a que chamaremos partic¸a˜o invariante de A.
Dada uma sequeˆncia de inteiros na˜o negativos f1, . . . , fn, usamos a seguinte
notac¸a˜o para matrizes diagonais de poteˆncias de p:
diagp(f1, . . . , fn) = diag(pf1 , . . . , pfn).
Dado m ∈ [n], designamos por D[m] a matrix diagp(1m, 0n−m), e dada uma
sequeˆncia (m1, . . . ,mt) de inteiros na˜o negativos, pomos
D(m1,...,mt) := (D[m1], . . . , D[mt]).
A sequeˆncia (0, (1m1), . . . ,
∑t
i=1(1
mi)) das partic¸o˜es invariantes das matrizes I,
D[m1], D[m1]D[m2], . . . ,
∏t




e peso (m1, . . . ,mt). Ou seja, a chave de peso (m1, . . . ,mt).
Definic¸a˜o 4.1. Sejam T = (a0, a1, . . . , at) um tableau enviesado, com compri-
mento de at ≤ n e peso (m1, . . . ,mt), e σ ∈ St tal que (mσ(1), . . . ,mσ(t)) e´ uma
partic¸a˜o. Dado U ∈ Un, a sequeˆncia de matrizes na˜o singulares(
diagp(a0)U,D(m1,...,mt)
)
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e´ dita uma realizac¸a˜o matricial do par (T,K(σ)) se para cada k = 1, . . . , t,
diagp(a)UD[m1] . . . D[mk] ∼ diagp(ak).
Neste caso, (T,K(σ)) e´ dito um par admiss´ıvel.











Proposic¸a˜o 4.1. [3, 8] Sejam m1 ≥ m2 dois inteiros na˜o negativos, a uma
partic¸a˜o de comprimento ≤ n e U ∈ Un. Sejam (T,K(id)) e (T ′,K(s1)), com








, respectivamente. Enta˜o, J2 ·J1 e´ a palavra dos conjun-
tos indexantes de T se e so´ se Θ(J2 · J1) e´ a palavra dos conjuntos indexantes de
T ′, para alguma operac¸a˜o Θ.
Como foi referido na introduc¸a˜o, quando σ e´ a identidade ou a permutac¸a˜o
reversa˜o em St, ou qualquer permutac¸a˜o em S3, o par (T,K(σ)) e´ admiss´ıvel se e
so´ se a palavra de T pertence a` classe pla´xica da chave K(σ). O pro´ximo teorema
generaliza a condic¸a˜o necessa´ria destes resultados para qualquer permutac¸a˜o σ ∈
St, t ≥ 1.
Teorema 4.2. Seja σ ∈ St, t ≥ 1. O par (T,K(σ)) e´ admiss´ıvel so´ se w(T ) ≡
K(σ).
Demonstrac¸a˜o: Sejam J1, . . . , Jt os conjuntos indexantes de T . Vamos provar, por
induc¸a˜o sobre t ≥ 1, que a palavra Jt · · ·J1 e´ franca. Quando t = 1 o resultado
e´ trivial e o caso t = 2 ja´ foi provado [3, 8]. Consideremos enta˜o t > 2 e seja(
diagp(a)U,D(m1,...,mt)
)
uma realizac¸a˜o matricial de (T,K(σ)). Por induc¸a˜o, a





um par (T ′,K ′), onde T ′ tem conjuntos indexantes J1, . . . , Jt−1, e K ′ e´ a chave
com peso (m1, . . . ,mt−1).
Pela forma normal de Smith, existe uma partic¸a˜o a′ e uma matrix uni-
modular U ′ tais que diagp(a)UD[m1] · · ·D[mt−2] ∼L diagp(a′)U ′. A sequeˆncia(
diagp(a′)U ′, D(mt−1,mt)
)
realiza um par (T ,K), onde T tem conjuntos indexan-
tes Jt−1, Jt, e K e´ a chave com peso (mt−1,mt). Pelo caso t = 2, a palavra JtJt−1
e´ franca. Ale´m disso, pela proposic¸a˜o anterior, podemos concluir que se (T ′,K ′) e´
36 encontro de algebristas portugueses 2005




, os conjuntos indexantes
J t−1, J t de T





realiza um par (T˜ , K˜),
onde T˜ tem conjuntos indexantes J1, . . . , Jt−2, J t−1, e K˜ e´ a chave com peso
(m1, . . . ,mt−2,mt). Por induc¸a˜o, a palavra J t−1Jt−2 · · ·J1 e´ franca. Assim, pelo
corola´rio 2.8, conclu´ımos que Jt · · ·J1 e´ franca e, portanto, w(T ) ≡ K(σ). ¤
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A´lgebras de ÃLukasiewicz m-generalizadas de ordem n -
um “survey”∗
Ju´lia Vaz de Carvalhoa
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Resumo
As a´lgebras de ÃLukasiewicz m-generalizadas de ordem n constituem,
tal como a designac¸a˜o sugere, uma generalizac¸a˜o das a´lgebras de
ÃLukasiewicz de ordem n. Basicamente, o reduto de De Morgan des-
tas e´ substitu´ıdo por um reduto de a´lgebra de Ockham em que a
operac¸a˜o una´ria f satisfaz f2m(x) = x. Apresentamos um “survey”
sobre a variedade das a´lgebras de ÃLukasiewicz m-generalizadas de or-
dem n, percorrendo o caminho desde a motivac¸a˜o para o seu estudo
ate´ aos resultados mais recentes.
Palavras-chave: Propriedade de extensa˜o de congrueˆncias, Extensa˜o perfeita,
Congrueˆncias principais defin´ıveis equacionalmente, A´lgebra subdirectamente irredut´ıvel,
A´lgebra injectiva, Injectivos suficientes, Propriedade de amalgamac¸a˜o.
∗Parte deste trabalho foi realizado em colaborac¸a˜o com T. Almada. Parte dos resultados fo-
ram obtidos no aˆmbito do Projecto POCTI/ISFL/1/143 ”Fundamental and Applied Algebra”do
Centro de A´lgebra da Universidade de Lisboa, financiado pela FCT e pelo FEDER.
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1 Motivac¸a˜o e Introduc¸a˜o
As a´lgebras de ÃLukasiewicz de ordem n (n ≥ 2) foram introduzidas por Moisil nos
anos 40 com o objectivo de construir a´lgebras que desempenhassem, relativamente
a`s lo´gicas de ÃLukasiewicz, o mesmo papel que as a´lgebras de Boole desempenham
relativamente a` lo´gica cla´ssica [8]. Apesar de, para n ≥ 5, as a´lgebras apresen-
tadas por Moisil na˜o cumprirem o objectivo para o qual foram criadas, [6, 8], o
seu estudo continuou e revelou-se de grande interesse e importaˆncia, em particu-
lar, na teoria dos circuitos de comutac¸a˜o (switching circuits) [8]. Alguns autores
passaram a designar estas a´lgebras por a´lgebras de Moisil. Neste trabalho sera´
adoptada a designac¸a˜o inicial, que e´ a seguida por Balbes e Dwinger [2].
Comec¸amos por definir a´lgebra de De Morgan e a´lgebra de ÃLukasiewicz de
ordem n. As noc¸o˜es de A´lgebra Universal que na˜o sa˜o aqui apresentadas podem
ser encontradas em [5, 9].
Definic¸a˜o. Uma a´lgebra de De Morgan e´ uma a´lgebra A = (A,∧,∨, f, 0, 1) de
tipo (2, 2, 1, 0, 0) tal que (A,∧,∨, 0, 1) e´ um reticulado distributivo limitado e f
um seu endomorfismo dual que satisfaz f2(x) = x.
As a´lgebras de De Morgan constituem uma variedade que representamos
por M.
Como refereˆncia para a definic¸a˜o de a´lgebra de ÃLukasiewicz de ordem n e para
as Proposic¸o˜es 1.1 e 1.2 indicamos [2, 6].
Definic¸a˜o. Uma a´lgebra de ÃLukasiewicz de ordem n (n ≥ 2) e´ uma a´lgebra
A = (A;∧,∨, f,D1, . . . , Dn−1, 0, 1) de tipo (2, 2, 1, 1, . . . , 1, 0, 0) que satisfaz
(L1) (A;∧,∨, f, 0, 1) e´ a´lgebra de De Morgan.
(L2) Di(x ∧ y) = Di(x) ∧Di(y), 1 ≤ i ≤ n− 1.
(L3) Di(x) ∧Dj(x) = Dj(x), 1 ≤ i ≤ j ≤ n− 1.
(L4) f(Di(x)) ∨Di(x) = 1, 1 ≤ i ≤ n− 1.
(L5) Di(f(x)) = f(Dn−i(x)), 1 ≤ i ≤ n− 1.
(L6) Di(Dj(x)) = Dj(x), 1 ≤ i, j ≤ n− 1.
(*) (Di(x) = Di(y), ∀i ∈ {1, . . . , n− 1})⇒ x = y.
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Proposic¸a˜o 1.1 Se A e´ uma a´lgebra de ÃLukasiewicz de ordem n, enta˜o A sa-
tisfaz as seguintes identidades
1) Di(x ∨ y) = Di(x) ∨Di(y), 1 ≤ i ≤ n− 1.
2) f(Di(x)) ∧Di(x) = 0, 1 ≤ i ≤ n− 1.
3) x ∧Dn−1(x) = Dn−1(x).
4) x ∨D1(x) = D1(x).
5) Di(0) = 0 e Di(1) = 1, 1 ≤ i ≤ n− 1.
6) f(x) ∧Dn−1(x) = 0.
7) f(x) ∨D1(x) = 1.
8) x ∧ (y ∨ f(Di(y)) ∨Di+1(x)) = x, 1 ≤ i ≤ n− 2.
9) (x ∧ f(x)) ∨ y ∨ f(y) = y ∨ f(y).
Proposic¸a˜o 1.2 Uma a´lgebra A = (A;∧,∨, f,D1, . . . , Dn−1, 0, 1) de tipo
(2, 2, 1, 1, . . . , 1, 0, 0) e´ uma a´lgebra de ÃLukasiewicz de ordem n se e so´ se A sa-
tisfaz as identidades (L1) a (L6) da definic¸a˜o e
(L7) x ∨D1(x) = D1(x).
(L8) x ∧ (y ∨ f(Di(y)) ∨Di+1(x)) = x, 1 ≤ i ≤ n− 2.
Assim, dado n ∈ N, n ≥ 2, as a´lgebras de ÃLukasiewicz de ordem n constituem
uma classe equacional e, portanto, uma variedade, que denotamos por Ln.
Seja A ∈ Ln. Observemos que
O reduto de De Morgan de A e´ uma a´lgebra de Kleene, por 9) da Proposic¸a˜o
1.1;
Para cada i, 1 ≤ i ≤ n−1, Di e´ um homomorfismo de (A;∧,∨, 0, 1), por (L2)
e 1) e 5) da Proposic¸a˜o 1.1;
Para todo o x ∈ A, f(Di(x)) e´ o complemento Booleano de Di(x), por (L4) e
2) da Proposic¸a˜o 1.1.
Em 1977, J. Berman introduziu a variedade das a´lgebras de Ockham, [3]. As
suas subvariedades Km,0, m ∈ N, constituem generalizac¸o˜es naturais das a´lgebras
de De Morgan, como se pode constatar pela definic¸a˜o seguinte.
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Definic¸a˜o. Uma a´lgebra de Km,0 e´ uma a´lgebra A = (A,∧,∨, f, 0, 1) de tipo
(2, 2, 1, 0, 0) tal que (A,∧,∨, 0, 1) e´ um reticulado distributivo limitado e f um
seu endomorfismo dual que satisfaz f2m(x) = x.
Observe-se que K1,0 e´ a variedade das a´lgebras de De Morgan e que, para
todo o m ∈ N, M constitui uma subvariedade de Km,0.
Tendo em conta que as a´lgebras de ÃLukasiewicz ordem n teˆm reduto de a´lgebra
de De Morgan e a generalizac¸a˜o destas pelas a´lgebras de Km,0, M. Ramalho
colocou-nos a seguinte questa˜o: para cada m ∈ N, apresentar uma variedade de
a´lgebras com reduto em Km,0 tal que, caso m > 1, Ln constitu´ısse uma sua sub-
variedade pro´pria, e, no caso m = 1, a variedade coincidisse com Ln.
Para responder a esta questa˜o, apresentou-se a noc¸a˜o de a´lgebra de ÃLukasiewicz
m-generalizada de ordem n.




2j(x). Obviamente, f2(x) = x.
Definic¸a˜o. Uma a´lgebra de ÃLukasiewicz m-generalizada de ordem n (n ≥ 2) e´
uma a´lgebra A = (A;∧,∨, f,D1, . . . , Dn−1, 0, 1) de tipo (2, 2, 1, 1, . . . , 1, 0, 0) que
satisfaz
(LG1) (A;∧,∨, f, 0, 1) ∈ Km,0.
(LG2) Di(x ∧ y) = Di(x) ∧Di(y), 1 ≤ i ≤ n− 1.
(LG3) Di(x) ∧Dj(x) = Dj(x), 1 ≤ i ≤ j ≤ n− 1.
(LG4) f(Di(x)) ∨Di(x) = 1, 1 ≤ i ≤ n− 1.
(LG5) Di(f(x)) = f(Dn−i(x)), 1 ≤ i ≤ n− 1.
(LG6) Di(Dj(x)) = Dj(x), 1 ≤ i, j ≤ n− 1.
(LG7) x ∨D1(x) = D1(x).
(LG8) x ∧ (y ∨ f(Di(y)) ∨Di+1(x)) = x, 1 ≤ i ≤ n− 2.
(LG9) Di(x) = Di(x), 1 ≤ i ≤ n− 1.
(LG10) (x ∧ f(x)) ∨ y ∨ f(y) = y ∨ f(y).
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A classe das a´lgebras de ÃLukasiewicz m-generalizadas de ordem n constitui
uma variedade que representamos por Lmn .
Da definic¸a˜o de a´lgebra de ÃLukasiewiczm-generalizada de ordem n, demonstra-
se o seguinte resultado.
Proposic¸a˜o 1.3 ([1]) Se A ∈ Lmn , enta˜o A satisfaz as seguintes identidades
1) Di(x ∨ y) = Di(x) ∨Di(y), 1 ≤ i ≤ n− 1.
2) f2(Di(x)) = Di(x), 1 ≤ i ≤ n− 1.
3) f(Di(x)) ∧Di(x) = 0, 1 ≤ i ≤ n− 1.
4) x ∧Dn−1(x) = Dn−1(x).
5) Di(0) = 0 e Di(1) = 1, 1 ≤ i ≤ n− 1.
6) f(x) ∧Dn−1(x) = 0.
7) f(x) ∨D1(x) = 1.
2 Congrueˆncias
Seja V uma variedade.
Sejam A ∈ V e a, b ∈ A. Representamos por Con(A) o reticulado das con-
grueˆncias de A e por θ(a, b) a congrueˆncia principal de A gerada por (a, b), isto
e´, a menor congrueˆncia de A a` qual o par (a, b) pertence. Se A tem reduto numa
variedade K, denotamos por ConK(A) o reticulado das K-congrueˆncias de A e
por θK(a, b) a K-congrueˆncia principal de A gerada por (a, b).
Dizemos que V tem a propriedade de extensa˜o de congrueˆncias se, para quais-
quer A,B ∈ V tais que B e´ suba´lgebra de A, toda a congrueˆncia de B tem, pelo
menos, uma extensa˜o a A.
Sejam A,B ∈ V tais que B e´ suba´lgebra de A. Dizemos que A e´ extensa˜o
perfeita de B se toda a congrueˆncia de B tem uma u´nica extensa˜o a A.
Dado que qualquer a´lgebra A ∈ Lmn tem reduto na variedade dos reticulados,
temos que o reticulado Con(A) e´ distributivo e a variedade Lmn e´ c-distributiva.
Pelo mesmo motivo, toda a congrueˆncia principal de A e´ gerada por um par de
elementos compara´veis (θ(a, b) = θ(a ∧ b, a ∨ b)).
Seja A uma a´lgebra com reduto em Km,0. O conjunto {x ∈ A : f2(x) = x} e´
denotado por SA, ou simplesmente por S, caso na˜o haja ambiguidade. E´ o´bvio
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que se A ∈ Km,0, o conjunto S e´ o universo da maior suba´lgebra de A que e´
uma a´lgebra de De Morgan. Sabemos tambe´m que, se A ∈ Km,0, a aplicac¸a˜o
Ψ : Con(A)→ Con(S) definida por Ψ(θ) = θ ∩ S2 e´ um isomorfismo de reticula-
dos, ([11]; Proposic¸a˜o 2.1).
A proposic¸a˜o seguinte mostra que temos resultados ana´logos para a´lgebras de
Lmn . A afirmac¸a˜o 1) encontra-se demonstrada em ([1]; Proposic¸a˜o 2.2), apresen-
tamos a demonstrac¸a˜o de 2), ja´ que em [1] seguimos outro racioc´ınio.
Proposic¸a˜o 2.1 ([1]) Seja A ∈ Lmn . Temos
1) O conjunto S e´ o universo da maior suba´lgebra de A que e´ uma a´lgebra de
ÃLukasiewicz de ordem n.
2) A aplicac¸a˜o Ψ : Con(A) → Con(S) definida por Ψ(θ) = θ ∩ S2 e´ um
isomorfismo de reticulados.
Dem. 2) A a´lgebra A tem reduto em Km,0 e, portanto, Con(A) e´ um subreti-
culado de ConKm,0(A). Seja Ψ : ConKm,0(A) → ConKm,0(S) o isomorfismo de
reticulados definido por Ψ(θ) = θ ∩S2 e consideremos a sua restric¸a˜o a Con(A).
E´ o´bvio que Ψ(Con(A)) ⊆ Con(S). Seja ρ ∈ Con(S). Temos ρ ∈ ConKm,0(S) e,
portanto, existe θ ∈ ConKm,0(A) tal que ρ = Ψ(θ) = θ∩S2. Seja (x, y) ∈ θ. Enta˜o
(x, y) ∈ θ ∩S2 = ρ, logo (Di(x), Di(y)) ∈ ρ, para todo o i, 1 ≤ i ≤ n− 1. Assim,
(Di(x), Di(y)) ∈ θ e (Di(x), Di(y)) ∈ θ, por (LG9), e, portanto, θ ∈ Con(A).
Conclu´ımos que Ψ(Con(A)) = Con(S) e Ψ : Con(A)→ Con(S) e´ um isomorfismo
de reticulados. ¤
Corola´rio 2.2 ([1]) Se A ∈ Lmn , enta˜o A e´ extensa˜o perfeita de S.
Seja V uma variedade. Dizemos que V tem congrueˆncias principais defin´ıveis
por equac¸o˜es (CPDE) se existe um nu´mero finito de pares de termos quaterna´rios
(p1, q1), . . . , (pk, qk) tais que, para quaisquer A ∈ V e a, b, c, d ∈ A,
(c, d) ∈ θ(a, b)⇔ (pj(a, b, c, d) = qj(a, b, c, d), ∀j ∈ {1, . . . , k}).
Fazemos notar, em particular, que esta propriedade tem muita importaˆncia
nas variedades associadas a sistemas lo´gicos algebriza´veis, estando relacionada
com a satisfac¸a˜o do teorema da deduc¸a˜o por parte destes (ver Introduc¸a˜o de [4]).
Para ale´m deste facto, as variedades que teˆm CPDE sa˜o c-distributivas e teˆm a
propriedade de extensa˜o de congrueˆncias ([4]; Teorema 1.2).
Sabemos que a variedade Ln das a´lgebras de ÃLukasiewicz de ordem n tem
CPDE, ([4]; p.200). Vamos provar que o mesmo acontece com Lmn seguindo um
caminho diferente do apresentado em [1].
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Proposic¸a˜o 2.3 ([1]) Seja A ∈ Lmn . Toda a congrueˆncia principal de A e´ su-
premo finito de congrueˆncias principais de A cada uma delas gerada por um par
de elementos de S.
Observemos que na demonstrac¸a˜o desta Proposic¸a˜o provamos, de modo na˜o
construtivo, a existeˆncia de um nu´mero finito de pares de elementos de S que
satisfazem o pretendido.
Proposic¸a˜o 2.4 ([1]) Seja A ∈ Lmn . Se (c, d) ∈ S2 e c ≤ d, temos




onde D representa a variedade dos reticulados distributivos.
Assim, toda a congrueˆncia principal de A gerada por um par de elementos de
S e´ supremo finito de congrueˆncias principais de reticulado distributivo.
Teorema 2.5 ([1]) A variedade Lmn tem CPDE.
Dem. As a´lgebras da variedade Lmn teˆm reduto de reticulado distributivo e a
variedade dos reticulados distributivos tem CPDE. Das Proposic¸o˜es 2.3 e 2.4,
conclu´ımos que toda a congrueˆncia principal de qualquer a´lgebra de Lmn e´ su-
premo finito de congrueˆncias principais de reticulado distributivo. Aplicando
([4]; Teorema 1.3), conclu´ımos que Lmn tem CPDE. ¤
Corola´rio 2.6 ([1]) A variedade Lmn tem a propriedade de extensa˜o de con-
grueˆncias.
Apesar de se saber que a variedade Lmn tem CPDE, ate´ ao corrente ano na˜o se
conhecia um conjunto de equac¸o˜es que caracterizassem as congrueˆncias principais
das suas a´lgebras. O principal problema residia no modo na˜o construtivo como
foi demonstrada a Proposic¸a˜o 2.3.
Este problema foi resolvido recorrendo a um resultado na˜o publicado de M.
Sequeira e que aqui apresentamos no caso particular das variedades Km,0.
Seja A uma a´lgebra com reduto em Km,0. Para cada elemento z ∈ A e cada







onde T = {0, . . . ,m− 1}.
Temos que ẑs ∈ S.
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O resultado de M. Sequeira em conjunto com a Proposic¸a˜o 2.4 e com a des-
cric¸a˜o obtida por M. Ramalho e M. Sequeira para congrueˆncias principais em Kp,q
([10]; p.325), vai-nos permitir obter um conjunto de equac¸o˜es que caracterizam as
congrueˆncias principais das a´lgebras de Lmn . Apresentamos o resultado seguinte
sem demonstrac¸a˜o.
Teorema 2.8 Sejam A ∈Lmn e a, b ∈ A tais que a ≤ b. Enta˜o























f2q+1(a) ∨ δ(a, b)
para cada F,G ⊆ T onde T = {0, . . . ,m− 1}.
3 A´lgebras subdirectamente irredut´ıveis
Uma a´lgebra subdirectamente irredut´ıvel e´ uma a´lgebra que tem uma congrueˆncia
mı´nima na˜o trivial.
Uma a´lgebra que tem exactamente duas congrueˆncias diz-se simples.
Seja K uma classe de a´lgebras do mesmo tipo. Denotamos por S(K) a classe
das a´lgebras que sa˜o isomorfas a suba´lgebras de elementos de K e por Si(K) a
classe das a´lgebras subdirectamente irredut´ıveis de K. Denotamos por V (A) a
variedade gerada pela a´lgebra A.
O conhecimento das a´lgebras subdirectamente irredut´ıveis de uma variedade
e´ muito importante, ja´ que, em particular, geram a variedade.
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Proposic¸a˜o 3.1 Seja A ∈ Lmn . A a´lgebra A e´ subdirectamente irredut´ıvel se e
so´ se a sua suba´lgebra S o e´.
Dem. Imediato de 2) da Proposic¸a˜o 2.1.
Dada A ∈ Lmn , a sua suba´lgebra S e´ uma a´lgebra de ÃLukasiewicz de ordem
n. A variedade Ln e´ semisimples e as suas a´lgebras subdirectamente irredut´ıveis
sa˜o as a´lgebras de S(Ln), em que Ln = (n,∧,∨, f,D1, . . . , Dn−1, 0, n − 1) sendo
(n,∧,∨, 0, n− 1) a cadeia com n elementos
0 < . . . < n− 1
e estando as operac¸o˜es una´rias definidas por
f(p) = n− 1− p e Di(p) =
{
n− 1 se p > i− 1
0 se p ≤ i− 1
para todo o p, 0 ≤ p ≤ n− 1, e para todo o i, 1 ≤ i ≤ n− 1.
Teorema 3.2 ([1]) Se A ∈ Lmn , as afirmac¸o˜es seguintes sa˜o equivalentes
1) A e´ subdirectamente irredut´ıvel.
2) S e´ subdirectamente irredut´ıvel.
3) S ∈ S(Ln).
4) S e´ simples.
5) A e´ simples.
Corola´rio 3.3 A variedade Lmn e´ semisimples.
Corola´rio 3.4 ([1]) Toda a a´lgebra subdirectamente irredut´ıvel de Lmn e´ finita.
Proposic¸a˜o 3.5 Sejam A a´lgebra finita de Lmn , a, b ∈ S tais que a < b e [a, b]∩
S = {a, b}. Enta˜o
1) O intervalo [a, b] e´ reticulado de Boole (finito) com k a´tomos, para certo k
divisor de m.
Mais,
1.1) Se x e´ a´tomo de [a, b], enta˜o os seus a´tomos sa˜o f2j(x), 0 ≤ j ≤ k − 1.
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1.2) Para cada a´tomo y de [a, b], o nu´mero k e´ o menor inteiro positivo tal que
f2k(y) = y.
2) Se f([a, b]) = [a, b] enta˜o |[a, b]| = 2, f(a) = b e f(b) = a.
Seja x ∈ R. Como e´ usual, representamos a caracter´ıstica de x por bxc.
Tendo em conta o resultado anterior e o Teorema 3.2, vamos considerar as
a´lgebras de Lmn que a seguir se apresentam. Estas a´lgebras sa˜o, obviamente, sub-
directamente irredut´ıveis.
Para cada a´lgebra L ∈ S(Ln), L = {a0, . . . , ap} com 0 = a0 < . . . < ap = 1,
tomamos a soma ordinal A = A0 ⊕ . . .⊕Ap−1 ⊕ 1, onde
1) Para todo o t ∈ {0, . . . , p− 1}, At ⊕ 1 e´ um reticulado de Boole finito com
kt a´tomos, kt divisor de m, sendo at o seu elemento mı´nimo e at+1 o seu
elemento ma´ximo; mais, At ⊕ 1 e´ isomorfo a Ap−t−1 ⊕ 1 e, se p e´ ı´mpar,
A p−1
2
⊕ 1 e´ o reticulado de Boole com dois elementos;
2) A operac¸a˜o f e´ o endomorfismo dual de reticulado induzido por
f(aj) = ap−j , para todo o j ∈ {0, . . . , p},
e, sempre que kt > 1,
f(ajt) =
{
c(aj,p−t−1) se 0 ≤ t < bp2c
c(aj+1(modkt),p−t−1) se bp2c ≤ t ≤ p− 1
(3.1)
onde ajt, 0 ≤ j ≤ kt − 1, sa˜o os a´tomos de At ⊕ 1 e c e´ a complementac¸a˜o
no reticulado de Boole Ap−t−1 ⊕ 1;
3) Para cada i ∈ {1, . . . , n − 1}, a operac¸a˜o Di e´ determinada pela operac¸a˜o
correspondente na a´lgebra L, DLi , mais precisamente, para cada x ∈ A, o
elemento x ∈ SA, e, portanto x = aj , para algum j ∈ {0, . . . , p}, e definimos
Di(x) := DLi (aj).
Denotamos a classe destas a´lgebras subdirectamente irredut´ıveis por Simn e
por Lmn uma destas a´lgebras constru´ıda a partir de Ln e tal que, para todo o
t ∈ {0, . . . , n− 2}, At⊕ 1 e´ um reticulado de Boole finito com m a´tomos, excepto
An−2
2
⊕ 1, que, no caso n par, e´ o reticulado de Boole com 2 elementos.
Observe-se que a variedade gerada por Lmn ainda admite a variedade das
a´lgebras de ÃLukasiewicz de ordem n como subvariedade.
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Proposic¸a˜o 3.6 Seja A uma a´lgebra subdirectamente irredut´ıvel de Lmn . Temos
1) Todo o homomorfismo de A para uma a´lgebra na˜o trivial e´ injectivo.
2) Si(V (A)) = S(A).
3) V (A) = SP (A).
Proposic¸a˜o 3.7 Sejam A,B ∈ Si(Lmn ). Se SB ∈ S(SA), enta˜o existe um u´nico
homomorfismo de SB em SA e este homomorfismo e´ injectivo.
SejaA ∈ Si(Lmn ). Pelo Teorema 3.2, sabemos que S ∈ S(Ln). Neste contexto,
ao escrevermos S = {a0, . . . , ap} estamos a considerar que 0 = a0 < . . . < ap = 1.
Sejam A,B ∈ Si(Lmn ), SA = {a0, . . . , ap}, SB = {b0, . . . , bq} e h : SB → SA
um homomorfismo. Chamamos func¸a˜o-´ındice induzida por h a` func¸a˜o
α : {0, . . . , q} → {0, . . . p} tal que h(bj) = aα(j), para todo o j ∈ {0, . . . , q}.
Teorema 3.8 Seja A ∈ Simn . A a´lgebra B ∈ Si(V (A)) se e so´ se
1) B ∈ Simn
2) SB ∈ S(SA)
3) Se SB = {b0, . . . , bq}, SA = {a0, . . . , ap} e α e´ a func¸a˜o-´ındice induzida pelo
u´nico homomorfismo de SB em SA, enta˜o, sempre que t ∈ {0, . . . , q − 1} e´
tal que |[bt, bt+1]| > 2, temos α(t+ 1) = α(t) + 1 e o nu´mero de a´tomos de
[bt, bt+1] divide o nu´mero de a´tomos de [aα(t), aα(t)+1].
Tendo em conta o modo como constru´ımos as a´lgebras de Simn e a definic¸a˜o
de Lmn , temos o seguinte corola´rio.
Corola´rio 3.9 A a´lgebra B ∈ Si(V (Lmn )) se e so´ se
1) B ∈ Simn
2) Se SB = {b0, . . . , bq} e h e´ o (u´nico) homomorphismo de SB em Ln, enta˜o,
sempre que t ∈ {0, . . . , q − 1} e´ tal que |[bt, bt+1]| > 2, temos h(bt+1) =
h(bt) + 1.
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4 Injectividade
Seja V uma variedade. Dizemos que I ∈ V e´ injectiva se, para quaisquer A ∈ V
, B suba´lgebra de A e g : B→ I homomomorfismo, existe um homomorfismo de
A em I que estende g. Dizemos que V tem injectivos suficientes se toda a a´lgebra
de V tem uma extensa˜o injectiva em V, isto e´, para qualquer A ∈ V, existem
B ∈ V injectiva e h : A → B homomorfismo injectivo. Dizemos que V tem a
propriedade de amalgamac¸a˜o se, para quaisquer A ∈ V, (Bj)j∈J famı´lia, na˜o va-
zia, de elementos de V e (hj : A→ Bj)j∈J famı´lia de homomorfismos injectivos,
existem C ∈ V e uma famı´lia de homomorfismos injectivos (gj : Bj → C)j∈J tais
que gj ◦ hj = gk ◦ hk, para quaisquer j, k ∈ J .
Baseamo-nos em ([7], Teorema 4.1) para provar o seguinte resultado.
Teorema 4.1 Seja A ∈ Simn . A variedade gerada por A tem injectivos suficien-
tes.
Pelo mesmo resultado de A. Day, temos o seguinte corola´rio.
Corola´rio 4.2 Seja A ∈ Simn . A variedade gerada por A tem a propriedade de
amalgamac¸a˜o.
Nota final: Consideremos a variedade gerada por Lmn que denotamos por Vmn .
Como ja´ dissemos, Vmn ainda admite a variedade das a´lgebras de ÃLukasiewicz de
ordem n como subvariedade e, para ale´m das propriedades inerentes ao facto de
ser uma subvariedade de Lmn , Vmn tem injectivos suficientes e, consequentemente,
tem a propriedade de amalgamac¸a˜o.
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Valores Pro´prios de Matrizes com Entradas Prescritas
Glo´ria Cravo, Fernando C. Silva*





Nas u´ltimas de´cadas, va´rios autores estudaram os valores pro´prios de uma matriz
quadrada A, quando algumas das entradas esta˜o fixas e as restantes variam. Em 1975,
G. N. Oliveira propoˆs os problemas particulares, onde A = [Ai,j ], i, j ∈ {1, 2}, A1,1 e
A2,2 sa˜o matrizes quadradas e alguns dos blocos Ai,j esta˜o fixos e os restantes variam.
Os problemas propostos por G. N. Oliveira ainda na˜o esta˜o completamente resolvidos.
Existem va´rias respostas totais ou parciais para a prescric¸a˜o de certos blocos, todavia
existem casos por resolver.
No desenvolvimento do estudo de questo˜es relacionadas com os problemas anteriores,
considere-se a situac¸a˜o onde A = [Ai,j ], i, j ∈ {1, . . . , k}, os blocos Ai,i sa˜o quadrados
e alguns dos blocos Ai,j esta˜o fixos e os restantes variam. Neste trabalho apresentamos
alguns resultados quando uma das seguintes situac¸o˜es ocorrer:
(i) k = 3; (ii) Todos os blocos Ai,j teˆm o mesmo tamanho; (iii) Uma diagonal de
blocos esta´ fixa.
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1 Introduc¸a˜o
Um problema que tem sido estudado ao longo de de´cadas e´ o seguinte:
Problema Seja F um corpo. Sejam c1, . . . , cn ∈ F. Seja
A =
 a1,1 · · · a1,n... ...
an,1 · · · an,n
 ∈ Fn×n.
Qual e´ o nu´mero ma´ximo de entradas de A que podem ser fixas arbitrariamente,
de modo que A admita c1, . . . , cn como valores pro´prios?
Observe-se que, se em vez de prescrever os valores pro´prios em F, se prescreve
o polino´mio caracter´ıstico, obte´m-se outro problema que e´ mais geral que o ante-
rior, pois esta situac¸a˜o cobre o caso onde nem todos os valores pro´prios da matriz
pertencem a F . Obviamente, quando se trata de corpos algebricamente fechados,
a prescric¸a˜o dos valores pro´prios em F e´ equivalente a` prescric¸a˜o do polino´mio
caracter´ıstico.
Relativamente ao problema anterior, existem va´rias contribuic¸o˜es. Em 1972,
D. London e H. Minc [4] mostraram que e´ sempre poss´ıvel prescrever n − 1
entradas da matriz, sobre um corpo arbitra´rio F, e os valores pro´prios em F .
Mostraram ainda, que este e´ o nu´mero ma´ximo de entradas que e´ poss´ıvel pres-
crever, simultaneamente com os valores pro´prios, sem exigir condic¸o˜es adicionais.
Ale´m disso, apresentaram dois exemplos onde a prescric¸a˜o de n entradas e dos
valores pro´prios nem sempre e´ poss´ıvel:
(i) As n entradas prescritas sa˜o principais;
(ii) As n entradas prescritas pertencem a uma mesma linha ou coluna e sa˜o
nulas as entradas na˜o principais.
Observe-se que, no caso (i), a condic¸a˜o a impoˆr e´ que o trac¸o da matriz
pretendida seja igual a` soma dos valores pro´prios e, no caso (ii) um dos valores
pro´prios prescritos tera´ de coincidir com a entrada principal prescrita.
Em 1973/75, G. N. Oliveira [7, 8, 10] mostrou que, para n > 2 e excepto nos
casos (i) e (ii), podem ser prescritas n entradas posicionadas arbitrariamente,
conjuntamente com os valores pro´prios em F .
Mais tarde em 1983, D. Hershkowitz [3] generalizou o resultado de G. N.
Oliveira, mostrando que e´ sempre poss´ıvel prescrever 2n− 3 entradas da matriz,
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conjuntamente com os valores pro´prios em F, excepto se todas as entradas prin-
cipais estiverem prescritas, ou todas as entradas de uma mesma linha ou coluna
estiverem prescritas, sendo nulas as entradas na˜o principais.
Um problema particularmente importante para o nosso trabalho e´ o seguinte
problema de completac¸a˜o de matrizes, proposto por G. N. Oliveira [9], em 1975.
Problema [9] Seja A ∈ Fn×n e sejam p, q inteiros positivos tais que n = p+q.







onde A1,1 ∈ F p×p, A2,2 ∈ F q×q. Seja f(x) ∈ F [x] um polino´mio mo´nico de grau
n. Supondo conhecidos alguns dos blocos Ai,j , i, j ∈ {1, 2} , em que condic¸o˜es
existem os restantes blocos, de modo que A tem polino´mio caracter´ıstico f(x)?
Observe-se que o enunciado anterior da´ origem a, essencialmente, sete pro-
blemas distintos, de acordo com a prescric¸a˜o de alguns dos blocos de A:
(P1) A1,1 prescrito;
(P2) A1,2 prescrito;
(P3) A1,1 e A1,2 prescritos;
(P4) A1,1 e A2,2 prescritos;
(P5) A1,2 e A2,1 prescritos;
(P6) A1,1, A1,2 e A2,2 prescritos;
(P7) A1,1, A1,2 e A2,1 prescritos.
Relativamente ao problema (P1), G. N. Oliveira apresentou uma resposta
completa em [6].
A resposta completa ao problema (P2) foi estabelecida por G. N. Oliveira em
[9].
H. K. Wimmer em [17] deu uma resposta completa ao problema (P3).
O problema (P4) apenas tem respostas parciais que se devem a G. N. Oliveira
em [12, 13] e F. C. Silva em [15].
Quanto ao problema (P5), tal como no caso anterior, apenas sa˜o conhecidas
respostas parciais, estabelecidas por G. N. Oliveira em [11], F. C. Silva em [14] e
tambe´m por M. G. Marques e F. C. Silva em [5].
Em relac¸a˜o ao problema (P6), quando sa˜o prescritos os valores pro´prios em
F , F. C. Silva apresenta uma resposta em [16].
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2 Resultados Principais
Neste trabalho iremos uniformizar os dois problemas apresentados na secc¸a˜o an-
terior.
Seja F um corpo arbitra´rio. Sejam c1, . . . , cn ∈ F. Sejam p1, . . . , pk inteiros
positivos tais que n = p1 + · · ·+ pk.
Problema Em que condic¸o˜es existe uma matriz da forma:
C =
 C1,1 · · · C1,k... ...
Ck,1 · · · Ck,k
 , (1)
onde os blocos Ci,j sa˜o de tamanho pi×pj , com valores pro´prios c1, . . . , cn, quando
alguns dos blocos esta˜o fixos e os restantes variam?
Se p1 = · · · = pk. Suponhamos que n = kp.
Sejam (r1, s1), . . . , (r2k−3, s2k−3) elementos distintos de {1, . . . , k}×{1, . . . , k} .
Sejam Ari,si ∈ F p×p, i ∈ {1, . . . , 2k − 3} .
E sejam c1, . . . , cn ∈ F.
Teorema 1 [1] Suponha-se que todos os blocos da primeira linha esta˜o pres-
critos. Sejam f1(x) | · · · | fp(x) os factores invariantes de[
xIp −A1,1 −A1,2 · · · −A1,k
]
.
Existe uma matriz da forma (1), onde os blocos Ci,j sa˜o de tamanho p× p, com
valores pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, . . . , 2k − 3} , se e so´ se
f1 · · · fp | (x− c1) · · · (x− cn).
Teorema 2 [1] Suponha-se que todos os blocos principais esta˜o prescritos.
Enta˜o, existe uma matriz da forma (1), onde os blocos Ci,j sa˜o de tamanho
p× p, com valores pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, . . . , 2k − 3} ,







Teorema 3 [1] Suponha-se que pelo menos um bloco principal esta´ livre e,
pelo menos um bloco em cada linha e em cada coluna esta´ livre. Enta˜o, existe
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uma matriz da forma (1), onde os blocos Ci,j sa˜o de tamanho p× p, com valores
pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, . . . , 2k − 3} .
Obviamente, para p = 1, a resposta encontrada generaliza o resultado estab-
elecido por D. Hershkowitz [3].
Suponhamos que pelo menos existem i, j ∈ {1, . . . , k} tais que pi 6= pj .
(C1,1, . . . , Ck,k sa˜o matrizes quadradas)
Teorema 4 [2] Sejam n, k, p1, . . . , pk inteiros positivos tais que k ≥ 3 e n =
p1 + · · · + pk. Sejam σ uma permutac¸a˜o de {1, . . . , k}, Ai,σ(i) ∈ F pi×pσ(i) , para
todo i ∈ {1, . . . , k}. Enta˜o existe uma matriz da forma (1) com valores pro´prios
c1, . . . , cn, tal que Ci,σ(i) = Ai,σ(i), i ∈ {1, . . . , k} , se e so´ se as seguintes condic¸o˜es
forem satisfeitas:
(i4) Se σ e´ a identidade, enta˜o tr(A1,1 + · · ·+Ak,k) = c1 + · · ·+ cn;
(ii4) Se existe i ∈ {1, . . . , k} tal que σ(i) = i, pi > n/2 e f1 | · · · | fpi
sa˜o os polino´mios invariantes de Ai,i, enta˜o f1 · · · f2pi−n | (x − c1) · · · (x − cn).
Seja F um corpo arbitra´rio. Sejam n, p1, p2, p3 inteiros positivos tais que
n = p1 + p2 + p3. E sejam c1, . . . , cn ∈ F.
Sejam (r1, s1), (r2, s2), (r3, s3) ∈ {1, 2, 3} × {1, 2, 3} . Sejam Ari,si ∈ F pri×psi ,
i ∈ {1, 2, 3} .
Problema Em que condic¸o˜es existe uma matriz da forma:
C =
 C1,1 C1,2 C1,3C2,1 C2,2 C2,3
C3,1 C3,2 C3,3
 , (2)
onde os blocos Ci,j sa˜o de tamanho pi × pj , com valores pro´prios c1, . . . , cn, tal
que Cri,si = Ari,si , i ∈ {1, 2, 3}?
Teorema 5 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,2 ∈
F p1×p2 , A1,3 ∈ F p1×p3 , A2,1 ∈ F p2×p1 . Existe uma matriz da forma (2) com
valores pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, 2, 3} .
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Teorema 6 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,1 ∈





Enta˜o existe uma matriz da forma (2) com valores pro´prios c1, . . . , cn, tal que
Cri,si = Ari,si , i ∈ {1, 2, 3} , se e so´ se
α1 · · ·αp1−p2 | (x− c1) · · · (x− cn).
(Convenciona-se que α1 · · ·αp1−p2 = 1 se p1 ≤ p2.)
Teorema 7 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,1 ∈





Enta˜o existe uma matriz da forma (2) com valores pro´prios c1, . . . , cn, tal que
Cri,si = Ari,si , i ∈ {1, 2, 3} , se e so´ se
α1 · · ·αp1−p3 |(x− c1) · · · (x− cn).
(Convenciona-se que α1 · · ·αp1−p3 = 1 se p1 ≤ p3.)
Teorema 8 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,1 ∈




e sejam β1| · · · |βp2 os polino´mios invariantes de A2,2. Enta˜o existe uma matriz
da forma (2) com valores pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, 2, 3} ,
se e so´ se
α1 · · ·αp1−p2β1 · · ·βp2−(p1+p3)|(x− c1) · · · (x− cn).
(Convenciona-se que α1 · · ·αp1−p2 = 1 se p1 ≤ p2 e β1 · · ·βp2−(p1+p3) = 1 se
p2 ≤ p1 + p3.)
Teorema 9 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,1 ∈
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Enta˜o existe uma matriz da forma (2) com valores pro´prios c1, . . . , cn, tal que
Cri,si = Ari,si , i ∈ {1, 2, 3} , se e so´ se
α1 · · ·αp1−p3β1 · · ·βp2−p3 |(x− c1) · · · (x− cn).
(Convenciona-se que α1 · · ·αp1−p3 = 1 se p1 ≤ p3 e β1 · · ·βp2−p3 = 1 se p2 ≤ p3.)
Teorema 10 [G. Cravo e F. C. Silva] Sejam c1, . . . , cn ∈ F. Sejam A1,2 ∈
F p1×p2 , A1,3 ∈ F p1×p3 , A2,3 ∈ F p2×p3 . Enta˜o existe uma matriz da forma (2)
com valores pro´prios c1, . . . , cn, tal que Cri,si = Ari,si , i ∈ {1, 2, 3} .
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Jose´ Anasta´cio da Cunha e a A´lgebra do seu tempo
Maria Fernanda Estradaa e Maria do Ce´u Silvab
a Centro de Matema´tica, Universidade do Minho, e-mail: festrada@math.uminho.pt
b Centro de Matema´tica, Universidade do Porto, e-mail: mcsilva@fc.up.pt
Resumo
Evocar Jose´ Anasta´cio da Cunha e´ sempre um privile´gio. A sua
curta vida, as circunstaˆncias em que foi vivida e a obra que nos
deixou geram em no´s um misto de respeito, admirac¸a˜o e carinho.
Entendemos, por isso, como uma questa˜o de justic¸a divulgar o seu
nome e a sua obra. Para tal, estrutura´mos o nosso trabalho de acordo
com o seguinte esquema:
I. Vida e obra de Jose´ Anasta´cio da Cunha
II. Conteu´do e estrutura dos Principios Mathematicos
III. O livro X dos Principios Mathematicos
IV. O Manuscrito
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1 Vida e obra de Jose´ Anasta´cio da Cunha
Para facilitar a abordagem que nos propusemos, e dado que a vida de Jose´
Anasta´cio da Cunha foi rica em viveˆncias diversificadas, parece-nos importante
considerar as seguintes etapas da sua vida, que foram transversalmente atraves-
sadas por todo o seu per´ıodo criativo: a) Disc´ıpulo da Congregac¸a˜o do Orato´rio,
em Lisboa b) Oficial artilheiro, em Valenc¸a do Minho c) Lente de Geometria na
Universidade de Coimbra d) Professor no Cole´gio de S. Lucas, da Real Casa Pia
de Lisboa.
a) Disc´ıpulo da Congregac¸a˜o do Orato´rio, em Lisboa.
Jose´ Anasta´cio da Cunha nasceu em Lisboa em 11/4/1744, sendo filho de
pais modestos. O pai, Lourenc¸o da Cunha, era pintor de profissa˜o; foi ele quem
pintou, entre outros, os tectos das capelas da Igreja dos Cle´rigos dos Pobres e
de S. Domingos de Benfica. VolKmar Machado diz sobre ele que ”foi o maior
pintor portugueˆs que temos tido no ge´nero de arquitectura e perspectiva”1. A
ma˜e, Jacinta Ineˆs, era natural de Tomar e foi criada desde pequena em casa
do Tesoureiro-Mor do Reino, Manuel Sande Vasconcelos. Va´rios testemunhos
posteriores apontam-na como pessoa de bem, delicada e estimada.
Na˜o sendo Jose´ Anasta´cio da Cunha filho de pessoas abastadas, foram possi-
velmente os conhecimentos influentes dos pais que fizeram com que fosse educado
na Congregac¸a˜o do Orato´rio, em Lisboa. Aı´, foi disc´ıpulo do Padre Joaquim de
Foyos e do Padre Teodoro de Almeida, com os quais viria a travar uma ami-
zade que perdurou para toda a vida. Na Congregac¸a˜o do Orato´rio aprendeu
Grama´tica, Reto´rica e Filosofia e o estudo das l´ınguas que lhe foi ministrado
inclu´ıu o latim e o grego, ale´m do franceˆs. Como ele mesmo afirmou2, a l´ıngua
inglesa aprendeu-a, facilmente, por si e a ”Matema´tica e F´ısica por sua curio-
sidade e sem mestre”. Recorde-se que a` Congregac¸a˜o do Orato´rio3 e´ atribu´ıda
a introduc¸a˜o dum ensino experimental em Portugal, com a instalac¸a˜o dos pri-
meiros laborato´rios. Talvez tenha sido a abertura a este tipo de ensino, na˜o de
todo habitual na e´poca, que contribuiu para despertar e estimular no jovem Jose´
Anasta´cio da Cunha o gosto por outros conhecimentos. Em 1763, pelos deza-
nove anos de idade, Jose´ Anasta´cio da Cunha tera´ abandonado a Congregac¸a˜o
1Cunha, Jose´ Anasta´cio, not´ıcias litera´rias de Portugal 1780. Traduc¸a˜o, prefa´cio e notas de
Joel Serra˜o. Lisboa, Seara Nova, 1971, p 10.
2Ferro, J.P., O processo de Jose´ Anasta´cio da Cunha na Inquisic¸a˜o de Coimbra (1778).
Lisboa, Palas, 1987, p. 144.
3A Congregac¸a˜o do Orato´rio foi fundada por S. Filipe de Ne´ri, aprovada em Ita´lia, em 1575,
e em Portugal, em 1672. Por isso, os Oratorianos sa˜o muitas vezes referidos como os ”Ne´ris”.
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do Orato´rio.
b) Oficial artilheiro, em Valenc¸a do Minho
Na˜o nos foi poss´ıvel determinar, com precisa˜o, a data e as condic¸o˜es do in-
gresso de Jose´ Anasta´cio da Cunha no exe´rcito portugueˆs. Ter-se-a´ alistado por
causa da chamada guerra fanta´stica, contra a coligac¸a˜o franco-espanhola? Tera´
procurado um Regimento de Artilharia, que lhe proporcionasse a continuac¸a˜o de
um estudo experimental? O que sabemos e´ que, em 1762, o Marqueˆs de Pom-
bal chamou a Portugal um pr´ıncipe alema˜o, o conde Wilhelm Von Schaumburg-
Lippe4, a quem confiou o encargo do comando e reorganizac¸a˜o do exe´rcito por-
tugueˆs. Esta tarefa passou tambe´m pelo contrato de mercena´rios de outros pa´ıses
europeus, nomeadamente alema˜es, franceses, ingleses e italianos. Em 1763, o
conde de Lippe poˆs fim a` guerra fanta´stica e criou um novo Regimento de Ar-
tilharia no Porto, aquartelado em Valenc¸a do Minho, integrado no plano de que
fora incumbido; ainda nesse mesmo ano, decretou a existeˆncia de aulas de Arti-
lharia, obrigato´rias para oficiais e prac¸as dos Regimentos de Artilharia. O plano
que delineou para estas aulas era ta˜o detalhado, que ia ate´ a` obrigatoriedade dos
livros a utilizar e a` interdic¸a˜o de quaisquer outros; e sobre as mate´rias ensinadas
eram prestadas provas, indispensa´veis nas promoc¸o˜es.
Embora nos depoimentos que prestou na Inquisic¸a˜o Jose´ Anasta´cio da Cunha
tenha dito que aos 19 anos lhe ofereceram a patente de tenente de Bombeiros
para o Regimento de Artilharia do Porto, aquartelado em Valenc¸a, ele so´ foi
nomeado para este mesmo Regimento por Decreto do Conselho de Guerra de
25/6/1764. De qualquer modo, a sua colocac¸a˜o como militar foi em Valenc¸a do
Minho, embora, mais tarde, tenha sido temporariamente deslocado para Almeida,
regressando, depois, a Valenc¸a.
Cerca de um terc¸o do Regimento instalado em Valenc¸a era formado por ofi-
ciais estrangeiros. Estes militares tinham va´rias provenieˆncias e, na sua maioria
eram protestantes, facto que, por si so´, era suficiente para serem considerados
hereges, face a` ortodoxia vigente. Como se isso na˜o bastasse, esses homens, de
esp´ıritos ousados e aventureiros, mas tambe´m cultos e sabedores, trouxeram con-
sigo muitos dos livros enta˜o proibidos em Portugal e que, um pouco por toda a
Europa, espalhavam as ideias liberais que a Revoluc¸a˜o Francesa viria a conso-
lidar. Dos oficiais estrangeiros colocados em Valenc¸a5, aqueles com quem Jose´
Anasta´cio da Cunha privou mais intimamente foram Diogo Ferrier (James), de
4Marques, A.H. Oliveira, Histo´ria de Portugal, 10a ed, vol II, Lisboa, 1984, p. 356-7.
5Entre os seus amigos, contava-se o colega Joa˜o Baptista Vieira Godinho, de origem brasileira.
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origem escocesa, engenheiro de fortificac¸a˜o e professor das aulas de Artilharia;
Sima˜o Frazer, tambe´m escoceˆs, que foi o sargento-mor do Regimento e que antes
fora capita˜o da Companhia de Mineiros; Ricardo Muller, ingleˆs, que, em 1765,
foi colocado em Valenc¸a como capita˜o e Frederico von Heymenthal, o bara˜o de
Heymenthal, de origem alema˜, que ingressou no Regimento de Valenc¸a em 1765,
como 1o tenente.
Jose´ Anasta´cio da Cunha ter-se-a´ integrado muito bem neste meio, ja´ que a
barreira lingu´ıstica na˜o constitu´ıa obsta´culo para ele. No Regimento, especial-
mente nas reunio˜es nocturnas com os seus companheiros mais ı´ntimos, tudo se
discutia, desde a literatura a` religia˜o. Eram frequentes as tertu´lias litera´rias, onde
imperava o Iluminismo europeu e onde se liam e comentavam obras de Voltaire,
Racine e Shakespeare, entre outros. Muitas poesias foram traduzidas por Jose´
Anasta´cio da Cunha, especialmente a pedido de Diogo Ferrier e circulavam entre
os elementos do Regimento. Destacamos, entre elas, a ”Orac¸a˜o Universal”6, de
Pope e o ”Deo Optimo, Maximo”7, de Voltaire.
Estas poesias devem ter causado tal impacto no meio que, anos mais tarde,
militares do Regimento, que testemunharam no Tribunal da Inquisic¸a˜o, as recita-
vam de cor, justificando que, de tantas vezes as ouvirem, as decoraram. Foi este
um dos primeiros ”crimes”de que Jose´ Anasta´cio de Cunha viria a ser acusado
pela Inquisic¸a˜o.
Mas, um outro crime, ainda mais grave, que lhe seria imputado, foi o seu
amor por Margarida Lopes, com quem viveu maritalmente em Valenc¸a, na˜o sendo
casado. Foi a ela que Jose´ Anasta´cio da Cunha dedicou a maior parte dos seus
poemas8.
6“...Pai de tudo, adorado em toda a idade
Dos polos ao equador,
Por ba´rbaros, por santos, por sa´bios
Jove, Jehovah, Senhor...”. Em Cidade, Hernaˆni, A Obra Poe´tica do Dr. Jose´ Anasta´cio
da Cunha. Coimbra, Imprensa da Universidade, 1930, p. 107.
7As frases iniciais e finais sa˜o:
“O´ Deus! A quem ta˜o mal o homem conhece
O´ Deus! A quem todo o Universo aclama!
(...); e crer na˜o posso Que um Deus que o ser me deu, um Deus que tantas
Benc¸a˜os lanc¸ado tem sobre os meus dias,
Depois de extintos estes, finalmente
Me haja de atormentar eternamente.”Em Ob.Cit, p. 138.
8Um desses poemas, ”O Abrac¸o”, foi escolhido para integrar uma colecc¸a˜o da Portuga´lia
Editora, intitulada As mais belas l´ıricas portuguesas. Desse poema transcrevemos as 1as quadras:
“Alta rocha, suste´m-me que esmorec¸o
De amor na˜o sei se estou para expirar...
Como me anseia!... Enquanto em va˜o falec¸o
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Ta˜o contundentes foram considerados os poemas de Jose´ Anasta´cio da Cunha,
que a primeira publicac¸a˜o que deles fez Inoceˆncio Francisco da Silva, em 1839, ja´
durante o regime liberal, lhe trouxe como consequeˆncia ter sido processado por
”abuso de liberdade de imprensa em mate´ria religiosa”. E todos os exemplares a`
venda foram apreendidos!9
Hoje, sabe-se como a sua obra poe´tica foi apreciada por vultos ta˜o signifi-
cativos da literatura portuguesa como Garrett, Pessoa e Hernaˆni Cidade. Este
u´ltimo, em 1930, editou todos os poemas de Jose´ Anasta´cio de Cunha, que con-
seguiu coligir. Ale´m disso, a sua vida inspirou um dos romances de Aquilino
Ribeiro, Anasta´cio da Cunha, O lente penitenciado, editado em 1938. Camilo
Castelo Branco dedicou-lhe, tambe´m, algumas pa´ginas da sua obra Noites de
Inso´nia. Devemos ainda referir que, recentemente, comec¸ou a ser publicada a
Obra Litera´ria de Jose´ Anasta´cio da Cunha, na Colecc¸a˜o Obras Cla´ssicas da Li-
teratura Portuguesa (se´culo XVIII). O primeiro volume foi publicado em 2001, e
a edic¸a˜o e´ da responsabilidade de Maria Lu´ısa Malato Borralho e Cristina Ale-
xandre de Marinho, depois de terem descoberto um outro manuscrito com a sua
obra poe´tica, no Arquivo Distrital de Braga.
Na˜o queremos, com o que ficou dito, levar o leitor a pensar que so´ a poesia
interessava a Jose´ Anasta´cio da Cunha no per´ıodo em que viveu em Valenc¸a
do Minho; a Matema´tica e a F´ısica foram tambe´m objecto das suas paixo˜es,
ocupando nelas muito do seu tempo. Pode afirmar-se que nessa e´poca ele compoˆs:
o Ensaio sobre as Minas e a Carta Fisico-Mathematica.
O Ensaio sobre as Minas e´, pelo que sabemos, a primeira obra cient´ıfica de
Jose´ Anasta´cio da Cunha e, como ele mais tarde viria a afirmar, no contexto da
pole´mica com Jose´ Monteiro da Rocha, foi composto a pedido do capita˜o da Com-
Com a noite quero aqui desabafar.
O´ meu, o´ meu amor, aonde fugiste?
Onde estou eu agora e onde estava?
A alma comec¸a a conhecer que existe,
Que ate´ agora sabia so´ que amava.
Na˜o estive num mar quasi afogado,
De impa´vel, ange´lica ternura?...
Respiro apenas... Inda estou cercado
De estranha, grossa nuvem de luz pura.”
Em Ob. Cit. p. 48.
9Silva, Inoceˆncio Francisco, Diciona´rio Bibliogra´fico Portugueˆs, tomo 4, Lisboa, 1973. Reim-
pressa˜o da edic¸a˜o publicada em Lisboa, em 1860.
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panhia de Mineiros10. Embora a data de composic¸a˜o do Ensaio sobre as Minas
na˜o seja conhecida, sabemos que e´ anterior a 1769, pois, neste ano, Anasta´cio da
Cunha escreveu a Carta Fisico-Mathematica, onde ha´ uma refereˆncia inequ´ıvoca
a um trabalho sobre as minas, realizado anteriormente. O Ensaio sobre as Minas
teria sido oferecido ao conde de Lippe sem o conhecimento de Jose´ Anasta´cio da
Cunha, e provocou o seu descontentamento, a ponto de ter mandado prender Jose´
Anasta´cio da Cunha por alguns dias, ja´ que ele a´ı criticava duramente os autores
dos livros preconizados pelo general para as Aulas de Artilharia. Pore´m, como
Jose´ Anasta´cio da Cunha afirma, o general acabou por lhe dar raza˜o e deixou
recomendado que ”lhe dobrassem o soldo e o adeantassem”11.
O rasto do manuscrito do Ensaio sobre as Minas perdeu-se, na˜o sendo sequer
citado por Inoceˆncio12. Talvez a justificac¸a˜o para este facto se possa encontrar
no depoimento do pro´prio Jose´ Anasta´cio na pole´mica com Monteiro da Rocha.
Uma co´pia do manuscrito foi descoberta no Arquivo Distrital de Braga por
Maria Fernanda Estrada, em 1988, e publicada em 1994, com o t´ıtulo original
Ensaio sobre as Minas, com Leitura, Introduc¸a˜o e notas de Maria Fernanda Es-
trada.
A Carta Fisico-Mathematica e´ uma pequena memo´ria sobre bal´ıstica, escrita
em 1769. Foi composta a pedido do major Sima˜o Frazer, como Jose´ Anasta´cio
10Actas do Colo´quio Internacional, Anasta´cio da Cunha, o matema´tico e o poeta. Lisboa,
Imprensa Nacional, 1990, p. 382.
11Idem, p. 382.
12No Dicionario Bibliogra´fico Portugueˆs, 1860, tomo 4.
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da Cunha afirma logo no in´ıcio da obra. Ha´ uma grande semelhanc¸a na estrutura
deste trabalho e do anterior: mesmo tipo de cr´ıticas a certos autores, mesma
exaltac¸a˜o de outros, especialmente de Newton, mesmo me´todo de exposic¸a˜o –
uma espe´cie de me´todo geome´trico – para evitar a prolixidade que Jose´ Anasta´cio
da Cunha diz detestar.
Nas suas investigac¸o˜es matema´ticas, Jose´ Anasta´cio da Cunha na˜o se limitou
a estes dois trabalhos: pelo menos uma parte da obra, mais tarde editada sob o
t´ıtulo de Principios Mathematicos foi concebida e ate´ escrita em Valenc¸a. Sabe-
se tambe´m que o primeiro t´ıtulo dessa obra foi o de Arithmetica Universal. No
ponto II. deste trabalho, referir-nos-emos mais detalhadamente a este assunto.
A finalizar as refereˆncias a este per´ıodo da vida de Jose´ Anasta´cio da Cunha
em Valenc¸a, queremos deixar duas notas. A primeira diz respeito a um militar
de Valenc¸a, Joa˜o Baptista Vieira Godinho. Este colega de Jose´ Anasta´cio da
Cunha era natural de Minas Gerais, Brasil (1742-1811). Frequentou a Academia
Militar de Lisboa e na sua carreira de oficial passou por Valenc¸a do Minho, onde
conviveu com Jose´ Anasta´cio da Cunha. Posteriormente, ja´ no Brasil, chegou
a tenente general em 1809. Era um admirador dos seus trabalhos, que tentou
coligir, copiando-os, e divulgando-os com o nome do autor. Inoceˆncio Francisco
da Silva considera-o amigo ı´ntimo de Jose´ Anasta´cio da Cunha, e refere que
ele ”teve em seu poder muitas composic¸o˜es de Jose´ Anasta´cio da Cunha”. Diz
ainda que, antes de morrer, ele confiou esses trabalhos ao conde de Linhares, D.
Rodrigo de Sousa Coutinho, enta˜o no Brasil. Embora Jose´ Anasta´cio da Cunha
tenha dito que na˜o confiava muito em Joa˜o Baptista Godinho, porque ele tinha
obtido co´pias dos seus trabalhos sem autorizac¸a˜o sua13, a verdade e´ que talvez
hoje lhe devamos o facto de esses trabalhos na˜o se terem perdido.
E´ Joa˜o Baptista Vieira Godinho o compilador das poesias publicadas por
Hernaˆni Cidade a partir do manuscrito existente na Biblioteca Municipal do
Porto. E´ ainda ele o compilador das not´ıcias litera´rias de Portugal 1780, obra
traduzida e editada, em 1971, por Joel Serra˜o, que encontrou o manuscrito, em
franceˆs, no Arquivo Nacional do Rio de Janeiro. Este manuscrito, ainda que na˜o
autografado, esta´ registado como da autoria de Jose´ Anasta´cio da Cunha.
13Em O Processo de Jose´ Anasta´cio da Cunha na Inquisic¸a˜o de Coimbra (1778), Lisboa,
Palas, 1987, pp. 147-148.
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A segunda nota diz respeito a uma carta14, escrita pelo major Sima˜o Frazer,
antes de regressar a Inglaterra, onde ele nos trac¸a um retrato de Jose´ Anasta´cio
da Cunha. Transcrevemos aqui algumas partes dessa carta: ”Na˜o posso deixar
Valenc¸a sem falar de um dos ge´nios mais extraordina´rios que jamais se ouviu (...)
veio a ser, por forc¸a do seu engenho e grande aplicac¸a˜o, um prod´ıgio deste se´culo.
E´ ta˜o grande matema´tico que o coronel Ferrier, profundo nesta cieˆncia, me diz
que este moc¸o o excede em muito. Ele e´ senhor de todas as obras de Sir Isaac
Newton, ainda naquelas partes mais escuras, que os mesmos matema´ticos julgam
dificultosas; conseguintemente, e´ um algebrista completo e um astro´nomo. (...)
Mas, o que e´ ainda mais extraordina´rio, este moc¸o acrescenta a esta aplicac¸a˜o
(que absorve a atenc¸a˜o de todos os que a estudam) um perfeito conhecimento
da histo´ria, das l´ınguas e das belas-letras. E´ excelente poeta e bom cr´ıtico nas
l´ınguas mortas; sabe muito bem a italiana, francesa, espanhola e inglesa; e o
coronel Ferrier, que possui perfeitamente estas l´ınguas e pode ser juiz competente,
afirma que este moc¸o escreve a sua pro´pria l´ıngua com mais pureza que muitos,
e talvez que qualquer dos autores mais ce´lebres deste pa´ıs (...) Parece que na˜o
emprega o seu tempo em estudar e, pela sua timidez, na˜o conversa, ainda que
nas mate´rias mais indiferentes, sena˜o com os mais ı´ntimos amigos. (...) e´ versado
em todo o ge´nero de cieˆncia e literatura. Com os seus amigos, va´rias vezes
recita algumas das melhores obras dos nossos poetas ingleses, particularmente
Shakespeare e faz nele tal efeito a sua recitac¸a˜o que parece arrebatar-se; e nessas
ocasio˜es uma so´ gota de vinho do Porto, de que ele gosta, o faz inebriar. Este
14Publicada por Nolasco da Cunha no Investigador Portugueˆz, em Julho de 1812, p. 30-43.
Reproduzido em ”not´ıcias litera´rias de Portugal 1780”traduc¸a˜o, prefa´cio e notas de Joel Serra˜o,
Seara Nova. Lisboa, 1971, p. 11-13.
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homem extraordina´rio parece a qualquer desconhecido um simples. Ri-se muito,
e em todo o seu proceder na˜o se descobre nenhuma daquelas exceleˆncias de que
e´ ricamente adornado”.
c) Lente de Geometria na Universidade de Coimbra
Quando, em 1772, o Marqueˆs de Pombal reformou a Universidade de Coim-
bra, lembrou-se de Anasta´cio da Cunha para a´ı ensinar. Na˜o tinham ca´ıdo no
esquecimento as palavras elogiosas que sobre Jose´ Anasta´cio da Cunha tinham
pronunciado o conde de Lippe e o tenente general Francisco Macleane. Este
u´ltimo chegou mesmo a afirmar que ”elle sabia mais do que a maior parte dos
Marechaes de Franc¸a, de Inglaterra e da Allemanha”e que ”he um d’aquelles
homens raros que nas nac¸o˜es cultas costumam aparecer”15.
Com estas excelentes refereˆncias, em carta de 5 de Outubro de 1773, o Marqueˆs
de Pombal comunica ao reitor da Universidade de Coimbra, D. Francisco de Le-
mos, que nomeara Jose´ Anasta´cio da Cunha para a regeˆncia de Geometria na
Universidade. Dias depois, noutra carta ao reitor, o Marqueˆs de Pombal enaltece,
de novo, Jose´ Anasta´cio da Cunha, dizendo: ”Tenho por certo que o Professor
de Geometria ha´-de fazer uma boa parte do ornamento litterario dessa Universi-
dade, e que com o ge´nio suave que se lhe conhece, conduzira´ os seus disc´ıpulos a
aprenderem com gosto e diligeˆncia uma disciplina, ta˜o proveitosa como esta para
todas as Faculdades positivas”16.
Jose´ Anasta´cio da Cunha abandona, enta˜o, Valenc¸a do Minho e passa a viver
em Coimbra com a ma˜e, depois da amada Margarida ter regressado a` sua terra.
Em Coimbra, Jose´ Anasta´cio da Cunha continua a revelar-se individualista e
ousado no romper com as tradic¸o˜es de que discordava. Assim, embora com a
autorizac¸a˜o dos seus superiores, da´ as aulas com o uniforme de oficial artilheiro,
recusando as vestes acade´micas que usavam os seus colegas. Vemos neste gesto
de Jose´ Anasta´cio da Cunha uma identificac¸a˜o assumida com o seu estatuto de
militar. Como ele pro´prio declarou, compoˆs os seus dois primeiros trabalhos a
pedido dos seus chefes no Exe´rcito. Particularmente o Ensaio sobre as Minas
revela uma preocupac¸a˜o pedago´gica, incluindo uma parte pra´tica dirigida aos
soldados menos cultos. Mesmo a sua obra maior, Principios Mathematicos, sera´
composta, como ele afirmou, para ”poder ser u´til ao pu´blico e ao Estado”[ver
parte II deste trabalho]. Este esp´ırito de servic¸o dentro do corpo militar sera´ mais
15Freire, F.C., Memoria Histo´rica da Faculdade de Mathematicas. Coimbra, Imprensa da
Universidade, p. 35.
16Idem. Ob. Cit., p. 34.
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uma vez revelado quando, mais tarde, escreve: ”je ne suis pas homme de lettres,
je n’ai e´te´ qu’un soldat”17. Jose´ Anasta´cio da Cunha mostra-se tambe´m ousado
ao procurar romper com a rotina do ensino, dentro do esp´ırito dos Estatutos: ”[...]
Na˜o me demorava em ler ou repetir litteralmente (como os meus companheiros
costumavam) as proposic¸o˜es que por fa´ceis nem carecem de explicac¸a˜o, nem a
admitem, so´ para poder empregar tempo sufficiente em indicar aos estudantes as
verdadeiras difficuldades da lic¸a˜o e facilitar-lh’as quanto as minhas te´nues forc¸as
o permitiam... . Pore´m queria que tambe´m os estudantes trabalhassem, e os
obrigava a resolver problemas”18.
Apesar do esforc¸o desenvolvido com o intuito de uma participac¸a˜o activa
dos estudantes, Jose´ Anasta´cio da Cunha na˜o conseguiu implementar os seus
me´todos e teve de se submeter a` pra´tica vigente. Tambe´m na˜o conseguiu, contra
sua vontade, realizar quaisquer trabalhos de campo, por falta de instrumentos.
Mas continuou, em Coimbra, a promover reunio˜es nocturnas em sua casa, onde
juntava os amigos e disc´ıpulos mais ı´ntimos. Desse grupo faziam parte os irma˜os
Sousa Coutinho, D. Domingos Anto´nio, D. Rodrigo e D. Jose´ Anto´nio, filhos
de D. Francisco Inoceˆncio Sousa Coutinho e ainda D. Jose´ Maria e D. Anto´nio,
sobrinhos do mesmo D. Francisco Inoceˆncio, e Jose´ Telles. A participac¸a˜o de Jose´
Anasta´cio da Cunha nessas reunio˜es ja´ na˜o seria ta˜o activa como nas de Valenc¸a,
que atra´s referimos. Como ele mesmo disse19 mais tarde, so´ incidentalmente
jogava xadrez com eles, ocupando antes todo o tempo nas suas meditac¸o˜es e
nos seus estudos de Matema´tica, pelo que muitas vezes se alheava das conversas
gerais.
Com a queda do Marqueˆs de Pombal, seu protector, e com a subida ao trono
de D. Maria I, Jose´ Anasta´cio da Cunha e´ arrastado nessa mesma queda. E´ preso
pela Inquisic¸a˜o em 1/7/1778 e acusado de va´rios crimes, a maior parte dos quais
remontavam a` sua passagem por Valenc¸a do Minho20.
A 9 de Setembro de 1778 e´ lido o libelo acusato´rio, e em 15 de Setembro ja´
estavam conclu´ıdos os autos, confirmados em Lisboa em 6 de Outubro. Saiu em
17not´ıcias litera´rias de Portugal 1780, traduc¸a˜o, prefa´cio e notas de Joel Serra˜o, Seara Nova.
Lisboa, 1971, p. 70.
18Actas do Colo´quio Internacional, Anasta´cio da Cunha, o matema´tico e o poeta. Lisboa,
Imprensa Nacional, 1990. p. 386.
19Ferro, J.P., O processo de Jose´ Anasta´cio da Cunha na Inquisic¸a˜o de Coimbra (1778).
Lisboa, Palas, 1987, p. 147.
20No seu processo da Inquisic¸a˜o depuseram doze testemunhas de acusac¸a˜o, que o acusaram,
entre outros, dos seguintes ”crimes”: De´ısmo, Tolerantismo, Libertinismo, Indiferentismo; Faltar
a` missa aos domingos; Comer carne nos dias proibidos; Embriagar-se; Participar nas exe´quias
fu´nebres de um ca˜o do capita˜o Ricardo Muller, como se se tratasse de um funeral cato´lico; Viver
com Margarida Lopes numa relac¸a˜o condenada pela igreja; Fazer traduc¸o˜es de obras perniciosas
atentato´rias da moral vigente.
Jose´ Anasta´cio da Cunha e a A´lgebra do seu tempo 83
auto de fe´ em 11 de Outubro de 1778, com vela na ma˜o e ha´bito penitencial.
Foi condenado a` confiscac¸a˜o dos seus bens, a` interdic¸a˜o de voltar a Coimbra e
a Valenc¸a, a` reclusa˜o por 3 anos na Congregac¸a˜o do Orato´rio de Nossa Senhora
das Necessidades em Lisboa, e ao degredo em E´vora por 4 anos.
No mesmo auto saiu Joa˜o Manoel de Abreu, seu amigo e disc´ıpulo, que foi
condenado a` confiscac¸a˜o dos bens e a` pena de treˆs anos de reclusa˜o na casa dos
padres da Congregac¸a˜o da Missa˜o, em Rilhafoles21.
d) Professor do Cole´gio de S. Lucas, da Real Casa Pia de Lisboa
Da sentenc¸a da Inquisic¸a˜o, Jose´ Anasta´cio da Cunha cumpriu apenas parte
dos treˆs anos de reclusa˜o na Casa do Orato´rio de Lisboa; foi-lhe perdoado o
degredo em E´vora, mas manteve-se a interdic¸a˜o de voltar a Coimbra e a Valenc¸a.
Ale´m disso, perdeu um bem inestima´vel: a sua biblioteca. Deve ter sido durante
esse tempo que escreveu as not´ıcias litera´rias de Portugal 1780, a que ja´ nos
referimos, onde denuncia a amargura e o desencantamento da vida e do pa´ıs onde
vive, pa´ıs que critica com dureza e desassombro, mas que na˜o deixou de amar.
Em 23 de Janeiro de 1781, saiu em liberdade. Foi, enta˜o, nomeadoprofessor
substituto e director de estudos no Cole´gio de S. Lucas na Real Casa Pia de Lis-
boa, a convite do Intendente Pina Manique, que tambe´m lhe confiou a educac¸a˜o
da sua filha.
Este tempo vai ser fe´rtil para a consecuc¸a˜o da obra de Jose´ Anasta´cio da
Cunha.
E´ em 1782 que se inicia a impressa˜o dos Principios Mathematicos, que so´
viria a ser terminada em 1790, ja´ depois da morte do seu autor. Supo˜e-se que e´,
tambe´m, deste per´ıodo a composic¸a˜o do Ensaio sobre os Princ´ıpios de Mechanica,
que ele tera´ escrito a rogo de um dos seus alunos da Casa Pia, Manuel Pedro de
Melo. Este trabalho foi editado em Londres, em 1807, por D. Domingos Anto´nio
de Sousa Coutinho. E´ ainda desta e´poca uma carta muito interessante que, em 3
de Junho de 1785, Jose´ Anasta´cio da Cunha escreveu a Joa˜o Manoel de Abreu.
Nessa carta, ale´m de diversas proposic¸o˜es matema´ticas e do aprec¸o que revela pelo
amigo, ha´ uma curiosa mistura de expresso˜es em franceˆs, ingleˆs, latim, italiano,
no geito das cartas do amigo Diogo Ferrier22. Tera´ sido ainda aqui que escreveu
os trabalhos ate´ agora considerados perdidos?
Sa˜o, tambe´m, os anos da ce´lebre pole´mica entre Jose´ Anasta´cio da Cunha e
Jose´ Monteiro da Rocha, pole´mica que nos revela muitos aspectos curiosos da
21Diciona´rio Bibliogra´fico Portugueˆs, 1860, tomo 3.
22Ferro, J.P., O processo de Jose´ Anasta´cio da Cunha na Inquisic¸a˜o de Coimbra (1778).
Lisboa, Palas, 1987, pp. 67-68.
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vida e personalidade de Jose´ Anasta´cio da Cunha e que, supomos, o tera´ tambe´m
atormentado.
A doenc¸a, a que na˜o tera˜o sido alheias a tristeza e o descontentamento,
vitimou-o muito cedo. Jose´ Anasta´cio da Cunha morreu em 1 de Janeiro de
1787, com apenas 42 anos de idade. Na noite anterior tinha acabado de corrigir
as provas dos Principios Mathematicos. As suas u´ltimas palavras registadas numa
carta de D. Domingos Anto´nio Sousa Coutinho sa˜o pungentes, no que exprimem
de recordac¸a˜o simultaneamente doce e amarga: ”Some dreams of humanity, qui
me de´chirent plutoˆt qu’ils ne me consolent”23.
Anasta´cio da Cunha deixou amigos e disc´ıpulos que souberam honrar a sua
obra e imortalizar o seu nome. Entre eles esta˜o Joa˜o Manoel de Abreu, Anasta´cio
Joaquim Rodrigues e os brilhantes alunos casapianos, que viriam a ser lentes da
Universidade de Coimbra, Manuel Pedro de Mello, Jose´ Joaquim Rivara e Trista˜o
A´lvares da Costa Silveira.
Dos seus amigos, foi Joa˜o Manoel de Abreu quem corporizou o projecto co-
mum de divulgac¸a˜o da sua obra e do seu nome, traduzindo os Principios Mathe-
maticos, em franceˆs.
2 Conteu´do e estrutura dos Principios Mathemati-
cos
O nosso propo´sito na˜o e´ expor aqui um estudo pessoal sobre os Principios Mathe-
maticos. Apenas pretendemos divulgar o conteu´do desta obra, salientando alguns
aspectos particulares de va´rios estudos, que dela teˆm feito investigadores portu-
gueses e estrangeiros.
Como curiosidade, comec¸amos por observar que, no verso da folha de rosto
da edic¸a˜o original dos Principios Mathematicos consta o seguinte: ”Foi taixado
este Livro em papel a mil e seiscentos reis. Meza 19 de Abril de 1790”. Ora, por
carta re´gia de 4 de Junho de 1785, era ordenado que o vencimento do lente de
Astronomia da Faculdade de Mathematica24 passasse a ser 800$000 reis por ano.
Contas feitas (!) e estabelecida a respectiva correspondeˆncia com os vencimentos
actuais, conclu´ımos que o prec¸o na˜o deveria andar muito longe dos 100 euros.
Tratando-se de um volume pequeno, com apenas 302 pa´ginas, pensamos no´s que
so´ o valor do conteu´do poderia justificar ta˜o elevado prec¸o, embora na˜o seja
23Braga, Teo´filo, Histo´ria da Universidade de Coimbra. Lisboa, Typographia da Academia
Real das Sciencias, 1898, p. 500.
24Lembramos que este era o lente de Matema´tica que auferia maior vencimento.
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plaus´ıvel que tenha sido essa a raza˜o.
As diferentes fases de redacc¸a˜o da obra sa˜o indicadas por Jaime Carvalho e
Silva e Anto´nio Leal Duarte em ”Os ”Principios Mathematicos”de Jose´ Anasta´cio
da Cunha”25, que apresentam a seguinte cronologia:
1766 - In´ıcio da redacc¸a˜o [em Valenc¸a do Minho]
1771 - Ja´ estaria escrita (pelo menos em parte) uma primeira versa˜o manuscrita
(Arithmetica Universal) [Influeˆncia Newtoniana?]
1772 - Estaria pronta a versa˜o manuscrita da Arithmetica Universal
1776 - Apresentac¸a˜o de uma versa˜o de parte dos Principios Mathematicos ao
Conselho da Faculdade de Matema´tica
1778 - Os Principios Mathematicos estavam redigidos
1782 - Circulavam em Lisboa os primeiros cap´ıtulos ja´ impressos - Joa˜o Manoel
de Abreu, no prefa´cio da edic¸a˜o francesa, refere este facto e acrescenta que
Jose´ Anasta´cio da Cunha os usava nas suas aulas a` medida que iam sendo
acabados de imprimir
1785 - Ja´ estaria impressa uma boa parte da obra
1786 - 31 de Dezembro, Anasta´cio da Cunha corrige a u´ltima folha desta obra
1790 - A obra e´ publicada em Lisboa
1811 - E´ publicada em Borde´us a traduc¸a˜o francesa, de Joa˜o Manoel de Abreu
1816 - E´ editada em Paris a 2a edic¸a˜o da traduc¸a˜o francesa
E´ esta ordenac¸a˜o que vamos seguir, documentando estes per´ıodos com diversos
textos.
A primeira versa˜o manuscrita da obra intitulava-se Arithmetica Universal,
como o atestam va´rias passagens. Uma delas diz respeito a uma observac¸a˜o do
pro´prio Jose´ Anasta´cio da Cunha no Ensaio sobre as Minas, feita aquando do
tratamento das Secc¸o˜es Co´nicas26. Uma outra refere-se a uma carta (de 1771) de
Joa˜o Baptista Vieira Godinho a Jose´ Anasta´cio da Cunha, pedindo-lhe extractos
25Actas do Colo´quio Internacional, Anasta´cio da Cunha, o matema´tico e o poeta. Lisboa,
Imprensa Nacional, 1990, p. 82.
26Joze Anasta´cio da Cunha, Ensaio sobre as Minas, Leitura, introduc¸a˜o e notas de Maria
Fernanda Estrada. Arquivo Distrital de Braga, 1994, p. 7.
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de obras suas, nomeadamente da Arithmetica Universal 27. Uma terceira consta
de uma carta, enviada a Anasta´cio da Cunha (em 1772), pelo Padre Joaquim
de Foyos, em que ele diz ja´ ter lido e apreciado dois dos livros da Arithmetica
Universal28.
Ale´m disso, perante o Tribunal da Inquisic¸a˜o, em 1778, Jose´ Anasta´cio da
Cunha exprime o desejo de, depois de liberto, ser recolhido na Congregac¸a˜o do
Orato´rio de Lisboa para poder ”ser u´til ao pu´blico e ao Estado, dando a` luz,
huma obra que he´ a baze de toda a Mathema´tica em que trabalha ha´ 12 anos
com a mais ass´ıdua e incansa´vel aplicac¸a˜o e que ja´ tinha completa ao tempo da
sua prisa˜o e so´ lhe faltava por a limpo”29.
Os Principios Mathematicos
Esta obra na˜o tem prefa´cio nem ı´ndice. E´ constitu´ıda por vinte e um Livros
(ou Cap´ıtulos), sem t´ıtulo, numerados de I a XXI. Alguns deles recorrem a fi-
guras que sa˜o apresentadas no final do texto. Tem, ale´m disso, uma errata que
ocupa 13 pa´ginas numeradas de 3 a 15. Os livros que constituem os Principios
Mathematicos sa˜o:
Livro I - trata da geometria dos triaˆngulos
Livro II - estuda a geometria do c´ırculo
Livro III - diz respeito a` teoria das proporc¸o˜es
Livro IIII - aborda questo˜es de aritme´tica elementar (soma, diferenc¸a, produto
e quociente de nu´meros decimais e de fracc¸o˜es, raiz quadrada e raiz cu´bica)
Livro V - estuda a semelhanc¸a de pol´ıgonos
Livro VI- trata a geometria dos so´lidos
Livro VII - versa sobre a geometria do c´ırculo, pol´ıgonos inscritos e circuns-
critos
Livro VIII - consiste em elementos de a´lgebra (operac¸o˜es com mono´mios e
polino´mios)
Livro VIIII - estuda se´ries e sua convergeˆncia (se´rie exponencial e logar´ıtmica;
definic¸a˜o das poteˆncias de expoente qualquer; bino´mio de Newton)
Livro X - diz respeito a` resoluc¸a˜o nume´rica de equac¸o˜es alge´bricas
Livro XI - estuda sistemas de equac¸o˜es e problemas pra´ticos
Livro XII - trata problemas de ana´lise diofantina
Livro XIII - diz respeito a` construc¸a˜o de equac¸o˜es e soluc¸a˜o de problemas
geome´tricos
27Ferro, J.P., O processo de Jose´ Anasta´cio da Cunha na Inquisic¸a˜o de Coimbra (1778).
Lisboa, Palas, 1987, p. 73
28Idem, p.79.
29Idem, p.139.
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Livro XIIII - diz respeito a` geometria anal´ıtica; secc¸o˜es co´nicas
Livro XV - estuda o ca´lculo diferencial (definic¸a˜o de infinito e de infinitamente
pequeno)
Livro XVI - versa sobre trigonometria plana e esfe´rica
Livro XVII - estuda a geometria diferencial das curvas; me´todo para desenhar
tangentes
Livro XVIII - sobre integrac¸a˜o; integrais bino´mios, integrac¸a˜o das func¸o˜es
racionais
Livro XVIIII - estuda a resoluc¸a˜o de equac¸o˜es diferenciais
Livro XX - diz respeito a`s equac¸o˜es a`s diferenc¸as finitas; se´ries recorrentes
Livro XXI - estuda questo˜es do ca´lculo das variac¸o˜es e problemas com os quais
pretende incentivar os alunos a aplicar os teoremas dados para descobrir novos
resultados.
O conteu´do dos Principios Mathematicos e´ abrangente, incluindo temas de
aritme´tica, a´lgebra, geometria, trigonometria plana e esfe´rica, ca´lculo diferencial
e integral, ca´lculo das variac¸o˜es, equac¸o˜es diferenciais, problemas. A exposic¸a˜o
dos assuntos e´ sistema´tica, rigorosa, concisa, sem qualquer refereˆncia a fontes. O
me´todo utilizado e´ o me´todo sinte´tico, caracter´ıstico do formalismo euclidiano,
em que as proposic¸o˜es sa˜o enunciadas e demonstradas, na˜o deixando vest´ıgios da
sua descoberta. O encadeamento lo´gico utilizado em cada cap´ıtulo e´ correcto,
apresentando sucessivamente definic¸o˜es, postulados, axiomas, proposic¸o˜es (com
os seus corola´rios). Ale´m disso, inclui ainda adverteˆncias, suposic¸o˜es, praxes
(pra´tica, experieˆncia) e scholios (comenta´rios explicativos).
A obra Principios Mathematicos na˜o teve, na e´poca, o impacto que seria de
esperar, e a sua divulgac¸a˜o ficou a dever-se a` publicac¸a˜o (passados mais de 20
anos!), em Borde´us, em 1811, da traduc¸a˜o francesa de Joa˜o Manoel de Abreu,
com o t´ıtulo Principes Mathe´matiques de feu Joseph-Anastase da Cunha, traduits
litte´ralement du portugais par J.M.d’Abreu. Esta obra foi reeditada em Paris, em
1816. Embora fosse intenc¸a˜o de Joa˜o Manoel de Abreu incluir, numa 2a edic¸a˜o,
um Suplemento ao Pro´logo, a verdade e´ que ele, entretanto, faleceu e a reedic¸a˜o
desta obra na˜o incluiu o Suplemento nem, ta˜o pouco, o Pro´logo.
Em 1987 a Universidade de Coimbra promoveu edic¸o˜es fac-simile das verso˜es
portuguesa e francesa dos Principios Mathematicos.
A primeira recensa˜o cr´ıtica deste trabalho de Jose´ Anasta´cio da Cunha foi
publicada no ”Moniteur Universel”, de 8 de Agosto de 1811, e e´ da autoria de
Anasta´cio Joaquim Rodrigues, seu amigo e disc´ıpulo. Anasta´cio Joaquim Rodri-
gues explica a sequeˆncia adoptada na composic¸a˜o da obra e refere os conteu´dos de
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cada livro, pronunciando-se sobre eles de um modo muito elogioso, como logo no
in´ıcio se denota: ”Cet ouvrage profond est base´ sur un plan uniforme, se distingue
particulie`rement par une grande concision, par la rigueur des de´monstrations et
par beaucoup d’originalite´”. Chamamos especialmente a atenc¸a˜o para os elogios
que lhe merecem os livros XV e XVIII.
No mesmo ano de 1811, aparece nos Go¨ttingische gelehrte Anzeigen 30, de
14 de Novembro, uma recensa˜o negativa, criticando sobretudo as definic¸o˜es de
exponencial e logar´ıtmica dadas no Livro IX. Sabemos hoje31 que, precisamente
essas definic¸o˜es foram elogiadas e consideradas inovadoras, por Karl Frederic
Gauss, numa carta a Bessel, com data de 21 de Novembro de 1811. Infelizmente
esta carta so´ foi publicada setenta anos mais tarde.
Em Novembro de 1812, John Playfair escreve, na Edinburgh Review uma
recensa˜o da edic¸a˜o francesa dos Princ´ıpios 32, onde comec¸a por dizer que ”e´ o
primeiro trabalho cient´ıfico que lhe chegou de Portugal” e que se trata de um
”tratado elementar sobre diversos ramos da Matema´tica, desde os Axiomas da
Geometria ate´ aos Problemas sobre Ca´lculo Integral”. Em diversas passagens o
autor refere-se a` obra de modo muito elogioso, chegando mesmo a considerar que,
no seu todo, tem um grande me´rito, embora noutras tec¸a comenta´rios menos fa-
vora´veis. Em seu entender, a obra de Jose´ Anasta´cio da Cunha e´ compara´vel com
a do Abbe´ de La Caille mas, mesmo admitindo que a do matema´tico portugueˆs
e´ mais original e concisa, acaba por coloca´-la em segundo lugar na comparac¸a˜o
com a de La Caille.
Esta opinia˜o de Playfair seria, pouco depois, contestada, na mesma revista,
por Anasta´cio Joaquim Rodrigues, no artigo ”Reflexo˜es em Defesa dos Prin-
cipios Mathematicos do dr.Jose´ Anasta´cio da Cunha censurados na Revista de
Edinburgo de Novembro de 1812”, publicado em 1813 e por Joa˜o Manoel de
Abreu, em Notas de Joa˜o Manoel de Abreu sobre varios lugares da censura dos
Redactores do Edinburgh Review aos Principios Mathematicos de Joze Anasta-
cio da Cunha, para servirem de Supplemento ao Prologo da segunda edic¸ao˜ dos
mesmos Principios, in ”O Investigador Portuguez em Inglaterra”.
30A autoria desta recensa˜o e´ atribu´ıda a Joahann Tobias Mayer como pode ler-se em Anasta´cio
da Cunha, o matema´tico e o poeta. Actas do Colo´quio Internacional, Lisboa, 1990.
31Ver o artigo de A. P. Youschkevitch ”C. F. Gauss et J. A. da Cunha”, em Revue d’Histoire
des Sciences, vol. 31, 1978, pp. 327-332.
32Esta recensa˜o foi publicada em O Investigador Portuguez em Inglaterra, no 20, 1813, e foi
a ela que recorremos para a elaborac¸a˜o desta parte do trabalho.
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Garc¸a˜o Stockler no seu Ensaio Histo´rico sobre a Origem e Progressos das
Mathema´ticas em Portugal refere-se aos Principios Mathematicos, dizendo: ”Este
livro, aonde brilha a mais admira´vel concisa˜o, aonde ha sem duvida uma dis-
posic¸a˜o inteiramente nova na distribuic¸a˜o das doutrinas e sua deducc¸a˜o, e aonde
se notam mesmo algumas ideas originaes, tem sido o objecto da admirac¸a˜o e
louvor exagerado de alguns e da censura acerba, e da desapprovac¸a˜o de outros”33
Em 1865, no artigo ”Estudos sobre a proporcionalidade especialmente sobre a
Definic¸a˜o V do Livro V de Euclides”, Anto´nio Jose´ Teixeira analisa com cuidado
especial o livro III dos Principios, em que este assunto e´ tratado.
Gomes Teixeira, no ”Elogio Histo´rico do Doutor Jose´ Anasta´cio da Cunha”34,
tece considerac¸o˜es de cara´cter geral, sobre o me´todo de exposic¸a˜o usado nos Prin-
cipios, sobre o modo como os cap´ıtulos esta˜o organizados e analisa com cuidado a
Geometria Elementar, comparando os cap´ıtulos dos Principios com os correspon-
dentes dos Elementos. Aqui, aponta algumas simplificac¸o˜es e aperfeic¸oamentos,
mas tambe´m alguns defeitos, como, por exemplo, o sacrif´ıcio da clareza. Merece-
lhe uma refereˆncia particular a Teoria sobre convergeˆncia das se´ries e a Teoria
dos nu´meros irracionais, onde, como diz: ”e´ nelas que melhor se revela a finura
de esp´ırito do autor ”.
Vicente Gonc¸alves, em 1940, na ”Ana´lise do Livro VIIII dos Principios Mathe-
maticos de Jose´ Anasta´cio da Cunha”35, refere-se a va´rias passagens da obra,
analisando em especial a definic¸a˜o correcta dada, no Livro VIIII, de se´rie conver-
gente e a forma como ela e´ usada.
Youschkevitch, em ”J. A. Da Cunha et les fondements de l’analyse infini-
tesimal”, publicado36 em 1973, estuda cuidadosamente os Livros IX e XV dos
Principios realc¸ando o seu rigor e originalidade. E faz observac¸o˜es pertinentes
sobre a definic¸a˜o de se´rie convergente, que na versa˜o francesa de 1811 (aquela que
o autor leu) e´, na verdade, circular, devido a uma traduc¸a˜o defeituosa de Joa˜o
Manoel de Abreu. Por outro lado, refere, tambe´m, um artigo37 de Timtche´nko,
de 1899, em que este considera os Principios Mathematicos uma obra nota´vel,
que constitui a primeira tentativa de uma exposic¸a˜o estritamente formal da ma-
tema´tica, no seu conjunto.
33Pa´gina 167.
34Em Paneg´ıricos e Confereˆncias, 1925, p.121 a 153.
35Em ”Congresso do Mundo Portugueˆs”, Lisboa, 1940. Vol.XII, pp. 123-140.
36Em Revue d’Histoire des Sciences, Tomo XXVI, no 1, Janeiro de 1973.
37Youschkevitch, ”J.A.da Cunha et les fondements de l’analyse infinite´simale”, em Revue
d’Histoire des Sciences, tomo XVI, no 1, p. 4.
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No seu artigo ”Os Princ´ıpios Mathematicos de Jose´ Anasta´cio da Cu-
nha”38, Jaime Carvalho da Silva e Anto´nio Leal Duarte estudam especialmente
os livros IX e XV, acompanhando esse estudo de muitas refereˆncias a trabalhos
realizados por outros investigadores.
Enrico Giusti, em ”Quelques re´flexions sur les ”Principios”de Da Cunha”39,
faz uma ana´lise detalhada sobre a estrutura da obra, incluindo no seu artigo
dois apeˆndices onde discrimina o assunto estudado em cada livro e estabelece
a correspondeˆncia entre as proposic¸o˜es dos Principios e as dos Elementos de
Euclides, na versa˜o de Clavius.
Jose´ Francisco Rodrigues e Luis Saraiva, em ”Apresentac¸a˜o: elementos para
a contextualizac¸a˜o da obra matema´tica de J. A. da Cunha e das pole´micas que na
sua e´poca suscitou”40, fazem uma avaliac¸a˜o global da obra de Jose´ Anasta´cio da
Cunha, referindo-se, em particular aos Principios Mathematicos, que consideram
a sua ”obra maior”. Estes investigadores, acentuam a afirmac¸a˜o de Youschkevitch
que considera Anasta´cio da Cunha como “um dos principais precursores da re-
forma dos fundamentos do ca´lculo infinitesimal, iniciada nas primeiras de´cadas do
se´culo XIX”. Jose´ Francisco Rodrigues debruc¸a-se sobre a vida de Jose´ Anasta´cio
da Cunha e a sua obra matema´tica no artigo In Memoriam do Professor Joa˜o
Santos Guerreiro intitulado “Cultura e Cieˆncia em Portugal no Se´culo das Luzes,
a obra matema´tica de Jose´ Anasta´cio da Cunha”41.
No artigo “Anasta´cio da Cunha and the concept of convergent series”, pu-
blicado em 1988, nos Archive for History of Exact Science 42, Franco de Oliveira
analisa com profundidade a definic¸a˜o de se´rie convergente dada nos Principios
Mathematicos.
Em “Jose´ Anasta´cio da Cunha: um Matema´tico a Recordar, 200 Anos De-
pois”43, Joa˜o Filipe Queiro´ privilegia o estudo dos livros IX e XV, explicando a
discordaˆncia existente entre Vicente Gonc¸alves e Youschkevitch, a propo´sito da
interpretac¸a˜o da definic¸a˜o de se´rie convergente, baseada na leitura de diferentes
38Actas do Colo´quio Internacional, Anasta´cio da Cunha, o matema´tico e o poeta. Lisboa,
Imprensa Nacional, 1990. pp. 81 a 95.
39Ob. Cit., pp. 33 a 52.
40Ob. Cit., pp. 309 a 315.
41Publicado em Colo´quio de Cieˆncias, no 1.
42No vol. 39, no 1.
43Matema´tica Universita´ria, no 14, 1992 (versa˜o refundida do artigo “Jose´ Anasta´cio da Cu-
nha: a forgotten forerunner”, publicado em 1988 no The Mathematical Intelligencer, no 10.
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exemplares dos Principios (na versa˜o de 1811, Joa˜o Manoel de Abreu traduz de
forma incorrecta a definic¸a˜o de se´rie convergente, como ja´ dissemos).
3 O Livro X dos Principios Mathematicos
Embora conhec¸amos va´rias refereˆncias ao Livro X dos Principios Mathematicos,
na˜o sabemos de nenhum texto que fac¸a uma ana´lise completa deste livro.
Anasta´cio Joaquim Rodrigues, na recensa˜o a` 1a edic¸a˜o francesa, diz: “O Livro
X conte´m uma bela teoria da resoluc¸a˜o de equac¸o˜es. Encontra-se neste u´ltimo
um me´todo novo, simples, tambe´m infal´ıvel mais curto que o de M. Delacroix”44.
Cremos que este M. Delacroix, que Anasta´cio Joaquim Rodrigues refere, e´
o matema´tico franceˆs Sylvestre Franc¸ois Lacroix (1765-1843). Tivemos ocasia˜o
de ver a 9a edic¸a˜o dos E´le´mens d’Alge`bre, seguida de Comple´ment des E´le´mens
d’Alge`bre, de S.F. Lacroix, publicada em Paris, em 1811. Na˜o fizemos um estudo
comparativo dos textos de Lacroix e Jose´ Anasta´cio da Cunha, mas pudemos ver
que a parte referida do texto de Jose´ Anasta´cio da Cunha, no estilo conciso que
lhe e´ pro´prio, e´, de facto, mais curta que a correspondente de Lacroix. Devemos,
pore´m, acrescentar que o texto de Lacroix conte´m mais itens do que o de Jose´
Anasta´cio da Cunha.
Playfair45 refere-se ao Livro X de modo elogioso, dizendo: ”O de´cimo livro
trata das raizes das equac¸o˜es de que o author da´ huma idea mui distincta, e
exacta, livre de muitas difficuldades, que se encontra˜o nesta parte da Algebra”;
mas acrescenta que na˜o trata na ı´ntegra a dificuldade a respeito das ra´ızes ima-
gina´rias, deixando um paradoxo por resolver.
Anasta´cio Joaquim Rodrigues, no artigo ”Reflexoens em defeza dos Principios
mathematicos do Dr. Jose´ Anasta´cio da Cunha censurada no Revisor de Edin-
burgo, em Novembro de 1812”46 responde a Playfair com as palavras do pro´prio
Anasta´cio Cunha, no Livro X dos Principios Mathematicos 47: ”(...) Os Mathe-
maticos modernos quando encontram semelhantes expressoes [ra´ızes quadradas
de nu´meros negativos], nem por isso deixam de continuar o ca´lculo: e mostra
44”Moniteur Universel, 8 de Agosto de 1811”, in Actas do Colo´quio Internacional, Anasta´cio
da Cunha, o matema´tico e o poeta. Lisboa, Imprensa Nacional, 1990, p. 401.
45”Edinburgh Review”, 1812, in O Investigador Portuguez em Inglaterra, vol V, no 20, 1813,
p. 544.
46O Investigador Portuguez em Inglaterra, Vol VIII, no 25, 1813.
47Principios Mathematicos, p. 125.
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a experieˆncia que este sahe certo com tanto que se observem certas cautelas.
Huma consiste em fazer sempre (
√−m)(√−n) = −√mn; outras em sujeitar a
interpretac¸a˜o destas expressoes metaphoricas do ca´lculo moderno a´s condic¸oens
dos problemas e recta raza˜o”.
No mesmo jornal, Joa˜o Manoel de Abreu vem, tambe´m, em defesa do mes-
tre. Entre outros argumentos, diz que na˜o entende o que Playfair chama ”pa-
radoxo”sobre as ra´ızes imagina´rias ”Porque a theoria do Livro 10 he´ rigoroza; e
nenhuma theoria rigoroza deve dar lugar a paradoxos, sena˜o sophisticos”48
Gomes Teixeira refere-se ao Livro X de forma global, em dois momentos:
a) Nos Paneg´ıricos e Confereˆncias, 1925, onde diz: ”menos elogios merecem
as passagens da obra consagradas a` teoria das equac¸o˜es que e´ desordenadamente
exposta; assinalarei todavia um me´todo novo para a determinac¸a˜o das ra´ızes
inteiras das equac¸o˜es alge´bricas e outros para a determinac¸a˜o da maior e menor
raiz negativa, quando se sabe antecipadamente que tais ra´ızes existem.(1)”. Este
(1), no fim da citac¸a˜o, remete para uma nota de rodape´, onde se leˆ: ”Quando
Anasta´cio da Cunha escreveu os seus Princ´ıpios tinham ja´ aparecido as memo´rias
ce´lebres de Lagrange sobre a resoluc¸a˜o das equac¸o˜es nume´ricas, mas parece que
o nosso matema´tico so´ tarde as conheceu, pois que, tendo consagrado o Livro
X a` resoluc¸a˜o das equac¸o˜es nume´ricas, so´ no Livro XVIII apresentou o me´todo
daquele geo´metra para a separac¸a˜o das ra´ızes.”49
b) Na Histo´ria das Matema´ticas em Portugal, 1934, onde se leˆ: ”menos elogios
merecem as passagens da obra consagradas a` teoria geral das equac¸o˜es, que e´
pobre e desordenadamente exposta”50
Sabemos hoje, a partir do manuscrito recentemente encontrado, que Jose´
Anasta´cio da Cunha leu, de facto, as Memo´rias de Lagrange e que faz uso expl´ıcito
delas no Livro XVIII, para a separac¸a˜o das ra´ızes das equac¸o˜es51. Ale´m disso,
cremos que ja´ tambe´m a elas recorre, implicitamente, no Livro X.
Curioso e´ notar que, sobre a referida separac¸a˜o das ra´ızes das equac¸o˜es, ja´
no Livro XVII, Jose´ Anasta´cio da Cunha afirma num dos comenta´rios: ”A ex-
perieˆncia tem mostrado aos Geo´metras que toda a varia´vel, entre cujos valores
ha´ diferenc¸as infinite´simas, ao passar de (+) para (-), se acha igual a 0 ou a 10”.
48O Investigador Portuguez em Inglaterra, Vol VIII, no 30, 1813, pp. 449.
49Paneg´ıricos e Confereˆncias, Coimbra, Imprensa da Universidade, 1925, p. 141.
50Histo´ria das Matema´ticas em Portugal, Coimbra, Imprensa da Universidade, 1934, p.258.
51H. Bosmans, no artigo ”Sur leLibro de Algebra de Pedro Nun˜ez”(em Bibliotheca Mathe-
matica, 3a se´rie, 8o volume, 1907-1908, pp. 166-167) afirma que este me´todo de separac¸a˜o das
ra´ızes aparece pela primeira vez no Apeˆndice Alge´brico de Simon Stevin a` sua Arithme´tique, o
que tivemos oportunidade de confirmar.
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Sobre esta ”experieˆncia”, que Jose´ Anasta´cio da Cunha invoca, Joa˜o Filipe
Queiro´52 diz parecer-lhe ”muito razoa´vel que, sem uma construc¸a˜o dos nu´meros
reais e uma noc¸a˜o de continuidade se invoque a ”experieˆncia”para justificar este
tipo de afirmac¸a˜o”.
As avaliac¸o˜es de Gomes Teixeira sobre o Livro X na˜o nos parecem, na sua
totalidade, justifica´veis, como vamos ver.
O Livro X esta´, tal como os outros, estruturado logicamente e nele observa-se
uma composic¸a˜o ana´loga: Na˜o tem t´ıtulo; comec¸a pelas definic¸o˜es (apenas duas):
de nu´mero inteiro e de ra´ızes de um trino´mio, quadrino´mio, etc... (implica a
decomposic¸a˜o de polino´mios em factores); Seguem-se as proposic¸o˜es, ordenadas
logicamente, numa sequeˆncia euclidiana, que a` primeira vista pode parecer na˜o
facilitar a leitura sequencial do Livro, mas que, examinada com mais atenc¸a˜o, a
ilumina e clarifica.
Vejamos que assim e´, considerando o conteu´do das proposic¸o˜es, em termos
actuais.
I - Se a e´ raiz de P (x) enta˜o P (a) = 0.
II - Num polino´mio P (x) de coeficientes inteiros que tenha uma raiz inteira,
a, enta˜o P (x) = (x− a)Q(x). Daqui pode concluir-se que, para um valor inteiro,
β, de x, e´: P (β) = (β − a)Q(β) e enta˜o Q(β) | P (β).
III - Determinac¸a˜o dos submu´ltiplos de um nu´mero inteiro dado.
IIII - Determinac¸a˜o das ra´ızes inteiras de um polino´mio P (x) de coeficientes
inteiros, caso existam.
Jose´ Anasta´cio da Cunha da´ a seguinte regra. Escrevam-se numa coluna os
nu´meros 1, 0 e -1; a` frente de cada um deles escreva-se, respectivamente, o valor de
P (1), P (0) e P (−1) e os submu´ltiplos destes nu´meros. Se entre estes submu´ltiplos
houver treˆs nu´meros consecutivos, um deles defronte de 1, outro defronte de 0 e
o outro defronte de -1, tente-se se o me´dio e´ raiz, escrevendo-o positivamente se
tiver mais unidades que o superior e negativamente se tiver menos.
Por exemplo, seja x4 − 9x3 + 23x2 − 20x + 15, o polino´mio do qual se quer
determinar as ra´ızes inteiras.
52”Jose´ Anasta´cio da Cunha: Um Matema´tico a Recordar, 200 Anos Depois”em Matema´tica
Universita´ria, no 14, 1992, pp 5-27, p. 21 (Versa˜o refundida do artigo ”Jose´ Anasta´cio da
Cunha: a forgotten forerunner”, publicado em Mathematical Intelligencer, Vol. 10 (1998), pp.
38-43).
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Tem-se:
1 | 10. 1. 2. 5
0 | 15. 1. 3. 5
−1 | 68. 1. 2. 4. 17. 34
Como 2, 3 e 4 sa˜o consecutivos, ”tente-se se 3 e´ raiz”. Verifica-se que sim.
Mesma questa˜o para o polino´mio x3 + 2x2 − 33x + 14.
Tem-se:
1 | −16. 1. 2. 4. 8
0 | 14. 1. 2. 7
−1 | 48. 1. 2. 3. 4. 6. 8. 12. 24
Como 1, 2, 3 sa˜o consecutivos, ”tente-se se 2 e´ raiz”; Verifica-se que 2 na˜o e´ raiz.
Mas, como, 8, 7, 6 tambe´m sa˜o consecutivos, ”tente-se se -7 e´ raiz”; Verifica-se
que sim.
Jose´ Anasta´cio justifica estas regras, dizendo apenas: ”As proposic¸o˜es I e II
deste livro X ensinam esta praxe”.
De facto, substituindo sucessivamente x por 1, 0 e -1, em
P (x) = (x− a)Q(x),
vem:
P (1) = (1− a)Q(1) = −(a− 1)Q(1)
P (0) = −aQ(0)
P (−1) = (−1− a)Q(−1) = −(a + 1)Q(−1).
Vemos que:
(a− 1) | P (1)
a | P (0)
(a + 1) | P (−1)
Assim, para a inteiro, os mo´dulos dos nu´meros (a− 1), a e (a + 1) aparecem
em progressa˜o aritme´tica, que e´ crescente se a > 0, e e´ decrescente se a < 0.
Destas considerac¸o˜es resulta justificada a regra usada por Jose´ Anasta´cio. Na˜o
sabemos se e´ a este me´todo que Gomes Teixeira se refere quando escreve ”me´todo
novo para a determinac¸a˜o das ra´ızes das equac¸o˜es alge´bricas”. Notemos que este
me´todo ja´ antes fora dado por Newton53.
V - Apresentac¸a˜o das ra´ızes de um polino´mio do 2o grau, com a correspondente
fo´rmula resolvente e a refereˆncia aos imagina´rios, ja´ antes citada. Observamos
que ela vigorou em textos portugueses ate´ Gomes Teixeira.
53Universal Arithmetick, London, 1720, p. 39.
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VI - Indicac¸a˜o das ra´ızes de um polino´mio do 3o grau, do tipo
x3 + bx + c pela aplicac¸a˜o da fo´rmula de Cardano-Tartaglia54, com comenta´rios
adequados relativos a casos particulares da equac¸a˜o cu´bica.
VII - Indicac¸a˜o das ra´ızes do polino´mio completo de 3o grau: x3+ax2+bx+c,
pela reduc¸a˜o ao caso anterior, por uma mudanc¸a de varia´vel.
VIII - Indicac¸a˜o das ra´ızes do polino´mio x4 + ax3 + bx2 + cx + d, obtidas a
partir da resolvente do 3o grau dada por Ferrari e inclu´ıda por Cardano na Ars
Magna.
VIIII - Determinac¸a˜o das ra´ızes de P (−x) = 0, a partir das ra´ızes de P (x) = 0.
X - Demonstrac¸a˜o de que um polino´mio do tipo P (x) = 0, com coeficientes
todos positivos na˜o pode ter uma raiz positiva.
Trata-se de uma demonstrac¸a˜o por reduc¸a˜o ao absurdo que, pela sua curiosi-
dade e facilidade, apresentamos.
Represente x4+(a−α)x3+(b−aα)x2+(c−bα)x−cα[= (x−α)(x3+ax2+bx+c)]
um polino´mio que tem a raiz positiva, α. Para que (a − α), (b − aα), (c − bα)
sejam positivos, e´ necessa´rio que a > 0, b > 0 e c > 0. Mas para que −cα > 0
tem de ser c < 0, o que e´ absurdo, pois contradiz a conclusa˜o anterior.
Jose´ Anasta´cio da Cunha da´ a prova para um polino´mio de grau 4, mas a
conclusa˜o que tira e´ geral.
XI - Determinac¸a˜o do limite superior das ra´ızes reais de um polino´mio (se
existirem). O enunciado que Jose´ Anasta´cio da Cunha apresenta, em linguagem
reto´rica, corresponde a um teorema de Newton, inclu´ıdo na Universal Arithme-
tick55 e que, em linguagem actual diz o seguinte: dado um polino´mio P (x), de
grau n, em que o coeficiente do termo de mais alto grau e´ positivo, se existir
um nu´mero positivo, M , que torne positivos o polino´mio P (x) e todos os seus
derivados ate´ a` ordem n, enta˜o M e´ um majorante das ra´ızes reais de P (x).
Jose´ Anasta´cio apresenta, tambe´m, um corola´rio relativo ao caso de existeˆncia
de ra´ızes iguais. A justificac¸a˜o e´ dada de uma maneira curiosa que corresponde
exactamente ao enunciado actual: se um polino´mio P (x) tem uma raiz dupla, a,
enta˜o a e´, tambe´m, raiz de P ′(x).
54Anasta´cio da Cunha volta a referir-se a este assunto, no Livro XXI, proposic¸a˜o VI, como
tema de investigac¸a˜o.
55Universal Arithmetick, London, 1720, p. 208.
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XII - Indicac¸a˜o de va´rios exemplos de determinac¸a˜o dos valores aproximados
das ra´ızes dos polino´mios, com o cuidado de observar que os me´todos preconizados
so´ teˆm interesse se essas ra´ızes existirem. Recorde-se que, na e´poca, este tema era
considerado de grande importaˆncia e era apresentado em praticamente todos os
textos relativos a` resoluc¸a˜o de equac¸o˜es. Anasta´cio da Cunha da´ um comenta´rio,
muito elucidativo e claro, sobre a forma de levar a aproximac¸a˜o ta˜o longe quanto
se queira e, simultaneamente, verificar se a raiz existe.
Dos va´rios me´todos inclu´ıdos neste item, so´ nos vamos referir a um deles, que
e´ conhecido por ”Me´todo de Newton”, ou ”Me´todo de Newton - Raphson”56,
que continua a ser um me´todo ainda largamente utilizado hoje em dia, para
obter valores aproximados de ra´ızes de equac¸o˜es. Jose´ Anasta´cio apresenta-o no
Scholio, da forma que vamos dar, abreviadamente.
Considere-se a equac¸a˜o A + Bx + Cx2 + Dx3 + &. Partindo de r como
um primeiro valor aproximado da raiz, para obter uma melhor aproximac¸a˜o,
substitui-se na equac¸a˜o, x por r + z, obtendo A + Br + Cr2 + Dr3 + & + (B +
2Cr + 3Dr2 + &)z + & = 0. Por z ser suficientemente pequeno, desprezam-se os





Donde, a raiz da equac¸a˜o sera´ x = r − A+Br+Cr2+Dr3+&
B+2Cr+3Dr2+& .
Observe-se que este me´todo de aproximac¸a˜o das ra´ızes se pode exprimir pela
fo´rmula xk+1 = xk − f(xk)f ′(xk) , onde xk e xk+1 sa˜o valores aproximados da raiz de
f(x) = 057. Jose´ Anasta´cio da Cunha da´ uma regra pra´tica para determinar o
nu´mero de algarismos significativos correctos na divisa˜o, o que corresponde ao
que actualmente se exprime dizendo que a raza˜o de convergeˆncia do me´todo de
Newton e´ dois (convergeˆncia quadra´tica)58.
XIII - Determinac¸a˜o das ra´ızes de um polino´mio geral, do 4o grau, do tipo
ax4 + bx3 + cx2 + dx+ e, em que o coeficiente do termo de maior grau e´ diferente
de 1, por reduc¸a˜o aos casos anteriormente tratados.
XIIII - Determinac¸a˜o da mı´nima raiz positiva de uma equac¸a˜o polinomial, a`
56Herman Goldstine na sua obra A history of Numerical Analysis from the 16th through
the 19th century, ( Springer, 1977) diz que este me´todo remonta a Vie`te e Oughtred, e que
a versa˜o de Newton foi aperfeic¸oada por Raphson em Analysis Equationum Universalis, 1690.
Tambe´m Jean-Luc Chabert ed al., em Histoire d’algorithmes, (Belin, Paris, 1994) da˜o refereˆncias
pormenorizadas, acentuando o cara´cter algor´ıtmico que Raphson lhe deu. Newton inclu´ıu-o
numa obra escrita em latim, traduzida em ingleˆs em 1736, e em franceˆs em 1740, com o t´ıtulo
La Me´thode des Fluxions et des Suites Infinies.
57Agradecemos ao Prof. Rui Ralha a ajuda que nos prestou na identificac¸a˜o deste me´todo.
58Valenc¸a, Maria Raquel, Me´todos Nume´ricos, Livraria Minho, Braga, 1993, p.47.
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custa da maior raiz positiva da equac¸a˜o que se obte´m pela transformac¸a˜o x = 1
z
.
XV - Determinac¸a˜o das ra´ızes iguais de um polino´mio, se tais ra´ızes existirem.
Aqui o autor aplica o Corola´rio relativo a` Proposic¸a˜o XI, ja´ antes referido, e
apresenta casos em que existem ra´ızes iguais e outros em que tais ra´ızes na˜o
existem.
O mesmo processo que Jose´ Anasta´cio da Cunha utiliza para determinar as
ra´ızes comuns a P (x) e a P ′(x), permite-lhe a simplificac¸a˜o de fracc¸o˜es, pela
determinac¸a˜o das ra´ızes comuns ao numerador e ao denominador, como e´ exem-
plificado no Corola´rio 1, desta proposic¸a˜o. Por outro lado, um procedimento
ana´logo e´ aplicado para a ”exterminac¸a˜o”(isto e´, eliminac¸a˜o) de inco´gnitas, num
sistema de equac¸o˜es, como e´ descrito no Corola´rio 2.
Como conclusa˜o, pensamos que, no Livro X falta uma refereˆncia expl´ıcita ao
me´todo de separac¸a˜o de ra´ızes reais e o enunciado da regra dos sinais. Parece-nos
no entanto que Jose´ Anasta´cio da Cunha os aplica va´rias vezes, como dissemos.
Finalmente, podemos afirmar que, em relac¸a˜o a`s ra´ızes reais das equac¸o˜es, desde
que existam, esta˜o bem caracterizados os me´todos para as determinar e para as
aproximar com um grau de maior ou menor precisa˜o, como se desejar.
4 O Manuscrito: Nouvelle Resolution Numerique des
E´quations de tous les Degre´s
Em ”Escritos posthumos de Jose´ Anasta´cio da Cunha ordenados relativamente
ao systema dos seus Principios Mathematicos e offerecidos a S. A. R. o S. D.
Joa˜o VI Principe regente de Portugal”59, Joa˜o Manoel d’Abreu dirige-se a D.
Joa˜o VI pedindo protecc¸a˜o real para a publicac¸a˜o dos Escriptos Posthumos de
Anasta´cio da Cunha, pois considera que estes documentos ”facilitara˜o o exame e
segura˜o [seguram, sustentam] talvez a arriscada classificac¸a˜o dos ditos Principios
Mathematicos”60 . Estes Escriptos Posthumos teriam chegado a` corte de D. Joa˜o
VI atrave´s de Pina Manique, depois de devidamente ordenados por Joa˜o Manoel
d’Abreu, de acordo com o seguinte ı´ndice:
”Opusculos - Notice sur la vie de J.A.da Cunha.
Noticia sobre J.A. da Cunha vertida em portuguez pelo editor.
59Supomos que esta carta tera´ sido escrita depois de 1811, data da 1a edic¸a˜o francesa dos
Principios Mathematicos, e antes de 1815, ano da morte de Joa˜o Manoel d’ Abreu.
60Em Actas do Colo´quio Internacional, Anasta´cio da Cunha, o matema´tico e o poeta. Lisboa,
Imprensa Nacional, 1990, pp. 353 a 355.
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I - Prologo sobre huns Principios de Geometria tirados dos de Euclides.
Refere-se aos primeiros livros dos Principios Mathematicos do Autor
II - Extracto de uma carta a hum discipulo da ... que tinha sido alunno do
R.Collegio de S. Jorge
Refere-se ao L. VIII dos dos Principios
III - Extract from an original MS ...
Traducc¸a˜o do opusculo precedente pelo editor ...
Refere-se ao L. X
IV - Nouvelle resolution numerique des e´quations de tous les de´gre´es.
Traduc¸a˜o do opu´sculo precedente pelo editor ... Refere-se ao L. X.
V- Sobre o infinito ...
VI - Contra a doutrina das razoens primeiras e ultimas das quantidades nascentes
e fenescentes...
VII - Prologo sobre os Principios do Calculo fluxionario
Os treˆs opusculos precedentes referem-se ao L. XV.
VIII - Reducc¸oens de humas integraes bino´mias a outras ...
Refere-se ao L. XVIII.
IX - Extracto doutro MS ...
Refere-se ao L. XVIII.
X - Examen de quelques passages des premier et troisie`me memoires de M. de La
Grange sur les Cordes Sonore [Sic]
Traducc¸a˜o do opu´sculo precedente pelo editor.
Refere-se ao L. XXI
XI - Solution du proble`me des isoperime`tres ...
Traducc¸a˜o do opu´sculo precedente pelo editor.
XII - Extracto de dous MS sobre o tetragonismo approximado de M. Fontaine.
XIII - Ensaio sobre os principios de Mechanica, obra posthuma ”Jose´ Anasta´cio
da Cunha dada a luz por D.D.A. de S.C.”Lond. 1807...
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XIV - La balistique de Galile´e...
Traducc¸a˜o do op. prec. pelo ed ...
XV - Extracto de hum parecer do A sobre certa memoria Coroada pela ...”
Sabemos que ha´ ainda outro manuscrito, intitulado ”Logarithms & powers”,
que na˜o consta desta lista, mas esta´ referido no pro´logo da edic¸a˜o francesa de
1811 e nas Composic¸o˜es Poe´ticas do Doctor Joseph Anastasio da Cunha, Lisboa,
1839. Na mesma lista na˜o figura o Ensaio sobre as Minas, de que ja´ fala´mos na
parte I deste trabalho.
Em Fevereiro de 2005, quando pesquisava no Arquivo Distrital de Braga, Ma-
ria do Ce´u Silva61, comec¸ou por encontrar um primeiro conjunto destes opu´sculos,
nomeadamente: ”Nouvelle Re´solution Nume´rique des E´quations de tous les De´gre´es”,
”La Balistique de Galile´e”e ”Logarithms & Powers”. No meˆs seguinte, Maria do
Ce´u Silva voltou a encontrar outro conjunto de manuscritos, constantes da lista
de Joa˜o Manoel d’Abreu, desta vez composto por: ”Principios do Ca´lculo Fluxi-
onario”, ”Extracto de hum parecer do A sobre certa memoria Coroada pela ...,
que comec¸a com as palavras ”Meu Rico Amigo”e um outro manuscrito, datado
de ”Necessidades March 3. 1780”, que e´ ”Copy of a paper given to Father Al-
meida on his desiring of me a problem of Mathematics for his Academy to propose
to ALL THE LEARNED WORLD!!”. Todos estes manuscritos sa˜o provenien-
tes do espo´lio do Arquivo do Conde da Barca, Anto´nio de Arau´jo de Azevedo
(1754-1817).
No presente trabalho so´ nos vamos ocupar duma breve ana´lise do manuscrito
”Nouvelle Re´solution Nume´rique des Equations de Tous les Degre´s”.
Este manuscrito, escrito em franceˆs, e´ encimado por um subt´ıtulo, escrito em
latim, onde se leˆ: Facile est inventis addere, que significa, Fa´cil e´ acrescentar ao
que ja´ esta´ inventado.
Jose´ Anasta´cio da Cunha comec¸a por observar que todos os geo´metras procu-
raram, durante se´culos, obter uma resoluc¸a˜o nume´rica das equac¸o˜es de todos os
graus, mas que foi Lagrange o autor desta descoberta. Sobre o me´todo utilizado
por Lagrange, Jose´ Anasta´cio da Cunha faz muitas considerac¸o˜es interessantes,
que aqui na˜o referiremos62, mas conclui que o me´todo do matema´tico franceˆs
61Esta pesquisa processou-se no aˆmbito do trabalho de investigac¸a˜o, preparato´rio da sua
tese de doutoramento, enquanto membro do Centro de Matema´tica da Universidade do Porto
(CMUP).
62Este manuscrito esta´ a ser estudado por um grupo de trabalho composto por: Joa˜o Filipe
Queiro´ (UC), Anto´nio Jose´ Machiavelo (UP), Maria Fernanda Estrada (CMAT) e Maria do Ce´u
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envolve ca´lculos penosos, que agradam pouco aos calculadores.
Por isso se propo˜e apresentar um outro me´todo ”na˜o so´ geral e rigoroso, mas
de uma execuc¸a˜o ta˜o expedita e facilitada que frequentemente torna inu´teis os
melhores me´todos que tenhamos, os de Sir Isaac Newton para as ra´ızes racionais
e os de Van Hudde para as ra´ızes iguais.”
Jose´ Anasta´cio da Cunha reconhece que o me´todo que vai propor na˜o e´ mais do
que uma aplicac¸a˜o de um dos teoremas de Newton, contidos na sua Arithme´tique
universelle.”
Eis o teorema que Jose´ Anasta´cio da Cunha enuncia, utilizando uma lingua-
gem simbo´lica:
Seja xn + axn−1 + bxn−2 + cxn−3 + etc. = 0 a (equac¸a˜o) Proposta. Escreva:
xn + axn−1 + bxn−2 + cxn−3 + etc.




e assim sucessivamente, ate´ que encontre um polino´mio cujo u´nico termo negativo
seja o u´ltimo. A Proposta na˜o tera´ raiz positiva que na˜o seja mais pequena que
o nu´mero positivo que, colocado no lugar de x, torne todos estes polino´mios
positivos.
Este teorema de Newton e´ o mesmo que ja´ referimos no livro X, proposic¸a˜o XI,
e que, como observa´mos, da´ um limite superior das ra´ızes reais, se elas existirem.
No entanto, notamos que, enquanto no livro X o teorema e´ apresentado numa
forma reto´rica, aqui e´ dado em linguagem simbo´lica, praticamente actual.
Na sua Arithme´tique universelle, Newton na˜o o demonstra mas Jose´ Anasta´cio
da Cunha afirma que ”autores conhecidos”o demonstraram e ele mesmo apresenta
uma demonstrac¸a˜o no Livro X, prop. XI. E´ neste teorema que Jose´ Anasta´cio da
Cunha se baseia para determinar ”duma maneira infal´ıvel”os valores exactos ou
aproximados de todas as ra´ızes [reais] das equac¸o˜es de todos os graus.
Na aplicac¸a˜o a dois exemplos, Anasta´cio da Cunha socorre-se, tambe´m, de
”regras conhecidas”sobre as equac¸o˜es alge´bricas, que na˜o menciona, mas que
julgamos serem as seguintes:
(a) Uma equac¸a˜o (polinomial) de grau ı´mpar tem sempre uma raiz real (apre-
sentado por Newton na Arithme´tique universelle)
Silva (CMUP), do qual dois elementos esta˜o a trabalhar sobre as partes relativas a Lagrange e
D’Alembert. Aqui so´ nos ocuparemos da parte manuscrita relativa a Newton.
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(b) Regra dos sinais de Descartes (tambe´m inclu´ıda na Arithme´tique univer-
selle) baseada na mudanc¸a de sinal dos coeficientes. Em termos actuais, esta
regra pode enunciar-se do seguinte modo: Numa equac¸a˜o de coeficientes reais, o
nu´mero de ra´ızes positivas e o nu´mero de variac¸o˜es sa˜o da mesma paridade e o
nu´mero de ra´ızes positivas na˜o pode exceder o nu´mero de variac¸o˜es.
(c) Se os coeficientes de uma equac¸a˜o do tipo P (x) sa˜o todos positivos, enta˜o
a equac¸a˜o na˜o tem raiz positiva (Livro X, prop. X).
(d) Se a e´ raiz de P (x) = 0, enta˜o −a e´ raiz de P (−x) = 0 (Livro X, prop.
IX).
Vejamos o primeiro dos exemplos dados por Jose´ Anasta´cio da Cunha.
Seja a Proposta, x3 − 702x2 + 160600x − 16080000 = 0, da qual se pretende
determinar o valor exacto, ou aproximado das ra´ızes positivas.
Jose´ Anasta´cio da Cunha invoca as regras conhecidas para afirmar que esta
equac¸a˜o deve ter uma raiz positiva. (Pela aplicac¸a˜o da regra dos sinais de Descar-
tes?). Depois, conforme o teorema de Newton acima referido, escreve o polino´mio
e as suas derivadas ate´ a` ordem 1. Obte´m, sucessivamente:
x3 − 702x2 + 160600x − 16080000;
3x2 − 1404x + 160600;
6x− 1404;
que escreve, ainda, numa forma que considera ”mais conveniente”, a saber:
((x− 702)x + 160600)x − 16080000
(3x− 1404)x + 160600
x− 234.
Seguidamente, tece as seguintes considerac¸o˜es:
O bino´mio mostra que, para tornar todos estes polino´mios positivos, x deve
ser maior do que 200; O trino´mio mostra que 300 na˜o bastariam, nem mesmo
400; mas que tudo se torna positivo pondo 500 no lugar de x. Portanto, diz Jose´
Anasta´cio da Cunha, a raiz procurada e´ menor que 500 (pelo teorema) e na˜o
pode ser menor que 400 (pelo mesmo teorema); e vemos que ela na˜o e´ igual a
400; Logo, o primeiro algarismo da raiz procurada e´ 4 faltando centenas (isto e´,
trata-se de 4 centenas + ...).
Quando Jose´ Anasta´cio da Cunha afirma que, ”pelo mesmo teorema”a raiz
na˜o pode ser 400 nem menor do que 400, supomos que ele na˜o esta´ a pensar
erradamente que o aludido Teorema de Newton da´ uma condic¸a˜o necessa´ria e
suficiente, mas que, simplesmente, tirou essas concluso˜es a partir do ca´lculo do
valor do polino´mio para x = 400.
Para encontrar o algarismo seguinte da raiz procurada, faz a substituic¸a˜o
x = z+400 na equac¸a˜o dada, obtendo a equac¸a˜o z3+498z2+79000z−160000 = 0,
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da qual 2 e´ raiz. Assim, a raiz da equac¸a˜o proposta e´ x = 402.
Este primeiro exemplo e´ muito simples e conduz, imediatamente, a uma
soluc¸a˜o inteira da raiz, mas e´ esclarecedor quanto ao modus operandi.
Jose´ Anasta´cio da Cunha propo˜e, depois, um segundo exemplo que vai exigir
ca´lculos mais longos. E´ esse exemplo que vamos tratar a seguir.
Seja a Proposta x3 − 300x + 1000 = 0. ”Na incerteza”da existeˆncia de uma
raiz positiva do polino´mio P (x) = x3−300x+1000, Anasta´cio da Cunha procura
a raiz negativa. Para tal, determina a raiz positiva de P (−x), o que equivale a
resolver a equac¸a˜o x3 − 300x − 1000 = 0. Por ca´lculos ana´logos aos do exemplo
anterior e, agora, sem qualquer justificac¸a˜o, conclui que a raiz tem de ser maior
do que 10, mas menor do que 20.
Fazendo na equac¸a˜o anterior, x = z + 10, obte´m z3 + 30z2 − 3000 = 0; e, por
aplicac¸a˜o do me´todo anterior, conclui que a raiz desta equac¸a˜o esta´ compreendida
entre 8 e 9, o que ele traduz escrevendo z = 8, etc.. Por isso, a raiz da equac¸a˜o
x3 − 300x− 1000 = 0 esta´ entre 18 e 19.
Fazendo, desta vez, a substituic¸a˜o x = z+18 na referida equac¸a˜o, obte´m uma
equac¸a˜o do terceiro grau em z, que escreve na forma ((z +54)z +672)z−568 = 0.
Para esta equac¸a˜o obte´m a raiz z = 0, 7etc., o que leva a fazer na proposta a
substituic¸a˜o x = z + 18, 7. Obte´m, enta˜o, a equac¸a˜o ((z + 74, 8)z + 749, 07)z −
70, 797 = 0, para a qual encontra a raiz z = 0, 09etc., concluindo que a raiz da
equac¸a˜o x3 − 300x − 1000 = 0 e´ x = 18.79etc.. Deste modo, como ele conclui,
x = −18, 79etc. e´ raiz da equac¸a˜o dada.
Algumas considerac¸o˜es sobre o manuscrito
O conteu´do do manuscrito leva-nos a conjecturar que teria sido escrito num
tempo posterior ao da composic¸a˜o do Livro X. Alguns detalhes sa˜o, a nosso ver,
particularmente relevantes. Citamos, em primeiro lugar, a forma como, sobre o
mesmo assunto, Jose´ Anasta´cio da Cunha se exprime no Livro X e no manus-
crito. De facto, no manuscrito traduz em linguagem simbo´lica partes que nos
Principios Mathematicos esta˜o na linguagem reto´rica. Por outro lado, obser-
vamos que e´ muito mais conciso no manuscrito do que no livro X (onde ja´ ha´
grande concisa˜o!), parecendo estar a querer dirigir-se a um pu´blico conhecedor
de certos princ´ıpios ba´sicos. Sena˜o, vejamos: enquanto no Livro X apresenta
uma demonstrac¸a˜o do teorema de Newton, relativamente ao limite superior das
ra´ızes reais de uma equac¸a˜o alge´brica, no manuscrito limita-se a afirmar que ”Des
auteurs connus ont de´montre´ ce the´ore`me”; e no´s sabemos que ele pro´prio esta´
inclu´ıdo nesses autores, pois o demonstra no Livro X. Acrescentamos, ainda, que
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todos os exemplos do manuscrito sa˜o originais, enquanto que no Livro X ha´ pelo
menos um exemplo tirado directamente da Universal Arithmetick, de Newton, ja´
referida. Por fim, o facto de o manuscrito estar escrito em franceˆs, leva-nos a
admitir a hipo´tese de se destinar a uma posterior publicac¸a˜o europeia.
O manuscrito agora encontrado e´ particularmente relevante no que diz res-
peito a`s fontes utilizadas por Jose´ Anasta´cio da Cunha para a escrita dos Prin-
cipios, ate´ agora apenas conjecturadas. Algumas dessas fontes sa˜o claramente
indicadas, como: a Aritme´tica Universal de Newton [Universal Arithmetic, 2 vol,
Amesterda˜o, 1761]; ”duas longas e sa´bias memo´rias”apresentadas por Lagrange
a` Academia Real das Cieˆncias de Berlim, em 1769 e 1770; o me´todo de Van
Hudde [1628-1704], para a determinac¸a˜o de ra´ızes iguais [que, segundo Cajori,
consta numa memo´ria sobre a resoluc¸a˜o das equac¸o˜es, datada de 1659]; o estudo
de D’Alembert, sobre as ra´ızes imagina´rias.
Esta indicac¸a˜o pormenorizada das fontes utilizadas parece-nos mais um argu-
mento a favor da nossa dupla conjectura respeitante a` data – posterior ao Livro
X – e a` intenc¸a˜o do autor – uma divulgac¸a˜o a n´ıvel europeu.
So´ lamentamos que na˜o se tenha concretizado este objectivo no seu tempo.
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Uma extensa˜o da representac¸a˜o de Munn e o grau de
separac¸a˜o dos idempotentes de um block-group
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Resumo
E´ bem conhecido que todo o semigrupo [finito] pode ser fielmente re-
presentado por transformac¸o˜es parciais ou totais sobre um conjunto
[finito] apropriado. Assim, dado um semigrupo finito S, podemos
considerar naturalmente o problema de determinar o menor inteiro
na˜o negativo n tal que S pode ser mergulhado no mono´ide PT n de
todas as transformac¸o˜es parciais de um conjunto com n elementos.
Esta questa˜o deriva de um problema colocado por B. Schein em 1972
[12] e foi resolvida por D. Easdown em 1987 [2] para semigrupos fi-
nitos inversos fundamentais. Neste trabalho apresentamos o estudo
do problema ana´logo ao descrito atra´s considerando representac¸o˜es
que separam os idempotentes em vez de representac¸o˜es fie´is. Para
um block-group (finito) S, exibimos uma descric¸a˜o do menor inteiro
na˜o negativo n tal que existe um homomorfismo que separa idempo-
tentes de S em PT n. Uma vez que, para um semigrupo fundamental
S, este nu´mero coincide com o menor inteiro na˜o negativo n tal que
S pode ser mergulhado no mono´ide PT n, o nosso resultado gene-
raliza o de Easdown mencionado. Embora independente, o nosso
me´todo tem, sem du´vida, fortes conexo˜es com as ideias originais de
Easdown. Assim, em primeiro lugar constru´ımos uma extensa˜o para
block-groups da representac¸a˜o de Munn e, de seguida, obtemos um
refinamento desta que provamos ser minimal. Ainda, como aplicac¸a˜o
da nossa extensa˜o da representac¸a˜o de Munn, mostramos as igualda-
des BG = EI©m Ecom = N©m Ecom, em que BG, EI, N e Ecom denotam
respectivamente as pseudovariedades dos block-groups finitos, dos se-
migrupos finitos com um so´ idempotente, dos semigrupos nilpotentes
e dos semigrupos cujos idempotentes comutam.
Palavras-chave: semigrupos inversos, block-groups, representac¸o˜es, pseudovariedades.
105
106 encontro de algebristas portugueses 2005
Introduc¸a˜o
Seja X um conjunto qualquer. Denotamos por PT (X) o conjunto de todas
as transformac¸o˜es (parciais) sobre X, i.e. o conjunto de todas as aplicac¸o˜es com
domı´nio e contradomı´nio contidos emX. O conjunto PT (X) munido da operac¸a˜o
de composic¸a˜o de relac¸o˜es constitui um semigrupo. Por T (X) denotamos o con-
junto de todas as transformac¸o˜es sobre X de domı´nio X (transformac¸o˜es totais
sobre X), i.e. o conjunto de todas as aplicac¸o˜es de X em X. Enta˜o T (X) e´ um
subsemigrupo de PT (X). Observemos que esta operac¸a˜o em T (X) na˜o passa da
composic¸a˜o usual de aplicac¸o˜es. Ale´m disso, e´ claro que a aplicac¸a˜o identidade
sobre X e´ uma identidade de PT (X) e pertence a T (X), pelo que PT (X) e´ um
mono´ide e T (X) e´ um submono´ide de PT (X). Outro submono´ide importante de
PT (X), e que nos interessa em especial, e´ o semigrupo inverso sime´trico I(X),
i.e. o conjunto de todas as transformac¸o˜es parciais injectivas sobre X. E´ claro
que a aplicac¸a˜o identidade e´ uma transformac¸a˜o injectiva e que a composic¸a˜o
de duas transformac¸o˜es parciais injectivas e´ uma transformac¸a˜o injectiva, donde
I(X) e´ um submono´ide de PT (X). Ale´m disso, o conjunto das permutac¸o˜es
sobre X esta´ contido em I(X) e forma um subgrupo de I(X) (e de PT (X)):
o grupo sime´trico sobre X. Se X for um conjunto com n elementos (n ∈ N),
digamos X = {1, 2, . . . , n}, representamos PT (X) por PTn, T (X) por Tn e I(X)
por In.
Seja S um semigrupo. Denotamos por S1 o mono´ide obtido a partir de S
juntando-lhe uma identidade, se S na˜o for um mono´ide, ou o pro´prio S, caso
contra´rio. E´ bem conhecido que a aplicac¸a˜o
φ : S −→ T (S1)
s 7→ ρs : S1 → S1
x 7→ xs
e´ um homomorfismo injectivo de semigrupos (de mono´ides, se S for um mono´ide),
pelo que todo o semigrupo [finito] pode ser representado fielmente por meio de
de um semigrupo de transformac¸o˜es totais (ou parciais) sobre um certo conjunto
[finito]. Tambe´m e´ bem conhecido que todo o semigrupo inverso S admite uma
representac¸a˜o fiel em I(S) (Teorema de Vagner-Preston). Outra representac¸a˜o
cla´ssica de um semigrupo inverso e´ a representac¸a˜o de Munn: dado um semigrupo
inverso S e denotando por E o semireticulado dos idempotentes de S, a aplicac¸a˜o
δ : S → I(E)
s 7→ δs : Ess−1 → Es−1s
e 7→ s−1es
e´ um homomorfismo. Observemos que, em geral, a representac¸a˜o de Munn de
um semigrupo inverso na˜o e´ um homomorfismo injectivo. De facto, o nu´cleo
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de δ e´ a maior congrueˆncia que separa idempotentes de S, pelo que δ e´ um
homomorfismo injectivo se e so´ se S e´ um semigrupo fundamental (ver [8] ou [9],
para mais detalhes).
Neste trabalho estendemos a representac¸a˜o de Munn para semigrupos cu-
jos elementos possuem no ma´ximo um inverso. Os semigrupos finitos com esta
propriedade formam a bem conhecida classe BG de semigrupos designados por
block-groups. Esta classe de semigrupos finitos forma uma pseudovariedade de
semigrupos (i.e. uma famı´lia de semigrupos finitos fechada para imagens ho-
momorfas, subsemigrupos e produtos directos finitos) e e´ um dos personagens
principais da cadeia de igualdades
♦G = PG = J ∗ G = J©m G = BG = EJ,
em que G, J, PG, ♦G e EJ denotam respectivamente a pseudovariedade de todos
os grupos, a pseudovariedade de todos os semigrupos J-triviais, a pseudovariedade
gerada por todos os mono´ides de partes de grupos, a pseudovariedade gerada por
todos os produtos de Schu¨tzenberger de grupos e a pseudovariedade de todos os
semigrupos cujos idempotentes geram um semigrupo J-trivial. Para mais detalhes
e a histo´ria completa destas igualdades, veja-se [11].
A extensa˜o da representac¸a˜o de Munn para semigrupos que possuem no
ma´ximo um inverso e´ apresentada na Secc¸a˜o 1. Na Secc¸a˜o 2 exibimos duas
decomposic¸o˜es em produtos de Mal’cev da pseudovariedade BG e conclu´ımos que
a classe dos block-groups e´ a maior famı´lia de semigrupos finitos para os quais
podemos estender a representac¸a˜o de Munn. Apresentamos na Secc¸a˜o 3 algumas
propriedades sobre semireticulados finitos necessa´rias para as Secc¸o˜es 4 e 5. Na
Secc¸a˜o 4 constru´ımos um refinamento da extensa˜o de Munn para block-groups
finitos, o qual provamos ser minimal. Finalmente, na Secc¸a˜o 5 descrevemos o
menor inteiro na˜o negativo n para o qual existe um homomorfismo que separa
idempotentes de um block-group finito S em PTn.
Assumimos que o leitor possui alguns conhecimentos da Teoria de Semigru-
pos, nomeadamente sobre relac¸o˜es de Green, congrueˆncias, elementos regulares
e semigrupos inversos. Estes assuntos sa˜o tratados, por exemplo, nos livros de
J. Howie [8] e de M. Petrich [9]. Sobre pseudovariedades, pseudoidentidades e
outros assuntos sobre semigrupos finitos a nossa refereˆncia e´ o livro de J. Almeida
[1].
Este trabalho e´ essencialmente um resumo alargado do trabalho [5] no qual
podem ser encontradas as provas completas dos resultados aqui referidos.
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1 Uma extensa˜o da representac¸a˜o de Munn
Nesta secc¸a˜o apresentamos uma extensa˜o da representac¸a˜o de Munn para se-
migrupos cujos elementos possuem no ma´ximo um inverso. Uma vez que um
semigrupo finito com esta propriedade e´ designado por block-group, designamos
tambe´m por block-group qualquer semigrupo infinito cujos elementos possuam no
ma´ximo um inverso. Observemos que, e´ fa´cil verificar que S e´ um block-group
se e so´ se qualquer R-classe e qualquer L-classe possui no ma´ximo um idempo-
tente. Claramente, os semigrupos cujos idempotentes comutam e, em particular,
os semigrupos inversos sa˜o block-groups.
Seja S um semigrupo. Denotamos por E(S) o conjunto dos idempotentes de S
e por Reg(S) o conjunto dos elementos regulares de S. Associadas a`s relac¸o˜es de
Green R e L consideramos as relac¸o˜es de quasi-ordem parcial ≤R e ≤L definidas,
respectivamente, por: para quaisquer s, t ∈ S,
s ≤R t se e so´ se sS1 ⊆ tS1
e
s ≤L t se e so´ se S1s ⊆ S1t.
Associamos a cada elemento s ∈ S os seguintes subconjuntos de E(S):
R(s) = {e ∈ E(S) | e ≤R s} e L(s) = {e ∈ E(S) | e ≤L s}.
E´ fa´cil verificar que:
(i) Se e ∈ R(s) enta˜o es ∈ Reg(S);
(ii) Se e ∈ L(s) enta˜o se ∈ Reg(S).
Dado um block-group S denotamos por s−1 o u´nico inverso de um elemento
regular s ∈ S.
Dados um block-group S e s ∈ S, na˜o e´ dif´ıcil provar que:
(i) Se e ∈ R(s) enta˜o e = (es)(es)−1 = s(es)−1 = s(es)−1e, (es)−1(es) ∈ L(s) e
(es)−1(es)D e;
(ii) Se e ∈ L(s) enta˜o e = (se)−1(se) = (se)−1s = e(se)−1s, (se)(se)−1 ∈ R(s) e
(se)(se)−1D e.
Assim, neste caso, podemos considerar as aplicac¸o˜es
δs : R(s) → L(s) e δ¯s : L(s) → R(s)
e 7→ (es)−1(es) e 7→ (se)(se)−1 ,
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= es(es)−1 = e,
para qualquer e ∈ R(s), e analogamente f δ¯sδs = f , para qualquer f ∈ L(s),
enta˜o as aplicac¸o˜es δs e δ¯s sa˜o bijecc¸o˜es inversas uma da outra.
Podemos agora estabelecer a nossa representac¸a˜o para block-groups:
Teorema 1.1. Sejam S um block-group e E = E(S). Enta˜o, a aplicac¸a˜o
δ : S → I(E)
s 7→ δs
e´ um homomorfismo que separa idempotentes.
Demonstrac¸a˜o. Em primeiro lugar mostramos que δ e´ um homomorfismo. Se-
jam s, t ∈ S. Comecemos por ver que Dom(δsδt) = Dom(δst). Tomemos e ∈
Dom(δsδt). Enta˜o e ∈ R(s) e (es)−1(es) = eδs ∈ R(t), pelo que e = s(es)−1 e
(es)−1(es) = tx, para algum x ∈ S1. Logo, e = s(es)−1 = s(es)−1(es)(es)−1 =
stx(es)−1 e portanto e ∈ R(st), ou seja e ∈ Dom(δst). Reciprocamente, tomemos
e ∈ Dom(δst). Como e ∈ R(st), temos e = st(est)−1, donde e ∈ R(s), ou seja
e ∈ Dom(δs). Em particular, es ∈ Reg(S). Por outro lado, e = est(est)−1 =
est(est)−1e, donde es = (es)t(est)−1(es). Ale´m disso, t(est)−1(es)t(est)−1 =
t(est)−1, pelo que (es)−1 = t(est)−1. Logo, eδs = (es)−1es = t(est)−1es ∈ R(t)
e portanto eδs ∈ Dom(δt). Logo e ∈ Dom(δsδt) e, por conseguinte, Dom(δst) =
Dom(δsδt). Seguidamente, tomemos e ∈ Dom(δst). Enta˜o, e ∈ R(s), pelo que es
e´ regular. Ale´m disso, eδs = (es)
−1es ∈ R(t), donde (es)−1est e´ tambe´m regular.
Como est = es(es)−1est, enta˜o est L (es)−1est. Por outro lado, e ∈ R(st), pelo
que est e´ regular. Enta˜o, (est)−1est L est L (es)−1est L ((es)−1est)
−1
(es)−1est,






(es)−1est = (est)−1est = eδst,
donde δ e´ um homomorfismo.
Para mostrar que δ separa idempotentes, tomemos e, f ∈ E tais que δe = δf .
Enta˜o, em particular, R(e) = R(f), pelo que e R f e portanto e = f .
Um semigrupo S diz-se fundamental se a identidade for a u´nica congrueˆncia
que separa idempotentes em S. Este conceito [4] e´ uma extensa˜o para semigrupos
arbitra´rios da noc¸a˜o de semigrupo regular fundamental. Uma definic¸a˜o alterna-
tiva e´ apresentada por Grillet em [6]. De acordo com este autor, um semigrupo
diz-se fundamental se a maior congrueˆncia contida em H for a identidade. Esta
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u´ltima definic¸a˜o e´, claramente, mais abrangente, visto que qualquer congrueˆncia
contida em H separa idempotentes. Ale´m disso, e´ bem conhecido que estas duas
noc¸o˜es coincidem para semigrupos regulares. No entanto, tal na˜o e´ verdade em
geral, mesmo para semigrupos finitos. Por exemplo, se S for um semigrupo nulo
(i.e. um semigrupo com zero 0 tal que S2 = {0}) enta˜o S e´ H-trivial e todas as
congrueˆncias de S separam idempotentes (note-se que S possui um so´ idempo-
tente: o zero), pelo que, se S possui pelo menos dois elementos, enta˜o a maior
congrueˆncia de S contida em H e´ a identidade e, por outro lado, S possui pelo
menos duas congrueˆncias distintas que separam idempotentes (a identidade e a
universal).
O seguinte corola´rio e´ uma consequeˆncia imediata do Teorema 1.1:
Corola´rio 1.2. Qualquer block-group fundamental e´ isomorfo a um subsemigrupo
de um semigrupo inverso.
E´ claro que, para um semigrupo inverso S, o homomorfismo δ definido no
teorema anterior coincide com a representac¸a˜o de Munn de S original. Assim,
mais geralmente para um block-group S, designamos tambe´m este homomorfismo
por representac¸a˜o de Munn de S. Do mesmo modo que a representac¸a˜o de Munn
de um semigrupo inverso, o nosso pro´ximo resultado estabelece que, para um
block-group eventualmente regular (um semigrupo diz-se eventualmente regular
se todo o elemento possui uma poteˆncia regular), o nu´cleo de δ coincide com a
maior congrueˆncia que separa idempotentes de S.
Consideremos a relac¸a˜o bina´ria µ definida sobre um semigrupo arbitra´rio S
por: dados a, b ∈ S, aµ b se e so´ se, para cada elemento regular x ∈ S, as
seguintes condic¸o˜es se verificam: xRxa implica xaH xb; xRxb implica xaH xb;
xL ax implica axH bx; e xL bx implica axH bx. Em [3], Edwards provou que µ
e´, em geral, uma congrueˆncia que separa idempotentes de S e, ale´m disso, se S for
um semigrupo eventualmente regular, enta˜o µ e´ a maior congrueˆncia que separa
idempotentes de S. Por outro lado, podemos provar que nu´cleo da representac¸a˜o
de Munn de um block-group conte´m µ. Assim, temos:
Corola´rio 1.3. O nu´cleo da representac¸a˜o de Munn de um block-group eventu-
almente regular S e´ a maior congrueˆncia de S que separa idempotentes.
2 Produtos de Mal’cev e a pseudovariedade BG
Nesta secc¸a˜o, apresentamos duas decomposic¸o˜es da pseudovariedade BG em pro-
dutos de Mal’cev.
De agora em diante todos os semigrupos considerados neste trabalho sa˜o fi-
nitos.
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Dada uma pseudovariedade de semigrupos V, um semigrupo S diz-se uma V-
extensa˜o de um semigrupo T se existe um homomorfismo sobrejectivo ϕ : S −→ T
tal que, para cada idempotente e de T , o subsemigrupo eϕ−1 de S pertence a V.
Seja W outra pseudovariedade de semigrupos. O produto de Mal’cev V©m W e´ a
pseudovariedade de semigrupos gerada por todas as V-extenso˜es de elementos de
W. Alternativamente, o produto de Mal’cev de pseudovariedades pode ser defi-
nido usando “morfismos relacionais”. Recordemos que um morfismo relacional
τ : S−→◦ T de um semigrupo S para um semigrupo T e´ uma func¸a˜o τ de S em
P(T ) tal que:
1. Para qualquer a ∈ S, aτ 6= ∅;
2. Para quaisquer a, b ∈ S, aτbτ ⊆ (ab)τ .
Observemos que, para cada idempotente e de T , o conjunto eτ−1 ou e´ vazio ou
e´ um subsemigrupo de S. Enta˜o, um semigrupo S pertence a V©m W se e so´ se
existe um morfismo relacional τ de S para um membro T de W tal que, para
cada idempotente e de T , se eτ−1 e´ na˜o vazio enta˜o eτ−1 ∈ V (ver [10, 7]).
A pseudovariedade BG ja´ foi definida. Denotemos por Ecom a pseudovariedade
de todos os semigrupos cujos idempotentes comutam. Observemos que estas duas
pseudovariedades podem ser definidas por uma so´ pseudoidentidade: claramente,
temos Ecom = Jxωyω = yωxωK e, por outro lado, BG = J(xωyω)ω = (yωxω)ωK [1]
(ver tambe´m [11]). Consideremos tambe´m a pseudovariedade EI = Jxω = yωK de
todos os semigrupos que possuem um so´ idempotente (alguns autores denotam
esta pseudovariedade por IE) e a pseudovariedade N = Jxω = 0K de todos os
semigrupos nilpotentes. Observemos que EI = G ∨ N (ver [1]).
Sejam S ∈ BG e E = E(S). Uma vez que a representac¸a˜o de Munn δ :
S → I(E) de S e´ um homomorfismo que separa idempotentes e I(E) ∈ Ecom,
temos imediatamente S ∈ EI©m Ecom. Portanto BG ⊆ EI©m Ecom. Seguidamente,
recordando que BG = J©m G, podemos considerar um morfismo relacional ξ de S
para algum grupo G tal que 1ξ−1 ∈ J. Definamos a func¸a˜o τ de S em P(I(E)×G)
por sτ = {(sδ, g) ∈ I(E) × G | g ∈ sξ}, para qualquer s ∈ S. E´ fa´cil ver
que τ e´ um morfismo relacional e, dado um idempotente e de Im δ, (e, 1)τ−1 =
eδ−1 ∩ 1ξ−1 ∈ EI ∩ J. Como I(E) × G e´ um semigrupo cujos idempotentes
comutam e EI ∩ J = N (de facto, temos tambe´m EI ∩ A = N: recordemos que
J = J(xy)ω = (yx)ω, xω+1 = xωK e A = Jxω+1 = xωK [1]), deduzimos que S ∈
N©m Ecom, donde temos tambe´m BG ⊆ N©m Ecom.
Por outro lado, seja S uma EI-extensa˜o de um semigrupo cujos idempotentes
comutam T e seja ϕ : S −→ T um homomorfismo sobrejectivo tal que, para cada
idempotente e de T , eϕ−1 ∈ EI. Tomemos x, y ∈ S. Enta˜o xωϕ, yωϕ ∈ E(T ),
pelo que
e = (xωyω)ϕ = xωϕyωϕ = yωϕxωϕ = (yωxω)ϕ
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e´ um idempotente de T . Logo (xωyω)ω, (yωxω)ω ∈ eϕ−1 e, como eϕ−1 ∈ EI, temos
(xωyω)ω = (yωxω)ω. Assim S ∈ BG e portanto EI©m Ecom ⊆ BG.
Como N ⊆ EI, enta˜o N©m Ecom ⊆ EI©m Ecom e portanto:
Teorema 2.1. BG = EI©m Ecom = N©m Ecom.
A primeira igualdade estabelecida no resultado anterior permite-nos concluir
que a classe dos block-groups e´ a maior famı´lia de semigrupos finitos para os
quais podemos considerar uma representac¸a˜o do tipo da de Munn, i.e. um ho-
momorfismo que separa idempotentes num semigrupo inverso sime´trico.
3 Dois resultados sobre semireticulados finitos
Seja E um semireticulado finito. Denotemos por 0 o zero de E e, para e, f ∈ E,
denotemos por e ∨ f o supremo de e e f , quando existe, com respeito a` ordem
parcial natural ≤ de E. Recordemos que e ≤ f se e so´ se e = ef(= fe).
Seja e ∈ E. Dizemos que e e´ ∨-irredut´ıvel se e 6= 0 e, para quaisquer e1, e2 ∈ E,
e = e1 ∨ e2 implica e = e1 ou e = e2. Dado um subconjunto X de E, denotamos
o conjunto dos elementos ∨-irredut´ıveis de E pertencentes a X por IrrE(X), ou
simplesmente por Irr(X), se na˜o houver ambiguidade.
Exemplo 3.1. Sejam n ∈ N e E = E(In). Uma vez que E e´ o conjunto
de todas as identidades parciais de {1, 2, . . . , n} e, para quaisquer α, β ∈ E,
















e portanto |Irr(E)| = n.
Podemos provar que:
Proposic¸a˜o 3.1. Sejam e, f ∈ E tais que Irr(Ee) = Irr(Ef). Enta˜o e = f .
Tendo em conta que um subsemireticulado pro´prio maximal E′ de E tem
exactamente |E| − 1 elementos, na˜o e´ muito dif´ıcil mostrar que E′, mesmo enca-
rado de modo independente, na˜o pode possuir mais elementos ∨-irredut´ıveis do
que E. Logo, por induc¸a˜o podemos deduzir o seguinte resultado:
Teorema 3.2. Se E′ e´ um subsemireticulado de E enta˜o |IrrE′(E′)| ≤ |IrrE(E)|.
4 Um refinamento da representac¸a˜o de Munn para
block-groups finitos
Nesta secc¸a˜o constru´ımos um homomorfismo que separa idempotentes de um
block-group finito S num semigrupo inverso sime´trico sobre um subconjunto
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pro´prio especial de E(S). Comec¸amos por mostrar que E(S) forma um semi-
reticulado e depois consideramos os seus elementos ∨-irredut´ıveis.
Em primeiro lugar, recordemos que
BG = J(xωyω)ω = (yωxω)ωK = J(xωyω)ωxω = (xωyω)ω = yω(xωyω)ωK
(ver [11]) e que, dado um semigrupo (qualquer) S, a ordem parcial natural ≤ de
E(S) define-se por e ≤ f se e so´ se e = ef = fe, para quaisquer e, f ∈ E(S).
Sejam S ∈ BG e e, f ∈ E(S). Enta˜o, se e = ef temos
e = ef = (ef)ω = f(ef)ω = fe
e, analogamente, se e = fe enta˜o e = ef . Portanto,
e ≤ f ⇐⇒ e = fe ⇐⇒ e = fe.
E´ enta˜o fa´cil mostrar que:
Proposic¸a˜o 4.1. Seja S ∈ BG. Enta˜o (E(S),≤) e´ um ∧-semireticulado. Ale´m
disso, o ı´nfimo e ∧ f de e e f e´ igual a (ef)ω, para quaisquer e, f ∈ E(S).
Seja δ : S → I(E), com E = E(S), a representac¸a˜o de Munn de S. Enta˜o,
dado s ∈ S, os conjuntos R(s) e L(s) sa˜o ideais de ordem de (E(S),≤) e as
aplicac¸o˜es δs : R(s) → L(s) e δ¯s : L(s) → R(s) preservam a ordem ≤. Ale´m
disso, dados e ∈ R(s) e a, b ∈ E(S) tais que e = a ∨ b, temos necessariamente
a, b ∈ R(s) e ainda eδs = aδs ∨ bδs. Analogamente, se e ∈ L(s) e a, b ∈ E(S) sa˜o
tais que e = a ∨ b, enta˜o a, b ∈ L(s) e eδ¯s = aδ¯s ∨ bδ¯s. Assim, δs : R(s) → L(s)
e δ¯s : L(s)→ R(s) sa˜o bijecc¸o˜es inversas uma da outra que preservam elementos
∨-irredut´ıveis, donde podemos concluir que as correspondeˆncias
ϑs : Irr(R(s)) → Irr(L(s)) e ϑ¯s : Irr(L(s)) → Irr(R(s))
e 7→ (es)−1(es) e 7→ (se)(se)−1
sa˜o bijecc¸o˜es inversas uma da outra.
Seguidamente, observemos que, dados um conjunto X, um subconjunto Y de
X, um semigrupo (qualquer) S e um homomorfismo ϕ : S −→ PT (X) tal que
Y (s)ϕ ⊆ Y , para qualquer s ∈ S, e´ fa´cil ver que a aplicac¸a˜o ζ : S −→ PT (Y )
definida por (s)ζ = (s)ϕ|Y (considerada como aplicac¸a˜o em Y ), para qualquer
s ∈ S, e´ tambe´m um homomorfismo.
Por outro lado, tendo em conta a Proposic¸a˜o 3.1 e o Corola´rio 1.3, e´ agora
fa´cil estabelecer o seguinte refinamento da nossa representac¸a˜o de Munn:
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Teorema 4.2. Seja S um block-group finito e seja U = Irr(E(S)). Enta˜o, a
aplicac¸a˜o
ϑ : S → I(U)
s 7→ ϑs
e´ um homomorfismo que separa idempotentes. Ale´m disso, o nu´cleo de ϑ e´ a
maior congrueˆncia que separa idempotentes de S.
Tendo em conta o conjunto base do semigrupo inverso sime´trico considerado
no conjunto de chegada, provamos na pro´xima secc¸a˜o que o homomorfismo do
teorema anterior e´ minimal.
5 O grau de separac¸a˜o dos idempotentes de um block-
group
Seja S um semigrupo finito. Definimos o grau de separac¸a˜o dos idempotentes,
d(S), de S como sendo o menor inteiro na˜o negativo n tal que existe um homo-
morfismo que separa idempotentes de S em PTn.
Observemos que, o problema de determinar d(S) faz sentido para qualquer
semigrupo finito S. No entanto, se substitu´ıssemos PTn por In, so´ poder´ıamos
considerar block-groups finitos, de acordo com a observac¸a˜o do fim da Secc¸a˜o 2.
Claramente, o menor inteiro na˜o negativo n tal que existe um homomorfismo que
separa idempotentes de um semigrupo S ∈ BG em In na˜o e´ menor que d(S).
Mostramos a` frente que, de facto, estes dois nu´meros sa˜o iguais.
O seguinte lema e´ fa´cil de provar:
Lema 5.1. Sejam S e T dois block-groups finitos e seja ϕ : S → T um homomor-
fismo sobrejectivo. Enta˜o φ = ϕ|E(S) : (E(S),∧) → (E(T ),∧) e´ um homomor-
fismo sobrejectivo (de semireticulados). Ale´m disso, se ϕ separa idempotentes
enta˜o φ e´ um isomorfismo.
Observemos que, dado α ∈ PTn, temos α = α2 se e so´ se Im(α) = Fix(α).
Seja Y um subconjunto de {1, 2, . . . , n} e denotemos a identidade parcial de
domı´nio (e imagem) Y por 1Y . E´ claro que 1Y ∈ E(In).
Seguidamente, consideremos a aplicac¸a˜o
E(PTn) → E(In)
α 7→ α ,
com α = 1Fix(α) = α|Im(α), para qualquer α ∈ E(PTn). Enta˜o, dados dois
idempotentes α e β de PTn, temos:
(i) Se α ≤ β enta˜o α ≤ β ;
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(ii) αβ ≤ (αβ)ω (e αβ ≤ (βα)ω );
(iii) Se (αβ)ω ≤ α , β enta˜o αβ = (αβ)ω .
A partir destas propriedades, podemos enta˜o facilmente provar que:
Lema 5.2. Seja T ∈ BG um subsemigrupo de PTn. Enta˜o, a aplicac¸a˜o
ξ : (E(T ),∧) → (E(In), ·)
α 7→ α
e´ um homomorfismo injectivo (de semireticulados).
Seja S um block-group finito. Uma vez que a aplicac¸a˜o ϑ : S → I(Irr(E(S))),
definida no Teorema 4.2, e´ um homomorfismo que separa idempotentes, temos
que d(S) ≤ |Irr(E(S))|. Por outro lado, seja ϕ : S → PT d(S) um homomorfismo
que separa idempotentes e seja T = Sϕ ∈ BG. Enta˜o, pelo Lema 5.1, podemos
considerar o isomorfismo φ = ϕ|E(S) : (E(S),∧)→ (E(T ),∧) e, pelo Lema 5.2, a
aplicac¸a˜o
φξ : (E(S),∧) → (E(Id(S)), ·)
e 7→ eϕ
e´ um homomorfismo injectivo de semireticulados. Logo, pelo Teorema 3.2, temos
que |Irr(E(S))| = |IrrE(S)(E(S))| ≤ |IrrE(Id(S))(E(Id(S)))| = d(S), atendendo
ao Exemplo 3.1.
Mostra´mos assim que:
Teorema 5.3. O grau de separac¸a˜o dos idempotentes de um block-group finito e´
igual ao seu nu´mero de idempotentes ∨-irredut´ıveis.
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1 Introduc¸a˜o
Diversos autores teˆm estudado propriedades de uma matriz baseados em
informac¸a˜o combinato´ria e qualitativa como seja a dos sinais das entradas
da matriz. Uma matriz cujas entradas pertencem ao conjunto {+,−, 0} e´
designada por matriz padra˜o de sinais ou, simplesmente, padra˜o de sinais.
Para cada matriz padra˜o de sinais quadrada, A, de ordem n, existe uma
classe natural de matrizes reais cujas entradas teˆm os sinais indicados por
A, que e´ definida por
Q(A) = {B | signB = A}
e que designamos por classe padra˜o de sinais de A. Neste trabalho estamos
interessados em matrizes sime´tricas e nas classes sime´tricas de sinais
QSYM (A) = {B | signB = A e B = BT } .
Definimos a ine´rcia de uma matriz sime´trica real H, n×n, como sendo o
terno In(H) = (pi, ν, δ), onde pi e´ o nu´mero de valores pro´prios positivos, ν e´
o nu´mero de valores pro´prios positivos e δ = n−pi−ν e´ o nu´mero de valores
pro´prios nulos. Para uma matriz padra˜o de sinais sime´trica A, definimos
o conjunto ine´rcia de A como sendo In(A) = { In(B) | B ∈ QSYM (A)}.
Diremos que o padra˜o de sinais A tem ine´rcia u´nica e e´ na˜o singular por
sinais se toda a matriz real pertencente a Q(A) tem a mesma ine´rcia e e´ na˜o
singular, respectivamente. Dados dois padro˜es de sinais sime´tricos A1 e A2,
se para quaisquer duas matrizes B1 ∈ QSYM (A1) e B2 ∈ QSYM (A2) existe
uma matriz na˜o singular real S tal que B1 = SB2ST , enta˜o diremos que A1
e A2 sa˜o congruentes por sinais e escrevemos A1 ≈ A2.
Pela lei de ine´rcia de Sylvester, podemos dizer que dois padro˜es de sinais
sime´tricos teˆm a mesma ine´rcia. Por exemplo, o padra˜o de sinais sime´trico 0 + ++ 0 +
+ + 0

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e´ congruente com  0 + 0+ 0 0
0 0 −

e, portanto, tem ine´rcia u´nica (1, 2, 0) e, consequentemente, e´ na˜o singular
por sinais. Por outro lado, o padra˜o de sinais tridiagonal + + 0+ + +
0 + +

e´ congruente por sinais  + 0 00 ∗ 0
0 0 +
 ,
onde ∗ representa 0, + ou−, e, portanto, o conjunto ine´rcia e´ {(2, 0, 1), (3, 0, 0),
(2, 1, 0)}.
Um padra˜o de sinais diagonal cujas entradas (diagonais) sa˜o + ou − e´
designado por padra˜o assinatura. O quadrado de um padra˜o assinatura e´
ainda um padra˜o assinatura em que todas as entradas na˜o nulas sa˜o +. Um
padra˜o de sinais em que exista exactamente uma entrada em cada coluna e
em cada linha igual a + e todas as restantes entradas sa˜o nulas e´ designado
por padra˜o de permutac¸a˜o. Dois padro˜es de sinais congruentes atrave´s de um
padra˜o assinatura e um padra˜o permutac¸a˜o sa˜o designados, respectivamente,
padro˜es congruentes por assinatura e congruentes por permutac¸a˜o.
O grafo G de um padra˜o quadrado de sinais A = (aij) de ordem n tem
como conjunto de ve´rtices {1, . . . , n}, e {i, j} e´ uma aresta de G se aij 6= 0.
O objectivo deste trabalho e´ fornecer um procedimento para determinar
o conjunto ine´rcia de um padra˜o de sinais cujo grafo e´ uma a´rvore (i.e., grafo
conexo sem ciclos). Comec¸aremos por generalizar resultados recentes de F.
Hall, Z. Li et al. (cf. [3, 4, 8, 9]) em alguns padro˜es sime´tricos de sinais.
Usaremos essencialmente ferramentas de congrueˆncias de matrizes (cf. e.g.
[1, 2, 5]).
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2 Padro˜es tridiagonais de sinais sime´tricos
Dado um padra˜o tridiagonal de sinais sime´trico, a ine´rcia na˜o depende
dos sinais das entradas na˜o diagonais, ja´ que dois padro˜es de sinais nes-
tas condic¸o˜es sa˜o congruentes por assinatura. Denotaremos essas entradas
por ±.
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e´ (1, 1, 0), podemos generalizar a Proposic¸a˜o 3.1 de [8].
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Proposic¸a˜o 2.1. Para o padra˜o tridiagonal sime´trico de sinais definido em
(2.1),
(a) se n e´ par, enta˜o A e´ na˜o singular por sinais e In(A) = (n2 ,
n
2 , 0),
(b) se n e´ ı´mpar, enta˜o A e´ singular por sinais e In(A) = (n−12 ,
n−1
2 , 1).
Observemos que esta proposic¸a˜o ainda e´ verdadeira para o padra˜o de
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
quando n e´ par.
Consideremos agora o padra˜o de sinais n× n
+ ±
± + ±
± + .. .
. . . . . .
 .
Com o + na entrada (1, 1) podemos, atrave´s de operac¸o˜es de congrueˆncia,
eliminar as entradas na˜o diagonais (1, 2) e (2, 1). Se a nova entrada (2, 2)
e´ 0 e n > 2, enta˜o podemos decompor o padra˜o de sinais de modo a que o
primeiro bloco seja  + 00 0 ±
± 0
 ,





122 encontro de algebristas portugueses 2005
cuja ine´rcia e´ (1, 0, 1). Se a nova entrada (2, 2) e´ −, enta˜o podemos decompor






que tem ine´rcia (1, 1, 0). A nova entrada (3, 3) e´ sempre + e recomec¸amos
de novo procedimento a partir daqui. Caso contra´rio, a entrada (2, 2) e´ +,
e o primeiro bloco da decomposic¸a˜o e´ simplesmente [+] e recomec¸amos de
novo procedimento a partir desta entrada.
Pelo algoritmo descrito podemos estimar a ine´rcia de um padra˜o tridia-
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. . . . . . ±
± +

e´ um padra˜o tridiagonal de sinais sime´trico, n× n, enta˜o In(A+) e´ igual a









onde bxc representa o maior inteiro menor ou igual ao nu´mero real x.
Diremos que a entrada diagonal (i, i) de um padra˜o sinais esta´ numa
posic¸a˜o ı´mpar (par) quando i e´ ı´mpar (par). As entradas diagonais (i, i) e
(j, j) dizem-se estar em posic¸o˜es ascendentes quando i < j (na˜o necessaria-
mente consecutivos).
Podemos agora generalizar alguns dos resultados principais encontrados
em [8].
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onde cada entrada diagonal e´ 0, + ou −,
(a) se n e´ par, enta˜o e´ na˜o singular por sinais se e so´ se nem duas entra-
das diagonais + nem duas − de A∗ existem em posic¸o˜es ascendentes
ı´mpar-par, respectivamente. Neste caso In(A∗) = (n2 ,
n
2 , 0);
(b) Se n e´ ı´mpar, enta˜o A∗ e´ na˜o singular por sinais se e so´ se existe pelo
menos uma entrada diagonal + ou − numa posic¸a˜o ı´mpar, mas na˜o
ambas em posic¸o˜es ı´mpares, e nem treˆs entradas diagonais + nem treˆs
− em posic¸o˜es ascendentes ı´mpar-par-´ımpar, respectivamente. Neste
caso In(A∗) = (n+12 ,
n−1
2 , 0) se existem + em posic¸o˜es ı´mpares, ou
In(A∗) = (n−12 ,
n+1
2 , 0) se existem − em posic¸o˜es ı´mpares.
Prova. Suponhamos que n e´ par. Sem perda de generalidade podemos
assumir que a u´ltima entrada diagonal e´ nula. De modo a A∗ ter ine´rcia
u´nica, quando usamos relac¸o˜es de congrueˆncia de modo a eliminar as entra-
das na˜o diagonais, os sinais das diagonais devem alternar entre + e −.
Pela Proposic¸a˜o 2.1, se n e´ ı´mpar e nem as entradas diagonais + nem −
esta˜o em posic¸o˜es ı´mpares, enta˜o A∗ tem ine´rcia u´nica (n−12 ,
n−1
2 , 1). Sem
perda de generalidade podemos assumir que a primeira entrada diagonal e´
na˜o nula. Seja +. De novo, atrave´s do procedimento de eliminac¸a˜o por
congrueˆncia, na˜o podemos ter − em posic¸o˜es diagonais e nenhumas treˆs
entradas diagonais + posic¸o˜es ascendentes ı´mpar-par-´ımpar. ¥
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e o conjunto ine´rcia e´ {(3, 2, 1), (4, 2, 0), (3, 3, 0)}.
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[+]⊕ [−]⊕ [+]⊕ [−]⊕ [∗]⊕ [−]⊕ [+]
e o conjunto ine´rcia e´ {(3, 3, 1), (4, 3, 0), (3, 4, 0)}.
3 Padro˜es de sinais sime´tricos em estrela
Consideremos agora um padra˜o de sinais cujo grafo e´ uma estrela.
Teorema 3.1. A menos de uma congrueˆncia por permutac¸a˜o e assinatura,
o padra˜o de sinais sime´tricos em estrela
S =

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onde cada entrada diagonal e´ 0, + ou −, tem ine´rcia u´nica se e so´ se a
diagonal de S tem uma das seguintes formas:
(0,+, . . . ,+), (−,+, . . . ,+) ou (∗, . . . , ∗) ,
em que pelos um dos ∗, numa posic¸a˜o distinta da primeira, e´ zero.















e S tem ine´rcia u´nica.
Suponhamos agora que todas as entradas diagonais sa˜o na˜o nulas, pos-









Neste caso, S tem ine´rcia u´nica se e so´ se todas as entradas diagonais dife-
rentes a` excepc¸a˜o da (1, 1) tem o mesmo sinal e a entrada (1, 1) tem sinal
diferente das restantes elementos diagonais ou e´ igual a 0. ¥
4 Padro˜es ac´ıclicos de sinais sime´tricos
Tal como na secc¸a˜o anterior, ao padra˜o tridiagonal de sinais corresponde
uma a´rvore muito particular: um caminho. Para terminar apresentamos
um algoritmo que permitira´ determinar o conjunto ine´rcia de um padra˜o
de sinais cujo grafo e´ uma a´rvore, que designaremos por padra˜o ac´ıclico de
sinais. (Para mais detalhes sobre os conceitos e a terminologia ba´sica aqui
utilizada da Teoria de Grafos cf. [10].)
Um ve´rtice de grau 1 diz-se terminal. Se o grau de v, gr(v), e´ maior ou
igual a 2, e existe pelo menos um ve´rtice terminal incidente em v, diremos
Ine´rcia de algumas matrizes padra˜o de sinais sime´tricas 127
que v e´ um pe´ do grafo. Ao subgrafo induzido por um pe´ e pelos seus ve´rtices
terminais designaremos por subgrafo terminal.
Consideremos agora um padra˜o ac´ıclico de sinais A, de ordem n, e seja G
o seu grafo. Reordenemos se necessa´rio os ı´ndices de modo a que o ve´rtice,
digamos k, seja o pe´ com maior nu´mero de ve´rtices terminais e estes sejam






∗ · · · ∗ ∗ ± · · · ±
± ∗




Se ao longo do processo de eliminac¸a˜o por congrueˆncia do bloco A(H)
for poss´ıvel eliminar as entradas (1, k), . . . , (k − 1, k) e (k, 1), . . . , (k, k − 1),
enta˜o
In(A) = In(A(G \H)) + In(A(H)) ,
caso contra´rio
In(A) = In(A(G \H ∪ k)) + In(A(H \ k)) ;
aplicamos agora de novo o procedimento ao ca´lculo da primeira parcela.












O grafo deste padra˜o de sinais e´























De acordo com algoritmo descrito acima, como
A ≈
 + − +− −
+ +









a ine´rcia de A e´
In(A) = In
 + − +− −
+ +
+ (2, 2, 0) .
Finalmente
In
 + − +− −
+ +
 = {(1, 1, 1), (2, 1, 0), (1, 2, 0)} .
Suponhamos ainda com o mesmo grafo, que o padra˜o de sinais tem












De acordo com o algoritmo apresentado
In(B) = In
 0 − +− 0
+ 0
+ (1, 1, 2) = (2, 2, 3) .
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Em geral, quando temos um padra˜o ac´ıclico de sinais particionado com
em 4.1, digamos B, e com entradas diagoniais todas nulas, a ine´rcia e´ u´nica
e podemos calcula´-la
In(B) = In(B(G \H)) + (1, 1, n− k − 1) .
Deste modo, existe sempre um nu´mero inteiro positivo ` tal que
In(B) = (`, `, n− 2`) .
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Factorizac¸a˜o de espectro arbitra´rio: Caso
na˜o-derrogato´rio
C.R.Johnson 1a, Yulin Zhang 2b
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Foi provado que uma matriz complexa A pode ser factorizada em A = BC,
onde os valores pro´prios de A e B esta˜o prescritos, sob uma u´nica condic¸a˜o
detB detC = detA. Provamos que, de facto, B e C podem ser na˜o- -derrogato´rias,
mesmo quando os valores pro´prios de A e B teˆm repetic¸o˜es.
Palavras-chave: Jordan, factorizac¸a˜o LU especial, na˜o-derrogato´ria.
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1. Problema
Teorema de Sourour (1986)[1][2]: Seja A ∈ Mn(C) uma matriz na˜o singu-
lar, β1, β2, ..., βn, γ1, γ2, ..., γn ∈ C e
n∏
i=1
βiγi = det(A). Enta˜o existem matrizes
B, C ∈Mn(C) com valores pro´prios β1, β2, ..., βn e γ1, γ2, ..., γn, respectivamente,
tais que A = BC.
O teorema do Sourour na˜o fala nada sobre quais as poss´ıveis formas de Jordan
de B e C. De facto, caso β1, β2, ..., βn, e γ1, γ2, ..., γn sa˜o distintos, enta˜o B e











Nesse caso na˜o podemos encontrar matrizes B e C tais que A = BC e ambas
B,C teˆm 2 blocos de Jordan.
2. Resultados.
O objectivo deste trabalho e´ mostrar que B e C podem ser na˜o-derrogato´-
rias, e ainda que quase sempre, B e C podem ter formas especiais. Diz-se que A
tem uma factorizac¸a˜o LU especial, se a sub-diagonal de L e a sobre-diagonal de



















em que xi 6= 0, yi 6= 0.
Nota se: S−1AS = S−1BCS = (S−1BS)(S−1CS). Enta˜o, no futuro em vez
de A, podemos considerar a semelhanc¸a de A.
Factorizac¸a˜o de A pode ser especial e´ equivalente a procurar uma semelhanc¸a
de A, tal que os menores principais de A sa˜o β1γ1, β1β2γ1γ2, ..., β1 · · ·βnγ1 · · · γn
e a sua factorizac¸a˜o LU e´ especial.
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Ou por Formula´rio de Cauchy-Binet:
Factorizac¸a˜o de A pode ser especial ⇔
detA[1, ..., k, k + 2|1, ..., k + 1]
detA[1, ..., k + 1|1, ..., k, k + 2]
sa˜o totalmente na˜o-nulos k = 0, ..., n− 2,
ou por Identidade de Sylvester ⇔




βiγi k = 0, ..., n− 2.
Theorem 1. Seja A ∈Mn(C) uma matriz na˜o singular, na˜o escalar, β1, β2, ..., βn,
γ1, γ2, ..., γn ∈ C e
n∏
i=1
βiγi = det(A). Enta˜o existe uma matriz A′ semelhante a
A e A′ tem factorizac¸a˜o LU especial se e so´ se na˜o existe i, 1 ≤ i ≤ n, tal que
rank(A− βiγiI) = 1.
Demonstrac¸a˜o (ver [3] ).
Theorem 2. Se existe i, tal que rank(A − βiγiI) = 1, enta˜o nesse caso A na˜o
tem factorizac¸a˜o LU especial.
Demonstrac¸a˜o: Seja λ ∈ σ(A) e A = LU e´ especial.
Enta˜o A − λI = LU − λI = L(U − λL−1). Como a sub-diagonal de L e´
totalmente na˜o nula, a sub-diagonal de L−1 tambe´m e´. Como β1, ..., βn (γ1, ..., γn)
sa˜o elementos diagonais de L (U), enta˜o as diagonais de U − λL−1 sa˜o
γ1 − λ
β1
, γ2 − λ
β2
, ..., γn − λ
βn
.
U − λL−1 =

γ1 − λβ1 ∗ . .
∗ γ2 − λβ2 ∗ .
. .
∗ . ∗
. . ∗ γn − λβn
.
As sub-e sobre-diagonais de U−λL−1 sa˜o totalmente na˜o nulas. Se γi− λ
βi
= 0
(λ = βiγi), enta˜o rank(U − λL−1) ter que ser pelo menos 2. 2
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Mas nesse caso A ainda tem factorizac¸a˜o na˜o-derrogato´rias (mais detalhados,
ver [3] ).






, β1 = 1, β2 = 3/2, γ1 = 1, γ2 = 2.
Como os valores pro´prios de A sa˜o 1, 3, enta˜o este caso e´ um caso excepcional.
Mas se trocar a ordem de β1, β2, ja´ temos um caso na˜o excepcional, quer dizer
que A ja´ pode ter factorizac¸a˜o especial de LU .
Para βi se existe um γi tal que βiγj = λ, chama-se a (βi, γj) um λ-par. Deno-
tamos por m(βi) (resp;m(γi)) a multiplicidade de βi (resp; γi) e TM(βi, γj) =
m(βi) +m(γj) a total multiplicidade de λ-par (βi, γj).
Theorem 3. (ver [3]) Dados β1, β2, ..., βn, γ1, γ2, ..., γn, λ, e´ poss´ıvel re-arranjar
os βi e γi, de tal forma que
(1) os β’s iguais ocorrem consecutivamente,
(2) βjiγki 6= λ, i = 1, ..., n
se e so´ se na˜o ha´ λ-par tal que TM(βp, γq) > n.
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Classes de Operadores (Primeiras Derivac¸o˜es) com
Contradom´ınio Nume´rico El´ıptico
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Resumo
Descrevem-se novas classes de operadores com contradomı´nio nu-
me´rico el´ıptico. Nomeadamente, considera-se a primeira derivac¸a˜o
de uma matriz A de ordem n, restrita ao m-e´simo espac¸o com-
pletamente sime´trico sobre Cn, m ∈ N. Mostra-se que estes ope-
radores admitem contradomı´nios nume´ricos homote´ticos, de forma
el´ıptica se n = 2 e, sob determinadas condic¸o˜es, quando n = 3.
Generaliza-se o resultado ao contradomı´nio nume´rico-c, c ∈ Rm+1,
e apresenta-se uma classe de matrizes tridiagonais com contrado-
mı´nio nume´rico-c el´ıptico. Consideram-se ainda operadores de em-
parelhamento boso´nicos e fermio´nicos de contradomı´nios nume´ricos
hiperbo´licos e el´ıpticos, respectivamente.
Palavras-chave: contradomı´nio nume´rico, Teorema de Murnaghan, operadores de criac¸a˜o
e destruic¸a˜o.
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1 Contradomı´nio nume´rico cla´ssico
Seja H um espac¸o de Hilbert complexo separa´vel dotado de um produto interno
〈·, ·〉 e seja A um operador linear definido em H. O contradomı´nio nume´rico do
operador A e´ o subconjunto do plano complexo que se denota e define por
W (A) = {〈Ax, x〉 : x ∈ H, 〈x, x〉 = 1} .
A literatura sobre este conjunto remonta a 1918, a dois artigos famosos de To-
eplitz [22] e de Hausdorff [15] que estabelecem uma das propriedades geome´tricas
mais importantes do contradomı´nio nume´rico: a sua convexidade. Desde enta˜o,
esta teoria tem suscitado o interesse de uma vasta comunidade de investigadores,
sendo de sublinhar o seu alcance em aplicac¸o˜es a diferentes ramos da matema´tica
pura e aplicada, como a ana´lise matricial, teoria de operadores, ana´lise funcional,
ana´lise nume´rica, a´lgebras-C∗, teoria de sistemas, equac¸o˜es diferenciais, e ainda
em F´ısica [1-4] e Arquitectura [20].
Em espac¸os de dimensa˜o finita, W (A) e´ um conjunto conexo e compacto; na˜o
necessariamente limitado nem fechado, caso contra´rio. Outra propriedade basilar
desta teoria e´ a inclusa˜o do espectro do operador A no fecho topolo´gico de W (A)
[14]. Alia´s, uma das razo˜es do interesse do contradomı´nio nume´rico em F´ısica
reside justamente no facto deste conjunto encerrar informac¸a˜o sobre o operadorA,
particularmente, sobre a localizac¸a˜o dos seus valores pro´prios. Particularmente
interessante e´ o estudo da relac¸a˜o entre as propriedades alge´bricas e anal´ıticas
do operador e as propriedades geome´tricas do seu contradomı´nio nume´rico. Por
exemplo, W (A) e´ um subconjunto do eixo real se e so´ se A e´ um operador auto-
adjunto.
Se H e´ de dimensa˜o finita n, podem obviamente representar-se os vectores de
H por n-uplos complexos e o operador A por um elemento da a´lgebra Mn das
matrizes quadradas complexas de ordem n. Considerando Cn munido do produto
interno euclidiano, define-se o contradomı´nio nume´rico da matriz A ∈Mn por
W (A) = {x∗Ax : x ∈ Cn, x∗x = 1}.
Neste contexto, tambe´m se usa a designac¸a˜o campo de valores e a notac¸a˜o F (A)
[16]. Murnaghan [19] e Kippenhahn [18] provaram, independentemente, que
W (A) e´ o invo´lucro convexo de uma curva alge´brica C(A), designada curva ge-
radora de fronteira de A, cuja equac¸a˜o em coordenadas lineares homoge´neas e´
det (uReA+ v ImA+ wIn) = 0,
onde ReA = 12 (A+A
∗) e ImA = 12i (A−A∗). Esta curva alge´brica tem classe
n, o que significa que por um ponto gene´rico do plano passam n rectas tangentes
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a` curva [12, 21]. Contudo, o seu grau pode ser superior a n, para n > 2. Ale´m
disso, os n focos reais de C(A) sa˜o os valores pro´prios da matriz A.
Se n = 2, o Teorema do Contradomı´nio El´ıptico [16] estabelece que W (A) e´
um disco el´ıptico (possivelmente degenerado) de focos nos valores pro´prios α1 e
α2 de A, e de eixos maior e menor de comprimento√
Tr(A∗A) − 2Re(α1α2) e
√
Tr(A∗A)− |α1|2 − |α2|2
respectivamente. Se n = 3, enta˜o W (A) pode tomar a forma el´ıptica, co´nica ou
triangular, ovular ou com uma u´nica porc¸a˜o plana na fronteira [17] e, se n ≥ 4,
desconhece-se em geral a forma geome´trica de W (A). Contudo, va´rias classes
de matrizes admitem contradomı´nio nume´rico el´ıpticos, independentemente da
sua ordem. E´ o caso das matrizes quadra´ticas [23], isto e´, que satisfazem uma
equac¸a˜o quadra´tica de coeficientes constantes, e de certas matrizes tridiagonais
[6, 7, 11], ou seja, matrizes de entrada aij nula, se |i− j| < 1.
Neste artigo, descrevem-se novas classes de operadores com contradomı´nio
nume´rico el´ıptico. Nomeadamente, o contradomı´nio nume´rico da primeira de-
rivac¸a˜o de uma matriz A ∈ M2 restricta ao m-e´simo espac¸o sime´trico sobre
C2, m ∈ N, e´ um disco el´ıptico. Generaliza-se este resultado ao contradomı´nio
nume´rico-c, c ∈ Rm+1, e caracteriza-se o contradomı´nio nume´rico-c de deter-
minadas matrizes tridiagonais de ordem m + 1. Prova-se ainda a existeˆncia de
uma relac¸a˜o de homotetia de raza˜o m entre W (A) e o contradomı´nio nume´rico
da primeira derivac¸a˜o de A ∈ Mn restricta ao m-e´simo espac¸o sime´trico sobre
Cn, apresentando-se uma condic¸a˜o necessa´ria e suficiente para o caso el´ıptico,
quando n = 3. Neste estudo, interveˆm as noc¸o˜es de operadores de criac¸a˜o e des-
truic¸a˜o de boso˜es, familiares em F´ısica Quaˆntica. Finalmente, apresentam-se os
contradomı´nios nume´ricos de operadores de emparelhamento. No caso boso´nico,
estes operadores sa˜o ilimitados, admitindo representac¸o˜es matriciais tridiagonais
infinitas bem estruturadas com contradomı´nios nume´ricos hiperbo´licos [4]. No
caso fermio´nico, mostra-se que a curva geradora de fronteira do contradomı´nio
nume´rico e´ uma elipse e eventualmente dois pontos.
2 Primeira derivac¸a˜o e operadores de criac¸a˜o e des-
truic¸a˜o de boso˜es
EmMecaˆnica Quaˆntica, descrevem-se os estados de uma part´ıcula por vectores de
um espac¸o de Hilbert, dito o espac¸o de estados. Em sistemas f´ısicos compostos por
va´rias part´ıculas ideˆnticas, torna-se u´til definir operadores que criam ou destroem
part´ıculas em estados individuais espec´ıficos. Outros operadores de interesse f´ısico
podem exprimir-se a` custa destes operadores de criac¸a˜o e destruic¸a˜o [5].
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Seja H, um espac¸o de Hilbert complexo n-dimensional, o espac¸o de estados de
uma so´ part´ıcula, {e1, . . . , en} um base ortonormada de H e m ∈ N. O m-e´simo
espac¸o (completamente) sime´trico sobre H, denotado por H(m), e´ os espac¸o de
estados adequado para descrever sistemas com m boso˜es, ou seja, part´ıculas que
obedecem a estat´ıstica de Bose-Einstein. Por convenc¸a˜o, H(0) = C. Introduz-se o
operador de criac¸a˜o boso´nico fi : H(m) → H(m+1), i = 1, . . . , n, como o operador
linear definido por
fi(x1 ∗ · · · ∗ xm) = ei ∗ x1 ∗ · · · ∗ xm,
para cada tensor decompon´ıvel x1 ∗ · · · ∗ xm ∈ H(m). O operador linear adjunto
de fi e´ o operador de destruic¸a˜o boso´nico gi : H(m+1) → H(m) definido por
gi(x1 ∗ · · · ∗ xm+1) =
m+1∑
k=1
〈ei, xk〉x1 ∗ · · · ∗ xk−1 ∗ xk+1 ∧ · · · ∗ xm+1,
para cada x1 ∗ · · · ∗ xm+1 ∈ H(m+1). Podem estender-se estes operadores a`
a´lgebra sime´trica sobre H, ⊕nm=0 H(m), de modo o´bvio, considerando-se esta
munida da norma induzida pelo produto interno 〈x∗, y∗〉 = per [〈xi, yj〉], onde
x∗ = x1 ∗ · · · ∗ xm, y∗ = y1 ∗ · · · ∗ ym sa˜o vectores decompon´ıveis de H(m) e
perX denota o permanente da matriz X. Os operadores de criac¸a˜o e destruic¸a˜o
de boso˜es satisfazem as relac¸o˜es de comutac¸a˜o cano´nicas:
[fi, fj ] = [gi, gj ] = 0, [gi, fj ] = δij , i, j = 1, . . . , n,
onde [f, g] = fg−gf denota o comutador dos operadores f e g. O operador linear
Ni = fi gi : H(m) → H(m) diz-se o operador nu´mero no estado i, i = 1, . . . , n, e
os seus valores pro´prios sa˜o os nu´meros 0, 1, 2 . . . ,m.
Dado um operador linear A definido em H, o operador induzido por A em
H(m) e´ o operador linear Pm(A) : H(m) → H(m) que actua sobre os tensores
x1 ∗ · · · ∗ xm ∈ H(m) de acordo com a fo´rmula:
Pm(A) (x1 ∗ · · · ∗ xm) = Ax1 ∗ · · · ∗Axm.
Pela multilineariedade do produto sime´trico, tem-se






x1 ∗ · · · ∗Axα1 ∗ · · · ∗Axαr ∗ · · · ∗ xm,
onde Qr,m e´ o conjunto das sucesso˜es estritamente decrescentes de comprimento
r de nu´meros inteiros de 1 a m. Pela propriedade universal do produto sime´trico,
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garante-se a existeˆncia de um u´nico operador linear P (r)m A : H(m) → H(m), para
cada r = 0, . . . ,m, tal que
P (r)m A (x1 ∗ · · · ∗ xm) =
∑
α∈Qr,m
x1 ∗ · · · ∗Axα1 ∗ · · · ∗Axαr ∗ · · · ∗ xm.
O operador P (r)m A diz-se a r-e´sima derivac¸a˜o de A em H(m). Neste contexto, a
r-e´sima derivac¸a˜o de A e´ completamente determinada, em termos do operador
induzido, pela fo´rmula:




Se r = 0, enta˜o P (r)m A reduz-se a` aplicac¸a˜o identidade em H(m). Em F´ısica, o
conceito de primeira derivac¸a˜o e´ mais relevante do que o conceito de operador
induzido. Observa´veis de natureza aditiva, tais como a energia cine´tica, momento
linear ou momento angular, ocorrem com frequeˆncia. Se A representar uma tal
quantidade para um sistema com uma so´ part´ıcula, enta˜o P (1)m A representa a
quantidade correspondente para um sistema com m part´ıculas satisfazendo a
estat´ıstica de Bose-Einstein [3]. Se r = 1, visto que Q1,m = {1, . . . ,m}, a primeira
derivac¸a˜o do operador A em H(m) satisfaz
P (1)m A (x1 ∗ · · · ∗ xm) =
m∑
i=1
x1 ∗ · · · ∗Axi ∗ · · · ∗ xm.
Define-se a primeira derivac¸a˜o de uma matriz A ∈Mn em Cn(m) de modo ana´logo.
Considera-se, agora, o operador linear definido na a´lgebra sime´trica sobre Cn por
n∑
i,j=1
aijfigj , aij ∈ C, i, j = 1, . . . , n, (1)
a` custa de operadores de criac¸a˜o e destruic¸a˜o de boso˜es. Quando restrito ao
subespac¸o Cn(m), o operador apresentado em (1) e´ justamente a primeira derivac¸a˜o
da matriz A ∈Mn de elemento gene´rico aij em Cn(m).
Com vista a simplificar o estudo, caso n = 2, consideram-se os operadores
lineares f1 e f2 definidos na a´lgebra sime´trica sobre C2 por
f1 =
1√
1 + |z| 2 (f1 − zf2) e f2 =
1√
1 + |z| 2 (f2 + zf1), (2)
com z ∈ C. Os seus operadores adjuntos sa˜o dados por
g1 =
1√
1 + |z| 2 (g1 − zg2) e g2 =
1√
1 + |z| 2 (g2 + zg1), (3)
respectivamente.
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Lema 2.1. Se A = [aij ] ∈ M2 e´ uma matriz Hermı´tica, enta˜o a primeira de-
rivac¸a˜o de A em C2(m) transforma-se, por meio de (2) e (3), com z ∈ C, na
forma
P (1)m A =
(
























a11|z|2 + a22 + a12z + a12z
)
. (7)
Demonstrac¸a˜o: A partir de (2) e (3), obteˆm-se as seguintes relac¸o˜es inversas:
f1 =
1√
1 + |z|2 (f1 + zf2), f2 =
1√




1 + |z|2 (g1 + z¯g2), g2 =
1√
1 + |z|2 (g2 − zg1). (9)






, tem-se o pretendido. ¥
O pro´ximo teorema caracteriza os valores pro´prios λk, k = 0, . . . ,m, da pri-
meira derivac¸a˜o de uma matriz Hermı´tica de ordem dois em C2(m). Por con-
venieˆncia, considera-se a seguinte ordem na˜o crescente: λ0 ≥ λ1 ≥ · · · ≥ λm.
Teorema 2.1. Seja A = [aij ] ∈ M2 uma matriz Hermı´tica. Enta˜o os valores








(a11 − a22)2 + 4|a12|2, k = 0, . . . ,m.
Demonstrac¸a˜o: Pelo Lema 2.1, pode tomar-se P (1)m A na forma (4), com a, b, c
dados por (5), (6), (7), respectivamente. Facilmente se obte´m
a− c = (a11 − a22)
(
1− |z|2)− 2 a12z − 2 a12z
1 + |z|2 (10)
e e´ poss´ıvel determinar um nu´mero complexo z tal que b se anula. De facto,
se A e´ uma matriz escalar, enta˜o b = 0, qualquer que seja z ∈ C. Se A e´ uma
matriz diagonal na˜o escalar, toma-se z = 0. Se A e´ na˜o diagonal, enta˜o considera-
-se z = (a11 − a22 ± ∆)/(2a12), onde ∆ =
√
(a11 − a22)2 + 4|a12|2. Neste caso,
a12(|z|2 − 1) = (a11 − a22) z e a12(|z|2 + 1) = ±∆z. Substituindo z na expressa˜o
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(10), mediante alguns ca´lculos, vem a−c = ∓∆. Atendendo a que a+c = a11+a22,
valem as igualdades a = 12(a11+a22)± 12∆ e c = 12(a11+a22)∓ 12∆. Pode, portanto,






e os seus va-
lores pro´prios sa˜o do tipo
λk = a(m− k) + ck, k = 0, . . . ,m. (11)




(a11 + a22)± m− 2k2 ∆, k = 0, . . . ,m. (12)
Uma vez que se assume a ordem na˜o crescente para os valores pro´prios de P (1)m A,
substitui--se o sinal ’±’ em (12) por ’+’. ¥
3 Contradomı´nio nume´rico da primeira derivac¸a˜o
Uma recta que intersecta W (A) em pelo menos um ponto e que define dois semi-
-planos, um dos quais na˜o conte´m ponto algum de W (A), diz-se uma recta de
suporte de W (A). Para cada θ ∈ [0, 2pi), designemos por λθ o valor pro´prio
ma´ximo (ou mı´nimo) da matriz Re (eiθA), com A ∈ Mn. As rectas de equac¸a˜o
x = λθ sa˜o as rectas de suporte verticais de W (eiθA). Submetendo-as a uma
rotac¸a˜o segundo o aˆngulo −θ, descrevem-se todas as rectas de suporte de W (A),
a` medida que θ varia de 0 a 2pi, o que permite, deste modo, caracterizar a fronteira
de W (A).
Mostra-se, de seguida, que o contradomı´nio nume´rico da primeira derivac¸a˜o
de uma matriz arbitra´ria A ∈M2 em C2(m) e´ um disco el´ıptico.
Teorema 3.1. Seja A ∈ M2 a matriz de valores pro´prios α1 e α2. O contrado-
mı´nio nume´rico da primeira derivac¸a˜o de A em C2(m) e´ o disco el´ıptico (possivel-
mente degenerado) de focos mα1 e mα2, eixos maior e menor de comprimento
m
√
Tr (A∗A)− 2Re (α¯1α2) e m
√
Tr (A∗A)− |α1|2 − |α2|2,
respectivamente.








Re (eiθP (1)m A) =
(




onde aθ = Re(a11eiθ), cθ = Re(a22eiθ) e 2bθ = a12eiθ + a21e−iθ, θ ∈ [0, 2pi). Pelo
Teorema 2.1, os valores pro´prios ma´ximo e mı´nimo do operador auto-adjunto
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e que definem as rectas de suporte de W (P (1)m A)








(aθ − cθ)2 + 4|bθ|2,
ou seja, esta˜o relacionados por uma homotetia de raza˜om com os valores pro´prios
± qθ que definem as rectas de suporte de W (P (1)1 A), quando θ varia de 0 a 2pi.
A representac¸a˜o matricial de P (1)1 A, na base cano´nica de C2, e´ obviamente dada
pela matriz A, sendo o seu contradomı´nio nume´rico descrito pelo Teorema do
Contradomı´nio El´ıptico. A descric¸a˜o geome´trica de W (P (1)m A), m ≥ 2, decorre
da respectiva descric¸a˜o no caso m = 1, dada a relac¸a˜o de homotetia entre as
fronteiras destes dois conjuntos, concluindo-se que W (P (1)m A) e´ um disco el´ıptico
homote´tico a W (A) e de raza˜o m. ¥
Estamos, agora, em condic¸o˜es de apresentar uma nova classe de matrizes tri-




(m− k)!k! , k = 0, . . . ,m
}
constitui uma base ortonormada do espac¸o sime´trico C2(m) e a representac¸a˜o ma-
tricial da primeira derivac¸a˜o de uma matriz arbitra´ria A = [aij ] ∈ M2 em C2(m),
na base cano´nica B, e´ uma matriz tridiagonal de ordem m+ 1 do tipo
TA =

a0 b1 0 . . . 0
c1 a1 b2 . . . 0
0 c2 a2
. . . 0
...
...
. . . . . .
...




ak = a11m+ (a22 − a11)k, k = 0, . . . ,m,
bk = a12
√
k(m− k + 1), k = 1, . . . ,m,
ck = a21
√
k(m− k + 1), k = 1, . . . ,m.
Enta˜o a classe das matrizes tridiagonais TA, de ordem m+ 1, m ∈ N, tem o seu
contradomı´nio nume´rico dado por um disco el´ıptico, descrito em pormenor no
Teorema 3.1.
Dada uma matriz arbitra´ria A ∈M2, estabelecemos uma relac¸a˜o de homotetia
entre W (A) e o contradomı´nio nume´rico da primeira derivac¸a˜o de A em C2(m).
Veremos que se pode estender este resultado a qualquer matriz A ∈Mn.
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Lema 3.1. Se A ∈ Mn e´ uma matriz Hermı´tica e α1 ≤ · · · ≤ αn sa˜o os valores
pro´prios de A, enta˜o os valores pro´prios da primeira derivac¸a˜o de A em Cn(m)
sa˜o
λk1,...,kn = k1α1 + · · ·+ knαn, k1, . . . , kn ∈ N0, k1 + · · ·+ kn = m.
Demonstrac¸a˜o: Os elementos de uma base do m-e´simo espac¸o sime´trico sobre
Cn podem escrever-se na forma ek11 ∗ · · · ∗ eknn , onde k1, . . . , kn ∈ N0 sa˜o tais
que k1 + · · · + kn = m. Sendo A ∈ Mn uma matriz Hermı´tica de valores pro´-





. Como Ni = figi satisfaz
Ni(ek11 ∗ · · · ∗ eknn ) = ki ek11 ∗ · · · ∗ eknn , i = 1, . . . , n,






sa˜o do tipo λk1,...,kn . ¥
Teorema 3.2. Se A ∈ Mn, enta˜o o contradomı´nio nume´rico da primeira de-
rivac¸a˜o de A em Cn(m) coincide com mW (A).
Demonstrac¸a˜o: Seja A = [aij ] ∈ Mn. A primeira derivac¸a˜o da matriz A em
Cn(m) e´ dada pelo operador (1). Observa-se que









, θ ∈ [0, 2pi),
onde
aθii = Re (aiie
iθ), 1 ≤ i ≤ n, e aθij =
aijeiθ + aji e−iθ
2
, 1 ≤ i < j ≤ n.
Como Re (eiθA) = [aθij ], verifica-se que Re (e
iθP
(1)







valores pro´prios sa˜o, atendendo ao Lema 3.1, definidos em termos dos valores
pro´prios αθ1 ≤ · · · ≤ αθn da matriz Hermı´tica Re (eiθA) por k1αθ1 + · · · + knαθn,
k1, . . . , kn ∈ N0, k1 + · · · + kn = m. O valor pro´prio ma´ximo do operador auto-
-adjunto Re (eiθP (1)m A) e´ mαθn e define as rectas de suporte do contradomı´nio
nume´rico da primeira derivac¸a˜o de A em Cn(m), a` medida que θ varia de 0 a 2pi.
Ora, mαθn esta´ relacionado, por uma homotetia de raza˜o m, com o maior valor
pro´prio αθn da matriz Hermı´tica Re (e
iθA) que determina os pontos da fronteira
deW (A), quando θ varia de 0 a 2pi. Pela convexidade do contradomı´nio nume´rico
e conhecida a fronteira de W (A), conclui-se que W (P (1)m A) = mW (A). ¥
Como vimos, em consequeˆncia do Teorema do Contradomı´nio El´ıptico, a
primeira derivac¸a˜o de A em Cn(m) admite sempre um contradomı´nio nume´rico
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el´ıptico, quando n = 2. Obtemos ainda descric¸o˜es el´ıpticas, para n = 3, mas im-
pondo determinadas condic¸o˜es na matriz A. Para tal, baseamo-nos no seguinte
lema de Keeler, Rodman e Spitkovsky [17].
Lema 3.2. Seja A ∈M3 de valores pro´prios α1, α2, α3. Enta˜o a curva geradora
da fronteira de W (A) e´ um ponto p e uma elipse E se e so´ se
1. d = Tr(A∗A)− |α1|2 − |α2|2 − |α3|2 > 0;
2. Tr(A) + 1d
(
α1|α1|2 − α2|α2|2 − α3|α3|2 − Tr(A∗A2)
)
= α3.
Ale´m disso, W (A) e´ um disco el´ıptico se e so´ se valem as condic¸o˜es 1., 2. e
3. (|α1 − α3|+ |α2 − α3|)2 − |α1 − α2|2 ≤ d.
Nas condic¸o˜es do Lema 3.2, o ponto p que constitui a curva geradora de
fronteira C(A) e´ dado pelo valor pro´prio α3 e os focos da elipse E sa˜o os valores
pro´prios α1, α2. A condic¸a˜o 3. assegura que o ponto α3 pertence ao domı´nio
delimitado pela elipse E .
Como consequeˆncia imediata do Teorema 3.2 e do Lema 3.2, obtemos os
seguintes corola´rios, o u´ltimo dos quais apresenta uma condic¸a˜o necessa´ria e sufi-
ciente para o contradomı´nio nume´rico da primeira derivac¸a˜o de A ∈M3 em C3(m)
assumir a forma el´ıptica, incluindo a respectiva descric¸a˜o geome´trica.
Corola´rio 3.1. Seja A ∈ M3 de valores pro´prios α1, α2, α3. O contradomı´nio
nume´rico da primeira derivac¸a˜o de A em C3(m) e´ o invo´lucro convexo de um ponto
e de uma elipse se e so´ se as condic¸o˜es 1. e 2. do Lema 3.2 se verificam.
Corola´rio 3.2. Seja A ∈ M3 de valores pro´prios α1, α2, α3. O contradomı´nio
nume´rico da primeira derivac¸a˜o de A em C3(m) e´ um disco el´ıptico se e so´ se sa˜o
satisfeitas as condic¸o˜es 1., 2. e 3 do Lema 3.2. Neste caso, os focos da elipse sa˜o
mα1, mα2 e o seu eixo menor tem comprimento
m
√
Tr(A∗A)− |α1|2 − |α2|2 − |α3|2.
4 Contradomı´nio nume´rico-c da primeira derivac¸a˜o
Como generalizac¸a˜o do contradomı´nio nume´rico cla´ssico, Westwick [24] introduziu
o contradomı´nio nume´rico-c de A ∈Mn, para c = (c1, . . . , cn) ∈ Rn, conjunto que







iAxi : {x1, . . . , xn} uma base ortonormada de Cn
}
.
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Se c = (1, 0, . . . , 0), enta˜o Wc(A) reduz-se ao contradomı´nio nume´rico cla´ssico
W (A). O Teorema de Westwick [24] assegura que Wc(A), c ∈ Rn, e´ convexo.
Ale´m disso, este conjunto e´ conexo, compacto e unitariamente invariante por
transformac¸o˜es de semelhanc¸a unita´ria de A. Observa-se, ainda, que
Wc(αIn + βA) = α
n∑
i=1
ci + βWc(A), α, β ∈ C.




ciασ(i), σ ∈ Sn,
onde Sn denota o grupo sime´trico de grau n, dizem-se os pontos-σ de Wc(A) e
desempenham um papel central nesta teoria. Sem perda de generalidade, pode
fixar-se uma ordem para as coordenadas de c, visto que uma sua reordenac¸a˜o
na˜o afecta a forma do conjunto Wc(A). Assume-se, por conseguinte, a ordem
na˜o-crescente: c1 ≥ · · · ≥ cn.
Se n = 2, Goldberg e Straus [13] descreveram Wc(A) como um disco el´ıptico
(possivelmente degenerado), cujos focos sa˜o os pontos-σ, zid = α1c1 + α2c2 e
z(12) = α1c2 + α2c1, cujos eixos maior e menor teˆm comprimento
|c1 − c2|
√
Tr(A∗A) − 2Re(α1α2) e |c1 − c2|
√
Tr(A∗A)− |α1|2 − |α2|2,
respectivamente. Recentemente, Chien e Nakazato [8, 9] obtiveram uma u´til
representac¸a˜o parame´trica para a fronteira do contradomı´nio nume´rico-c de uma
matriz arbitra´ria A ∈Mn, apresentada no lema seguinte.









, θ ∈ [0, 2pi). Enta˜o
Wc(A) e´ o invo´lucro convexo da curva {X(θ) + i Y (θ) : θ ∈ [0, 2pi)}, onde
X(θ) = cos θ λ(θ)− sin θ λ′(θ)
Y (θ) = − sin θ λ(θ)− cos θ λ′(θ).
Prova-se, antes de mais, um interessante resultado sobre a invariaˆncia do
contradomı´nio nume´rico-c, c ∈ Rn, perante a troca de duas entradas sime´tricas
relativamente a` diagonal principal de uma matriz tridiagonal arbitra´ria. Gene-
ralizamos, deste modo, resultados recentes de Brown e Spitkovsky [6] sobre o
contradomı´nio nume´rico cla´ssico e de Chien e Nakazato [10] relativo a matrizes
tridiagonais com diagonal principal de zeros.
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Teorema 4.1. Seja c ∈ Rn e A = [aij ] ∈ Mn uma matriz tridiagonal. O con-
tradomı´nio nume´rico-c e´ is invariante por troca da posic¸a˜o relativa das entradas
na˜o diagonais ajj+1 e aj+1j, para cada j = 1, . . . , n− 1.
Demonstrac¸a˜o: Para cada j = 1, . . . , n − 1, seja Âj a matriz tridiagonal que
apenas difere de A por troca das entradas ajj+1 e aj+1j . Por induc¸a˜o sobre n,
facilmente se verifica que o polino´mio caracter´ıstico de Re (eiθA) coincide com o
de Re (eiθÂj), θ ∈ [0, 2pi). Se n = 2, a afirmac¸a˜o e´ verdadeira. Suponhamos a
afirmac¸a˜o va´lida para todas as matrizes tridiagonais de ordem na˜o superior a n.







em que b e d denotam os vectores coluna e linha, com todas as entradas nulas, ex-












diferem de B por troca das entradas ajj+1 e aj+1j , j = 1, . . . , n, respectivamente.
Denotemos por A′ a matriz que se obte´m de A, eliminando a linha e coluna n.




∣∣∣ann+1eiθ + an+1ne−iθ∣∣∣2 pn−1,A′(t), (13)










pn,A(t) = pn, bAj (t) e pn−1,A′(t) = pn−1, bA′j (t).
Portanto, pn+1,B(t) coincide com o polino´mio caracter´ıstico da matriz Re (eiθB̂j),
j = 1, . . . , n − 1. Por outro lado, na˜o ocorre diferenc¸a alguma ao inverter as
posic¸o˜es de ann+1 e an+1n em (13), enta˜o pn+1,B(t) tambe´m e´ o polino´mio carac-
ter´ıstico de Re (eiθB̂n). Conclu´ıda a demonstrac¸a˜o por induc¸a˜o, verifica-se que




possuem os mesmos valores pro´prios, θ ∈ [0, 2pi). Pelo
Lema 4.1, tem-se Wc(A) =Wc(Âj), qualquer que seja c ∈ Rn. ¥
Obtemos, agora, a caracterizac¸a˜o el´ıptica do contradomı´nio nume´rico-c da
primeira derivac¸a˜o de uma matriz 2×2 restricta a C2(m), desde que sejam distintas
as duas primeiras componentes do vector c ∈ Rm+1, a partir da descric¸a˜o da curva
geradora de fronteira de Wc(A) disponibilizada pelo Lema 4.1.
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Teorema 4.2. Seja c = (c0, . . . , cm) ∈ Rm+1, com c0 > c1 ≥ · · · ≥ cm, e A ∈M2
de valores pro´prios α1 e α2. Enta˜o Wc (P
(1)




((m− k)α1 + kα2) ck e
m∑
k=0
(kα1 + (m− k)α2) ck
e de eixos maior e menor de comprimento
|sc|
√
Tr (A∗A)− 2Re(α¯1α2) e |sc|
√
Tr (A∗A)− |α1|2 − |α2|2, (14)
respectivamente, onde sc =
∑m
k=0(m− 2k) ck.
Demonstrac¸a˜o: Seja A = [aij ] e B = A − 12 Tr(A) I2. A multilinearidade do
produto sime´trico garante que P (1)m A = m2 Tr(A) id + P
(1)
m B, onde id denota a
aplicac¸a˜o identidade em C2(m). Verifica-se que
Re (eiθP (1)m B) =
(
aθ(f1g1 − f2g2) + bθf1g2 + b¯θf2g1
)∣∣ C2
(m)
, θ ∈ [0, 2pi),
onde aθ = Re
(
(a11 − a22) eiθ
)
e 2bθ = a12eiθ + a21e−iθ. Pelo Teorema 2.1, os











2aθ + 4|bθ|2, k = 0, . . . ,m. Pelo Lema 4.1,
Wc(P
(1)
m B) e´ o invo´lucro convexo da curva {Xm(θ) + i Ym(θ) : θ ∈ [0, 2pi)}, onde
Xm(θ) = cos θ λm(θ)− sin θ λ′m(θ), (15)









2aθ + 4|bθ|2. Ora, (c0 − c1)λm(θ) = sc λ1(θ).
Sendo c0 > c1, de (15) e (16), derivam-se as relac¸o˜es:
Xm(θ) =
sc
c0 − c1X1(θ) e Ym(θ) =
sc
c0 − c1Y1(θ),
isto e´, ocorre uma relac¸a˜o de homotetia de raza˜o |sc|/|c0 − c1| entre as curvas
geradoras de fronteira dos conjuntosWc (P
(1)
m B), m ≥ 2, eWc′(P (1)1 B) =Wc′(B),
c′ = (c0, c1). Se ±β1 sa˜o os valores pro´prios de B, enta˜o Wc′(B) e´ o disco el´ıptico




Tr (B∗B) + 2|β1|2 e |c0 − c1|
√
Tr (B∗B)− 2|β1|2,
respectivamente. Portanto, ∂Wc (P
(1)
m B) e´ uma elipse de focos ± sc β1. Como
os valores pro´prios de A sa˜o da forma 12Tr(A) ± β1, facilmente se verificam as
identidades:
Tr (A∗A)− |α1|2 − |α2|2 = Tr (B∗B)− 2|β1|2,
Tr (A∗A)− 2Re (α¯1α2) = Tr (B∗B) + 2|β1|2,
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e enta˜o (14) determina o comprimento dos eixos maior e menor da fronteira
el´ıptica de Wc (P
(1)
m B). A partir da relac¸a˜o existente entre P
(1)

















donde se conclui o pretendido. ¥
Denote-se por Aτµ a matriz tridiagonal com diagonal principal nula, primeira
subdiagonal constante igual a µ e superdiagonal igual a τ . Eiermann [11] provou
que W (Aτµ) e´ um disco el´ıptico e Chien [8] generalizou este resultado ao contra-
domı´nio nume´rico-c , obtendo
Wc(Aτµ) =







Outros contradomı´nios nume´ricos-c el´ıpticos teˆm sido obtidos para matrizes tri-
diagonais A = [aij ] ∈Mn com diagonal principal de zeros; por exemplo, Wc(A) e´
um disco el´ıptico [10] se existem µ, η ∈ C tais que
|ajj+1|+ |aj+1j | = |µ|+ |η| e ajj+1aj+1j = µη, j = 1, . . . , n− 1.
A partir dos Teoremas 4.1 e 4.2, apresentamos uma nova classe de matrizes tri-
diagonais com contradomı´nio nume´rico-c el´ıptico.
Corola´rio 4.1. Seja c = (c0, . . . , cm) ∈ Rm+1, com c0 > c1 ≥ · · · ≥ cm, seja
A = [aij ] ∈M2 de valores pro´prios α1, α2 e
T JA =

a0 b1 0 . . . 0
d1 a1 b2 . . . 0
0 d2 a2
. . . 0
...
...
. . . . . .
...




ak = a11m+ (a22 − a11)k, k = 0, . . . ,m,
bk = uk
√
k(m− k + 1), k = 1, . . . ,m,
dk = vk
√
k(m− k + 1), k = 1, . . . ,m,
com uk = a21, vk = a12, se k ∈ J , e uk = a12, vk = a21, se k ∈ J ′, para
J ∪ J ′ = {1, . . . ,m}, J ∩ J ′ = ∅. Enta˜o o contradomı´nio nume´rico-c da matriz
tridiagonal T JA e´ um disco el´ıptico (possivelmente degenerado) de focos
m∑
k=0
((m− k)α1 + kα2) ck e
m∑
k=0
(kα1 + (m− k)α2) ck
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e de eixos maior e menor de comprimento
|sc|
√
Tr (A∗A)− 2Re(α¯1α2) e |sc|
√
Tr (A∗A)− |α1|2 − |α2|2,
respectivamente, onde sc =
∑m
k=0(m− 2k) ck.
Demonstrac¸a˜o: A representac¸a˜o matricial da primeira derivac¸a˜o da matriz A
restrita a C2(m), na base cano´nica B, e´ dada pela matriz tridiagonal T ∅A , cujo
contradomı´nio nume´rico-c e´ especificado no Teorema 4.2. Ora T JA e´ a matriz
tridiagonal que resulta de T ∅A por troca das entradas bj e dj , j ∈ J . Obtem-
-se o resultado pretendido, a partir do Teorema 4.1 que assegura a invariaˆncia
do contradomı´nio nume´rico-c por troca da posic¸a˜o relativa destes elementos na˜o
diagonais. ¥
5 Considerac¸o˜es finais
Para ale´m da primeira derivac¸a˜o de uma matriz A = [aij ] ∈ M2, estudada ante-
riormente, tambe´m se podem considerar operadores de emparelhamento definidos
na a´lgebra sime´trica sobre C2, em termos de operadores de criac¸a˜o e destruic¸a˜o
de boso˜es por
B = a11f1g1 + a12f1f2 + a21g1g2 + a22f2g2. (17)
Estes operadores B sa˜o ilimitados e o seu contradomı´nio nume´rico tem um com-
portamento bastante distinto do contradomı´nio nume´rico da primeira derivac¸a˜o.




(q), de subespac¸os Γ(q) gerados pelos vectores en+τq1 ∗ en+κq2 ,
n ∈ N0, onde se consideram τq = 12 (|q| − q) e κq = 12 (|q|+ q), q ∈ Z. Estes
subespac¸os Γ(q) sa˜o invariantes pelo operador de emparelhamento B, para cada
q ∈ Z, verificando-se que a matriz tridiagonal infinita
T qB =

a0 b1 0 0 . . .
c1 a1 b2 0 . . .
0 c2 a2 b3 . . .









an = a11(n+ τq) + a22(n+ κq), n ∈ N0,
bn = a21
√
n(n+ |q|), n ∈ N,
cn = a12
√
n(n+ |q|), n ∈ N,
150 encontro de algebristas portugueses 2005






(n+ τq)! (n+ κq)!
: n ∈ N0
}
.
O contradomı´nio nume´rico destes operadores de emparelhamento toma a forma
hiperbo´lica (possivelmente degenerada), bem como as suas representac¸o˜es ma-
triciais tridiagonais infinitas. Apresenta-se a caracterizac¸a˜o completa do contra-
domı´nio nume´rico do operador de emparelhamento restrito a Γ(q), q ∈ Z, no
Teorema seguinte que obtivemos em [4].






−(a11 + a22) + η
√
(a11 + a22)2 − 4a12a21
)
+ τqa11 + κqa22,
com η ∈ {−1, 0, 1}, q ∈ Z, e
M = 12 |(a11 + a22)2 − 4a12a21| − 12 |a11 + a22|2 + |a12|2 + |a21|2,
N = 12 |(a11 + a22)2 − 4a12a21|+ 12 |a11 + a22|2 − |a12|2 − |a21|2.
a) Se M > 0 e N > 0, enta˜o W (B|Γ(q)) e´ limitado por um ramo da hipe´rbole de
focos em λ1q e λ
−1
q , eixos transverso e na˜o-transverso de comprimento (1+|q|)
√
N
e (1 + |q|)√M, respectivamente.
b) Se M > 0 e N = 0, enta˜o W (B |Γ(q)) e´:
i. a recta rq, se |a12| = |a21|;
ii. um semi-plano aberto definido pela recta rq, se |a12| 6= |a21|;
em que rq e´ a recta que passa por λ0q e e´ perpendicular ao segmento que une os
pontos λ1q e λ
−1
q .
c) Se M > 0 e N < 0, enta˜o W (B |Γ(q)) e´ todo o plano complexo.
d) Se M = 0 e N > 0, enta˜o W (B |Γ(q)) e´ uma semi-recta fechada de extremo
λ1q ou λ
−1





e) Se M = N = 0, enta˜o W (B|Γ(0)) e´:
i. o conjunto singular {λ0q}, se Tr(A) = 0;
ii. a semi-recta aberta de extremo λ0q, contendo τqa11 + κqa22, se Tr(A) 6= 0.
A partir do Teorema 5.1, e´ ainda poss´ıvel revelar a existeˆncia de uma relac¸a˜o
de homotetia entre os conjuntos W (B|Γ(q)) uma vez que
W (B |Γ(q)) = (1 + |q|)W (B |Γ(0)) + τqa11 + κqa22, q ∈ Z.
Introduzimos, anteriomente, as noc¸o˜es de operadores de criac¸a˜o e destruic¸a˜o
de boso˜es , isto e´, de part´ıculas que ocorrem em estados totalmente sime´tricos. Na
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Natureza, observam-se ainda estados anti-sime´tricos e as part´ıculas que ocorrem
nestes estados dizem-se fermio˜es, ou seja, obedecem a estat´ıstica de Fermi-Dirac.
Om-e´simo espac¸o de Grassmann sobreH, denotado por ∧mH, m ∈ N, e´ o espac¸o
adequado para descrever sistemas com m fermio˜es, com a convenc¸a˜o
∧0H = C.
Define-se o operador de criac¸a˜o fermio´nico fi :
∧m−1H → ∧mH, i = 1, . . . , n,
como o operador linear tal que
fi(x1 ∧ · · · ∧ xm−1) = ei ∧ x1 ∧ · · · ∧ xm−1,
para cada x1 ∧ · · · ∧ xm−1 ∈
∧m−1H. O seu operador adjunto e´ o operador de
destruic¸a˜o fermio´nico gi :
∧mCn → ∧m−1Cn definido por
gi(x1 ∧ · · · ∧ xm) =
m∑
k=1
(−1)k+1 〈ei, xk〉x1 ∧ · · · ∧ xk−1 ∧ xk+1 ∧ · · · ∧ xm,
para cada x1 ∧ · · · ∧ xm ∈
∧mH. Podem estender-se estes operadores a` a´lgebra
de Grassmann algebra sobre H,⊕nm=0∧mH, que se considera munida da norma
induzida pelo produto interno 〈x∧, y∧〉 = det [〈xi, yj〉], para x∧ = x1 ∧ · · · ∧ xm,
y∧ = y1 ∧ · · · ∧ ym tensores decompon´ıveis de
∧mH. Neste caso, sa˜o satisfeitas
as relac¸o˜es de anti-comutac¸a˜o cano´nicas:
{fi, fj} = {gi, gj} = 0, {gi, fj} = δij , i, j = 1, . . . , n,
onde {f, g} = fg + gf denota o anti-comutador dos operadores f e g.
Podemos, agora, introduzir a noc¸a˜o de operador de emparelhamento na a´lgebra
de Grassmann sobre C2 como o operador linear
B = a11f1g1 + a12f1f2 + a21g1g2 + a22f2g2, aij ∈ C, i, j = 1, 2, (18)
definido a` custa de operadores de criac¸a˜o e destruic¸a˜o de fermio˜es. A investigac¸a˜o
do contradomı´nio nume´rico destes operadores podia seguir passos semelhantes
aos utilizados no caso boso´nico [4]. Contudo, optamos por uma via mais ra´pida,
atendendo a` representac¸a˜o matricial do operador na base {1, e1, e2, e1 ∧ e2} da
a´lgebra de Grassmann sobre C2 e ao facto bem conhecido [16] do contradomı´nio
nume´rico de uma soma directa de matrizes A1 ⊕ A2 coincidir com o invo´lucro
convexo de W (A1) e W (A2), quaisquer que sejam as matrizes A1, A2 ∈Mn.
Teorema 5.2. Seja B o operador de emparelhamento definido na a´lgebra de
Grassmann sobre C2 por (18) e
M = 12 |a11 + a22|2 + |a12|2 + |a21|2 + 12 |(a11 + a22)2 − 4a12a21|,
N = 12 |a11 + a22|2 + |a12|2 + |a21|2 − 12 |(a11 + a22)2 − 4a12a21|.
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Enta˜o W (B) e´ o invo´lucro convexo dos pontos a11, a22 e da elipse EB (possivel-
mente degenerada) de focos em
1
2
(a11 + a22)± 12
√
(a11 + a22)2 − 4a12a21





Demonstrac¸a˜o: A representac¸a˜o matricial de B na base {1, e1, e2, e1 ∧ e2} da
a´lgebra de Grassmann sobre C2 e´ dada pela matriz
0 0 0 −a12
0 a11 0 0
0 0 a22 0
a21 0 0 a11 + a22
 , (19)












Pela invariaˆncia do contradomı´nio nume´rico perante transformac¸o˜es de semel-
hanc¸a unita´ria e pela propriedade relativa a` soma directa, verifica-se que W (B)
e´ o invo´lucro convexo do conjunto W (B1)∪W (B2). Ale´m disso, vale a igualdade
Tr(B∗2B2) = |a11 + a22|2 + |a12|2 + |a21|2 e, dados os valores pro´prios β1 e β2 da
matriz B2, teˆm-se
2|β21 |+ 2|β2|2 = |a11 + a22|2 + |(a11 + a22)2 − 4a12a21|,
4Re(β1β¯2) = |a11 + a22|2 − |(a11 + a22)2 − 4a12a21|.
Pelo Teorema do Contradomı´nio El´ıptico, W (B2) e´ um disco el´ıptico (possivel-
mente degenerado), com β1 e β2 por focos, eixos maior e menor de comprimento√
M e
√
N , respectivamente. Assim, W (B) e´ o invo´lucro convexo dos pontos
a11, a22 e da elipse EB que constitui a fronteira do conjunto W (B2). ¥
Em particular, o operador de emparelhamento fermio´nico B definido por (18)
admite um contradomı´nio nume´rico el´ıptico, cuja fronteira se reduz a` elipse EB
descrita no Teorema 5.2, se os pontos a11 e a22 pertencem ao domı´nio delimitado
pela curva EB.
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Resumo
Seja Uq(g+) a deformac¸a˜o de Drinfeld–Jimbo da a´lgebra envolvente
universal da a´lgebra de Lie nilpotente g+ = sl+n+1, que aparece natu-
ralmente como a parte positiva na decomposic¸a˜o triangular da a´lgebra
de Lie simples sln+1 de tipo An. Assumindo que o corpo de base K
e´ alge´bricamente fechado e de caracter´ıstica 0, e que o paraˆmetro
q ∈ K∗ na˜o e´ raiz da unidade, definimos e estudamos certos quo-
cientes de Uq(g+) que coincidem com a a´lgebra de Hayashi quando
n = 2 (ver [13], [2] e [12]). Mostramos que estes sa˜o domı´nios No-
etherianos simples, de centro trivial e dimensa˜o de Gelfand-Kirillov
par. Propomo-los assim como ana´logos quaˆnticos das a´lgebras de
Weyl. Na segunda parte do artigo, estudamos o espectro primitivo
de Uq(sl+4 ) em detalhe, no esp´ırito de [14]. Determinamos todos os
ideais primitivos de Uq(sl+4 ), calculamos as suas alturas e construi-
mos Uq(sl+4 )-mo´dulos simples correspondendo a cada um destes ideais
primitivos de Uq(sl+4 ).
Palavras-chave: a´lgebra de Lie nilpotente, a´lgebra de Weyl, grupo quaˆntico, ideal pri-
mitivo.
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1 Introduc¸a˜o
Nesta exposic¸a˜o estudaremos os ideais primitivos da a´lgebra envolvente universal
quantizada Uq(g+) correspondente a` a´lgebra de Lie nilpotente g+ = sl+n+1 das ma-
trizes estritamente triangular superiores de ordem n+ 1, dando especial atenc¸a˜o
a` a´lgebra Uq(sl+4 ). No caso cla´ssico, os factores primitivos da a´lgebra envolvente
universal U(g+) de g+ sa˜o isomorfos a a´lgebras de Weyl, e como tal os ideais
primitivos de U(g+) sa˜o simplesmente os seus ideais maximais. Por exemplo, se
n = 2 enta˜o U(sl+3 ) admite geradores x, y, z, que satisfazem as relac¸o˜es:
xz = zx, yz = zy, xy − yx = z.
O centro de U(sl+3 ) e´ a a´lgebra polinomial na varia´vel central z, e U(sl
+
3 )/(z− 1)
e´ isomorfa a` primeira a´lgebra de Weyl sobre o corpo de base. Aqui, o cena´rio
quaˆntico difere do cla´ssico: conhecem-se ideais primitivos de Uq(sl+3 ) que na˜o sa˜o
maximais (ver [17], por exemplo), e portanto Uq(g+) tem, em geral, quocientes
primitivos que na˜o sa˜o simples.
Seja K um corpo alge´bricamente fechado de caracter´ıstica 0 e tome-se um
paraˆmetro q ∈ K∗ que na˜o seja raiz da unidade. Enta˜o, Uq(g+) e´ a K-a´lgebra
com geradores e1, . . . , en, sujeitos a`s relac¸o˜es de Serre quaˆnticas:
eiej − ejei =0 se |i− j| 6= 1,
e2i ej − (q + q−1)eiejei + eje2i =0 se |i− j| = 1.
O centro de Uq(g+) foi calculado por Alev e Dumas [1], e por Caldero [5, 6]. E´
uma a´lgebra polinomial sobre K nas varia´veis centrais z1, . . . , zl, onde l = bn+12 c.
Se n = 2 enta˜o Uq(sl+3 ) pode ser dada por geradores X, Y , Z, que satisfazem as
seguintes relac¸o˜es:
ZX = q−1XZ, ZY = qY Z, XY − q−1Y X = Z.
O centro de Uq(sl+3 ) e´ a a´lgebra polinomial na varia´vel z1 = (XY − qY X)Z.
Em [13], Kirkman e Small mostraram que (z1 − 1) e´ um ideal maximal de
Uq(sl+3 ) e que a a´lgebra quociente Aq = Uq(sl
+
3 )/(z1 − 1), apesar de na˜o ser iso-
morfa a` a´lgebra de Weyl A1(K), partilha com esta va´rias propriedades: sa˜o ambas
domı´nios Noetherianos simples, de centro trivial, dimensa˜o de Gelfand-Kirillov
2 e dimensa˜o de Krull 1. Na primeira parte da exposic¸a˜o, generalizaremos estes
resultados de Kirkman e Small a Uq(g+), para todo o n ≥ 2. Mais concretamente,
mostraremos que (z1−α1, . . . , zl −αl) e´ um ideal maximal de Uq(g+), para todo
o α1, . . . , αl ∈ K∗, e concluiremos que a a´lgebra quociente correspondente e´ um
domı´nio Noetheriano simples de centro trivial e dimensa˜o de Gelfand-Kirillov par,
embora na˜o seja isomorfa a uma a´lgebra de Weyl sobre K.
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Na segunda parte da exposic¸a˜o, estudaremos os ideais primitivos a` esquerda
de Uq(sl+4 ) bastante detalhadamente. De forma a fazermos uso da teoria de es-
tratificac¸a˜o de Goodearl e Letzter [10], consideraremos a acc¸a˜o natural do torus
H = (K∗)3 em Uq(sl+4 ). Relativamente a esta acc¸a˜o, o espectro primo de Uq(sl+4 )
e´ particionado em 4! = 24 estratos, dados na Proposic¸a˜o 4.1. Apo´s uma ana´lise
da porc¸a˜o maximal de cada estrato, obteremos todos os ideais primitivos de
Uq(sl+4 ), e calcularemos tambe´m as suas respectivas alturas, usando a catenarie-
dade de Uq(sl+4 ) e a fo´rmula da altura de Tauvel (ver [9]). Resultados ana´logos
foram obtidos por Malliavin [17] para Uq(sl+3 ) e, recentemente, por Launois [14]
para Uq(so+5 ). Neste u´ltimo caso, o autor conseguiu determinar o grupo dos auto-
morfismos de a´lgebra de Uq(so+5 ), usando resultados parciais de Andruskiewitsch
e Dumas [3]. Uma consequeˆncia interessante deste estudo e´ que a dimensa˜o de
Gelfand-Kirillov dos quocientes primitivos de Uq(sl+4 ) toma exactamente os va-
lores 0, 2 e 4. Em particular, como acontece no caso cla´ssico, esta dimensa˜o e´
sempre par.
Finalmente, construiremos um Uq(sl+4 )-modulo simples de aniquilador P , para
cada ideal primitivo P de Uq(sl+4 ). Isto, claramente, na˜o esgota a lista de todos os
Uq(sl+4 )-modulos simples, mas resolve o problema de decidir se um dado elemento
pertence ou na˜o a um dado ideal primitivo de Uq(sl+4 ), e portanto facilita a tarefa
de distinc¸a˜o entre os va´rios ideais primitivos desta a´lgebra.
2 Definic¸o˜es e notac¸a˜o
Trabalhamos sobre um corpo alge´bricamente fechado K de caracter´ıstica 0, e
fixamos um paraˆmetro q ∈ K∗ que supomos na˜o ser uma raiz da unidade. Seja
g = sln+1 a a´lgebra de Lie complexa e semisimples das matrizes de ordem (n+1)
e trac¸o 0, e tomemos a sua suba´lgebra nilpotente maximal g+ = sl+n+1 constitu´ıda
pelas matrizes estritamente triangular superiores. Como e´ habitual, [k] = q
k−q−k
q−q−1
e´ a q-versa˜o do inteiro k ∈ Z.
2.1 A a´lgebra Uq(g
+)
A a´lgebra envolvente universal quantizada Uq(g+) e´ a K-a´lgebra associativa e
unita´ria dada pelos geradores de Chevalley e1, . . . , en, sujeitos a`s relac¸o˜es de
Serre quaˆnticas:
eiej − ejei =0 se |i− j| 6= 1, (1)
e2i ej − (q + q−1)eiejei + eje2i =0 se |i− j| = 1. (2)
Sejam Q = Zn o grupo abeliano livre de posto n e base cano´nica {α1, . . . , αn},
e Q+ = Nn o seu submonoide. Existe uma forma bilinear na˜o degenerada em
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Q×Q determinada por (αi, αj) = 2,−1 ou 0 conforme se tenha i = j, |i− j| = 1
ou |i − j| > 1, respectivamente. Em virtude da homogeneidade das relac¸o˜es
de Serre quaˆnticas, veˆ-se que Uq(g+) admite uma graduac¸a˜o por Q+ em que o
gerador ei tem grau αi. Usaremos a terminologia peso em vez de grau para esta
graduac¸a˜o, e escreveremos wt(u) = β se u ∈ Uq(g+) tiver peso β ∈ Q+.
2.2 Base de tipo PBW
Como foi feito em [18, App. 2], definimos recursivamente elementos de peso Xij ,
1 ≤ i < j ≤ n + 1, fazendo Xi,i+1 = ei e Xij = XikXkj − q−1XkjXik, para
1 ≤ i < k < j ≤ n + 1 (isto na˜o depende da escolha de k). Note-se que
wt(Xij) = αi + · · · + αj−1, para i < j. O conjunto {Xij} e´ munido da seguinte
ordem total:
Xij < Xkl ⇐⇒ (k < i) ou (k = i e l < j);
denotaremos tambe´m o k-e´simo elemento desta cadeia crescente por Xk, de forma
a que {Xij}1≤i<j≤n+1 = {Xk}1≤k≤m, onde m = 12n(n+ 1). Tambe´m usaremos a
notac¸a˜o seguinte: Xb = Xb11 · · ·Xbmm , para b = (b1, . . . , bm) ∈ Nm.
Os resultados de Ringel que se seguem sa˜o bem conhecidos.
Teorema 2.1 ([18, Thm. 2, Cor.]).
(a) A a´lgebra Uq(g+) e´ uma extensa˜o de Ore iterada do tipo
K[X1][X2; τ2, δ2] · · · [Xm; τm, δm],
onde τj e´ um automorfismo de a´lgebra e δj e´ uma τj-derivac¸a˜o K-linear;
(b) Os mono´mios {Xb | b ∈ Nm} formam uma base de Uq(g+), e para i < j
tem-se
XjXi = qvjiXiXj + r,
onde vji = (wt(Xi), wt(Xj)) e r e´ uma combinac¸a˜o linear de mono´mios em
Xi+1, . . . , Xj−1;
(c) Os ideais primos de Uq(g+) sa˜o completamente primos.
2.3 O grau de um elemento de Uq(g
+)
Definimos uma relac¸a˜o de ordem em Nm por b < c ⇐⇒ existe 1 ≤ k ≤ m tal
que bk < ck e bt = ct para todo o t > k. Em conjunc¸a˜o com o Teorema 2.1(b),
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e a a´lgebra graduada que lhe corresponde e´ o espac¸o afim quaˆntico de geradores
θ1, . . . , θm e relac¸o˜es θjθi = qvjiθiθj , sempre que i < j, onde θi = gr Xi e vji =
(wt(Xi), wt(Xj)).
Dado u ∈ Uq(g+), pomos deg(u) = a ∈ Nm se u 6= 0 e a for o u´nico elemento
de Nm que satisfaz u ∈ Fa e u /∈ Fb para todo o b < a. Dizemos enta˜o que
u tem grau a. Note-se que deg(uv) = deg(u) + deg(v) para todos os elementos
u, v ∈ Uq(g+) na˜o nulos.
2.4 Elementos normais de Uq(g
+)
De acordo com o trabalho de Alev e Dumas [1], e tambe´m de Caldero [6, 7],
existem elementos de peso ∆1, . . . ,∆n em Uq(g+) tais que o seguinte teorema e´
va´lido.
Teorema 2.2 ([6, 7]). Dados 1 ≤ i, j ≤ n, tem-se:
(a) ei∆j = qδij−δi,n+1−j∆jei;
(b) A suba´lgebra de Uq(g+) gerada pelos ∆i e´ uma a´lgebra polinomial (comuta-
tiva) K[∆1, . . . ,∆n] em n varia´veis;
(c) O centro Zq(g+) de Uq(g+) e´ a a´lgebra polinomial nas varia´veis {∆k∆n+1−k |
1 ≤ k ≤ n/2} se n e´ par e {∆k∆n+1−k | 1 ≤ k ≤ (n − 1)/2} ∪ {∆(n+1)/2}
se n e´ ı´mpar.
Foi observado em [15, 4.4] que
gr(∆i) = gr(Xi,n+1) gr(Xi−1,n) · · · gr(X2,n+3−i) gr(X1,n+2−i), (3)
na a´lgebra graduada introduzida em 2.3.
Fixemos um pouco mais de notac¸a˜o. O centro de Uq(g+) sera´ denotado por
Zq(g+) e l = bn+12 c. Os elementos z1, . . . , zl sa˜o definidos por
zi =

∆i∆n+1−i se i < l,
∆l∆l+1 se i = l e n e´ par,
∆l se i = l e n e´ ı´mpar,
de tal modo que Zq(g+) = K[z1, . . . , zl]. O inteirom e´ o nu´mero de ra´ızes positivas
da a´lgebra de Lie sln+1, isto e´, m = 12n(n+ 1).
2.5 Os ideais primos e primitivos de Uq(g
+)
Neste breve para´grafo sintetizaremos a porc¸a˜o da teoria de estratificac¸a˜o desen-
volvida por Goodearl e Letzter que e´ relevante para o nosso estudo. O leitor
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devera´ consultar [10] para obter os detalhes, as provas, e uma explicac¸a˜o da ter-
minologia usada. Consideraremos apenas os ideais primitivos a` esquerda; em
virtude do antiautomorfismo ei 7→ ei de Uq(g+), esta restric¸a˜o na˜o e´ de relevo.
Seja H o n-torus (K∗)n. Para cada λ¯ = (λ1, . . . , λn) ∈ H existe um auto-
morfismo σ
λ¯
de Uq(g+) dado por σλ¯(ei) = λiei, para 1 ≤ i ≤ n. Isto define
uma acc¸a˜o racional de H em Uq(g+) tal que a graduac¸a˜o de Uq(g+) induzida
pelo grupo de caracteres de H coincide com a decomposic¸a˜o em espac¸os de peso
de 2.1 (identificando a i-e´sima projecc¸a˜o λ¯ 7→ λi com a raiz simples αi). Como
H age por automorfismos, a acc¸a˜o passa aos espac¸os SpecUq(g+) e Prim Uq(g+)
dos ideais primos e primitivos de Uq(g+), respectivamente, munidos da topologia
de Jacobson. Seja H-Spec Uq(g+) ⊆ Spec Uq(g+) o subespac¸o dos ideais primos
H-invariantes, ou seja, H-Spec Uq(g+) consiste nos ideais primos J de Uq(g+)
que sa˜o gerados por elementos de peso de Uq(g+). Por [10, Prop. 4.2] e pelo Te-
orema 2.1, H-Spec Uq(g+) e´ um conjunto finito que consiste nos ideais da forma
(P : H) := ⋂h∈H h.P , para P ∈ Spec Uq(g+).






onde SpecJ Uq(g+) = {P ∈ Spec Uq(g+) | (P : H) = J} e´ o H-estrato de J em
Spec Uq(g+), e ana´logamente para Prim Uq(g+). Em virtude de [10, Thm. 4.4], se-
gue que os ideais primitivos de Uq(g+) sa˜o os elementos maximais de SpecJ Uq(g+),
para cada J ∈ H-Spec Uq(g+). Mais, uma vez que K e´ alge´bricamente fechado,
[10, Thm. 2.6 ou Thm. 6.8] implicam que H age transitivamente em cada um
dos conjuntos PrimJ Uq(g+). Logo, as H-o´rbitas de ideais primitivos de Uq(g+)
sa˜o parametrizadas pelos elementos do conjunto H-Spec Uq(g+), que tem car-
dinalidade (n + 1)! por resultados de Gorelik [11, Prop. 5.3.3] (ver tambe´m [3,
3.4.1]).
Dado J ∈ H-Spec Uq(g+), seja ΞJ o conjunto dos elementos de peso na˜o nulos
de Uq(g+)/J , relativamente a` Q+-graduac¸a˜o induzida de Uq(g+). O seguinte
resultado de Goodearl e Letzter descreve os H-estratos de Uq(g+).
Teorema 2.3 ([10, Thm. 6.6]). Sejam J , ΞJ e SpecJ Uq(g+) como acima. Enta˜o
ΞJ e´ um conjunto de Ore em Uq(g+)/J . Denotando a localizac¸a˜o de Uq(g+)/J
relativamente a ΞJ por Uq(g+)J , tem-se:
(a) A localizac¸a˜o Uq(g+) → Uq(g+)/J → Uq(g+)J induz um homeomorfismo
entre SpecJ Uq(g+) e Spec Uq(g+)J .
(b) A contracc¸a˜o e a extensa˜o induzem homeomorfismos inversos entre Spec Uq(g+)J
e SpecZ(Uq(g+)J), onde Z(Uq(g+)J) denota o centro de Uq(g+)J .
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3 Generalizac¸o˜es da a´lgebra de Weyl–Hayashi
Se fizermos n = 2, temos que Zq(sl+3 ) e´ uma a´lgebra polinomial na varia´vel
central z1. A a´lgebra quociente Uq(sl+3 )/(z1 − 1) foi introduzida por Hayashi
em [12], em conexa˜o com certas representac¸o˜es das a´lgebras envolventes universais
quantizadas das a´lgebras de Lie semisimples de tipos A e C. Em [13], Kirkman
e Small mostraram que Uq(sl+3 )/(z1 − 1) e´ um domı´nio Noetheriano simples com
dimensa˜o de Gelfand-Kirillov 2, mas que no entanto na˜o e´ isomorfa a` a´lgebra de
Weyl A1(K) (ver tambe´m [2] e [17]). A relevaˆncia deste resultado e´ que os factores
primitivos da a´lgebra envolvente universal de uma a´lgebra de Lie nilpotente de
dimensa˜o finita sobre um corpo de caracter´ıstica 0 sa˜o sempre isomorfos a a´lgebras
de Weyl sobre o corpo de base (ver [8, Thm. 4.7.9]). Em particular, os factores
primos que teˆm dimensa˜o de Gelfand-Kirillov 2 sa˜o necessa´riamente isomorfos
a A1(K). Nesta secc¸a˜o, generalizaremos este resultado de Kirkman e Small a
Uq(g+), de forma a propor novos ana´logos quaˆnticos das a´lgebras de Weyl Ak(K).
3.1 Bases de Gro¨bner
Comec¸emos por introduzir algumas te´cnicas ba´sicas da teoria das bases de Gro¨bner.
O leitor interessado em obter mais detalhes devera´ consultar [4]. Recordemos a fil-
trac¸a˜o, a a´lgebra graduada associada e a noc¸a˜o de grau dadas em 2.3 em func¸a˜o
da base de tipo PBW de Uq(g+). Dado um subconjunto F de Uq(g+), pomos
deg(F ) = {deg(f) | 0 6= f ∈ F} ⊆ Nm. Claramente, se L e´ um ideal a` esquerda,
a` direita ou bilateral de Uq(g+), enta˜o deg(L) e´ esta´vel para translacc¸o˜es por ele-
mentos de Nm; por outras palavras, deg(L) e´ um monoideal de Nm. O conjunto




(deg(fj) + Nm) .
Recordemo-nos tambe´m que o centro de Uq(g+) e´ denotado por Zq(g+) =




Proposic¸a˜o 3.1. O conjunto {f t1 , . . . , f tl } e´ uma base de Gro¨bner do ideal It.
Dado 0 6= f ∈ Uq(g+), escrevemos f =
∑
a∈Nm caX
a, onde ca ∈ K e a soma
e´ finita. Definimos N (f) = {a ∈ Nm | ca 6= 0}. Usamos o algoritmo de divisa˜o
desenvolvido em [4, Thm. 2.1] para provar o pro´ximo resultado.
Corola´rio 3.2. Para todo o t ∈ Kl, o ideal It de Uq(g+) e´ semiprimo.
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3.2 O H-estrato de (0)
Queremos descrever o espac¸o dos ideais primitivos de Uq(sln+1)+ que na˜o conteˆm
elementos de peso na˜o nulos, isto e´, Prim(0) Uq(g+). Por [10, Thm. 4.4] e pelo
Teorema 2.3, este espac¸o e´ homeomorfo ao espac¸o dos ideais maximais de Z(Q),
onde Q e´ a localizac¸a˜o de Uq(g+) no conjunto de Ore Ξ(0) dos elementos de peso
na˜o nulos de Uq(g+), e Z(Q) e´ o centro de Q.
Lema 3.3. O centro de Q e´ a a´lgebra dos polino´mios de Laurent
Z(Q) = K[z±11 , . . . , z±1l ].
Pelo lema anterior, os ideais maximais de Z(Q) sa˜o os ideais da forma
l∑
j=1
Z(Q) (zj − tj) , para t = (t1, . . . , tl) ∈ (K∗)l. (4)
Fixemos t ∈ (K∗)l. O ideal (4) corresponde ao ideal maximal ∑lj=1Q (zj − tj)




Q (zj − tj)
)⋂
Uq(g+) (5)
de Uq(g+) por via do homeomorfismo do Teorema 2.3(a), com J = (0). Logo, T t
e´ maximal no H-estrato de (0) em Spec Uq(g+), e por [10, Thm. 4.4], T t e´ um
ideal primitivo de Uq(g+) que na˜o conte´m elementos de peso na˜o nulos. Ale´m
disso, por construc¸a˜o, todo o ideal primitivo de Uq(g+) com esta propriedade e´
da forma T t
′
, para algum t′ ∈ (K∗)l.
Recordemos a definic¸a˜o de It dada em 3.1. A pro´xima proposic¸a˜o da´ ao ideal
T t uma forma mais familiar.
Proposic¸a˜o 3.4. Seja t ∈ (K∗)l. Enta˜o o ideal It e´ primitivo. De facto,
T t = It =
l∑
j=1
Uq(g+) (zj − tj) .
Fazemos notar que a hipo´tese t ∈ (K∗)l da Proposition 3.4 e´ essencial. Se,
por exemplo, t1 = 0 e n ≥ 2, enta˜o It na˜o e´ sequer um ideal primo (apesar de
ser semiprimo, pelo Corola´rio 3.2), uma vez que ∆1∆n = z1 ∈ It, e no entanto
nem ∆1 nem ∆n pertencem a It, pela Proposic¸a˜o 3.1. A u´nica excepc¸a˜o poss´ıvel
a este tipo de contra-exemplo seria ter tl = 0 e n ı´mpar, pois neste caso zl = ∆l;
na˜o estuda´mos aqui esta situac¸a˜o.
Teorema 3.5. Suponhamos que t ∈ (K∗)l. Enta˜o It e´ um ideal maximal de
Uq(g+). E´ tambe´m minimal entre os ideais primitivos de Uq(g+).
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3.3 Dimensa˜o de Gelfand-Kirillov de Uq(g
+)/It
E´ agora simples calcular a dimensa˜o de Gelfand-Kirillov (GKdim) da a´lgebra
quociente Uq(g+)/It. Podemos, por exemplo, usar a Proposic¸a˜o 3.1 e as te´cnicas
de [4, Sec. 4], como fize´mos em [16, 5.2.3]. Uma outra abordagem e´ baseada
em [9, Thm. 4.8], onde os autores mostram que Uq(g+) e´ catena´ria e que a
formula da altura de Tauvel e´ va´lida em Uq(g+). Por esta u´ltima propriedade,
dado P ∈ Spec Uq(g+),
GKdim(Uq(g+)/P ) = GKdim(Uq(g+))− altura(P ) = m− altura(P ). (6)
Se t ∈ (K∗)l e J ⊆ It for um ideal primo, enta˜o claramente J ∈ Spec(0) Uq(g+).
Como os espac¸os Spec(0) Uq(g+) e SpecZ(Q) sa˜o homeomorfos, segue que a altura
de It coincide com a altura do ideal maximal correspondente (4) de Z(Q), que e´ l
pelo Lema 3.3. Logo, (6) implica que GKdim(Uq(g+)/It) = m− l para t ∈ (K∗)l,
resultado que e´ va´lido mais geralmente para todo o t ∈ Kl, como foi ja´ provado
em [16, 5.2.3].
Corola´rio 3.6. Tome-se t ∈ (K∗)l. A a´lgebra quociente Uq(g+)/It e´ um domı´nio
Noetheriano simples de centro K e dimensa˜o de Gelfand-Kirillov igual a m− l =
bn22 c. Em particular, a dimensa˜o de Gelfand-Kirillov de Uq(g+)/It e´ sempre
par. No entanto, Uq(g+)/It na˜o e´ isomorfa a nenhuma a´lgebra de Weyl do tipo
Ak(K), qualquer que seja o k ≥ 1.
4 Os ideais primitivos de Uq(sl
+
4 )
Nesta secc¸a˜o estudaremos o espectro primitivo de Uq(sl+4 ) em detalhe. Um estudo
semelhante foi feito para Uq(sl+3 ) em [17], e para Uq(so
+
5 ) em [14]. Comec¸aremos
por determinar o conjunto H-Spec Uq(sl+4 ) de todos os ideais (completamente)
primos e H-invariantes de Uq(sl+4 ). Este e´ um conjunto finito de cardinali-
dade 4! = 24 cujos elementos parametrizam as H-orbitas de ideais primitivos
de Uq(sl+4 ), pela teoria de estratificac¸a˜o de Goodearl e Letzter [10] e tambe´m
por resultados de Gorelik [11]. De seguida, descreveremos explicitamente cada
H-estrato em Prim Uq(sl+4 ), calcularemos a altura de todos os ideais primitivos
de Uq(sl+4 ), e daremos um exemplo de um Uq(sl
+
4 )-mo´dulo de aniquilador P , para
cada P ∈ Prim Uq(sl+4 ). Uma consequeˆncia interessante desta ana´lise e´ que os
quocientes primitivos de Uq(sl+4 ) teˆm todos dimensa˜o de Gelfand-Kirillov par,
como acontece no caso cla´ssico.
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4.1 A estrutura da a´lgebra Uq(sl
+
4 )
Uma base de tipo PBW de Uq(sl+4 ), cujas propriedades vimos em 2.2, e´ dada por
X1 = e3, X2 = e2e3 − q−1e3e2, X3 = e2,
X4 = e1X2 − q−1X2e1, X5 = e1e2 − q−1e2e1, X6 = e1,
e podemos tomar
∆1 = X4, ∆2 = X2X5 − q−1X3X4,
∆3 = q−2
(
(q − q−1)2X1X3X6 − (q − q−1)X1X5 − (q − q−1)X2X6 +X4
)
,
z1 = ∆1∆3, z2 = ∆2,
de tal modo que Zq(sl+4 ) = K[z1, z2].
Consideremos tambe´m o automorfismo de diagrama η de Uq(sl+4 ), onde η(ei) =
e4−i para i = 1, 2, 3. O elemento ∆3 acima foi definido de forma a termos
η(∆1) = ∆3.
4.2 H-Spec Uq(sl+4 )
Em [16, 5.3.3], usa´mos as ideias de Goodearl e Letzter para provar a Pro-
posic¸a˜o 4.1 abaixo; mais precisamente, usa´mos [10, Lem. 3.2] e as provas de [10,
Lem. 3.3, Prop. 3.4]. Como e´ conhecido que |H-Spec Uq(sl+4 )| = 4!, uma outra
abordagem a` prova deste resultado seria mostrar que os ideais que listamos sa˜o
ideais primos distintos de Uq(sl+4 ), sendo que sa˜o claramenteH-invariantes. Note-
se que o automorfismo η definido em 4.1 age em H-Spec Uq(sl+4 ) e cada η-orbita
tem um ou dois elementos, ja´ que η2 = 1.
Proposic¸a˜o 4.1. O espac¸o H-Spec Uq(sl+4 ) consiste nos 4! = 24 ideais listados





5. (e1e2 − qe2e1), (e2e3 − q−1e3e2);
6. (e1e2 − q−1e2e1), (e2e3 − qe3e2);
7. (e1), (e3);
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8. (e1e2 − qe2e1, e2e3 − qe3e2), (e1e2 − q−1e2e1, e2e3 − q−1e3e2);
9. (e1e2 − q−1e2e1, e2e3 − qe3e2);
10. (e1e2 − qe2e1, e2e3 − q−1e3e2);
11. (e2e3 − qe3e2, e1), (e1e2 − q−1e2e1, e3);
12. (e2e3 − q−1e3e2, e1), (e1e2 − qe2e1, e3);
13. (e1, e2), (e2, e3);
14. (e2);
15. (e1, e3);
16. (e1, e2, e3).
4.3 O espac¸o Prim Uq(sl
+
4 )
Podemos finalmente determinar os ideais primitivos de Uq(sl+4 ) e calcular as suas
alturas, estudando os estratos PrimJ Uq(sl+4 ), para todas as escolhas poss´ıveis de
J ∈ H-Spec Uq(sl+4 ). Denotamos os ideais dados na Proposic¸a˜o 4.1 por Ji, Ji,a ou
Ji,b de acordo com a sua posic¸a˜o nessa lista, de modo que J13,a = (e1, e2), J13,b =
(e2, e3) e J14 = (e2), por exemplo. Dado um Uq(sl+4 )-modulo M , denotamos o
seu aniquilador por annM .
Sabemos de [1] que o centro de Uq(sl+3 ) e´ a a´lgebra polinomial no elemento
de Casimir quaˆntico
Ω = (e˙1e˙2 − q−1e˙2e˙1)(e˙1e˙2 − qe˙2e˙1) ∈ Uq(sl+3 ), (7)
onde e˙1 and e˙2 denotam os geradores de Chevalley de Uq(sl+3 ). Para i = 1, 2 seja
Si a suba´lgebra de Uq(sl+4 ) gerada por ei e ei+1. Enta˜o Si ' Uq(sl+3 ) e portanto
o centro de Si e´ a a´lgebra polinomial K[Ωi] na varia´vel
Ωi = (eiei+1 − q−1ei+1ei)(eiei+1 − qei+1ei). (8)
4.3.1 Aniquiladores de Uq(sl+4 )-mo´dulos simples de dimensa˜o finita: os
H-estratos de (e2), (e1, e2), (e2, e3), (e1, e3) e (e1, e2, e3)
Como consequeˆncia do facto de os ideais primos de Uq(sl+4 ) serem completamente
primos, e dado que o corpo K e´ alge´bricamente fechado, pode mostrar-se que os
Uq(sl+4 )-mo´dulos simples de dimensa˜o finita teˆm dimensa˜o 1. Seja V = Kv0 um
tal mo´dulo. Existem escalares αi ∈ K, com α2 = 0, ou α2 6= 0 e α1 = 0 = α3,
que satisfazem ei.v0 = αiv0, para i = 1, 2, 3 (as referidas condic¸o˜es nos escalares
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αi sa˜o consequeˆncia directa das relac¸o˜es de Serre quaˆnticas (2)). Assim, os ideais
primos que ocorrem como aniquiladores de Uq(sl+4 )-mo´dulos simples de dimensa˜o
finita sa˜o os ideais maximais da forma (e1 − α1, e2 − α2, e3 − α3), onde os αi sa˜o
como acima; estes pertencem a um dos seguintes H-estratos: (e1, e2, e3), (e1, e2),
(e2, e3), (e1, e3), (e2).
Proposic¸a˜o 4.2. (a) Prim(e1,e2,e3) Uq(sl
+
4 ) = {(e1, e2, e3)};
(b) Prim(e1,e2) Uq(sl
+
4 ) = {(e1, e2, e3 − α) | α ∈ K∗};
(c) Prim(e2,e3) Uq(sl
+
4 ) = {(e1 − α, e2, e3) | α ∈ K∗};
(d) Prim(e1,e3) Uq(sl
+
4 ) = {(e1, e2 − α, e3) | α ∈ K∗};
(e) Prim(e2) Uq(sl
+
4 ) = {(e1 − α, e2, e3 − β) | α, β ∈ K∗}.
Os ideais primitivos descritos acima teˆm altura 6.
4.3.2 O H-estrato de (0)
Proposic¸a˜o 4.3. Sejam z1 e z2 os geradores do centro de Uq(sl+4 ), conforme
foram definidos em 4.1. Enta˜o,
Prim(0) Uq(sl
+
4 ) = {(z1 − α, z2 − β) | α, β ∈ K∗}
e estes ideais primitivos teˆm altura 2.
Em [15, 6.3] definimos Uq(sl+4 )-mo´dulosM(α,β), para (α, β) ∈ K2, e mostra´mos
que estes eram na˜o isomorfos dois a dois, e simples sempre que α 6= 0. Foi tambe´m
visto que (z1 − α2, z2 − β) ⊆ annM(α,β). Em particular, se α, β ∈ K∗ e α′ e´ raiz
quadrada de α em K, enta˜o
annM(α′,β) = (z1 − α, z2 − β), (9)
uma vez que o ideal da direita em (9) e´ maximal.
4.3.3 O H-estrato de (∆2)
Considere-se a acc¸a˜o de Uq(sl+4 ) no espac¸o vectorial A = K[x, y] dos polino´mios




ayb = xa+1yb+1, (10)
e3.x
ayb = [b]xayb−1,
onde e1.yb = 0 = e3xa.
Generalizac¸o˜es da a´lgebra de Weyl–Hayashi e espectro primitivo de Uq(g
+) 167
Lema 4.4. As fo´rmulas (10) acima munem A de uma estrutura de Uq(sl+4 )-
mo´dulo simples, com annA ∈ Prim(∆2) Uq(sl+4 ). Tem-se tambe´m z1 − q−2 ∈
annA.
Proposic¸a˜o 4.5. Seja P = annA. Enta˜o,
Prim(∆2) Uq(sl
+
4 ) = {σλ¯(P ) | λ¯ ∈ (K∗)3} (11)
e estes ideais primitivos teˆm altura 2.
A tarefa de encontrar um Uq(sl+4 )-mo´dulo simples com aniquilador dado Q ∈
Prim(∆2) Uq(sl
+
4 ) dado e´ agora trivial: se Q = σλ¯(P ), enta˜o Q e´ o aniquilador do
mo´dulo simples obtido de A e do automorfismo σ−1
λ¯
= σ
λ¯−1 , por torc¸a˜o.
4.3.4 Os H-estratos de (∆1) e (∆3)
Considere-se o Uq(sl+4 )-mo´dulo P(α,β,γ) = K[x, y±1], constru´ıdo em [15, 6.3] em
func¸a˜o dos paraˆmetros α, β, γ ∈ K. Tomando α = 0, β = 1 e γ = q−1, obtemos




q−(a+b)(xayb + [a]xa−1yb−1) se b ≥ 1




qbxa+1yb se b ≥ 0




−qa−b[a]xa−1yb+1 se b ≥ 0
−[a]xa−1yb+1 se b ≤ −1.
Lema 4.6. O mo´dulo P(0,1,q−1) e´ simples e P ∈ Prim(∆1) Uq(sl+4 ), onde P =
annP(0,1,q−1).
Seja Q(0,1,q−1) o Uq(sl
+
4 )-mo´dulo obtido de P(0,1,q−1) por torc¸a˜o pelo automor-
fismo de diagrama η de 4.1. Note-se que se P(0,1,q−1) e´ dado pela representac¸a˜o
ρ, enta˜o Q(0,1,q−1) e´ definido pela representac¸a˜o ρ ◦ η. O lema que se segue e´ uma
consequeˆncia imediata do Lema 4.6.
Lema 4.7. O mo´dulo Q(0,1,q−1) e´ simples e Q ∈ Prim(∆3) Uq(sl+4 ), onde Q =
annQ(0,1,q−1).
Proposic¸a˜o 4.8. Sejam P = annP(0,1,q−1) e Q = annQ(0,1,q−1). Enta˜o
(a) Prim(∆1) Uq(sl
+
4 ) = {σλ¯(P ) | λ¯ ∈ (K∗)3},
(b) Prim(∆3) Uq(sl
+
4 ) = {σλ¯(Q) | λ¯ ∈ (K∗)3},
e estes ideais primitivos teˆm altura 2.
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4.3.5 O H-estrato de (∆1,∆3)
Seja B = K[t] o espac¸o vectorial dos polino´mios na varia´vel t. Fa´cilmente se







definem uma acc¸a˜o de Uq(sl+4 ) em B. Seja P = annB.
Lema 4.9. Munido da acc¸a˜o descrita acima, B e´ um Uq(sl+4 )-mo´dulo simples e
P ∈ Prim(∆1,∆3) Uq(sl+4 ).
Recordemos o elemento de Casimir quaˆntico Ω ∈ Uq(sl+3 ) e os elementos Ωi,
i = 1, 2, de Uq(sl+4 ) definidos em 4.3. Seja P
′ = (∆1,∆3, e1 − e3,Ω1 − 1). Apo´s
alguns ca´lculos rotineiros verifica-se que
e1 − e3,Ω1 − 1 ∈ P = annB,
e portanto P ′ ⊆ P .
Lema 4.10. Seja P ′ como acima. Enta˜o,
Uq(sl+3 )/(Ω− 1) ' Uq(sl+4 )/P ′, (12)
e P = P ′.
Proposic¸a˜o 4.11. O H-estrato de (∆1,∆3) em Prim Uq(sl+4 ) e´
Prim(∆1,∆3) Uq(sl
+
4 ) = {(∆1,∆3, e1 − αe3,Ω1 − β) | α, β ∈ K∗},
e estes ideais primitivos teˆm altura 4.
4.3.6 Os H-estratos de (e1e2 − q±1e2e1) e (e2e3 − q±1e3e2)
Consideraremos apenas o H-estrato de J5,b = (e2e3 − q−1e3e2) em detalhe, uma
vez que os restantes casos dos H-estratos de J5,a, J6,a e J6,b sa˜o semelhantes.
A a´lgebra quociente Uq(sl+4 )/J5,b e´ isomorfa a R := S1[Y ; ν], onde ν e´ o auto-
morfismo de a´lgebra de S1 dado por ν(e1) = e1 e ν(e2) = qe2. De facto, existe
um automorfismo de a´lgebra sobrejectivo φ : Uq(sl+4 ) → R tal que φ(ei) = ei,
i = 1, 2 e φ(e3) = Y . Como e2e3 − q−1e3e2 ∈ kerφ, φ induz uma aplicac¸a˜o
sobrejectiva, que ainda denotamos por φ, Uq(sl+4 )/J5,b → R. A aplicac¸a˜o na-
tural S1 → Uq(sl+4 ) → Uq(sl+4 )/J5,b estende-se a um automorfismo de a´lgebra
ψ : R → Uq(sl+4 )/J5,b tal que ψ(Y ) = e3 + J5,b, pela propriedade universal das
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extenso˜es de Ore. Os homomorfismos φ e ψ acabados de definir sa˜o inversos
rec´ıprocos; em particular, φ : Uq(sl+4 )/J5,b → R e´ um isomorfismo.
A a´lgebra R e´ Q+-graduada de forma a que φ se torne num isomorfismo
de a´lgebras graduadas. Logo, os espac¸os SpecJ5,b Uq(sl
+
4 ) e Spec(0)R podem
identificar-se via φ.
Lema 4.12. O ideal J5,b de Uq(sl+4 ) e´ primitivo.
Proposic¸a˜o 4.13. (a) PrimJ5,a Uq(sl
+
4 ) = {(e1e2 − qe2e1)};
(b) PrimJ5,b Uq(sl
+
4 ) = {(e2e3 − q−1e3e2)};
(c) PrimJ6,a Uq(sl
+
4 ) = {(e1e2 − q−1e2e1)};
(d) PrimJ6,b Uq(sl
+
4 ) = {(e2e3 − qe3e2)}.
Os ideais primitivos descritos acima teˆm altura 2.
Para terminar este para´grafo, daremos um exemplo de um Uq(sl+4 )-mo´dulo
simples C de aniquilador J5,b. Uq(sl+4 )-mo´dulos simples de aniquiladores J5,a,
J6,a e J6,b podem ser obtidos fa´cilmente de C e η por torc¸a˜o e/ou trocando
q e q−1 nas fo´rmulas abaixo. Seja C = K[x, y±1] o espac¸o vectorial de base




ayb = q−bxa+1yb−1, (13)
e3.x
ayb = xayb+1, a ≥ 0, b ∈ Z.
Lema 4.14. O Uq(sl+4 )-mo´dulo C definido acima e´ simples e annC = J5,b.
4.3.7 Os H-estratos de (e1) e (e3)
Como Uq(sl+4 )/(e1) ' Uq(sl+3 ), os espac¸os Prim(e1) Uq(sl+4 ) e Prim(0) Uq(sl+3 ) po-




3 ) = {(Ω− α) | α ∈ K∗}, (14)
onde Ω e´ dado por (7).
Proposic¸a˜o 4.15. Sejam Ωi, i = 1, 2 tais como foram definidos em (8). Enta˜o,
(a) Prim(e1) Uq(sl
+
4 ) = {(e1,Ω2 − α) | α ∈ K∗};
(b) Prim(e3) Uq(sl
+
4 ) = {(e3,Ω1 − α) | α ∈ K∗}.
Estes ideais primitivos teˆm altura 4.
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Um exemplo de um Uq(sl+3 )-mo´dulo simples de aniquilador (Ω− 1) ⊆ Uq(sl+3 )




k = tk+1, k ≥ 0
(ver [15, 6.2]). Esta acc¸a˜o estende-se a Uq(sl+4 ) se definirmos e3.t
k = 0 para
todo o k ≥ 0, e obtemos deste modo um Uq(sl+4 )-mo´dulo simples de aniquilador
(e3,Ω1 − 1). Torcendo esta acc¸a˜o por automorfismos da forma σλ¯ , λ¯ ∈ (K∗)3, e
eventualmente tambe´m η, fa´cilmente conseguimos exemplos de Uq(sl+4 )-mo´dulos
simples que correspondem a cada um dos ideais primitivos dados pela Pro-
posic¸a˜o 4.15.
4.3.8 O H-estrato de (e1e2 − q±1e2e1, e2e3 − q±1e3e2)
Sejam δ, ² ∈ {−1, 1}, e considere-se o espac¸o afim quaˆntico Kδ,²[x, y, z], gerado
por x, y, z com as relac¸o˜es xz = zx, xy = q²yx, yz = qδzy. Existem isomorfismos
Uq(sl+4 )/J8,a ' K1,1[x, y, z], Uq(sl+4 )/J8,b ' K−1,−1[x, y, z], (15)
Uq(sl+4 )/J9 ' K1,−1[x, y, z], Uq(sl+4 )/J10 ' K−1,1[x, y, z], (16)
cada um enviando e1, e2, e3 em x, y, z, respectivamente.
Denotemos a localizac¸a˜o de Kδ,²[x, y, z] no conjunto multiplicativamente fe-
chado gerado pelos elementos normais x, y e z por Kδ,²[x±1, y±1, z±1]. Resulta
de [10, Thm. 4.4] e do Teorema 2.3 que o isomorfismo Uq(sl+4 )/J9 ' K1,−1[x, y, z]
induz um homeomorfismo entre PrimJ9 Uq(sl
+
4 ) e o espac¸o dos ideais maximais de
K1,−1[x±1, y±1, z±1], e ana´logamente para J8,a, J8,b e J10. Ale´m disso, pelo Te-
orema 2.3(b), a contracc¸a˜o e a extensa˜o induzem homeomorfismos mutuamente
inversos entre o espac¸o dos ideais maximais de Kδ,²[x±1, y±1, z±1] e o espac¸o dos
ideais maximais de Zδ,², o centro de Kδ,²[x±1, y±1, z±1].
Lema 4.16. O centro de Kδ,²[x±1, y±1, z±1] e´ a a´lgebra dos polino´mios de Laurent
na varia´vel wδ,² = xδz²:
Zδ,² = K[w±1δ,² ].
Resulta da teoria de estratificac¸a˜o de Goodearl e Letzter e do lema anterior
que os ideais primitivos de Kδ,²[x, y, z] sem elementos homoge´neos na˜o nulos (re-
lativamente a` graduac¸a˜o induzida pelos isomorfismos (15) e (16)) sa˜o os ideais
da forma
Iαδ,² = Kδ,²[x, y, z] ∩Kδ,²[x±1, y±1, z±1](wδ,² − α), (17)
para α ∈ K∗.
Generalizac¸o˜es da a´lgebra de Weyl–Hayashi e espectro primitivo de Uq(g
+) 171
Lema 4.17. Seja α ∈ K∗. Enta˜o,
(a) Iα1,1 = K1,1[x, y, z](xz − α);
(b) Iα−1,−1 = K−1,−1[x, y, z](xz − α−1);
(c) Iα1,−1 = K1,−1[x, y, z](x− αz);
(d) Iα−1,1 = K−1,1[x, y, z](z − αx).
Proposic¸a˜o 4.18. (a) PrimJ8,a Uq(sl
+
4 ) = {(e1e2 − qe2e1, e1e3 − α) | α ∈ K∗};
(b) PrimJ8,b Uq(sl
+
4 ) = {(e1e2 − q−1e2e1, e1e3 − α) | α ∈ K∗};
(c) PrimJ9 Uq(sl
+
4 ) = {(e1e2 − q−1e2e1, e1 − αe3) | α ∈ K∗};
(d) PrimJ10 Uq(sl
+
4 ) = {(e1e2 − qe2e1, e1 − αe3) | α ∈ K∗}.
Estes ideais primitivos teˆm altura 4.
Consideremos agora a acc¸a˜o de Uq(sl+4 ) no espac¸o vectorial E = K[t±1] dos
polino´mios de Laurent na varia´vel t, dada pelas fo´rmulas (k ∈ Z, α ∈ K∗):
e1.t
k = tk+1, e2.tk = qktk−1, e3.tk = αtk−1. (18)
Enta˜o E = Eα adquire uma estrutura de Uq(sl+4 )-mo´dulo simples e e´ fa´cil de ver
que
annEα = (e1e2 − q−1e2e1, e1e3 − α).
Para obter Uq(sl+4 )-mo´dulos simples com aniquiladores em PrimJ9 Uq(sl
+
4 ), pode-
mos considerar os mo´dulos E′α, dados pela seguinte acc¸a˜o de Uq(sl
+
4 ) em K[t±1]:
e1.t
k = αtk+1, e2.tk = qktk−1, e3.tk = tk+1. (19)
Finalmente, torcendo Eα pelo automorfismo η e trocando q por q−1 na fo´rmula
para a acc¸a˜o de e2 em E′α dada em (19), obtemos Uq(sl
+
4 )-mo´dulos simples com
aniquiladores em PrimJ8,a Uq(sl
+
4 ) e PrimJ10 Uq(sl
+
4 ), respectivamente.
4.3.9 Os H-estratos de (e2e3 − q±1e3e2, e1) e (e1e2 − q±1e2e1, e3)
Seja Kq[x, y] o plano quaˆntico gerado por x e y, sujeitos unicamente a` relac¸a˜o
yx = qxy. E´ bem conhecido que Kq[x, y] e´ um anel primitivo; de facto, deixemos
Kq[x, y] agir em F = K[t±1] por:
x.tk = tk+1, y.tk = qktk−1, k ∈ Z.
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Enta˜o, F e´ uma representac¸a˜o fiel de Kq[x, y] que e´ simples. Em virtude do
isomorfismo
Kq[x, y] −→ Uq(sl+4 )/(e2e3 − qe3e2, e1), (20)
que envia x em e3 + (e2e3 − qe3e2, e1) e y em e2 + (e2e3 − qe3e2, e1), obtemos o
Uq(sl+4 )-mo´dulo simples F = K[t±1] dado por
e1.t
k = 0, e2.tk = qktk−1, e3.tk = tk+1, k ∈ Z. (21)
Note-se que annF = (e2e3 − qe3e2, e1), por construc¸a˜o. Mo´dulos simples de
aniquiladores (e2e3 − q−1e3e2, e1) e (e1e2 − q±1e2e1, e3) podem obter-se, como
antes, trocando q por q−1 em (21) e usando o automorfismo η.
Proposic¸a˜o 4.19. (a) PrimJ11,a Uq(sl
+
4 ) = {(e2e3 − qe3e2, e1)};
(b) PrimJ11,b Uq(sl
+
4 ) = {(e1e2 − q−1e2e1, e3)};
(c) PrimJ12,a Uq(sl
+
4 ) = {(e2e3 − q−1e3e2, e1)};
(d) PrimJ12,b Uq(sl
+
4 ) = {(e1e2 − qe2e1, e3)}.
Os ideais primitivos descritos acima teˆm altura 4.
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O problema da palavra para pseudo-semi-reticulados
livres
Lu´ıs A. Oliveiraa
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Resumo
Neste artigo fazemos uma breve introduc¸a˜o ao conceito de pseudo-
semi-reticulado e a` estrutura destas a´lgebras. A classe de todos os
pseudo-semi-reticulados constitui uma variedade de a´lgebras bina´rias
idempotentes e, como tal, tem objectos livres. Na u´ltima secc¸a˜o
deste artigo descrevemos uma soluc¸a˜o para o problema da palavra
nos pseudo-semi-reticulados livres.
Palavras-chave: Pseudo-semi-reticulado, problema da palavra, semigrupo localmente in-
verso, semi-reticulado.
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1 Introduc¸a˜o
A definic¸a˜o usual de inverso de um elemento num grupo faz uso do elemento neu-
tro para a operac¸a˜o e, como tal, na˜o e´ uma definic¸a˜o adequada para semigrupos.
Em teoria de semigrupos usamos a noc¸a˜o de inverso segundo von Neumann: o
elemento x′ e´ um inverso de x se xx′x = x e x′xx′ = x′. Claramente o inverso
de um elemento x num grupo G e´ tambe´m um inverso nesta segunda definic¸a˜o.
Contudo, esta segunda definic¸a˜o e´ mais fraca que a primeira pois, por exemplo,
um mono´ide em que todo o elemento tem inverso segundo a definic¸a˜o usual em
teoria de grupos tem que ser um grupo, enquanto que com a definic¸a˜o de inverso
segundo von Neumann na˜o.
Um semigrupo em que todo o elemento tem inversos diz-se regular, enquanto
que um semigrupo em que todo o elemento tem exactamente um inverso diz-se
inverso. Ao contra´rio do que acontece nos grupos, um elemento de um semigru-
po pode ter va´rios inversos. Da´ı que haja semigrupos regulares que na˜o sejam
inversos. O conjunto dos inversos de um elemento x de um semigrupo S denota-se
por V (x). Se x′ for um inverso de x, enta˜o xx′ e x′x sa˜o idempotentes de S. O
conjunto dos idempotentes de S denota-se por E(S).
Contrariamente ao que acontece nos grupos, a estrutura dos idempotentes
de um semigrupo S da´-nos geralmente muita informac¸a˜o acerca da estrutura do
pro´prio semigrupo. De facto, muitas das classes de semigrupos (especialmente de
semigrupos regulares) que se teˆm estudado podem ser definidas a` custa de propri-
edades no conjunto dos idempotentes. Por exemplo, um grupo e´ precisamente um
semigrupo regular com um so´ idempotente, enquanto que um semigrupo inverso
S e´ precisamente um semigrupo regular em que E(S) constitui um sub-semi-
reticulado de S. No entanto, a multiplicac¸a˜o definida num semigrupo regular
nem sempre e´ uma operac¸a˜o bem definida no conjunto E(S) contrariamente ao
que acontece nos dois exemplos anteriores. Os semigrupos regulares S em que a
multiplicac¸a˜o esta´ bem definida em E(S), ou seja, os semigrupos regulares S em
que ef ∈ E(S) para quaisquer e, f ∈ E(S), chamam-se semigrupos ortodoxos.
Claramente os semigrupos inversos sa˜o ortodoxos.
Ha´ ainda outros semigrupos regulares S em que, embora a multiplicac¸a˜o na˜o
seja uma operac¸a˜o bem definida em E(S), e´ poss´ıvel definir uma outra operac¸a˜o
no conjunto E(S) de forma natural a partir da multiplicac¸a˜o em S. Um desses
exemplos e´ o caso dos semigrupos localmente inversos. Veremos que e´ poss´ıvel
definir uma nova operac¸a˜o ∧ no conjunto E(S) dos idempotentes de um semigru-
po localmente inverso S de modo natural. As a´lgebras (E(S),∧) assim obtidas
sa˜o designadas por pseudo-semi-reticulados.
Os submono´ides locais de um semigrupo S sa˜o os submono´ides de S da forma
eSe com e ∈ E(S). Claramente, e e´ a identidade do submono´ide eSe. Um
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semigrupo localmente inverso e´ um semigrupo regular em que todos os sub-
mono´ides locais sa˜o semigrupos inversos. Existem muitas formas equivalentes
de caracterizar os semigrupos localmente inversos. Veremos algumas delas de
seguida.
Dado um semigrupo S, definimos as relac¸o˜es bina´rias ωr e ωl em E(S) do
seguinte modo:
e ωlf ⇔ ef = e;
e ωrf ⇔ fe = e.
Definimos tambe´m a relac¸a˜o ω em E(S) como sendo ω = ωr ∩ ωl. As relac¸o˜es
bina´rias ωr e ωl sa˜o quase ordens, enquanto que ω e´ uma ordem parcial. Para
ν ∈ {ω, ωr, ωl} e f ∈ E(S), denotamos por ν(f) o seguinte conjunto:
ν(f) = {e ∈ E(S) | e νf}.
Claramente,
ωr(f) = fS1 ∩ E(S), ωl(f) = S1f ∩ E(S) e ω(f) = fS1f ∩ E(S)
onde S1 representa o semigrupo S com a identidade 1 adicionada. Logo ω(f)
[ωr(f), ωl(f)] e´ o conjunto dos idempotentes que pertencem ao ideal principal
[a` direita, a` esquerda] de S gerado por f . O conjunto sandu´ıche S(e, f) dos
idempotentes e, f ∈ E(S) e´ o conjunto
S(e, f) = ωr(f) ∩ ωl(e) ∩ V (ef) = E(S) ∩ fSe ∩ V (ef) = fV (ef)e.
Note-se que em geral S(e, f) 6= S(f, e). Ale´m disso, se S for um semigrupo
regular, enta˜o S(e, f) 6= ∅ para quaisquer e, f ∈ E(S).
Num semigrupo regular S definimos a relac¸a˜o bina´ria ≤ como se segue:
a ≤ b se e so´ se a = eb = bf para alguns idempotentes e, f ∈ E(S).
A relac¸a˜o ≤ e´ de facto uma ordem parcial que extende a ordem parcial ω a
todo o semigrupo e e´ normalmente designada pela ordem parcial natural em
S. Dizemos que a ordem parcial natural em S e´ compat´ıvel com a multiplicac¸a˜o
se
a ≤ b implica ac ≤ bc e ca ≤ cb para qualquer c ∈ S.
No teorema seguinte indicamos algumas das condic¸o˜es equivalentes a` definic¸a˜o
de semigrupo localmente inverso.
Teorema 1.1. Seja S um semigrupo regular. As condic¸o˜es seguintes sa˜o equi-
valentes:
(i) S e´ localmente inverso;
178 encontro de algebristas portugueses 2005
(ii) ≤ e´ compat´ıvel com a multiplicac¸a˜o;
(iii) |S(e, f)| = 1 para quaisquer e, f ∈ E(S);
(iv) ω(e) e´ um semi-reticulado para qualquer e ∈ E(S);
(v) ωr(e) e´ uma banda normal a` direita (x2 = x, xyz = yxz) para qualquer
e ∈ E(S);
(vi) ωl(e) e´ uma banda normal a` esquerda (x2 = x, xyz = xzy) para qualquer
e ∈ E(S);
(vii) para quaisquer e, f ∈ E(S) existe um u´nico idempotente e ∧ f ∈ E(S) tal
que ωr(e) ∩ ωl(f) = ω(e ∧ f).
O elemento e∧f referido na condic¸a˜o (vii) do teorema anterior e´ precisamente
o u´nico elemento pertencente ao conjunto sandu´ıche S(f, e). Da´ı que, dado um
semigrupo localmente inverso S, se possa definir de forma natural uma operac¸a˜o
bina´ria ∧ no conjunto E(S) da seguinte forma: dados e, f ∈ E(S), e ∧ f e´ o
u´nico idempotente pertencente a S(f, e). A a´lgebra bina´ria (E(S),∧) obtida
deste modo chama-se um pseudo-semi-reticulado.
Na pro´xima secc¸a˜o falaremos um pouco mais acerca destas a´lgebras, enquanto
que na secc¸a˜o 3 trataremos a sua estrutura. Finalmente, na u´ltima secc¸a˜o, apre-
sentaremos uma soluc¸a˜o para o problema da palavra nos pseudo-semi-reticulados
livres.
2 Pseudo-semi-reticulados
A definic¸a˜o apresentada na secc¸a˜o anterior para semigrupos localmente inversos
e´ a usual e aquela que justifica a designac¸a˜o “localmente inverso”. Hoje em dia,
a noc¸a˜o de pseudo-semi-reticulado e´ apresentada como uma caracterizac¸a˜o dos
semigrupos localmente inversos em termos da estrutura dos seus idempotentes.
Contudo, historicamente, aconteceu o reverso.
Nambooripad [6] apresentou uma caracterizac¸a˜o geral do conjunto dos idem-
potentes de um semigrupo regular como uma determinada estrutura a que cha-
mou conjunto bi-ordenado. O termo pseudo-semi-reticulado foi introduzido por
Schein [11] para se referir a uma classe de a´lgebras mais geral do que aquela a
que nos referimos aqui. Na realidade, as a´lgebras a que nos referimos neste ar-
tigo como pseudo-semi-reticulados sa˜o precisamente os pseudo-semi-reticulados
(segundo Schein) que teˆm tambe´m uma estrutura de conjunto bi-ordenado. Nam-
booripad [7], com o intuito de caracterizar os semigrupos regulares cujo conjunto
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bi-ordenado dos idempotentes constitu´ıa tambe´m um pseudo-semi-reticulado (se-
gundo Schein), introduziu os semigrupos localmente inversos com a designac¸a˜o
de semigrupos pseudo-inversos.
O resultado seguinte foi provado por Nambooripad [7] e indica que a classe
de todos os pseudo-semi-reticulados constitui uma variedade de a´lgebras bina´rias
idempotentes.
Teorema 2.1. A classe de todos os pseudo-semi-reticulados e´ a variedade de
a´lgebras bina´rias definida pelas seguintes identidades:
(i) x ∧ x = x;
(ii) (x ∧ y) ∧ (x ∧ z) = (x ∧ y) ∧ z;
(iii) (x ∧ z) ∧ (y ∧ z) = x ∧ (y ∧ z);
(iv) ((x ∧ y) ∧ (x ∧ z)) ∧ (x ∧ w) = (x ∧ y) ∧ ((x ∧ z) ∧ (x ∧ w));
(v) ((y ∧ x) ∧ (z ∧ x)) ∧ (w ∧ x) = (y ∧ x) ∧ ((z ∧ x) ∧ (w ∧ x)).
O conceito de variedade, devido a`s suas propriedades, e´ uma das melhores
formas de classificar e agrupar a´lgebras. Contudo, muitas classes de a´lgebras
que teˆm sido estudadas na˜o constituem variedades. Dois desses exemplos sa˜o
as classes dos semigrupos localmente inversos e dos semigrupos regulares. Am-
bas as classes na˜o constituem variedades devido ao facto de subsemigrupos de
semigrupos regulares na˜o serem necessariamente regulares. Hall [2] e, indepen-
dentemente, Kadˇourek e Szendrei [4] introduziram o conceito de e-variedade de
forma a ultrapassarem este problema. Uma e-variedade de semigrupos regulares
e´ uma classe destas a´lgebras fechada para imagens homomorfas, subsemigrupos
regulares e produtos directos. Como se observa, a diferenc¸a entre o conceito de
e-variedade e o conceito de variedade reside no facto de no primeiro considerar-
mos somente subsemigrupos regulares enquanto que no segundo consideramos
subsemigrupos em geral. As classes de todos os semigrupos localmente inversos
e de todos os semigrupos regulares sa˜o dois exemplos de e-variedades. Devemos,
no entanto, notar que algumas das propriedades va´lidas para variedades, na˜o sa˜o
va´lidas, em geral, para e-variedades. Recomendamos [3] para uma revisa˜o sobre
os principais resultados envolvendo e-variedades.
O conjunto de todas as e-variedades de semigrupos regulares constitui um
reticulado para a relac¸a˜o de inclusa˜o. Denotamos por Le(LI) o reticulado das
e-variedades de semigrupos localmente inversos e por L(PS) o reticulado das
variedades de pseudo-semi-reticulados. O resultado seguinte obtido por Auinger
[1] e´ uma generalizac¸a˜o do Teorema 2.1.
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Teorema 2.2. A func¸a˜o
Le(LI) −→ L(PS)
V 7−→ {(E(S),∧) | S ∈ V}
e´ um homomorfismo sobrejectivo completo.
Pelo teorema anterior, um estudo aprofundado do reticulado L(PS) permite-
nos obter muita informac¸a˜o acerca do reticulado das e-variedades de semigrupos
localmente inversos. Um dos teoremas fundamentais no estudo do reticulado de
variedades de a´lgebras diz-nos que o reticulado das variedades de pseudo-semi-
reticulados e´ anti-isomorfo ao reticulado das congrueˆncia invariantes no pseudo-
semi-reticulado livre sobre um conjunto numera´vel mas infinito. Claro que, para
estudarmos o reticulado destas congrueˆncias, e´ necessa´rio primeiro compreender
a estrutura dos pseudo-semi-reticulados livres. Isto traz-nos ao tema indicado no
t´ıtulo deste artigo: o problema da palavra para pseudo-semi-reticulados livres.
Denotamos por F2(X) a a´lgebra bina´ria absolutamente livre e por ρ a congrueˆncia
em F2(X) tal que F2(X)/ρ e´ o pseudo-semi-reticulado livre sobre X. O problema
da palavra para pseudo-semi-reticulados livres consiste em determinar quando e´
que duas palavras u, v ∈ F2(X) sa˜o ρ-equivalentes ou na˜o. Uma soluc¸a˜o deste
problema permite-nos compreender melhor a estrutura dos pseudo-semi-reticula-
dos livres.
Deixamos, por enquanto, o estudo do problema da palavra para pseudo-semi-
reticulados livres e voltamos ao reticulado L(PS). O problema da palavra sera´
retomado na u´ltima secc¸a˜o deste artigo.
O reticulado L(PS) esta´ naturalmente dividido em dois intervalos. O in-
tervalo constitu´ıdo pelas variedades de pseudo-semi-reticulados que sa˜o tambe´m
variedades de semigrupos e o intervalo constitu´ıdo pela variedades de pseudo-se-
mi-reticulados que conteˆm a´lgebras que na˜o sa˜o semigrupos. O primeiro esta´ com-
pletamente determinado [11]: e´ composto pelas oito variedades de bandas normais
(x2 = x, xyzx = xzyx). O segundo intervalo e´, no entanto, bem mais complexo.
Existe a menor variedade de pseudo-semi-reticulados que conte´m a´lgebras que
na˜o sa˜o semigrupos. Esta variedade conte´m ainda a variedade formada por to-
das as bandas normais. Para mais informac¸a˜o acerca deste segundo intervalo
referimos o leitor para [8].
3 Estrutura dos pseudo-semi-reticulados
Um semigrupo zero a` direita [esquerda] e´ um semigrupo que satisfaz a identidade
yx = x [xy = x]. Estes semigrupos sa˜o tambe´m pseudo-semi-reticulados. Na
realidade, as classes de todos os semigrupos zero a` direita e de todos os semigrupos
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zero a` esquerda sa˜o duas das oito variedades de bandas normais. Obviamente, em
qualquer conjunto A, podemos definir uma e uma so´ operac¸a˜o bina´ria que torna
A num semigrupo zero a` direita [esquerda]. Denotamos por Ar [Al] o semigrupo
zero a` direita [esquerda] de universo A.
Consideremos agora um pseudo-semi-reticulado arbitra´rio E e sejam Er e El
os semigrupos zero a` direita e zero a` esquerda, respectivamente, de universo E.
Logo El × E × Er e´ um pseudo-semi-reticulado com o seguinte produto:
(e1, g1, f1) ∧ (e2, g2, f2) = (e1, g1 ∧ g2, f2).
Denotamos por E˜ o subconjunto
E˜ = {(e, g, f) ∈ El × E × Er | g ∈ ωr(e) ∩ ωl(f) = ω(e ∧ f)}
de El × E × Er. Se (e1, g1, f1), (e2, g2, f2) ∈ E˜, enta˜o g1 ∧ g2 ωr g1 ωr e1 e
g1 ∧ g2 ωl g2 ωl f2, ou seja, g1 ∧ g2 ∈ ωr(e1) ∩ ωl(f2) e portanto
(e1, g1, f1) ∧ (e2, g2, f2) = (e1, g1 ∧ g2, f2) ∈ E˜.
Acaba´mos de verificar que E˜ e´ um sub-pseudo-semi-reticulado de El × E × Er.
Ale´m disso, Ee,f = {(e, g, f) | g ∈ ω(e∧f)}, e, f ∈ E(S), sa˜o sub-semi-reticulados
isomorfos a ω(e ∧ f) e E˜ e´ a unia˜o disjunta destes sub-semi-reticulados. E´ fa´cil
de verificar que Ee,f , e, f ∈ E(S), sa˜o os sub-semi-reticulados maximais de E˜.
Conclu´ımos assim:
Proposic¸a˜o 3.1. [5, Theorem 2.2] O pseudo-semi-reticulado E˜ e´ a unia˜o disjunta
dos seus sub-semi-reticulados maximais. Ale´m disso, a func¸a˜o
E˜ −→ E
(e, g, f) 7−→ g
e´ um homomorfismo sobrejectivo.
A proposic¸a˜o anterior diz-nos que qualquer pseudo-semi-reticulado e´ a imagem
homomorfa de um pseudo-semi-reticulado que e´ a unia˜o disjunta dos seus sub-
semi-reticulados maximais. Vejamos agora qual e´ a estrutura destes u´ltimos.
Consideremos:
• I e Λ dois conjuntos na˜o vazios;
• (Lλ, λ ∈ Λ), (Ri, i ∈ I) e (Eiλ, (i, λ) ∈ I ×Λ) treˆs famı´lias de semi-reticu-
lados tais que os Eiλ sa˜o disjuntos dois a dois;
• para (i, λ) ∈ I×Λ, ϕiλ : Eiλ −→ Lλ e ψiλ : Eiλ −→ Ri sa˜o homomorfismos
injectivos cujas imagens sa˜o ideais de Lλ e Ri, respectivamente;
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• E = ∪(i,λ)∈I×ΛEiλ.
Dado um elemento x de um dos semi-reticulados anteriores, denotamos por (x]
o ideal principal gerado por x. O resultado seguinte foi provado por Pastijn em
[10].
Teorema 3.2. Com as definic¸o˜es anteriores, se para quaisquer (i, λ), (j, µ) ∈
I × Λ, qualquer xiλ ∈ Eiλ e qualquer yjµ ∈ Ejµ, existir ziµ ∈ Eiµ tal que
((xiλψiλ] ∩ Eiµψiµ)ψ−1iµ ∩ ((yjµϕjµ] ∩ Eiµϕiµ)ϕ−1iµ = (ziµ],
enta˜o E, com o produto definido por xiλ ∧ yjµ = ziµ, e´ um pseudo-semi-reticu-
lado. Mais ainda, E e´ a unia˜o disjunta dos seus sub-semi-reticulados maximais
Eiλ, (i, λ) ∈ I × Λ. Por outro lado, qualquer pseudo-semi-reticulado que seja a
unia˜o disjunta dos seus sub-semi-reticulados maximais pode ser constru´ıdo desta
forma.
Portanto, cada pseudo-semi-reticulado E que seja a unia˜o disjunta dos seus
sub-semi-reticulados maximais pode ser interpretado como uma matriz onde cada
entrada e´ um sub-semi-reticulado maximal Eiλ (ver diagrama abaixo); os semi-re-
ticulados que se encontram na mesma linha [coluna] podem ser todos mergulhados
como ideais no mesmo semi-reticulado Ri [Lλ] de modo a que a condic¸a˜o expressa
no Teorema 3.2 seja satisfeita; e se a ∈ E pertence a um semi-reticulado da linha
i e b ∈ E pertence a um semi-reticulado da coluna λ, enta˜o a ∧ b pertence ao se-
mi-reticulado que se encontra na estrada (i, λ) da matriz (ver diagrama abaixo).
Da´ı que que a unia˜o de todos os semi-reticulados que se encontram na mesma
linha [coluna] seja um sub-pseudo-semi-reticulado de E. Na realidade, para i ∈ I
e λ ∈ Λ,
∪µ∈ΛEiµ e ∪j∈I Ejλ
sa˜o semigrupos: o primeiro e´ uma banda normal a` direita e o segundo e´ uma
banda normal a` esquerda.
E11 E12 · · · E1n −→ R1





Em1 Em2 · · · Emn −→ Rm
↓ ↓ ↓
L1 L2 · · · Ln
a a ∧ b
b
Podemos ainda ir um pouco mais ale´m. Os pseudo-semi-reticulados do Teo-
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rema 3.2 em que os homomorfismos injectivos ψiλ e ϕiλ sa˜o todos isomorfismos (e,
portanto, Ri, Lλ, Eiλ sa˜o todos isomorfos) dizem-se pseudo-semi-reticulados
elementares. Meakin e Pastijn [5] provaram o seguinte resultado:
Teorema 3.3. Qualquer pseudo-semi-reticulado divide um pseudo-semi-reticula-
do elementar, ou seja, qualquer pseudo-semi-reticulado e´ a imagem homomorfa
de um sub-pseudo-semi-reticulado de um pseudo-semi-reticulado elementar.
4 O problema da palavra para pseudo-semi-reticula-
dos livres
Dado um conjunto X na˜o vazio, definimos recursivamente os seguintes conjuntos:
U0 = X ;
Ui = Ui−1 ∪ {(u ∧ v) | u, v ∈ Ui−1} ;
para quaisquer n ∈ N. Denotamos por F2(X) o conjunto ∪n∈NUn e designare-
mos por palavras os elementos deste conjunto. As palavras de F2(X) tornam-se
rapidamente muito complexas e de dif´ıcil percepc¸a˜o essencialmente devido a` quan-
tidade de pareˆntesis que temos de colocar. Para tentar minimizar este problema
usaremos as seguintes convenc¸o˜es de escrita:
∧(u1, u2, · · · , un) = (· · · ((u1 ∧ u2) ∧ u3) ∧ · · · ) ∧ un ;
(u1, u2, · · · , un)∧ = u1 ∧ (u2 ∧ (· · · ∧ (un−1 ∧ un) · · · )) ;
onde u1, u2, · · · , un sa˜o palavras de F2(X). Denotamos tambe´m por uR e uL a
primeira e a u´ltima letra de X em u ∈ F2(X), respectivamente. Uma subpalavra
de uma palavra u ∈ F2(X) e´ uma palavra v ∈ F2(X) tal que u = avb onde a e b
sa˜o sequeˆncias de letras no alfabeto X ∪ { ( , ) , ∧}.
No conjunto F2(X) temos naturalmente definida uma operac¸a˜o ∧. E´ bem
conhecido que a a´lgebra (F2(X),∧) e´ a a´lgebra bina´ria absolutamente livre. Como
a classe de todos os pseudo-semi-reticulados constitui uma variedade de a´lgebras,
enta˜o existem os pseudo-semi-reticulados livres. Mais concretamente, existe uma
congrueˆncia em F2(X) cuja a´lgebra quociente e´ o pseudo-semi-reticulado livre
sobre X. Neste artigo denotaremos por ρ essa congrueˆncia. Apresentamos de
seguida uma soluc¸a˜o para o problema da palavra para os pseudo-semi-reticulados
livres, isto e´, um processo algor´ıtmico para responder a` questa˜o de quando e´ que
(u, v) ∈ ρ. Observe-se tambe´m que este problema da palavra e´ equivalente ao
problema de determinar quando e´ que uma identidade e´ satisfeita por todos os
pseudo-semi-reticulados. Os resultados que se seguem podem-se encontrar com
mais detalhe (incluindo as respectivas provas) em [9].
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Um sistema de reescrita em F2(X) e´ um subconjunto de pares ordenados
(u, v) de palavras u, v ∈ F2(X). Dado um sistema de reescrita R, denotamos
por R−→ a relac¸a˜o bina´ria definida por: para quaisquer s, t ∈ F2(X), s R−→ t
se e so´ se existir (u, v) ∈ R tal que u e´ uma subpalavra de s e t e´ obtido de
s por substituic¸a˜o da subpalavra u por v. Usualmente abrevia-se a notac¸a˜o e
escreve-se somente s −→ t. Obviamente, se (u, v) ∈ R, enta˜o u −→ v. Por
isso, optaremos por escrever os elementos de R na forma u −→ v em vez da
notac¸a˜o em par ordenado. Denotamos por ∗−→ o fecho transitivo e reflexivo de
−→. Um sistema de reescrita diz-se localmente confluente se para quaisquer
t, u, v ∈ F2(X) tais que t −→ u e t −→ v, existir w ∈ F2(X) tal que u ∗−→ w
e v ∗−→ w. Um sistema de reescrita sem sequeˆncias infinitas (un)n∈N tais que
un−1 −→ un e un 6= un−1 diz-se noetheriano. Uma palavra u ∈ F2(X) diz-se
irredut´ıvel para um sistema de reescrita R se para qualquer v ∈ F2(X), u −→ v
implica u = v. O seguinte resultado e´ uma propriedade importante dos sistemas
de reescrita noetherianos e localmente confluentes.
Proposic¸a˜o 4.1. Se um sistema de reescrita R for noetheriano e localmente
confluente, enta˜o para qualquer u ∈ F2(X) existe uma u´nica palavra irredut´ıvel
v ∈ F2(X) tal que u ∗−→ v.
Se R for um sistema de reescrita noetheriano e localmente confluente, enta˜o
chamamos a` palavra irredut´ıvel v ∈ F2(X) dada pela proposic¸a˜o anterior a forma
irredut´ıvel de u ∈ F2(X). Como o sistema e´ noetheriano, a forma irredut´ıvel de
uma palavra u e´ facilmente obtida a partir de u aplicando as regras de reescrita
sucessivamente ate´ que mais nenhuma regra de reescrita possa ser aplicada. Nessa
altura obtemos a forma irredut´ıvel de u.
Corola´rio 4.2. Se σ e´ uma congrueˆncia gerada por um sistema de reescrita
noetheriano e localmente confluente R, enta˜o, para quaisquer u, v ∈ F2(X),
(u, v) ∈ σ se e so´ se a forma irredut´ıvel de u para o sistema de reescrita R
for igual a` forma irredut´ıvel de v.
O pro´ximo resultado caracteriza a congrueˆncia ρ em termos de um sistema
de reescrita.
Proposic¸a˜o 4.3. A congrueˆncia ρ e´ a congrueˆncia gerada pelo sistema de rees-
crita constitu´ıdo pelas seguintes regras:
(i) x ∧ x −→ x para qualquer x ∈ X;
(ii) ∧(u1, u2, u3, u4) −→ ∧(u1, u3, u2, u4) para quaisquer u1, u2, u3, u4 ∈ F2(X);
(iii) (u1, u2, u3, u4)∧ −→ (u1, u3, u2, u4)∧ para quaisquer u1, u2, u3, u4 ∈ F2(X);
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(iv) u ∧ (∧(x, u1, · · · , un)) −→ ∧(u, u1, · · · , un) para quaisquer u, u1, · · · , un ∈
F2(X) e x ∈ X tais que uR = x;
(v) ((u1, · · · , un, x)∧) ∧ u −→ (u1, · · · , un, u)∧ para quaisquer u, u1, · · · , un ∈
F2(X) e x ∈ X tais que uL = x.
Usando o sistema de reescrita da proposic¸a˜o anterior na˜o e´ dif´ıcil concluir que
as seguintes regras de reescrita e as suas duais pertencem tambe´m a ρ:
(1) u1 ∧ (x ∧ u2) −→ u1 ∧ u2 para x ∈ X e u1, u2 ∈ F2(X) tal que u2L = x;
(2) (u1, · · · , un, ∧(x, v1, · · · , vm) )∧ −→ (∧(u1, v1, · · · , vm−1) , u2, · · · , un, vm)
para x ∈ X e u1, · · · , un, v1, · · · , vm ∈ F2(X) tal que u1R = x.
Fixamos tambe´m uma ordem total 4 no conjunto X e restringimos as regras do
teorema anterior indicadas em (ii) e (iii) ao seguinte conjunto e respectivo dual:
(3) ∧(u1, u2, u3, u4) −→ ∧(u1, u3, u2, u4) para quaisquer u1, u2, u3, u4 ∈ F2(X)
tais que u2L 4 u3L.
Da Proposic¸a˜o 4.3 resulta facilmente o seguinte corola´rio:
Corola´rio 4.4. Para qualquer ordem total fixada no conjunto X, ρ e´ a con-
grueˆncia gerada pelo sistema de reescrita constitu´ıdo pelas regras (1), (2) e (3) e
respectivas regras duais.
A proposic¸a˜o seguinte da´-nos um processo para resolvermos o problema da
palavra para os pseudo-semi-reticulados livres.
Proposic¸a˜o 4.5. O sistema de reescrita constitu´ıdo pelas regras (1), (2) e (3) e
respectivas regras duais e´ noetheriano e localmente confluente. Logo, para quais-
quer u, v ∈ F2(X), (u, v) ∈ ρ se e so´ se a forma irredut´ıvel de u para este sistema
de reescrita for igual a` forma irredut´ıvel de v.
Assim, para sabermos se dadas duas palavras u, v ∈ F2(X), (u, v) pertence
ou na˜o a ρ basta-nos determinar as formas irredut´ıveis de u e v, usando as regras
(1), (2) e (3) e respectivas duais, e verificar se elas sa˜o iguais.
Finalizamos este artigo com algumas observac¸o˜es. A ordem total 4 e a res-
tric¸a˜o introduzida em (3) relativamente a`s regras de (ii) e´ somente uma questa˜o
te´cnica para garantir que o sistema de reescrita seja noetheriano. Observe-se que
se usa´ssemos as regras de (ii) na sua totalidade em vez das regras de (3), enta˜o
o sistema de reescrita obtido na˜o seria noetheriano ja´ que poder´ıamos construir
uma sequeˆncia infinita (un)n∈N de palavras un ∈ F2(X) tais que un 6= un−1 onde
un e´ obtido de un−1 trocando sempre as mesmas duas subpalavras. Ale´m disso,
para mostrarmos se duas determinadas palavras u e v sa˜o ρ-equivalentes, basta-
nos definir uma ordem total 4 no conjunto finito de todas as letras que ocorrem
em u ou v.
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Sobre as derivac¸o˜es da a´lgebra 3-Malcev M8
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Descrevemos as a´lgebras das derivac¸o˜es e das multiplicac¸o˜es a`
direita da a´lgebra 3-Malcev simples de dimensa˜o 8,M8. Definimos
e determinamos a a´lgebra das quasi-derivac¸o˜es de M8. Exibimos
uma Z3-gradac¸a˜o de M8.
Palavras-chave: a´lgebra terna´ria de Malcev, a´lgebra das de-
rivac¸o˜es, a´lgebra de Filippov (a´lgebra n-Lie)
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1. INTRODUC¸A˜O
As a´lgebras terna´rias de Malcev constituem um caso particular das a´lgebras
n-a´rias de Malcev, originalmente definidas em [12], e estas surgem de um modo
natural do teorema de classificac¸a˜o das a´lgebras com produto vectorial n-a´rio [2].
Entre outras coisas, tal resultado afirma que, quando n = 2, as u´nicas a´lgebras
poss´ıveis sa˜o a a´lgebra de Lie simples 3-dimensional sl(2) e a a´lgebra de Malcev
simples 7-dimensional C7; quando n ≥ 3, aquelas resumem-se a` a´lgebra n-Lie
simples (n+ 1)-dimensional (a qual e´, por seu turno, uma generalizac¸a˜o natural
das a´lgebras de Lie para o caso de uma a´lgebra com multiplicac¸a˜o n-a´ria [5], hoje
em dia conhecida por a´lgebra de Filippov) munida de um produto vectorial, sendo
ana´loga a sl(2), mas tambe´m a certas a´lgebras terna´rias definidas sobre a´lgebras
de composic¸a˜o. Podemos encontrar fo´rmulas expl´ıcitas para produtos vectoriais
terna´rios (que se exibe em (4)), bem como para produtos vectoriais generalizados
em [15], [2] e [8]. Uma visa˜o interessante sobre este assunto (incluindo ainda uma
perspectiva histo´rica) pode ser consultada em [4], enquanto que [3] sublinha a
relac¸a˜o entre produtos vectoriais e a´lgebras de composic¸a˜o.
Provou-se em [12] que estas a´lgebras terna´rias sa˜o a´lgebras terna´rias de Mal-
cev simples e centrais, que na˜o se reduzem a uma a´lgebra 3-Lie sempre que a
carcter´ıstica do corpo subjacente seja diferente de 2 e de 3 (mais geralmente, o
teorema assegura que toda a a´lgebra com produto vectorial n-a´rio constitui uma
a´lgebra n-a´ria de Malcev simples e central).
Ainda em [12], Pojidaev viria a provar que a classe das a´lgebras n-a´rias de
Malcev possui duas propriedades interessantes:
1. E´ uma extensa˜o da classe das a´lgebras n-Lie, i.e., toda a a´lgebra n-Lie e´ uma
a´lgebra n-a´ria de Malcev (o que generaliza o facto segundo o qual toda a a´lgebra
de Lie e´ uma a´lgebra de Malcev);
2. Fixando uma componente arbitra´ria na multiplicac¸a˜o (i.e., definindo uma nova
operac¸a˜o, reduzida, no espac¸o vectorial A subjacente a` a´lgebra n-a´ria de Malcev
mediante [x1, . . . , xn−1]a = [a, x1, . . . , xn−1]), obtemos uma a´lgebra (n − 1)-a´ria
de Malcev.
Ate´ agora, o u´nico exemplo de uma a´lgebra n-a´ria de Malcev simples e´ a
acima mencionada a´lgebra terna´ria de Malcev simples e central definida sobre
uma a´lgebra de composic¸a˜o de dimensa˜o 8, que denotaremos por M .
A continuac¸a˜o da investigac¸a˜o das propriedades de M permitiu-nos obter
alguns resultados que aqui expomos. Assim, para ale´m de alguns resultados
acreca das a´lgebras associativa e de Lie geradas pelas multiplicac¸o˜es a` direita em
M , conclu´ımos que as a´lgebras associativas Der(M) and Innder(M) (i.e., das
derivac¸o˜es e das derivac¸o˜es internas de M) coincidem. E´ conhecido que, no caso
das a´lgebras de Malcev, os operadores lineares da forma [Rx, Ry] + Rxy (onde
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[., .] denota o comutador) sa˜o derivac¸o˜es internas. Exibimos um teorema ana´logo
a este para o caso da a´lgebra terna´ria de Malcev M . Nomeadamente, provamos
que
Der(M) = 〈[Rx,y, Rx,z] +Rx,[y,x,z] : x, y, z ∈M〉.
O propo´sito dos resultados obtidos e´ uma sua eventual utilizac¸a˜o quando abordar-
mos, em investigac¸o˜es posteriores, o problema da classificac¸a˜o das representac¸o˜es
irredut´ıveis de dimensa˜o finita desta a´lgebra.
Apo´s generalizarmos o conceito de quasi-derivac¸a˜o de um anel [1] para o caso
de uma a´lgebra com multiplicac¸a˜o n-a´ria, conseguimos descrever a a´lgebra das
quasi-derivac¸o˜es de M .
Por u´ltimo, a generalizac¸a˜o do conceito de gradac¸a˜o levou-nos a` obtenc¸a˜o de
uma Z3-gradac¸a˜o na˜o trivial de M .
Os resultados referentes a`s secc¸o˜es 2 e 3 deste artigo sera˜o publicados, junta-
mente com as respectivas demonstrac¸o˜es, em [11]. Por seu turno, aqueles que se
incluem na u´ltima secc¸a˜o fazem parte de [10].
Comec¸amos por recordar algumas definic¸o˜es. Seja Φ um anel comutativo e
associativo com unidade. Uma Ω-a´lgebra sobre Φ e´ um mo´dulo com unidade sobre
Φ, no qual e´ poss´ıvel definir um sistema de operac¸o˜es alge´bricas multilineares
Ω = {ωi : |ωi| = ni ∈ N, i ∈ I}, onde |ωi| denota a aridade de ωi. E´ usual
abreviar a designac¸a˜o de Ω-a´lgebra escrevendo apenas a´lgebra.
Uma a´lgebra n-Lie (n ≥ 3) (ou a´lgebra n-a´ria de Filippov) e´ uma Ω-a´lgebra
L com uma operac¸a˜o n-a´ria [x1, . . . , xn] satisfazendo as identidades
[x1, . . . , xn] = sgn(σ)[xσ(1), . . . , xσ(n)], (1)
[[x1, . . . , xn], y2, . . . , yn] =
n∑
i=1
[x1, . . . , [xi, y2, . . . , yn], . . . , xn], (2)
onde σ e´ uma permutac¸a˜o pertencente ao grupo sime´trico Sn, cujo sinal e´ deno-
tado por sgn(σ). A relac¸a˜o (1) e´ dita anticomutatividade, sendo (2) conhecida
por identidade de Jacobi generalizada (ou identidade de Filippov).
A seguinte func¸a˜o definida numa a´lgebra n-a´ria diz-se Jacobiano n-a´rio:
J(x1, . . . , xn; y2, . . . , yn) =
[[x1, . . . , xn], y2, . . . , yn]−
n∑
i=1
[x1, . . . , [xi, y2, . . . , yn], . . . , xn].
Note que, numa a´lgebra n-Lie, J(x1, . . . , xn; y2, . . . , yn) e´ anti-sime´trico nas varia´veis
x1, . . . , xn e nas varia´veis y2, . . . , yn, mas na˜o na reunia˜o de todos estes argumen-
tos. Segue-se da definic¸a˜o que A e´ uma a´lgebra n-Lie se e so´ se
J(x1, . . . , xn; y2, . . . , yn) = 0
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para todos os x1, . . . , xn, y2, . . . , yn ∈ A.
Uma a´lgebra n-a´ria de Malcev (n ≥ 3) e´ uma Ω-a´lgebra L munida de uma
operac¸a˜o anti-comutativa n-a´ria [x1, . . . , xn] satisfazendo a identidade
n∑
i=2




[[z, x2, . . . , [xi, y2, . . . , yn], . . . , xn], x2, . . . , xn]
= [[[z, x2, . . . , xn], x2, . . . , xn], y2, . . . , yn]
− [[[z, y2, . . . , yn], x2, . . . , xn], x2, . . . , xn].













Rx = R2xRy −RyR2x,
onde Rx = Rx2,...,xn e Ry = Ry2,...,yn designam multiplicac¸o˜es a` direita: zRx =
[z, x2, . . . , xn]. Note ainda que podemos escrever (3) como se segue:
−J(zRx, x2, . . . , xn; y2, . . . , yn) = J(z, x2, . . . , xn; y2, . . . , yn)Rx.
Uma versa˜o do caso terna´rio de (3) pode escrever-se facilmente na forma:
[[x, y, z], [y, u, v], z]+[[x, y, z], y, [z, u, v]]+[[x, [y, u, v], z], y, z]+[[x, y, [z, u, v]], y, z]
= [[[x, y, z], y, z], u, v]− [[[x, u, v], y, z], y, z] .
No que se segue, assumiremos que Φ e´ um corpo de caracter´ıstica distinta
de 2 e de 3, e denotaremos por A uma a´lgebra de composic¸a˜o sobre Φ com uma
involuc¸a˜o − : a 7→ a¯ e unidade 1. A forma bilinear sime´trica 〈x, y〉 = 12(xy¯ + yx¯)
definida em A e´ suposta na˜o-singular e, ale´m disso, e´ poss´ıvel definir a norma
de cada a ∈ A mediante a regra n(a) = 〈a, a〉. Se A for equipado com uma
multiplicac¸a˜o terna´ria [·, ·, ·] atrave´s de
[x, y, z] = xy¯z − 〈y, z〉x+ 〈x, z〉 y − 〈x, y〉 z , (4)
enta˜o A converte-se numa a´lgebra terna´ria de Malcev [12] que sera´ denotada por
M(A). Se dim A = 8, enta˜o M(A) na˜o se reduz a uma a´lgebra 3-Lie e podemos
denota´-la por M8 ou mais simplesmente por M .
Embora, como se disse, na˜o incluamos aqui as demonstrac¸o˜es dos resultados
que provarmos, conve´m realc¸ar que elas fazem uso das propriedades respeitan-
tes a`s a´lgebras de composic¸a˜o (que surgem, e.g., em [2], [14] e [12]). Sendo A
Sobre as derivac¸o˜es da a´lgebra 3-Malcev M8 191
uma a´lgebra de composic¸a˜o nas condic¸o˜es acima descritas, eis algumas dessas
propriedades:
aab = a(ab) = n(a)b = baa = b(aa) ; aba = −n(a)b¯+ 2 〈a, b〉 a ;
ab¯c+ ac¯b = 2 〈b, c〉 a ; a(b¯c) + b(ac) = 2 〈a, b〉 c ; (5)
〈ab, c〉 = 〈b, ac〉 = 〈a, cb¯〉 ; 〈a, b¯〉 = 〈a, b〉 , 〈a, b〉 = 〈a, b¯〉 .
Ale´m disso, se a, b, c ∈ A sa˜o ortonormados, enta˜o:
aba = −b¯ ; ab¯c = −ac¯b ; a(b¯c) = −b(ac) . (6)
Por u´ltimo, recordamos que (4) e´ anti-comutativo, o que e´ consequeˆncia do facto
de constituir um produto vectorial terna´rio [2].
2. A´LGEBRAS DE MULTIPLICAC¸O˜ES DE M
Seja A a a´lgebra de composic¸a˜o antes mencionada e admitamos que 1, a, b, c
sa˜o vectores ortonormados de A. Escolhamos a seguinte base de M :
{e1 = 1, e2 = a, e3 = b, e4 = ab, e5 = c, e6 = ac, e7 = bc, e8 = abc} ,
a qual denotaremos por E e que sera´ designada por base cano´nica de M . Para
cada i ∈ {2, . . . , 8}, e´ poss´ıvel escolher ı´ndices j, k, l,m, s, t, todos dependentes de
i, tais que
ei = e1ei = ejek = elem = eset (7)
e
ekem = et. (8)
Definic¸a˜o: Qualquer conjunto de equac¸o˜es (7) que satisfac¸a (8) e´ dito uma
partic¸a˜o da base E. O conjunto ordenado dos nu´meros naturais {i, j, k, l,m, s, t}
que corresponde a uma dada partic¸a˜o (7) de E e´ dito o ı´ndice da partic¸a˜o. De-
notaremos por P o conjunto de todos os ı´ndices das partic¸o˜es de E .
Notemos que, se for dada uma partic¸a˜o (7), enta˜o
ei = e1ei = eset = ejek = elem,
ei = e1ei = elem = eset = ejek (9)
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sa˜o tambe´m partic¸o˜es. Ale´m disso, temos tambe´m as seguintes outras partic¸o˜es:
ej = e1ej = esem = ekei = etel,
ek = e1ek = eiej = emet = esel,
el = e1el = emei = ekes = ejet, (10)
em = e1em = eiel = etek = ejes,
es = e1es = elek = etei = emej ,
et = e1et = eies = ekem = elej .
SejaM =M(A) a a´lgebra terna´ria de Malcev, simples, 8-dimensional sobre Φ
e R o espac¸o vectorial gerado pelas multiplicac¸o˜es a` direita emM . Sejam Ass(R)
e Lie(R), respectivamente, a a´lgebra associativa e a a´lgebra de Lie geradas pelos
elementos de R. Por u´ltimo, sejam Der(M) e Innder(M), respectivamente, as
a´lgebras das derivac¸o˜es e das derivac¸o˜es internas de M . Recordemos que uma
derivac¸a˜o se diz interna se pertencer a` a´lgebra de Lie de transformac¸o˜es lineares
Lie(R). No que se segue, 〈wυ : υ ∈ Υ〉 denota o espac¸o vectorial sobre Φ gerado
pela famı´lia de vectores {wυ : υ ∈ Υ}.
Proposic¸a˜o 2.1. Com as notac¸o˜es acima descritas:
1. Ass(R) =M8,8(Φ) =
〈R2〉 ;
2. Lie(R) ∼= D4 e Lie(R) = R enquanto espac¸os vectoriais;
3. Der(M) ∼= B3 .
Ao longo da demonstrac¸a˜o deste resultado prova-se que
Der(M) = 〈∆1l −∆mi,∆1l −∆jt,∆1l −∆ks : i, j, k, l,m, s, t ∈ P〉 , (11)
onde ∆ij = eij − eji, denotando eij as habituais matrizes unidade. Tal caracte-
rizac¸a˜o de Der(M) permitiu-nos exibir uma base para esta a´lgebra, e.g.:
B = {∆23 −∆14,∆24 +∆13,∆25 −∆16,∆26 +∆15,∆27 +∆18,∆28 −∆17,
∆34 −∆12,∆35 −∆17,∆36 −∆18,∆37 +∆15,∆38 +∆16,∆45 −∆18,
∆46 +∆17,∆47 −∆16,∆48 +∆15,∆56 −∆12,∆57 −∆13,∆58 −∆14,
∆67 +∆14,∆68 −∆13,∆78 +∆12} , (12)
levando-nos aos seguintes resultados.
Proposic¸a˜o 2.2. A a´lgebra das derivac¸o˜es Der(M) e´ gerada sobre Φ por B,
como descrito em (12).
Teorema 2.3. Todas as derivac¸o˜es de M sa˜o internas.
O lema seguinte estabelece algumas relac¸o˜es na a´lgebra de Lie Lie(R).
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Lema 2.4. Seja E a base cano´nica de M . Enta˜o,
[[Rx,y, Rx,z], Ry,z] = 0 ,
para quaisquer x, y, z ∈ E.
3. DERIVAC¸O˜ES INTERNAS DE M
Seja A uma qualquer a´lgebra terna´ria, e consideremos a ∈ A e D ∈ Der(A)
tais que D(a) = 0. E´ fa´cil observar que D constitui uma derivac¸a˜o da a´lgebra
reduzida Aa. E´ tambe´m tarefa simples observar que, mesmo no caso em que
A = M , existe D ∈ Der(M) tal que D(a) 6= 0 para todo o a ∈ M, a 6= 0.
Tome-se por exemplo D = (∆14 −∆23) + (∆56 +∆78).
Sejam A = M e a ∈ A tal que a a´lgebra quociente Aa/ 〈a〉 e´ uma a´lgebra de
Malcev simples (sabemos [13] que isto acontece quando, e.g., a e´ um elemento da
base cano´nica). Seja D ∈ Der(M) (1) com D(a) 6= 0. Uma vez que D e´ uma
derivac¸a˜o da a´lgebra de Malcev reduzida Ma, e sabendo que toda a derivac¸a˜o




([Ra,xi1 , Ra,xi2 ] +Ra,[xi1,a,xi2]).
Sabemos que, de um modo geral, um operador do tipo
[Rx, Ry] +Rx◦Ry ,




(x2, . . . , xiRy, . . . , xn) ∈ L×(n−1),
na˜o e´ uma derivac¸a˜o de uma a´lgebra n-a´ria de Malcev L. Assim sendo, coloca-
se uma questa˜o natural: sera´ que os operadores lineares da forma [Rz,x, Rz,y] +
Rz,[x,z,y] constituem derivac¸o˜es da a´lgebra terna´ria de Malcev M? A resposta e´
dada pelo seguinte resultado.
Teorema 3.1. Seja M(A) uma a´lgebra terna´ria de Malcev definida numa
a´lgebra de composic¸a˜o. Para quaisquer x, y, z ∈ A vale:
[Rz,x, Rz,y] +Rz,[x,z,y] ∈ Der(M(A)).
1Apesar de Der(M) = Innder(M) (justificando o t´ıtulo da presente secc¸a˜o), preferimos usar
a notac¸a˜o Der(M) em vez de Innder(M).
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Demonstrac¸a˜o: A linearizac¸a˜o de [Rz,x, Rz,y]+Rz,[x,z,y] por meio de z, permite-
nos obter:
[Ru,x, Rv,y] + [Rv,x, Ru,y] +Ru,[x,v,y] +Rv,[x,u,y].
Basta agora provar que este operador linear e´ uma derivac¸a˜o, para quaisquer
x, y, u, v ∈ E . Para tal, sera˜o necessa´rios alguns resultados auxiliares.
Lema 3.2. Para vectores x, y, u, v ∈ E \ {e1} distintos, temos:
[Rx,y, Ru,v] ∈ Der(M).
Lema 3.3. Para vectores x, y, u, v ∈ E distintos, temos
[Rx,y, Ru,v] ∈ Der(M).
Nota: A condic¸a˜o de os elementos serem diferentes e´ essencial. De facto,
temos por exemplo [R1i, R1j ] = ∆ji + 2∆sl + 2∆mt 6∈ Der(M) (caso contra´rio
∆sl ∈ Der(M), o que e´ imposs´ıvel).
Lema 3.4. Para x, y, z ∈ E distintos, tem-se:
[Rx,y, Rx,z] +Rx,[y,x,z] ∈ Der(M).
Lema 3.5. Para x, y, u, v ∈ E distintos, tem-se:
f(u, x, v, y) = Ru,[x,v,y] +Rv,[x,u,y] ∈ Der(M) .
Por u´ltimo, a conclusa˜o do Teorema 3.1 decorre dos Lemas 3.2.-3.5.
Seja E4d o conjunto de todos os 4-uplos distintos (x, y, u, v) ∈ E×4.
Corola´rio 1. Der(M) = 〈[Rx,y, Ru,v] : (x, y, u, v) ∈ E4d 〉 .
Corola´rio 2. Der(M) = 〈[Rx,y, Rx,z] +Rx,[y,x,z] : x, y, z ∈M〉 .
Corola´rio 3. Para vectores x, y, u, v ∈ E , tem-se:
Ru,[v,x,y] +Rv,[u,x,y] ∈ Der(M) ,
Ru,[x,y,v] +Rv,[x,y,u] ∈ Der(M) .
4. QUASI-DERIVAC¸O˜ES DE M
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Na presente secc¸a˜o iremos descrever a a´lgebra das quasi-derivac¸o˜es de M .
De acordo com R. E. Block [1], um operador linear D : A −→ A e´ dito uma
quasi-derivac¸a˜o de um anel A, se for satisfeita a inclusa˜o
[D,T ] ∈ T (A), para todo o T ∈ T (A) ,
onde T (A) designa o anel de Lie gerado pelas multiplicac¸o˜es a` direita e a` esquerda
definidas por elementos de A.
No caso de a´lgebras n-a´rias, propomos o seguinte.
Definic¸a˜o. Seja A uma a´lgebra n-a´ria anticomutativa com multiplicac¸a˜o
[·, ..., ·]. Seja R o espac¸o vectorial gerado pelas multiplicac¸o˜es a` direita Ra =
Ra2,...,an, a2, ..., an ∈ A, e designemos por Ass (R) e Lie (R), respectivamente, a
a´lgebra associativa e a a´lgebra de Lie geradas por R. Cada operador D : A −→ A
tal que
[D,Ra] ∈ Lie (R) , para toda a Ra ∈ Lie (R) , (13)
e´ dito uma quasi-derivac¸a˜o de A. O conjunto das quasi-derivac¸o˜es da a´lgebra A
e´ denotado por QDer(A).
Regressemos a` a´lgebra terna´ria de Malcev 8-dimensional simples, M , sobre Φ
e sejam R, Ass (R) e L = Lie (R) as notac¸o˜es com os significados acima descritos
(com M no lugar de A). O seguinte resultado descreve as quasi-derivac¸o˜es deM .
Teorema 4.1. QDer(M) = 〈Id〉Φ ⊕ L.
5. Z3-GRADAC¸A˜O DE M
Nesta subsecc¸a˜o vamos obter a decomposic¸a˜o em espac¸os-peso (decom-
posic¸a˜o de Cartan) da a´lgebra 3-Macev simples, M , em relac¸a˜o a uma multi-
plicac¸a˜o a` direita regular. Esta constitui o passo inicial para a deduc¸a˜o, de uma
Z3-gradac¸a˜o em M8.
No que se segue, L designa uma a´lgebra 3-Malcev de dimensa˜o finita sobre
um corpo de caracter´ıstica nula.
Consideremos a decomposic¸a˜o de Fitting de L em relac¸a˜o a uma multiplicac¸a˜o
a` direita em L, Rx,y, i.e.,
L = L0 ⊕ L1 ,
(soma directa de subespac¸os vectoriais) onde os Li, i = 0, 1 sa˜o invariantes sob a
acc¸a˜o de Rx,y. Sabe-se que Rx,y induz uma transformac¸a˜o nilpotente em L0 e um
isomorfismo em L1 (ver [7]). Como e´ usual, os espac¸os L0 e L1 sa˜o denominados,
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respectivamente, por componente nula e componente unidade da decomposic¸a˜o
de Fitting, sendo que
L0 =
{








Deste modo, L0 e´ o espac¸o caracter´ıstico correspondente a` raiz caracter´ıstica nula
de Rx,y, sendo dimL0 a multiplicidade de tal raiz.
Por u´ltimo, recordemos que uma multiplicac¸a˜o a` direita Rx,y e´ dita regular,
se na decomposic¸a˜o de Fitting de L em relac¸a˜o a Rx,y, dimL0 e´ mı´nima. Neste
caso, diremos que L0 e´ um subespac¸o de Cartan de L.
No que se segue, suporemos que o corpo Φ e´ quadraticamente fechado.
Lema 5.1. Sejam x, y ∈M . Enta˜o Rx,y e´ regular se e so´ se nxny 6= 〈x, y〉2 .
Teorema 5.2. Seja M a a´lgebra 3-Maltcev simples 8-dimensional sobre um
corpo quadraticamente fechado Φ. Seja Rx,y um elemento regular e
M =M0 ⊕M1
a decomposic¸a˜o de Fitting de M em relac¸a˜o a Rx,y. Enta˜o M0 e´ uma suba´lgebra
abeliana de M com dimensa˜o 2, tendo-se a seguinte decomposic¸a˜o de Cartan de
M
M =M0 ⊕Mα ⊕M−α , (14)
onde α ∈ Φ e´ tal que vRx,y = ±αv para qualquer v ∈M±α.
Vamos de seguida deduzir certas propriedades auxiliares relativas aos espac¸os
M±α.
Lema 5.3. Sejam dados V = 〈1, x, y, xy〉Φ, U = V ⊥ e M± = M±α ∩ U .
Enta˜o
1) 〈M±M±,M∓〉 = 0;
2) M±M± ⊆ 〈αx± nxy ∓ xy〉Φ ;
3) M+M− ⊆ 〈−α+ y + xy〉Φ ;
4) M+M+ +M+M− +M−M− ⊆ V.
A noc¸a˜o de a´lgebra gradada pode ser generalizada para a´lgebras terna´rias.
No caso presente, interessam-nos as a´lgebras 3-Malcev.
Definic¸a˜o. Uma a´lgebra 3-Malcev L com multiplicac¸a˜o [·, ·, ·] e´ dita G-
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onde G e´ um semigrupo comutativo e
[Lα, Lβ, Lγ ] ⊆ Lα+β+γ ,
para quaisquer α, β, γ ∈ G. Em tal caso, diz-se que L possui uma G-gradac¸a˜o.
O resultado seguinte e´ o passo final na deduc¸a˜o de uma Z3-gradac¸a˜o de M.
Lema 5.4. Denotemos M±α por M±1. Enta˜o
[Mi,Mj ,Mk] ⊆Mi+j+k ,
onde a soma i+ j + k e´ considerada mo´dulo 3.
Corola´rio 5.5. A a´lgebra 3-Malcev M8 pode ser equipada com uma Z3-
gradac¸a˜o na˜o trivial.
Demonstrac¸a˜o. E´ uma consequeˆncia directa da decomposic¸a˜o de Cartan (14)
para M8 em conjunc¸a˜o com o lema anterior.
REFERENCES
[1] Block, R.E. Determination of the differentiable simple rings with a minimal
ideal. Ann. Math. 1969, 90(3), 433-459.
[2] Brown, R.B.; Gray, A. Vector cross products. Comment. Math. Helv. 1967,
42, 222–236.
[3] Ebbinghaus; Hermes; et al Numbers. Graduate texts in Mathenmatics, 123,
Springer-Verlag, 1991.
[4] Eckmann, B. Continuous solutions of linear equations - an old problem, its
history and its solution. Exposition. Math. 1991, 9, 351-365.
[5] Filippov, V.T. n-Lie algebras. Sib. Math. J. 1985, 26(6), 879-891; translation
from Sib. Mat. Zh. 26(6), 126-140 (Russian).
[6] Humphreys, J.E. Introduction to Lie algebras and representation theory.
Springer-Verlag, New York, 1972.
[7] Jacobson, N. (1962), Lie algebras, Wiley-Interscience, New York.
[8] Massey, W.S. Cross products of vectors in higher dimensional Euclidean
spaces. Am. Math. Monthly 1983, 90, 697-701.
198 encontro de algebristas portugueses 2005
[9] Pojidaev, A.P.; Saraiva, P. On derivations of simple 8-dimensional ternary
Malcev algebra. Abstracts of International Conference on Lie and Jordan
algebras, their Representations and Applications, Guaruja´, Sa˜o Paulo, Brazil
2002, May 13-18, 44-45.
[10] Pojidaev, A.P.; Saraiva, P. On some algebras related with the simple 8-
dimensional ternary Malcev algebraM8. Centro de Matema´tica da U. Coim-
bra, Dep. de Mat. U. Coimbra 2003, Preprint 03-19, 1-34.
[11] Pojidaev, A.P.; Saraiva, P. On the derivations of the ternary Malcev algebra
M8. (aceite para publicac¸a˜o em Communications in Algebra).
[12] Pozhidaev, A.P. n-Ary Mal’tsev algebras. Algebra and Logic 2001, 40(3),
170-182; translation from Algebra i Logika 40(3):309-329 (Russian).
[13] Saraiva, P. On some generalizations of Malcev algebras. Int. J. of Math.,
Game Th. and Algebra 2003, 13(2), 89-108.
[14] Shestakov I.P.; Shirshov A.I.; Slin’ko A.M.; Zhevlakov K.A. Rings that are
Nearly Associative, M.: Nauka. 1978, English translation: Acad. Press N.
Y. 1982.
[15] Zvengrowski, P. A 3-fold vector cross product in IR8. Comm. Math. Helv.
1966, 40, 149-152.
Mo´dulos com injectividade fraca
Catarina Santa-Claraa
aDepartamento de Matema´tica, Faculdade de Cieˆncias, Universidade de Lisboa, Rua Ernesto
de Vasconcelos, Bloco C1, 1749-016 Lisboa, Portugal, e-mail: cgomes@fc.ul.pt
Resumo
Um mo´dulo M e´ c-injectivo se, para qualquer submo´dulo fechado
N de M , qualquer homomorfismo de N para M puder ser esten-
dido a um homomorfismo de M para M . Fazemos um levantamento
de exemplos conhecidos e de propriedades gerais para esta classe de
mo´dulos (trabalho em colaborac¸a˜o com P.F.Smith).
Palavras-chave: mo´dulos injectivos, mo´dulos extens´ıveis, mo´dulos auto-c-injectivos.
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1 Mo´dulos injectivos
Os grupos divis´ıveis, e mais tarde os mo´dulos injectivos, foram introduzidos por
Baer [2], Eckmann e Schopf [5]. O conceito de injectividade e algumas das suas
generalizac¸o˜es (nomeadamente, as noc¸o˜es de mo´dulo auto-injectivo, cont´ınuo,
quase-cont´ınuo e extens´ıvel) teˆm atra´ıdo bastante interesse ao longo dos anos.
Os objectos injectivos sa˜o ‘completos’ no seguinte sentido: qualquer homomor-
fismo parcial para um objecto injectivo pode ser estendido a um homomorfismo
total. Eis alguns exemplos de objectos injectivos em outras categorias que na˜o a
dos mo´dulos:
Categoria dos espac¸os de Banach: O corpo dos nu´meros reais e´ injectivo
(Teorema de Hahn-Banach).
Categoria dos espac¸os topolo´gicos normais: O intervalo [0, 1] e´ injectivo
(Teorema de Tietze).
Categoria das A´lgebras de Boole: As A´lgebras de Boole completas sa˜o in-
jectivas.
Categoria dos conjuntos parcialmente ordenados: As completac¸o˜es de
Dedekind-MacNeille sa˜o os invo´lucros injectivos dos conjuntos parcialmente or-
denados.
Na categoria dos mo´dulos, os espac¸os vectoriais e os grupos divis´ıveis sa˜o
exemplos de mo´dulos injectivos; e qualquer mo´dulo e´ K-injectivo, para um corpo
K.
Sobre a existeˆncia de (muitos) mo´dulos injectivos, sabe-se que qualquer mo´-
dulo M pode ser mergulhado num mo´dulo injectivo minimal - o seu invo´lucro
injectivo E(M). Por exemplo, para um domı´nio de integridade comutativo R,
E(RR) e´ o seu corpo de fracc¸o˜es.
As seguintes propriedades gerais sa˜o bem conhecidas:
• O produto directo de mo´dulos injectivos e´ injectivo (este resultado pode
passar para outras categorias).
• A soma directa de mo´dulos injectivos na˜o tem de ser injectiva.
Levanta-se enta˜o a seguinte questa˜o: como e´ que se comportam as somas
directas de mo´dulos injectivos?
Problema em aberto. Quando e´ que os mo´dulos (fracamente) injectivos se
decompo˜em em somas directas de mo´dulos indecompon´ıveis?
Um resultado fundamental, no caso dos mo´dulos injectivos, e´ o seguinte:
Teorema. [11, 14] Sobre um anel Noetheriano a` direita, qualquer mo´dulo injec-
tivo decompo˜e-se numa soma directa de mo´dulos indecompon´ıveis.
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Este resultado foi generalizado para mo´dulos extens´ıveis por Okado [13, Teo-
rema 4] (veja-se [4, 8.2]).
2 Generalizac¸o˜es de injectividade
Temos a seguinte hierarquia de generalizac¸o˜es do conceito de injectividade:
Injectivo ⇒ Auto-Injectivo ⇒ Cont´ınuo ⇒ Quase-Cont´ınuo ⇒ ex-
tens´ıvel ⇒ c-Injectivo
Questa˜o. Porqueˆ generalizar?
As generalizac¸o˜es do conceito de injectividade teˆm as seguintes motivac¸o˜es:
Motivac¸a˜o externa - Exemplo: Os mo´dulos cont´ınuos surgiram no seguimento
do trabalho de Von Neumann sobre geometrias cont´ınuas (anos 30).
Motivac¸a˜o interna - Construc¸o˜es com injectivos enfraquecem a injectividade.
Exemplo: somas directas de injectivos na˜o teˆm de ser injectivas.
3 Definic¸o˜es
Fixe-se um anel com identidade R e designem-se por mo´dulos os R-mo´dulos
unita´rios a` direita.
Se N for um submo´dulo de um mo´duloM , escreve-se N ≤M . Um submo´dulo
N deM e´ essencial emM , se N ∩L 6= 0, para qualquer 0 6= L ≤M . Se qualquer
submo´dulo na˜o nulo deM for essencial emM ,M diz-se uniforme. Um submo´dulo
K de M e´ fechado em M , desde que K na˜o tenha extenso˜es essenciais pro´prias
em M . Dado um submo´dulo N de M , um submo´dulo K de M chama-se um
complemento de N em M se K for maximal na colecc¸a˜o de submo´dulos L de M
tal que L ∩ N = 0. Um submo´dulo K de M diz-se um complemento em M se
for complemento de algum submo´dulo deM . Por [4, 1.10], um submo´dulo de um
mo´dulo M e´ fechado em M se e so´ se for um complemento em M .
Um mo´dulo M e´ extens´ıvel, ou um mo´dulo CS, se qualquer submo´dulo de
M for essencial numa parcela directa de M ou, equivalentemente, se qualquer
submo´dulo fechado de M for uma parcela directa de M . Um mo´dulo M diz-se
quase-cont´ınuo se for extens´ıvel eM1⊕M2 for uma parcela directa deM , sempre
que M1 e M2 forem parcelas directas de M tais que M1 ∩M2 = 0. Um mo´dulo
M e´ um mo´dulo cont´ınuo se for extens´ıvel e qualquer submo´dulo isomorfo a uma
parcela directa de M tambe´m for uma parcela directa de M .
Dado um mo´dulo N , um mo´dulo M e´ N -injectivo se qualquer homomorfismo
α : A → M , onde A e´ um submo´dulo arbitra´rio de N , puder ser estendido a
um homomorfismo β : N → M . M e´ injectivo se for N -injectivo, para qualquer
mo´dulo N . M e´ auto-injectivo ou quase-injectivo se for M -injectivo.
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Dado um mo´dulo M , o submo´dulo singular Z(M) de M e´ definido por
Z(M) = {m ∈M | mE = 0,
para algum ideal direito essencial E de R }.
O segundo submo´dulo singular Z2(M) de M e´ o submo´dulo de M que conte´m
Z(M) e e´ tal que Z2(M)/Z(M) e´ o submo´dulo singular do mo´dulo quociente
M/Z(M). Observe-se que, se R for um domı´nio comutativo, enta˜o, para qualquer
R-mo´dulo M , Z2(M) = Z(M) e´ o submo´dulo de torc¸a˜o usual de M . Um facto
ba´sico sobre mo´dulos extens´ıveis e´ o seguinte: Z2(M) e´ parcela directa de M ,
para qualquer mo´dulo extens´ıvel M [4, 7.11].
Para outras definic¸o˜es e notac¸o˜es standard, veja-se [1, 4, 12, 20]. Para a teoria
de domı´nios de Dedekind, veja-se, por exemplo, [17, 22].
4 Mo´dulos auto-c-injectivos
Recorde-se que um mo´dulo M e´ auto-injectivo se qualquer homomorfismo α :
A → M , onde A e´ um submo´dulo arbitra´rio de M , puder ser estendido a um
homomorfismo β : N →M . Os mo´dulos cont´ınuos e quase-cont´ınuos constituem
outras classes de mo´dulos que podem ser caracterizados pelo levantamento de
homomorfismos de certo tipo de submo´dulos para o pro´prio mo´dulo, como foi
provado em [19]. De facto, no artigo citado, P. F. Smith and A. Tercan estudaram
a seguinte propriedade, para um mo´dulo M :
(Pn) Para qualquer submo´dulo K de M que se possa escrever como uma soma
directa finita K1 ⊕ · · · ⊕ Kn de complementos K1, · · · , Kn de M , todo
o homomorfismo α : K → M pode ser estendido a um homomorfismo
β :M →M .
e provaram que um mo´dulo M e´ quase-cont´ınuo se e so´ se satisfizer (Pn), para
algum (todos) n ≥ 2.
Seguindo uma ideia de [3], interessa-nos estudar os mo´dulos auto-c-injectivos,
i.e., mo´dulos M que satisfazem (P1). Os mo´dulos extens´ıveis sa˜o um exemplo
de mo´dulos com esta propriedade. Os mo´dulos auto-c-injectivos sa˜o tambe´m um
caso particular dos mo´dulos quase-injectivos generalizados estudados em [21].
Recorde-se que um mo´duloM se diz GQ-injectivo (quase-injectivo generalizado),
se, para qualquer submo´dulo N isomorfo a um submo´dulo fechado K de M ,
qualquer homomorfismo de N para M puder ser estendido a M .
Sejam M1 e M2 mo´dulos. O mo´dulo M2 e´ M1-c-injectivo se qualquer homor-
fismo α : K →M2, ondeK e´ um submo´dulo fechado deM1, puder ser prolongado
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por um homomorfismo β :M1 →M2. Claramente, se M2 for M1-injectivo, enta˜o
M2 e´ M1-c-injectivo.
Um mo´dulo M diz-se auto-c-injectivo se for M -c-injectivo.
Lema 1. [15, Lema 2.1] Seja M um mo´dulo e seja K um submo´dulo fechado de
M . Se K for M -c-injectivo, enta˜o K e´ uma parcela directa de M .
Proposic¸a˜o 2. [15, Proposic¸a˜o 2.2] As seguintes propriedades sa˜o equivalentes,
para um mo´dulo M .
(i) M e´ extens´ıvel.
(ii) qualquer mo´dulo e´ M -c-injectivo.
(iii) qualquer submo´dulo de M e´ M -c-injectivo.
Em particular, pela Proposic¸a˜o 2, qualquer mo´dulo extens´ıvel e´ auto-c-injec-
tivo. Mas nem todo o mo´dulo auto-c-injectivo e´ extens´ıvel. Considerem-se, por
exemplo, os Z-mo´dulos M1 := Q e M2 := Z/pZ, para um primo p. O Z-mo´dulo
M1 ⊕M2 e´ auto-c-injectivo mas na˜o e´ extens´ıvel [19]: (1 + pZ, q)Zp e´ submo´dulo
fechado mas na˜o e´ parcela directa, para todo o q ∈ Q \ {0}. Este facto sera´
generalizado pelo Teorema 12.
Seguem-se algumas propriedades gerais da c-injectividade.
Lema 3. [15, Lema 2.4] Sejam M1 e M2 mo´dulos. Se M2 for M1-c-injectivo,
enta˜o, para qualquer submo´dulo fechado N de M1, M2 e´ N -c-injectivo e (M1/N)-
c-injectivo.
Lema 4. [15, Lema 2.5] Sejam M e {Ni | i ∈ I } mo´dulos. Enta˜o Πi∈INi e´
M -c-injectivo se e so´ se Ni for M -c-injectivo, para todo i ∈ I.
Os mo´dulos M1 e M2 sa˜o relativamente c-injectivos se Mi for Mj-c-injectivo,
para quaisquer i, j ∈ {1, 2}, i 6= j.
Corola´rio 5. [15, Corola´rio 2.6] Sejam M1 e M2 mo´dulos. Se M1 ⊕ M2 for
auto-c-injectivo, enta˜o M1 e M2 sa˜o ambos auto-c-injectivos e relativamente c-
injectivos. Em particular, uma parcela directa de um mo´dulo auto-c-injectivo e´
auto-c-injectiva.
A rec´ıproca do Corola´rio 5 na˜o e´ va´lida, em geral. Considerem-se, por exem-
plo, os Z-mo´dulos M1 := Z e M2 := Z/pZ, para um primo p. Tanto M1 como
M2 sa˜o uniformes, logo sa˜o auto-c-injectivos e relativamente c-injectivos. Sera´
provado no Corola´rio 9 que M1 ⊕M2 na˜o e´ auto-c-injectivo.
Note-se que este exemplo tambe´m mostra que [3, Teorema 2] na˜o e´ va´lido.
O resultado citado diz que, se M1 for um mo´dulo quase-cont´ınuo com dimensa˜o
uniforme finita e M2 for auto-c-injectivo e M1-injectivo, enta˜o M1 ⊕M2 e´ auto-
c-injectivo.
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Teorema 6. [15, Teorema 2.8] Sejam M1, . . . ,Mn (n ∈ N) mo´dulos relativa-
mente injectivos. Enta˜o M1 ⊕ · · · ⊕ Mn e´ auto-c-injectivo se e so´ se Mi for
auto-c-injectivo, para todo i ∈ {1, . . . , n}.
5 Mo´dulos c-injectivos sobre domı´nios comutativos
O resultado seguinte generaliza [3, Teorema 1].
Teorema 7. [15, Teorema 3.1] Seja R um domı´nio de Dedekind que na˜o seja
um corpo. Enta˜o qualquer R-mo´dulo livre auto-c-injectivo e´ finitamente gerado.
Os pro´ximos resultados permitem encontrar classes de exemplos de mo´dulos
que sa˜o ou na˜o sa˜o auto-c-injectivos.
Teorema 8. [15, Teorema 3.4] Seja A um ideal na˜o nulo de um domı´nio de
integridade comutativo R tal que A ≤ cR, para algum c ∈ R que na˜o seja uma
unidade. Enta˜o o R-mo´dulo M := R⊕ (R/A) na˜o e´ auto-c-injectivo.
Corola´rio 9. [15, Corola´rio 3.5] Seja R um domı´nio de integridade comutativo
e seja c ∈ R \ {0} um elemento que na˜o seja uma unidade. Enta˜o o R-mo´dulo
R⊕ (R/cR) na˜o e´ auto-c-injectivo.
Teorema 10. [15, Teorema 3.9] Seja R um domı´nio de integridade comutativo
Noetheriano que na˜o seja um corpo, e seja U um R-mo´dulo simples. Enta˜o o
R-mo´dulo M := R⊕ U na˜o e´ auto-c-injectivo.
Corola´rio 11. [15, Corola´rio 3.10] Seja R um domı´nio de integridade comutativo
Noetheriano que na˜o seja um corpo, seja M1 um R-mo´dulo livre na˜o nulo e seja
M2 um R-mo´dulo semisimples na˜o nulo. Enta˜o o R-mo´dulo M1 ⊕ M2 na˜o e´
auto-c-injectivo.
Teorema 12. [15, Teorema 3.14] Seja R um domı´nio de Dedekind, seja M1
um R-mo´dulo injectivo indecompon´ıvel e livre de torc¸a˜o e seja M2 um R-mo´dulo
c´ıclico de torc¸a˜o. Enta˜o o R-mo´dulo M1 ⊕M2 e´ auto-c-injectivo.
6 Alguns exemplos (na classe dos grupos abelianos)
Exemplos. Seja R = Z e seja p ∈ Z primo.
[12, pa´gina 19] Z/pmZ e´ auto-injectivo, ∀m ∈ N.
[7, Corola´rio 23] Z/pmZ⊕ Z/pnZ e´ extens´ıvel sse |m− n| ≤ 1.
[15, Teorema 4.1] Z/pmZ⊕ Z/pnZ e´ auto-c-injectivo, ∀m,n ∈ N.
[15, Exemplo 4.2] Z/pZ⊕ Z/p2Z⊕ Z/p3Z na˜o e´ auto-c-injectivo.
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Observe-se que o terceiro exemplo mostra que [3, Proposic¸a˜o 1, Corola´rio 2]
na˜o sa˜o va´lidos. Os resultados anteriores levam a propoˆr a seguinte questa˜o.
Questa˜o. O Z-mo´dulo (Z/pmZ)(s)⊕(Z/pnZ)(t) e´ auto-c-injectivo, para quaisquer
m,n, s, t ∈ N?
Alguns ca´lculos ja´ efectuados (em colaborac¸a˜o com Patrick F. Smith), per-
mitem concluir que, dados m,n, s, t ∈ N arbitra´rios, se M for o Z-mo´dulo acima
mencionado, enta˜o qualquer homorfismo α : K →M , ondeK e´ um submo´dulo fe-
chado uniforme deM , pode ser prolongado por um homomorfismo β :M →M ,
mas a questa˜o geral permanece em aberto.
7 Produtos directos de mo´dulos simples sobre ane´is
de Dedekind
Os mo´dulos auto-c-injectivos satisfazem algumas propriedades dos mo´dulos ex-
tens´ıveis, como por exemplo o Teorema 7, mas a classe dos mo´dulos auto-c-
injectivos e´ bastante maior que a classe dos extens´ıveis. Mostraremos nesta
secc¸a˜o que, se R for um domı´nio de Dedekind que contenha uma colecc¸a˜o in-
finita de ideais maximais Pi (i ∈ I) e se M = Πi∈I(R/Pi) for o R-mo´dulo que
e´ produto directo dos R-mo´dulos simples R/Pi (i ∈ I), enta˜o M e´ um mo´dulo
auto-c-injectivo cujo submo´dulo de torc¸a˜o Z2(M) na˜o e´ uma parcela directa de
M (ver Corola´rio 14 e Teorema 15), ao contra´rio do que acontece com os mo´dulos
extens´ıveis [4, 7.11]. Ale´m disso, no caso de R = Z, M na˜o e´ soma directa de
mo´dulos indecompon´ıveis, contrastando tambe´m com o que se passa na teoria
dos mo´dulos extens´ıveis [4, 8.2].
Proposic¸a˜o 13. [16, Proposic¸a˜o 2] Seja R um domı´nio de integridade comuta-
tivo que contenha uma colecc¸a˜o infinita de ideais maximais finitamente gerados
distintos Pi (i ∈ I) tais que ∩i∈JPi = 0, para qualquer subconjunto infinito J
de I. Considere-se o R-mo´dulo M = Πi∈I(R/Pi) que e´ produto directo dos R-
mo´dulos simples R/Pi (i ∈ I). Enta˜o o submo´dulo de torc¸a˜o de M na˜o e´ parcela
directa de M .
Seja R um domı´nio de integridade comutativo com corpo de fracc¸o˜es Q. Para
qualquer ideal A de R, seja A∗ = { q ∈ Q | Aq ⊆ R }. Enta˜o A∗ e´ um R-
submo´dulo de Q, R ⊆ A∗ e AA∗ ⊆ R. O ideal A diz-se invert´ıvel se AA∗ = R.
Corola´rio 14. [16, Corola´rio 3] Seja R um domı´nio de integridade comutativo
Noetheriano que contenha uma colecc¸a˜o infinita de ideais maximais invert´ıveis
distintos Pi (i ∈ I). Considere-se o R-mo´dulo M = Πi∈I(R/Pi) que e´ produto
directo dos R-mo´dulos simples R/Pi (i ∈ I). Enta˜o o submo´dulo de torc¸a˜o de M
na˜o e´ parcela directa de M .
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Teorema 15. [16, Teorema 6] Seja R um domı´nio de Dedekind. Enta˜o qualquer
produto directo de R-mo´dulos simples e´ auto-c-injectivo.
Por um resultado ja´ citado de Okado [13, Teorema 4] (veja-se [4, 8.2]), se R
for um anel Noetheriano a` direita, enta˜o qualquer R-mo´dulo a` direita extens´ıvel
e´ soma directa de submo´dulos indecompon´ıveis. Seja M o Z-mo´dulo Πp(Z/Zp),
onde o produto directo e´ tomado sobre uma famı´lia infinita de primos p. Pelo
Teorema 15, M e´ auto-c-injectivo e, pelo Corola´rio 14, o submo´dulo de torc¸a˜o
T de M na˜o e´ uma parcela directa de M . Suponhamos que M = ⊕λMλ e´ uma
soma directa de submo´dulos indecompon´ıveis Mλ (λ ∈ Λ). Por um Teorema de
Kulikov [10] (veja-se [6, Corola´rio 27.4]), Mλ ou e´ mo´dulo de torc¸a˜o ou e´ livre de
torc¸a˜o, para cada λ ∈ Λ. Segue-se que T e´ parcela directa de M , contrariando o
ja´ sabido. Enta˜o M na˜o e´ soma directa de submo´dulos indecompon´ıveis.
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Uma Abordagem Categorial da Lo´gica das Implicac¸o˜es
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Resumo
Uma lo´gica correcta e completa para implicac¸o˜es, que e´ uma extensa˜o
natural da lo´gica equacional de Birkhoff, e´ apresentada em [1]. Ela
tem por base uma lo´gica da injectividade, com um sistema dedutivo
para epimorfismos que e´ correcto e tambe´m completo, sob condic¸o˜es
de finitude adequadas. Deste sistema geral vem na˜o so´ inspirac¸a˜o
para a definic¸a˜o da lo´gica para implicac¸o˜es mas tambe´m uma forma
de provar a sua completude. Neste artigo pretendemos descrever o
caminho percorrido, salientando a utilidade da abordagem geral bem
como das te´cnicas utilizadas.
Palavras-chave: Variedades, quasi-variedades, epimorfismos, objectos finitamente apre-
senta´veis, lo´gica equacional, lo´gica implicacional.
209
210 encontro de algebristas portugueses 2005
1 Introduc¸a˜o
Verso˜es categoriais da Lo´gica Equacional e da Lo´gica Implicacional teˆm como
base os seguintes factos:
• equac¸o˜es e implicac¸o˜es podem ser interpretadas como morfismos especiais
em categorias especiais;
• a sua satisfac¸a˜o pode ser expressa em termos de injectividade.
Consideremos uma assinatura Σ = ∪Σn, onde Σn e´ o conjunto dos s´ımbolos de
operac¸a˜o n-a´ria. Denotamos por Alg(Σ) a categoria das Σ-a´lgebras e homomor-
fismos, e por Alg(Σ, S) a subcategoria plena das Σ-a´lgebras que satisfazem um
conjunto S de equac¸o˜es ou de implicac¸o˜es.
Exemplo 1.1. Para a assinatura Σ
Σ2 = {·}, Σn = ∅ se n 6= 2
e os conjuntos (singulares)
E = {x · (y · z) = (x · y) · z}
I = {x · y = x · z ⇒ y = z},
Alg(Σ) e´ a categoria dos conjuntos com uma operac¸a˜o bina´ria, Alg(Σ, E) e´ a
categoria dos semigrupos e Alg(Σ, E, I) a categoria dos semigrupos cancela´veis
a` esquerda.
Observamos que u = x·(y·z) e v = x·(y·z) sa˜o elementos da a´lgebra dos termos
TerΣ(X), nas varia´veis X = {x, y, z}, a a´lgebra livre gerada por X. Associado a`
congrueˆncia ∼ gerada por (u, v) em TerΣ(X) , temos o homomorfismo quociente
e : TerΣ(X)→ TerΣ(X)/ ∼. Desta forma, descrevemos E = {u = v} atrave´s de
um homomorfismo sobrejectivo. Ale´m disso, uma Σ-a´lgebra (A, ·) satisfaz E se
e so´ se para todo o homomorfismo f : TerΣ(X)→ A existe um homomorfismo g
















o que significa que (A, ·) e´ injectiva relativamente a e. Concluimos assim que,
no que respeita a` equac¸a˜o u = v, Satisfac¸a˜o = Injectividade, isto e´, para toda a
Σ-a´lgebra (A, ·),
(A, ·) ∈ Alg(Σ, E)⇔ (A, ·) e´ {e}-injectiva
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De forma ana´loga, podemos associar a I = {x · y = x · z ⇒ y = z} um
homomorfismo sobrejectivo. Consideremos a congrueˆncia ∼P gerada por P =
{(x · y, x · z)} e a congrueˆncia ∼Q gerada por Q = {(x · y, x · z), (y, z)} em
TerΣ(X). Se qP e qQ sa˜o os homomorfismos quocientes respectivos, existe um e
um so´ homomorfismo eI : TerΣ(X)/ ∼P→ TerΣ(X)/ ∼Q tal que eI · qP = qQ.
Temos enta˜o que uma a´lgebra satisfaz a implicac¸a˜o referida se e so´ se e´ injectiva
relativamente a este homomorfismo sobrejectivo:
(A, ·) ∈ Alg(Σ, I)⇔ (A, ·) e´ {eI}-injectiva
De uma forma geral, dada uma assinatura Σ finita´ria de uma espe´cie, uma
equac¸a˜o e´ um par (u, v) de elementos de TerΣ(X) para um conjunto finito de
varia´veis X. Usaremos a notac¸a˜o u = v para a fo´rmula de primeira ordem
(∀X)(u = v).
Para um conjunto de equac¸o˜es E, seja ∼ a congrueˆncia gerada por E em
TerΣ(X) e e : TerΣ(X) → TerΣ(X)/ ∼ o respectivo homomorfismo quociente.
Para A ∈ Alg(Σ),
A ∈ Alg(Σ, E)⇔ A e´ {e}-injectiva
Reciprocamente, homomorfismos sobrejectivos de domı´nio livre definem con-
juntos (em geral infinitos e que podem na˜o ser finitamente gerados) de equac¸o˜es:
um homomorfismo e : TerΣ(X)→ Q define no domı´nio a congrueˆncia par nu´cleo
ParNuc(e) = {(u, v)|e(u) = e(v)},
que denotamos por ∼. Se o morfismo e´ sobrejectivo, o codomı´nio Q e´ isomorfo a`
a´lgebra quociente TerΣ(X)/ ∼. Ale´m disso
A ∈ Alg(Σ) satisfaz ParNuc(e)⇔ A e´ {e}-injectiva.
Sejam P = {ui = vi, i ∈ I} e Q = {sj = tj , j ∈ J} conjuntos de equac¸o˜es das
quais P e Q exprimem a respectiva conjunc¸a˜o.
Por
I ≡ (P ⇒ Q),
denotamos uma implicac¸a˜o onde P e´ a premissa e Q a conclusa˜o. Ela define um
homomorfismo sobrejectivo
e : TerΣ(X)/ ∼P → TerΣ(X)/ ∼P∪Q
e
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A ∈ Alg(Σ) satisfaz I ⇔ A e´ {e}-injectiva
Por outro lado, homomorfismos sobrejectivos definem implicac¸o˜es: dado um
homomorfismo sobrejectivo e : B → C seja
εB : TerΣ(B)→ B
o homomorfismo que estende a identidade 1B : B → B a` a´lgebra dos termos cujas
varia´veis sa˜o os elementos de B, isto e´ o u´nico homomorfismo tal que εB(x) = x
para todo o x ∈ B. Consideremos a implicac¸a˜o
I ≡ (ParNuc(εB)⇒ ParNuc(e · εB)) (1)
Enta˜o
A ∈ Alg(Σ) satisfaz I ⇔ A e´ {e}-injectiva,
podendo ParNuc(εB) e ParNuc(e · εB) em (1) ser substitu´ıdas por geradores.
Observac¸o˜es 1.2. 1. O functor de esquecimento na categoria dos conjuntos,
U : Alg(Σ) → Conj, tem um adjunto a` esquerda Φ : Conj → Alg(Σ)
onde Φ(X) = TerΣ(X) e´ a a´lgebra livre gerada por X. Na adjunc¸a˜o Φ a
U(η, ε), ηX : X → UΦ(X) e´ a inserc¸a˜o de varia´veis e εA : ΦU(A) → A e´ o
homomorfismo definido por εA(x) = x, para todo o x ∈ A.
2. Quando uma imersa˜o E : B → A tem um adjunto a` esquerda R diz-se
que a subcategoria B e´ reflexiva em A e as componentes da unidade rA :
A → ER(A) chamam-se as reflexo˜es: elas da˜o-nos para cada A ∈ A o
“melhor”objecto em B que pode ser constru´ıdo a partir de A. Isto significa
que todo o morfismo f : A→ E(B) se factoriza de forma u´nica atrave´s de
rA. No exemplo 1.1 a imersa˜o E : Alg(Σ, E)→ Alg(Σ) tem um adjunto a`
esquerda e as reflexo˜es sa˜o definidas, para cada Σ-a´lgebra B, pela projecc¸a˜o
cano´nica rB : B → B/ ∼, sendo ∼ a congrueˆncia em B gerada pelos pares
(x · (y · z), (x · y) · z), para todo o x, y, z ∈ B.
3. Na u´ltima secc¸a˜o vamos considerar apenas implicac¸o˜es da forma





ui = vi)⇒ (u = v)
)
isto e´, expresso˜es que envolvem apenas um nu´mero finito de equac¸o˜es e um
nu´mero finito de varia´veis.
Uma Abordagem Categorial da Lo´gica das Implicac¸o˜es 213
A satisfac¸a˜o de equac¸o˜es e de implicac¸o˜es, interpretada como injectividade
relativamente a homomorfismos sobrejectivos, envolve a considerac¸a˜o de con-
grueˆncias que podem na˜o ser finitamente geradas, como ja´ referimos. Tendo
como objectivo definir um sistema dedutivo completo e´ natural considerar ape-
nas homomorfismos sobrejectivos entre a´lgebras finitamente apresenta´veis.
Recordamos que as a´lgebras finitamente apresenta´veis da categoria Alg(Σ)
sa˜o isomorfas a a´lgebras quocientes da forma TerΣ(W )/ ∼P , onde W e´ um con-
junto finito de varia´veis e P e´ um conjunto finito de equac¸o˜es em TerΣ(W ).
Portanto, se o domı´nio e o codomı´nio de um homomorfismo sobrejectivo e sa˜o
a´lgebras finitamente apresenta´veis, a {e}-injectividade pode ser expressa por uma
implicac¸a˜o, ou um nu´mero finito de implicac¸o˜es no sentido de 1.2.3, envolvendo
um nu´mero finito de varia´veis e de equac¸o˜es.
Estes factos foram observados pela primeira vez por B. Banaschewski e H.
Herrlich em [2], e explorados por muitos outros matema´ticos entre os quais se
contam H. Andre´ka, I. Ne´meti, I. Sain, J. Ada´mek, J. Rosicky´ e G. Ros¸u. Este
u´ltimo e´ o autor do artigo [7] que inspirou o trabalho desenvolvido em [1], cujos
resultados principais sa˜o descritos no presente artigo.
Nas Cieˆncias da Computac¸a˜o as lo´gicas equacional e implicacional teˆm um
papel relevante (veja-se, por exemplo, [3], [9] e [7] e suas refereˆncias).
Sugerimos o livro [6] de Saunders Mac Lane para consulta de conceitos e
resultados da teoria das categorias.
2 Lo´gica da injectividade
O primeiro passo para estabelecer uma tal lo´gica numa categoria abstracta e´ a
substituic¸a˜o da noc¸a˜o de homomorfismo sobrejectivo por uma noc¸a˜o que possa
ser definida nesse contexto. Em Alg(Σ) os homomorfismos sobrejectivos sa˜o
exactamento os morfismos cancela´veis a` direita para a composic¸a˜o. Essa e´ a
noc¸a˜o de epimorfismo: f e´ epimorfismo se
g · f = h · f ⇒ g = h.
Esta noc¸a˜o pode ser definida em qualquer categoria e evidencia uma caracter´ıstica
fundamental das definic¸o˜es categoriais: diz-nos como e´ que o morfismo se relaci-
ona com outros morfismos da categoria.
Salientamos que, mesmo em categorias onde faz sentido falar de morfismos
sobrejectivos, eles formam em geral uma subclasse pro´pria da classe dos epimor-
fismos. Esse e´ o caso de va´rias categorias da forma Alg(Σ, E) (e.g. na categoria
dos mono´ides: a imersa˜o do mono´ide dos naturais no mono´ide dos inteiros e´ um
epimorfismo) tal como de categorias de conjuntos com um outro tipo de estrutura
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(e.g. a categoria dos espac¸os de Hausdorff onde os epimorfismos sa˜o as func¸o˜es
cont´ınuas densas).
Numa categoria A, dada uma classe E ⊆ Epi(A) de epimorfismos, um objecto
A ∈ A diz-se E-injectivo se e´ injectivo em relac¸a˜o a f , para todo o f ∈ E .
Definic¸a˜o 2.1. Numa categoria A
• as implicac¸o˜es sa˜o epimorfismos;
• um objecto A satisfaz a implicac¸a˜o e : B → C se A e´ {e}-injectivo.
• uma subcategoria plena B de A diz-se implicacional se existe uma classe
E ⊆ Epi(A) tal que os objectos de B sa˜o exactamente os objectos que
satisfazem as implicac¸o˜es de E
As subcategorias implicacionais de uma categoria A sa˜o, sob determinadas
condic¸o˜es, exactamente as subcategorias fechadas para subobjectos e produtos.
Analogamente, as subcategorias equacionais obteˆm-se considerando classes
E ⊆ Epi(A) de domı´nio projectivo, uma noc¸a˜o categorial que substitui a noc¸a˜o
de a´lgebra dos termos numa categoria abstracta. Elas sa˜o exactamente, tambe´m
sob determinadas condic¸o˜es, as subcategorias fechadas para subojectos, produtos
e imagens epimo´rficas.
Em Alg(Σ) estes tipos de subcategorias sa˜o as quasi-variedades e variedades,
respectivamente.
Para E ∪ {e} ⊆ Epi(A), e diz-se uma consequeˆncia lo´gica de E , escrevendo-se
E |= e
se todo o objecto de A e´ {e}-injectivo quando e´ E-injectivo.
Em [7] G. Ros¸u apresenta um sistema dedutivo que, para esta interpretac¸a˜o,
e´ correcto e completo para epimorfismos finitamente apresenta´veis de domı´nio
projectivo, que sa˜o as equac¸o˜es neste contexto geral.
A abordagem feita em [1] usa o ca´lculo das fracc¸o˜es de Gabriel e Zisman
([4]) para obter uma lo´gica correcta e completa para epimorfismos de domı´nio e
codomı´nio finitamente apresenta´veis, estabelecendo um sistema de deduc¸a˜o se-
melhante mas com diferenc¸as significativas relativamente ao apresentado em [7].
Definic¸a˜o 2.2. O Sistema Dedutivo para Epimorfismos (SDE) e´ constitu´ıdo por
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²²· e′ // ·
Se E e´ uma classe de epimorfismos de uma categoria A, denotamos por
E ` e
o facto de existir uma prova formal de e a partir de E usando o SDE, isto e´, a
existeˆncia de epimorfismos e1, · · · , en tais que en = e, e, para i = 1, · · · , n, ei e´
um morfismo de E , uma identidade, ou a conclusa˜o de uma das regras referidas,
estando as premissas entre os epimorfismos e1, · · · , ei−1.
Proposic¸a˜o 2.3. O Sistema Dedutivo para Epimorfismos e´ correcto:
E ` e implica E |= e.
Demonstrac¸a˜o. Basta ver que
• todo o objecto e´ injectivo relativamente a`s identidades;
• injectividade relativamente a dois morfismos compon´ıveis e e e′ implica
injectividade relativamente a e′ · e;
• injectividade relativamente a e′ · e implica injectividade relativamente a e;
• quanto a` u´ltima regra, se A e´ {e}-injectivo e h e´ um morfismo do domı´nio
de e′ para A a injectividade relativamente a e implica a existeˆncia de um
morfismo s tal que s·e = h·f e a propriedade universal da soma amalgamada
da´ o morfismo t tal que t · e′ = h.
Mas o Sistema Dedutivo para Epimorfismos, em geral, na˜o e´ completo, i.e.,
E |= e na˜o implica E ` e, como a seguir se mostra.
216 encontro de algebristas portugueses 2005
Exemplo 2.4. ([5], 2.11) Consideremos a assinatura Σ constitu´ıda por um con-
junto numera´vel de s´ımbolos nula´rios c0, c1, c2, · · · e seja E o conjunto de todos
os epimorfismos
en : I → I ′
em Alg (Σ), tais que I e´ a a´lgebra inicial e o par nu´cleo de en tem uma classe de
equivaleˆncia {cI0, · · · , cIn} e todas as outras classes de equivaleˆncia sa˜o conjuntos
singulares.
E´ fa´cil ver que uma a´lgebra A e´ E-injectiva se e so´ se todas as constantes em
A sa˜o iguais. Portanto, o quociente trivial





De facto, para um epimorfismo e′ : B → B′ com E ` e′, o nu´mero de pares (i, j)




j e´ finito. E isso e´ falso para o morfismo referido.
Em Alg(Σ), se pretendemos estabelecer um sistema dedutivo completo, e´
natural considerar epimorfismos na subcategoria plena das a´lgebras finitamente
apresenta´veis.
A noc¸a˜o de objecto finitamente apresenta´vel numa categoria arbitra´ria A e´
dada atrave´s da noc¸a˜o de colimite filtrante que passamos a definir.
Uma categoria na˜o vazia J diz-se filtrante se
1. para i, j ∈ J existe um k ∈ J e morfismos i→ k e j → k em J ;
2. para todo o par de morfismos paralelos u, v : i → j existe um morfismo w
tal que w · u = w · v.
Numa categoria A colimites filtrantes sa˜o colimites de diagramas D : J → A
onde J e´ uma categoria desse tipo.
Para A ∈ Alg(Σ) sa˜o equivalentes as seguintes condic¸o˜es:
1. A e´ finitamente apresenta´vel, isto e´ pode ser descrita por um nu´mero finito
de geradores e um nu´mero finito de equac¸o˜es.
2. A e´ co-igualizador de um diagrama
Φ(n)
//
// Φ(m) // A ,
onde n e m sa˜o conjuntos finitos e Φ a U (1.2.1).
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3. Hom(A,−) : Alg(Σ)→ Conj preserva colimites filtrantes.
Definic¸a˜o 2.5. Numa categoria A um objecto A diz-se finitamente apresenta´vel
se Hom(A,−) : A → Conj preserva colimites filtrantes. Denota-se por Afa a
subcategoria plena de A constitu´ıda pelos objectos finitamente apresenta´veis.
Definido objecto finitamente apresenta´vel numa categoria abstracta, obtemos
o que pretend´ıamos: quando a categoria tem colimites (i.e., tem coprodutos e
co-igualizadores) e e´ bem copotenciada (i.e., a menos de isomorfismo existe um
conjunto de epimorfismos de domı´nio fixo), para classes de epimorfismos entre
esse tipo de objectos, o Sistema Dedutivo para Epimorfismos e´ completo.
Teorema 2.6. Se A tem colimites e e´ bem copotenciada, para toda a classe
E ∪ {e} ⊆ Epi(Afa)
E |= e implica E ` e,
isto e´, o Sistema Dedutivo para Epimorfismos e´ completo.
Demonstrac¸a˜o. Vamos dar apenas uma ideia da demonstrac¸a˜o. Seja E a classe
de todos os epimorfismos e′ em Afa tais que E ` e′ em Afa. A menos de iso-
morfismo, E e´ um conjunto. O sistema definido em 2.2 diz-nos que este conjunto
de epimorfismos conte´m todos os morfismos identidade e e´ fechado para a com-
posic¸a˜o e para somas amalgamadas. Ou seja, E satisfaz o ca´lculo de fracc¸o˜es
(ver [4]). Daqui decorre, atrave´s de uma adaptac¸a˜o fa´cil de um resultado de
[5], que todo o objecto em Afa tem uma reflexa˜o na subcategoria dos objectos
E-injectivos (veja-se tambe´m [8]). Isto significa (1.2.2) que, para cada objecto de
Afa, existe um morfismo rA : A → A∗ com A∗ injectivo em relac¸a˜o a E tal que,
para qualquer morfismo f : A → B com B E-injectivo, existe um e um so´ g que
satisfaz g · rA = f .
Seguidamente, dado e : A→ B tal que E |= e em Afa, o facto de A e B serem
finitamente apresenta´veis e´ a chave para provar que existe um morfismo e′ tal
que E ` e′ e e′ = h · e. Da´ı, pelo Cancelamento em 2.2, vem que E ` e.
3 Lo´gica das implicac¸o˜es
Seja Σ uma assinatura finita´ria de uma espe´cie e seja V um conjunto numera´vel
de varia´veis. Nesta secc¸a˜o chamaremos implicac¸a˜o a uma expressa˜o I ≡ (P ⇒
u = v), onde P e´ um conjunto finito de equac¸o˜es. Esta e´ uma forma abreviada
de denotar a fo´rmula de primeira ordem





si = ti)⇒ (u = v)
)
,
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onde x1, · · · , xk sa˜o as varia´veis de V que aparecem na implicac¸a˜o.
Dada uma substituic¸a˜o f , i.e., um homomorfismo f : TerΣ(W )→ TerΣ(W ′),
com W, W ′ ⊆ V , seja Pf = {uf = vf : (u = v) ∈ P}, onde uf denota o termo
f(u), para u ∈ TerΣ(W ).
Definic¸a˜o 3.1. O Sistema Dedutivo para Implicac¸o˜es (SDI) e´ constitu´ıdo pelos
axiomas e pelas regras de infereˆncia seguintes
Axioma 1 : {u = v} ⇒ u = v
Axioma 2 : ∅ ⇒ u = u
Simetria: P ⇒ u = v
P ⇒ v = u
Transitividade: P ⇒ u = v, P ⇒ v = w
P ⇒ u = w
Congrueˆncia: P ⇒ u1 = v1, . . . , P ⇒ un = vn
P ⇒ σ(u1, . . . , un) = σ(v1, . . . , vn) para todo o σ ∈ Σn.
Invariaˆncia: P ⇒ u = v
Pf ⇒ uf = vf para toda a substituic¸a˜o f .
Enfraquecimento: P ⇒ u = v
P ∪ {u′ = v′} ⇒ u = v
Corte:
P ⇒ u′ = v′, P ∪ {u′ = v′} ⇒ u = v
P ⇒ u = v
Este sistema estende de forma natural o Sistema Dedutivo para o Ca´lculo
Equacional de Birkhoff que e´ constitu´ıdo pelo Axioma 2 e pelas quatro primeiras
regras de infereˆncia, com P = ∅.
Dado um conjunto de implicac¸o˜es E e uma implicac¸a˜o I temos que
• E |= I se uma a´lgebra satisfaz a implicac¸a˜o I quando satisfaz todas as
implicac¸o˜es de E;
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• E ` I se existe uma prova formal de I a partir de E usando o Sistema
Dedutivo para Implicac¸o˜es.
Teorema 3.2. O Sistema Dedutivo para Implicac¸o˜es e´ correcto e completo, isto
e´, para todo o conjunto E ∪ {I} de implicac¸o˜es
E |= I se e so´ se E ` I
Demonstrac¸a˜o. A prova da correcc¸a˜o e´ simples.
Prova-se que o Sistema Dedutivo para Implicac¸o˜es e´ completo usando a com-
pletude do Sistema Dedutivo para Epimorfismos (Teorema 2.6). Os detalhes
te´cnicos da demonstrac¸a˜o podem ser encontrados em [1]. Aqui apresentamos
apenas um esquema do caminho percorrido.
Para isso, vamos considerar conjuntos de implicac¸o˜es da forma
F = {I1, I2, . . . , In},
onde Ii ≡ (P ⇒ ui = vi), 1 ≤ i ≤ n. Dado um tal F , seja Q = {ui = vi, i =
1, . . . , n} e seja Φ(W ) = TerΣ(W ), onde W ⊆ V e´ um conjunto finito contendo
todas as varia´veis que aparecem nas implicac¸o˜es I1, I2, . . . , In. Denotando por
qP e qF os quocientes de φ(W ) em φ(W )/ ∼P e φ(W )P∪Q, respectivamente,












Φ(W )/ ∼P eF // Φ(W )/ ∼P∪Q
e´ comutativo. No caso em que F se reduz a uma u´nica implicac¸a˜o I, este morfismo
e´ designado por eI .
Se E |= I enta˜o E |= eI sendo
E = {eI′ |I ′ ∈ E}
o conjunto de epimorfismos associado.
Por 2.6,
E |= eI implica E ` eI
e a ideia e´ provar a partir da´ı que
E |= I implica E ` I,
o que se processa da seguinte forma:
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1. Para uma implicac¸a˜o I tal que E |= I, existem implicac¸o˜es I1, · · · , In ∈ E
tais que
{eI1 , · · · , eIn} ` eI , (2)
no SDE.
2. Cada passo da prova de (2) e´ isomorfo a algum epimorfismo eF , onde
F e´ um conjunto finito de implicac¸o˜es com antecedente comum, sendo
{I1, · · · , In} ` F no SDI. (Aqui o termo isomorfo e´ usado no sentido de
que e1 e´ isomorfo a e2 se existem isomorfismos f e g tais que e2 · f = g · e1.)
3. O morfismo eI e´ isomorfo a algum eF nas condic¸o˜es referidas em 2, sendo
que tal isomorfismo implica que F ` I.
4. Finalmente, se {I1, · · · , In} ` F e F ` I enta˜o E ` I.
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