We consider likelihood based inference in a class of logistic models for case-control studies with a partially observed covariate. The likelihood is a combination of a nonparametric mixture, a parametric likelihood and an empirical likelihood. We prove the asymptotic normality of the maximum likelihood estimator for the regression slope, the asymptotic chisquared distribution of the likelihood ratio statistic, and the consistency of the observed information, in both the prospective and the retrospective model.
Introduction
In this paper we consider likelihood based inference in a class of models with partially observed covariates, with as a main example a logistic regression model for case-control studies considered by Roeder, Carroll and Lindsay (1996) . We prove the asymptotic normality of the semiparametric maximum likelihood estimator, obtain the asymptotic chisquared distributions of the likelihood ratio statistics, and prove asymptotic consistency of the observed information.
The main example of the model is expressed in terms of a basic random vector (E; W; Z) whose distribution is described in the following way (our parameterization is slightly di erent from Roeder, Carroll and Lindsay (1996)):
-E is a logistic regression on exp Z with intercept and slope 0 and 1 , respectively; -W is a a linear regression on Z with intercept and slope 0 and 1 , respectively, and an N(0; 2 )-error; -Given Z the variables E and W are independent; -Z has a completely unspeci ed distribution F on R.
The approach of this paper applies to more general models. The regression structure (in our example linear on exp Z and Z, respectively) may be changed, and the prospective model introduced ahead does not require the presence of a 0-1 response, but could allow a general variable X instead of (E; W). Such variations might in uence the conditions and technical arguments to carry through the proofs. Since a \super theorem" that would cover most cases of interest would be very complicated, we stick to the preceding set-up, but indicate in a nal section which part of the results allow (easy) generalization. The parameter space for F is the set of nondegenerate probability distributions supported within a (known) compact interval Z, which is in the real line for the preceding concrete example, but could be Euclidean in general. Since Z is assumed known, estimators of F will be constrained to have support within Z. In our example, the parameter set for = ( 0 ; 1 ; 0 ; 1 ; ) is the set = R 4 (0; 1). Roeder, Carroll and Lindsay (1996) consider both a prospective and a retrospective (or case-control) model. In the prospective model we observe two independent random samples of sizes n C and n R from the distributions of (E; W; Z) and (E; W), respectively. (The indexes C and R are for \complete" and \reduced", respectively.) In the retrospective model we observe four independent random samples of sizes n C 0 , n C 1 , n R 0 and n R 1 from the conditional distributions of (E; W; Z) given E = 0 and E = 1 and the conditional distributions of (E; W) given E = 0 and E = 1, respectively. (The extra indexes 1 and 0 are for \cases" and \controls", respectively.) In the terminology of Roeder, Carroll and Lindsay (1996) , the covariate Z in a full observation (E; W; Z) is a \golden standard", but, in view of the costs of measurement, for a selection of observations only the \surrogate covariate" W is available. For instance, Z corresponds to the LDL-cholesterol and W to total cholesterol, and we are interested in heart disease E = 1.
The methods of the present paper apply to the case that the number of complete and reduced observations are of comparable magnitude. More precisely, we carry out asymptotics under the assumption that the fraction n C =n R is bounded away from 0 and 1. The model is semiparametric with a Euclidean parameter = ( 0 ; 1 ; 0 ; 1 ; ) and the unknown distribution F of the regression variable as the in nite-dimensional parameter. A density for the vector (E; W; Z) takes the form p (e; wj z) dF(z) for, with denoting the standard normal density, p (e; wj z) = Here P ;F (E = 1) = RR p (1; wj z) dF(z) dw is the probability that a randomly chosen subject from the population is a case.
In the prospective model the full parameter ( ; F) is identi able. This model is closely related to a model introduced by Ibragimov and Hasminskii (1983) , for which the maximum likelihood estimators where studied by Van der Vaart (1994 , 1996a . Adapting and extending the methods developed in these papers, we shall show that the maximum likelihood estimator for is asymptotically normal. Furthermore, we study the likelihood ratio statistics for testing hypotheses concerning along the lines of Murphy and Van der Vaart (1997).
Roeder, Carroll and Lindsay (1996) have shown that in the retrospective model the parameter of prime interest, the logistic intercept 1 , is identi able, and so are of course ( 0 ; 1 ) and 2 , but 0 and F are confounded. They prove the following nice result. LEMMA 1.1. For any value 0 < p < 1 and any parameter ( ; F), there exists a parameter ( ; F ) with 0 = 0 , 1 = 1 , 1 = 1 and = such that P ;F (E = 1) = p; p (e; wj z) dF (z) P ;F (E = e) = p (e; wj z) dF(z) P ;F (E = e) ; a:s: (e; w; z): Furthermore, if the second equation of the display is valid for two arbitrary pairs ( ; F ) and ( ; F) with nondegenerate F or F, then 1 = 1 .
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As shown by Roeder, Carroll and Lindsay (1996) , this lemma has several consequences for likelihood inference. Start by noting that the prospective likelihood is the product of the retrospective likelihood and a likelihood of multinomial form. If n 0 and n 1 are the total numbers of controls and cases, respectively, then Pros( ; F) = Retro( ; F) P ;F (E = 0) n 0 P ;F (E = 1) n 1 :
The multinomial likelihood (1 ?p) n 0 p n 1 is maximized over 0 p 1 by p = n 1 =n : for n : = n 0 +n 1 . In view of the lemma this value is attained within the class of probabilities P ;F (E = 1) as ( ; F) ranges over the parameter set. Moreover, this value can be attained meanwhile allowing complete liberty in the value of Retro( ; F). It follows that the maximum likelihood estimator (^ ;F n ) in the prospective model necessarily maximizes both the multinomial likelihood, with P^ ;F n (E = 1) = n 1 =n : , and the retrospective likelihood. Furthermore, the pro le likelihoods for 1 in the prospective and retrospective models are proportional, Prof( 1 ): = sup ; 0 ; ;F Pros( ; F) = sup ; 0 ; ;F Retro( ; F) n 0 n : n 0 n 1 n :
Thus, the prospective maximum likelihood estimator for ( ; F) is also a maximum likelihood estimator for the retrospective model. The retrospective maximum likelihood estimators for 0 and F are not unique, but the prospective and retrospective maximum likelihood estimators for the other parameters are unique and coincide. Roeder, Carroll and Lindsay (1996) use these observations to show that algorithms for computing a maximum likelihood estimator in semiparametric mixture models apply to compute the maximum likelihood estimator in both prospective and retrospective studies.
For the present paper these observations have the consequence that the retrospective maximum likelihood estimator and the retrospective pro le likelihood for 1 can be handled by similar techniques as the prospective procedures. It should be noted, however, that, while algebraically identical, the distributional theory is di erent for the two models. We prove the following theorems, where we make the following assumptions concerning the numbers of observations. In the prospective model, we assume that the numbers n C =n R converge to a number in (0; 1); in the retrospective model we assume that the numbers n C 0 =n where 2 is the asymptotic variance of the sequence p n(^ n1 ? 1 ) (which is di erent for the two models).
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The remainder of the paper consists of proofs of these results. We have made the assumption that the numbers of reduced and complete observations are of the same order.
For simplicity of notation, we shall henceforth even assume that n C = n R and denote the common value by n. We pair the observations with the rst member of every pair coming from the reduced sample and the second member of the pair from the complete sample. With these notations, the symbol n corresponds to the total number of paired controls and paired cases, n 0 and n 1 . (\Paired" has as a consequence that in the rest of the paper n 0 and n 1 are half the numbers n 0 and n 1 used previously.) In both models we write P n for the empirical measure, P n = n ?1 P n i=1 (X i ;Y i ;Z i ) . Thus, in the retrospective model n = n 0 +n 1 , and the rst n 0 of the variables (X i ; Y i ; Z i ) have the form (0; V i ; 0; W i ; Z i ), while the last n 1 observations take the form (1; V i ; 1; W i ; Z i ).
The organization of the paper is as follows. In Section 2 we state the consistency of the maximum likelihood estimators. The proof of this is in Section 10 at the end of the paper. In Section 3 we derive a set of maximum likelihood equations that are the basis of the asymptotic normality proof, and part of the consistency proof. This proof is outlined in Section 4, where details are deferred to Sections 5 and 6. In Section 7 it is shown that the estimator is asymptotically e cient. In Section 8 we prove Theorem 1.3. Finally in Section 9 we discuss the changes that need to be made to deal with di erent speci c models 
Consistency
Due to the fact that the likelihood is a product of an \ordinary" and an \empirical" likelihood, none of the standard consistency proofs apply directly. However, the standard methods can be applied in an adapted form after making the following observation. LetF n be the empirical distribution of Z 1 ; : : :; Z n . SinceF n maximizes the empirical likelihood F 7 ! Q n i=1 FfZ i g over all probability distributions F, we have that P n logF n fzg P n logF n fzg:
By the de nition of the maximum likelihood estimators (^ n ;F n ), we have P n log ? p^ n (xjF n )p^ n (yj z)F n fzg P n log ? p 0 (xjF n )p 0 (yj z)F n fzg :
Together, the two displays yield the inequality P n log ? p^ n (xjF n )p^ n (yj z) P n log ? p 0 (xjF n )p 0 (yj z) :
This is valid for both the prospective and the retrospective maximum likelihood estimators.
We can use this inequality as the starting point of a consistency proof, the di erence with an \ordinary" consistency proof (such as the one in Kiefer and Wolfowitz (1956) 
Likelihood Equations
Our proof of asymptotic normality of the sequence of maximum likelihood estimators, and part of the consistency proof, proceeds by showing that any maximum likelihood estimator solves a collection of likelihood equations. Next, the system of equations is linearized and inverted to give the asymptotic distribution of (^ n ;F n ), or just^ n1 . In view of the discussion in the introduction, we can use the likelihood equations for the prospective model for both the prospective and retrospective estimators.
Likelihood equations corresponding to can be obtained in the usual manner by partial di erentiation of the prospective log likelihood with respect to at^ n . This yields P n ? _^ n ;F n (x) + _^ n (yj z) = 0; where _ (yj z) = @=@ log p (yj z) is the score function for for the conditional density p (yj z), and _ ;F (x) is the score function for of the mixture density p (xj F), given by
Likelihood equations corresponding to the in nite-dimensional parameter F can be obtained by inserting one-dimensional submodels t 7 !F t passing throughF n in the prospective log likelihood and di erentiating with respect to t. In particular, given a bounded, measurable function h and every su ciently small number jtj, we can de ne a probability measure
This leads to the likelihood equation P n A^ n ;F n h(x; z) ? P^ n ;F n A^ n ;F n h = 0; where P ;F g is the expectation of g(X; Y; Z) under the prospective model and A ;F are the \score operators" given by
The operators B ;F : W n2 ( ; F)h = P n A ;F h(x; z) ? P ;F A ;F h: Here k is the dimension of , which is 5 in our example. The map h 7 ! W n2 ( ; F)h is indeed uniformly bounded on H, because the conditional expectation operator B ;F retains boundedness: 0 B ;F h 1 for every h 2 H.
The maximum likelihood estimators (^ n ;F n ) are zeros of the maps W n , W n (^ n ;F n ) 0:
Additionally, W n can be viewed as a map from the space L: = R k `1(H) into itself with as domain L 0 the product of and the set of probability measures in`1(H) under the identi cation F $ (F 7 ! Fh) introduced previously. We will need suitable centering functions W. In the prospective model, we simply take W equal to the expectation of W n under the true distribution P 0 = P 0 ;F 0 . This is the element W = (W 1 ; W 2 ) of R k `1(H) given by W 1 ( ; F) = P 0 This is equal to the function W de ned previously if the fraction of cases n 1 =n in the sample is equal to the fraction P 0 (D = 1) of incidence in the population. Typically, this will not be the case. However, according to Lemma LEMMA 5.1. Let X = 1 j=1 I j be a partition of R into bounded, convex sets whose Lebesgue measure is bounded uniformly away from zero and in nity. Let G be a class of functions g: X 7 ! R such that the restrictions g jI j belong to C 1 M j (I j ) for every j. Then G is P-Donsker for every probability measure P on X such that P 1 j=1 M j P 1=2 (I j ) < 1. The Because H = C 1 1 (Z) is the unit ball of the Banach space C 1 (Z), a di erent way of expressing this condition is that the operator I + K: C 1 (Z) 7 ! C 1 (Z) be continuously invertible. We can verify this by the Fredholm theory for linear operators: if K is a compact operator and I + K is one-to-one, then I + K is continuously invertible (See, for instance, Rudin (1973), p99{103.) Thus, we wish to verify that K is compact and that I+K is one-to-one. The operator K is a sum of two operators: B 0 B 0 and a remainder. The \remainder" is a continuous, niterange operator and hence is compact. The compactness of K follows therefore from the compactness of the information operator B 0 B 0 . This can be deduced from the smoothness of the maps z 7 ! p (xj z) for given x. We show this for more general kernels in Lemma 9.4.
That I +K is one-to-one is not immediate, but has a statistical interpretation. It comes down to the e cient information matrix for being positive-de nite. We discuss this as a separate lemma below. Then, by direct calculation, @ 2 @t 2 jt=0 P 0 log p t (xjF t ) p t (yjz) dF t (z) = a T (I 0 + J 0 )a + a T P 0 (A 0 h _ 0 ;F 0 ) + F 0 (hB 0 _ T 0 ;F 0 )a + F 0 h 2 + F 0 (hB 0 B 0 h): By the usual arguments this quantity is minus the information about t in the submodel indexed by ( t ; F t ). For a given direction a 6 = 0, this information is minimal for the direction h that is least favorable for estimating the parameter a T . Since the e cient information matrix is nonsingular, this minimal information is positive. By the same arguments as in the preceding proofs we also have the following lemma, which is used in the consistency proof. It follows that the left side of (8. Second, the consistency of the maximum likelihood estimators depends on the identiability of the parameters and regularity conditions. Our proof for the special case is lengthy, because it appears to be necessary to use special properties of our example to deduce consistency without unnatural restrictions. The general ideas of this proof should go through, but di erent models require work. Consistency proofs always require work.
Third, the derivation of the asymptotic normality of the maximum likelihood estimators should go through along broadly the same lines in some generality. However, this derivation requires a number of steps and each step may need to be adapted. We have no hope to write up a single theorem that is general enough to cover most cases of interest.
We discuss this in more detail. The likelihood equations, derived in Section 3 are written in general notation and need not be adapted. We still would obtain the asymptotic normality of the maximum likelihood estimators as outlined in Section 4, by application of Proposition 4.1, but the normed spaces involved in this proposition may need to be chosen di erently. More speci cally, we follow Section 4 as is, except that we do not immediately x the set of functions H as the set of all Lipschitz functions of norm bounded by 1. Other potentially useful choices are the unit balls in the set of functions of bounded variation, or in one of the H older classes C (Z). These are the spaces of functions h: Z 7 ! R that have continuous (partial) derivatives up to order for the largest integer less than or equal 27 than and whose partial derivatives of order are uniformly Lipschitz of order ? .
Choosing a unit ball relative to some norm is potentially convenient to push through the argument for continuous invertibility in Section 6. The particular choice of the Lipschitz norm made in Section 4 is motivated by the fact that Z is one-dimensional and the kernel p (xj z) smooth in z.
Donsker Classes
For the veri cation of conditions (4.2) There is a large literature on empirical processes, and this is not easily summarized.
The most recent reviews are Dudley (1984) , Pollard (1984 Pollard ( , 1990 , Gin e and Zinn (1986) and Van der Vaart and Wellner (1996) . Condition (5.2) is clear in its demand: we can just pick one of the known Donsker classes for our indexing set H (and then must move on to see whether (5.1) is satis ed and whether this H makes the map W di erentiable with continuous inverse). If we choose a unit ball in a H older space C (Z), then we must choose > d=2, for d the dimension of Z, for otherwise H will not be Donsker. So our earlier choice H = C 1 1 (Z) can only work if Z is one-dimensional, which is a severe limitation.
To satisfy (5.1) one possibility is to use the fact that classes of smooth functions are Donsker classes. If the kernels x 7 ! p (xj z) are smooth functions, as is the case in many examples, then the functions x 7 ! B ;F h(x) are smooth also. If the variable x = (d; v) is partitioned into a discrete variable d and a continuous variable v, as it is in the logistic regression case, then \smoothness in d" does not make sense. However, discrete variables can be handled in a trivial way, and therefore we may focus our attention on the smooth part of x. This follows from Lemma 9.2 below.
An appropriate lemma about Donsker classes of smooth functions on possibly unbounded subsets of R d is as follows. (Cf. Van der Vaart (1996b).) LEMMA 9.1. Let X = 1 j=1 I j be a partition of R d into bounded, convex sets whose Lebesgue measure is bounded uniformly away from zero and in nity. Let G be a class of functions g: X 7 ! R such that the restrictions g jI j belong to C M j (I j ) for every j and some xed > d=2. Then G is P-Donsker for every probability measure P on X such that P 1 j=1 M j P 1=2 (I j ) < 1.
We can establish bounds on the H older norms of order 1 of the functions B ;F h(x) by the same method as in the proof of Lemma 5.2. However, if X is a subset of a higherdimensional Euclidean space, then the preceding lemma requires consideration of higherorder derivatives. For instance, in dimension two any Lipschitz condition on the rst order partial derivatives su ces ( > 1), while in dimension three we need a Lipschitz condition of order > 1=2 on these derivatives ( > 3=2). Straightforward calculations show that @ 2 @x i @x j B ;F h(x) = cov x h(Z); @ 2 @x i @x j log p (xj Z)
? cov x h(Z); @ @x i log p (xj Z) E x @ @x j log p (xj Z)
? cov x h(Z); @ @x j log p (xj Z) E x @ @x i log p (xj Z):
This expression can be bounded as before. For X of dimension four and ve, we must also consider the third order derivatives, etcetera. Then this method will lead to increasingly stringent conditions on the kernel x 7 ! p (xj z).
Finally we note that imposing smoothness conditions is only one method to verify the Donsker condition. For instance, in a related problem Van der Vaart (1994) also discusses examples with discontinuous kernels. Proof. The empirical process indexed by F of a random sample (D 1 ; W n ); : : :; (D n ; W n ) from P can be written as Given the structure of the information operator as a sum of the identity and another operator, it is tempting to use Fredholm theory to verify its continuous invertibility, as we did in Section 6. The approach in Section 6 can be summarized as follows. Then the range of the operator B 0 restricted to the domain`1(X ) is contained in C 1+ (Z). Additionally B 0 :`1(Z) 7 ! C 1+ (Z) is compact for every < . Consequently, the operator K: C (Z) 7 ! C (Z) is compact for every 0 < 1 + .
Proof.
It follows from the Lipschitz condition on the partial derivatives that B 0 g(z) is di erentiable for every bounded function g: X 7 ! R and its partial derivatives can be found by di erentiating under the integral sign:
The two conditions of the lemma imply that this function has Lipschitz norm of order bounded by K kgk 1 . Let g n be a uniformly bounded sequence in`1(X ). Then the partial derivatives of the sequence B 0 g n are uniformly bounded and have uniformly bounded Lipschitz norms of order . Since Z is totally bounded, it follows by a strengthening of If the operator B 0 :`1(X ) 7 ! C (Z) is compact, then for any distribution function, F on Z, the operator B 0 B 0 ;F is certainly compact as an operator from C (Z) into itself. The second part of K is always compact, because it has a nite-dimensional range.
Proof of Lemmas 2.1 and 2.2
We shall rst give the proof of Lemma 2.1 under the additional assumption that the likelihood is maximized with respect to over a compact subset of the natural parameter set . At the end of the proof we indicate how this assumption can be omitted by a compacti cation argument. We abbreviate P 0 ;F 0 by P 0 .
In the model for (X; Y; Z 0 ) as described previously, the parameter is identi able. Indeed, since F 0 is assumed to be nondegenerate, is identi able from p (yj z). Under the condition that the true parameter F 0 is continuous, we shall show that this density can be continuously extended from to by de ning it to be 0 at = 1. (The case of general F 0 needs an additional argument, which is given at the end of the proof.)
Furthermore, the analog of (10. Conditionally on z 1 ; z 2 ; z 3 , the variable SS r possesses, up to a constant, a chisquare distribution with 1 or 2 degrees of freedom. It follows that ?P 0 log SS r < 1. Consequently, P 0 sup log 1 6 (0) 3 e ?SS r = 2 < 1:
We also have that P 0 sup
? log p 0 (xj F 2 )p 0 (yj z) < 1:
This concludes the proof of (10.4).
This concludes the proof of consistency of^ under the assumption that the true F 0 is continuous. If F 0 contains a discrete component, then the set B = (x 1 ; y 1 ; : : :; z 3 ): z 1 = z 2 = z 3 has positive measure under P 0 , and the preceding argument must be adapted.
In this case the extension p ;F (x 1 ; y 1 ; : : :; z 3 ) may be discontinuous at = 1 when its argument is in B. Actually, this continuity is only used in an intermediate step of the preceding proof, and is not necessary for the proof as a whole. First, note that, since F 0 is by assumption nondegenerate, the probability of B is less than 1. For (x 1 ; y 1 ; : : :; z 3 ) in the complement of B, the functions p ;F (x 1 ; y 1 ; : : :; z 3 ) are continuous at = 1. Finally, we prove the consistency ofF. (Actually, the preceding proof yields the consistency of both^ andF provided that ( 0 ; F 0 ) is identi able from the distribution of (X; Y; Z 0 ). However, this would necessitate the unnecessary condition that the true value of 1 or 1 is nonzero. So we give a separate proof.) In view of the likelihood equations, we have, for every bounded function h, 0 = (P n ? P 0 )A^ ;F h + P 0 (A^ ;F h ? A 0 ;F h) + (P 0 ? P 0 ;F )A 0 ;F h: (Note that P ;F A ;F h = 2Fh for all ( ; F), independent of .) The rst and the second of the three terms on the right converge to zero in probability uniformly in h ranging over the class H = C 1 1 (Z) of Lipschitz functions h: Z 7 ! R with Lipschitz constant 1. For the rst this follows, because the class of functions A ;F h is Glivenko-Cantelli, when ranges over a neighbourhood of 0 , F ranges over all probability distributions on Z, and h ranges over C 1 1 (Z). In equation (5.1) ahead we even verify that this class of functions is Donsker. The absolute value of the second term can be bounded by sup h2H;F P 0 (B ;F h ? B 0 ;F h) . This converges to zero by the dominated convergence theorem, if jB ;F h?B 0 ;F hj ! 0, pointwise, uniformly in h and F. Since H and the class of functions z 7 ! p (xjz): k ? 0 k < " are uniformly bounded and equicontinuous, this is the case.
We conclude that the third term on the right side of the preceding display, which can be rewritten as (F) for (F)h = R (I +B 0 B 0 ;F )h d(F 0 ?F), converges to zero in probability, uniformly in h 2 H. We shall show that this implies thatF P ! F 0 . First, the map F 7 ! (F) is continuous in the sense that (F)h ! ( This concludes the proof of Lemma 2.1.
In order to prove Lemma 2.2 we may assume that the observations are sampled according to the parameter ( 0 ; F 0 ), rather than ( 0 ; F 0 ), since this gives the same retrospective likelihood. Next, the proof follows the same steps, with minor changes, where we replace ( 0 ; F 0 ) by ( 0 ; F 0 ) throughout. A key identity is that, for any h and g, This convergence is uniform over Glivenko-Cantelli classes of functions v 7 ! h( ; v) and (w; z) 7 ! g( ; w; z) (for = 0 and = 1). As a rst application of this, we have that the empirical distributionF n of Z 1 ; : : :; Z n converges in probability to F 0 . Thus, the second term on the right in (10.3) still converges to zero.
The preceding law of large numbers also applies to the functions m ;F 2 that are de ned in the proof of Lemma 2.1, but not necessarily to the functions sup 2U;F 2 2V m ;F 2 , because the latter lack the structure of a sum of a function of x and a function of (y; x). To log p (xj F)p 0(yj z) p 0 (xj F)p 0 (yj z) < 0:
By our choice of the maximum likelihood estimator for the retrospective model, (2.1) remains valid, and the proof can proceed as before.
