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Abstract 
In this paper, we introduce a robust image watermarking method based on Hilbert-Huang Transform (HHT) against 
geometric distortion. This watermarking is detected by a linear frequency change. The HHT transformation is used to 
detect the watermark. The chirp signals are used as watermarks and this type of signals is resistant to all stationary 
filtering methods and exhibits geometrical symmetry. In the two-dimensional Radon-Wigner transformation domain, 
the chirp signals used as watermarks change only its position in space/spatial-frequency distribution, after applying 
linear geometrical attack, such as scale rotation and cropping. But the two-dimensional Radon-Wigner transformation 
needs too much difficult computing. So the image is put into a series of 1D signal by choosing scalable local time 
windows. The watermark embedded in the HHT transformation domain. The watermark thus generated is invisible 
and performs well in StirMark test and is robust to geometrical attacks. Compared with other watermarking 
algorithms, this algorithm is more robust, especially against geometric distortion, while having excellent frequency 
properties. 
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1. Main text  
1.1. Introduction 
With the arrival of the information era and the broad application of E-business, there is a growing 
importance to protect the security of messages. As an important branch in the field of the research on the 
message cryptic technique, the digital watermarking technique is an efficient way to the authentication of 
content and copyright. This technique authenticate and protect the data by imbed watermark in the 
original data. The watermark imbedded can be a passage, some marks or images. The traditional 
encryption can only assure the message security when being visited and the security of both parts when in 
a single-phase communication mode, but to the public messages transformed in the multi phase mode a 
new technique and mechanism is needed. As a potential method to solve the problem, digital 
watermarking technique is being widely concerned, and it is becoming the top research in the 
international academic field. 
Digital watermark is a special mark cryptic in the multi-media products. Digital watermark should 
have three basic characteristics: Insensitive, that is the imbed watermark can’t destroy the digital 
products, and we can feel the exist of the watermark neither visual nor aural; robustness, that is under the 
usual signal processing and geometric transmitting, It can assure that the watermark can’t be destroyed. 
The imbedded watermark can be done in time-space frequency, and it can also be done in the 
transformable domain. The first method is easy to be carried out, but the protecting from the attack to 
signal processing can’t be done perfectly. However, the watermarking method under transformable 
domain is better. The robustness must be better in the efficient digital watermark [1,2]. 
In this paper we put forward a robust digital image watermarking based on Hilbert-Huang Transform 
(HHT). In Srdjan Stankovic’s paper in [3], a watermarking algorithm in the space/spatial domain using 
two-dimensional Radon-Wigner distribution is introduced. This algorithm uses of the Radon-Wigner 
transform to detect the watermark and the two-dimensional chirp signals are used as watermarks. In the 
two-dimensional Radon-Wigner transformation domain, the chirp signals used as watermarks change 
only its position in space/spatial-frequency distribution, after applying linear geometrical attack, such as 
scale rotation and cropping. Compared with other watermarking algorithms, this algorithm is more robust, 
especially against geometric distortion, while having excellent frequency properties. But the 2D Radon-
Wigner transformation needs much difficult computing and can be impossible in reality. So we introduce 
an algorithm based on HHT transform. In this algorithm, the chirp signals used as watermarks are inserted 
in the image and the image is put into a series of 1D signal by choosing scalable local time windows. By 
using HHT transformation on the 1D image signal series, the watermark is detected. The shearing attack 
can break watermarks in one part of space support district, but watermarks in another one part of space 
support district still can not be destroyed. Synthesizing each supporting space, the watermark extracted 
still can be clear and the algorithm achieves the robustness to the shearing attacks. 
1.2. The principle of HHT 
In this paper, we use the empirical mode decomposition (EMD) first introduced by Huang et al. [4]. 
Different applications as medical and seismic signals analysis have showed the effectiveness of this 
method. This method permits to analyze non-linear and non-stationary data. Its principle is to decompose 
adaptively a given signal into frequency components, called intrinsic mode functions (IMF). These 
components are obtained from the signal by means of an algorithm called sifting process. This algorithm 
extracts locally for each mode the highest frequency oscillations out of original signal. 
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The sifting procedure decomposes a sampled signal by means of the EMD. The sifting procedure 
is based on two constraints: 
( )s k
1 Each IMF has the same number of zero crossings and extremes. 
2 Each IMF is symmetric with respect to the local mean. Furthermore, it assumes that s has at least 
two extremes. 
The EMD represent adaptively non-stationary signals as sums of zero-mean AM–FM components [5], 
i.e. An IMF is an AM–FM component. AM–FM analysis has been used successfully in a variety of 
applications including non-stationary analysis, edge detection, and image enhancement, recovery of 3D 
shapes from texture, computational stereos, texture segmentation and classification. 
Hilbert-Huang Transform (HHT) was proposed by Huang et al. It consists of two parts: (1) Empirical 
Mode Decomposition (EMD), and (2) Hilbert Spectral Analysis. With EMD, any complicated data set can 
be decomposed into a finite and often less number of intrinsic mode functions (IMFs). An IMF is defined 
as a function satisfying the following conditions: 
1 The number of extremes and the number of zero-crossings must either equal or differ at most by one; 
2 At any point, the mean value of the envelope defined by the local maxima and the envelope defined 
by the local minima is zero. 
An IMF defined as above admits well-behaved Hilbert transforms. EMD decomposes signals 
adaptively and is applicable to nonlinear and non-stationary data. In this section, a brief introduction is 
given to make this paper somewhat self-contained. 
For an arbitrary function, X(t), its Hilbert transform, Y (t), is defined as 
1 ( )( ) X tY t P dt
t tπ
∞
−∞
′
′=
′−
∫                                                                                                                       (1) 
P indicates the Cauchy principal value. Consequently an analytic signal, Z(t) can be produced by 
( )( ) ( ) ( ) ( ) i tZ t X t iY t a t e θ= + =                                                                                                        (2) 
Where  
1
2 2 2 ( )( ) [ ( ) ( )] , ( ) arctan( )
( )
Y ta t X t Y t t
X t
θ= + =                                                                           (3) 
are the instantaneous amplitude and phase of X(t). 
Since Hilbert transform Y(t) is defined as the convolution of X(t) and 1/t by Eq..1, it emphasizes the 
local properties of X(t) even though the transform is global. 
In Eq. 2, the polar coordinate expression can further clarify the local nature of this representation. With 
Eq.2, the instantaneous frequency of X(t) is defined as: 
( )( ) d tt
dt
θ
ω =                                                                                                                                      (4) 
EMD is a necessary pre-processing of the data before the Hilbert transform is applied. It reduces the 
data into a collection of IMFs and each IMF, which represents a simple oscillatory mode, is a counterpart 
to a simple harmonic function, but is much more general. 
The readers are referred to [13] for details. By EMD, any signal X(t) can be decomposed into IMFs, 
 (j = 1, · · · , n), and a residue r(t), where n is nonnegative integer depending on X(t), i.e.,  ( )jimf t
1
( ) ( ) ( )
n
j
j
X t imf t r
=
= +∑ t                                                                                                                  (5) 
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jFor each , Let ( )jimf t ( ) ( )jX t imf t= , its corresponding instantaneous amplitude, and 
instantaneous frequency, can be computed with Eq. 3 and 4. By Eq.2 and4, can be expressed as 
the real part, RP, in the following form: 
( )ja t
( )jimf t
( ) [ ( ) exp( ( ) )]j j jimf t RP a t i t dtω= ∫                                                                                              (6) 
Therefore, by Eq. 5 and 6, X(t) can be expressed as the IMF expansion as follows: 
1
( ) ( ) exp( ( ) )] ( )
n
j j
j
X t RP a t i t dt r tω
=
= ∑ ∫ +                                                                                  (7) 
which generalize the following Fourier expansion 
1
( ) ji tj
j
X t a e ω
∞
=
=∑                                                                                                                                (8) 
by admitting variable amplitudes and frequencies. Consequently, its main advantage over Fourier 
expansion is that it accommodates nonlinear and non-stationary data perfectly. 
Equation7 enables us to represent the amplitude and the instantaneous frequency as functions of time 
in a three-dimensional plot, in which the amplitude is contoured on the time-frequency plane. The time-
frequency distribution of amplitude is designated as the Hilbert amplitude spectrum or simply Hilbert 
spectrum, denoted by H(ω, t). 
Having obtained Hilbert spectrum, one will have no difficult to define the marginal spectrum as 
following: 
0
( ) ( , )
T
h H tω ω= ∫ dt                                                                                                                          (9) 
The marginal spectrum offers a measure of total amplitude (or energy) contribution from each 
frequency value. 
1.3. The imbedding and test of digital watermark 
We consider how to construct a watermark to insert into the image. In the Srdjan Stankovic and Igor 
Djurovic’s paper, the two-dimensional chirp signals are used as watermarks and in the algorithm two-
dimensional Radon-Wigner transformation is applied to additionally concentrate the energy of the 
watermark signal and shows perfect robustness to the geometrical attacks. But the computing of two-
dimensional Radon-Wigner needs too much time and could be very difficult. This algorithm is very 
impractical and the ordinary computer could not finish this work. So we want to look for a new time –
frequency distributions domain algorithm to solve this problem.  
We imbed the watermark in the HHT transformation domain of image. In Stockwell’s paper, the HHT 
transformation is introduced and can detect linear frequency-modulated signals. But 2D HHT 
transformation needs expensive computing. Obviously, it is necessary to apply one-dimensional HHT 
transformation on image and additionally concentrate the energy of the watermark signals. We select the 
linear frequency-modulated signals as watermark. The digital watermark is W  with the sum of many 
linear frequency-modulated signals with different frequency: 
1 1( ) cos[2 ( ) ] cos[2 ( ) ]m mW n f k nT nT f k nT nTπ π= + + + +                                            (10) 
The length of W  is n, and then choose D0 and D1 two areas with the same size of watermark in 
wavelet transformation middle frequency domain  and of digital image frame .  The 
method to imbed watermark is as followed: 
0LH 0HL ijC
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0 0 1 1( , ) ( ( , ) ( )), ( , ) ( ( , ) ( ))D i j D i j W n D i j D i j W n′ ′= + = +                                                      (11) 
Then we synthesize wavelet to get watermark image. All the frames be done the same way as above-
mentioned calculate ways. When withdrawing watermark, we carry on wavelet decomposition again and 
withdraw a 1-D signal from the known domains. We make HHT transformation on the 1-D signal and 
detect the linear frequency-modulated signals that are the watermarks. 
2.  Author Artwork 
In this paper, we use standard 256 ×256 gray image Lena as an original image. Applying Haar wavelet 
transformation in the algorithm, two linear frequency-modulated signals with different frequency as 
watermark are imbedded in the image. The picture frame decomposition adding watermark cuts pictures 
in the different position and the different size. After cutting an attack withdraw watermark. We cut 75% 
of the image random, then withdraw watermark. Then extracted watermark result by using Wigner 
transformation is shown such as fig.2. Then we use the HHT transformation to detect the watermark 
shown as fig.2. We insert three linear frequency-modulated signals into image and use the HHT 
transformation to detect the watermark shown as fig.3.  According to the result of the experiment, it can 
be seen that the watermarking image can still be extracted well even the original image is shearing 
attacked by 75% by HHT transformation. This proves the efficient of the method used above. In the 
testing process, this algorithm can be used in the reality. 
           
Fig.1. (a) Two 3D Watermarks with Wigner algorithm; (b) Tow 2D Watermarks with Wigner algorithm 
            
Fig.2. (a) Tow 3D Watermarks with HHT; (b) Tow 2D Watermarks with HHT 
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Fig.3. (a) Three 3D Watermarks with HHT; (b) Three 2D Watermarks with HHT 
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