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The number of Dedekind sums with equal
fractional parts
Kurt Girstmair
Abstract
In the paper [1] it was shown that the Dedekind sums 12s(m,n) and 12s(x, n), 1 ≤
m,x ≤ n, (m,n) = (x, n) = 1, are equal mod Z if, and only if, (x−m)(xm−1) ≡ 0
mod n. Here we determine the cardinality of numbers x in the above range that
satisfy this congruence for a given number m.
1. Introduction and results
Let n be a positive integer and m ∈ Z, (m,n) = 1. The classical Dedekind sum s(m,n)
is defined by
s(m,n) =
n∑
k=1
((k/n))((mk/n))
where ((. . .)) is the usual sawtooth function (see, for instance, [2], p. 1). In the present
setting it is more natural to work with
S(m,n) = 12s(m,n)
instead. Observe that S(m+ n, n) = S(m,n), hence it suffices to consider arguments m
in the range 1 ≤ m ≤ n. In the paper [1] the following theorem was shown:
Theorem 1 Let m, x be integers that are relatively prime to n. Then S(x, n) ∈ S(m,n)+
Z if, and only if,
(x−m)(xm − 1) ≡ 0 mod n. (1)
For the history of this result, see [1]. By means of Theorem 1 we can easily decide whether
a Dedekind sum S(x, n) has the same fractional part as a given Dedekind sum S(m,n).
Therefore, it seems natural to count the respective arguments x, i.e., to determine the
number
L(m,n) = |{x ∈ Z : 1 ≤ x ≤ n, (x, n) = 1, x satisfies (1)}|
for a given integer m with (m,n) = 1. Let
n =
∏
p|n
pkp
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be the prime decomposition of n. Obviously, the Chinese remainder theorem implies
L(m,n) =
∏
p|n
L(m, pkp).
Hence it suffices to determine the numbers L(m, pk) for all primes p not dividing m and
all positive integers k. In this paper we show
Theorem 2 Let p be a prime ≥ 3, k a positive integer, m an integer not divisible by p,
1 ≤ m ≤ pk. Then
L(m, pk) =


2 if m 6≡ ±1 mod p;
p⌊k/2⌋ if m ≡ ±1 mod p⌈k/2⌉;
2pj if m = ±1 + pjr, 1 ≤ j < k/2, p ∤ r.
The case p = 2 is settled by
Theorem 3 Let k be a positive integer and m an odd integer, 1 ≤ m ≤ 2k. Then
L(m, 2k) =


2⌊k/2⌋ if m ≡ ±1 mod 2⌈k/2⌉;
2j+2 if m = ±1 + 2jr, 2 ≤ j < k/2− 1, 2 ∤ r;
2j+1 if m = ±1 + 2jr, j = k/2− 1 ≥ 2, 2 ∤ r;
2j if m = ±1 + 2jr, j = (k − 1)/2 ≥ 2, 2 ∤ r.
Note that the case j = 1 need not be considered in Theorem 3. Indeed, suppose
m = 1+ 2r for an odd number r. Then m ≡ 3 mod 4, i.e., m = −1 + 2jr′, j ≥ 2, r′ ∈ Z,
r′ odd.
Example: Let n = 1728 = 2633 and m = 7. Since m ≡ −1 mod 4 and m ≡ 1 mod 3,
our theorems give L(7, 1728) = L(7, 64) · L(7, 27) = 8 · 6 = 48. So we have 48 numbers
x, 1 ≤ x ≤ 1728, (x, 6) = 1, such that S(x, 1728) has the same fractional part q as
S(7, 1728), namely, q = 127/864. These 48 Dedekind sums take the positive values q,
3 + q, 8+ q, 11+ q, 16+ q, 24+ q, 31+ q, 56+ q, 59+ q, 248+ q, and the negative values
−1 + q, −5 + q, −8 + q, −9 + q, −21 + q, −32 + q.
2. Proof of Theorem 2
Let p be a prime ≥ 3 and m an integer, p ∤ m. For a given positive integer k, we simply
write
L = L(m, pk).
Suppose that the integer x lies in the range 1 ≤ x ≤ pk. If x satisfies the congruence (1),
then we either have x ≡ mmod p or xm ≡ 1 mod p, so p ∤ x in both cases. Hence
L = |{x ∈ Z : 1 ≤ x < pk, x satisfies (1)}|.
The case m 6≡ ±1 mod p is easy. Indeed, either x ≡ mmod p or xm ≡ 1mod p, and since
p ≥ 3 each of these two cases excludes the other one. So we have either x ≡ m mod pk
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or xm ≡ 1 mod pk, and each of these two congruences has exactly one solution x with
1 ≤ x ≤ pk. Therefore, we henceforth suppose
m ≡ εmod p
with ε ∈ {±1}.
We consider the case m ≡ εmod p⌈k/2⌉ first. We show that x satisfies (1) if, and only
if,
x ≡ εmod p⌈k/2⌉. (2)
If this is true, all possible solutions x are given by
x = ε+ p⌈k/2⌉s,
with {
0 ≤ s < pk−⌈k/2⌉, if ε = 1;
0 < s ≤ pk−⌈k/2⌉, if ε = −1.
Since k − ⌈k/2⌉ = ⌊k/2⌋, there are p⌊k/2⌋ suitable numbers s, and so L = p⌊k/2⌋.
In what follows we frequently consider the p-exponent vp(z) of an integer z, namely,
vp(z) = max{j : p
j | z}.
In order to show the equivalence of (1) and (2) in the present case, we first suppose
x ≡ εmod p⌈k/2⌉. Since x ≡ mmod p⌈k/2⌉, vp(x−m) satisfies
vp(x−m) ≥ ⌈k/2⌉.
Further, if we write m = ε+ p⌈k/2⌉r, x = ε+ p⌈k/2⌉s with r, s ∈ Z, we obtain
xm− 1 = ε(r + s)p⌈k/2⌉ + p2⌈k/2⌉rs
and vp(xm − 1) ≥ ⌈k/2⌉. Altogether vp((x −m)(xm − 1)) ≥ 2⌈k/2⌉ ≥ k, so x satisfies
(1).
Conversely, suppose x 6≡ ε mod p⌈k/2⌉, so vp(x− ε) < k/2. Since vp(m− ε) ≥ k/2, we
obtain
vp(x−m) = vp((x− ε)− (m− ε)) = vp(x− ε) < ⌈k/2⌉.
Because m = ε+ p⌈k/2⌉r and x = ε+ pls, l < ⌈k/2⌉, p ∤ s, we have
xm− 1 = εspl + (εr + rspl)p⌈k/2⌉,
which shows vp(xm − 1) = l < ⌈k/2⌉. Accordingly, vp((x −m)(xm − 1)) < 2k/2 = k,
and x does not satisfy (1).
Remark. In the case m ≡ ε mod p⌈k/2⌉, we have not used the condition p ≥ 3, so the
assertion
L(m, 2k) = 2⌈k/2⌉
is also true. Therefore, this case need not be considered in the proof of Theorem 3 below.
In the remainder of this section we suppose
m = ε+ pjr, 1 ≤ j < k/2, p ∤ r.
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If x is a solution of (1), it satisfies x ≡ εmod p. Hence we may write
x = ε+ pls, 1 ≤ l ≤ k, p ∤ s, 0 < s ≤ pk−l.
We first exclude the case l 6= j. Indeed, if this is true, we obtain vp(x−m) = min{j, l} =
vp(xm− 1). However, min{j, l} ≤ j < k/2, which means that x is not a solution of (1).
Accordingly, we may assume
x = ε+ pjs, p ∤ s, 0 < s ≤ pk−j (3)
for a solution x of (1) in the range 1 ≤ x ≤ n. We have
x−m = pj(s− r) and xm− 1 = pj(ε(r + s) + pjrs). (4)
Case 1: r − s ≡ 0 mod p. Since p ≥ 3, r + s ≡ 2r 6≡ 0 mod p. So (4) yields
vp(xm− 1) = j. By (4), x is a solution of (1) if, and only if, vp(s− r) ≥ k− 2j. Observe
that k − 2j > 0, since j < k/2. Accordingly, the parameter s of a solution x can be
written as
s = r + pk−2ju, u ∈ Z. (5)
By (3),
0 < r + pk−2ju ≤ pk−j, i.e.,
−r
pk−2j
< u ≤
−r
pk−2j
+ pj .
Therefore, the integer u lies in the interval]
−r
pk−2j
,
−r
pk−2j
+ pj
]
of length pj . This interval contains exactly pj integers u. By (5), a number s belonging
to such an integer u is not divisible by p. Further, it satisfies 0 < s ≤ pk−j and, thus,
actually gives rise to a solution x of (1) in the range 1 ≤ x ≤ n. In other words, Case 1
yields pj solutions of the desired form.
Case 2: r−s 6≡ 0 mod p. If x is a solution of (1), we necessarily have r+s ≡ 0modp,
for otherwise vp(x −m) = j = vp(xm − 1), by (4). But then x cannot satisfy (1) since
j < k/2. Observing vp(xm− 1) = j + vp(ε(r + s) + p
jrs), the condition
vp(ε(r + s) + p
jrs) ≥ k − 2j (6)
is necessary and sufficient for x being a solution of (1).
Subcase (a): k − 2j ≤ j, i.e., j ≥ k/3. Here vp(ε(r + s) + p
jrs) ≥ k − 2j if, and only
if vp(r + s) ≥ k − 2j. So the number s has the form s = −r + p
k−2ju, u ∈ Z. For any
such integer u we have p ∤ s, because p ∤ r, and k − 2j > 0. By (3), s must be in the
range 0 < s ≤ pk−2j , which means
r
pk−2j
< u ≤
r
pk−2j
+ pj.
As in case 1, there are pj integers u with this property, all of which give rise to appropriate
solutions of (1).
Subcase (b): k − 2j > j, i.e., j < k/3. Here it turns out that x is a solution of (1)
only if vp(r+ s) = j. Indeed, vp(r+ s) > j implies vp(ε(r+ s) + p
jrs) = j < k − 2j, and
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vp(r + s) < j gives vp(ε(r + s) + p
jrs) < j < k − 2j. Hence we may write s = −r + pju
for an integer u, p ∤ u. Now
ε(r + s) + pjrs = pj((ε+ pjr)u− r2).
For a solution x of the desired form it is necessary and sufficient that
vp((ε+ p
jr)u− r2) ≥ k − 3j (7)
(observe k − 3j ≥ 1). Let ρ ∈ Z be a representative of the residue class r2ε+ pjr
−1
∈
Z/pk−3jZ. Since p ∤ r we have p ∤ ρ. Moreover, u ≡ ρmod pk−3j is equivalent to (7). If
we write u = ρ+ pk−3jv, v ∈ Z, condition (3) gives
r − pjρ
pk−2j
< v ≤
r − pjρ
pk−2j
+ pj .
There are exactly pj integers v in this range, all of which give rise to appropriate solutions
x of (1).
Altogether, the cases 1 and 2 yield L = 2pj.
Proof of Theorem 3
Let m be an odd integer and k ≥ 1. Here we write L = L(m, 2k). Let ε ∈ {±1}. The
case m ≡ ε mod 2⌈k/2⌉ has been settled in the foregoing section. Thus we may assume
m = ε+ 2jr, 2 ≤ j < k/2, 2 ∤ r.
Since a solution x of (1) is odd, we write
x = ε+ 2ls, 1 ≤ l ≤ k, 2 ∤ s, 0 < s ≤ 2k−l. (8)
As in the proof of Theorem 2, one can exclude the case l 6= j. Therefore, (8) comes down
to
x = ε+ 2js, 2 ∤ s, 0 < s ≤ 2k−j. (9)
We obtain
x−m = 2j(s− r), xm− 1 = 2j(ε(r + s) + 2jrs). (10)
Because both numbers r and s are odd, we write
s = r + 2tu, t ≥ 1, u odd . (11)
This gives
s− r = 2tu, ε(r + s) + 2jrs = 2(εr + 2t−1εu+ 2j−1r2 + 2j+t−1ru). (12)
Case 1: t ≥ 2. Since j ≥ 2, (12) implies v2(ε(r + s) + 2
jrs) = 1. By (10) and (12),
x is a solution of (1) if, and only if, j + t + j + 1 ≥ k, i.e., t ≥ k − 2j − 1. Observe
k − 2j − 1 ≥ 0 because j < k/2. In view of (11), we may write, for a solution x of
(1), x = ε + 2js, with s = r + 2k−2j−1v, v ∈ Z. The condition t ≥ 2 requires 4 | v, if
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k − 2j − 1 = 0, i.e., j = (k − 1)/2; and 2 | v, if k − 2j − 1 = 1, i. e., j = k/2− 1. Now x
is in the appropriate range if, and only if 0 < s ≤ 2k−j, which means
−r
2k−2j−1
< v ≤
−r
2k−2j−1
+ 2j+1.
If j < k/2 − 1, there are 2j+1 integers v in this range. If j = k/2 − 1, we have to count
the number of even integers v in this range, which is 2j. In the case j = (k − 1)/2, we
count the number of integers v in this range with 4 | v, which is 2j−1. Altogether, we have
found 2j+1 solutions x if j < k/2− 1; 2j solutions, if j = k/2 − 1; and 2j−1 solutions, if
j = (k − 1)/2.
Case 2: t = 1. This means that s = r + 2u with u odd. By (10), v2(x−m) = j + 1.
Further,
ε(r + s) + 2jrs = 2(εr + εu+ 2j−1r2 + 2jru).
In view of (12), a necessary and sufficient condition for x being a solution of (1) is
v2(εr + 2
j−1r2 + u(ε+ 2jr)) ≥ k − 2(j + 1). (13)
Here we observe that k − (2j + 1) ≥ 0 if, and only if, j ≤ k/2 − 1. We treat the case
j < k/2− 1 first. Since k − 2(j + 1) > 0, (13) is equivalent to
u(ε+ 2jr) ≡ −(εr + 2j−1r2) mod 2k−2(j+1). (14)
Since j ≥ 2, the right hand side of this congruence is odd, which means that u is
automatically an odd number (as desired). So u has the form u = ρ + 2k−2(j+1)v with
some odd number ρ coming from (14) and v ∈ Z. Now s = r+2ρ+2k−2j−1v must satisfy
0 < s ≤ 2k−j (recall (9)). This means
−r − 2ρ
2k−2j−1
< v ≤
−r − 2ρ
2k−2j−1
+ 2j+1.
Since we have 2j+1 integers v in this range, we obtain 2j+1 solutions x of the desired
form. If j ≥ k/2 − 1, the inequality (13) is always fulfilled, and so we are left with the
condition
0 < r + 2u ≤ 2k−j, i.e., − r/2 < u ≤ −r/2 + 2k−j−1.
In the case j = k/2− 1, k − j − 1 equals j + 1, and there are 2j odd numbers u in this
range. If j = (k − 1)/2, k − j − 1 equals j, and there are 2j odd numbers u of this kind.
As in case 1, the number of solutions x of the desired form is 2j+1, if j < k/2 − 1; 2j , if
j = k/2− 1; and 2j−1, if j = (k − 1)/2. On combining the cases 1 and 2, we obtain
L =


2j+2 if 2 ≤ j < k/2− 1;
2j+1 if j = k/2− 1 ≥ 2;
2j if j = (k − 1)/2 ≥ 2.
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