It follows from the theory of trace identities developed by Procesi and Razmyslov that the trace cocharacters arising from the trace identities of the algebra M r (F ) of r × r matrices over a field F of characteristic zero are given by TC r,n = λ∈Λ r (n) χ λ ⊗ χ λ where χ λ ⊗ χ λ denotes the Kronecker product of the irreducible characters of the symmetric group associated with the partition λ with itself and Λ r (n) denotes the set of partitions of n with r or fewer parts, i.e. the set of partitions λ = (λ 1 · · · λ k ) with k r. We study the behavior of the sequence of trace cocharacters TC r,n . In particular, we study the behavior of the coefficient of χ (ν,n−m) in TC r,n as a function of n where ν = (ν 1 · · · ν k ) is some fixed partition of m and n − m ν k . Our main result shows that such coefficients always grow as a polynomial in n of degree r − 1.
Introduction
The theory of trace identities, developed independently by Procesi and Razmyslov [P1, R] , has proved to be a powerful tool in the study of identities of the algebra M r (F ) of r × r matrices over a field F of characteristic zero. One can show that the group algebra F S n of the symmetric group can be identified with multilinear trace polynomials. Then one can use the classical work of Schur and Weyl on the polynomial representations of the general linear algebra gl(r, C) to show that the trace cocharacters χ T n of M r (F ) equals TC n,r where TC n,r = λ∈Λ r (n) χ λ ⊗ χ λ .
Here χ λ ⊗ χ λ denotes the Kronecker or inner product of the irreducible S n -character χ λ with itself and Λ r (n) denotes the set of partitions of n, λ = (λ 1 · · · λ k ), with at most r non-zero parts. Trace identities help in describing the ordinary identities of matrices. Indeed in [F1,F2] , Formanek showed that the (ordinary) cocharacters which describe the identities of r × r matrices, are almost identical with the above trace cocharacters TC r,n . It follows from the basic properties of Kronecker products that
where m µ (M r (F ) ) are non-negative integers. That is, one can construct a representation of the symmetric group S n whose character is given by the left-hand side of (2) so that m µ (M r (F ) ) represents the number of times the irreducible representation corresponding to the partition µ occurs in such a representation. Via the Frobenius map which makes the center of the group algebra of S n onto the space of homogeneous symmetric functions of degree n, one can rephrase (2) in terms of symmetric functions as 
where s λ denotes the Schur function associated with the partition λ and ⊗ denotes the Kronecker product of Schur functions. Thus the coefficients m µ (M r (F ) ) arise naturally in P.I. theory, invariant theory, the representation theory of the symmetric group, and the theory of symmetric functions. A central problem is to find formulas or algorithms to compute the coefficients m µ (M r (F ) ). In general, relatively little is known about these coefficients. In the case r = 2, Carini and Regev in [CR] proved explicit formulas for the coefficients m µ (M 2 (F ) ). The methods of [CR] are based on results due to Procesi [P2] (see also [DR] ) and, in part, on the combinatorial description of the expansion of χ (a,b) ⊗ χ (c,d) obtained by Remmel and Whitehead in [R-Whd] . For r 3, Berele [B] has developed some formulas which allow one to obtain information about the asymptotic behavior of the coefficients m (µ 1 ,µ 2 ) (M 3 (F ) ). There seems to be no substantial results about the coefficients m µ (M r (F ) ) for r 4. The goal of this paper is to study the behavior of the coefficients m µ (M r (F ) ) for certain classes of µ. That is, suppose that we fix a partition of m, ν = (ν 1 · · · ν k ) and n is large enough so that n − m ν k . We let |ν| = m denote the size of ν and we let (ν, n − |ν|) denote the partition (ν 1 · · · ν k , n − |ν|). We shall study the behavior of the coefficients m (ν,n−|ν|) (M r (F ) ) as n → ∞. Our main result is the following:
For any fixed partition ν of m, there are rational polynomials P ν r,0 (x), . . . , P ν r,u r −1 (x) of degree r − 1 with the same leading term and a constant c µ,r such that, for all n c µ,r , m (ν,n−m) (M r (F ) ) = P ν r,n mod (u r ) (n).
Here the sequence u 1 , u 2 , . . . is defined by induction as u 1 = 1 and u n = LCM(u n−1 , n) where LCM(a, b) is the least common multiple of the integers a and b. Thus there are u r polynomials of degree r − 1 such that for large n the coefficient m (ν,n−m) (M r (F ) ) can be found by evaluating one of these polynomials at n. Hence the coefficients m (ν,n−m) (M r (F ) ) grow like a polynomial of degree r − 1. We note in the case of r = 2, this result easily follows from the work of Carini and Regev [CR] . However this result is new for all r 3. Our proof proceeds by induction on r and is based on the combinatorial properties of the expansion of the Kronecker product of two Schur functions. One of the key steps uses an algorithm of Garsia and Remmel [GR] which reduces the computation of Kronecker products of Schur functions to the computations of sums and differences of products of skew Schur functions. The outline of this paper is as follows. In Section 2 we shall state the basic formulas and algorithms that are needed to expand the product of two Schur functions and the Kronecker product of two Schur functions as a sum of Schur functions. These algorithms are needed to carry out the computation of the coefficients m µ (M r (F ) ). In Section 3 we shall apply those formulas to prove our main result. In Section 4, we shall provide some tables of the coefficients m (ν,n−|ν|) (M r (F ) ) and the polynomials P ν k (x) for a few small values of r and partitions ν.
Basic formulas and algorithms
Given the partition λ = (λ 1 , λ 2 , . . . , λ k ) where 0 < λ 1 λ 2 · · · λ k and λ j = n, we let F λ denote the Ferrers' diagram of λ, i.e. F λ is the set of left-justified squares or boxes with λ 1 squares in the top row, λ 2 squares in the second row, etc. For example see Fig. 1 .
For the sake of convenience, we will often refer to the diagram F λ simply by λ. We let |λ| = n denote the size of λ and we let the length of λ, l(λ), denote the number of parts of λ. We let λ denote the conjugate partition of λ, i.e. the partition whose parts are the heights of the columns of F λ . Given two partitions λ = (λ 1 , . . . , λ k ) and µ = (µ 1 , . . . , µ l ), we write λ µ if and only if k l and λ k−p µ l−p for 0 p k − 1. If λ µ, we let |λ/µ| = |λ| − |µ|. We let F µ/λ denote the Ferrers' diagram of the skew shape µ/λ where F µ/λ is the diagram that results by removing the boxes corresponding to F λ from the diagram F µ . For example, F (2,3,3,4)/(2,2,3) consists of the lighter shaded boxes in Fig. 2 . Let λ n and α = (α 1 , α 2 , . . . , α k ) be a sequence of positive integers such that
, the two decompositions of λ of type α are pictured in Fig. 3 where the darker portion corresponds to D 1 and the rest corresponds to D 2 . A column strict tableau T of shape µ/λ is a filling of F µ/λ with positive integers so that the numbers weakly increase from left to right in each row and strictly increase from bottom to top in each column. T is said to be standard if the entries of T are precisely the numbers 1, 2, . . ., n where n equals |µ/λ|. We let CS(µ/λ) and ST(µ/λ) denote the set of all column strict tableaux and standard tableaux of shape µ/λ respectively. Given T ∈ CS(µ/λ), the weight of T , denoted by ω(T ), is the monomial obtained by replacing each i in T by x i and taking the product over all boxes. For example,
This given, the skew Schur function s µ/λ is defined by
The special case of (4) where λ is the empty diagram, i.e. λ = ∅, defines the usual Schur function s µ . For emphasis, we shall often refer to those shapes which arise directly from partitions µ as straight shapes so as to distinguish them among the general class of skew shapes. One can also show that for all λ, µ, and ν such that |λ| + |ν| = |µ|,
see [Mac] . Here , denotes the usual scalar product of the space of homogeneous symmetric functions of degree n under which the Schur functions {s λ : |λ| = n} form a complete orthonormal system. For an integer n, the Schur function indexed by the partition (n) is also called the nth homogeneous symmetric function and will be denoted by h n . Thus,
Next we shall describe a rule due to Remmel and Whitney [R-W] for expanding the product of skew Schur functions as a sum of Schur functions. Given partitions λ and µ, let λ * µ denote the skew diagram that results from F λ and F µ by placing F λ on top of F µ so that the start of the top row of F λ is just below the end of the bottom row of F µ . For example see Fig. 4 .
It is easy to see that s λ * µ = s λ s µ so that expanding the product of two Schur functions as a sum of Schur functions is just a special case of expanding an arbitrary skew Schur function as a sum of Schur functions. Moreover, it should be clear that the problem of expanding an arbitrary product of Schur functions or skew Schur functions corresponds to expanding a single skew Schur function as a sum of Schur functions. For example, s (2, 3) · s (1, 2) · s (4,4,4)/(1,2) is equal to the skew Schur function whose Ferrers diagram is pictured in Fig. 5 .
Such expansions can be computed via the following version of the LittlewoodRichardson rule due to Remmel and Whitney (see [R-W] ).
Skew Schur function expansion rule.
To compute s λ/µ = ν c ν λ/µ s ν :
(1) Form the reverse lexicographic filling of λ/µ, rl(λ/µ), which is the filling of F λ/µ which starts at the bottom right corner of F λ/µ and fills in the integers 1, 2, . . . , n = |λ/µ| in order from right to left and bottom to top. For example see (b) whenever y is immediately above x in rl(λ/µ), then in T , y occurs to the northwest of x in the sense that the cell of T which contains y is strictly above and weakly to the left of the cell of T which contains x.
Then c ν λ/µ is the number of (λ/µ)-compatible tableaux of shape ν.
It is good to visualize the condition i +1 southeast of i and y northwest of x respectively by the patterns
Thus for the example λ/µ = (1, 2, 3, 3)/(1, 2) pictured above, conditions (a) and (b) may be summarized by the patterns 2 3 , 4 5 , 2 1 , 4 3 , 6 5 .
We note that the collection of (λ/µ)-compatible tableaux can easily be constructed by adding squares labeled 1, 2, . . ., n in succession, always maintaining standardness and each time obeying conditions (a) and (b). In our example, one is naturally led to the tree in Fig. 7 for constructing the (λ/µ)-compatible tableaux.
Having constructed the tree, one can easily read off the expansion of s λ/µ as Thus for our example,
We also have the following identity for Schur functions, called the Jacobi-Trudi identity:
where h 0 = 1 and for r < 0, h r = 0. Proof of this theorem can be found in [Mac] . We now state some properties of the Kronecker product. Suppose that λ and µ are partitions of n and
Then we have the following:
Here in (12), P , Q, and R are arbitrary symmetric functions. We note that (9) through (12) can be easily established by the definition of Kronecker product. A proof of (13) can be found in [Lw] . Littlewood [Lw] proved that
where γ , δ and λ are straight shapes and c γ δλ is the Littlewood-Richardson coefficient, i.e. c γ δλ = s γ s δ , s λ . Garsia and Remmel [GR] then used (14) to prove the following:
where H , K, and D are skew shapes and the sum runs over all decompositions of the skew shape D. In particular, one can easily establish by induction from (15) that
where the sum runs over all decompositions of D of length k such that |D i | = a i for all i.
Main result
As stated in the introduction, our main interest in this paper is to study the behavior of
where the symbol λ n denotes that λ is a partition of n. Now fix a partition
Define {u r } r 1 inductively by u 1 = 1 and u r = LCM(u r−1 , r) where LCM(s, r) denotes the least common multiple of s and r. Our main goal is to prove the following theorem. 
Moreover, the coefficient of degree r − 1 is the same in all the polynomials P δ r,0 (n), . . . , P δ r,u r −1 (n).
Proof. If we use the Jacobi-Trudi identity s (δ,n−|δ|) = s ν = det h ν i +j −i to expand s (δ,n−|δ|) as a signed sum of homogeneous symmetric functions and apply identity (12), it is easy to see that C δ r (n) can be expressed as a signed sum of terms of the form
where γ is a partition such that |γ | |δ|. (3, 4, 6, 8, 10, 11) ; We shall prove this by induction on r. In fact, we need to prove something more general. That is, suppose ν is a partition whose smallest column height is greater that r. Thus
Thus the Ferrers diagram of ν ⊕ λ is the result of attaching the Ferrers diagram of λ to the right of the Ferrers diagram of ν as pictured in Fig. 8 .
We shall prove the following lemma. 
Moreover, the coefficient of degree r − 1 is the same in all the polynomials Q γ ,ν
Proof. We proceed by induction on t. First consider a term in (22) . Using the symmetry of the Kronecker coefficients, the Garsia-Remmel rule, and (5), one can show that Now for any partition δ with |δ| |γ |, consider the sum
Clearly G γ ,δ depends only on the skew shapes of size |γ | that we can remove from δ that results in a normal partition. Now if the Ferrers diagram of δ has ω columns of height k where ω > |γ |, then the first ω − |γ | of height k, reading from left to right, can never be involved in one of these skew shapes. Thus removing the first ω − |γ | of height k from δ will leave us with a partition δ such that
since both sides of (26) involve exactly the same skew shapes. This leads us to define the k-reduction of a shape δ, red k (δ), by
where δ = 1 a 1 2 a 2 · · · n a n . That is, red k (δ) is the result of removing the first w t − k columns of height t in δ from δ for each t such that δ has w t > k columns of height t. For example, if k = 3 and δ = (4, 6, 11), then δ = 1 5 2 2 3 4 so that (red 3 (δ)) = 1 3 2 2 3 3 and red 3 (δ) = (3, 5, 8) . Thus F red 3 (δ) simply results from δ by replacing any sequence of more than 3 columns of height j in F δ by exactly 3 columns of height j . It is then easy to see from Fig. 9 that there is a one to one correspondence between {δ/µ: |δ/µ| = 3} and {red 3 (δ)/µ: | red 3 (δ)/µ| = 3} since no element of a skew shape δ/µ with |δ/µ| = 3 can involve any square of the columns that we removed from δ to get red 3 (δ). It follows that
where
Now for t = 1, there is only one term in the outer sum, namely, λ = (n − |ν|). However as soon as n − |ν| k,
Thus E γ ,ν 1 (n) is eventually constant and hence Lemma 1 holds for E γ ,ν 1 (n) where e γ ,ν,1 = k + |ν|. Next suppose that r 2 and γ k. Then
Thus if 2m 3k, then
Now it is easy to see that if b k, then
Similarly if b = 2m − 2a < k, then a k, since we are assuming 2m 3k, and
Finally, m k; so that
Thus combining (31)- (34) we can show that
A similar computation will show that
where for any rational number q, q denotes the greatest integer less than or equal to q. It is clear that (36) and (37) (36) and (37) 
where Since we can partition the set of partitions λ with l(λ) j +1 by the number of columns of size j + 1 in F λ , we have that
Thus
By induction, there are polynomials of degree j − 1 with the same leading term,
and constants e γ ,ν⊕p j+1 ,j for p = 0, . . ., k − 1 such that
We note, however, that there is a parity mismatch in the sum
we are subtracting multiples of j + 1 in the arguments. Thus the most natural thing to do is to consider the sum relative to n mod u j +1 where u j +1 = LCM(j + 1, u j ). To this end, we let a and b be such that a(j
Then it is easy to see that each R γ ,ν j +1,s (x) is a polynomial of degree j − 1 and for all n r γ ,ν,j+1
Note that the numbers 0, . . . , u j +1 − 1 can be divided up according to their value mod u j as
. . .
Thus if we let S γ ,ν⊕p j+1 j +1,i+cu j (x) = R γ ,ν⊕p j+1 j +1 (x) for 0 i u j − 1 and 0 c b − 1, then it is easy to see that
Next consider the sum
Note that the numbers {n − s(j + 1): s = 0, . . ., n−|ν| j +1 } can be partitioned according to their values mod u j +1 as 0, a(j + 1), 2a(j + 1), . . . ,
Let e γ ,ν,j+1 = r γ ,ν,j+1 + u j +1 . Now fix n e γ ,ν,j+1 and suppose that for t = 0, . . . , a − 1, n − t (j + 1) = i t + c t u j where 0 i t u j − 1.
Note that i 0 , . . . , i a−1 must be distinct. That is, if i u = i ω for some 0 u < ω a − 1, then (n − u(j + 1)) − (n − ω(j + 1)) = (ω − u)(j + 1) ∼ = 0 mod (u j ), which would violate the fact that a(j + 1) = LCM(j + 1, u j ). Next for each t = 0, . . . , a − 1, let c t = x t b + y t where 0 y t < b.
Thus for fixed t with 0 t a − 1, the positive elements in {n − (p − k)(j + 1):
Note that
, and
where we interpret E γ ,ν⊕k j+1 j (m) = 0 if m |ν| + k(j + 1). For each t = 0, . . ., a − 1, let r t be the smallest r such that i t + y t u j + rbu j e γ ,ν,j+1 . Thus
The second double sum in (50) is just some constant c l that depends on l = n mod (u j +1 )
for n e γ ,ν,j+1 . By our induction hypothesis, each term, E 
It is well known that for any integer u 0, there is a rational polynomial p u (x) of degree u + 1 such that
Thus suppose
Then clearly there are rational numbers g 0,j,i t , . . . , g j −1,j,i t such that
Moreover, our assumption is that the coefficient f j −1,j,i t are all equal for t = 0, . . ., a − 1, so that the coefficient g j −1,j,i t are all equal for t = 0, . . . , a − 1. It follows that for any
is just some polynomial of degree j in n. Moreover, it is clear that the leading term of this polynomial is the same for all t = 0, . . . , a − 1. Combining (41), (51), and (55), we get that there exists rational polynomials Q γ ,ν j +1,0 (x), . . . , Q γ ,ν j +1,u j+1 −1 (x) of degree j with the same leading terms such that for all n e γ ,ν , j +1
as desired.
Examples and tables
In this section, we shall give some explicit examples of Theorem 1 and Lemma 1. First we will shall consider the polynomials that arise in Lemma 1. In the case, where γ is the empty partition {}, then
Thus E {},ν t (n) is just the number of partitions of n − |ν| with less than or equal to t parts. If we let p t (n) denote the number of partitions of n with t or fewer parts, then there is a well-known generating function for such partitions, namely, t . One will see in this and subsequent tables that this value of s is much lower that the bound given in the proof of Lemma 1.
In Table 2 we consider the next simplest case, namely, when γ = {1}. In this case,
However it is easy to see from the skew Schur function multiplication rule that
is just the number of squares of F ν⊕λ such that if we remove that square, we get a diagram of a partition. Such squares are called corner squares. For any partition µ, we let c(µ) denote the number of corner squares of µ. For example, it is easy to see from our picture of F (2, 3, 3, 4) in Section 1 that c(2, 3, 3, 4) = 3. It follows that
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