The number of galaxies with measured redshifts z ∼ > 1 is at present rapidly increasing, allowing for measurements of their correlation function. The correlations function ξ(ψ, v) is measured in redshift space, as a function of the angular separation ψ and velocity difference v. The relation between angle and velocity difference depends on the cosmological model through the factor H(z) · D(z), where H(z) is the Hubble parameter and D(z) is the angular diameter distance. Therefore, the cosmological model can be constrained by measuring this factor from the shape of the contours of the ξ(ψ, v), if the effect of peculiar velocities can be taken into account. Here, we investigate this method applied to the high redshift Lyman-break galaxies. The high bias factor of this galaxy population should suppress peculiar velocity effects, leaving the cosmological distortion as the main contribution to the anisotropy of the correlation function. We estimate the shot noise and cosmic variance errors using linear theory. A field size of at least 0.2 deg 2 is required to distinguish the Einstein-de Sitter model from the flat Λ = 0.7 model, if 1.25 Lyman-break galaxies are measured per square arc minute. With a field of 1 deg 2 , the cosmological constant can be measured to ∼ 20% accuracy if it is large ( ∼ > 0.5). Other equations of state for a scalar field can also be constrained.
Introduction
suggested the possibility of using the clustering statistics of galaxies in redshift space to constrain the global geometry in the universe. The basic idea is that, since clusters of galaxies should not be preferentially aligned along any direction relative to a fixed observer, their average shape ought to be spherically symmetric. Therefore, if galaxies were following the Hubble expansion of the universe, without any peculiar velocities, the average extent of clusters in radial velocity v r (measured from redshifts) and their angular size ψ are related to the physical size of the cluster L by v r = H(z) L, and ψ = L/D(z), respectively. Here, H(z) and D(z) are the Hubble constant and the angular diameter distance at the redshift z where the clusters are observed. The condition that clusters are spherical on average can then yield the value of H(z) · D(z). Of course, the effect of peculiar velocities must be included in order to apply this method, since any clustering induced by gravity will generally introduce peculiar velocities (Kaiser 1987) that will cause a distortion of similar or greater magnitude than the differences between cosmological models.
Recently, the rate at which galaxies at high redshift are being identified has dramatically increased thanks to the Lyman limit technique, using the fact that the reddest objects among faint galaxies will often be galaxies at the redshift where the Lyman limit wavelength is between the two bands used to measure the color (Guhathakurta et al. 1990 , Steidel & Hamilton 1993 , Steidel et al. 1996 . For example, very red objects in U − B are likely to be galaxies at redshift z ≃ 3.
The galaxy correlation function, ξ(r), which measures the probability in excess of a random distribution of finding a galaxy at a real space separation vector r from another galaxy, has been measured for the first time for the population of Lyman-break galaxies (Giavalisco et al. 1998 ). The correlation length, defined to be the separation at which the excess probability is equal to that of a random distribution, has been estimated to be ∼ 2.1h −1 Mpc (for an Ω 0 = 1 universe; the symbol Ω is used here for the ratio of the density of matter in the universe to the critical density, the subscript 0 indicates redshift zero), about half of the correlation length of galaxies at z = 0. The bias, defined as the ratio of the correlation function of galaxies to that of matter at a fixed separation, is estimated to be large, ∼ 4 for an Ω 0 = 1 universe and smaller for universes with smaller dark matter content (Giavalisco et al. 1998) . Count-in-cells analysis of the Lyman-break sample used in conjunction with a Press-Schechter mass function for the halos also indicate that these galaxies are likely to reside in rare, massive halos that existed at the time (Adelberger et al. 1998 , Steidel et al. 1998 ; see also Coles et al. 1998 and Wechsler et al. 1998 for models of clustering of Lyman-break galaxies). These rare halos are expected to be much more clustered than the underlying matter distribution as originally suggested by Kaiser (1984) (see also Mo & white, 1996 , for analytic models of bias as a function of the mass of halos). Both these analysis indicate that the population of Lyman-break galaxies is likely to be highly biased with respect to the underlying matter distribution.
In this paper we investigate the feasibility of using the distortion of the redshift space correlation function of this population of galaxies to measure cosmological parameters. This possibility has been suggested before by Matsubara and Suto (1996) who proposed using the ratio of the value of the correlation function parallel to the line of sight to its value perpendicular to the line of sight at a fixed separation as a measure of the distortion. In this paper we express the angular dependence of the cosmological redshift space distortion of the correlation function as a multipole expansion. We are also specifically interested in applying this method to the highly biased, high redshift population of Lyman-break galaxies. Ballinger et al. (1996) have investigated the use of the full functional form of the redshift space power spectrum to separately measure the peculiar velocity effects and cosmological geometry effects. In essence this reduces to using both the quadrupolar as well as the octapolar distortion of the redshift space power spectrum to simultaneously constrain the cosmological constant as well as the parameter β = Ω 0.6 /b, where b is the linear theory bias. In this paper we fix the bias of the galaxy distribution by using the constraints on the matter power spectrum at redshift zero derived from observations of cluster abundances. On large scales the power spectrum of matter at any redshift is related to the power spectrum at redshift zero through the linear growth factor. We can then use the lowest order quadrupolar distortion of the power spectrum alone to constrain other cosmological parameters such as the cosmological constant. Ballinger et al. (1996) also estimated the errors involved in such a survey although in Fourier space. We estimate the errors in estimating cosmological parameters directly from the correlation function.
On sufficiently large scales, where density fluctuations are in the linear regime, the angular form of the redshift space correlation function depends only on two parameters: the cosmological term H(z) · D(z), and the bias of the galaxy population. This paper presents a general method of estimating these two parameters from the basic data of a galaxy redshift survey, and evaluates the size of the survey that is necessary to determine the two parameters (or a combination of them, given other constraints from the galaxy distribution at the present time) with a given accuracy. We shall analyze the sensitivity of the method to a variety of cosmological models, placing special emphasis on models that contain a cosmological constant or a new component of the energy density of the universe with negative pressure christened Quintessence (e.g. Kodama & Sasaki 1984 , Peebles & Ratra 1988 , Caldwell et al. 1998 , given the recent evidence from the luminosity distances to Type Ia supernovae (Garnavich et al. 1998; Perlmutter et al. 1997; Reiss et al. 1998) suggesting an accelerating universe. As pointed out by Alcock & Paczyński, the quantity H(z) · D(z) is more sensitive to this type of component than to space curvature.
The paper is arranged as follows. In §2 we describe the effect of geometric distortion. In §3 we introduce the method for measuring the effects of cosmological geometry and peculiar velocity effects on the redshift space correlation function. In §4 we present predictions for a variety of cosmological models, and in §5 we estimate the errors in the observational determination of the redshift space correlation function contributed by shot noise and by the finite size of the observed volume. Our discussion is given in §6.
Method
A redshift survey consists of measuring the radial velocity and angular position of every galaxy included in the sample. We denote by n the unit vector along the line of sight, which, if the survey does not extend over a very large area, can be considered constant for all galaxies. Given a pair of galaxies, let v be the difference between their radial velocities, and ψ their angular separation. We define their vector separation in redshift space w as (see Figure 1 )
where H(z) and D(z) are the Hubble constant and the angular diameter distance at the mean redshift of the survey, z. We also define µ, for future use, as the cosine of the angle between the vector separation between two galaxies and the line of sight:
The quantity H(z)D(z) contains the dependence on the cosmological model. If we could measure the correlation function of galaxies directly in real space (measuring distances to galaxies instead of radial velocities), then the simple requirement that the correlation function should be isotropic would yield the value of H(z)D(z). However, peculiar velocities should obviously introduce an anisotropy in the correlation function, and their effect needs to be included. is the value of H(z)D(z) for a "fiducial" model, here adopted to be the Einstein-de Sitter model, with Ω 0 = 1 in the form of pressureless matter. The symbol Ω 0 is used here for the present ratio of the density of matter in the universe to the critical density.
Model Dependence of H(z)D(z)
Two of the models shown in Figure 2 are the open model (with space curvature but no negative pressure components) and the cosmological constant (or Λ) model (with no space curvature and a component with pressure p = −ρc 2 ). The third of the models shown is a Quintessence or Q model with no spatial curvature and a component with equation of state p = −ρc 2 /3.
The quantity H(z)D(z) is much more sensitive to Λ than to space curvature, and is also sensitive to the Q model, with a different redshift dependence. In general, a component of the energy density in the universe with negative pressure can have any equation of state, but the case p = −ρc 2 /3 implies an expansion mimicking exactly that of an open universe. Therefore, H(z) in our Q model is exactly the same as in the open model. However, whereas in the open model the negative space curvature increases the angular diameter distance compared to the Einstein-de Sitter model, cancelling almost exactly the decrease in H(z), the flat geometry of the Q model results in smaller angular diameter distances, so H(z)D(z) is smaller than in the Einstein-de Sitter model due to the decrease of H(z).
It is useful to note at this point that in order to obtain useful constraints on cosmological models, H(z)D(z) must be measured to an accuracy better than ∼ 10%. In order to distinguish, between a cosmological constant and a Q model, H(z)D(z) must of course be measured at several redshifts with even higher accuracy. In practice, we can expect that any constraints obtained from measuring H(z)D(z) should be combined with other knowledge obtained, for example, from the luminosity distances to Type Ia supernovae.
Effect of peculiar velocities on the redshift space correlation function
For a given value of H(z)D(z) the effect of peculiar velocities on the shape of the redshift space correlation function is well described in the literature (e.g. McGill 1990 , Hamilton 1992 , Fisher 1995 and the redshift space correlation function,ξ(w), is given by :
where,
where b(z) is the bias parameter for the class of objects under survey and Ω(z) is the ratio of the density of matter to the critical density at redshift z. The coefficients of the expansion in Legendre polynomials, D l , can be expressed as:
where
and j l is the lth order spherical Bessel function. The function P (k, z) is the linear matter power spectrum at redshift z in terms of the k vector in velocity space.
Note that ξ 0 (w, z) is proportional to the real space matter correlation function at redshift z. Hence, D 0 is equal to the real space two point correlation function for this class of objects except for the factor of A 0 [β(z)]. We also mention here that the D 2 coefficient is negative implying a squashing of the contours of the correlation function along the line of sight as is expected due to the peculiar velocities from infall on large scales.
Throughout this paper we use the simple model of linear, local, constant biasing of galaxies, i.e. the overdensity in the number of galaxies, δ g ( w), is given by b × δ m ( w), where δ m ( w) is the overdensity in matter and b the bias. For general deterministic local bias models, this is valid in linear theory where δ g < 1 ( for b > 1 and δ m ∼ −1, δ g < −1 is unphysical) (Gaztañaga & Baugh 1998) . Hence, our results are likely to be valid on large scales where the correlation function is smaller than one. In reality, biasing is not easily modeled since it depends on the complex process of galaxy formation, which is poorly understood. Several alternative models of galaxy biasing have been suggested, including non-local biasing mechanisms (Babul & White 1991 , Bower et al. 1993 ) and stochastic biasing (Dekel & Lahav 1998 , Tegmark & Peebles 1998 ). However, for stochastic (local) models, on large scales, the bias (the ratio of the correlation function of galaxies to that of matter) will be independent of scale (Scherrer and Weinberg 1998) as in the case of a linear, local, constant biasing scheme, although the variance in the measured correlation function will be larger for such models. On the other hand, non-local models of galaxy biasing in which the efficiency of galaxy formation is modulated coherently over large scales, result in scale dependent bias. In the absence of a well motivated model for bias, we have assumed the simplest scale independent model for the bias. It is valid only on large scales and is not generally valid for non-local biasing models. We also mention that we have only taken the linear infall velocities into account in calculating the redshift space correlation function (see Equation 3 ). On small scales non-linear velocity effects ('Fingers of God') will also be important (e.g. see Fisher et al. 1994 for the redshift space correlation function of IRAS Galaxies).
Effect of geometric distortion
In order to test the magnitude of the geometric distortion, we calculate the anisotropy introduced in the correlation function by varying H(z)D(z) about its fiducial value, H s (z)D s (z). Let the product H(z)D(z) for any other model be given by
where α(z) is defined as the geometric distortion parameter. Then, using equations (1) and (2) we have,
We can now express equation (3) in terms of the variables w s , µ s in the fiducial model:
Rewriting this as a series in P l (µ s ),
one can immediately see from the angular dependence in η that the expansion is an infinite series in P l (µ s ), with the new coefficients of the Legendre polynomials, C l , being given by,
Thus, expressing the coefficients D l of a given model in terms of fiducial coordinates introduces angular distortion in the redshift space correlation function.
Results for the geometric distortion
In this section we present our results for the sensitivity of the anisotropy of the correlation function to the geometric distortion parameter, α. We consider here a galaxy survey with a mean redshift of 3, the typical redshift of the current Lyman limit galaxy surveys. Our fiducial model is Ω 0 = 1.0, with the standard cold dark matter (SCDM) power spectrum. On large scales the power spectrum at redshift 3 is related to the power spectrum at redshift zero by the linear growth factor. We adopt the cluster normalization for the power spectrum at redshift zero, obtained by requiring that the observed density of galaxy clusters with a given X-ray temperature matches the theoretical prediction. The constraint obtained in this way can be expressed in terms of the fluctuation in a sphere of radius 8h −1 Mpc, σ 8 , given by (Eke et al. 1996) :
In Figure 4 we plot the C l (β, w s ) coefficients for l = 0, 2 and 4, for our fiducial model (lighter lines) and the Λ model with Ω 0 = 0.3, Λ 0 = 0.7 (bold lines). The horizontal axis has been labeled both in units of velocity (w s ) and comoving space separation s, calculated for the fiducial model. The observed correlation function is given by the monopole term in the Legendre polynomial expansion, C 0 (β, w s ). In order to match the value of the C 0 coefficient to unity at the observed correlation length of 2.1h −1 Mpc (comoving) for Ω 0 = 1 (Giavalisco et al. 1998) , which corresponds to a correlation velocity of 450 km s −1 , the bias required is b = 4. For the Ω 0 = 0.3, Λ 0 = 0.7 model, the bias required to match the computed C 0 coefficient to 1 at the observed correlation velocity of 450 km s −1 is 2.3. On account of the large bias in these two models, we can rely on the linear theory that we have used for peculiar velocity distortions of the correlation function we have shown in §3 for C 0 ∼ < 1, or w s ∼ > 400 km s −1 .
Our goal is to measure the multipoles C l (β, w s ) of the correlation function and use it to constrain the geometric distortion parameter, α. From Figure 4 we see that on scales of approximately 10 3 km s −1 , the C 2 coefficient is a 10% perturbation on the monopole term, whereas the octapolar term C 4 is a smaller contribution at ∼ 3% for the Λ 0 = 0.7 model. Once we fix the bias, the C 0 coefficients for the two models shown are similar to each other, except on very large scales. The quadrupolar coefficients for the two models on the other hand are very different. The C 2 coefficient for the Λ model, affected by geometric distortion, is larger by a factor of 2 compared to the Ω 0 = 1 model and comes to within a factor of 2 of the monopole term on scales ∼ 10 4 km s −1 . As we mentioned in §2, the C 2 coefficient is less than zero which implies a squashing of the contours of constantξ(w) along the line of sight. Thus we see that for our choice of the fiducial model, the primary effect of geometric distortion caused by a model with a positive cosmological constant is to cause a further squashing of the contours ofξ(w). We mention here that the C 4 coefficient is even more sensitive to geometric distortion than the C 2 coefficient. Its value is approximately 10 times larger for the Λ 0 = 0.7 model as compared to the fiducial Λ = 0 model. A measurement of the C 4 coefficient will give us additional information with which to test the bias model that we have used. It will be interesting to compare the value of the linear bias parameter parameter derived from a simultaneous measurement of the cosmological constant and the β parameter using both the C 4 and C 2 coefficients, to the value obtained by comparison of the galaxy distribution to the matter power spectrum at redshift zero.
We now show that the difference in angular distortion of the correlation function in the two models is primarily due to the change in the distortion parameter and is not strongly dependent on the choice of the power spectrum. In Figure 5 , we plot the coefficients C l , for the fixed cosmological model Ω 0 = 0.3, Λ 0 = 0.7, but two different correlation functions. The bold lines correspond to the power spectrum of the Λ model with these same parameters. The lighter lines are for the same cosmological model, but with the power spectrum of an Ω 0 = 1 CDM model as a function of k/H(z). We see from this figure that at velocity separations ∼ > 10 4 km s −1 , the differences in the power spectra dominate the differences in the C l coefficients. But on smaller scales the geometric distortion effect is the most important effect. In particular the C 2 and C 4 coefficients are similar once the monopoles for both models are normalized to unity at the observed correlation length. Thus the ratios of the coefficients C 2 /C 0 and C 4 /C 0 are only weakly dependent on the shape of the power spectrum. This shows that it should be possible to measure the geometric distortion parameter even if the power spectrum is not known accurately from independent methods.
Error estimates
In this section we compute the accuracy in the measurement of the multipoles of the redshift space correlation function from a typical survey volume and test the feasibility of the method described above. Currently, the typical observed fields have a size ∼ 12 ′ on each side. The redshift range of each field extends from z = 2.6 to z = 3.4 with a surface density of approximately 1.25 Lyman-break objects per square arc minute within this redshift range (Adelberger et al. 1998) . In our fiducial model (Ω 0 = 1), this corresponds to a width of 2 × 10 3 km s −1 and a depth of 6 × 10 4 km s −1 . We consider for the purpose of error estimation, a wide field of view of ∼ 3 • . We shall later discuss the scaling of the errors with the angular size of the field of view.
Any detailed calculation of the errors in a survey will depend upon the precise geometry of the survey volume and the selection effects involved in the survey. Here, we consider two of the sources of error, shot noise and cosmic variance. Shot noise is caused by the discrete nature of the galaxies from which we measure the correlation function. Cosmic variance arises due to the finite volume we use to estimate a statistical quantity. We calculate these errors for a single cylindrical survey volume with a radius of 1.5 • (75h −1 Mpc for Ω 0 = 1 model), and depth extending from z = 2.6 to z = 3.4 (300h −1 Mpc for Ω 0 = 1 model). At the current estimate of surface density of Lyman-break galaxies of 1.25 per square arcmin (Adelberger et al. 1998) , approximately 30000 galaxies would be included in our survey volume.
Shot noise
In order to estimate the redshift space correlation function, we bin pairs of galaxies with respect to their separation velocity w s (computed in the fiducial model) in widths of ∆w s . The redshift correlation function is then estimated (denoted by subscript E) as,
where N p (w s , µ s ) are the number of pairs with separations between w s and ∆w s with the separation vector making an angle cos −1 (µ s ) with the line-of-sight and N p (w s ) is the ensemble average of a random distribution of the same quantity. There are various different estimators for the correlation function discussed in the literature that minimize the error of the estimator due to the unknown true average density of the galaxies at the redshift of the survey (for a discussion see Hamilton 1993) . Our shot noise will be dominated by the small number of pairs of galaxies we have in each of our bins. Since we are currently only interested in an estimate of this error, we have adopted the simpler estimator for the correlation function. To analyze the data from a survey one should use a more sophisticated estimator to minimize its variance.
Using equation (13) we obtain the estimate of the C l coefficients as given below for l = 0
where N p is the number of pairs with separations between w s − ∆w s and w s + ∆w s , and N p (w s , µ s ) is the average number of pairs for a random distribution of galaxies in the same bin . The summation is performed over the pairs of galaxies (denoted by subscript i) in the bin centered at w s . In order to calculate the statistical average of the estimator, we have to perform two integrals. First, for a given number of pairs separated by w s , we average over their possible orientations. The probability that a given pair of galaxies with separation w s is oriented along µ s is given by ψ(w s , µ s ), where
The 1 + C 0 (w s ) factor in the denominator comes from normalizing 1 +ξ(w s , µ s ) over µ s .
Here we have assumed that a given pair of galaxies can have any orientation with respect to the line of sight. This is clearly not true, for example for a pair of galaxies close to the edge of the survey volume. In order the circumvent this difficulty we consider a smaller volume within the total survey volume which we call the "reduced volume", hereafter denoted as V R such that the edges of V R are a distance w s away from the edges of the total survey volume. We only consider pairs of galaxies such that at least one of the galaxies is within V R . For a random distribution of galaxies, a pair chosen in this way is not biased to be aligned along a particular direction. We can see that the largest separation at which we can measure the coefficients C l is the radius of the survey for which V R goes to zero.
Secondly, we have to average over the distribution of the number of pairs of galaxies in each bin. Calculating the averages (denoted by brackets) yields
This gives us that < C l,E (w s ) >= C l (w s ). This result can also be shown to hold for the monopole term.
In a similar way to the calculation of the statistical average of the C l coefficients, we can calculate the mean square variation of C l coefficients. Using equation (14) we have,
The statistical average of the above equation gives the mean square variance of the C l coefficients, < C 2 l − < C 2 l >>, denoted by σ 2 l , as, σ 2 l (w s ) = 2l + 1 2
(1 + C 0 (w s )) N p (w s ) .
We mention here that in deriving the above equation we have assumed a Poisson distribution for the number of pairs in each bin. This assumption is not strictly valid since every pair separation is not independent. Hence, one may expect some underestimation in the Poisson errors we have calculated but this should be small since the second term in equation (17) is proportional to C 2 l . Figure 6 shows the expected 1σ error for the C l coefficients due to shot noise. Each successive bin is centered at w s with value 1.5 times that of the previous bin and hence, each bin has width 2/5w s . The average number of pairs N p (w s ) in the bin centered at w s and width 2 × ∆w s for a random distribution of galaxies within the survey volume is given by
where n g is the average density of galaxies within the survey volume. This is an underestimate of the number of pairs in the bin since it counts only half of the pairs of galaxies of which one of the galaxies is outside V R . At larger separations this underestimation is maximum since, in this case, a larger fraction of all the pairs in the bin have one of the galaxies outside of V R . Thus our shot noise is an overestimate by a factor ≤ √ 2.
We can see from Figure 6 that with shot noise alone, the C l coefficients are best measured in the velocity range 10 2 ∼ < w s ∼ < 10 4 km s −1 for a survey of the size and geometry that we have assumed. The errors on the multipoles scale as (2l + 1) 1 2 , and so they are smaller for the C 0 coefficient and higher for the C 4 coefficient as compared to the quadrupole. For scales close to the radius of the survey the shot noise error increases rapidly since V R is now very small. For scales ∼ 10 3 km s −1 , with shot noise alone, we can measure the C 2 coefficient to a few percent accuracy, both for the fiducial model as well as the Λ model and hence distinguish a large cosmological constant as in our model with Λ 0 = 0.7 to high statistical significance. The shot noise error on the C 4 coefficient is small for the Λ 0 = 0.7 model we have shown but larger for models with smaller cosmological constants. Considering shot noise alone, on scales of ∼ 10 3 km s −1 , the C 4 coefficient can be measured if it is present at the level of a few percent of the monopole, which in turn would indicate a large energy density in the form of a cosmological constant or some form of quintessence. We also note here that the number of pairs of galaxies at a fixed separation is proportional to V R . Hence for separations small compared to the radius of the survey, the shot noise error scales as the inverse of the angular size of the survey.
Cosmic variance
The cosmic variance of a survey volume results from the sparse sampling of the universe made by the small survey volume. It occurs even if the overdensity at each point within the survey volume is accurately known, and is independent of the number of observed galaxies. We estimate the cosmic variance in this section using linear theory.
A finite volume estimate (denoted by subscript E) of the correlation function is given by,ξ
In the above equation, x is constrained to be within V R such that its boundary are a distance w s away from that of the full survey volume and x + w s is within the full survey volume. For every point x within V R , the overdensities at x and x + w s are accurately known. The ensemble average of the estimator gives,
where as previously, quantities without the subscript E stand for their true values. Similarly,
The variance in C l,E (w s ) can be computed using,
In order to simplify the above expression, we approximate the overdensities to be in the linear regime. The linear overdensities are Gaussian distributed and the four point expression in the above equation can be expressed in terms of two point correlation functions :
Thus the last two terms in equation (25) contribute to the root mean square variance in C l,E (w s ). Sinceξ E (w s , µ s ) is independent of the azimuthal angle in equation (23), we can also integrate over this angle. Therefore we can express the root mean square variance as,
The method we employed in the calculation of the above integrals is detailed in the Appendix. Figure 8 displays the expected cosmic variance errors for our survey volume for the multipole coefficients. For all three coefficients, the cosmic variance dominates the error on large scales, while the shot noise contribution is larger on smaller scales. The error is smallest in the region w s ∼ 3000 km s −1 , so this is the best scale at which to measure the quadrupole and octapole coefficients and hence estimate the geometric distortion factor.
As mentioned before, the cosmic variance error that we have calculated assumes linear theory and hence we have underestimated the contribution to the errors from fluctuations and non-linear velocity effects on small scales. As mentioned in §3 if we adopt a local but stochastic model for the distribution of galaxy number density as a function of the underlying mass density, then the bias will still be scale independent on large scales, but there will be a larger variance in the measured correlation function. In the absence of a well motivated stochastic biasing model, we have not estimated the variance in the C l coefficients arising from such a model of the bias. Depending on the true nature of bias, we may be underestimating the variance of the measured correlation function. A more precise estimate of the error can only be given by the direct analysis of numerical simulations, a project we plan to return to in a later paper.
We note here that we have not assumed that the mean overdensity within the survey volume is zero. The fluctuation in the mean overdensity is the primary source of the cosmic variance error for the monopole component of the correlation function. This fluctuation of course does not affect the higher multipoles of the correlation function and hence on small scales the error on the higher multipoles is smaller than on the monopole coefficient. With the combined shot noise and cosmic variance errors the C 2 coefficient can be measured to a few percent accuracy both for the fiducial Ω 0 = 1 model as well as the Λ models which have a larger quadrupole coefficient compared to the fiducial model. Thus, with our estimate of the errors, we can distinguish a geometric distortion factor of about 15% corresponding to a Λ model with Λ 0 = 0.7 to high statistical significance. From Figures 6 and 7 we also see that for our survey volume, the C 4 coefficient can be measured to ∼ 20% accuracy for the Λ 0 = 0.7 Model. The errors are larger for models with smaller cosmological constants.
Therefore, a measurement of the octapolar coefficient is possible if it is present at the level of a few percent of the monopole on scales of ∼ 3 × 10 3 km s −1 as in case of a large cosmological constant. Since the error on C 4 is large, a simultaneous measurement of both the β parameter as well as the cosmological constant from the anisotropy of the redshift space correlation function alone is difficult. This has been indicated earlier by Ballinger et al. (1996) . If the the octapolar coefficient can be measured, and the bias parameter constrained, it will be interesting to compare its value to the one obtained by comparison of galaxy clustering to the assumed underlying matter distribution. But we emphasize that when we assume that the amplitude of the matter power spectrum is known, and only one parameter needs to be measured from the redshift space correlation function, then the quadrupolar geometric distortion effect of the cosmological constant can be measured to high accuracy.
For scales much smaller than the radius of the survey, the cosmic variance error scales as the inverse square root of the volume of the survey and hence as the inverse of the angular size of the survey. Thus both shot noise and cosmic variance have similar dependence on the angular size of the survey on small length scales. A large cosmological constant may be distinguished with high statistical significance for smaller angular size surveys depending upon other sources of error. Considering only the shot noise and the cosmic variance that we have estimated, for a survey of angular size 1 • , with a factor of three increase in the errors, we can still measure the quadrupolar coefficient affected by a geometric distortion parameter of 15% with an accuracy of approximately 10% on a scale of 3 × 10 3 km s −1 . The error is larger for smaller distortion factors. Since a variation of the cosmological constant from zero to 0.7 changes the quadrupolar coefficient by a factor of 2, we can use a linear relation between the two to make an approximate estimate of the accuracy with which the value of the cosmological constant can be measured. This gives us that a large cosmological constant, for which the error in the difference of the C 2 coefficient with respect to its value in the fiducial model is small, can be constrained with an error bar of approximately 20% with a 1 • field of view. Since in fact this linear relation is incorrect and the geometric distortion parameter is more sensitive to a variation in the cosmological constant when it is large (Ballinger et al. 1996) , the error we have quoted will be somewhat smaller for large Λ 0 ( ∼ > 0.5). For a field of view of this size, the C 4 coefficient can also be measured, although with a large error of ∼ 60%, if it is present at the level of a few percent of the monopole as in the case of geometric distortion with respect to the fiducial Ω 0 = 1 model by a cosmological constant Λ 0 = 0.7.
For a smaller field of view, the monopole coefficients have to be measured on scales smaller than 3000 km s −1 where shot noise is the dominant source of error. For example for a field size of 1/2 • , the quadrupole coefficient corresponding to a 15% geometric distortion parameter can still be measured to an accuracy of approximately 50% on a scale of 10 3 km s −1 . Hence it can be distinguished from the fiducial Ω 0 = 1 model at the 2σ level. For smaller scales the error is larger while to measure the distortion parameter at larger scales a larger field size is required. Thus a field at least 1/2 • in diameter, corresponding to an area approximately four times the currently used field size, is required to distinguish a Λ 0 = 0.7 model from our fiducial Ω 0 = 1 model.
Discussion and Conclusions
In this paper we have investigated the feasibility of using the high redshift population of Lyman-break galaxies to measure the geometric distortion effect and hence constrain cosmological parameters. The method is particularly sensitive to components of energy density with negative pressure and in particular to the cosmological constant. The principal advantage of using this population of galaxies is their high bias with respect to the underlying matter distribution. This tends to suppress the peculiar velocity effects and makes it easier to measure the geometric distortion effect. As pointed out by Ballinger et al. (1996) , a simultaneous measurement of the bias and the cosmological constant using the redshift space distortion alone is difficult except in case of a large cosmological constant. In this paper we assumed that the matter power spectrum at redshift 3 is related by the linear growth factor to the matter power spectrum at redshift zero which is constrained by observations of cluster abundances. We fixed the bias of the Lyman-break galaxies by comparing their clustering to the assumed matter power spectrum at redshift 3. Then we only need to measure one parameter, the geometric distortion parameter, from the anisotropy of the correlation function. This permits us to use the lowest order quadrupolar distortion of the redshift space power spectrum to constrain the geometric distortion parameter to high accuracy. In cases of a large energy density in a cosmological constant or quintessence, the octapolar coefficient may also be measured. An interesting test would then be to compare the value of the bias parameter derived from the additional information provided by the octapolar term to that determined by comparing the galaxy clustering to the matter power spectrum.
We estimated that in order to distinguish a flat model with Λ 0 = 0.7 from the Einstein-de Sitter case, at least a 1/2 • sized circular field of view is required. Currently the observation fields have sizes of approximately 10 ′ , which are too small for measurements of geometric distortion, both due to shot noise and cosmic variance. It is preferable to measure the distortion effect on large scales where the effects of peculiar velocities can be analytically computed using linear theory. For this reason, it is better to use a single large field of view than to combine data from several small fields of view which provide data only on smaller scales. For a more accurate measurement of the distortion parameter larger field sizes are required. We estimated that for a field size of 3 • , the best scale at which to measure the ratio of the quadrupole coefficient to the monopole is approximately 3000 km s −1 , or 15h −1 Mpc in the Ω 0 = 1 model and somewhat smaller for a smaller field. Since the difference in the quadrupolar coefficients for the flat Λ 0 = 0 and Λ 0 = 0.7 models can be measured to ∼ 20% accuracy with a circular field of diameter 1 • , we made a rough estimate that a large cosmological constant ∼ > 0.5 can be measured with this precision.
Our cosmic variance was estimated using the linear correlation function and we have underestimated the error due to fluctuations and non linear velocity effects on small scales. We have also used a very simple local non-stochastic scale independent model for the bias. Stochastic bias will lead to variance in the measured correlation function which we have not accounted for. A full calculation of the errors including non linear effects will require analysis of numerical simulations, which we will discuss in a future paper. I wish to acknowledge Jordi Miralda-Escudé, my thesis advisor, who gave me the original motivation for this work and for the numerous insightful comments and discussions I have had with him. I also wish to thank Patrick MacDonald, Brian Mason and David Moroz for their comments on the paper. I would also like to acknowledge the anonymous referee for his comments and suggestions that have improved the content and presentation of the paper.
Let us first consider the contribution of the first term in equation (26), ξ( x − + w)ξ( x − − w 2 ), and denote it by < σ 2 C l,E (w) > I :
We now calculate I l ( x − , w). The Fourier transform ofξ is ξ( x − + w 1 ) = 1 (2π) 3 d 3 kP (k,k ·n)e i k·( x − + w 1 ) ,
whereP (k,k ·n) is the redshift space power spectrum given by, P (k,k ·n) = P (k) l=0,2,4 (−1) l A l (β)P l (k ·n) .
The coefficients A l (β) are defined in equation (5). For convenience of computation, we take the line-of-sight vectorn to lie along the z axis. We first perform the integrals over the angles Ω 1 and Ω 2 in equation (26). Using, e i k· w 1 = 4π
we have, dΩ 1 2π e i k· w 1 P l (µ 1 ) = 2i −l j l (kw)P l (µ k ),
where µ k = cos(k ·n). Thus, I l ( x − , w) = i −l 4π 3 d 3 kP (k,k ·n)e i k· x − j l (kw)P l (µ k ).
Substituting equation (A7) in above equation And integrating over d 3 k ,
where, D1(l, l ′ ) = l ′′ =0,2,4
A l ′′ (β)B1(l, l ′ , l ′′ ), B1(l, l ′ , l ′′ ) = dµ k P l (µ k ) P l ′ (µ k ) P l ′′ (µ k ) ,
and χ(l, w, l ′ , x − ) = dk k 2 j l (kw)j l ′ (kx − )P (k).
The contribution of the second term in equation. (26) to < σ 2 C l,E (w) > can be computed in a similar fashion. Pairs are binned such that each bin centered at w s was assumed to have a bin size given by w s ±1/5w s . This corresponds to binning where every successive bin is centered at a value 1.5 times that of the previous bin. For small separations the error approximately scales as the inverse of the cube of the size of the bin. The number of pairs rapidly reduce as separations approach the radius of the survey and hence the shot noise error on scales close to the radius of the survey is large. 
