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Abstract. We give a short overview over recent work on finding constraints
on partition functions of 2d CFTs from modular invariance. We summarize
the constraints on the spectrum and their connection to Calabi-Yau compact-
ifications.
1. The modern bootstrap and modular invariance
The conformal bootstrap is the project of constructing conformal field theories
from consistency conditions imposed by conformal invariance [15, 11, 16]. Com-
pared to other methods, its main advantage is that it does not rely on a Lagrangian
description of the CFT. It makes use of the conformal symmetry of the theory by
decomposing amplitudes into conformal blocks — the contributions of the irre-
ducible representations of the conformal group. In principle it is thus possible to
classify and construct all CFTs, including strongly coupled ones.
For CFTs in two dimensions, the amplitudes are subject to two types of con-
sistency conditions. First, there is crossing symmetry. Defining the four point
function
(1.1) G(x) := 〈φ(∞)φ(1)φ(x)φ(0)〉 ,
it follows from invariance under the global conformal transformation z 7→ 1−z that
G(x) = G(1− x). On the other hand one can decompose G into conformal blocks
(1.2) G(x) =
∑
ψ∈S
C2φφψF(x)F(x¯) .
The conformal block F is universal and only depends on the weights h and the
central charge c. Here S is the spectrum of all primary fields that appear in the
OPE of φ with itself. Crucially, F(x) 6= F(1− x). This means that (1.2) can only
be satisfied if we choose the spectrum S and the three-point functions Cφφψ very
carefully. For rational CFTs there are only a finite number of primaries, so that
finding solutions is feasible. More recently, starting with [18] there has been a lot of
progress also for the general case and for higher dimensions. The main ingredients
for this modern bootstrap approach to work are having explicit expressions for
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F(x) and unitarity of the theory, which implies C2 ≥ 0. Fixing the dimension of
the external field φ, this allows to deduce an upper bound for the lowest lying field
in the spectrum of the OPE of φ with itself.
The second consistency condition is modular invariance for amplitudes on
higher genus Riemann surfaces. In particular it requires that the partition function
(1.3) Z(τ) = TrqL0−c/24q¯L¯0−c/24 q = e2piiτ
is invariant under modular transformations, namely Z(−1/τ) = Z(τ). This follows
from interpreting (1.3) as the vacuum amplitude on the torus. Since this should
only depend on the conformal structure τ ∈ H+/SL(2,Z) of the torus, it must be a
modular invariant function of τ . Again the representation theory of the conformal
group allows us to decompose Z into characters,
(1.4) Z(τ) =
∑
h,h¯∈S
Nh,h¯χh¯(τ)χh(τ) ,
from which we can derive constraints on the spectrum S and the multiplicities
Nh,h¯. As before, the characters χ themselves are not modular invariant, so that
only special choices for the spectrum give a good partition function.
Note that for 2d CFTs crossing symmetry on the sphere and modular invariance
on the torus are enough to ensure consistency of the theory [12]. We can obtain
amplitudes on higher genus Riemann surfaces by gluing these two components, the
consistency of this procedure being guaranteed by crossing symmetry of the 4pt
functions and modular invariance of the torus 1pt functions. The situation is less
clear in higher dimensions, and it is still an open question what corresponds to
modular invariance then.
We will describe here the investigation [7, 9, 4] of CFTs with a gap. For such
theories, other than the vacuum we do not allow for any primary with total weight
less than a certain weight ∆1, so that S is of the form
(1.5) S∆1 =
{
(h, h¯) : h, h¯ ≥ 0, h+ h¯ ≥ ∆1
}
.
A theory which saturates the largest possible gap is called extremal. Such extremal
theories could for instance arise as a holographic dual to pure gravity on AdS3 [19].
More generally, this gives information on the structure of modular forms in the
following sense.
Consider first the analog problem for meromorphic partition functions. Modu-
lar invariance means that Z(τ) is well-defined on H+/SL(2,Z), which is compact.
Meromorphic functions on compact spaces are determined by their poles. Since
for physical reasons we know that the only pole is at q = 0, it follows that for a
holomorphic CFT with central charge c = 24k, the largest gap is ∆1 =
c
24+1. Note
that although one can construct such extremal partition functions for all values of
k, it is not clear that the corresponding extremal CFTs exist.
We expect the space of non-meromorphic partition functions to be much bigger
and its structure more complicated. A priori the bound on the gap will thus be
weaker, and it is interesting to investigate by how much. In the first part of this
review we will discuss this question.
As an aside, note that for such holomorphic theories also the crossing symmetry
problem simplifies. In this case the 4pt function is meromorphic and thus deter-
mined by its poles. For an external field of weight hφ the first 2hφ− 1 terms in the
OPE thus fix the full 4pt function. The space of contributions to the 4pt function
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is thus at most 2hφ− 1 dimensional, and it is a problem in finite dimensional linear
algebra to find crossing symmetric elements. In the end one finds an upper bound
for the field in the internal channel of the form hψ ≤
4
3hφ +O(1), as was obtained
in [2] in the context of classifying W -algebras. The advantage of this method is
that there are no numerical computations involved, which in particular allows to
go to very high values of c and hφ. It would be interesting to extend this type of
analytic approach to non-holomorphic theories.
Finally note that so far all these methods only give an upper bound for the
lowest field in the spectrum. Once we are confident that we have obtained the
best possible bound, we can try to reconstruct the spectrum of this extremal the-
ory. This is done by extracting the multiplicity of the lowest primary fields, and
then bootstrapping our way up the spectrum. In various contexts this type of pro-
gram has been applied successfully [3, 6, 17]. For our type of problem however
generically this approach fails. As we will see, we do not impose integrality of the
multiplicities Nh,h¯ when deriving our bounds. This means that in general the mult-
plicities obtained for our extremal spectra will not be integral. Still in some special
cases they may become integer, which would suggest strongly that there exists a
corresponding CFT.
2. CFTs with large gaps
In this section we discuss how to obtain an upper bound ∆1 for the lowest lying
primary of a general CFT of central charge c. A first such bound was obtained in
[7], and [4] discussed how to improve on it systematically.
For simplicity choose a purely imaginary τ = iβ. Introducing the notation
Z˜ = Z(β−1), modular invariance of the partition function can be written as
(2.1) v0 := −(Z0 − Z˜0) =
∑
h,h¯∈S
Nh,h¯(Zh,h¯ − Z˜h,h¯) ,
where the left hand side is the contribution of the vacuum, and the right hand side
the contribution of all the other primaries.
There is a very nice geometric interpretation of (2.1). Restricting to theories
that have only fields of total weight h+ h¯ ≥ ∆1 in their spectrum S, the right hand
side forms a convex cone C∆1 in the space of functions in β. Checking the existence
of such a partition function reduces to checking if the vacuum contribution v0 is in
C∆1 .
One way to check this is to search for a hyperplane ρ that separates v0 from
the cone. Such a linear functional has to satisfy
(2.2) ρ|C∆1 ≥ 0 and ρ(v0) < 0 .
If we can construct such a functional, then we know that there cannot be a CFT
with a gap as large as ∆1. Our strategy will therefore be to scan as systematically
as possible over the space of linear functionals, attempting to find a separating one.
To do this, let us first simplify the problem by defining a reduced partition
function
(2.3) Zˆ(τ) = |τ |1/2|η(τ)|2Z(τ) .
Note that Zˆ is still invariant under S, so that we can perform our analysis with the
reduced function. We are using the fact that the characters of the Virasoro algebra
are essentially the η function, which itself is modular. The reduced contribution of
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Figure 1. The situation for ∆′1 < ∆1 < ∆
′′
1 : For ∆
′
1, v0 is within
the cone C∆′
1
so it is impossible to find a separating plane. For
∆′′1 , v0 is outside of the cone, and we can find a separating plane
ρ.
the primary fields is the simple monomial Zˆh,h¯ = |τ |
1/2qh−γ q¯h¯−γ , and the vacuum
contribution is Zˆ0 = |τ |
1/2|1 − q|2q−γ q¯−γ . We have introduced γ = c−124 , where
the -1 comes from the effective central charge of the Virasoro algebra, which we
effectively removed by dividing out the η function.
Since we are dealing with analytic functions, one way to construct linear func-
tionals is by extracting Taylor coefficients. More precisely we can act with differ-
ential operators β∂β and evaluate the result at the self-dual point β = 1. The
advantage of using the logarithmic derivative is that it is odd under S. Given
such a differential operator D of order nD, by the simple form of Zh,h¯ we obtain a
polynomial p,
(2.4) (D, Zh,h¯) = e
−2pi(∆−2γ)p(∆) .
The positivity condition in (2.2) thus reduces to checking that p(∆) ≥ 0 if ∆ ≥ ∆1.
Note that by construction both sides of (2.1) are odd under S. This means we can
restrict to odd differential operators D.
We can in fact rewrite any such polynomial in the form
(2.5) p(∆) = ~∆TY1~∆+ (∆−∆1)~∆
TY2~∆ ,
where ~∆ = (1,∆,∆2, . . . ,∆n) and Y1,2 are positive semidefinite matrices.
1 To find
a separating hyperplane as in (2.2), we thus scan over the space of semidefinite
matrices Y1,2. We need to impose some linear constraints ensuring that the corre-
sponding polynomials actually can come from a differential operator D, and also
to fix the overall normalization of ρ. The goal is then to find matrices Y1,2 which
maximize ρ(−v0). If this maximum is positive, then we have indeed found a sepa-
rating hyperplane and can conclude that ∆1 is an upper bound for the gap of any
CFT. We have thus phrased our problem as maximizing a linear objective function
over a set of semidefinite matrices under a set of linear constraints. Such problems
have been well studied in linear programming, and powerful numerical solvers have
been developed such as SDPA [10].
1 In the case here this is related to the fact that we can write any positive polynomial as
a sum of squares. For polynomials in more variables the situation is more complicated, and is
related to Hilbert’s 17th problem.
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Figure 2. The bound ∆1 as a function of c. The bottom line is
the barrier 2γ, beyond which one can never improve any bound
from our methods.
We have plotted the results in figure 2, which shows how the bound ∆1(c)
improves as we increase the order of the differential operator nD. The original
bound [7] is the case nD = 3. For small c the improvements are relatively small,
and we seem to converge to a best possible bound very quickly. For larger c we
have to go to higher and higher order operators to get accurate results.
Let us discuss the asymptotic behavior for large c in more detail here. The
main interest for this comes from the AdS3/CFT2 correspondence, in which the
limit c → ∞ on the CFT side corresponds to the classical limit on the gravity
side, for which semiclassical computations are appropriate. The extremal partition
function we investigate here would correspond to pure gravity [19]. More generally,
theories that are dual to gravity theories should have only a small number of low-
lying states. It is thus reasonable to assume that to leading order they have to satisfy
the same bound ∆1. On the other hand all such theories should contain BTZ black
holes [1]. On the CFT side this means that there should be an exponential number
of primary fields starting at weight c12 . This suggests that ∆1 should grow as
c
12 .
The original bound found for nD = 3 grows as
c
6 . Figure 2 seems to suggest that
the bounds from higher operators have a better asymptotic. It turns out however
that for large enough c they all asymptote as c6 if we keep nD fixed. Since figure 2
is so suggestive, it is possible that this simply an order of limit issue. That is,
for a given c it may be possible to find a differential operator that gives a bound
whose leading behavior in c is better than c12 — our arguments simply show that
the order of this operator would have to grow with c. This suggests that as a basis
for linear functionals, finite order differential operators are not really appropriate
for investigating this type of question. It would be interesting to construct a more
appropriate basis, and check if the asymptotic behavior is indeed as predicted by
holography.
The only thing we do know for certain is that no bound obtained in such a way
can be better than the barrier ∆1 = 2γ =
c
12 +O(1). This can be seen for example
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by comparison to the holomorphic case discussed in section 1,2 or also by a direct
argument [5].
3. Calabi-Yau compactifications
Let us now consider non-linear σ-models on Calabi-Yau d-folds. Such CFTs
have more symmetry, namely extended N = (2, 2) superconformal symmetry. The
extension comes from the holomorphic (d, 0) form Ω, which on the CFT side leads
to invariance under one unit of spectral flow. Because of the U(1) R-symmetry of
the algebra, the Cartan torus has an additional element, so that we can compute a
generalized partition function
(3.1) Z(τ, τ¯ , z, z¯) = Tr
(
qL0−c/24q¯L¯0−c/24yJ0 y¯J¯0
)
, y = e2piiz .
We can compute the partition function for the different spin structure by taking
the trace in the NS or R sector, and by inserting fermion parity operators. We will
concentrate on the (−,−) spin structure, that is the untwisted NS sector without
any fermion number operator inserted. Under the S transformation
(3.2) S : (τ, z) 7→ (τ˜ , z˜) = (−1/τ, z/τ) ,
it transforms as [8]
(3.3) Z(τ, z) = e−2pii
d
2
z2
τ e2pii
d
2
z¯2
τ¯ Z(τ˜ , z˜) ,
i.e. it is invariant up to a phase. Note that it will not transform to itself under
the full modular group, but rather under Γθ, the subgroup generated by S and T
2.
Using a combination of T and S transformations we can obtain partition functions
of other spin structures.
The representation theory of the extended N = (2, 2) superconformal symme-
try has been studied in [13]. There are d short representations χQ, and d−1 families
of long representations chQh , labeled by their weights h and U(1) charges Q. Com-
bining left- and right-moving short representations gives 12 -BPS states, whereas a
combination of a long with a short representation give a 14 -BPS state, leading to a
total partition function of the form
(3.4) Z = Z 1
2
BPS + Z 1
4
BPS + Zm ,
where Zm contains all the non-BPS states. Schematically, the representations of
the σ-model are related to the Calabi-Yau as
topology ↔ BPS states
geometry ↔ non-BPS states
More precisely, the 12BPS states are fixed by the Hodge numbers, and the
1
4BPS
states essentially by the elliptic genus of the manifold. In general a lot is known
about the topology of CY manifolds, and hence about the BPS states of the theory.
We will try to extract information about the spectrum of non-BPS states. In the
end, we will give an upper bound ∆1 for the lowest lying non-BPS primary as a
function of the Hodge numbers of the manifold.
For this analysis it is straightforward to apply the same method as in the
Virasoro case. A priori it seems that the space of functions to analyze now depends
on the two variables τ and z. However, spectral flow invariance allows us to factor
2To compare to the holomorphic case, note that in the results quoted here we set c = cL+cR
2
.
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out the z dependence of Z in terms of θ-functions. More precisely, Hermite’s Lemma
tells us that the space of such functions has dimension d over the functions of τ ,
and can be spanned by d θ-functions
(3.5) fQd (τ, z) =
1
η(τ)
∑
m∈Z
q
d
2
(m+Q/d)2yd(m+Q/d) .
The fQd we have picked here form a particular suitable basis because they transform
linearly under the S modular transformation with simple transformation matrices:
Let Fd be the d-vector with entries e
ipidz2
2τ fQd . Then [14]
(3.6) Fd(τ˜ , z˜) = Sd Fd(τ, z) , (Sd)
Q
Q′ = d
− 1
2 e−2piiQQ
′/d .
The transformation matrix Sd is unitary and its entries are just numbers. In view
of (3.3), we again define a reduced partition function
(3.7) Zˆ(τ, z) =
∣∣∣e ipidz22τ (−iτ)1/4η(τ)∣∣∣2 Z(τ, z) ,
so that S modular invariance becomes simply
(3.8) Zˆ(τ, z) = Zˆ(τ˜ , z˜) .
Using the fact that we can express all characters in terms of F, we can write the
reduced partition function as
(3.9) Zˆ(τ, z) = F†dM(τ)Fd ,
where the d × d matrix M(τ) is determined by the multiplicities of the various
representations. Note that cruciallyM(τ) only depends on τ , and not on z anymore.
In some cases the expressions for M become very simple, and we will give explicit
examples below. Modular invariance (3.8) is then equivalent to the matrix equation
(3.10) M(τ) = S†dM(τ˜ )Sd .
We are thus back at a variant of the bosonic modular invariance problem. Linear
functionals ρ are now given by d× d matrices DQQ
′
of differential operators
(3.11) D = D(τ∂τ )
where D is a matrix of polynomials in τ∂τ and τ¯ ∂τ¯ . A matrix differential operator
D acts on a matrix of functions A by
(3.12) (D,A) = Tr(D†A)
∣∣
τ=i
.
We separate M into two parts
(3.13) M =MBPS +Mm ,
where the BPS contribution MBPS comes from the multiplicities that are deter-
mined by the known topological properties of the Calabi-Yau manifold, that is the
BPS states. The rest of the multiplicities determine Mm, which due to their posi-
tivity again span a convex cone in the function space. On this cone the semidefinite
condition on D is
(3.14) (D,Mm) ≥ 0
for all possible multiplicities consistent with a given gap ∆1.
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We shall restrict ourselves to the case of Calabi-Yau 3-folds here. In this case
additional simplifications occur. The 12BPS part is then given by
3
(3.15) Z 1
2
BPS = χ¯
0χ0 + h1,1(χ¯1χ1 + χ¯−1χ−1) + h2,1(χ¯1χ−1 + χ¯−1χ1) .
The elliptic genus is given by
(3.16) J = (h1,1 − h2,1)φ0,3/2
where φ0,3/2 is the unique weak Jacobi form of weight 0 and index 3/2. Rather
surprisingly it turns out that in the case at hand (3.15) itself is already a weak
Jacobi form once we flow to the R sector and compute the elliptic genus, i.e.
(3.17) Z 1
2
BPS → J .
It follows that the 14BPS contributions need to vanish, so that Z 14BPS = 0. Note
that for other dimensions d one has add corrections from 14BPS to obtain a weak
Jacobi form. It would be interesting to understand this coincidence for d = 3 more
conceptually.
This allows us to reduce the matrix M from a 3× 3 matrix to a 2× 2 matrix.
The massive contribution Mm in particular has the very simple form
(3.18) Mr(τ) = |τ |
1/2
∑
h,h¯
(
(Nm
h¯h
)00 q¯
h¯−1/4qh−1/4 (Nm
h¯h
)01 q¯
h¯−1/4qh−1/2
(Nm
h¯h
)10 q¯
h¯−1/2qh−1/4 (Nm
h¯h
)11 q¯
h¯−1/2qh−1/2
)
.
As all the entries are simple monomials, we are back to the bosonic case.
0 500 1000 1500 2000 2500 3000h
tot0.50
0.55
0.60
0.65
0.70
D1
nD=11
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nD=7
nD=5
nD=3
Figure 3. ∆1(h
tot) for various nD.
In figure 3 we have plotted the bound for various values of the order nD of the
differential operator. As expected, ∆1 is monotonically decreasing in h
tot. We find
that ∆1 converges very quickly in nD for small Hodge numbers. The weakest bound
is for vanishing Hodge numbers, for which we find ∆1 < 0.60. Note in particular
that this means that the lowest lying state is always a non-BPS state.
3For simplicity we assume here that there are no additional continuous symmetries in the
theory.
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For large Hodge numbers we have to go to higher and higher order to get a
reliable result. This suggests that it is more efficient to perform a Taylor expansion
around a point other than β = 1. Using this one can in fact show that ∆1 →
1
2
for htot →∞. Note that 12 = 2
c−ceff
24 corresponds to the 2γ we encountered in the
bosonic case, where now c = 9 and the effective central charge of the N = 2 algebra
is ceff = 3.
Let us briefly discuss the interpretation of this result. The bound we have
found is uniform over the whole moduli space of a Calabi-Yau. As a toy model
for this type of bound, take a free theory compactified on the torus. For large
radius, the bound is satisfied by KK momentum modes. For very small radius, it
is satisfied by the winding modes. Over the whole moduli space the gap becomes
biggest at the self-dual point. Similarly, in general our bound ∆1 will be easily
satsified by the eigenmodes of the Laplacian in the large volume limit. For small
volumes, presumably it will again be easily satisfied by whatever corresponds to
winding modes. We expect our bound to be most constraining in the highly stringy
regime. One can conjecture the existence of a generalized self-dual point where our
bound is actually saturated.
Note also that in principle this result makes a phenomenological prediction for
type II compactifications, namely the existence of at least one stringy state below
a certain threshold. This is a very weak bound since by the remarks above this
state will have mass of the order of the string scale. Nonetheless this is one of
very few α′ exact results that we are aware of. For a proper treatment one would
have to perform the GSO projection, which will eliminate the tachyonic states with
h+ h¯ < 1 that seem to appear in the spectrum so far.
Ultimately we would like to be able to rule out theories completely. One way
we could have achieved that if the bound ∆1 had become negative for large enough
htot, which would have put an upper bound on the Hodge numbers of a CY 3-
fold. This would give strong evidence in favor of the conjecture that there are only
finitely many topological families of such manifolds [20].
Even though there is still some room for improvement on the bounds obtained
from the partition function, it seems unlikely that this would be strong enough.
We can show however that the number of states below ∆1 grows linearly in h
tot so
that the spectrum becomes continuous as htot → ∞. We usually associate such a
behavior with a decompactification limit, and by combining this result with other
methods it may be possible to show inconsistency.
Ultimately what one should do is to probe deeper by combining modular in-
variance on the torus in an effective way with crossing symmetry on the sphere.
This will presumably also allow to include other topological information such as
the chiral ring of the CFT.
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