Abstract. Message-level and word-level polarity classification are two popular tasks in Twitter sentiment analysis. They have been commonly addressed by training supervised models from labelled data. The main limitation of these models is the high cost of data annotation. Transferring existing labels from a related problem domain is one possible solution for this problem. In this paper, we study how to transfer sentiment labels from the word domain to the tweet domain and vice versa by making their corresponding instances compatible. We model instances of these two domains as the aggregation of instances from the other (i.e., tweets are treated as collections of the words they contain and words are treated as collections of the tweets in which they occur) and perform aggregation by averaging the corresponding constituents. We study two different setups for averaging tweet and word vectors: 1) representing tweets by standard NLP features such as unigrams and part-of-speech tags and words by averaging the vectors of the tweets in which they occur, and 2) representing words using skip-gram embeddings and tweets as the average embedding vector of their words. A consequence of our approach is that instances of both domains reside in the same feature space. Thus, a sentiment classifier trained on labelled data from one domain can be used to classify instances from the other one. We evaluate this approach in two transfer learning tasks: 1) sentiment classification of tweets by applying a word-level sentiment classifier, and 2) induction of a polarity lexicon by applying a tweet-level polarity classifier. Our results show that the proposed model can successfully classify words and tweets after transfer.
Introduction
Twitter 1 is a widely-used microblogging service in which users post short messages, or tweets, limited to 140 characters 2 to express their opinions and thoughts. Automatic analysis of sentiment in tweets has potential applications in a wide range of fields such as business, sports, and politics. However, the brevity of tweets and the range of informal expressions frequently used in them, including slang words, hashtags, and emoticons, (e.g., lol, omg, hahaha, #hatemonday) make sentiment analysis of tweets a difficult task.
There are two sentiment analysis tasks for tweets that have received substantial attention:
1. Message-level polarity classification (MPC) [1] , which is the task of classifying tweets into sentiment categories such as positive and negative. For example classifying tweets "got paper accepted yey :)" and "This is horrible!!" to the positive and negative class respectively. 2. Polarity lexicon induction (PLI) [2] : a polarity lexicon is a list of words labelled by sentiment. The PLI task consists of classifying words from a corpus of tweets into sentiment categories. For example, classifying words such as lovee and hapyyy to the positive class, and words like #hateyou and #SoSad as negative.
These two tasks have been successfully tackled using supervised machine learning algorithms by representing the target tweets or words as vectors of features and using hand-crafted sentiment labels for training. A major limitation of supervised approaches is that the annotation of words or tweets based on sentiment classes is a time-consuming and labour-intensive task.
Relying on external resources of knowledge such as labelled data from a related problem or unlabelled data has shown to be useful when labelled training data is scarce. For example, several studies have successfully used knowledge provided by polarity lexicons for the MPC task [3] or used tweets annotated by sentiment for PLI [4, 5] . Large collections of unlabelled tweets retrieved from the Twitter API 3 have also been exploited using semi-supervised [6] or representation learning [7] approaches.
Transfer learning refers to the process of improving the learning of a predictive function for a target domain D T using knowledge obtained from a related source domain D S [8] . This paper presents an instance aggregation framework for transferring sentiment knowledge from the word domain D W to the message domain D M and vice versa 4 . This transfer learning approach is useful in scenarios where either MPC or PLI needs to be solved but it is easier to obtain annotated data from the other domain. This paper extends a previous conference paper [9] and provides a more thorough and detailed report. The previous model is generalised into a framework and we use word embeddings [10] as an alternative instantiation of this framework.
Transfer learning requires both the source and target domain to be related. We motivate the relatedness between words and tweets based on three perspectives: 1) the data modelling perspective, 2) the semantic perspective, 3) and the sentiment perspective.
The data modelling perspective uses the notion of aggregation [11] for interrelating words and tweets:
-A tweet can be represented as the aggregation of the words it contains. -A word can be represented as the aggregation of the tweets that contain it.
This perspective tells us that there is a whole-part relationship between words and tweets, in which instances of both domains can be represented as the aggregation of instances from the other.
The semantic relatedness perspective considers two linguistic theories for relating the meaning of tweets and words: 1) the principle of semantic compositionally [12] , and 2) the distributional hypothesis [13] .
According to the principle of semantic compositionally, the meaning of a sentence can be determined by the meaning of its lexical units (phrases and words) together with the manner in which these units are combined. This suggests that the meaning of a tweet (usually formed by a single sentence) can be inferred from the individual meanings of its words.
According to the distributional hypothesis, the meaning of a word is determined by the contexts in which it occurs. Since tweets are short messages, it is reasonable to consider a tweet as the whole context of its words. Hence, the underlying meaning of a word can be determined from the collection of tweets that contain it 5 . Tweets and words can be annotated with the same sentiment categories (e.g., positive, negative, neutral). However, the underlying cognitive task of associating instances with sentiment differs from one domain to another. While the sentiment label of a tweet corresponds to a view, attitude, or appraisal expressed by an opinion holder (which is usually the author) in the message [14] , the sentiment of a word corresponds to its prior polarity (a.k.a semantic orientation or sentiment association) when the word is considered in isolation.
Sentiment can be viewed as a sub-dimension of semantics. Prior work shows that synonyms tend to have the same polarity and antonyms have the opposite one [14, 15] . Based on this, and incorporating the data modelling and semantic perspectives, we relate the sentiment of tweets and words using the following interdependence relation:
1. The polarity of a tweet is determined by the polarity of the words it contains. 2. The polarity of a word is determined by the polarity of the tweets in which it occurs.
This relation was firstly proposed in [16] in the context of larger text documents. We extend it to short informal messages.
In our proposed transfer learning framework, we use the data perspective for representing tweets and words by compatible feature vectors of the same dimensionality. The framework starts with a given vectorial representation for one domain and obtains compatible vectors for the other domain by averaging the vectors of its constituent instances. Taking the sentiment perspective into account, we expect that the aver-aged vectors will transfer sentiment information from one domain to the other.
We study two models based on this framework: 1) the tweet centroid model, and 2) the word centroid model.
1.
In the tweet centroid model, tweets are used as the initial representation and are represented using standard natural language processing (NLP) features such as unigrams and part-of-speech (POS) tags, and words are represented by the centroids of the tweet vectors in which they occur. 2. In the word centroid model, we first calculate word vectors from unlabelled tweets using the skip-gram embedding model [10] and represent tweets as the centroid of the word vectors.
In this way, a word-level classifier trained from a polarity lexicon can be used for classifying the sentiment of tweets (MPC). Likewise, we can train a messagelevel classifier from a corpus of sentiment-annotated tweets and use it for classifying words into sentiment classes (PLI). Unlabelled data also plays a crucial role for learning better word vectors as will be discussed in Section 5.
The main contribution of this paper is this new framework for transferring sentiment knowledge between words and tweets based on representing them by feature vectors of the same dimensionality. A noteworthy aspect of the framework is its simplicity; yet, despite its simplicity, it yields promising classification performance, as we show in Section 5. The framework is illustrated in Figure 1 .
This article is organised as follows. Basic notations and definitions are given in Section 2. In Section 3, we provide a review of related work. The proposed transfer learning approach is described in more detail in Section 4. In Section 5, we present the experiments we conducted to evaluate the proposed approach and discuss results. The main findings and conclusions are discussed in Section 6.
Notations and Definitions
In this section, we provide notations and definitions that will be used throughout the paper. We formalise the MPC and PLI problems, as well as the transfer learning tasks studied in this paper. Following the notation proposed in [8] , a domain D consists of two components: a feature space X and a probability distribu- Instance aggregation framework for transfer learning between words and tweets. The tweet vector dimensions correspond to the different words from the vocabulary, and the word vectors are calculated using the tweet-centroid approach, i.e., by averaging the tweet vectors of the tweets where they occur. The bird represents the Weka machine learning software, which we use in our implementation of our framework.
tion P(X), where X = {x 1 , . . . , x n } ∈ X and each x i is a numeric feature. Given a particular domain D, a task T consists of a label space Y and a predictive function f that can be learned from training data consisting of pairs {x, y} where x ∈ X and y ∈ Y. The function f can be used for predicting the corresponding label f (x) of a new instance x.
In the Twitter sentiment analysis context, a word w is a unique sequence of characters taken from an alphabet Σ, and a tweet or message m is a sequence of words (limited to 140 characters) separated by special characters called delimiters (e.g., white space, punctuation symbols) that are not part of Σ.
In order to build a message domain D M , tweets are mapped into k-dimensional vectors − → x m to form the feature space X M . A popular choice for building X M is the vector space model [17] , in which all the different words or unigrams found in the corpus are mapped into individual features. Word n-grams, which are con-secutive sequences of n words, can also be used analogously. Each tweet is represented as a sparse vector whose active dimensions (dimensions that are different from zero) correspond to the words or n-grams found in the message. The values of each active dimension can be calculated using different weighting schemes, such as binary weights or frequency-based weights with different normalisation schemes.
The message-level sentiment label space Y M corresponds to the different sentiment categories that can be expressed in a tweet, e.g., positive, negative, and neutral. For simplicity, we will only consider the two-class (positive and negative) case in this paper but our approach is directly applicable to multi-class problems as well. Because sentiment is a subjective judgement, the ground-truth sentiment category of a tweet must be determined by a human evaluator.
Let C be a corpus of tweets. We distinguish between two types of Twitter corpora: 1) unlabelled corpora C U , and 2) sentiment-annotated corpora C L .
Annotated corpora are often not available due to the high costs involved in the annotation process. Conversely, a large corpus of unlabelled public tweets C U can be freely obtained from the Twitter API. Tweets restricted to a specific language, geographical region, or set of key words can also been collected for creating domain-specific collections.
Given a corpus of sentiment-annotated tweets C L formed by pairs of the form {x, y}, the MPC task T M consists of learning a message-level polarity classification function f M using any supervised learning approach (e.g., SVMs, logistic regression model, Naive Bayes). The function f M can be readily applied to any collection of unlabelled tweets.
Words can be annotated according to the same sentiment categories as messages (Y W = Y M ) to indicate their prior sentiment. Examples of positive words are happy and great, and examples of negative ones are sad and miserable. Again, the ground-truth sentiment of a word is a subjective judgement determined by a human. We refer to a list of words annotated by sentiment as a polarity lexicon L.
Let V be the vocabulary formed by the distinct words found in a corpus of tweets. A word domain D W is formed by all the words in V represented by k-dimensional vectors − → x w . We consider distributional vectors as well as word embeddings in this paper. Distributional vectors [18] are used for representing lexical items such as words according to the context in which they occur in a corpus of documents or tweets. In other words, distributional models infer the meaning of a word from the distribution of the words that surround it. Word embeddings are low-dimensional continuous dense word vectors trained using neural networks [19] that have shown to perform well across several NLP tasks (e.g., named-entity recognition, chunking, parsing).
The word vectors that match a given polarity lexicon L can be used to form a word-sentiment training dataset. We define the PLI problem as the task T W of learning a word-level classifier f W from this dataset using supervised learning algorithms. Polarity lexicon induction is then conducted by deploying f W on the words from the corpus that are not contained in L.
As discussed in [8] , the study of transfer learning is motivated by the idea that knowledge learned for one task can aid solving other tasks with faster or better solutions. The unified definition of transfer learning proposed in that paper is given as follows:
Definition 1 (Transfer Learning). Given a source domain D S and a learning task T S , a target domain D T and learning task T T , transfer learning aims to help improve the learning of the target predictive function f T in D T using the knowledge in D S and T S , where
In the following sections, we will show how to transfer knowledge from the word domain D W to solve the MPC task T M , and how to transfer knowledge from the message domain D M to solve the PLI task T W . However, first, we review related work.
Related Work
Previous work on transfer learning for sentiment analysis focuses on adapting document-level sentiment classifiers trained on labelled reviews from a source domain, e.g., movie reviews, to a target domain where a different vocabulary is used, e.g., kitchen appliances [20] .
A recursive neural tensor network for learning the sentiment of pieces of texts of different granularities, such as words, phrases, and sentences, was proposed in [21] . The network was trained on a sentiment annotated treebank 6 of parsed sentences for learning compositional vectors of words and phrases. This method is difficult to apply to Twitter data because of the lack of Twitter-specific sentiment treebanks and robust PCFG constituency parsers for Twitter [22] .
There is a family of models that incorporate lexical knowledge provided by opinion lexicons for training document-level sentiment classifiers. In [16] , words and documents are jointly represented by a bipartite graph of labelled and unlabelled nodes. The sentiment labels of words and documents are propagated to the unlabelled nodes using regularised least squares. In [23] , the term-document matrix associated with a corpus of documents is factorised into three matrices specifying cluster labels for words and documents using a constrained non-negative tri-factorisation technique. Sentiment-annotated words and documents are introduced into the model as optimisation constraints. A generative naive Bayes model based on a polarity lexicon, which is then refined using sentimentannotated documents, is proposed in [24] .
In the following subsections, we describe previous work on polarity classification of tweets and words. Afterwards, we discuss these approaches in the context of the transfer learning problems addressed in this paper.
Sentiment Classification of Tweets
Regarding the MPC task for tweets, state-of-the art solutions are based on supervised models such as logistic regression models and support vector machines trained from hand-annotated polarity corpora. Some of the features used for describing the tweets are: word n-grams, character n-grams, part-of-speech tags, word clusters trained with the Brown clustering method [25] , the number of elongated words (words with one character repeated more than two times), the number of words with all characters in uppercase, presence of positive or negative emoticons, the number of individual negations, the number of contiguous sequences of dots, question marks and exclamation marks, and features derived from polarity lexicons [1, 26] .
Deep learning approaches have also been adopted for Twitter sentiment analysis. A supervised learning framework that uses sentiment-specific word embeddings and hand-crafted features was developed in [27] . The word embeddings are obtained from emoticonannotated tweets using a tailored neural network that captures the sentiment information of sentences and the syntactic contexts of words.
A convolutional neural network architecture is developed in [28] . Each tweet is represented as a matrix whose columns correspond to the words in the tweet, preserving the order in which they occur. The words are represented by dense vectors or embeddings trained from a large corpus of unlabelled tweets. The network is formed by the following layers: an input layer with the given tweet matrix, a single convolutional layer, a rectified linear activation function, a max pooling layer, and a soft-max classification layer.
The weights of the neural network are pre-trained using emoticon-annotated data, and then trained with the hand-annotated tweets. Experimental results show that the pre-training phase allows for a proper initialisation of the network's weights, and hence, has a positive impact on classification accuracy.
Recurrent neural networks with gated units such as long short-term memory networks (LSTMs) [29] and gated recurrent units (GRUs) [30] can encode sequential data of arbitrary length as fixed-size vectors while learning long temporal dependencies e.g., distant words within a sentence exhibiting a strong semantic relation. These networks have been successfully employed for sentiment classification of sentences [31] , documents [32] , and tweets [33] . The input passages (e.g, tweets, sentences) are initially modelled as sequences of word vectors (usually taken from pre-trained word embeddings) and fed into a recurrent neural network that maps the whole sequence into a dense vector. This vector is later fed into a fully connected multi-layer perceptron with a soft-max output layer for sentiment prediction. A hierarchical architecture is used to model entire documents in [32] . A first recurrent network is used to encode sentences using the same approach described above, and a second recurrent network is used to encode entire documents by mapping the sequence of sentence vectors obtained from the first network into a single dense vector that can be used for classification.
Distant supervision is a popular strategy for addressing the label sparsity problem of supervised models in MPC. In these methods, raw tweets gathered from the Twitter API 7 are automatically labelled into positive and negative classes using strong sentiment signals such as positive and negative emoticons, e.g., :), :( [34] [35] [36] , or emotional hashtags [26] , e.g., #joy, #sad-ness. The signals are normally discarded from the content for feature extraction. However, these approaches are ill-suited to domains such as politics where emoticons or emotional hashtags are rarely used to express positive and negative opinions.
An emoji-based distant supervision neural network model called DeepEmoji 8 for detecting sentiment and other affective states from short social media messages was proposed in [33] . Authors collected a large corpus of 634 million tweets containing 64 different emojis. A recurrent neural network was trained to predict the emojis from the tweet's content. The network architecture is an LSTM variant formed by an embedding layer, two bidirectional LSTM layers with normal skip connections and temporal average poolingskip connections. A transfer-learning method is proposed to fine-tune the network for any given affective detection tasks, such as the detection of emotion, sentiment, or sarcasm. The tuning process works by initially fine-tuning each layer of the network individually and then fine-tuning all the layers together. The supervision signal is taken from the target task.
Another approach for tackling MPC in Twitter is proposed in [37] . This approach is based on distant supervision and lexical prior knowledge. The authors build a graph that has users, tweets, words, hashtags, and emoticons as its nodes. A subset of these nodes is labelled by prior sentiment knowledge provided by a polarity lexicon, the known polarity of emoticons, and a message-level classifier trained with emoticons. These sentiment labels are propagated throughout the graph using random walks.
Polarity Lexicon Induction
A common approach for addressing the PLI task is to calculate a word-level sentiment score based on how frequently a word occurs in positive and negative messages. This measure, referred to as PMI semantic orientation, is calculated as the difference between the point-wise-mutual information (PMI) of a word occurring in positive and negative messages [38] . The message-level sentiment labels can be obtained through distant supervision [1] , or using a self-training approach. In the latter case, a message-level classifier trained from a small corpus of hand-annotated tweets is used to classify a large collection of unlabelled messages from which the word-level sentiment scores are computed [4] .
Another approach is to induce the lexicon by representing Twitter words from a corpus of tweets as vectors that are used together with a small group of labelled words for training a word-level polarity clas-sifier. The resulting classifier is then deployed on the remaining unlabelled words for performing the induction. In [39] , PMI-based semantic orientation was used together with other associations between words and emoticon-annotated tweets for building the classifier's feature space. In [2] , state-of-the-art word embeddings such as skip-grams [10] , continuous bag-ofwords [10] , and Glove [40] were used as features in a regression model to determine the association between Twitter words and positive sentiment. In [7] , a hybrid loss function for learning sentiment-specific word embeddings was proposed. The embeddings were obtained by combining syntactic information provided by the skip-gram model [10] and sentiment information provided by emoticon-annotated tweets. In [41] , words are represented by skip-gram embeddings and tweets as the sum of the word vectors appearing in them. A message-level polarity classifier is trained from emoticon-annotated tweets and deployed on the word vectors to perform lexicon induction. This approach is closely related to the word-centroid model discussed in Section 4.2 when used for solving PLI. The main difference is that we use tweets that were manually annotated by sentiment instead of relying on noisy emoticons.
Discussion
The results in the papers discussed above indicate that the sentiment-interdependence relation between words and messages can be helpful in the MPC and PLI tasks. Sentiment-annotated words can be used as prior knowledge for MPC, and the message-level sentiment distribution of words can be used for PLI. In this paper, we propose a unified representation that enables bidirectional transfer of sentiment classifiers between words and tweets. The main benefit of our approach is that it only requires labelled data in one of the two domains (words or messages) for transferring sentiment knowledge into the other one.
Transfer Learning via Instance Aggregation
Transductive transfer learning or domain adaptation [42] refers to a transfer learning approach in which the following conditions are met:
1. The source and target domains are different but related, i.e., the feature spaces of the two domains are different, or are the same but the marginal probability distributions are different.
2. The source and target labels are the same. 3. Labelled data is only available from the source domain. 4. Target domain unlabelled data can be exploited for training.
The instance aggregation framework we propose in this paper fits into this category.
Our framework represents instances from the word and message domains by compatible vectors. Consequently, a classifier trained on data from the source domain can be used for classifying data from the target one. The framework exploits a whole-part relationship between the two domains, i.e., instances from one domain can be modelled as the aggregation of instances from the other. This condition is satisfied for the word and tweet domains using the data modelling perspective introduced in Section 1.
One domain will act as the aggregate domain D A and the other as the constituent domain D C , regardless of which domain is the source or the target domain. Additional inputs of the framework are: 1) the representation function r : D C → R k , that maps instances from the constituent domain into k dimensional vectors, and 2) the aggregation function a :
k that maps a collection of kdimensional vectors into a single k-dimensional vector. Given these components, the transfer learning procedure can described in the following steps:
1. Represent instances from D C by feature vectors of k dimensions using the representation function r.
Represent instances from D A as collections of in-
stances from D C using the whole-part relationship between the two domains. 3. Obtain a k-dimensional vector for each instance of D A by applying the aggregation function a to all its constituent instances. 4. Train a classifier f on labelled instances from the source domain. 5. Deploy f on instances from the target domain.
We provide two different implementations of this framework: 1) the tweet-centroid model (TCM) and 2) the word-centroid model (WCM).
The word and message domain can play different domain roles depending on the target task (PLI or MPC) and the transfer model (TCM or WCM). All possible combinations that may occur in practice are shown in Table 1 .
The TCM and WCM models are described in the following subsections. 
Tweet-Centroids for Transfer learning
The tweet centroid model is a distributional representation proposed in [43] that exploits the short nature of tweets by treating them, in their entirety, as contexts of words. This is done by representing words as the centroids of the tweets in which they occur within a corpus of tweets.
In The words from the vocabulary V of the corpus are represented as the collection M(w) of the tweets that contain them:
We use the average vector as the function for aggregation and obtain a tweet centroid word vector − → w for each word. Consequently, each word w is represented by a k-dimensional vector − → w in which each dimension w j is calculated as follows:
Another interpretation of the tweet centroid model is that words are treated as the expected tweet in which they might occur.
To avoid learning spurious relationships from infrequent words, words that occur in fewer than 10 tweets are discarded (|W(w)| < 10), and in order to reduce the dimensionality of X , we discard vector dimensions associated with very sparse features (e.g., unigrams, Brown clusters) that are active in fewer than 10 tweets.
Transfer learning requires the source and the target tasks to be related to each other. Assuming that the sentiment perspective introudced in Section 1 is true, and the sentiment of a word is determined by the sentiment of the tweets in which it occurs, we can apply the tweet centroid model for addressing MPC and PLI by taking labels from the respective other domain.
Considering that both tweets and words reside in the same feature space, given a collection of unlabelled tweets C U , we can classify the sentiment of messages using a word-level classifier f W trained with tweet centroids labelled by a polarity lexicon L. It is important to note that the number of labelled words for training f W is limited to the number of words from L occurring in C U . Most existing hand-annotated polarity lexicons consist of fewer than 10, 000 words [3] . This means that our method is not capable of producing training datasets larger than the size of L, regardless of the number of unlabelled tweets that are available. Hence, we propose a modification to increase the number of labelled instances our approach produces. The modification is based on partitioning the tweet set for each word. The tweet-aggregation set M(w) for each word from the lexicon (w ∈ L) is partitioned into smaller disjoint subsets M(w) 1 , . . . M(w) z of a fixed size determined by a parameter p. We calculate one tweet centroid vector − → w for each partition labelled according to L. As is shown in Section 5.2, this modification leads to substantial improvements when transferring sentiment knowledge from words to tweets. The reverse transfer of sentiment knowledge is also possible. Given a message-level polarity classifier f M trained on a corpus of tweets C L annotated by sentiment, a polarity lexicon can be induced by applying f M to the words in C L , simply by representing these words by the centroids of the tweets in C L that contain them. Alternatively, considering that sentimentannotated corpora are usually small and word-level distributional representations such as these centroids capture richer semantic information when calculated from large document corpora, it is also possible to perform the induction by applying f M to word vectors (i.e., tweet centroids) calculated from a larger corpus of unlabelled tweets C U .
It is important to clarify that the message domain D M and the word domain D W do not have the same probability distribution and, hence, our model performs transfer learning according to the definition from [8] . The probability distribution of the tweet domain, P(X m ), is formed by sparse features such as unigrams and Brown clusters, whereas the distribution of the word domain, P(X w ), is formed by averaging vectors from the tweet domain, which yields dense vectors with lower variance. Moreover, the conditional distributions of the two sentiment classification tasks are not the same either. P(Y w |X w ) encodes the relation between the prior polarity of a word and its distributional representation, whereas P(Y m |X m ) represents the relation between the polarity of a message and its sparse feature vector. Hence, normally, P(Y w |X w ) = P(Y m |X m ) 9 . The above discussion makes it clear that the two domains are different. However, assuming that the sentiment interdependence relation between words and tweets is true, we expect them to be sufficiently associated with each other to allow the transferability of sentiment knowledge between them.
Word-Centroids for Transfer Learning
In the word-centroid model we swap the aggregate and constituent domains used in the tweet-centroid model, and use words as the constituent domain (D W = D C ) and tweets as the aggregate domain. We use the skip-gram word embedding model [10] implemented in the Word2vec 10 library as the representation function r for mapping words from a corpus of tweets C into k-dimensional vectors.
In the Word2vec skip-gram method, a neural network with one hidden layer is trained for predicting the words surrounding a centre word, within a window of size s that is shifted along the input corpus. The centre and surrounding s words correspond to the input and output layers of the network, respectively, and are represented by 1-hot vectors, which are vectors of the size of the vocabulary (|V|), with zero values in all entries except for the corresponding word index, which receives a value of 1. Note that the output layer is formed by the concatenation of the s 1-hot vectors of the surrounding words. The hidden layer has dimensionality k, which determines the size of the embeddings (normally k |V|). The word-embedding for each word can be obtained in two ways: 1) from the projection matrix connecting the input layer with the hidden one, or 2) from the projection matrix connecting the hidden layer with the output one. The network can be efficiently trained using two algorithms: 1) "hierarchical softmax" and 2) "negative-sampling" 11 , and the rationale of the model is that words occurring in similar contexts will receive similar vectors. We use hierarchical softmax in our experiments.
In our word-centroid model, each tweet is treated as the aggregation of the words it contains and we again use the average as the aggregation function a. Hence, a tweet is represented as the centroid of the embedding vectors of the words it contains. Based on the first part of the sentiment-interdependence relation discussed in Section 1, we expect that this aggregation will transfer sentiment information from the word vectors to the tweet domain.
The word-centroid model can be used for transfering sentiment from words to tweets and vice versa analogously to the tweet-centroid model. It is noteworthy that the word and tweet vectors will have a significantly smaller dimensionality with this approach than with the tweet-centroid model. Moreover, tweet vectors will no longer be sparse but dense.
The skip-gram model uses the min_count parameter to avoid learning noisy patterns from infrequent words. All words whose corpus frequency is less than the value of min_count are discarded. We set this value to 10 in our experiments.
Experiments
In this section, we conduct an experimental evaluation of two proposed instantiations of our framework for transferring sentiment information. The evaluation is divided into three parts. First, we empirically study the interdependence relation between tweets and words. Second, we evaluate how to transfer sentiment labels from words to tweets. Finally, we evaluate how to induce a polarity lexicon from sentiment-annotated tweets.
The word-tweet sentiment-interdependence relation
We start by studying the sentiment-interdependence relation between tweets and words: the sentiment of tweets determines the sentiment of the words they contain, while the polarity of words determines the sentiment of the tweets that contain them.
We analyse positive and negative tweets based on the polarity of their words, and likewise, describe positive and negative words from a given polarity lexicon according to the polarity of the tweets in which they occur. We expect to observe clear differences between elements of different polarities. The annotated data we use for this is taken from the SemEval 12 corpus of sentiment annotated tweets and the AFINN lexicon [45] of positive and negative words.
The SemEval [46] corpus consists of 5232 positive tweets and 2067 negative tweets annotated by human evaluators using the crowdsourcing platform Amazon Mechanical Turk 13 . Each tweet is annotated by five Mechanical Turk workers and the final label is determined based on the majority of the labels.
The AFINN lexicon consists of 1176 positive words and 2204 negative words, annotated by Finn Årup Nielsen 14 , and includes informal words commonly found in Twitter such as slang, obscene words, acronyms and Web jargon. AFINN does not include emoticons in its original version.
We describe each tweet in SemEval by a messagelevel polarity variable calculated as the difference between the number of positive and negative words from the AFINN lexicon found in the message. This variable is normalised by the total number of words in the tweet. The tweets that do not have words from the lexicon are discarded, resulting in 1638 negative and 4193 positive tweets. The median of this messagelevel polarity variable for negative and positive tweets is −0.04 and 0.05, respectively. The polarity of positive and negative categories is also compared using a Wilcoxon rank sum test, obtaining a p-value less than 2.2e −16 . Hence, there is statistical evidence that negative tweets contain more negative words than positive ones, and likewise positive tweets are more likely to contain positive words than negative ones. These results support the first part of the tweet-word sentiment-interdependence relation: the sentiment of a tweet is associated with the cumulative polarity of its words.
We also describe each word from the AFINN lexicon by a word-level polarity variable calculated as the difference between the number of positive and negative tweets that contain it. This variable is normalised by the total number of tweets in which the word is used. To reduce the noise induced by infrequent words, we discard words occurring in fewer than three tweets, resulting in 259 positive and 250 negative words. The median of the word-level polarity for positive and negative classes is 0.76 and −0.33 respectively. We compare this variable for both sentiment classes using a Wilcoxon rank sum test and the resulting p-value is again less than 2.2e −16 . Hence, there is also statistical evidence that positive and negative words occur more frequently in tweets with the same polarity than in tweets with the opposite one. These results support the second part of the tweet-word sentimentinterdependence relation: the sentiment of a word is associated with the expected sentiment of tweets in which it occurs.
The distribution of the message-level and word-level polarity variables for each corresponding sentiment category is shown in the violin plots in Figure 2 .
From the plots we can observe that the interquartile range of the tweet-level polarity lies below zero for the negative class and above zero for the positive one, suggesting that tweets of different sentiment classes have different distributions when considering the sentiment of their words. Regarding the words, we can again observe that the interquartile ranges lie below and above zero for negative and positive words respectively. Note that the gap between the positive and negative interquartile range is larger than the corresponding gap in the case of tweets. We believe that this is because there is more information available for describing words according to the polarity of the tweets in which they occur than for describing tweets according to the polarity of their words. In one case, the sentiment labels of the tweets in which opinion words occur are fully given by the sentiment-annotated corpus. In the other case, we only have the polarity of the words from a tweet that match the lexicon but do not have sentiment information for the other words in the tweet.
From opinion words to sentiment tweets
In this subsection, we evaluate the transfer of sentiment labels from words to tweets for solving MPC. We train word-level classifiers f W on tweet vectors cal- culated using the tweet-centroid model (TCM) and the word-centroid model (WCM). The vectors are trained from different collections of unlabelled tweets C U and labelled according to a polarity lexicon L. We study the effect of partitioning the tweet-aggregation sets to increase the number of training instances obtained with the TCM model and experiment with different parameter settings of the skip-gram model in WCM.
The collections of unlabelled tweets are taken from the Edinburgh corpus [47] , which is a general purpose collection of 97 million unlabelled tweets in multiple languages collected with the Twitter streaming API between November 11th 2009 and February 1st 2010. Tweets written in languages different from English are discarded, resulting in a corpus of around 50 million English tweets. We use AFINN as the polarity lexicon for the centroid labels.
In TCM, the features used for representing the tweets and the words from C U are: unigrams, POS tags, and Brown clusters. In WCM, the vectors are calcu-lated using the Word2vec implementation of the skipgram model.
The tweets are lowercased, and user mentions and URLs are replaced by special tokens. The tokenisation of the tweets, the calculation of the POS tags, and the Brown clusters are taken from the TweetNLP library 15 . We only consider word vectors of words that are included in the AFINN lexicon.
The classification functions f W are trained using L 2 -regularised logistic regression models as implemented in LIBLINEAR 16 , with the regularisation parameter C set to 1.0. We compare our models with classifiers trained using two distant supervision baselines for obtaining training instances from unlabelled corpora: the emoticon-annotation approach (EAA) and the lexiconannotation approach (LAA).
In EAA, we use the following positive and negative emoticons for labelling tweets from the source collection: ":)", ":D", "=D", "=)", ":]", "=]", ":-)", ":-D", ":-]", ";)", ";D", ";]", ";-)", ";-D", and ";-]" for positive tweets and ":(", "=(", ";(", ":[", "=[", ":-(", ":-[", ":'(", ":'[", and "D:" for negative tweets. Tweets without emoticons and tweets containing both positive and negative emoticons are discarded. The emoticons are removed from the content after labelling.
In LAA, the tweets from C U are labelled using the AFINN lexicon. The tweets with at least one positive word and no negative word are labelled positive, and analogously, tweets with at least one negative word and no positive word are labelled negative. All other tweets are discarded.
It is important to recall that the training examples produced with TCM, LAA, and EAA reside in the same high-dimensional feature space. On the other hand, examples from WCM have a smaller dimensionality that is determined by the size of the skip-gram embedding.
We study several configurations of TCM. The first configuration is the basic version of TCM, in which we obtain one instance per word. The other configurations correspond to partitioned versions of TCM, in which the tweet-word sets of each word from the lexicon are partitioned into disjoints subsets of size p. The centroids are calculated from the partitions, and hence, multiple training instances are produced for words occurring in more than p tweets. The partitioning is implemented by enumerating the tweets in each word- Total   6HumanCoded  1340  949  2289   Sanders  570  654  1224  SemEval  5232  2067  7299   Table 2 Manually-annotated collections of tweets.
tweet set and creating consecutive sublists of size p. The last partition of the set will be smaller than p if there is a remainder when dividing the size of the set by the value of p. We also study different parameter settings of WCM. In particular, we study different values for the window size s (ranging from 1 to 15) and the number of dimensions of the embedding vector d (ranging from 50 to 800).
The evaluation of the classifiers is carried out on three manually annotated collections of tweets represented by the same features as the tweets in the training set: SemEval, 6HumanCoded 17 , and Sanders 18 . The 6HumanCoded dataset is a collection of tweets scored according to positive and negative numeric scores by six human evaluators. The ratings are averaged and we use the difference of these scores to create polarity classes and discard messages where this difference is zero. The Sanders dataset is formed by tweets divided into polarity classes by a single human annotator. The number of positive and negative tweets per dataset is summarised in Table 2 .
We study the average performance obtained by classifiers trained on labelled instances generated by TCM, WCM, EAA, and LAA, using ten independent subsamples of 2 million tweets from the Edinburgh corpus as the source data. The average number of positive and negative instances obtained by each model from the ten subsamples is shown in Table 3 .
We can see from the table that LAA produces the largest training dataset and that the simple version of TCM and the WCM approach, which generate one instance per labelled word, produce the smallest ones. Regarding the partitioned version of TCM, we observe that the lower the value of p, the larger the number of instances produced.
By building logistic regression models from the ten training sets, we compare the average area under the ROC curve (AUC) on the three target collections of Table 3 Average number of positive and negative instances generated by different models from 10 collections of 2 million tweets.
tweets. We compare the results for TCM and WCM with the two baselines EAA and LAA using a paired Wilcoxon signed-rank test with a significance level of 0.05. AUC is a useful metric for comparing the performance of classifiers because it is independent of any specific value for the decision threshold. The results are given in Table 4 . The outcomes of the statistical significance tests of each configuration of TCM with respect to EAA and LAA are indicated by a sequence of two symbols. Improvements are denoted by a plus (+), degradations by a minus (-), and cases where no statistically significant difference is observed by an equals (=). The baselines are also compared amongst each other.
Regarding the baselines, we observe that LAA is better than EAA on 6HumanCoded and SemEval but worse on Sanders. The basic version of TCM is statistically significantly worse than the two baselines. We believe that this is because non-partitioned TCM generates too few training instances (Table 3 ). In contrast, the partitioned TCM approach achieves statistically significant improvements over the two baselines on the three datasets when p equals 10 and 20. We also observe a degradation in performance when the value of p is decreased further (p=5). This suggests a tradeoff when choosing the value of p. If p is too large, TCM will generate too few training instances, and conversely, if p is too small, the instances will be calculated by averaging very few tweets, and the resulting distributional word vectors will lack contextual information.
Considering the results for WCM, we observe that the classifiers trained using this approach work better on SemEval than on the other two datasets. We observe a poor performance when the window size it set to 1, suggesting that embeddings trained from small context windows cannot accurately capture the sentiment of a word. We also observe poor results when setting the embedding dimension to 50. This suggests that there is a minimum number of dimensions in the semantic space required for capturing sentiment. The remaining configurations of WCM, when s > 1 and d > 50, perform very similar to each other, suggesting that there is no clear benefit from increasing the window size or the embedding dimension after a certain point. The best configurations of WCM did not beat the baselines on 6HumanCoded and Sanders. However, results obtained for SemEval, after calibrating values of s and d, were competitive to those obtained by TCM after tuning the value of p.
We believe that the main reason that WCM is not working as well as the partitioned version of TCM for 6HumanCoded and Sanders is the lack of a mechanism in WCM for increasing the number of training instances generated from a given polarity lexicon. In constrast to TCM, where word vectors are calculated by averaging tweet vectors, word vectors in WCM come from the projection matrix of a neural network. Thus, there is no clear way to partition the occurrences of a word for augmenting the number of instances with this approach.
Regarding the performance on the different datasets, we observe a systematically lower performance for Sanders in comparison to the other two datasets for all type of models. Considering that this is the only dataset in which labels are not obtained by averaging multiple human annotations, we believe that this dataset contains less reliable sentiment labels because it reflects the subjective judgement of a single evaluator.
The results obtained in this subsection indicate that opinion words can be successfully transferred to the message level using tweet centroids when the centroids are obtained from partitioned data. Additionally, we conclude that the partitioned tweet centroid method is capable of extracting better information from unlabelled tweets than EAA and LAA. In relation to WCM, we observe that it is competitive to TCM for the SemEval dataset but not for the others.
From tweets to opinion words
We now consider whether it is possible to transfer the sentiment knowledge obtained from a sentimentannotated corpus of tweets for creating a polarity lexicon (the PLI problem). To address this question, we train a message-level classifier f M on a corpus of sentiment annotated tweets C L and deploy it on words found in a corpus of unlabelled tweets, where the words are represented by tweet centroids and skip-gram embeddings respectively. Considering that in this task we need to have a single instance per word, we do not partition the tweet aggregation sets of the TCM model here.
Instead of calculating the word vectors using the limited amount of data available in C L , we calculate them from a larger corpus of unlabelled tweets C U that corresponds to one of the collections of 2 million tweets used in the previous subsection. This is done for the following reasons:
1. There is empirical evidence that distributional semantic models of words tend to generalise better when calculated from large corpora [10] . 2. By classifying the words from a larger corpus of unlabelled tweets we can induce the polarity of words that do not necessarily occur in the annotated corpus.
We use the three annotated collections of tweets that were previously used as testing data for train-ing three message-level classifiers: Sanders, 6Human-Coded, and SemEval. For TCM, we build the feature space with the same features used before: unigrams, POS tags, and Brown clusters. For WCM, we use the parameter configuration that exhibited the best performance in the previous experiment (d = 400,s = 10). We again use an L 2 -regularised logistic regression model with the same parameters for learning the classifier. We use labelled words from the AFINN lexicon for evaluation purposes. We compare the word-level classification AUC of a message-level classifier deployed on words represented by TCM and WCM with the AUC obtained by PMI semantic orientation (PMI-SO) [38] , a popular method for inducing polarity lexicons from a corpus of polarity annotated tweets C L . PMI-SO corresponds to the difference between the PMI of a word with the positive class and the PMI of the same word with the negative one. Let c be a function that counts the number of times that a word w or a sentiment label y occurs in C L . The PMI-SO score for each word in C L is calculated as follows:
The words classified by TCM, WCM and PMI-SO are not necessarily the same. TCM and WCM can classify all words that occur in a larger corpus of unlabelled tweets C U , PMI-SO can only classify the words that occur in the labelled corpus C L . In order to produce a fair comparison between these approaches, we compare the classification performance obtained for the intersection of the words from AFINN that are classified by the three methods. The number of positive and negative words from AFINN classified by PMI-SO for each source corpus, the number of words classified by TCM and WCM, and the number of words in the intersection, are all shown in Table 5 19 . The AUC scores for the intersection of words classified by PMI-SO, TCM, and WCM are displayed in Table 6. All models achieve high AUC values. This provides further evidence supporting the hypothesis that the sentiment of tweets can be transferred to the wordlevel. We also observe that both TCM and WCM out- 19 The small variation in the number of words of TCM and WCM is caused because infrequent words are discarded differently in the two methods. While TCM considers the tweet frequency of a word, WCM considers the corpus frequency of it. perform PMI-SO for solving PLI when trained on any of the three collections of sentiment annotated tweets. This is a noteworthy result, considering that PMI-SO is a widely-used approach for lexicon induction. We can also observe that classifiers trained from 6Human-Coded and SemEval achieve satisfactory results on the AFINN words, and we observe a substantially lower performance for the classifier trained from Sanders. There is no consensus about which implementation of the instance aggregation framework works better for this task. While WCM beats TCM when trained on instances from Sanders and 6HumanCoded, it exhibits a worse performance when trained on SemEval. These results suggest that the performance of TCM and WCM when transferring sentiment knowledge from tweets to words can vary substantially depending on the quality of the corpus of sentiment-annotated tweets. We observe that corpora in which the labels are obtained by averaging the judgments of multiple annotators such as 6HumanCoded and SemEval are preferable to corpora annotated by one single individual such as Sanders. The size of the corpus could also be a relevant factor, considering that Sanders is the smallest collection. It is worth mentioning that when an appropiate source corpus is used, the word-level performance obtained after transfer can be even better than for the reverse transfer learning task.
AUC
The probabilistic output of the logistic regression model applied to word vectors can be used to explore the sentiment intensities or semantic orientations of Twitter words. We calculate the log odds ratio of the positive and negative probabilities returned by the TCM logistic regression model (log 2 ( P(pos) P(neg) )) for all the words found in the corpus of unlabelled tweets (here we also include words that are not part of AFINN). In this manner we obtain a sentiment score for each word. The polarity and the intensity of a word are determined by the sign and the absolute value of the score, respectively.
In Figure 3 , we use word clouds to visualise the sentiment intensities of positive and negative words classified with the message-level classifier trained from the SemEval dataset using the TCM approach. The upper word cloud corresponds to positive words for which the log odds are greater than zero (log 2 ( P(pos) P(neg) ) > 0) and the size of each word is proportional to its log odds score. Analogously, in the lower word cloud, we show negative words for wich the score is less than zero and the size of the words is proportional to the score multiplied by -1. We can see that the word-level sentiment intensities transferred from message-level sentiment knowledge are plausible.
Conclusions
We have presented a transfer learning framework for transferring sentiment knowledge between words and tweets based on the aggregation of instances. The underlying idea is to represent both tweets and words with the same features and deploy classifiers trained from one domain on data from the other one. The source code of the model has been integrated into the AffectiveTweets 20 package. We studied the word-tweet sentiment interdependence relation on which the proposed framework is based, showing that the sentiment of tweets is strongly related to the sentiment of the words they contain and that the sentiment of a word is strongly related to the sentiment of the tweets in which it occurs.
We proposed two instantiations of our framework: the tweet centroid model (TCM) and the word centroid model (WCM). We observed that the partitioned version of TCM allows for accurate classification of the sentiment of tweets using a word-level classifier trained from a corpus of unlabelled tweets and a polarity lexicon of words. The partitioned TCM (with an appropriate partition size) outperformed the classification performance of the popular emoticon-based method for data labelling (EAA) and also produced better results than a classifier trained from tweets labelled using just a lexicon (LAA). Another noteworthy property of TCM is that it is, to the best of our knowledge, the first distributional model that can produce word vectors that are compatible with traditional sparse representations of tweets. Moreover, it is a flexible model: it can be used with features suitable for representing tweets. For example, paragraph vectorembeddings [48] , which have shown to be powerful representations for sentences, could be trained from large corpora of unlabelled tweets and included in the message-level feature space.
The WCM approach also produced competitive results, but did not perform as well as TCM on the message-level polarity classification task. Like TCM, the WCM model is flexible in the sense that it can be used together with word-embedding models, such as continuous bag-of-words [10] , Glove [40] , sentimentspecific word embeddings [7] , and FastText 21 [49] . The TCM and WCM models can be used for training message-level classifiers when no tweets annotated by sentiment are available and in domains in which emoticons are not frequently used. Considering that opinion lexicons are usually easier to obtain than corpora of sentiment-annotated tweets, transferring sentiment knowledge from the word domain using TCM or WCM can potentially significantly reduce cost when solving the message-level polarity classification problem.
Our results also show the feasibility of the reverse transfer process, where a polarity lexicon is induced by a message-level polarity classifier. We found that TCM and WCM produce more accurate lexicons than the well-known PMI-SO measure. The quality of the induced lexicon depends on the reliability of the sentiment-annotated Twitter data. An important aspect of TCM and WCM for lexicon induction is that the word vectors can be calculated from any collection of unlabelled tweets. Hence, the method can be used for creating domain-specific opinion lexicons by collecting unlabelled tweets associated with the target domain.
Our framework is also sufficiently flexible to be used with other types of sentiment-related labels for tweets or words. In future work, we will study the transferability of other sentiment-related information such as subjectivity or neutrality, numerical scores indicating sentiment strength, and multi-label emotions.
We identify two shortcoming of the aggregation functions implemented in this paper:
1. The order in which words occur in a tweet is not being considered. 2. All words and tweets respectively are considered equally important when used to model their corresponding counterpart in the whole-part relationship.
We belive that these properties impose limitations for handling complex sentiment patterns, such as negations and intensifiers. For future work, we plan to explore other aggregation functions to handle complex sentiment compositions. In addition to the simple averaging process used in this paper, we will explore aggregation functions that weight certain tweets or words higher than others. In the latter case, we will explore information provided by the syntactic and semantic role played by a word in a sentence.
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