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SHARP LORENTZ ESTIMATES FOR DYADIC-LIKE MAXIMAL
OPERATORS AND RELATED BELLMAN FUNCTIONS
ANTONIOS D. MELAS AND ELEFTHERIOS N. NIKOLIDAKIS
Abstract. We precisely evaluate Bellman type functions for the dyadic max-
imal opeator Rn and of maximal operators on martingales related to local
Lorentz type estimates. Using a type of symmetrization principle, introduced
for the dyadic maximal operator in earlier works of the authors we precisely
evaluate the supremum of the Lorentz quasinorm of the maximal operator on a
function  when the integral of  is xed and also the same Lorentz quasinorm
of  is xed. Also we nd the corresponding supremum when the integral of
 is xed and several weak type conditions are given.
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1. Introduction
The dyadic maximal operator on Rn is dened by
(1.1) M d(x) = sup

1
jQj
Z
Q
j(u)j du : x 2 Q, Q  Rn is a dyadic cube

for every  2 L1loc(Rn) where the dyadic cubes are the cubes formed by the grids
2 NZn for N = 0; 1; 2; :::.
As it is well known it satises the following weak type (1; 1) inequality
(1.2) jfx 2 Rn :M d(x) > gj  1

Z
fM d>g
j(u)j du.
for every  2 L1(Rn) and every  > 0 from which it is easy to get the following Lp
inequality
(1.3) kMdkp 
p
p  1 kkp
for every p > 1 and every  2 Lp(Rn) which is best possible (see [1], [2] for the
general martingales and [20] for dyadic ones).
An approach for studying such maximal operators is the introduction of the
so called Bellman functions (see [8]) related to them which reect certain deeper
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properties of them by localizing. Such functions related to the Lp inequality (1.3)
have been precisely evaluated in [4]. Actually dening for any p > 1
(1.4)
Bp(F; f; L) = sup

1
jQj
Z
Q
(Md)
p : AvQ(
p) = F;AvQ() = f; sup
R:QR
AvR() = L

where Q is a xed dyadic cube, R runs over all dyadic cubes containing Q,  is
nonnegative in Lp(Q) and the variables F; f; L satisfy 0  f  L; fp  F which is
independent of the choice of Q (so we may take Q = [0; 1]n) it has been shown in
[4] that
(1.5) Bp(F; f; L) =
(
F!p

pLp 1f (p 1)Lp
F
p
if L < pp 1f
Lp + ( pp 1 )
p(F   fp) if L  pp 1f .
where !p : [0; 1] ! [1; pp 1 ] is the inverse function of Hp(z) =  (p  1)zp + pzp 1.
Actually (see [4]) the more general approach of dening Bellman functions with
respect to the maximal operator on a nonatomic probability space (X;) equipped
with a tree T (see Section 2) can be taken and the corresponding Bellman function
is always the same.
There are several other problems in Harmonic Analysis where Bellman func-
tions naturally arise. Such problems (including the dyadic Carleson imbedding
and weighted inequalities) are described in [10] (see also [8], [9]) and also connec-
tions to Stochastic Optimal Control are provided, from which it follows that the
corresponding Bellman functions satisfy certain nonlinear second order PDE.
The exact computation of a Bellman function is a di¢ cult task which is connected
with the deeper structure of the corresponding Harmonic Analysis problem. Thus
far several Bellman functions have been computed (see [1], [2], [4], [12], [13], [16],
[17], [18]). L.Slavin and A.Stokolos [15] linked the Bellman function computation to
solving certain PDEs of the Monge Ampere type, and in this way they obtained an
alternative proof of the Bellman functions relate to the dyadic maximal operator
in [4]. Also in [18] using the Monge-Ampere equation approach a more general
Bellman function than the one related to the dyadic Carleson imbedding Theorem
has be precisely evaluated thus generalizing the corresponding result in [4].
However many Bellman functions related to dyadic maximal operators do not
obey the dynamics that make the Monge Ampere approach, or the linearization
approach readily applicable. Such are the cases related to weak Lp as well as more
general Lorentz Lp;q norms. Recently another approach based on symmetrization,
i.e. decreasing rearrangements, was introduced in [5] and then rened in [11] giving
results as the computation of the Bellman functions related to mixed local Lp ! Lq
estimates (see [5]) the determination of sharp constants in Lp;1 ! Lp;1 and in
more general Lorentz Lp;q ! Lp;q norm estimates for dyadic maximal operators
(see [11]) and also another proof of the result in [4] (see [7]). This method is based
on the following Theorem essentially proved in [11] (see also [5] for a weaker version)
and it refers to the maximal operator MT dened for any nonatomic probability
space (X;), equipped with any tree-like family T with (see [4]):
Theorem 1. Let G : [0;+1) ! [0;+1) be non-decrasing, h : (0; 1] ! R+ be
any locally integrable function. Then for any nonatomic probability space (X;),
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equipped with any tree-like family T , for any non-increasing right continuous in-
tegrable function g : (0; 1]! R+ and any k 2 (0; 1], the following equality holds:
sup
(Z k
0
G[(MT )(t)]h(t)dt :  measurable on X with  = g
)
=
=
Z k
0
G

1
t
Z t
0
g(u)du

h(t)dt:
Here  denotes the equimeasurable decreasing rearrangement of the measurable
function  : X ! R which is dened on (0; 1] since X is a probability space. For
completeness we will give here a simpler proof of the above Theorem. This enables
as to reduce the problem of determining a Bellman type function for the local tree
maximal operator MT to a problem of a similar nature but on (0; 1] and for the
local Hardy operator H(g)(t) = 1t
R t
0
g acting on decreasing functions g. This idea
applied to convex Gs has lead to the determination of the Bellman functions
Bp;q(F; f; L) = sup f 1jQj
Z
E
(Md)
p : AvQ(
p) = F;AvQ() = f;
sup
R:QR
AvR() = L;E  Q; jEj = kg(1.6)
whenever 1  q < p which are given implicitly via certain solutions of related
ODEs (see [5]). However Theorem 1 (see ([11]) allows us to treat problems of more
general nature and the purpose of this paper is to present certain applications of
this method in the case of Lorentz type estimates.
Our rst application is related to multiple weak-type estimates and is described
in the following
Theorem 2. Given the real numbers f; F1; :::; Fm > 0 and p1; :::; pm > 1 with
f  minf

pj
pj 1Fj
1=pj
: 1  j  mg and given any nondecreasing G : [0;+1) !
[0;+1) and h : (0; 1] ! R+ be any locally integrable function, we have for the
following Bellman type function
BTG;h;p1;:::;pm(F1; :::Fm; f; k) = supf
Z k
0
G[(MT )(t)]h(t)dt :   0 measurable on X
with kk1 = f; kkp1;1  F1; :::; kkpm;1  Fmg
the equality
(1.7)
BTG;h;p1;:::;pk(F1; :::Fk; f; k) =
Z k
0
G
 
1
t
Z min(t;g
0
min
1jm

Fj
u
1=pj
du
!
h(t)dt
where  is dened by the equality
(1.8)
Z 
0
min
1jm

Fj
u
1=pj
du = f:
Using the above Theorem we nd the Lp;1 ! Lq;r Lorentz type Bellman function
for the maximal operator. To make the result more readable let us denote by p0; q0
the dual exponents of p; q > 1 (so p0 = pp 1 )
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Theorem 3. Given 1 < q < p and r > 0 the Bellman function:
BT(p;1);(q;r)(F; f; L) = supfkmax(MT ;L)krLq;r(X;) :   0 is measurable with
kkL1(X;) = f; kkpLp;1(X) = Fg(1.9)
dened for 0 < f < p0F 1=p and f  L is given by
(1.10)
BT(p;1);(q;r)(F; f; L) =
8>>>>>>>>><>>>>>>>>>:
q(p  1)q0
r(p  q) (p
0)p
0r=q0f
r(p q)
q(p 1)F
r(q 1)
q(p 1) +
q
r
Lr   q
r
q0f
r
qL
r
q (q 1)
when L  (p0)p0

F
f
1=(p 1)
q(p0)rp=q
r(pq   1)
F
r
qLr(1 
p
q ) + Lr
when L  (p0)p0

F
f
1=(p 1)
:
The proofs of the above two Theorems are given in section 3.
Next we dene the Bellman function related to a Lorentz Lp;q ! Lp;q type
estimate for the (martingale) maximal operator, where p; _q > 1 are arbitrary
BLTp;q(F; f) = supfkMT kqLp;q(X;) :   0 is measurable with
kkL1(X;) = f; kkqLp;q(X) = Fg:(1.11)
In [11] it has been proved that MT satises an Lp;q ! Lp;q estimate with best
constant p0. Here we will determine the exact form of the corresponding Bellman
function (1.11). We have.
Theorem 4. The Bellman function (1.11) is dened for all pairs (F; f) with (i)
0 < fq 

p0
q0
q 1
F if 1 < p  q and (ii) 0 < fq  qpF if 1 < q < p and in both
cases it is given by
(1.12) BLTp;q(F; f) =

p0
q0
q
!q
 
q0
p0
q 1
fq
F
!q
F .
Here !q : [0; 1] ! [1; q0] is the inverse function of Hq(z) =  (q   1)zq + qzq 1
(dened on [1; q0]) thus the same function as the one appearing in the Bellman
functions of the usual Lp norms. Note though that in the case 1 < q < p only
a restriction of Hq is inverted (see the proof of this theorem). Also we note that
the case q = 1 could be inferred from this Theorem but it is easy to see that sinceR 1
0
t
1
p 2 R t
0
g(u)dudt = p0
R 1
0
(t
1
p 1   1)g(t)dt that from Theorem 1 BLTp;1(F; f) =
p0(F   f). In section 4 we will prove Theorem 4.
2. Trees and maximal operators
As in [4] we let (X;) be a nonatomic probability space (i.e. (X) = 1). Two
measurable subsets A, B of X will be called almost disjoint if (A\B) = 0. Then
we give the following.
Denition 1. A set T of measurable subsets of X will be called a tree if the
following conditions are satised:
(i) X 2 T and for every I 2 T we have (I) > 0.
(ii) For every I 2 T there corresponds a nite subset C(I)  T containing at
least two elements such that:
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(a) the elements of C(I) are pairwise almost disjoint subsets of I,
(b) I =
S C(I).
(iii) T = Sm0 T(m) where T(0) = fXg and T(m+1) = SI2T(m) C(I).
(iv) We have lim
m!1 supI2T(m)
(I) = 0.
By removing the measure zero exceptional set E(T ) = SI2T SJ1;J22C(I)
J1 6=J2
(J1\J2)
we may replace the almost disjointness above by disjointness.
Now given any tree T we dene the maximal operator associated to it as follows
(2.1) MT (x) = sup

1
(I)
Z
I
jj d : x 2 I 2 T

for every  2 L1(X;).
The above setting can be used not only for the dyadic maximal operator but
also for the maximal operator on martingales, hence many of the results here can
be viewed as generalizations and renements of the classical Doobs inequality.
The following Lemma has been proved in [4] and provides the basis of construct-
ing examples that show sharpness.
Lemma 1. For every I 2 T and every  such that 0 <  < 1 there exists a
subfamily F(I)  T consisting of pairwise almost disjoint subsets of I such that
(2.2) (
[
J2F(I)
J) =
X
J2F(I)
(J) = (1  )(I).
Then we have the following Lemma which give the one side of Theorem 1.
Lemma 2. Given any nonnegative integrable  on X we have
(2.3) (MT )(t)  1
t
Z t
0
(u)du
for every t 2 (0; 1) and therefore whenever G; h; k are as in Theorem 1
(2.4)
Z k
0
G[(MT )(t)]h(t)dt 
Z k
0
G

1
t
Z t
0
(u)du

h(t)dt:
Proof. Fixing t 2 (0; 1) let  = (MT )(t) = inff : (fMT   g)  tg. Then
given any  <  we have (fMT   g) > t and using the decomposition of
fMT   g as a disjoint union of elements I of T maximal under the conditionR
I
d  (I), we conclude that there exists measurable A  X with (A) > t
and
R
A
d  (A). But now since  is decreasing we have
(2.5)
1
t
Z t
0
  1
(A)
Z (A)
0
  1
(A)
Z
A
d  :
This holding for any  <  implies (2.3). 
The construction in the next Lemma appears also in [11] and provides the other
half of Theorem 1. We include a simpler proof for completeness.
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Lemma 3. For G; h; k and g as in Theorem 1, there exists a sequence of measurable
functions  N : X ! R+ such that  N = g and
(2.6) lim supN!1
Z k
0
G[(MT  N )(t)]h(t)dt 
Z k
0
G

1
t
Z t
0
g

h(t)dt.
Proof. Fixing  with 0 <  < 1 and using Lemma 1, we choose for every I 2 T a
family F(I)  T of pairwise almost disjoint subsets of I such that
(2.7)
X
J2F(I)
(J) = (1  )(I).
Then we dene S = S to be the smallest subset of T such that X 2 S and for
every I 2 S, F(I)  S. Next for every I 2 S we dene the set
(2.8) AI = I n
[
J2F(I)
J
and note that (AI) = (I) and I =
[
J2S
JI
AJ for every I 2 S. Also since S =
S
m0 S(m) where S(0) = fXg and S(m+1) =
S
I2S(m) F(I), we can dene rank(I) =
r(I) for I 2 S to be the unique integer m such that I 2 S(m) and remark thatP
S3JI
r(J)=r(I)+m
(J) = (1  )m(I) for every I 2 S. For any m  0 let
(2.9) m =
1
(1  )m
Z (1 )m
(1 )m+1
g(u)du
and for any I 2 S(m) i.e. rank(I) = m, since  is nonatomic we can choose a random
variable RI : AI ! [0;+1) on the probability space (AI ; 1(AI)) having the same
distribution as the restriction of g on the probability space ((1  a)m+1; (1  )m]
with measure 1(1 )m d ( being Lebesgue measure). Then dene
(x) = RI(x) when x 2 AI ; I 2 S.
For and any s > 0 the disjointness of the AIs implies that
(f  sg) =
X
I2S
(fx 2 AI : RI(x)  sg) =
=
X
m0
X
I2S(m)
(AI)
(1  )m
ft 2 ((1  a)m+1; (1  )m] : g(t)  sg =
= jft 2 (0; 1] : g(t)  sgj
hence  and g have the same distribution and since g is nonincreasing and right
continuous on (0; (X)] we conclude that  = g. Moreover
1
(AI)
Z
AI
ad = m
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for every I 2 S with rank(I) = m and thus
AvI() =
1
(I)
Z
I
ad =
1
(I)
X
J2S
JI
Z
AJ
ad =
=

(I)
X
`0
`+rank(I)
X
S3JI
rank(J)=rank(I)+`
(J) =
= 
X
`0
`+m(1  )` = 1
(1  )m
Z (1 )m
0
g(u)du
implying that MT   1(1 )m
R (1 )m
0
g(u)du on the set
[
I2S:r(I)=m
I which has
measure (1   )m and thus (MT )(t)  1(1 )m
R (1 )m
0
g(u)du for every t 2
((1  a)m+1; (1  )m).
Now with N large, taking N = 1  (1  k)1=N and  N = N we haveZ k
0
G[(MT  N )(t)]h(t)dt 
X
j0
G
 
1
(1  k)1+mN
Z (1 k)1+mN
0
g(u)du
!Z (1 k)1+mN
(1 k)1+m+1N
h(t)dt
the last sum converging to
R k
0
G

1
t
R t
0
g

h(t)dt as N ! 1 by monotone conver-
gence. This completes the proof. 
3. The case of weak type conditions
Here we will prove Theorems 2 and 3. Theorem 2 follows from the following more
general Proposition by takingR(t) to be the decreasing functionmin1jm

Fj
t
1=pj
.
Proposition 1. Let R : (0; 1]! (0;+1) be a decreasing, continuous and integrable
function and for any f with 0 < f  R 1
0
R(t)dt let  = (f) be the unique number
in (0; 1] with
R 
0
R(t)dt = f . Then for any (X;; T ); G; h; k as in Theorem 1 we
have
sup
(Z k
0
G[(MT )(t)]h(t)dt :   0 with
Z
X
d = f and   R
)
=
=
Z k
0
G

1
t
Z t
0
R(u)[0;(f))(u)du

h(t)dt:(3.1)
Proof. By Theorem the above type supremum but xing  = g is equal to
R k
0
G

1
t
R t
0
g(u)du

h(t)dt.
But we must have g(t)  R(t) for any t and R 1
0
g =
R
X
d = f =
R 
0
R we con-
clude that one the one hand
R t
0
g  R t
0
R when 0  t   and on the other
hand
R t
0
g  R 1
0
g =
R 
0
R =
R t
0
R(u)[0;(f))(u)du when  < t  1 we get
G

1
t
R t
0
g

 G

1
t
R t
0
R[0;)

for all t. Thus using the converse implication in
Theorem 1 for the decreasing right continuous function R[0;) completes the proof
of (3.1). 
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Now to prove Theorem 3 we remark that using Theorem 2 withG(x) = max(x; L)r,
h(t) = t
r
q 1 and m = 1; p1 = p that the expression BT(p;1);(q;r)(F; f; L) in (1.9) is
equal to the following expression (actually we get the supremum under kkpLp;1(X) 
F but it is easy to see that at the extremum above we have the equality kkpLp;1(X) =
F )
(3.2)
Z 1
0
t
r
q 1max
 
1
t
Z min(t;g
0

F
u
1=p
du; L
!r
dt
where  = p(F; f) is given by
R 
0
 
F
u
1=p
du = f thus
(3.3)  =

f
p0F 1=p
p0
:
Next note that using (3.3)
(3.4)
1
t
Z min(t;g
0

F
u
1=p
du = p0F 1=p
1
t
min(t; )1 
1
p = min
 
p0

F
t
1=p
;
f
t
!
and so we have to compute the integral
R 1
0
t
r
q 1(t)rdt where (t) is given by
(3.5) (t) = max
 
min
 
p0

F
t
1=p
;
f
t
!
; L
!
:
Observing that L > min

p0
 
F
t
1=p
; ft

if and only if t > fL or t >

p0
L
p
F we
consider two cases:
Case 1 If fL 

p0
L
p
F that is L  (p0)p0

F
f
 1
p 1
we easily get fL 

f
p0F 1=p
p0
=
 and therefore we have
(t) =
8><>:
p0
 
F
t
1=p
when 0  t  
f
t when  < t  fL
L when fL < t  1
and then computing the corresponding integral
R 1
0
t
r
q 1(t)rdt we get the upper
half in (1.11).
Case 2 If fL >

p0
L
p
F that is L > (p0)p
0

F
f
 1
p 1
we easily get

p0
L
p
F <
f
p0F 1=p
p0
=  and therefore we have
(t) =
8<: p
0  F
t
1=p
when 0  t 

p0
L
p
F
L when

p0
L
p
F < t  1
and then computing the corresponding integral
R 1
0
t
r
q 1(t)rdt we get the lower
half in (1.11).
These cases complete the proof of Theorem 3.
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4. Proof of Theorem 4
In view of Theorem 1 and by setting  = g it su¢ ces to determine the supre-
mum of the expression (g) =
R 1
0
(t
1
p 1 R t
0
g(u)du)q dtt when g runs over all nonneg-
ative decreasing right continuous functions on (0; 1] satisfying
R 1
0
g(t)dt = f andR 1
0
(t
1
p g(t))q dtt = F . Considering rst any bounded such function g we compute by
integration by partsZ 1
0
tq(
1
p 1)(
Z t
0
g(u)du)q 1g(t)dt =
1
q
Z 1
0
tq(
1
p 1)[(
Z t
0
g(u)du)q]0dt =
=
1
q
(
Z 1
0
g(u)du)q + (1  1
p
)
Z 1
0
(t
1
p 1
Z t
0
g(u)du)q
dt
t
=
fq
q
+
1
p0
(g).
But using Youngs inequality xy  xqq + y
q0
q0 in the rst integral as follows,where
 = 1p   1q and  > 0 will be determined laterZ 1
0
tq(
1
p 1)(
Z t
0
g(u)du)q 1g(t)dt =
Z 1
0
t +q(
1
p 1)(
1
1=(q 1)
Z t
0
g(u)du)q 1(g(t)t)dt 
 1
q
Z 1
0
qg(t)qtqdt+
1
q0
Z 1
0
 q
0
t[ +q(
1
p 1)]q0(
Z t
0
g(u)du)qdt =
=
q
q
Z 1
0
g(t)qt
q
p 1dt+
 q
0
q0
Z 1
0
t
q
p q 1(
Z t
0
g(u)du)qdt =
q
q
F +
 q
0
q0
(g).
Therefore we have by writing  = p
0
q0 and taking 
q0 = ( + 1);  > 0 and using
the above inequalities that

p0( + 1)
(g) =
 
1
p0
  
 q0
q0
!
(g)  
qF   f
q
and so
(4.1) (g)    + 1

( + 1)q 1q 1F   fq
q   1 :
Next, given an arbitrary g, the above estimate can be used for the truncations
gM = min(g;M) and F; f replaced by the corresponding quantities for gM and
then take M ! +1 and use monotone convergence to infer that (4.1) holds for
the general nonnegative decreasing right continuous function on (0; 1] satisfyingR 1
0
g(t)dt = f and
R 1
0
(t
1
p g(t))q dtt = F .
As has been also remarked in [4] it is easy to see that the right hand side of (4.1)
is minimized when  satises the equation Hq( + 1) =
fq
q 1F  1 (which is well
known that it is  1, but also follows from (4.1) by taking  ! 0+) and then for
this value of  the right hand side of (4.1) becomes q!q

fq
q 1F
q
F . This proves
the inequality BLTp;q(F; f)  q!q

fq
q 1F
q
F .
Now we consider the continuous positive decreasing function
(4.2) g(t) = f(1  )t 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where 0   < 1. Clearly R 1
0
g(t)dt = f and since 1t
R t
0
g(u)du =
g(t)
1  for all t 2
(0; 1] we have (g) =

1
1 
q R 1
0
(t
1
p 1g(t))q dtt . The condition
R 1
0
(t
1
p g(t))
q dt
t =
F is then equivalent to the equation in 
(4.3)
p
q
(1  )q
1  p =
F
fq
.
Consider the function w() = pq
(1 )q
1 p dened on 0   < 1p . We have w0() =
p(q 1)+p q
1  w(), w(0) =
p
q and lim
!(1=p)+
w() = +1. Now consider the following
cases:
Case 1 1 < p  q:In this case the function w has a minimum at 0 = q pp(q 1) < 1p
and is strictly increasing on [0; 1p ) and since also 0 = 1  q
0
p0 = 1  1 which gives
w(0) = 
q 1, its range is [q 1;+1). This implies that the domain of BLTp;q(F; f)
in this case consists of all F; f with 0 < fq  q 1F as asserted in Theorem 4,
and with such a pair (F; f) there exists a unique  = (F; f) in the interval [0; 1p )
such that w(a) = Ffq . Then for this  we have
R 1
0
g(t)dt = f ,
R 1
0
(t
1
p g(t))
q dt
t = F
and (g) =

1
1 
q
F and since 11   11 0 =  we may write 11  = z with
z  1 (and also z < 1p0 = q0) and then it is easy to see that (4.3) transforms into
Hq(z) =
fq
q 1F and so z = !q

fq
q 1F

giving that (g) = q!q

fq
q 1F
q
F and
thus proving Theorem 4 in this case.
Case 2 1 < q < _p:In this case the function w has positive derivative hence
it is one to one and its range is [pq ;+1). On the other hand for any nonnega-
tive decreasing right continuous function g on (0; 1] satisfying
R 1
0
g(t)dt = f andR 1
0
(t
1
p g(t))q dtt = F , Chebyshevs inequality (applicable since t
q
p 1 is here decreas-
ing) gives
F =
Z 1
0
g(t)qt
q
p 1dt 
Z 1
0
g(t)qdt
Z 1
0
t
q
p 1dt  (
Z 1
0
g(t)dt)q
Z 1
0
t
q
p 1dt = fq
p
q
therefore on the one hand this proves that the domain of BLTp;q(F; f) in this case
consists of all F; f with 0 < fq  qpF as asserted in Theorem 4, and on the other
hand given any pair (F; f) satisfying Ffq  pq in (4.3) there exists a unique  =
(F; f) in the interval [0; 1p ) such that w(a) =
F
fq . Since in this case  =
p0
q0 < 1 we
may write 11  = z with z  1 > 1 (and also z < 1p0 = q0) and then as in case 1 we
get for this ,
R 1
0
g(t)dt = f ,
R 1
0
(t
1
p g(t))
q dt
t = F and (g) = 
q!q

fq
q 1F
q
F .
The only di¤erence here is that only the restriction of Hq on [
q0
p0 ; q
0] is inverted.
These complete the proof of Theorem 4.
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