Josephson voltage standard (JVS) systems operated at the National Institute of Standards and Technology (NIST) and Lockheed Martin Astronautics (LMA) were compared by using four traveling Zener standards. A Measurement Assurance Program (MAP) protocol was adopted for the comparison. The Zener data were first corrected based on their pressure coefficients to compensate for the pressure difference due to the lab elevations and local meteorological conditions. The Welch-Satterthwaite formula and effective degrees of freedom (DOF) were then used to calculate the expanded uncertainty. The mean difference between the measurements of the two laboratories was found to be 0.059J-LV with an expanded uncertainty of :I::0.189 J-L V at the 95 % confidence level.
. The second purpose of the NIST-LMA intercomparison was to test the technique of applying pressure corrections for traveling Zener standards. In the past, corrections for environmental effects on Zener standards due to pressure were not based on independent determinations of these effects. Rather, an environmental effect such as pressure was treated as a fit parameter in the data analysis [1] . Since the pressure coefficient of a Zener standard is independent from the Zener drift rate with time, we proposed to measure the pressure coefficient of the traveling Zener standards. Then the data from both laboratories could be adjusted to a relative pressure to exclude the pressure effects due to geological elevation and meteorological changes. A similar protocol was used in an earlier BIPM-NIST comparison carried out from October 1998 to January 1999 [2] . A Measurement AS$urance Program (MAP) is commonly used to establish the difference between the measurement units realized at NIST and at a customer laboratory. In a voltage MAP, a set of traveling Zener standards is measured at NIST anti then sent to a customer for measurement, e.g., using a JVS. After a certain number of measurements have been taken, the traveling Zener standards are returned to NIST for further measurements. The data are then analyzed to find the difference between the NIST and customer measurements and a total uncertainty that includes all known uncertainty contributions. In the case .of JVS systems when the offset between the NIST and customer measurements can not be explained by the uncertainty analysis, a further investigation should be conducted to find the source of the difference.
II. EXPERIMENTAL DESCRIPTION
A set of four traveling Zener standards was measured at 10 V against the JVS at NIST and LMA from May 28, 1999 to June 30, 1999. NIST received the Zener standards on May 27 and the first round of measurements at NIST was carried out from May 29 through June 7. LMA performed its measurements between June 10 and June 21. NIST started its second round of measurements on June 23 and finished the intercomparison on June 30. All the shipments were handled by overnight express delivery. For a single point measurement of a Zener output, an integration time of 100 s was used for averaging at NIST, and 20 s at LMA. An established procedure was used to minimize the thermal voltages existing in the wires and contacts between the scanner and Zener standards. Each Zener output was measured consecutively twice, once normally and once with the positive and negative outputs reversed. Four low-thermal reversing switches were attached directly to the Zener terminals for this purpose. During the first set of measurements at NIST, it was noticed that the reversing switches attached to two Zener standards exhibited excessive offset voltages.. As a result, these two switches were not used during the subsequent measurements. Instead, the measured polarity of the t~o affected Zener standards was changed by manually reversing the' measurement leads with great cautio~. The mean difference of the paired Zener outputs was used to derive a single measurement for the data analysis. A total of 0018-9456101$10.00 C 2001 IEEE ten pairs of measurements were taken in the first round at NIST. LMA took 12 pairs of measurements. In the final round at NIST, seven pairs of measurements were taken. The pressure effect on Zener voltage standards was first reported in [3] . The pressure coefficients of the four.Zener standards for the NIST-LMA intercomparison have been measured at NIST and Sandia National Laboratory (SNL). The results from both laboratories were consistent within the uncertainty of the measurements. The Zener outputs depend linearly on the pressure and they track the variations in the ambient pressure very closely. The mean value of the NIST and SNL measurements of these coefficients was used to correct the output voltage of each Zener to a standard atmospheric pressure of 1013.25 hPa. The four pressure coefficients and their standard uncertainties are listed in Table I .
The barometric.pressure at NIST was measured with a digital barometer that has been checked against a NIST primary pressure gauge. The uncertainty in the calibration of this instrument contributes negligibly to the results of this comparison. A summary of the environmental conditions and their variability during the comparison is listed in Table II .
All measurements at NIST and LMA were made under battery power within 30 min after the Zener standards were disconnected from ac power. The ac line was reconnected to each Zener standard for recharging its battery after a pair of measurements finished.
III. RESULTS
In analyzing the data, we first computed the average value for each pair of positive and negative Zener outputs. The corrections due to the difference in barometric pressure were then made to the NIST and the LMA measurements. The corrected Zener output is calculated using
where V (corrected) and V (paired) are in microvolts, Cp is the pressure coefficient in nV/hPa, p is the pressure in hPa, and 1013.25 is the reference pressure in hPa. Second, it was assumed that during the comparison the traveling Zener standards drifted linearly with time. Fig. 1 shows the data of the traveling Zener standard Z4 measured at NIST and LMA. A least-sum-of-squares (LSS) fit was applied to the NIST data. The fit results for the four traveling Zener standards are listed in Table III . .6.Vj = 1122:
where Vij(LMA) ith measurement for the jth Zener standard at LMA; Vij(pred.) ith predicted value of the jth Zener standard at the time when the LMA measurement was taken using the NIST drift rate; 12 total number of paired measurements made by LMA. The difference between the LMA and NIST measurements for each traveling Zener standard is listed in Table IV . The mean difference of the four standards was found to be 0.059 J.L V.
The uncertainty components of the intercomparison were evaluated and the results are listed in Table IV . The Type A uncertainty of each traveling Zener standard at NIST and LMA was calculated based on the residuals relative to the LSS fit line. The pooled standard deviation or the Type A uncertainty from the NIST measurements is obtained from where Uj, NIST is the standard uncertainty of the jth Zener measurements at NIST. Similarly, the pooled standard deviation or the Type A uncertainty from the LMA measurements is obtained from There was a Type B uncertainty contribution from the pressure coefficient measurements. The uncertainty up, due to the pressure difference between NIST and LMA is given by Up = uCp(PNIST -PLrvIA) (6) where uCp is the standard uncertainty of the pressure coefficient measurements whose results are listed in Table I , and PNIST and PLMA are the mean pressures at NIST and LMA respectively, during the time when the respective measurements were taken. This Type B uncertainty contribution is listed in Table IV for each Zener standard. The Type B uncertainty contribution of the measurement systems of the two laboratories and pressure coefficient measurements can be obtained using 
The combined standard uncertainty Uc of the NIST and LMA intercomparison at 10 V, obtained from 
is 0.081 J.L V. The transfer effect and measurements at NIST and LMA may not be correlated. A prudent estimation of the combined variance is made by summing up the variances of all sources. This is due to the lack of detailed information of the correlation between the random noise of each Zener standard and variability among the Zener standards.
. Table V lists the uncertainty components and their associated degrees of freedom (DOF). In order to estimate an expanded uncertainty at a certain confidence level, the effective DOF, l/df, can be evaluated by the Welch-Satterthwaite formula according to the Guide to the Expression of Uncertainty in Measurement (GUM) [4] , that is (4) 
UA, NIST + UA, LMA + '/LB, t.ransfer 15 11 3
The Student t factor corresponding to the 95% confidence level for the effective DOF, 7.36, is found to be 2.33 from [3] . Consequently, the expanded uncertainty tuc of the MAP at the 95% confidence level is 0.189 'LV at 10 V or 1.9 parts in 108. .
