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POSITIVE SOLUTIONS FOR SEMILINEAR FRACTIONAL ELLIPTIC
PROBLEMS INVOLVING AN INVERSE FRACTIONAL OPERATOR
P. A´LVAREZ-CAUDEVILLA, E. COLORADO AND ALEJANDRO ORTEGA
Abstract. This paper is devoted to the study of the existence of positive solutions for a
problem related to a higher order fractional differential equation involving a nonlinear term
depending on a fractional differential operator,{
(−∆)αu = λu+ (−∆)β|u|p−1u in Ω,
(−∆)ju = 0 on ∂Ω, for j ∈ Z, 0 ≤ j < [α],
where Ω is a bounded domain in RN , 0 < β < 1, β < α < β + 1 and λ > 0. In particular, we
study the fractional elliptic problem,{
(−∆)α−βu = λ(−∆)−βu+ |u|p−1u in Ω,
u = 0 on ∂Ω,
and we prove existence or nonexistence of positive solutions depending on the parameter λ > 0,
up to the critical value of the exponent p, i.e., for 1 < p ≤ 2∗µ − 1 where µ := α − β and
2∗µ =
2N
N−2µ
is the critical exponent of the Sobolev embedding.
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1. Introduction
Let Ω be a smooth bounded domain of RN with N > 2µ and
µ := α− β with 0 < β < 1 and β < α < β + 1.
We analyze the existence of positive solutions for the following fractional elliptic problem,
(Pγ)
{
(−∆)α−βu = γ(−∆)−βu+ |u|p−1u in Ω,
u = 0 on ∂Ω,
depending on the real parameter γ > 0. To this end, we consider,
1 < p ≤ 2∗µ − 1 =
N + 2µ
N − 2µ,
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where 2∗µ =
2N
N−2µ is the critical exponent of the Sobolev embedding. Associated with (Pγ) we
have the following Euler–Lagrange functional:
(1.1) Fγ(u) = 1
2
∫
Ω
|(−∆)µ2 u|2dx− γ
2
∫
Ω
|(−∆)−β2 u|2 dx− 1
p+ 1
∫
Ω
|u|p+1dx,
such that the solutions of (Pγ) corresponds to critical points of the C
1 functional (1.1) and vice
versa.
Note that (−∆)−β is a positive linear integral compact operator from L2(Ω) into itself and it
is well defined thanks to the Spectral Theorem. The definition of the fractional powers of the
positive Laplace operator (−∆), in a bounded domain Ω with homogeneous Dirichlet boundary
data, can be carried out through the spectral decomposition using the powers of the eigenvalues of
(−∆) with the same boundary conditions. Indeed, let (ϕi, λi) be the eigenfunctions (normalized
with respect to the L2(Ω)-norm) and eigenvalues of (−∆) under homogeneous Dirichlet boundary
data. Then, (ϕi, λ
µ
i ) stand for the eigenpairs of (−∆)µ under homogeneous Dirichlet boundary
conditions as well. Thus, the fractional operator (−∆)µ is well defined in the space of functions
that vanish on the boundary,
Hµ0 (Ω) =
u =
∞∑
j=1
ajϕj ∈ L2(Ω) : ‖u‖Hµ0 (Ω) =
 ∞∑
j=1
a2jλ
µ
j

1
2
<∞
 .
As a result of this definition it follows that,
(1.2) ‖u‖Hµ0 (Ω) = ‖(−∆)
µ
2 u‖L2(Ω).
In particular,
(−∆)−βu =
∞∑
j=1
ajλ
−β
j ϕj .
Since the above definition allows us to integrate by parts, we say that u ∈ Hµ0 (Ω) is an energy
or weak solution for problem (Pγ) if,∫
Ω
(−∆)µ2 u(−∆)µ2 φdx = γ
∫
Ω
(−∆)−β2 u(−∆)−β2 φdx+
∫
Ω
|u|p−1uφdx, ∀φ ∈ Hµ0 (Ω).
In other words, u ∈ Hµ0 (Ω) is a critical point of the functional defined by (1.1). We also observe
that the functional embedding features for the equation in (Pγ) are governed by the Sobolev’s
embedding Theorem. Let us recall the compact inclusion,
(1.3) Hµ0 (Ω) →֒ Lp+1(Ω), 2 ≤ p+ 1 < 2∗µ,
being a continuous inclusion up to the critical exponent p = 2∗µ − 1.
To define non-integer higher-order powers for the Laplace operator, let us recall that the homo-
geneous Navier boundary conditions are defined as
u = ∆u = ∆2u = . . . = ∆k−1u = 0, on ∂Ω.
Given α > 1, the α-th power of the classical Dirichlet Laplacian in the sense of the spectral theory
can be defined as the operator whose action on a smooth function u satisfying the homogenous
Navier boundary conditions for 0 ≤ k < [α] (where [·] means the integer part), is given by
〈(−∆)αu, u〉 =
∑
j≥1
λαj |〈u1, ϕj〉|2.
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We refer to [11, 12] for a study of this higher-order fractional Laplace operator, referred to as the
Navier fractional Laplacian, as well as useful properties of the fractional Sobolev space Hα0 (Ω).
On the other hand, we have a connection between problem (Pγ) and a fractional order elliptic
system which turns out to be very useful in the sequel. In particular, taking ψ := (−∆)−βu,
problem (Pγ) provides us with the fractional elliptic cooperative system,
(1.4)
{
(−∆)µu = γψ + |u|p−1u,
(−∆)βψ = u, in Ω, (u, ψ) = (0, 0) in ∂Ω.
Nevertheless, system (1.4) is not a variational system. In order to obtain a variational system
from problem (Pγ) we follow a similar idea to the one performed above, distinguishing whether
α = 2β or α 6= 2β. In the first case we take v := √γψ and, recalling that µ := α− β, we obtain
the following fractional elliptic cooperative system,
(Sβγ )
{
(−∆)βu = √γv + |u|p−1u,
(−∆)βv = √γu, in Ω, (u, v) = (0, 0) on ∂Ω,
whose associated energy functional is
J βγ (u, v) =
1
2
∫
Ω
|(−∆)β2 u|2dx+ 1
2
∫
Ω
|(−∆)β2 v|2dx−√γ
∫
Ω
uvdx− 1
p+ 1
∫
Ω
|u|p+1dx.
In the second case, α 6= 2β, taking v = γβ/αψ we obtain the system,{
(−∆)µu = γ1−β/αv + |u|p−1u,
(−∆)βv = γβ/αu, in Ω, (u, v) = (0, 0) on ∂Ω.
Since the former system is still not variational, we transform it into the following variational
system,
(Sα,βγ )
{
1
γ1−β/α
(−∆)µu = v + 1
γ1−β/α
|u|p−1u,
1
γβ/α
(−∆)βv = u, in Ω, (u, v) = (0, 0) on ∂Ω.
whose associated functional is
J α,βγ (u, v) =
1
2γ1−β/α
∫
Ω
|(−∆)µ2 u|2dx+ 1
2γβ/α
∫
Ω
|(−∆)β2 v|2dx−
∫
Ω
uvdx
− 1
(p+ 1)γ1−β/α
∫
Ω
|u|p+1dx.
We will use the equivalence between problem (Pγ) and systems (S
β
γ ) and (S
α,β
γ ) to surpass the
difficulties that arise while working with the inverse fractional Laplace operator (−∆)−β. In
particular, this approach will help us to avoid ascertaining explicit estimations for this inverse
term. On the other hand, to overcome the usual difficulties that appear when dealing with
fractional Laplace operators we will use the ideas of Caffarelli and Silvestre [7], together with
those performed in [4], giving an equivalent definition of the fractional operator (−∆)µ in a
bounded domain Ω by means of an auxiliary problem that we will introduce below. Associated
with the domain Ω let us consider the cylinder CΩ = Ω×(0,∞) ⊂ RN+1+ called extension cylinder.
Moreover, we denote by (x, y) the points belonging to CΩ and with ∂LCΩ = ∂Ω×(0,∞) the lateral
boundary of the extension cylinder. Thus, given a function u ∈ Hµ0 (Ω), define the µ-harmonic
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extension function w, denoted by w := Eµ[u], as the solution to problem,
−div(y1−2µ∇w) = 0 in CΩ,
w = 0 on ∂LCΩ,
w(x, 0) = u(x) in Ω× {y = 0}.
This extension function w belongs to the space
X µ0 (CΩ) = C∞0 (Ω× [0,∞))
‖·‖
X
µ
0
(CΩ) , with ‖w‖2Xµ0 (CΩ) = κµ
∫
CΩ
y1−2µ|∇w(x, y)|2dxdy.
With that constant κµ, whose precise value can be seen in [4], the extension operator is an
isometry between Hµ0 (Ω) and X µ0 (CΩ) in the sense
(1.5) ‖Eµ[ϕ]‖Xµ0 (CΩ) = ‖ϕ‖Hµ0 (Ω), for all ϕ ∈ H
µ
0 (Ω).
The relevance of the extension function w is that it is related to the fractional Laplacian of the
original function through the formula
∂w
∂νµ
:= −κµ lim
y→0+
y1−2µ
∂w
∂y
= (−∆)µu(x).
In the case Ω = RN this formulation provides us with explicit expressions for both the frac-
tional Laplacian and the µ-extension in terms of the Riesz and the Poisson kernels respectively.
Precisely,
(−∆)µu(x) = dN,µP.V.
∫
RN
u(x)− u(y)
|x− y|N+2µ dy
w(x, y) = Pµy ∗ u(x) = cN,µy2µ
∫
RN
u(z)
(|x− z|2 + y2)N+2µ2
dz.
For exact values of the constants cN,µ and dN,µ we refer to [4]. Thanks to the arguments shown
above, we can reformulate problem (Pγ) in terms of the extension problem as follows,
(P˜γ)

−div(y1−2µ∇w) = 0 in CΩ,
w = 0 on ∂LCΩ,
∂w
∂νµ = γ(−∆)−βw + |w|p−1w in Ω× {y = 0}.
Therefore, an energy or weak solution of this problem is a function w ∈ X µ0 (CΩ) satisfying
κµ
∫
CΩ
y1−2µ〈∇w,∇ϕ〉dxdy =
∫
Ω
(
γ(−∆)−βw + |w|p−1ω
)
ϕ(x, 0)dx, ∀ϕ ∈ X µ0 (CΩ).
For any energy solution w ∈ X µ0 (CΩ) to problem (P˜γ), the corresponding trace function u =
Tr[w] = w(·, 0) belongs to the space Hµ0 (Ω) and is an energy solution for the problem (Pγ) and
vice versa. If u ∈ Hµ0 (Ω) is an energy solution of (Pγ), then w := Eµ[u] ∈ X µ0 (CΩ) is an energy
solution for (P˜γ) and, as a consequence, both formulations are equivalent. Finally, the energy
functional associated with problem (P˜γ) is
F˜γ(w) = κµ
2
∫
CΩ
y1−2µ|∇w|2dxdy − γ
2
∫
Ω
|(−∆)−β2w|2dx− 1
p+ 1
∫
Ω
|w|p+1dx.
Since the extension operator is an isometry, critical points of F˜γ in X µ0 (CΩ) correspond to critical
points of the functional Fγ in Hµ0 (Ω). Indeed, arguing as in [3, Proposition 3.1], the minima of
F˜γ also correspond to the minima of the functional Fγ .
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Another useful tool to be applied throughout this work will be the following trace inequality,
(1.6)
∫
CΩ
y1−2µ|∇φ(x, y)|2dxdy ≥ C
(∫
Ω
|φ(x, 0)|rdx
) 2
r
, ∀φ ∈ X µ0 (CΩ),
with 1 ≤ r ≤ 2NN−2µ , N > 2µ. Let us notice that, since the extension operator is an isometry,
inequality (1.6) is equivalent to the fractional Sobolev inequality,
(1.7)
∫
Ω
|(−∆)µ/2ϕ|2dx ≥ C
(∫
Ω
|ϕ|rdx
) 2
r
, ∀ϕ ∈ Hµ0 (Ω),
with 1 ≤ r ≤ 2NN−2µ , N > 2µ.
Remark 1.1. When r = 2∗µ, the best constant in (1.6) will be denoted by S(µ,N). This constant
is explicit and independent of the domain Ω. Indeed, its exact value is given by the expression
S(µ,N) =
2πµΓ(1− µ)Γ(N+2µ2 )(Γ(N2 ))
2µ
N
Γ(µ)Γ(N−2µ2 )(Γ(N))
µ
,
and it is never achieved when Ω is a bounded domain. Thus, we have,∫
R
N+1
+
y1−2µ|∇φ(x, y)|2dxdy ≥ S(µ,N)
(∫
RN
|φ(x, 0)| 2NN−2µ dx
)N−2µ
N
∀φ ∈ X µ0 (RN+1+ ).
If Ω = RN , the constant S(µ,N) is achieved for the family of extremal functions wµε = Eµ[v
µ
ε ]
with
(1.8) vµε (x) =
ε
N−2µ
2
(ε2 + |x|2)N−2µ2
,
for arbitrary ε > 0; see [4] for further details. Finally, combining the previous comments, the
best constant in (1.7) with Ω = RN is given then by κµS(µ,N).
Although systems (Sβγ ) and (S
α,β
γ ) no longer contain an inverse term as (−∆)−β they still are
non-local systems, with all the complications that this entails. However, we use the extension
technique shown above to reformulate the non-local systems (Sβγ ) and (S
α,β
γ ) in terms of the
following local systems. Taking w := Eµ[u] and z := Eβ [v], the extension system corresponding
to (Sβγ ) reads as
(S˜βγ )

−div(y1−2β∇w) = 0 in CΩ,
−div(y1−2β∇z) = 0 in CΩ,
∂w
∂νβ
=
√
γz + |w|p−1w in Ω× {y = 0},
∂z
∂νβ
=
√
γw in Ω× {y = 0},
w = z = 0 on ∂LCΩ,
whose associated functional is
Φβγ (w, z) =
κβ
2
∫
CΩ
y1−2β|∇w|2dxdy + κβ
2
∫
CΩ
y1−2β |∇z|2dxdy −√γ
∫
Ω
w(x, 0)z(x, 0)dx
− 1
p+ 1
∫
Ω
|w(x, 0)|p+1dx.
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Since the extension function is an isometry, critical points for the functional Φβγ in X β0 (CΩ) ×
X β0 (CΩ) correspond to critical points of J βγ in Hβ0 (Ω) × Hβ0 (Ω). Moreover, arguing as in [3,
Proposition 3.1], the minima of Φβγ also correspond to the minima of J βγ . Similarly, the extension
system of system (Sα,βγ ) reads as
(S˜α,βγ )

−div(y1−2µ∇w) = 0 in CΩ,
−div(y1−2β∇z) = 0 in CΩ,
1
γ1−β/α
∂w
∂νµ
= z +
1
γ1−β/α
|w|p−1w in Ω× {y = 0},
1
γβ/α
∂z
∂νβ
= w in Ω× {y = 0},
w = z = 0 on ∂LCΩ,
whose associated functional is
Φα,βγ (w, z) =
κµ
2γ1−β/α
∫
CΩ
y1−2µ|∇w|2dxdy + κβ
2γβ/α
∫
CΩ
y1−2β|∇z|2dxdy −
∫
Ω
w(x, 0)z(x, 0)dx
− 1
(p+ 1)γ1−β/α
∫
Ω
w(x, 0)p+1dx.
Once again, since the extension function is an isometry, critical points of Φα,βγ in X µ0 (CΩ)×X β0 (CΩ)
correspond to critical points of J α,βγ in Hµ0 (Ω) ×Hβ0 (Ω), and also, minima of Φα,βγ correspond
to minima of J α,βγ .
Before finishing this introductory section, let us observe that problem (Pγ) can be seen as a
linear perturbation of the critical problem,
(1.9)
{
(−∆)µu = |u|2∗µ−2u in Ω,
u = 0 on ∂Ω,
for which, after applying a Pohozaev-type result [4, Proposition 5.5], one can prove the non-
existence of positive solutions under the star-shapeness assumption on the domain Ω. Moreover,
the limit case β → 0 in problem (Pγ) corresponds to
(1.10)
{
(−∆)αu = γu+ |u|2∗α−2u in Ω,
u = 0 on ∂Ω,
with 0 < α < 1,
which was studied in [3], where the existence of positive solutions is proved for N ≥ 4α if and
only if 0 < γ < λ∗1, with λ
∗
1 being first eigenvalue of the (−∆)α operator under homogeneous
Dirichlet boundary conditions. Note that in our situation the non-local term γ(−∆)−βu plays
actually the role of γu in [3].
Main results.We ascertain the existence of positive solutions for the problem (Pγ) depending
on the positive real parameter γ. To do so, we will first show the interval of the parameter γ for
which there is the possibility of having positive solutions. Then, we use the equivalence between
(Pγ) and the systems (S
β
γ ) and (S
α,β
γ ) together with the extension technique to prove the main
results of this work. Indeed, using the well-known Mountain Pass Theorem (MPT) [2], we will
prove that there exists a positive solution for (Pγ) for any
0 < γ < λ∗1,
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where λ∗1 is the first eigenvalue of the operator (−∆)α under homogeneous Dirichlet boundary
conditions. If 1 < p + 1 < 2∗µ one might apply the MPT directly since, as we will show, our
problem possesses the mountain pass geometry and thanks to the compact embedding (1.3) the
Palais-Smale condition is satisfied for the functionals Fγ , J βγ and J α,βγ (see details below in Sec-
tion 2). However, at the critical exponent p = 2∗µ−1, the compactness of the Sobolev embedding
is lost and the problem becomes very delicate. To overcome this lack of compactness we apply
a concentration-compactness argument relying on [3, Theorem 5.1], which is an adaptation to
the fractional setting of the classical result of P.-L. Lions, [10]. Then we are capable of proving
that, under certain conditions, the Palais-Smale condition is satisfied for the functionals Φβγ and
Φα,βγ . Thus, by the arguments above, the result will also follow for the functionals Fγ , J βγ and
J α,βγ . Consequently, we state now the main results of this paper.
Theorem 1.1. Assume 1 < p < 2∗µ − 1. Then, for every γ ∈ (0, λ∗1), where λ∗1 is the first
eigenvalue of (−∆)α under homogeneous Dirichlet boundary conditions, there exists a positive
solution for the problem (Pγ).
Theorem 1.2. Assume p = 2∗µ− 1. Then, for every γ ∈ (0, λ∗1), where λ∗1 is the first eigenvalue
of (−∆)α under homogeneous Dirichlet boundary conditions, there exists a positive solution for
the problem (Pγ) provided that N > 4α− 2β.
Let us observe that, even though problem (Pγ) is a non-local but also a linear perturbation
of the critical problem (1.9), Theorem 1.2 addresses dimensions N > 4α − 2β, in contrast to
the existence result [3, Theorem 1.2] about the linear perturbation (1.10), that covers the range
N ≥ 4α. In other words, the non-local term (−∆)−βu, despite of being just a linear perturbation,
has an important effect on the dimensions for which the classical Brezis–Nirenberg technique
(see [5]) based on the minimizers of the Sobolev constant still works. See details in Section 3.
2. Sub-critical case. Proof Theorem 1.1
In this section we carry out the proof of Theorem 1.1. This is done through the equivalence
between problem (Pγ) and systems (S
β
γ ) and (S
α,β
γ ). We note that the results proved in the
sequel for the functionals Fγ , J βγ and J α,βγ translate immediately in analogous results for the
functionals Φβγ and Φ
α,β
γ . First, we characterize the existence of positive solutions for problem
(Pγ) in terms of the parameter γ. Moreover, for such characterization the following eigenvalue
problem will be considered
(2.1)
{
(−∆)µu = λ(−∆)−βu in Ω,
u = 0 on ∂Ω.
Then, for the first eigenfunction φ1 of (2.1), associated with the first eigenvalue λ
∗
1, we find∫
Ω
|(−∆)µ2 φ1|2dx = λ∗1
∫
Ω
|(−∆)−β2 φ1|2dx,
and, therefore,
(2.2) λ∗1 = inf
u∈Hµ0 (Ω)
∫
Ω |(−∆)
µ
2 u|2dx∫
Ω |(−∆)−
β
2 u|2dx
.
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On the other hand, thanks to the definition of the fractional operator (−∆)µ, we have that
φ1 ≡ ϕ1, with ϕ1 as the first eigenfunction of the Laplace operator under homogeneous Dirichlet
boundary conditions. Then,
(−∆)µφ1 = (−∆)µϕ1 = λµ1ϕ1 and (−∆)−βφ1 = (−∆)−βϕ1 = λ−β1 ϕ1,
with λ1 as the first eigenvalue of the Laplace operator under homogeneous Dirichlet boundary
conditions. Hence, due to (2.1), we conclude that λ∗1 = λ
µ+β
1 = λ
α
1 . Thus, λ
∗
1 coincides with
the first eigenvalue of the operator (−∆)α under homogeneous Dirichlet or Navier boundary
conditions, depending on whether α ≤ 1 or 1 < α < β + 1 respectively. As a consequence, we
have the following.
Lemma 2.1. Problem (Pγ) does not possess a positive solution when
γ ≥ λ∗1.
Proof. Assume that u is a positive solution of (Pγ) and let ϕ1 be a positive first eigenfunction
of the Laplace operator in Ω under homogeneous Dirichlet boundary conditions. Taking ϕ1 as
a test function for equation (Pγ) we obtain
λµ1
∫
Ω
uϕ1dx =
∫
Ω
ϕ1(−∆)µudx = γ
∫
Ω
ϕ1(−∆)−βudx+
∫
Ω
|u|p−1uϕ1dx
> γ
∫
Ω
ϕ1(−∆)−βudx = γ
∫
Ω
u(−∆)−βϕ1dx
=
γ
λβ1
∫
Ω
uϕ1dx.
Hence, λµ1 >
γ
λβ1
, and we conclude that γ < λµ+β1 = λ
α
1 = λ
∗
1, proving the lemma. 
Next we check that Fγ , as well as J βγ and J α,βγ satisfy the MP geometry.
Lemma 2.2. The functionals Fγ , J βγ and J α,βγ have the MP geometry .
Proof. For short, we prove the result for Fγ , for the remaining functionals the result follows in a
similar way. Without loss of generality, we consider a function g ∈ Hµ0 (Ω) such that ‖g‖p+1 = 1.
Because of (2.2), the fractional Sobolev inequality (1.7) and (1.2), we find that for t > 0,
Fγ(tg) = t
2
2
∫
Ω
|(−∆)µ2 g|2dx− γt
2
2
∫
Ω
|(−∆)−β2 g|2dx− t
p+1
p+ 1
≥ t
2
2
∫
Ω
|(−∆)µ2 g|2dx− γt
2
2λ∗1
∫
Ω
|(−∆)µ2 g|2dx− t
p+1
p+ 1
≥ t
2
2
(
1− γ
λ∗1
)∫
Ω
|(−∆)µ2 g|2dx− t
p+1
C(p+ 1)
∫
Ω
|(−∆)µ2 g|2dx
= ‖g‖2Hµ0 (Ω)
(
1
2
(
1− γ
λ∗1
)
t2 − 1
C(p+ 1)
tp+1
)
> 0,
for t > 0 sufficiently small and C > 0 is a constant coming from inequality (1.7), that is,
0 < tp−1 <
C(p+ 1)
2
(
1− γ
λ∗1
)
.
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Thus, the functional Fγ has a local minimum at u = 0, i.e., Fγ(tg) > Fγ(0) = 0 for any
g ∈ Hµ0 (Ω) provided t > 0 is small enough. Furthermore, it is clear that
Fγ(tg) = t
2
2
∫
Ω
|(−∆)µ2 g|2dx− γt
2
2
∫
Ω
|(−∆)−β2 g|2dx− t
p+1
p+ 1
≤ t
2
2
‖g‖2Hµ0 (Ω) −
tp+1
p+ 1
.
Then, Fγ(tg)→ −∞ as t→∞ and, thus, there exists uˆ ∈ Hµ0 (Ω) such that Fγ(uˆ) < 0. Hence,
the functional Fγ has the mountain pass geometry.

Similarly we have the MP geometry for the extended functionals.
Lemma 2.3. The functionals Φβγ and Φ
α,β
γ have the MP geometry.
Proof. The proof is similar to the proof of Lemma 2.2, we only need to note that, thanks to
the isometry (1.5) and the trace inequality (1.6), the extension function minimizes the norm
‖ · ‖Xµ0 (CΩ) among all the functions with the same trace on {y = 0}, i.e.,
‖Eµ[ϕ(·, 0)]‖Xµ0 (CΩ) ≤ ‖ϕ‖Xµ0 (CΩ) for all ϕ ∈ X
µ
0 (CΩ).
Therefore,
(2.3) λµ1 = inf
u∈Hµ0 (Ω)
u 6≡0
‖u‖2
Hµ0 (Ω)
‖u‖2
L2(Ω)
= inf
w∈Xµ0 (CΩ)
w 6≡0
‖w‖2
Xµ0 (CΩ)
‖w(·, 0)‖2
L2(Ω)
.
Thus, following the arguments in the proof of Lemma 2.2, the result follows. 
Definition 2.1. Let V be a Banach space. We say that {un} ⊂ V is a Palais-Smale (PS)
sequence for a functional F if
(2.4) F(un) is bounded and F
′(un)→ 0 in V ′ as n→∞,
where V ′ is the dual space of V . Moreover, we say that {un} satisfies a PS condition if
(2.5) {un} has a strongly convergent subsequence.
In particular, we say that the functional F satisfies the PS condition at level c if every PS
sequence at level c for F satisfies the PS condition. In the subcritical range, 1 ≤ p < 2∗µ − 1, the
PS condition is satisfied at any level c due to the compact embedding (1.3). However, at the
critical exponent 2∗µ the compactness in the Sobolev embedding is lost and, as we will see, the
PS condition will be satisfied only for levels below certain critical level c∗.
Lemma 2.4. Let {un} ⊂ Hµ0 (Ω) be a PS sequence at level c for the functional Fγ, i.e.
Fγ(un)→ c, F ′γ(un)→ 0, as n→∞.
Then, {un} is bounded in Hµ0 (Ω).
Proof. Since F ′γ(un)→ 0 in (Hµ0 (Ω))′ and Fγ(un)→ c, we find that
Fγ(un)− 1
p+ 1
〈F ′γ(un)|un〉 = c+ o(1) · ‖un‖Hµ0 (Ω).
That is,(
1
2
− 1
p+ 1
)∫
Ω
|(−∆)µ2 un|2dx−
(
1
2
− 1
p+ 1
)∫
Ω
|(−∆)−β2 un|2dx = c+ o(1) · ‖un‖Hµ0 (Ω).
Therefore, by (2.2), since γ < λ∗1, using (1.2) we conclude that
0 <
(
1
2
− 1
p+ 1
)(
1− γ
λ∗1
)
‖un‖2Hµ0 (Ω) ≤ c+ o(1) · ‖un‖Hµ0 (Ω).
Thus, the sequence {un} is bounded in Hµ0 (Ω). 
Following similar ideas as in the above proof, we obtain the following two results.
Lemma 2.5. Let {(un, vn)} be a PS sequence at level c for the functional J βγ , i.e.
J βγ (un, vn)→ c,
(
J βγ
)′
(un, vn)→ 0, as n→∞.
Then, {(un, vn)} is bounded in Hβ0 (Ω)×Hβ0 (Ω).
Lemma 2.6. Let {(wn, zn)} be a PS sequence at level c for the functional Φβγ (resp. for the
functional Φα,βγ ). Then, {(wn, zn)} is bounded in X β0 (CΩ)×X β0 (CΩ) (resp. in X µ0 (CΩ)×X β0 (CΩ))
Now, we are able to prove one of the main results of this paper.
Proof of Theorem 1.1.
Since we are dealing with the subcritical case 1 < p < 2∗µ−1, given a PS sequence {un} ⊂ Hµ0 (Ω)
for the functional Fγ , thanks to Lemma 2.4 and the compact inclusion (1.3), the PS condition
is satisfied. Moreover, by Lemma 2.2, the functional Fγ satisfies the MP geometry. Then, due
to the MPT [2] and the PS condition, the functional Fγ possesses a critical point u ∈ Hµ0 (Ω).
Moreover, if we define the set of paths between the origin and uˆ,
Γ := {g ∈ C([0, 1],Hµ0 (Ω)) ; g(0) = 0, g(1) = uˆ},
with uˆ given as in Lemma 2.2, i.e. Fγ(uˆ) < 0, then,
Fγ(u) = inf
g∈Γ
max
θ∈[0,1]
Fγ(g(θ)) = c.
To show that u > 0, let us consider the functional,
F+γ (u) = Fγ(u+),
where u+ = max{u, 0}. Repeating with minor changes the arguments carried out above, one
readily shows that what was proved for the functional Fγ still holds for the functional F+γ .
Hence, it follows that u ≥ 0 and by the Maximum Principle (see [6]), u > 0. 
Remark 2.1. Once we have proved the existence of a positive solution to problem (Pγ), due to
the equivalence between (Pγ) and systems (S
β
γ ) and (S
α,β
γ ) we have the existence of a positive
solution to both systems too.
10
3. Concentration-Compactness at the critical exponent.
In this subsection we focus on the critical exponent case, p = 2∗µ − 1, proving Theorem 1.2.
Our aim is to prove the PS condition for the functional Fγ since the rest of the proof will be
similar to what we performed in the previous section for the subcritical case.
First, by means of a concentration-compactness argument, we will prove that the PS condition
is satisfied at levels below certain critical level c∗ (to be determined). Next, we construct
an appropriate path whose energy is below that critical level c∗ and finally we will find a
corresponding sequence satisfying the PS condition. Both steps are strongly based on the use
of particular test functions. Hence, through this subsection we will focus on working with the
extended functionals Φβγ and Φ
α,β
γ . Once we have completed this task, since the β-harmonic
extension is an isometry, given a PS sequence {(wn, zn)} ⊂ X β0 (CΩ) × X β0 (CΩ) at level c for
the functional Φβγ , satisfying the PS condition, it is clear that the trace sequence {(un, vn)} =
{Tr[wn], T r[zn]} belongs to Hβ0 (Ω) × Hβ0 (Ω) and is a PS sequence at the same level c below
certain c∗ for the functional J βγ , satisfying the PS condition. Thus, the functional J βγ satisfies
the PS condition at every level c below the critical level c∗. In a similar way we can infer that
the functional J α,βγ satisfies the corresponding PS condition.
More specifically, by means of a concentration-compactness argument we first prove that the
PS condition is satisfied for any level c with
(c∗β) c <
(
1
2
− 1
2∗β
)
(κβS(β,N))
2∗β
2∗
β
−2
=
β
N
(κβS(β,N))
N
2β ,
when dealing with the functional Φβγ , and for any level
(c∗µ) c <
1
γ1−β/α
(
1
2
− 1
2∗µ
)
(κµS(µ,N))
2∗µ
2∗µ−2 =
1
γ1−β/α
µ
N
(κµS(µ,N))
N
2µ ,
when dealing with the functional Φα,βγ . Next, using an appropriate cut-off version of the ex-
tremal functions (1.8) we will obtain a path below the critical levels c∗β and c
∗
µ.
3.1. PS condition under a critical level. To accomplish the first step, let us start recalling
the following.
Definition 3.1. We say that a sequence {y1−2µ|∇wn|2}n∈N is tight if for any η > 0 there exists
ρ0 > 0 such that ∫
{y>ρ0}
∫
Ω
y1−2µ|∇wn|2dxdy ≤ η, ∀n ∈ N.
In particular, since we are dealing with a system, we say that the sequence
{(y1−2µ|∇wn|2, y1−2β |∇zn|2)}n∈N,
is tight if for any η > 0 there exists ρ0 > 0 such that∫
{y>ρ0}
∫
Ω
y1−2µ|∇wn|2dxdy +
∫
{y>ρ0}
∫
Ω
y1−2β |∇zn|2dxdy ≤ η, ∀n ∈ N.
Now we state the Concentration-Compactness Theorem [3, Theorem 5.1] that will be useful in
the proof of the PS condition.
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Theorem 3.1. Let {wn} be a weakly convergent sequence to w in X µ0 (CΩ) such that the sequence
{y1−2µ|∇wn|2}n∈N is tight. Let un = wn(x, 0) and u = w(x, 0). Let ν, ζ be two nonnegative
measures such that
y1−2µ|∇wn|2 → ζ and |un|2∗µ → ν, as n→∞
in the sense of measures. Then there exists an index set I, at most countable, points {xi}i∈I ⊂ Ω
and positive numbers νi, ζi, with i ∈ I, such that,
• ν = |u|2∗µ +∑
i∈I
νiδxi , νi > 0,
• ζ = y1−2µ|∇w|2 +∑
i∈I
ζiδxi , ζi > 0,
where δxj stands for the Dirac’s delta centered at xj and satisfying the condition
ζi ≥ S(µ,N)ν2/2
∗
µ
i .
With respect to the PS condition we have the following.
Lemma 3.1. If p = 2∗β − 1 the functional Φβγ satisfies the PS condition for any level c below the
critical level defined by (c∗β).
Proof. Let {(wn, zn)}n∈N ⊂ X β0 (CΩ)×X β0 (CΩ) be a PS sequence at level c for the functional Φβγ ,
i.e.
(3.1) Φβγ (wn, zn)→ c < c∗β and
(
Φβγ
)′
(wn, zn)→ 0.
From (3.1) and Lemma 2.6 we get that the sequence {(wn, zn)}n∈N is uniformly bounded in
X β0 (CΩ)× X β0 (CΩ), in other words, there exists a finite M > 0 such that
(3.2) ||wn||2Xβ0 (CΩ) + ||zn||
2
Xβ0 (CΩ)
≤M,
and, as a consequence, we can assume that, up to a subsequence,
wn ⇀ w weakly in X β0 (CΩ),
wn(x, 0)→ w(x, 0) strong in Lr(Ω),with 1 ≤ r < 2∗β ,
wn(x, 0)→ w(x, 0) a.e. in Ω,(3.3)
and
zn ⇀ z weakly in X β0 (CΩ),
zn(x, 0)→ z(x, 0) strong in Lr(Ω), 1 ≤ r < 2∗β ,
zn(x, 0)→ z(x, 0) a.e. in Ω.(3.4)
Before applying Theorem 3.1, first we need to check that the PS sequence {(wn, zn)}n∈N is
tight. To avoid any unnecessary technical details, and since the functional Φβγ is obtained as a
particular case (up to a multiplication by
√
γ) of the functional Φα,βγ when α = 2β, we prove
the following.
Lemma 3.2. A PS sequence {(wn, zn)}n∈N ⊂ X µ0 (CΩ) × X β0 (CΩ) at level c for the functional
Φα,βγ is tight.
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Proof. The proof is similar to the proof of Lemma 3.6 in [3], which follows some arguments
contained in [1], and we include it for the reader’s convenience. By contradiction, suppose that
there exists η0 > 0 and m0 ∈ N such that for any ρ > 0 we have, up to a subsequence,
(3.5)
∫
{y>ρ}
∫
Ω
y1−2µ|∇wn|2dxdy +
∫
{y>ρ}
∫
Ω
y1−2β|∇zn|2dxdy > η0, ∀m ≥ m0.
Let ε > 0 be fixed (to be determined later), and let ρ0 > 0 such that∫
{y>ρ0}
∫
Ω
y1−2µ|∇w|2dxdy +
∫
{y>ρ0}
∫
Ω
y1−2β |∇z|2dxdy < ε.
Let j =
[
M
εκ
]
be the integer part, with κ = min
{
κµ
γ1−β/α
,
κβ
γβ/α
}
and Ik = {y ∈ R+ : ρ0 + k ≤ y ≤
ρ0 + k + 1}, k = 0, 1, . . . , j. Then, using (3.2),
j∑
k=0
∫
Ik
∫
Ω
y1−2µ|∇wn|2dxdy +
∫
Ik
∫
Ω
y1−2β |∇zn|2dxdy
≤
∫
CΩ
y1−2µ|∇wn|2dxdy +
∫
CΩ
y1−2β|∇zn|2dxdy
≤ M
κ
< ε(j + 1).
Hence, there exists k0 ∈ {0, 1, . . . , j} such that
(3.6)
∫
Ik0
∫
Ω
y1−2µ|∇wn|2dxdy +
∫
Ik0
∫
Ω
y1−2β |∇zn|2dxdy ≤ ε.
Take now a smooth cut-off function
X(y) =
{
0 if y ≤ r + k0,
1 if y ≥ r + k0 + 1,
and define (tn, sn) = (X(y)wn,X(y)zn). Then∣∣∣∣〈(Φα,βγ )′ (wn, zn)− (Φα,βγ )′ (tn, sn)∣∣∣(tn, sn)〉∣∣∣∣
=
κµ
γ1−β/α
∫
CΩ
y1−2µ〈∇(wn − tn),∇tn〉dxdy + κβ
γβ/α
∫
CΩ
y1−2β〈∇(zn − sn),∇sn〉dxdy
=
κµ
γ1−β/α
∫
Ik0
∫
Ω
y1−2µ〈∇(wn − tn),∇tn〉dxdy + κβ
γβ/α
∫
Ik0
∫
Ω
y1−2β〈∇(zn − sn),∇sn〉dxdy.
Now, because of the Cauchy-Schwarz inequality, inequality (3.6) and the compact inclusion1,
H1(Ik0 ×Ω, y1−2µdxdy)×H1(Ik0 ×Ω, y1−2βdxdy) →֒ L2(Ik0 ×Ω, y1−2µdxdy)×L2(Ik0 ×Ω, y1−2βdxdy),
1Let us recall that β ∈ (0, 1) and µ := α− β ∈ (0, 1) thus, the weights w1(x, y) = y
1−2µ and w2(x, y) = y
1−2β
belongs to the Muckenhoupt class A2. We refer to [9] for the precise definition as well as some useful properties
of the weights belonging to the Muckenhoupt classes Ap.
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it follows that,∣∣∣〈(Φα,βγ )′ (wn, zn)− (Φα,βγ )′ (tn, sn)∣∣∣(tn, sn)〉∣∣∣
≤ κµ
γ1−β/α
(∫
Ik0
∫
Ω
y1−2µ|∇(wn − tn)|2dxdy
)1/2(∫
Ik0
∫
Ω
y1−2µ|∇tn|2dxdy
)1/2
+
κβ
γβ/α
(∫
Ik0
∫
Ω
y1−2β |∇(zn − sn)|2dxdy
)1/2(∫
Ik0
∫
Ω
y1−2β |∇sn|2dxdy
)1/2
≤ max
{
κµ
γ1−β/α
,
κβ
γβ/α
}
cε ≤ Cε,
where C := cmax
{
κµ
γ1−β/α
,
κβ
γβ/α
}
> 0. On the other hand, by (3.1),∣∣∣〈(Φα,βγ )′ (tn, sn)∣∣∣(tn, sn)〉∣∣∣ ≤ c1ε+ o(1),
with c1 a positive constant. Thus, we conclude∫
{y>r+k0+1}
∫
Ω
y1−2µ|∇wn|2dxdy +
∫
{y>r+k0+1}
∫
Ω
y1−2β |∇zn|2dxdy
≤
∫
CΩ
y1−2µ|∇tn|2dxdy +
∫
CΩ
y1−2β |∇sn|2dxdy
≤ 1
κ
〈(
Φα,βγ
)′
(tn, sn)
∣∣∣(tn, sn)〉 ≤ Cε,
in contradiction with (3.5). Hence, the sequence is tight. 
Continuation proof Lemma 3.1. Once we have proved that the PS sequence
{(wn, zn)}n∈N ⊂ X β0 (CΩ)× X β0 (CΩ),
is tight, we can apply Theorem 3.1. Consequently, up to a subsequence, there exists an at most
countable set I, a sequence of points {xi}i∈I ⊂ Ω and non-negative real numbers νi and ζi such
that
• |un|2
∗
β → ν = |u|2∗β +∑
i∈I
νiδxi ,
• y1−2β|∇wn|2 → ζ = y1−2β|∇w|2 +
∑
i∈I
ζiδxi ,
• y1−2β|∇zn|2 → ζ˜ = y1−2β |∇z|2 +
∑
i∈I
ζ˜iδxi ,
where δxi is the Dirac’s delta centered at xi and satisfying,
(3.7) ζi ≥ S(µ,N)ν2/2
∗
µ
i .
We fix j ∈ I and we let φ ∈ C∞0 (RN+1+ ) be a non-increasing smooth cut-off function verifying
φ = 1 in B+1 (xj), φ = 0 in B
+
2 (xj)
c, with B+r (xj) ⊂ RN × {y ≥ 0} the (N + 1)-dimensional
semi-ball of radius r > 0 centered at xj. Let now φε(x, y) = φ(x/ε, y/ε), such that |∇φε| ≤ Cε
and denote Γ2ε = B
+
2ε(xj) ∩ {y = 0}. Therefore, since by (3.1)
(3.8)
(
Φβγ
)′
(wn, zn)→ 0 in the dual space
(
X β0 (CΩ)× X β0 (CΩ)
)′
,
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taking the dual product in (3.8) with (φεwn, φεzn), we obtain
lim
n→∞
(
κβ
∫
CΩ
y1−2β∇wn∇(φεwn)dxdy + κβ
∫
CΩ
y1−2β∇zn∇(φεzn)dxdy
−2√γ
∫
Γ2ε
φεwn(x, 0)zn(x, 0)dx −
∫
Γ2ε
φε|wn|2
∗
β (x, 0)dx
)
= 0.
Hence,
lim
n→∞
(
κβ
∫
CΩ
y1−2β〈∇wn,∇φε〉wndxdy + κβ
∫
CΩ
y1−2β〈∇zn,∇φε〉zndxdy
)
= lim
n→∞
(
2
√
γ
∫
Γ2ε
φεwn(x, 0)zn(x, 0)dx +
∫
Γ2ε
φε|wn|2
∗
β (x, 0)dx
−κβ
∫
CΩ
y1−2βφε|∇wn|2dxdy − κβ
∫
CΩ
y1−2βφε|∇zn|2dxdy
)
.
Moreover, thanks to (3.3), (3.4) and Theorem 3.1, we find,
lim
n→∞
(
κβ
∫
CΩ
y1−2β〈∇wn,∇φε〉wndxdy + κβ
∫
CΩ
y1−2β〈∇zn,∇φε〉zndxdy
)
= 2
√
γ
∫
Γ2ε
φεw(x, 0)z(x, 0)dx +
∫
Γ2ε
φεdν − κβ
∫
B+2ε(xj)
φεdζ − κβ
∫
B+2ε(xj)
φεdζ˜.
(3.9)
Assume for the moment that the left hand side of (3.9) vanishes as ε→ 0. Then, it follows that,
0 = lim
ε→0
2
√
γ
∫
Γ2ε
φεw(x, 0)z(x, 0)dx +
∫
Γ2ε
φεdν − κβ
∫
B+2ε(xj)
φεdζ − κβ
∫
B+2ε(xj)
φεdζ˜
= νj − κβζj − κβ ζ˜j ,
and we conclude,
(3.10) νj = κβ
(
ζj + ζ˜j
)
.
Finally, we have two options, either the compactness of the PS sequence or concentration around
those points xj. In other words, either νj = 0, so that ζj = ζ˜j = 0 or, thanks to (3.10) and (3.7),
νj ≥ (κβS(β,N))
2∗β
2∗
β
−2
. In case of having concentration, we find,
c = lim
n→∞
Φβγ(wn, zn) = limn→∞
Φβγ (wn, zn)−
1
2
〈(
Φβγ
)′
(wn, zn)
∣∣∣(wn, zn)〉
=
(
1
2
− 1
2∗β
)∫
Ω
|w(x, 0)|2∗β dx+
(
1
2
− 1
2∗β
)
νk0
≥
(
1
2
− 1
2∗β
)
(κβS(β,N))
2∗β
2∗
β
−2
= c∗β,
in contradiction with the hypotheses c < c∗β. It only remains to prove that the left hand side of
(3.9) vanishes as ε→ 0. Due to (3.1) and Lemma 2.6, the PS sequence {(wn, zn)}n∈N is bounded
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in X β0 (CΩ)× X β0 (CΩ), so that, up to a subsequence,
(wn, zn)⇀ (w, z) ∈ X β0 (CΩ)×X β0 (CΩ),
(wn, zn)→ (w, z) a.e. in CΩ.
Moreover, for r < 2∗ = 2(N+1)N−1 we have the compact inclusion,
X β0 (CΩ)×X β0 (CΩ) →֒ Lr(CΩ, y1−2βdxdy)× Lr(CΩ, y1−2βdxdy).
Applying Ho¨lder’s inequality with p = N+1N−1 and q =
N+1
2 , we find,∫
B+2ε(xk0 )
y1−2β|∇φε|2|wn|2dxdy
≤
(∫
B+2ε(xk0 )
y1−2β|∇φε|N+1dxdy
) 2
N+1
(∫
B+2ε(xk0 )
y1−2β |wn|2
N+1
N−1 dxdy
) N−1
(N+1)
≤ 1
ε2
(∫
B2ε(xk0 )
∫ ε
0
y1−2βdxdy
) 2
N+1
(∫
B+2ε(xk0)
y1−2β|wn|2
N+1
N−1 dxdy
) N−1
(N+1)
≤c0ε
2(1−2β)
N+1
(∫
B+2ε(xk0 )
y1−2β |wn|2
N+1
N−1 dxdy
) N−1
(N+1)
≤c0ε
2(1−2β)
N+1 ε
(2+N−2β)(N−1)
(N+1)
(∫
B+2 (xk0 )
y1−2β|wn(εx, εy)|2
N+1
N−1 dxdy
) N−1
(N+1)
≤c1εN−2β .
for appropriate positive constants c0 and c1. In a similar way,∫
B+2ε(xk0 )
y1−2β|∇φε|2|zn|2dxdy ≤ c2εN−2β .
Thus, we find that,
0 ≤ lim
n→∞
∣∣∣∣κβ ∫
CΩ
y1−2β〈∇wn,∇φε〉wndxdy + κβ
∫
CΩ
y1−2β〈∇zn,∇φε〉zndxdy
∣∣∣∣
≤κβ lim
n→∞
(∫
CΩ
y1−2β|∇wn|2dxdy
)1/2(∫
B+2ε(xk0 )
y1−2s|∇φε|2|wn|2dxdy
)1/2
+κβ lim
n→∞
(∫
CΩ
y1−2β|∇zn|2dxdy
)1/2(∫
B+2ε(xk0 )
y1−2s|∇φε|2|zn|2dxdy
)1/2
≤CεN−2β2 → 0,
as ε→ 0 and the proof of the Lemma 3.1 is complete. 
Next we show the corresponding result for the functional Φα,βγ .
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Lemma 3.3. If p = 2∗µ − 1 the functional Φα,βγ satisfies the PS condition for any level c below
the critical level defined by (c∗µ).
The proof of this result is similar to the one of Lemma 3.1, so we omit the details for short.
3.2. PS sequences under a critical level. At this point, it remains to show that we can
obtain PS sequences for the functionals Φβγ and Φ
α,β
γ under the critical levels defined by (c∗β)
and (c∗µ) respectively. To do so, we consider the extremal functions of the fractional Sobolev
inequality (1.7), namely, given θ ∈ (0, 1), we set
uθε(x) =
ε
N−2θ
2
(ε2 + |x|2)N−2θ2
,
and wθε = Eθ[u
θ
ε] its θ-harmonic extension. Then, since w
θ
ε is a minimizer of the Sobolev
inequality, it holds
S(θ,N) =
∫
R
N+1
+
y1−2θ|∇wθε |2dxdy
‖uθε‖2L2∗θ (RN )
.
We take a non-increasing smooth cut-off function φ0(t) ∈ C∞0 (R+) such that
φ0(t) = 1 if 0 ≤ t ≤ 1/2 and φ0(t) = 0 if t ≥ 1.
Assume without loss of generality that 0 ∈ Ω, r > 0 small enough such that B+r ⊆ CΩ, and define
the function φr(x, y) = φ0(
rx,y
r ) where rxy = |(x, y)| =
(|x|2 + y2)1/2. Note that φrwθε ∈ X θ0 (CΩ).
We recall now the following lemma proved in [3].
Lemma 3.4. The family {φrwθε} and its trace on {y = 0}, denoted by {φruθε}, satisfy
‖φrwθε‖2X θ0 (CΩ) = ‖w
θ
ε‖2X θ0 (CΩ) +O(ε
N−2θ),
‖φruθε‖2L2(Ω) =
{
Cε2θ +O(εN−2θ) if N > 4θ,
Cε2θ| log(ε)| if N = 4θ.
Remark 3.1. Since ‖uθε‖L2∗θ (RN ) ∼ C does not depend on ε it follows that
‖φruθε‖L2∗θ (Ω) = ‖u
θ
ε‖L2∗θ (RN ) +O(ε
N ) = C +O(εN ).
Next, we define the normalized functions,
ηθε =
φrw
θ
ε
‖φruθε‖2∗θ
and σθε =
φru
θ
ε
‖φruθε‖2∗θ
,
then, because of Lemma 3.4 the following estimates hold,
‖ηθε‖2X θ0 (CΩ) = S(θ,N) +O(ε
N−2θ),
‖σθε‖2L2(Ω) =
{
Cε2θ +O(εN−2θ) if N > 4θ,
Cε2θ| log(ε)| if N = 4θ,
‖σθε‖L2∗θ (Ω) = 1.
(3.11)
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To continue, we consider
(3.12) (wβε , z
β
ε ) = (Mη
β
ε ,Mρη
β
ε ),
with ρ > 0 to be determined and M ≫ 1 a constant such that Φβγ(wβε , zβε ) < 0. Then, under
this construction, we define the set of paths
Γε := {g ∈ C([0, 1],X β0 (CΩ)× X β0 (CΩ)) ; g(0) = (0, 0), g(1) = (wβε , zβε )},
and we consider the minimax values
cε = inf
g∈Γε
max
t∈[0,1]
Φβγ (g(t)).
Next we prove that, in fact, cε < c
∗
β for ε small enough.
Lemma 3.5. Assume p = 2∗β − 1. Then, there exists ε > 0 small enough such that,
(3.13) sup
t≥0
Φβγ (tw
β
ε , tz
β
ε ) < c
∗
β,
provided that N > 6β.
Proof. Because of (3.11) with θ = β, it follows that
g(t) :=Φβγ (tw
β
ε , tz
β
ε )
=
M2t2
2
(
κβ‖ηβε ‖2Xβ0 (CΩ) + ρ
2κβ‖ηβε ‖2Xβ0 (CΩ) − 2
√
γ‖σθε‖2L2(Ω)
)
− Mt
2∗β
2∗β
=
M2t2
2
(
[κβS(β,N) +O(ε
N−2β)] + ρ2[κβS(β,N) +O(ε
N−2β)]− 2√γ‖σθε‖2L2(Ω)
)
− M
2∗β t2
∗
β
2∗β
.
It is clear that lim
t→∞
g(t) = −∞, therefore, the function g(t) possesses a maximum value at the
point
tγ,ε :=
M2
(
[κβS(β,N) +O(ε
N−2β)] + ρ2[κβS(β,N) +O(ε
N−2β)]− 2√γ‖σθε‖2L2(Ω)
)
M2
∗
β

1
2∗
β
−2
.
Moreover, at this point tγ,ε,
g(tγ,ε) =
(
1
2 − 12∗β
)(
[κβS(β,N) +O(ε
N−2β)] + ρ2[κβS(β,N) +O(ε
N−2β)]
−2√γ‖σθε‖2L2(Ω)
) 2∗β
2∗
β
−2
.
To finish it is enough to show that
(3.14) g(tγ,ε) <
(
1
2
− 1
2∗β
)
(κβS(β,N))
2∗β
2∗
β
−2
= c∗β ,
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holds true for ε sufficiently small and making the appropriate choice of ρ > 0. Thus, simplifying
(3.14), we are left to choose ρ > 0 such that
O(εN−2β) + κβS(β,N)ρ
2 +O(εN−2β)ρ2 < 2
√
γρ‖σθε‖2L2(Ω),
holds true provided ε is small enough. To this end, take ρ = εδ with δ > 0 to be determined,
then, since
O(εN−2β) + κβS(β,N)ε
2δ +O(εN−2β+2δ) = O(ετ ),
with τ = min{N −2β, 2δ,N −2β+2δ} = min{N −2β, 2δ}, the proof will be finished once δ > 0
has been chosen such that the inequality
(3.15) O(ετ ) < 2
√
γρ‖σθε‖2L2(Ω),
holds true for ε small enough. Now we use the estimates (3.11). Then, if N = 4β inequality
(3.15) reads
(3.16) O(ετ ) < 2C
√
γε2β+δ | log(ε)|.
Since 0 < ε ≪ 1, inequality (3.16) holds for τ = min{2β, 2δ} > 2β + δ, that is impossible and,
thus, inequality (3.15) can not hold for N = 4β. On the other hand, if N > 4β inequality (3.15)
has the form,
(3.17) O(ετ ) < 2C
√
γε2β+δ .
Since ε ≪ 1, inequality (3.17) holds for τ = min{N − 2β, 2δ} > 2β + δ. Using the identity
min{a, b} = 1
2
(a+ b− |a− b|), we arrive at the condition
(3.18) N − 2β − |N − 2β − 2δ| > 4β.
Finally, we have two options,
(1) N − 2β > 2δ combined with (3.18) provides us with the range,
(3.19) N − 2β > 2δ > 4β.
Then N > 6β necessarily, so that we can choose a positive δ satisfying (3.19) and, hence,
inequality (3.15) holds for ε small enough.
(2) N − 2β < 2δ combined with (3.18) implies that 2(N − 2β)− 4β > 2δ, and hence,
(3.20) 2(N − 2β)− 4β > 2δ > N − 2β,
Once again N > 6β necessarily, so that we can choose a positive δ satisfying (3.20) and,
hence, inequality (3.15) holds for ε small enough.
Thus, if N > 6β we can choose ρ > 0 and ε > 0 small enough such that (3.13) is achieved. 
Now, we are in the position to conclude the proof of the second main result of the paper. First
we will focus on the particular case when α = 2β. Later on we will follow a similar argument to
prove the results when α 6= 2β.
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Proof of Theorem 1.2. Case α = 2β.
By Lemma 2.3, the functional Φβγ satisfies the MP geometry. Because of MPT we have a PS
sequence which by Lemma 3.5, satisfies that the corresponding energy level is bellow the critical
one. Taking into account Lemma 3.1, this PS sequence satisfies the PS condition, hence we
obtain a critical point (w, z) ∈ X β0 (CΩ) × X β0 (CΩ) for the functional Φβγ . The rest of the proof
follows as in the subcritical case. 
Now, we focus on the functional Φα,βγ . For this case, we consider
(3.21) (wµε , z
β
ε ) = (Mη
µ
ε ,Mρη
β
ε ),
with ρ > 0 to be determined and a constant M ≫ 1 such that Φα,βγ (wµε , zβε ) < 0. Let us notice
that, by definition,
σµε σ
β
ε =
φru
µ
εφru
β
ε
‖φruµε ‖2∗µ‖φruβε ‖2∗β
,
and, since µ := α− β, we find
uµεu
β
ε =
ε
N−2µ
2
(ε2 + |x|2)N−2µ2
ε
N−2β
2
(ε2 + |x|2)N−2β2
=
εN−α
(ε2 + |x|2)N−α =
(
ε
N−2(α/2)
2
(ε2 + |x|2)N−2(α/2)2
)2
=
(
uα/2ε
)2
.
Thus, applying (3.11) with θ = α2 , we conclude
(3.22)
∫
Ω
σµε σ
β
ε dx = C‖σα/2ε ‖2L2(Ω) =
{
Cεα +O(εN−α) if N > 2α,
Cεα| log(ε)| if N = 2α.
Following the steps performed for the case α = 2β, we define the set of paths
Γε := {g ∈ C([0, 1],X µ0 (CΩ)× X β0 (CΩ)) ; g(0) = (0, 0), g(1) = (Mηµε ,Mρηβε )},
and we consider the minimax values
cε = inf
g∈Γε
max
t∈[0,1]
Φα,βγ (g(t)).
The final step of our scheme will be completed once we have shown that cε < c
∗
µ for ε small
enough.
Lemma 3.6. Assume p = 2∗β − 1. Then, there exists ε > 0 small enough such that,
(3.23) sup
t≥0
Φα,βγ (tw
µ
ε , tz
β
ε ) < c
∗
µ,
provided that N > 4α− 2β.
The proof is similar to the one performed for Lemma 3.5, but we include it for the reader’s
convenience.
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Proof. Because of (3.11), it follows that
g(t) :=Φα,βγ (tw
µ
ε , tz
β
ε )
=
M2t2
2
(
κµ
γ1−β/α
‖ηµε ‖2Xµ0 (CΩ) +
ρ2κβ
γβ/α
‖ηβε ‖2Xβ0 (CΩ) − 2‖σ
α/2
ε ‖2L2(Ω)
)
− M
2∗µt2
∗
µ
2∗µγ
1−β/α
=
M2t2
2
(
1
γ1−β/α
[κµS(µ,N) +O(ε
N−2µ)] +
ρ2
γβ/α
[κβS(β,N) +O(ε
N−2β)]− 2‖σα/2ε ‖2L2(Ω)
)
− M
2∗µt2
∗
µ
2∗µγ
1−β/α
.
It is clear that lim
t→∞
g(t) = −∞, therefore, the function g(t) possesses a maximum value at the
point,
tγ,ε=
(
γ1−β/α
M2
∗
µ−2
(
1
γ1−β/α
[κµS(µ,N)+O(ε
N−2µ)]
+ ρ
2
γβ/α
[κβS(β,N) +O(ε
N−2β)]− 2‖σα/2ε ‖2L2(Ω)
)) 1
2∗µ−2 .
Moreover, at this point tγ,ε,
h(tγ,ε) =
(
1
2 − 12∗µ
)((
γ1−β/α
) 2
2∗µ
(
1
γ1−β/α
[κµS(µ,N) +O(ε
N−2µ)]
+ ρ
2
γβ/α
[κβS(β,N) +O(ε
N−2β)]− 2‖σα/2ε ‖2L2(Ω)
)) 2∗µ
2∗µ−2 .
To complete the proof we must show that the inequality
(3.24) h(tγ,ε) < c
∗
µ :=
1
γ1−β/α
(
1
2
− 1
2∗µ
)
(κµS(µ,N))
2∗µ
2∗µ−2 ,
holds true for ε small enough. Thus, simplifying (3.24), we are left to choose ρ > 0 such that
inequality
O(εN−2µ) + ρ2[κβS(β,N) +O(ε
N−2β)] < 2γβ/α‖σα/2ε ‖2L2(Ω).
holds true provided ε is small enough. To this end, take ρ = εδ with δ > 0 to be determined,
therefore, since
O(εN−2µ) + κβS(β,N)ε
2δ +O(εN−2β+2δ) = O(ετ ),
with τ = min{N − 2µ, 2δ,N − 2β + 2δ} = min{N − 2µ, 2δ}, the proof will be completed once
we choose δ > 0 such that the inequality
(3.25) O(ετ ) < 2γβ/α‖σα/2ε ‖2L2(Ω),
holds true for ε small enough. We use once again the estimates (3.11). If N = 2α, because of
(3.22), inequality (3.25) reads,
(3.26) O(ετ ) < 2γβ/αεα+δ| log(ε)|.
Since ε≪ 1, inequality (3.26) holds for τ = min{2α− 2µ, 2δ} = min{2β, 2δ} > α+ δ. Using the
identity min{a, b} = 1
2
(a+ b− |a− b|), we find that τ > α + δ implies β + δ − |β − δ| > α+ δ,
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which is impossible because α > β. Therefore, (3.25) can not hold if N = 2α. On the other
hand, if N > 2α, inequality (3.25) has the form,
(3.27) O(ετ ) < 2γβ/αεα+δ .
Since ε ≪ 1, inequality (3.27) holds if and only if τ = min{N − 2µ, 2δ} > α + δ. Keeping in
mind the identity min{a, b} = 1
2
(a+ b− |a− b|), if τ > α+ δ we arrive at the condition
(3.28) N − 2µ − |N − 2µ− 2δ| > 2α.
Consequently, we have two options:
(1) N − 2µ > 2δ combined with (3.28) provides us with the range,
(3.29) N − 2µ > 2δ > 2α.
Then N > 4α− 2β necessarily, so that we can choose a positive δ satisfying (3.29) and,
hence, inequality (3.25) holds for ε small enough.
(2) N − 2µ < 2δ combined with (3.28) implies that 2(N − 2µ)− 2α > 2δ, and hence,
(3.30) 2(N − 2µ)− 2α > 2δ > N − 2µ.
Once again N > 4α− 2β necessarily, so that we can choose a positive δ satisfying (3.30)
and, hence, inequality (3.25) holds for ε small enough.

To conclude, we complete the proof of Theorem 1.2, by dealing with the remaining case
α 6= 2β.
Proof of Theorem 1.2. Case α 6= 2β.
By Lemma 2.3, the functional Φα,βγ satisfies the MP geometry. Because of MPT we have a PS
sequence which by Lemma 3.6, satisfies that the corresponding energy level is bellow the critical
one. Taking into account Lemma 3.3, this PS sequence satisfies the PS condition, hence we
obtain a critical point (w, z) ∈ X µ0 (CΩ)× X β0 (CΩ) for the functional Φα,βγ . The rest of the proof
follows as in the subcritical case. 
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