Motivation
In this paper we undertake a comparative study of forecasting performance of a wide range of alternative leading indicators available for Germany using the latest data. In doing so, our paper is related to rather extensive literature that assesses the forecasting properties of various leading indicators for Germany represented by Benner and Meier (2003) , Breitung and Jagodzinski (2001) , Dreger and Schumacher (2005) , Fritsche and Stephan (2000) , Hüfner and Schröder (2002a) , and Hüfner and Schröder (2002b) for growth rates of German industrial production, and Dreger and Schumacher (2004) , Hinze (2003) , Langmantel (1999) , Mittnik and Zadrozny (2004) , and Schumacher (2005) for growth rates of German real GDP.
Despite this apparent abundance of the studies that employ the leading indicators for forecasting of either German GDP or industrial production, it is our impression that there is still a need for a comprehensive study that assesses their usefulness in forecasting of the key macroeconomic variables as the existing studies employ different methodologies, different estimation as well as forecast periods, and different sets of leading indicators in this type of exercise. Our paper intends to fill this gap in the literature by assessing the forecasting properties of a wide variety of alternative leading indicators available for Germany in a unified framework. As the reference series, or the time series to be forecast, we use the growth rates of the real German GDP.
Besides that our paper contributes to the literature in the following ways. First, we test for a structural break in the quarterly, semi-annual, and annual growth rates of the real German GDP and we find a convincing statistical evidence in favor of a structural break that takes place in the first half of 2001. This break happens to coincide with an unprecedentedly long recession detected by the OECD, which started in June 2000 and is not over at the moment of writing this article. However, it is hard to believe in such a long-lasting recession. Most probably we are facing a lengthy stagnation period, which is characterized by the extremely low growth rates. This is an important finding as, to the best of our knowledge, none of the earlier studies cited above that forecast GDP over the specified period have neither checked for nor acknowledged the existence of such a structural break. Nevertheless, many German forecasting practitioners have repeatedly signalled the sharp deterioration of the ability of the leading indicators to predict the German GDP since 2002. In addition, it is of a particular interest to investigate whether the leading indicators that are routinely used to monitor and forecast the state of the German economy are able to predict the enduring slump in the economic activity in the recent years.
Second, our research intends to contribute to the discussion of the usefulness of the diffusion indices in forecasting of economic activity. The diffusion indices have become a popular tool in forecasting following their introduction in the seminal article of Stock and Watson (2002) . Up to date the diffusion indices have been successfully applied in Schneider and Spitzer (2004) for Austria, in Brisson et al. (2001 ) -for Canada, in Shintani (2003 -for Japan, in den Reijer (2005) -for the Netherlands, and in Camacho and Sancho (2003) -for Spain. Dreger and Schumacher (2004) and Schumacher (2005) are the only known studies to us that apply this methodology for Germany. To this end, our study complements that of Dreger and Schumacher (2004) , who investigated the forecasting performance of the diffusion index model of Stock and Watson (2002) against the benchmark autoregressive model and the Ifo business climate indicator, and that of Schumacher (2005) , who compared the forecasting performance of alternative methodologies for construction of diffusion indices based on Stock and Watson (2002) , Kapetanions and Marcellino (2004) , and Forni et al. (2002 Forni et al. ( , 2004 . Hence, out of two studies that employed the diffusion index methodology to the German GDP only the former compares its forecasting performance with that of only one alternative leading indicator. Given the multitude of alternative leading indicators that are available for Germany, this is clearly unsatisfactory as the (dis)advantage of using diffusion index models over other leading indicators is not sufficiently illustrated.
Third, following Watson (1999,2002) , Forni et al. (2002) as well as Dreger and Schumacher (2004) , among others, we perform our forecasting exercise using a dynamic or multi-step estimation approach. Models that generate forecasts are selected using the Bayesian Information Criterion as well as using the automatic econometric model selec-tion program PcGets, see PcGets, see Hendry and Krolzig (2001) . Again, our paper distinguishes itself from the rest of the literature cited above by applying the PcGets model selection program in forecasting of the state of German economic activity. Moreover, given rather few studies that use the PcGets model selection program in out-of-sample forecasting (e.g. Banerjee/Marcellino 2002 , Hendry/Hubrich 2004 , Hubrich 2005 , and Banerjee et al. 2003 ) our paper intends to contribute to the discussion of whether the PcGets, a sophisticated program that selects arguably the best model in-sample, has an edge over the much simpler model selection strategy based on the information criteria.
Our main results can be summarized as following. First, we find rather strong statistical evidence for existence of the structural break in the growth rates of real German GDP. The structural break occurs in the first half of year 2001 and entails drastic reduction in the unconditional mean and variance of the time series under scrutiny. Second, we utilize two measures of forecast accuracy: the Root Mean Squared Error (RMSE) and the Theil's U. On the basis of these two measures we find that the forecasting ability of the alternative indicator models differs markedly in the pre-and the post-break periods. In the pre-break period the diffusion indices display superior forecast accuracy over the rest of the models. However, in the post-break period all the leading indicator models fail to accommodate the structural break and as a result forecasts generated from these models largely overstate the growth rates at all forecast horizons. Third, the performance of the PcGets model selection strategy offers no noticeable improvements over the model selection strategy based on the Bayesian information criterion in terms of the forecast accuracy for our data at hand. The paper has the following structure. Section 2 provides a literature review and discusses relation of our paper to the existing literature in more detail. In Section 3 we present the forecasting equation that we use in our exercise, motivate estimation and forecast periods, and stipulate the model selection methods. Section 4 discusses the obtained results. Finally, the last section concludes.
Literature and leading indicators review
In this section we briefly overview the previous studies that employed various leading indicators to forecast the state of the German economy. Given the large importance of German economy within the Euro Area, it is not surprising that its current stance and perspectives for its future development attract a lot of attention both at the national and international levels. As a result, there is a comparatively large number of alternative indicators developed by various institutions in order to meet these concerns. Table 2 lists the alternative leading indicators that are used in this paper and in other articles, which we cite here and which examine the properties of these indicators in forecasting the German GDP and industrial production. In column 1 the organizations that provide these indicators are listed; column 2 contains the full official names of the indicators; column 3 describes the geographical area, for which the indicators are computed; column 4 gives a short mnemonic code for each indicator; and finally column 5 shows the time period, for which the indicators are available. Notice that the leading indicators for European Union (EU) and Euro Area (EA) are used, given the importance of these two country groups for the German economy, which may imply that the EU and EA indicators can be useful for the forecasting of the state of affairs in Germany. All these leading indicators are available at monthly frequency.
In addition to the already available leading indicators and following Stock and Watson (2002) we estimated the diffusion index using the principal components analysis. For the estimation of the diffusion index the total of 145 component series were used, which were taken from the online database of the Deutsche Bundesbank and are listed in Table 1. Some of the series have outliers, which were treated as missing values. Therefore the set of all the component series, including those with outliers, is called the non-balanced, or total panel. Whereas the dataset containing only the series without outliers is called the balanced panel. In addition, all the original time series have a noticeable seasonality. Therefore we filtered them using the SEATS-Tramo algorithm of Demetra package to obtain either seasonally adjusted series or the "trend and cycle" series (original series without seasonal and irregular components). According to the test for a number of factors of Bai and Ng (2002) , only the first principal component has been found to be informative and therefore has been retained. As result, we have estimated four diffusion indices: FB1SA, FB1TC, FT1SA145, and FT1TC145. Here FBI and FT1 mean the first common factor of balanced and total panels, SA stands for "seasonally adjusted" and TC stands for "the sum of trend and cycle", while 145 denotes the number of time series in the non-balanced panel. Table 3 presents the studies that have addressed this question for Germany. As seen, the reference time series that these studies have attempted to forecast is either year-on-year growth rates of the index of real industrial production (IIP, henceforth) or growth rates of real German GDP. In this study we follow the stream of the literature that evaluated the comparative forecasting performance of the leading indicators for the latter variable, as it reflects the state of the overall economy. Needless to say, that the industrial production represents less than 50% of the contemporary German economy. Moreover, the service sector plays an ever increasing role in the economy and it has the dynamics, which are qualitatively different from that of the industrial production. All in all, the GDP offers a more comprehensive picture of the general state of affairs than the IIP does. Nevertheless, we acknowledge that accurate forecasting of industrial production, or, equally, of separate components of GDP, is of a great practical importance. We, however, would like not to blur the focus of our investigation by addressing too many things at the same time and therefore we leave this exercise for our future research. .y üss^-Í g Q EEEEgt-e^S ooogûooc"' c c c c w 5<í rs; P fi fi n CO . S n J? û. u u. uj -r., üüüSxáwlíÉOOOOüN
-y _yi y* y> 0 | •"Sûûûû"' j -u u u u ^ : 7 ^ UJ LU LU UJ ^ r Returning to Table 3 , we would like to note that none of the earlier studies listed there have employed the whole range of the alternative leading indicators. As seen most of the studies considered the relative forecasting performance of at most six different indicators like Breitung and Jagodzinski (2001) , Dreger and Schumacher (2005) , and Hinze (2003) or less. Often the choice of indicators overlaps, with Ifo, Early Bird, ZEW, and HB being the most popular ones. The rest of indicators appear once or twice and there are some indicators that never have been considered like the European Commission's Confidence and Economic Sentiment indicators, EuroCOIN, and OECD's CLI of Euro Area cycle. Moreover, the estimation and forecast samples also differ across the studies, see Figure 2 . In addition to these two facts different studies employ different approaches to produce forecasts. For example, Benner and Meier (2003) , Hinze (2003) , Benner and Meier (2003) , and Fritsche and Stephan (2000) use the bi-variate VARs for this purpose, whereas Dreger and Schumacher (2004) and Schumacher (2005) employ the dynamic or multi-step forecasting approach advocated in Watson (1999, 2002) and Forni et al. (2002) , among others. All these aspects, i.e. different sets of leading indicators, various estimation as well as forecast time periods, and finally different methodologies to produce forecasts, make comparison of the forecasting performance of various leading indicators of the state of German economy extremely complicated if ever possible. This is clearly unsatisfactory as these alternative indicators are routinely monitored and they contribute considerably to the policy-making debate not only at the national but also at the international level. From this point of view, our paper could be considered as a first step in this direction, that offers an initial impulse to the all encompassing task of joint evaluation of the forecasting performance of the alternative leading indicators for Germany in the unified framework, i.e. we use the largest indicator set as compared to the previous research, we employ the same estimation as well as the forecast periods, and we use the same methodology to generate forecasts.
For the moment there exist several indicators that can be used to forecast German real GDP growth. For a detailed analysis of them see Breitung and Jagodzinski (2001) and Dreger and Schumacher (2004) . Among the most important indicators, we can cite the interest-rate spread, or yield curve 1 , Ifo and ZEW indicators as well as the diffusion indices constructed using the methodology suggested by Stock and Watson (2002) .
Model setup
In this section we describe the setup of our forecasting exercise, i.e. the model that is used in order to generate forecasts, choice of leading indicators, as well as estimation and forecast samples. As mentioned above, in generating forecasts we follow the dynamic approach advocated in Watson (1999, 2002) and Forni et al. (2002) , among others.
Model
Let y>t = y t+ h ~ Jt be the h-th difference of log of real GDP. Then for the quarterly data that we have, yj = 4(y f+1 -y t ), yj = 2(y t+1 -y t ), and y\ = y i+4 -y t , denotes the quarterly, the semi-annual, and the annual growth rates of real GDP. Notice that both where h-steps ahead growth rates of the reference time series are linearly projected on its own quarterly growth rates, yj as well as on the leading indicator values available at time t, Zt-j• Here, unlike in the other studies, we use the indicators, zt, both in levels and in first differences. Although we did not conduct the integration tests for the indicators, the visual inspection of them suggests that they may be near-integrated processes. Thus, the first differencing allows attenuating their inherent persistence. In our exercise we have restricted the maximum lag length to four, p, q = 4.
We compare the forecast accuracy of equation (1) with the benchmark "NAIVE" model, which is the restricted version of equation (1) with /J,-= 0 and yj -0 f°r all / = 0,1, 2,..., q. Thus the "NAIVE" model is nothing else than the unconditional mean of the growth rates calculated using the information available at time t. In addition, we have estimated the univariate autoregressive models for each with fixed lag augmentation length, i.e. p = 4 and yj = 0 for all i, /, and with the autoregressive structure selected by the Bayesian information criterion. We denote these models as "FIX" and "BIC", respectively.
Sample
In the choice of estimation sample we have been confronted with several alternatives. One possible way is to take the longest time span that is available for a given indicator. However, this would imply that we combine the pre-unification and the post-unification time periods. As seen from Table 2, out of the four studies that referred to the GDP only one, i.e. Hinze (2003) , employs the post-unification data. Nevertheless, most of the studies that referred to the IIP employ the post-unification data. In our paper, we also employ the post-unification data, since more than a half of the alternative indicators, including our own diffusion indices, are available from 1991 on -see Table 2 . Given these considerations, our sample covers the period 1991:11 -2004:IV and hence comprises 55 observations only. As a result, our prediction subsample is quite small: 1998:1 -2004:IV, i.e. it consists of 28 out-of-sample forecasts for each forecast horizon. The forecasting was conducted using the recursive and rolling estimation windows. The former sampling method uses all the information available in the past, whereas the latter method puts more emphasis on the most recent observations and, thus, is more sensitive to the changes in the parameters.
Model selection
As discussed above, we use equation (1) to produce forecasts of the real German GDP. Allowing for maximum of four lags in both yj and Zt variables implies that up to nine parameters (including an intercept) are to be estimated. Given the sample size that is available to us, we run the risk of overfitting the regression. In order to avoid that we used two different model reduction approaches. The first one is based on use of Bayesian information criterion (BIC, henceforth). We compute its value for every combination of lags of both y} and zt, including models where only an intercept and/or either of these two variables is present, and select a model that minimizes the value of BIC. Below we refer to this approach as "BIC".
As the alternative to the BIC approach we have employed the automatic econometric model selection program PcGets, see Hendry and Krolzig (2001) . We estimated the model using the liberal, conservative, and expert strategies. The liberal strategy implies minimizing the non-selection probability of relevant variables (in other words, it should have a higher probability of retaining relevant variables at the risk of also retaining irrelevant), whereas the conservative strategy means minimizing the non-deletion probability (therefore it should have a higher probability of eliminating irrelevant variables at the risk of also eliminating relevant ones). Expert strategy allows the user to specify his desired strategy. However, here we have used the expert strategy with default settings. Below we refer to this model selection approach as "PcGets".
Results

Evidence for a structural break
In this section we present the results and discuss their implications for forecasting German GDP. The time series of our interest are depicted in Figure 1 . As seen around year 2001 the behavior of the time series somewhat changes, i.e. both the unconditional mean and variance seem to get smaller. At best this is seen for the annual and semi-annual growth rates and somewhat less for the quarterly growth rates.
In order to test this formally we have applied the following test statistics of structural break^ suggested in Andrews (1993) , Andrews and Ploberger (1994) , and in Andrews et al. (1996) :
These test statistics are based on the sequence of the F-test statistics calculated for all potential change points in an interval [f =1995:111, t =2002:11] that are displayed in Figure 3 along with the 5% critical value.
The results of these tests are reported in Table 4 . The columns 2 through 4 contain the corresponding p-values calculated using the bootstrap procedure described in Hansen (1997) . As seen, the strongest statistical evidence for the presence of the structural break is observed for the annual and the semi-annual growth rates, yf and yj, respectively. For the quarterly growth rates, yj, the null hypothesis of no structural break can be rejected at Figure 1 : Real German GDP: annual, semi-annual, and quarterly growth rates the 5% significance level by the expF test statistic and at the 10% level by supF and aveF. Columns 5 and 6 report estimated timing of the structural break and the corresponding 90% confidence intervals. These are obtained using the method of Bai and Perron (2003) . According to the test results, the break occurs in the first quarter of 2001 for the quarterly and the annual growth rates, whereas for semi-annual in the second quarter of 2001. The confidence intervals seem to be rather narrow.
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Mittnik & Zadrozny (2004) Schumacher (2005) This paper 1965 19VO 1975 1980 1985 1990 1995 2000 (a) German GDP Benner & Meier (2003) Breitung Sc Jagodzinski (2001) Dreger A Schumacher (2005) Fritsche & Stephan (2000) Hüfner & Schröder C2002) 1965 1970 1975 1980 1985 1990 1995 2000 2005 (b) German industrial production Table 5 provides an additional information that strongly supports the results of the structural break tests by reporting the descriptive statistics of GDP growth rates for the preand post-break time periods. As seen, the values of the unconditional mean and of the unconditional variance (or, standard deviation) in the post-break period are much smaller than those in the pre-break period.
Out-of-sample forecast results: 1998:1 -2004:1V
Having determined the existence of the structural break in 2001:1, we evaluate the forecasting performance of the alternative leading indicators for the period 1998:1 -2004:1V. In doing so, we follow the other studies to which we refer in Figure 2 . As seen, all five studies depicted in the upper panel of this figure, excluding this paper, employ the forecast sample that includes the timing of the structural break. But none of these studies have
Figure 3: Sequence of F-test statistics and 5% critical value taken the break into account. We know about its existence but evaluating the forecasting performance over this time span allows us to obtain a benchmark that we can compare the results obtained for the pre-and post-break forecast periods with. growth rates. As the forecast accuracy of the models selected using the PcGets programm is found to be rather similar to the results of the BIC model selection strategy, they are not reported here in order to save the space. The rolling method has produced almost uniformly inferior to the recursive method forecast accuracy and therefore for the sake of saving space we have opted not to report it in the paper but to make it available on request. The likely reason for such a result is a relatively small number of observations available for a rolling window. In addition, out of three approaches to model selection with PcGets (conservative, liberal, and expert) it seems that the former one has a slight edge over the remaining two but the overall difference in the forecast accuracy across these strategies seems to be rather minor. Thus, also in this case we have opted not to report the complete set of the results in the paper but to make it available on request. Table 7 lists the seven best indicator models (extracted from Table 6 ) with most accurate forecasts according to the Root Mean Squared Error criterion estimated using the BIC model selection strategy. In this table, we also report the Theil's U measure of forecast accuracy, see Theil (1966) .
where Ft and At are the forecast and the actual values, respectively. It can be interpreted as the squared root of a sum of the squared forecast errors of the proposed forecasting model divided by the squared root of a sum of squared observed values, i.e. all forecast values are set to zero Pt = 0 for all t = [£, F], The Theil's U values lower than 1 show an improvement in forecast accuracy of the proposed forecasting model. As it will be shown below, reporting these two measures of forecast accuracy will allow to disclose ability of various alternative indicators to forecast the German GDP growth rates in the pre-and post-break periods.
Observe that Tables 6 and 7 provide only point estimates of the RMSE forecast accuracy measures. This allows only the qualitative judgement on the ranking of the models. Of course, it would be interesting and perhaps more informative to conduct a statistical test for equal forecast accuracy along the lines of Diebold and Mariano (1995) for nonnested models or of Clark and McCracken (2001) for nested models. We, however, have chosen not to do so for the following reasons. First of all, our forecast sample is rather small with only 28 observations. Hence, the power of these statistical tests is likely to be rather low for such a small number of observations. Second, our finding of the structural break, that effectively splits the forecast sample almost in halves, further reduces number of observations that are available for each of the pre-and post-break periods. Thus, the power of the tests for forecast accuracy is expected to be even lower when applied to the forecasts of each subsample separately. Third, since the test statistics (e.g. of Diebold/Mariano 1995) is based on the asymptotic long-run covariance matrix of the forecast error differential, it is rather improbable that we are able to precisely estimate it with the number of observations that is slightly larger than a dozen in each forecast subsample. Fourth, the presence of the structural break also casts some doubts on whether the forecast error differential can be considered as the covariance stationary time series -another assumption that needs to be satisfied when performing the forecast accuracy tests.
The forecast results can be summarized as follows:
• Generally, the RMSE measured for the horizons of interest h = 1, 2, 4 is decreasing with the forecast horizon h. This indicates that when the forecast time series is expressed at the annualized growth rates, the annual growth rates can be predicted with a greater accuracy using the year-on-year growth rates. This can be explained by the fact that the higher is the lag order of the difference the more persistent are the corresponding time series. • Relative to the benchmark "NAIVE" model, none of the models offers a consistent improvement in forecast accuracy for all forecast horizons except for DFB1TC for BIC for recursive scheme, for which the ratio relative to the benchmark is less than unity for every h = 1, 2, 4. • The forecasting performance of the models that use the first difference of the leading indicators is generally better than that of the models that use indicators in levels. The possible explanation is that the first differencing removes the persistence, which is characteristic to the indicators in levels, and thereby avoids the big swings in the forecasts that undermine the forecasting accuracy.
• The forecasting exercise using the rolling window has produced generally worse results than using the expanding window. This is rather surprising finding, given the presence of the structural break in the middle of the forecast sample, since one of the arguments for using the rolling forecasting scheme over the recursive one is that in the presence of model parameter instability the former method would simply "roll" over the break. Such that the forecasts for the post-break period will be produced using an ever increasing share of observations and ultimately all observations from the post-break period. Our finding on the inferiority of the rolling window forecasts can be attributed to the fact that the size of the rolling window as well as the size of the post-break period have been rather small for the advantages of using the rolling forecasts to be realized. As in these circumstances the model parameters have been estimated with lower precision and the models themselves have been probably overfitted.
• Across the three different strategies employed by PcGets Liberal, Expert and Conservativethe former one has produced worse results than the latter one, and the Expert strategy is in between. Moreover, there is no noticeable improvement of the PcGets over the BIC selection strategy.
• Table 7 displays seven models with the lowest RMSE. As seen, only at h = 1 and h = 2 the forecast gains of maximum 12.5% and of 13.9 % relative to the benchmark "NAIVE" model are realized. At h = 4, most models fare worse forecast accuracy than the benchmark model and only few models exhibit relatively minor forecast accuracy gains relative to the benchmark model. • The Theil's U measure of forecast accuracy is lower than one in all reported cases in Table 7 . This further confirms the results reported above. Given our knowledge on the existence of a structural break during the forecast period, we have computed measures of forecast accuracy for the pre-and the post-break periods.
Forecast results
The results for the pre-break period 1998:1 -2001:1 can be summarized as follows:
• There are much larger realized gains in the forecast accuracy of the leading indicator models against the benchmark "NAIVE" model. The forecast gains relative the "NAIVE" model constitute around 15%, 25%, and 20% for h = 1,2,4, respectively. • The diffusion index models exhibit the superior forecast accuracy relative to other model at all forecast horizon uniformly.
• The values of the Theil's U are also considerably lower than for those obtained for the whole forecast sample 1998:1 -2004:IV.
The results for the post-break period 2001:11 -2004 :VI can be summarized as follows:
• At the first glance, when comparing the forecast accuracy of the alternative leading indicator models with the benchmark "NAIVE" model, it is tempting to conclude that also for this forecast period the leading indicator models offer improvement in the forecast accuracy.
• However, a look at the corresponding values of the Theil's U measure reveals that this is not the case as its values are all above one. This indicates that in the post-break period the forecast accuracy of the all leading indicator model has significantly deteriorated.
• The explantation to such contradictory conclusions with respect to the different benchmark models is that the leading indicator models (also including the "NAIVE" model) are unable to recognize sharp decline in the mean of the growth rates that took place in the first half of 2001. Consequently, all the forecasts, made with the help of this models, heavily rely on the past historical pre-break data where the unconditional mean is much higher than that in the post-break period, see Table 5 . On the contrary, the forecast accuracy measure of Theil (1966) is not based on the historical data but only on those that are available for a specified forecast sample. As a result, it is not prone to the detrimental consequences of occurrence of a structural break if it is correctly recognized.
An additional insight into the forecasting performance of the leading indicator models can be gained from Figures 4-6, which display the actual and forecast values of the quarterly, semi-annual, and annual GDP growth rates, respectively. The forecast values are from those models that have ranked first, fourth, and seventh in terms of the forecast accuracy for the pre-break period, see the middle section of Table 7 . The first observation is that during the pre-break period the forecasts of the models quite closely track the actual values of the GDP growth rates. This is especially true for the diffusion index models that are ranked first in terms of the forecast accuracy for the pre-break period. At the same time, when the forecasts of these models are examined over the post-break period, the underlying cause of the deterioration in the forecast accuracy of the alternative leading indicator models becomes evident. Practically in every quarter of the post-break period the forecasts lie above the actual values of the GDP growth rates, i.e. these models consistently overestimate the actual developments. This means that sharp decline in the GDP growth rates that took place since the beginning of year 2001, as shown in Table 5 , is not reflected by the indicators considered in this study.
Conclusions
In this paper we have undertaken a comparison of the forecasting ability of a wide number of alternative composite indicators. To this date, our study is the most comprehensive one in terms of the number of the alternative leading indicators for Germany. We explore the forecasting properties of these indicators for the quarterly, semi-annual, and annual growth rates of the real German GDP over the period from 1998:1 -2004:IV. Incidently, during this period the dynamic behavior of the time series of interest drastically changes. The structural break takes place around 2001, when the Germany economy slipped into the prolonged period of slump in the economic activity that is not over at the moment of writing this article. Consequently, it is of a great interest to investigate whether the so-called leading indicators were able to predict the upcoming stagnation in the German economy.
Our main finding is that none of the leading indicators were able to adequately react to the changes in the dynamic properties of the real German GDP. In the post-break period, all the forecasts generated from those models overestimate the growth rates of the reference time series. Nevertheless, we record the ability of some leading indicators Figure 4: Actual and forecast of quarterly growth rates of GDP (e.g. diffusion indices) to provide greater forecast accuracy over the benchmark models in the pre-break period.
Our study also highlights the importance of an appropriate measure of the forecast accuracy in the presence of a structural break that primarily affects an unconditional mean, that is often accompanied by changing unconditional variance, of the forecast time series. We have shown that in this case, the Theil's U forecast measure, that compares the forecast RMSE to the root mean square of the actual observations that belong to the forecast period, is more appropriate than the forecast measure calculated as the ratio of the forecast RMSE to that the NAIVE model or, equally, to that of any other model, where the forecasts are generated using all the available historical information without taking into account existence of a structural break. In our case, the Theil's U forecast measure is able to point out to the obvious worsening of the forecast accuracy in the post-break period compared to that in the pre-break period. The latter forecast accuracy measure leads to erroneous conclusions.
We have investigated the forecasting properties of the leading indicators using the widespread multi-step or dynamic forecasting approach first advocated in Watson (1999, 2002) and further employed in Forni et al. (2002) as well as in Dreger and Schumacher (2004) , among many others. Therefore our results should be considered conditional on this approach. Nevertheless, our study further contributes to the importance of structural breaks in forecasting and points out to the caveats of overlooking them as it seems to be the case in the previous research such as Hinze (2003) , Mittnik and Zadrozny (2004) , Dreger and Schumacher (2004) , and Schumacher (2005) that addressed the similar question.
In our future research we intend to further investigate the properties of the leading indicators using non-linear models or applying the methods that could as early as possible to detect a structural change and therefore to exhibit robustness to its atrocious consequences, when these structural breaks are overlooked.
