Optical antennas are an emerging concept in physical optics. Similar to radiowave and microwave antennas, their purpose is to convert the energy of free propagating radiation to localized energy, and vice versa. Optical antennas exploit the unique properties of metal nanostructures, which behave as strongly coupled plasmas at optical frequencies. The tutorial provides an account of the historical origins and the basic concepts and parameters associated with optical antennas. It also reviews recent work in the field and discusses areas of application, such as light-emitting devices, photovoltaics, and spectroscopy.
Introduction
In optical science and engineering, light is commonly controlled by redirecting the wave fronts of propagating radiation by means of lenses, mirrors, and diffractive elements. This type of manipulation relies on the wave nature of electromagnetic fields and is therefore not amenable to controlling fields on the subwavelength scale. In contrast, radiowave and microwave technology predominantly makes use of antennas to manipulate electromagnetic fields, controlling them on the subwavelength scale and interfacing efficiently between propagating radiation and localized fields.
While antennas are a key enabling technology for devices like cellular phones and televisions using electromagnetic radiation in the radiowave or microwave regime, their optical analog is basically nonexistent in today's technology. However, recent research in nano-optics and plasmonics has generated considerable interest in the optical antenna concept, and several studies are currently focused on how to translate established radiowave and microwave antenna theories into the optical frequency regime.
The absence of optical antennas in technological applications is primarily associated with their small scale. Antennas have characteristic dimensions of the order of a wavelength of light, demanding fabrication accuracies better than 10 nm. The advent of nanoscience and nanotechnology provides access to this length scale with the use of novel top-down nanofabrication tools (e.g. focused ion beam milling and electron-beam lithography) and bottom-up self-assembly schemes. The fabrication of optical antenna structures is an emerging opportunity for novel optoelectronic devices.
Nanotechnology is defined as the application of scientific knowledge to control and utilize matter at the nanometer scale (about 1 -100 nm). At this scale sizerelated properties and phenomena can emerge [1] . Because diffraction limits the confinement of propagating radiation to roughly half a wavelength, the length scales over which optical fields can be manipulated traditionally lie outside the size range of interest to nanotechnology. It is often possible to spatially separate the nanoscale building blocks and to study their physical and chemical properties by using standard spectroscopic techniques. However, their properties can change once they are embedded in a macroscopic structure because of interactions between the building blocks and with the environment. In fact, one of the most interesting aspects of nanoscale systems involves properties dominated by collective phenomena, which can bring about a large response to a small stimulus in some cases. To understand optical fields in such complex nanoscale struc-tures, challenging obstacles in detection and control must be overcome. Optical antennas help surpass the diffraction limit, making it possible to manipulate, control, and visualize optical fields on the nanometer scale.
Antennas can enhance several distinct photophysical processes, outlined in Fig.  1 . In light-emitting devices, an electron and hole pair combine to emit a photon. The reverse process takes place in photovoltaics, in which incoming light causes a charge separation in a material. In both cases, an optical antenna can be used to couple the propagating field and local electric field, making the transfer of energy between the two more efficient. In spectroscopy, incident light polarizes the material of interest, which generates outgoing radiation. The wavelength of the emitted light is related to the energy-level structure of the material, allowing for chemical identification. In this case, the antenna serves to make both the excitation and the emission more efficient. Antennas are also encountered in biology. In photosynthetic proteins, for example, individual chlorophyll molecules arrange in antenna complexes in order to collectively optimize the efficiency of light absorption.
Given their wide applicability, the absence of optical antennas in current technology is conspicuous. Even as their fabrication becomes feasible, material challenges associated with optical antennas remain. For example, the penetration of radiation into metals can no longer be neglected. The electromagnetic response is then dictated by collective electron oscillations (plasmons) characteristic of a strongly coupled plasma. These collective excitations make a direct downscaling of traditional antenna designs impossible and demand the careful study of surface modes in metal nanostructures.
The introduction of the antenna concept into the optical frequency regime will provide access to new technological applications. Optical antennas will likely be employed to enhance absorption cross sections and quantum yields in photovoltaics, to release energy efficiently from nanoscale light-emitting devices, to boost the efficiency of photochemical or photophysical detectors, and to increase spatial resolution in optical microscopy. In this tutorial, we define the optical antenna, outline its physical properties, and review relevant history and recent work. The field of optical antennas is in its infancy, and new studies and developments are evolving at a rapid pace. Therefore, we do not intend a state- of-the-art review. Rather, we hope to establish language pertaining to optical antennas and to provide historical and future perspectives.
We will begin in Section 2 with a short history of antennas and show how the concept of optical antennas was motivated by microscopy. In Section 3 we derive physical properties of optical antennas in analogy to radiowave or microwave antennas, and we derive several antenna parameters for the example of a spherical nanoparticle. We also discuss wavelength scaling, nonlinear properties of optical antennas, and their effect on atomic or molecular systems. Finally, in Section 4 we outline applications of optical antennas and review some recent developments in the field.
Antenna History
The word antenna has had an interesting history that is worth reviewing. It was first introduced in a translation of Aristotle's writings in 1476 [2] . Aristotle used the Greek word keraiai to refer to the "horns" of insects [3] , which Theodorus Gaza translated into the Latin-derived antenna, used to designate a sailing yard of a lateen. Antenna probably derives from the prefix an, "up," and the IndoEuropean root ten, "to stretch" [4, 5] . The verbs tan (Sanskrit), tendere (Latin), teinein (Greek), dehnen (German) and tyanut' (Russian), all meaning "to stretch," as well as modern English words such as tension, tent, pretend, tenacious, and tendon all trace their origins back to this root verb. Etymologically then, an antenna is that which stretches or extends up [6] .
Today, we are accustomed to referring to an electromagnetic transmitter or receiver as an antenna, but these were originally called aerials in English [7] . Guglielmo Marconi introduced the term antenna in the context of radio in 1895 while performing his first wireless transmission experiments in Salvan, a small town in the Swiss Alps [8] . In Italian, antennas denote various kinds of posts, including those of tents or ships. Since Marconi's father Giuseppe had encouraged him to become a naval officer, he was familiar with the nautical term, and likely introduced it in the electromagnetic sense as an analogy [9] .
Evidence suggests that the term antenna first found only casual verbal use in English, and that it took about a decade before it was popularly used in scientific work. Marconi did not refer to antennas in his patents, but he makes use of the term in his Nobel Prize speech of 1909 [10] . The term can also be found in George W. Pierce's article of 1904 [11] and in John A. Fleming's 1902 entry in the Encyclopedia Britannica XXXIII referring to Marconi's work [12] .
The first document we are aware of that uses the word antenna for an electromagnetic transmitter is a paper by André-Eugène Blondel titled "Sur la théorie des antennes dans la télégraphie sans fil," presented in 1898 at a meeting of the Association Française pour l'Avancement des Sciences. Blondel, the inventor of the oscillograph, also refers to antennas in a letter that he sent to H. Poincaré in August 1898 [13] . We also find the term antenna in the book by André Broca titled La télégraphie sans fils published in French in 1899 [14] . Broca states that an antenna is a means for concentrating electromagnetic waves and defines it as "the vertical long-wire pole of an excitation source." The other pole is considered to be grounded. He writes that "the extremity of the antenna is a point of escape for electromagnetic energy" and that an antenna is also needed on the receiving end, similar to Benjamin Franklin's lightning rod [15] . The term antenna is also used in a 1900 French patent by Manuel Rodriguez Garcia [16] and in subsequent U.S. patents filed in 1901 [17, 18] .
In 1895 Marconi described his experiments to his friend Luigi Solari, a Navy lieutenant: "… by chance I was keeping one of the metal plates at a very high distance from the ground while the other one was in the ground. Using this arrangement the signals became so strong that I was able to transmit up to one kilometer away. From that moment on the progress increased enormously. The plate at the top-the antenna-was raised more and more and the other one-the terra-was buried in the ground." [9] Various antenna geometries have been developed since and many books have been written on antenna theory. In 1983, IEEE defined the antenna as "a means for radiating or receiving radio waves" (IEEE Std 145-1983) [19] .
Optical Antennas
While radio antennas were developed as solutions to a communication problem, the invention of optical antennas was motivated by microscopy. In analogy to its radiowave and microwave counterparts, we define the optical antenna as a device designed to efficiently convert free-propagating optical radiation to localized energy, and vice versa. In the context of microscopy, an optical antenna effectively replaces a conventional focusing lens or objective, concentrating external laser radiation to dimensions smaller than the diffraction limit.
Optical antenna: a device designed to efficiently convert free-propagating optical radiation to localized energy, and vice versa.
In a letter dated April 22, 1928, Edward Hutchinson Synge described to Albert Einstein a microscopic method in which the field scattered from a tiny particle could be used as a light source [20] . The particle would convert free-propagating optical radiation into a localized field that would interact with a sample surface. Thinking of the surface as a receiver, the particle can be viewed as an optical antenna. Synge's description was likely inspired by the development of dark-field microscopy, a technique invented at the turn of the twentieth century by the Austrian chemist Richard Adolf Zsigmondy [21] .
John Wessel was unfamiliar with Synge's work when he wrote in 1985, "The particle serves as an antenna that receives an incoming electromagnetic field [22] ," making him the first to mention explicitly the analogy of local microscopic light sources to classical antennas-a concept that has since been thoroughly explored [23, 24] . The invention of scanning tunneling microscopy [25] and the discovery of surface enhanced Raman scattering (SERS) [26] [27] [28] most likely inspired Wessel's idea. The quest for an understanding of SERS gave rise to many theoretical studies aimed at predicting the electromagnetic field enhancement near laser-irradiated metal particles and clusters [29] [30] [31] [32] [33] . This era can be considered the first phase of what is now called nanoplasmonics. In 1988 Ulrich Ch. Fischer and Dieter W. Pohl carried out an experiment similar to Synge's and Wessel's proposals [34] . Instead of a solid metal particle, they used a gold-coated polystyrene particle as a local light source, a structure that was later extensively developed and is now called a gold nanoshell [35, 36] . Fischer and
Pohl imaged a thin metal film with 320 nm holes and demonstrated a spatial resolution of ϳ50 nm. Their results provide the first experimental evidence that near-field scanning optical microscopy as introduced by Synge is feasible. Ten years later, laser-irradiated metal tips were proposed as optical antenna probes for near-field microscopy and optical trapping [37, 38] , and since then various antenna geometries have been studied (rods, bowties, etc.), some of which are reviewed below.
The optical antenna concept also has strong parallels with the development of so-called whisker diodes in the 1960s. An antenna attached to a metal-to-metal point contact was used in 1968 by Ali Javan and co-workers for frequency mixing of IR radiation [39] . It was shown that the rectification efficiency of these whisker diodes could be increased by suitably "kinking," or bending the wire antenna [40] . The length L (tip to kink) had to be adjusted in relation to the wavelength and angle of incidence, and the strongest response was obtained for the fundamental resonance of L Ϸ / 2.7 [41] . These experiments were performed at IR wavelengths, at which metals are good conductors. IR antenna fabrication has expanded considerably in the past few decades, notably including work by Glen Boreman, who since the late 1990s has fabricated many types for use in IR detectors, bolometers, and nanophotonics [42] [43] [44] . Figure 2 catalogs several examples of these antennas. In search of a near-field optical probe with a higher efficiency than tapered fibers, in 1997 Robert Grober tested a microwave-scale model of a bowtie antenna at the end of a waveguide [48] and demonstrated confinement of a tenth of a wavelength ͑͒ with 30% transmission efficiency. He 
Examples of IR optical antennas fabricated by Boreman and co-workers: (a) asymmetric spiral antenna [45] , (b) microstrip dipole antenna [46] , (c) square spiral antenna [43] , (d) phased-array antenna [47] .
suggested that such antennas could be fabricated for visible frequencies, which motivated several independent experimental efforts.
Physical Properties of Optical Antennas
Optical antennas are strongly analogous to their RF and microwave counterparts, but there are crucial differences in their physical properties and scaling behavior. Most of these differences arise because metals are not perfect conductors at optical frequencies, but are instead strongly correlated plasmas described as a free electron gas. Optical antennas are also not typically driven with galvanic transmission lines-localized oscillators are instead brought close to the feed point of the antennas, and electronic oscillations are driven capacitively [49] . Moreover, optical antennas can take various unusual forms (tips, nanoparticles, etc.) and their properties may be strongly shape and material dependent owing to surface plasmon resonances.
The general problem statement of optical antenna theory is illustrated in Fig. 3 . A receiver or transmitter interacts with free optical radiation via an optical antenna. The receiver or transmitter is ideally an elemental quantum absorber or emitter, such as an atom, ion, molecule, quantum dot, or defect center in a solid. The antenna enhances the interaction between the emitter or absorber and the radiation field. It therefore provides the prospect of controlling the light-matter interaction on the level of a single quantum system. The presence of the antenna modifies the properties of the receiver/transmitter, such as its transition rates and, in the case of a strong interaction, even the energy-level structure. Likewise, the antenna properties depend on those of the receiver-transmitter, and it becomes evident that the two must be regarded as a coupled system. In this section, we will address these issues and attempt to express them in terms of established antenna terminology. 
Local Density of Electromagnetic States
Arguably, one of the most important quantities in a discussion of antennas is the impedance, defined in circuit theory in terms of source current I and voltage V as Z = V / I. This definition assumes that the source is connected to the antenna via a current-carrying transmission line. But optical antennas are typically fed by localized light emitters, not by real currents. Thus, the definition of antenna input impedance needs some adjustments. A viable alternate definition involves the local density of electromagnetic states (LDOS), which can be expressed in terms of the Green's function tensor G I and which accounts for the energy dissipation of a dipole in an arbitrary inhomogeneous environment.
Single emitters such as atoms and molecules are inherently quantum objects that, strictly speaking, demand a quantum mechanical treatment. However, a two-level system that mostly resides in the ground state (perturbation limit) can be represented by a classical dipole [50] . Therefore, we begin the discussion with the quantum mechanical description of a two-level atom and then establish the link to the classical representation.
The total decay rate of a two-level quantum emitter located at r o and weakly coupled to the antenna can be represented by Fermi's golden rule as [51] 
where ͗g͉p ͉e͘ is the transition dipole moment between the emitter's excited state ͉e͘ and ground state ͉g͘, is the transition frequency, and p denotes the partial density of electromagnetic states (LDOS). The latter can be expressed in terms of the system's dyadic Green's function G I as [51, 52] 
where n p is a unit vector pointing in direction of p. The Green's function used in Eq. (2) is indirectly defined by the electric field E at the observation point r generated by a dipole p located at r o ,
Notice that the Green's function in Eq. (2) is evaluated at r o , which is the position of the emitter itself. This reflects the fact that the decay from the excited state happens in response to the emitter's own field.
The total LDOS ͑͒ is obtained by assuming that the quantum emitter has no preferred dipole axis (atom). Averaging Eq. (2) over different dipole orientations leads to
where Tr denotes the trace. Thus, the excited state lifetime =1/⌫of the quantum emitter is determined by the Green's function G I of the system in which the emitter is embedded. The LDOS therefore accounts for the presence of the an-tenna and is a measure of its properties. In free space, i.e., in the absence of the antenna, we obtain p = 2 / ͑ 2 c 3 ͒ and ⌫ o = 3 ͉͗g͉p ͉e͉͘ 2 / ͑3 o បc 3 ͒. The observation that atomic decay rates are dependent on the local environment goes back to Purcell's analysis in 1946 [53] and has since been measured for various systems, such as molecules near interfaces [54] or atoms in cavities [55, 56] . The origin for the modification of atomic decay rates is the interaction of the atom with its own secondary field-the field that arrives back at the atom's location after being scattered in the local environment. This back-action also influences the energy states and transition frequencies [57, 58] , but the effect is generally much smaller than the modification of transition rates.
Power Dissipation and Antenna Impedance
The Green's function introduced in the previous section corresponds to the electric field of a classical dipole oscillating at frequency [59] . We likewise represent the quantum emitter by a classical dipole p, a pointlike source current located at r o . According to Poynting's theorem the power dissipated by a timeharmonic system is
where V is the source volume, j the current density, and E the electric field. The current density j can be expanded in a Taylor series around some origin r o and to lowest approximation can be written as
where p is the dipole moment and ␦ the Dirac delta function. Insertion into Eq. The electric field in this expression is the field generated by the dipole and evaluated at the dipole's origin. Expressing the field in terms of the Green's function according to Eq. (3), we obtain for the dissipated power
where we used Eq. (2) The factor 2 / ͑ 2 c 3 ͒ corresponds to the LDOS in free space and is used in the standard derivation of blackbody radiation.
Comparing Eqs. (1) and (8) we find the interesting result that
The ratio of power dissipation to the transition rate can be expressed in terms of the dipole moments. Failing to distinguish between the transition dipole and classical dipole leads to the erroneous result P = ͑⌫ /4͒ប, in which ⌫ represents a photon emission rate. However, ⌫ is not the photon emission rate, but the transition rate between the initially excited electronic state ͉e͘ and the electronic ground state ͉f͘. The advantage in using the LDOS now becomes clear: it allows for a safe link between quantum and classical formalisms.
We now return to the circuit-theory definition of the impedance. The antenna resistance follows from the dissipated power according to Re͕Z͖ =P/I 2 . Since we have a driving dipole instead of a physical current, it is more useful to define Z in terms of the current density, j ϳ ip, instead of the current, I. Equation (8) Hence, the LDOS can be associated with the antenna resistance Re͕Z͖. The units of such a resistance are ohms per area instead of the usual ohms. Notice that Z depends on both the location r o and the orientation n p of the receiving or transmitting dipole. As discussed by Greffet et al. [60] , the imaginary part of Z accounts for the energy stored in the near field.
Antenna Efficiency, Directivity, and Gain
The power P in Eq. (8) accounts for the total dissipated power, which is the sum of radiated power P rad and power dissipated into heat and other channels ͑P loss ͒. The antenna radiation efficiency rad is defined as rad = P rad P = P rad P rad + P loss . ͑12͒
While P is most conveniently determined by calculating the field E at the dipole's position according to Eq. (7), P rad requires the calculation of the energy flux through a surface enclosing both the dipole and the antenna.
It is useful to distinguish dissipation in the antenna and the transmitter, which is not accomplished by Eq. (12) . We therefore define the intrinsic quantum yield of the emitter as
where the superscripts o designate the absence of the antenna. With this definition of i we can rewrite Eq. (12) as
For an emitter with i = 1 (no intrinsic loss) the antenna can only reduce the efficiency. However, for emitters with low i we can effectively increase the overall efficiency, which holds promise for the optimization of light emitting devices.
To account for the angular distribution of the radiated power we define the normalized angular power density p͑ , ͒, or radiation pattern, as
The directivity D is a measure of an antenna's ability to concentrate radiated power into a certain direction. It corresponds to the angular power density relative to a hypothetical isotropic radiator. Formally,
When the direction ͑ , ͒ is not explicitly stated, one usually refers to the direction of maximum directivity, i.e., D max = ͑4 /P rad ͒Max͓p͑ , ͔͒.
Because the fields at a large distance from an antenna are transverse, they can be written in terms of two polarization directions, n and n . The partial directivities are then defined as
Here, p and p are the normalized angular powers measured after polarizers aligned in direction n and n , respectively. Because n · n =0, we have
The influence of an optical antenna on the radiation pattern of a single molecule was recently studied by van Hulst and co-workers [61] [62] [63] [64] , and it was shown that the antenna provides a high level of control for the direction and polarization of the emitted photons.
The gain G of an antenna follows a definition similar to that of the directivity, but instead of normalizing with the radiated power P rad the gain is defined relative to the total power P, i.e.,
D and G are usually measured in decibels. Since perfectly isotropic radiators do not exist in reality, it is often more practical to refer to an antenna of a known directional pattern. The relative gain is then defined as the ratio of the power gain in a given direction to the power gain of a reference antenna in the same direction. A dipole antenna is the standard choice as a reference because of its relatively simple radiation pattern. Bouhelier and co-workers recently characterized the relative gain of optical antennas made from metal nanoparticle dimers, using as a reference the dipolelike radiation from single nanoparticles [65] .
Radiative Enhancement
The reciprocity theorem states that for a closed system (no incoming waves) with two separable and finite-sized current distributions j 1 and j 2 , producing the fields E 1 and E 2 , respectively, the following relationship holds [66] :
According to Eq. (6), for two dipoles this equation simplifies to
We will use this equation to derive a relationship between the excitation rate ⌫ exc of dipole p 1 and its radiative rate ⌫ rad , following the steps used by Taminiau et al. [67, 68] .
Let us consider the situation depicted in Fig. 4 in which one dipole ͑p 1 ͒ represents a quantum emitter or absorber near an optical antenna and the other dipole ͑p 2 ͒ is a dummy dipole representing the location of a point detector. The separation between the two dipoles is assumed to be sufficiently large ͑kR 1͒ to ensure that they interact only via their far fields. Furthermore, the direction of p 2 is chosen to be transverse to the vector connecting the two dipoles.
In the classical picture, we assume that dipole p 1 has been induced by the field E 2 of dipole p 2 according to p 1 = ␣ J 1 E 2 , where ␣ J 1 = ␣ 1 n p 1 n p 1 is the polarizability tensor. Here, n p 1 is the unit vector in the direction of p 1 . According to Eq. (7), the power absorbed by the particle at r 1 is
We now substitute reciprocity relation (21) in the form p 1 n p 1 · E 2 =p 2 n p 2 · E 1 and obtain
The term ͉n p 2 · E 1 ͑r 2 ͉͒ 2 corresponds to the power a photodetector at r 2 would read if it were placed behind a polarizer oriented in direction n p 2 .
We now invoke the partial directivities defined in Eqs. (17) . In terms of the field E evaluated at r 2 = ͑R , , ͒ the partial directivity D reads as Illustration of reciprocity between two point emitters. The excitation rate ⌫ exc of p 1 is related to its radiative decay rate ⌫ rad and its directivity D͑ , ͒.
where ⍀ is the unit solid angle and n the unit polar vector. D ͑ , ͒, referring to radiation polarized in azimuthal direction n , is expressed similarly.
To proceed, we choose the dipole p 2 to point in direction of n . Equation (23) can then be represented as
Here, P rad = ͑1/2͒ o cR 2 ͐ 4 ͉E͑R , , ͉͒ 2 d⍀ is the total radiated power. The lefthand side, P exc, ͑ , ͒, specifies the power absorbed by dipole p 1 when it is excited by the field of dipole p 2 located at ͑R , , ͒ and oriented in the n direction. Because kR 1, the field exciting dipole p 1 and the antenna is essentially a plane wave polarized in n .
We now remove the antenna and write an equation similar to Eq. (25) . Dividing the two equations yields
where the superscript o carries the same meaning as in Eq. (15) . Invoking the proportionality Eq. (10) between power P and transition rate ⌫, we can represent the above equation as
which states that the enhancement of the excitation rate due to the presence of the antenna is proportional to the enhancement of the radiative rate, a relationship that has been used qualitatively in various studies [67, [69] [70] [71] . Note that the same analysis can be repeated with n instead of n , which corresponds to polarization rotated by 90°.
In most experiments, a quantum emitter is excited by focused laser radiation rather than a polarized plane wave from ͑ , ͒. In this case, the incident field can be written as an angular spectrum of plane waves and their mutual interferences accounted for to arrive at a correct relationship between ⌫ exc and ⌫ rad .
Antenna Aperture and Absorption Cross Section
The antenna aperture or effective area, A, describes the efficiency with which incident radiation is captured. It corresponds to the area of incident radiation that interacts with the antenna and is defined as
where P exc denotes the power that excites the receiver and I is the intensity of radiation incident from ͑ , ͒ and polarized in direction n pol . If the direction or polarization is not specified, one usually refers to that which yields the maximum aperture. Formally, A is equivalent to the absorption (or excitation) cross section A .
In the absence of the antenna, the absorption cross section of a two-level system has a theoretical limit of o =3 2 / ͑2͒ [72] . Typical values for dye molecules or quantum dots are of the order of o ϳ 1 nm 2 . Thus, a planar array of molecules with nearest neighbor distances of ϳ1 nm would interact with all of the incident radiation.
The antenna increases the optical energy density that falls on a target and thereby increases its efficiency. For example, the overall efficiency of a photodetector can be improved when coupled to an optical antenna [73] . For a detector small compared with the wavelength the received power is calculated according to Eqs. (7) and (22) as
Here, n p is the unit vector in the direction of the absorption dipole p, and E is the field at the location of the detector. If we denote the field at the target in the absence of the antenna as E o , we can represent the absorption cross section (antenna aperture) as
Here, o is the absorption cross section in the absence of the antenna and E is the field at the target in presence of the antenna. Note that both and o depend on the direction of incidence ͑ , ͒ and the polarization direction n pol . According to Eq. (30) the enhancement of the absorption cross section, and aperture, corresponds to the local intensity enhancement factor.
Several studies have demonstrated that intensity enhancements of 10 4 . . . 10 6 are feasible [37, 74, 75] . Using these values as working numbers we find that by use of optical antennas the areal density of discrete absorbers can be reduced by 4-6 orders of magnitude without sacrificing any loss of absorption. For example, a planar solar cell consisting of an array of antenna-coupled molecules or quantum dots spaced by 100 nm to 1 µm would interact with all of the incident radiation.
Example: Nanoparticle Antenna
Let us consider a spherical nanoparticle as a simple example of an optical antenna [23, 24, 71, 76, 77] . The nanoparticle geometry allows straightforward analytical solutions [71] . The experimental situation along with the theoretical model is shown in Fig. 5 . For simplicity, we assume that the dipole p of the molecule is pointing toward the nanoparticle in direction n z and that the incident field E o is parallel to p. Furthermore, we assume that the intrinsic quantum yield of the molecule is unity, i.e., that the molecule radiates all the power that is supplied to it. The polarizability of the nanoparticle is approximated by its isotropic, quasi-static limit by ␣ =4 o a 3 ͓͑͑͒ −1͒ / ͑͑͒ +2͔͒, with a being the particle radius and the particle's relative dielectric permittivity. The resonance condition arising from the denominator of this expression ͑Re ͕͖ =−2͒ is the wellknown localized surface plasmon resonance for a sphere [51] . Similar resonance conditions are calculated for nanoparticle antennas with other shapes (e.g., ellipsoids).
To first order, the field at the molecule's origin due to the incident field E o is
J is the unit tensor, and z is the separation between the molecule and the particle's surface. Notice that in the dipole limit ͑a ͒ ␣ p depends only on the shape of the nanoparticle antenna and not on its size. We retain only the near-field term of the free-space Green's function G I and assume that retardation can be neglected. Similarly, the dipole induced in the nanoparticle due to the radiating molecule is
Using Eqs. (31) and (32) we can derive various antenna parameters for the nanoparticle antenna.
1. Received Power. According to Eqs. (7), (22) , and (31) the normalized total power absorbed by the molecule is
where we have used the proportionality between P and ⌫ according to Eq. (10). P o and ⌫ o are calculated in the absence of the nanoparticle antenna.
2. Radiated Power. For a particle much smaller than the wavelength of radiation we can neglect the power radiated by higher-order multipoles. Therefore, the total power radiated by the molecule in presence of the antenna is proportional to the absolute square of the total dipole p + p p . Using Eq. (32) we find
which is identical to the normalized excitation rate in Eq. (33). 
Directivity.
In the absence of the antenna the directivity of the molecule is defined by the dipole radiation pattern
The nanoparticle antenna does not change the directivity because the induced dipole moment p p points in the same direction as the molecular dipole, and because the two dipoles are closely spaced. Therefore,
Because the directivities D and D o are identical, Eq. (27) implies that the normalized excitation rate is the same as the normalized radiative rate, which also follows from Eqs. (33) and (34) . The situation would be more complicated if we considered a dipole p oriented at an angle to the z axis or an incident wave coming in from a different direction.
Efficiency.
To calculate the radiation efficiency rad we need to determine the power absorbed in the nanoparticle antenna. For small distances between molecule and particle the curvature of the particle's surface can be neglected and the environment as seen by the molecule is a plane interface [78, 32, 79] . From electrostatic image theory [51] the normalized absorbed power of a vertical dipole near a half-space with dielectric constant ͑͒ is [71] P loss
.
͑36͒
The resonance of the above expression is worth noting: losses incurred by the radiating dipole correspond to the excitation of surface plasmons along the planar surface given by the familiar condition Re͕͖ = −1. Unlike the dipolar localized surface plasmon resonance, this resonance is nonradiative, and the absorbed energy is ultimately lost as heat. Higher-order correction terms to Eq. (36) can be derived as outlined in the literature [32, 80] . Combining Eqs. (34) and (36) , the radiation efficiency rad can be calculated for different intrinsic quantum yields i . Figure 6 shows rad for a molecule with different i as a function of separation z from a 80 nm gold particle. Evidently, the lower i , the more the antenna increases the overall efficiency, an effect that was observed in 1983 by Wokaun et al. [81] . However, the distance between molecule and antenna is very critical. For too large distances there is no interaction between molecule and antenna, and for too small distances all the energy is dissipated into heat. Much higher enhancements of the efficiency can be achieved with optimized antenna designs.
LDOS.
According to Eq. (9) the local density of states is related to the total power P dissipated by a point emitter. Because P = P loss +P rad we find
͑37͒
The first term within the brackets denotes the interference between its directly radiated field and the dipole's field scattered by the particle, while the second term corresponds to the power dissipated into heat. The impedance Z follows directly from the LDOS according to Eq. (11). 
Here, ͑k / o ͒Im͕␣͖ corresponds to the molecule's cross section o in the absence of the antenna.
The nanoparticle serves as a model antenna, and its predictions have been tested in recent experiments [23, 24, 71, 76, 77] . Because the antenna parameters depend on the properties of the environment they can be used as local probes in spectroscopy and microscopy [76] .
Wavelength Scaling
Metals at radio frequencies have very large conductivities and are thus almost perfect reflectors. The depth that fields penetrate into them, called the skin depth, is negligible compared with any relevant length scale of the antenna. However, at optical frequencies electrons in metals have considerable inertia and cannot respond instantaneously. The skin depth is consequently of the order of tens of nanometers, comparable with the dimensions of the antenna. Traditional design rules that prescribe antenna parameters only in terms of an external wavelength are thus no longer valid. Rigorously treating the metal as a strongly coupled plasma is required, which leads to a reduced effective wavelength seen by the antenna [82] . This effective wavelength eff is related to the external (incident) wavelength by the surprisingly simple relation 
where p is the plasma wavelength of the metal and n 1 and n 2 are constants that depend on the geometry and dielectric parameters of the antenna. eff is roughly a factor of 2-6 shorter than the free space for typical metals (gold, silver, aluminum) and realistic antenna thicknesses [82, 83] .
The notion of an effective wavelength can be used to extend familiar design ideas and rules into the optical frequency regime. For example, the optical analog of the / 2 dipole antenna becomes a thin metal rod of length eff / 2. Since eff for a gold rod of radius 5 nm is roughly / 5.3 [see Fig. 7(c) ], this means that the length of a / 2 dipole antenna is surprisingly small, about / 10.6. One can similarly construct antenna arrays like the well-established Yagi-Uda antenna developed in the 1920s for the UHF-VHF region [67, 82] . Fig. 7(a) . The current density can be accurately approximated by j ϰ cos͓z / ͑L +2R͔͒. The current is nearly 180°out of phase with respect to the exciting field.
The wavelength shortening from to eff has interesting implications. For example, it implies that the radiation resistance of an optical half-wave antenna is of the order of just a few ohms [82, 84, 85] . To see this, we note that the radiation resistance of a thin-wire antenna is roughly R rad =30 2 ͑L / ͒ 2 , with L being the antenna length. For a half-wave antenna at RFs L = / 2 and R rad ϳ 73 ⍀. 
Interestingly, while the radiation resistance R rad at optical frequencies is a factor ͑ eff / ͒ 2 smaller than at RFs, the loss resistance R loss is only a factor ͑ eff / ͒ smaller. This follows from P loss = VI = R loss I 2 , with V = E / L and I ϰ o Im͕͖E. Using L = eff / 2 we obtain R loss ϰ eff /Im͕͖. At RFs eff = , and therefore the loss resistance is a factor ͑ eff / ͒ smaller at optical frequencies than at RFs. For metals with no loss ͑Im͕͖ → 0͒ the resistance tends to infinity, implying that no current can flow for a given field E.
Influencing the Light-Matter Interaction
In the discussion so far we have assumed that the antenna does not influence the intrinsic properties of the emitter or transmitter. Modifications of the transition rates occurred because of a change in the LDOS and not because of a change in molecular polarizability ␣. However, the highly localized fields near the antenna open up new interaction mechanisms between light and matter, such as higherorder multipole transitions or momentum-forbidden transitions. These interactions are inaccessible in free space and have the potential to enrich optical spectroscopy and provide new strategies for optical sensing and detection.
In free space, the momentum of a photon with energy E = ប is p ph = ប / c. On the other hand, the momentum of an unbound electron with the same energy is p e = ͓2m * ប͔ 1/2 , which is a factor of ͓2m * c 2 / ͑ប͔͒ 1/2 Ϸ 10 2 . . . 10 3 larger than the photon momentum. Therefore, the photon momentum can be neglected in electronic transitions; i.e., optically excited transitions are vertical in an electronic band diagram. However, near optical antennas the photon momentum is no longer defined by its free space value. Instead, the localized optical fields are associated with a broad momentum distribution whose bandwidth p ph = ប / ⌬ is given by the spatial confinement ⌬, which can be as small as 1 -10 nm. Thus, in the optical near field the photon momentum can be increased by a factor of / ⌬ ϳ 100, which brings it into the range of the electron momentum, especially in materials with small effective mass m * . Hence, localized optical fields can give rise to diagonal transitions in an electronic band diagram, thereby increasing the overall absorption strength represented by Im͕␣͖, which is useful for devices such as silicon solar cells (see Subsection 4.2). The increase of photon momentum in optical near fields has been discussed in the context of photoelectron emission [86] and photoluminescence (PL) [87] .
The strong field confinement near optical antennas also has implications for selection rules in atomic or molecular systems. The light-matter interaction involves matrix elements of the form ͗f͉p · Â ͉i͘, with p and Â being the momentum and the field operators, respectively. As long as the quantum wave functions of states ͉i͘ and ͉f͘ are much smaller than the spatial extent over which Â varies, it is legitimate to pull Â out of the matrix element. The remaining expression ͗f͉p ͉i͘ is what defines the dipole approximation and leads to standard dipole selection rules. However, the localized fields near optical antennas give rise to spatial variations of Â of a few nanometers, and hence it may no longer be legitimate to invoke the dipole approximation. This is especially the case in semiconductor nanostructures where the low effective mass gives rise to quantum orbitals with large spatial extent. In situations where the field confinement becomes comparable with quantum confinement it is possible to expand the light-matter interaction in a multipole series. Theoretical studies have shown that higher-order multipoles have different selection rules [88, 89] . Additional transition channels are opened up in near-field interactions, which can be exploited for boosting the sensitivity of photodetection. Once the field confinement becomes stronger than the quantum confinement the multipole series no longer converges, and transition rates are solely defined by the local overlap of ground state and excited state wave functions. In this limit, an optical antenna can be used to spatially map out the quantum wave functions, providing direct optical images of atomic orbitals. However, this would require antennas with field confinements of better than 1 nm.
Nonlinear Antenna Behavior
Today, most optical antenna designs are based on the optical properties of metals. In the linear regime the behavior is well described by a free electron gas. Additional interband transitions give rise to the characteristic color of a metal. Nonlocal effects come into play when the size of the structures becomes comparable with the electron mean free path [90] [91] [92] [93] , such as close to corners, tips, and gaps. Interestingly, metals also have a very strong nonlinear response. For example, the third-order nonlinear susceptibility of gold ͑ ͑3͒ ϳ 1 nm 2 /V 2 ͒ is more than 3 orders of magnitude larger than the susceptibility of the most nonlinear optical crystals, such as lithium niobate ͑LiNbO 3 ͒ [94] [95] [96] . Laser systems employ nonlinear crystals instead of noble metals for frequency conversion because they are transparent, enabling them to be placed in a beam line, and because they allow phase matching-the coherent addition of the nonlinear response on propagation through a periodic crystal. For phase matching to occur the crystal needs to be many wavelengths in size. In plasmonics, one is usually more concerned with local nonlinear signals, and without the constraints associated with lasers, exploiting the nonlinearities of noble metal antenna structures may be favorable. Nonlinear plasmonics is a largely unexplored territory and only a few nonlinear interactions in noble metal nanostructures have been studied so far, including second-harmonic generation [97, 98] , third-harmonic generation [99] , twophoton excited luminescence (TPL) [87, [100] [101] [102] , and four-wave mixing [103, 104] . Figure 8 shows the spectrum of photons emitted from a pair of gold nanoparticles in touching contact irradiated with laser pulses of wavelength 1 = 810 nm and 2 = 1210 nm. The discrete peaks correspond to coherent nonlinear processes, whereas the broad continuum is associated with TPL. The intensity drop toward the red ͑ em Ͼ 570 nm͒ is due to the optical filters used to suppress the excitation lasers.
The high optical nonlinearities of metals bring many opportunities for nanoscale photonic devices. For example, the intensity of optical four-wave mixing in a gold nanoparticle junction spans 4 orders of magnitude with a gap variation of only 2 nm [103] (see Fig. 9 ). Optical four-wave mixing uses two incident laser beams with frequencies 1 and 2 to produce radiation at frequency 4WM =2 1 − 2 . Figure 9 (b) demonstrates that a pair of gold nanoparticles can be used as a spatially and temporally controllable photon source. The ability to generate local frequency conversion with high efficiency makes it possible to exploit frequency-selective interactions across the entire visible and IR spectrum while requiring only a single frequency excitation. Frequency-converted fields can be used to interact with nanoscale systems like single quantum dots, molecules, or ions. The challenge for optical antenna design is that the structures need to be resonant simultaneously at multiple wavelengths-the wavelengths of incoming radiation and the wavelengths of outgoing radiation. Nonlinear optical antennas hold promise for frequency conversion on a single-photon level and for single-photon transistors [106] : devices that employ the energy of a single photon to switch between states.
Characterization of Optical Antennas
The nanoscale dimensions of optical antennas bring with them associated characterization challenges. Resonant light scattering is a popular technique both theoretically and experimentally for studying size-and shape-related optical Spectrum of photons emitted from a pair of gold nanoparticles irradiated with laser pulses of wavelength 1 = 810 nm and 2 = 1210 nm. Each peak is associated with a different nonlinear process. From [105] .
resonances in antenna structures [107] [108] [109] [110] [111] . Linear antenna structures, such as nanorods or nanostrips, are strongly analogous to Fabry-Perot resonators [112] [113] [114] and can support higher-order resonances in addition to the fundamental dipole mode [115, 116] . A direct visualization of field distributions around antennas using near-field scanning microscopy has been demonstrated in the mid-IR for micrometer-sized structures [117, 118] , but the absence of ultrasmall probes capable of resolving details of the order of a nanometer currently impedes the extension of this technique to antennas for the visible. The only technique that currently approaches such level of detail is electron energy loss spectroscopy, which utilizes a tightly focused electron beam to probe the LDOS directly. This nonoptical technique has been used to map energy-resolved plasmon eigenmodes on single nanoparticles [119, 120] .
An alternative characterization modality uses the nonlinear responses of antennas mentioned in Subsection 3.9. TPL is a second-order process especially suited for mapping out intensity hot spots in antennas generating a high degree of field localization, such as the bowtie [121, 122] , half-wave [102] , or gap antennas [123, 102] . Figure 10 shows field intensities in antenna test structures revealed by far-field TPL measurements using femtosecond laser excitation. As expected, the strongest enhancements arise in the gap region when the incoming light is polarized along the length of the antenna. To increase the spatial resolution in TPL imaging, Bouhelier et al. employed a sharp tip to locally scatter the TPL signal generated by the antenna under study [100] . The tip is raster scanned over the laser-irradiated antenna in close proximity, and the TPL intensity is measured as a function of the tip's scan coordinates. In order not to perturb the antenna's behavior, care must be taken to avoid any strong interaction between the local scatterer and the antenna under study.
As an aside, one must note the difference in the role of the feed gap between the radio and optical regimes. The feed gap in a radio antenna is typically impedance matched to a generator (source) and is not a point of high localized energy density. This matching ensures that the two antenna segments do not feel a gap or discontinuity between them. The gap in an optical gap antenna, in contrast, is a region of high local field intensity and dictates the antenna's overall optical response. It is a high impedance point due to the large LDOS (see Subsection 3.2), and the efforts over the years to engineer the gap for strongest field enhancement are a direct consequence. The mismatched gap can even be turned into an advantage as it provides a means to tune antenna properties, e.g., by loading the gap with various nanoloads [85, 124, 125] . Such a tuning may enable one to go beyond simple field enhancement and might lead to truly impedance-matched energy transfer between a localized source and the antenna.
Applications of Optical Antennas
Research in the field of optical antennas is currently driven by the need for high field enhancement, strong field localization, and large absorption cross sections. This includes antennas for high-resolution microscopy and spectroscopy, photovoltaics, light emission, and coherent control. In one way or another, optical antennas are used to make processes more efficient or to increase the specificity of gathered information. In this section, we review recent advances, highlight application areas, and discuss future developments in the field of optical antennas.
Antennas for Nanoscale Imaging and Spectroscopy
The hallmark of optical antennas, their ability to influence light on the nanometer scale, leads naturally to nanoimaging applications. In the context of nanoscale imaging, an optical antenna represents a near-field optical probe used to interact locally with an unknown sample surface. To acquire a near-field optical image, the optical antenna is guided over the sample surface in close proximity and an optical response (scattering, fluorescence, antenna detuning) is detected for each image pixel. In general, a near-field image recorded in this way renders the spatial distribution of the antenna-sample interaction strength, and not the properties of the sample. It is possible, however, to write the interaction between antenna and sample as a series of interaction orders [126] , and in many cases it is legitimate to retain only a single dominant term. For example, in scatteringbased near-field microscopy, the antenna acts as a local perturbation that scatters away the field near the sample surface. Therefore, the antenna-sample interaction can be largely neglected. At the other extreme, in tip-enhanced near-field optical microscopy, the sample interacts predominantly with the locally enhanced antenna field, and the external irradiation can be largely ignored. In this regime the optical antenna acts as a nanoscale flashlight [127] that can be used to perform local spectroscopy.
There is a considerable body of literature on microscopy and spectroscopy aided by antennas, which has been covered in several recent reviews [59, 51, 82, [128] [129] [130] [131] . Our goal below is not to provide a comprehensive review of the field, but rather to convey the basic concepts with some examples.
4.1a. Scattering-Based Microscopy
The optical field near an irradiated sample consists of both propagating and evanescent field components. The inability of the imaging apparatus to collect the evanescent fields results in the resolution limit. The basic idea behind scattering based near-field microscopy is to locally convert the evanescent fields into propagating radiation by use of a scattering probe. The first experiments performed in the early 1990s used sharp metal tips [132, 133] , although semiconducting atomic force microscopy tips have since become the prevalent choice. Samples that couple strongly with the illuminating laser radiation (e.g., due to plasmon or phonon resonances) are best suited for scattering microscopy studies. As a consequence, most studies to date have investigated metallic nanostructures excited in the visible or near-IR [134, 135] and semiconductors in the mid-IR [136] . Driven by the need for efficient signal extraction from a large background, Knoll and Keilmann proposed modulating the tip vertically (at frequency ⍀) and demodulating the signal at higher harmonics ͑n⍀͒ [137] . This technique was later combined with a heterodyne scheme to extract optical amplitude and phase information of the scattered light [138, 139] .
In most scattering-based approaches it is assumed that the incident light interacts more strongly with the sample surface than with the local probe. Therefore, the resulting images reflect primarily the properties of the sample. However, the sample properties always act back on the local probe and influence its properties. This back-action has been recently studied in an elegant experiment by Sandoghdar and co-workers using a local probe in the form of a single gold nanoparticle [76] . The properties of this nanoparticle antenna, such as its resonance frequency and scattering strength, were found to be dependent on the local environment defined by the sample properties. Therefore, the antenna detuning becomes a local probe for the properties of the sample. An example of these studies is shown in Fig. 11 , which renders a spatial map of the width of the antenna resonance recorded while scanning the nanoparticle antenna over a test structure. The nanoparticle antenna has also been recently used by Eng and co-workers to demonstrate scattering microscopy in the mid-IR using an 80 nm gold nanoparticle [140] .
4.1b. Spectroscopy Based on Local Field Enhancement
An effective antenna interacts strongly with incoming radiation and leads to a high degree of field localization. The localized fields have been used in several recent experiments as excitation sources for local spectroscopy, such as fluorescence, IR absorption, and Raman scattering.
Laser-excited fluorescence is a widely used analytical tool because fluorescence can be significantly redshifted from excitation (Stokes shift), rendering the signal essentially background free. Even though fluorescence does not typically reveal molecular information, and neither are fluorescent dyes particularly longlived (photobleaching), it offers single-molecule sensitivity even without any antennas [141] because of the large absorption cross sections of fluorescent dyes ͑ϳ10 −15 cm 2 ͒. The fluorescence rate ⌫ fl from a single emitter is determined by the excitation rate ⌫ exc and the intrinsic quantum yield i of the emitter. i is defined analogously to Eq. (13) as ⌫ rad o / ͑⌫ rad o + ⌫ nr o ͒, where ⌫ rad o and ⌫ nr o are the intrinsic radiative and nonradiative relaxation rates, respectively. In the absence of the antenna and far from saturation (weak excitation) the fluorescence rate is given by
The antenna typically leads to an increase in ⌫ exc due to local field enhancement and the associated increase of the LDOS. By reciprocity [cf. Eq. (27)], an increase in ⌫ exc is accompanied by an increase of ⌫ rad [24, 53, 142, 143] . However, the presence of the antenna also increases ⌫ nr because of nonradiative energy transfer from the excited molecule to the antenna [144] [145] [146] . Good emitters have i Ϸ 1, which cannot be further increased by an optical antenna. Therefore, an antenna-induced increase in fluorescence is basically a result of an increase in ⌫ exc . On the other hand, for poor emitters with i 1 (i.e., ⌫ nr o ⌫ rad o ), the antenna can end up enhancing both the excitation rate and the efficiency (see Fig.  6 ), leading to much higher net fluorescence enhancements than those for good emitters [81, 147] .
Hartschuh et al. studied PL from single-walled carbon nanotubes and reported PL enhancements of around 100, using sharp gold tips [148] [149] [150] (Fig. 12) . Such high enhancements are consistent with the low intrinsic PL quantum yield of ϳ10 −3 experimentally observed for single-walled carbon nanotubes, which is a result of large intrinsic ⌫ nr [151] . Tam et al. used single silica-gold core-shell particles (nanoshells) for plasmonic fluorescence enhancement of adsorbed molecules with low i in the near-IR [152] . Silicon quantum dots, which also have a low intrinsic quantum yield, have been studied by the groups of Atwater and Polman, and the luminescence was shown to increase close to patterned silver islands [153, 154] .
The key to having efficient antennas for fluorescence enhancement is to minimize nonradiative losses in the metal (quenching). Extended structures, such as sharp metal tips, allow relaxation of an excited emitter into propagating surface plasmons along the tip and therefore lead to high losses [155] . Confined nanostructures such as noble metal nanoparticles strike a balance between strong field enhancement and low absorption and are thus ideal for fluorescence applications. Enhancements of up to 20 have been reported by using gold and silver nanoparticles on single fluorophores [24, 23, 77] . Spectral dependence of ⌫ exc and ⌫ nr has been investigated to clarify the role of surface plasmon resonance in nanoparticle antennas [71, 156, 157] . Biological moieties with sizes comparable with the size of the antenna are of particular interest in fluorescence imaging [158] , and single proteins have recently been visualized in physiological conditions by using a single gold nanoparticle [159, 160] .
A top-down alternative to using colloidal nanoparticles is to fabricate a grounded monopole antenna by focused ion-beam milling on top of a small nanometric aperture [61] (see Fig. 13 ) This approach has the advantage of reducing the background confocal excitation that plagues other techniques. A closely re- lated technique pioneered by Guckenberger and collaborators makes use of a sharp metal tip grown on an aperture to give a so-called tip-on-aperture probe [161] . Using a tip-on-aperture probe, these researchers demonstrated a spatial resolution of 10 nm while imaging dye-labeled DNA strands [162] .
In contrast to fluorescence, the vibrational spectra provided by Raman scattering define a unique chemical fingerprint for the material under study. However, Raman scattering cross sections are 10-15 orders of magnitude smaller than typical fluorescence cross sections of dye molecules. Therefore, the effect is generally too weak to detect, and to achieve single molecule sensitivity it is necessary to invoke enhancement mechanisms such as resonance enhancement or field enhancement. Raman scattering involves the absorption and emission of photons almost identical in energy, and a nearby antenna can amplify both the incoming field and the outgoing field. The total Raman scattering enhancement is therefore proportional to the fourth power of the field enhancement [163] . Recent studies of SERS revealed that junctions in colloidal nanoparticle clusters can have extremely high field enhancements ͑ տ 10 3 ͒, leading to Raman enhancements as high as 10 14 , sufficient even to detect a single molecule [164] [165] [166] . In addition to field enhancement, a chemical contribution to SERS is well known [167] , and well-characterized antennas can be useful in separating chemical and electromagnetic contributions in the Raman enhancement mechanism [168] .
Although nanoparticle aggregates offer the highest field enhancements, getting the molecules controllably and reproducibly into the hot spot regions is a major challenge. A more flexible and controlled, albeit less efficient, approach is to use optical antennas such as metal tips for point-by-point Raman spectroscopy, similar to the original idea of Wessel [22] . This technique is commonly referred to as tip-enhanced Raman scattering (TERS) [129, 169, 170] . Raman enhancements achieved with tips are typically in the range of 10 4 −10 8 , corresponding to field enhancements of 10-100. Hartschuh, Anderson and co-workers have used TERS to extensively study structural and electronic properties of carbon nanotubes [171, 172] . As an example, Fig. 14 shows an intramolecular junction in a carbon nanotube revealed by TERS. Deckert and co-workers applied TERS to the study of biologically relevant samples such as DNA components and bacteria [173, 174] . Very recently, Steidtner and Pettinger have shown evidence for single-molecule detection using a combination of TERS and scanning tunneling microscopy [175] , furthering previous work done in the groups of Raschke [176] and Zenobi [177] .
Antennas for Photovoltaics
An RF or microwave receiver antenna typically generates an alternating current in a transmission line. It is straightforward to rectify this current and produce a direct current output. In fact, the basic self-powered crystal radio receiver is based on this idea. The name rectennas, short for "rectifying antennas," was coined in the 1960s when a project sponsored by the Department of Defense led to the development of a helicopter whose rotor was powered by onboard rectification of outside microwave radiation [178] . The first suggestion to use rectennas for harvesting solar energy came from Bailey in 1972 [179] , and Marks subsequently filed several patents describing possible implementations of optical antenna arrays coupled to metal-insulator-metal rectifying diodes [180] [181] [182] . While conversion efficiencies greater than 50% have been achieved at 10 GHz, even a proof-of-principle demonstration of single-digit efficiencies in the IR or visible regime remains a formidable task [183] . This is primarily because of challenges associated with reliable nanofabrication of antenna arrays coupled to ultrafast diodes capable of optical frequency rectification, and not due to any fundamental physical limitations. It is conceivable that inexpensive and efficient solar rectennas will become a reality in the future by using bottom-up approaches combined with greater control over materials processing, or by employing novel materials such as carbon nanotubes [84, 184] .
The traditional approach to photovoltaics is to use light for generating charge carriers in a semiconductor. The spatial separation of the charge carriers defines a current in an external circuit. For maximum efficiency it is important to absorb most of the incoming radiation, necessitating a minimum material thickness, which forms the primary cost determinant. There are at least three distinct ways in which nanoparticle antennas can interact with a photoactive substrate when placed in close proximity to it, as illustrated in Fig. 15 . Plasmonic nanoparticles have large optical cross sections and can efficiently collect and scatter photons into the far field, some of which may become coupled into in-plane waveguide modes in the photoactive material [186, 187] . This leads first to an increased effective optical path length and greater photon absorption probability. Second, the spatially localized high-momentum near-field photons created in the immediate vicinity of an optical antenna can directly excite electron-hole pairs in an indirect gap semiconductor (like silicon) even without phonon assistance [188] , thereby increasing light absorption per unit thickness. Last, there is the possibility of direct charge-carrier injection from the nanoparticle into the semiconductor.
Making use of the first two effects, Stuart and Hall were the first to show increased absorption using metal nanoparticles in a 165 nm thick silicon-on-insulator material [186] . More recently, Pillai et al. demonstrated 16-fold absorption enhancement at = 1050 nm by depositing Ͼ100 nm silver particles on thin film silicon-on-insulator cells [189] , while Atwater and co-workers also saw an improvement in the performance of GaAs thin film solar cells by decorating them with silver nanoparticles [190] . Lim et al. explored the effect of spherical gold nanoparticles on optically thick silicon and found a positive effect most likely due to increased waveguiding [191] . Hägglund et al. investigated thick silicon further by using gold nanodisks and highlighted the problem of increased losses at the plasmon resonance wavelength, which can more than compensate for an increase of absorption in silicon [192] . Improvements in the performance of organic solar cells [193, 194] and InP / InGasAsP quantum-well solar cells [195] have also been reported recently. In all of these examples, the inclusion of nanoparticles in the solar cell structure leads to a reduction in the absorptionmandated thickness requirement for the photoconductive material. A reduced thickness is favorable, especially for organic semiconductors, since it allows a higher fraction of photogenerated carriers to reach the outer world (electrodes) without being lost to undesirable recombination events. A good review of recent developments is given by Catchpole and Polman [196] .
Another attractive class of photovoltaic cells is the dye-sensitized solar cell or Grätzel cell [197] . These cells employ extremely fast charge injection from a dye into the conduction band of a large bandgap semiconductor, typically TiO 2 , instead of the usual approach of generating electron-hole pairs in the semiconductor directly. Early attempts at incorporating metal nanostructures in Grätzel cells gave mixed results [198, 199] . Hägglund et al. [200] systematically explored this issue by sensitizing a model dye-sensitized solar cell system of flat TiO 2 film with nanofabricated gold ellipsoids, as shown in Fig. 16 . They found evidence for plasmonically enhanced charge generation rate from the dye, which was attributed to a combination of near-field and far-field effects [200] . Adopting a different approach and improving on initial experiments by Kozuka et al. [201] , Tian and Tatsuma have replaced the dye completely by gold nanoparticles and made use of direct photocarrier injection from the nanoparticles into TiO 2 to get photon-to-current conversion efficiencies as high as 20% [202] . A scenario combining the two effects of direct charge injection and absorption enhancement of the dye in a nanoparticle-enriched Grätzel cell should be easily realizable. 
Antennas for Light Emission
Because of reciprocity, optical antennas increase not only the efficiency of light absorption but also the efficiency of light emission. They stand to improve inherently low-efficiency lighting schemes like organic LEDs (OLEDs), siliconbased lighting, and solid-state lighting in the yellow and green spectral region.
Typically, an OLED comprises an active organic semiconductor sandwiched between two electrodes. The charges injected from the electrodes recombine as electron-hole pairs (excitons) and then transfer their energy to light-emitting dopants. Despite the simplicity of the system, OLED technology faces several challenges, and optical antenna structures might provide solutions for some of them. Nominally one quarter of excitons are formed in a singlet (spin-zero) state, and three quarters are in a triplet (spin-one) state. However, in most cases the light-emitting dopants can only convert the energy of singlet states into photons, and the energy associated with triplet states is dissipated as heat. The triplet states not only reduce the efficiency but are also believed to reduce the longevity of a device. Optical antennas have the potential to quench the triplet state lifetimes, thereby increasing the long-term stability of OLEDs. Another limitation in OLEDs is that some of the energy released in the recombination process becomes trapped in the conducting electrodes as surface plasmons and is eventually dissipated into heat. By patterning the electrodes with arrays of holes, this energy can be released from surface plasmon modes and emitted into free space [203] [204] [205] . Liu et al. show a factor-seven improvement in the electroluminescence quantum efficiency of an OLED device [204] . They attribute this phenomenon to the enhanced transmission of the electroluminescence through the perforated electrode. Perforations in such a metal act as antennas, allowing plasmon modes to couple to propagating radiation.
A similar effect can be achieved by using metallic particles instead of holes and has found success in the field of silicon lighting. Philip Ball's 2001 review of the state of silicon light emission lists quantum dots and texture engineering as ways to increase the emission efficiency, but makes no mention of the use of antennas or metallic nanoparticles [206] . Two years earlier, W. L. Barnes had suggested using periodically textured metal films for light extraction from a semiconductor, using an angular emission argument [207] . The first experimental demonstration of such a solution was reported in 2005 by Pillai et al. [208] , who showed a threefold enhancement over the full electroluminescence spectrum of a silicon emitter with silver nanoparticle islands on its surface. Figure 17 , which shows a device partially covered with the islands, vividly illustrates the enhancement effect. After one year, they published an improvement to sevenfold enhancement [189] . Their analysis focuses on surface plasmon polaritons in the particles as a coupling mechanism between the incident and local fields. The particles function as a random array of transmitting optical antennas.
Optical antennas can also be used to enhance the efficiency of solid-state devices at wavelengths where we lack emission-efficient materials. Today's highefficiency solid-state lighting devices use the remarkable properties of LEDs composed of InGaN and AlGaInP [209] . The former has a high emission yield in the blue-green spectral region [210] , and the latter possesses a high emission efficiency in the red. For white light illumination one also requires emission in the green-yellow spectral region, but, unfortunately, InGaN turns out to have a low quantum efficiency in this region [211] . Near the peak sensitivity of the human eye (wavelength ϳ550 nm) the external efficiency is only about 5%. Besides the low quantum efficiency in the green-yellow region, InGaN also possesses an efficiency roll-off at high electron-hole injection densities, limiting the performance of high-power LEDs. One avenue for increasing the emission yield in the green-yellow spectral region is the introduction of phosphors such as Y 3 Al 5 O 12 :Ce 3+ (YAG) that are pumped by the blue emission of InGaN [212] . However, the introduction of phosphors brings other challenges such as saturation and photochemical stability.
Optical antennas in the form of nanoparticles with suitably engineered plasmonic modes are able to improve the efficiency of low quantum yield emitters and might prove beneficial in solid-state lighting applications. The improvements for a simple spherical nanoparticle antenna have been discussed in Subsection 3.6 (see Fig. 6 ), and much better efficiency enhancements can be expected for improved antenna geometries. Besides the potential for increasing quantum efficiencies, optical antennas might also enable higher extraction efficiencies by providing a means to extract photons from the source region.
All of these applications involve devices with inherently low efficiency. As shown in Subsection 3.6, antennas can only hurt devices with inherently high ef- ficiency. The limitations of metallic nanoparticles in light-emitting devices are pointed out by Sun et al. [213] . They consider an InGaN / GaN active quantum well in a dielectric medium and model the luminescence with and without a silver nanosphere. Their goal is to optimize the emitter-nanosphere separation and the size of the nanosphere. Finding a result similar to Eq. (14), Sun et al. thus conclude that nanoparticle antennas may be useful for detection and instrumentation, but that they hold little promise for efficient, large-area emitters.
Optical antennas may make low-cost but inefficient devices like OLEDs and silicon LEDs feasible, and they offer a way to patch up missing colors in efficient solid-state lighting. Developments in these directions are underway in various laboratories, and it will be interesting to see in which applications the optical antenna concept ultimately finds use.
Antennas for Coherent Control
So far we have discussed the ability of optical antennas to couple propagating far fields to localized near fields and vice versa, but we have ignored their interesting temporal dynamics. The broad spectral response associated with plasmons in metals corresponds to dynamics in the range of hundreds of attoseconds [214] , which makes optical antennas useful tools for ultrafast applications like nanoscale computing, time-resolved spectroscopy, or selective chemical bonding. In short, the rapid response of the free-electron gas in a metal provides a means for controlling the dynamics of a system on the quantum level. Quantum control has been an active area of research recently, and many strategies have been suggested [215] [216] [217] [218] [219] . Ultrafast plasmonics is particularly promising, but it requires the ability to control local field distributions temporally and spatially. The antenna properties of metal nanostructures provide a convenient way to control plasmon dynamics. A pulse of light incident on a nanostructure imprints temporally dependent amplitude, phase, and polarization information on the structure. Stockman et al. showed that ultrafast pulse shaping can achieve many degrees of freedom to control the fields associated with the surface plasmons [220] [221] [222] . Three main strategies are used to achieve the desired control of surface plasmon oscillations. First, if the Green's function of the plasmonic system is known exactly, the incident field parameters can be solved for. Stockman showed that the Green's function has separable dependencies on geometry and material properties [222] and can in principle be calculated. Second, timereversal techniques provide a way to concentrate fields to an arbitrary pattern in a sample without cumbersome calculations [222] . Using this method, model emitters (i.e. fluorescent dipoles) generate plasmons in the antenna structure, which then radiate into the near and far field. If these fields are recorded, they can be time reversed and played back, thus reconstructing the original excitation. One serious challenge associated with time-reversal approaches is that the near field, which contains essential reconstruction information, is difficult to measure, owing to its exponential distance dependence. But since the plasmons are relatively long lived, the antenna serves as a reverberating structure, slowly emitting energy into the far field to be recorded. Finally, if the system is configured in a feedback loop, learning algorithms can be used to find the optimal pulse shapes and polarizations for the desired effects [223, 224] . This method was used recently in the first experimental demonstration of dynamic localization of surface plasmon fields in an antenna-type nanostructure by Aeschlimann et al. [225] . As illustrated in Fig. 18 , photoelectron maximization and minimization leads to localization in different regions of the nanostructure. These experiments prove that the electromagnetic modes of an optical antenna can be controlled in time and space by pulsed laser excitation.
Applications such as nanoscale sensing, high-resolution spectroscopy, and optical logic require strongly confined and enhanced fields [222] , and the possibility to coherently control the electromagnetic response of an optical antenna opens the door to temporally and spatially influence these fields.
Conclusions and Outlook
The study of optical antennas is still in its infancy. While some properties directly derive from classical antenna theory, the direct downscaling of antenna designs into the optical regime is not possible because radiation penetrates into metals and gives rise to plasma oscillations. In general, an optical antenna is designed to increase the interaction area of a local absorber or emitter with free radiation, thereby making the light-matter interaction more efficient. This is accounted for in quantities such as the LDOS, the antenna impedance, or the antenna aperture.
As in canonical antenna theory, there is no universal antenna design. Instead, optical antennas have to be optimized separately for each application. However, to achieve the best efficiency the internal energy dissipation of any antenna must be minimized. For a quantum emitter such as an atom, molecule, or ion, a good antenna yields a low nonradiative decay rate.
So far, most of the progress in fabrication of the more complicated antenna designs has been in the IR, where electron-beam lithography is relatively common-place. Fabrication and testing at visible wavelengths is in its beginning states, but shows promise.
New ideas and developments are emerging at a rapid pace, and it is clear that the optical antenna concept will provide new opportunities for optoelectronic architectures and devices. Today, the building blocks for optical antennas are plasmonic nanostructures. These can be fabricated from the bottom up by colloidal chemistry or from the top down with established nanofabrication techniques, such as electron-beam lithography or focused ion-beam milling. It is also conceivable that future optical antenna designs will draw inspiration from biological systems such as light harvesting proteins in photosynthesis.
