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Abstract
L. Accardi showed that a Banach space of signed measures is homeomorphic to a Hilbert
space formed by the so-called square roots of measures. In this paper, we redefine square
roots of measures in view of the theory of measures on infinite dimensional spaces, and
introduce notions of differentiation, Fourier transform, and convolution product of square
roots of measures, and examine those relations. By using these tools, we study the Le´vy
Laplacian for squares root of measures including non-Gaussian type. It is shown that the
symbol of the Le´vy Laplacian is equal to the quadratic variation of paths.
1 Introduction
L. Accardi shows that a Banach space of signed measures is homeomorphic to a Hilbert space
formed by the so-called square roots of measures [1]. The notion of the square roots of measures
is introduced to interpret the result of Segal [21] and Nelson [16] in a context more general than
that of Gaussian measures. In this paper we first discuss about square roots of measures on
R
∞: the countable product space of real lines, and we redefine the square roots of measures
in view of the structure of the projective limit. The advantage of adopting the new definition
is to make available a Fourier transform for the square roots of measures. It is defined as a
translation of the concept of the adjoint measure studied by Yamasaki [28]. For a more detailed
discussion about the relationship between the ordinary definition and our definition of square
roots of measures, see[10].
A typical square root of a measure is a sequence of square roots of density functions of finite
dimensional projection of a positive bounded Borel measure µ on R∞. We will denote it by √µ
and call it a square root of µ. With this notation it follows easily that the inner product of
√
µ
and
√
ν coincide with the Hellinger integral
H(µ, ν) =
∫
R∞
√
dµ
dλ
√
dν
dλ
dλ
where λ stands for any positive bounded Borel measure on R∞ with respect to which both µ
and ν are absolutely continuous.
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We also introduce a notion of the directional differentiation for square roots of measures
with the aid of the theory of differentiable measures studied by Averbuh-Smolyanov-Fomin [2],
Skorohod [22], and many other authors. The differentiation for square roots of measures inherit
the property of differentiation from ordinary differentiable measures. In suitable conditions, the
Fourier transform is compatible with the differentiation defined here in the following sense: if f
is a differentiable square root of a measure in the direction ρ ∈ R∞, then the Fourier transform
of its directional derivative is given by 2π
√−1 〈ξ, ρ〉× fˆ . Here 〈ξ, ρ〉 =
∞∑
k=1
ξkρk and fˆ stands for
the Fourier transform of f .
The main purpose of the present paper is to study the Le´vy Laplacian for square roots of
measures on C0[0, T ]: the space of real-valued continuous functions on [0, T ] which is 0 at the
origin. The Le´vy Laplacian is defined as the Ce`saro mean of second order differential operators:
∆L = lim
n→∞
1
n
n∑
k=1
∂2
∂x2n
,
where x1, x2, · · · constitute a coordinate system of the infinite dimensional vector space under
consideration. There are many results about the Le´vy Laplacian associated with the Gaussian
measures and Brownian functionals ([8], [14], [17]). But in this paper we will be concerned
with the measures which are not necessarily of Gaussian type and give a sufficient condition for
square roots of measures on which the Le´vy Laplacian acts naturally. The key is the Fourier
transform for square roots of measures. To transform the Le´vy Laplacian into a multiplication
operator by a function makes it easy to examine the domain of the Le´vy Laplacian. In fact, it
is shown that the function is equal to the quadratic variation of paths on [0, T ]. This result will
be useful for the theory of Sobolev spaces and pseudo-differential operators of square roots of
measures. However these topics exceed the scope of this paper.
2 Definition and Properties of Square Roots of Measures
Let R∞ be countable direct product of real lines and let d be the distance of R∞ defined by
d(x, y) =
∞∑
n=1
1
2n
|xn − yn|
1 + |xn − yn| (x = {xn}
∞
n=1, y = {yn}∞n=1 ∈ R∞). (2.1)
Then (R∞, d) is a complete separable metric space. Since R is a nuclear space, so is R∞. (see
[4], [20],and [28] for more details).
A sequence of positive L2-functions {fn}, fn ∈ L2(Rn) is called a superprojective system of
L2-functions if ∫
R
|fn+1(x, x′)|2dx′ ≤ |fn(x)|2 a.e.x ∈ Rn(n = 1, 2, · · · ). (2.2)
The condition (2.2) is called weakly L2-compatibility condition. If the inequality (2.2) is replaced
with an equality, {fn} is called a projective system of L2-functions and (2.2) is called L2-
compatibility condition. We will denote by L2b(R∞) the totality of superprojective systems of
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L2-functions. For {fn}, {gn} ∈ L2b(R∞) and α ∈ C addition and scalar multiplication is defined
by
{fn}+ {gn} = {fn + gn}, α{fn} = {αfn}
respectively. Then we will denote by L2(R∞) the complex linear hull of L2b(R∞). L2b(R∞) is
essentially expressed as the sum of four superprojective systems.
Proposition 2.1. For all f ∈ L2(R∞) there exist f j ∈ L2b(R∞) (j = 1, 2, 3, 4) such that
f = f1 − f2 +√−1(f3 − f4). (2.3)
Proof. Let f ∈ L2(R∞). By definition, there are αk ∈ C and fk ∈ L2b(R∞) (1 ≤ k ≤ n) such
that f =
n∑
k=1
αkf
k. For α = a+ b
√−1, a, b ∈ R and f ∈ L2b(R∞), we have
αf = (a ∨ 0)f − (−a ∨ 0)f +√−1(b ∨ 0)f −√−1(−b ∨ 0)f,
where (a ∨ 0) = max{a, 0}. This shows αf is of the form such as (2.3). Thus there are
g(j,k) ∈ L2b(R∞) (j = 1, 2, 3, 4, 1 ≤ k ≤ n) such that αkfk = g(1,k) − g(2,k) +
√−1(g(3,k) − g(4,k))
and f is expressed as
n∑
k=1
g(1,k) −
n∑
k=1
g(2,k) +
√−1
(
n∑
k=1
g(3,k) −
n∑
k=1
g(4,k)
)
.
Here
n∑
k=1
g(j,k) ∈ L2b(R∞) (j = 1, 2, 3, 4). In fact, for f1 = {f1n} and f2 = {f2n} ∈ L2b(R∞), we
have ∫
R
|f1n+1(x, x′) + f2n+1(x, x′)|2dx′
=
∫
R
(|f1n+1(x, x′)|2 + |f2n+1(x, x′)|2 + 2f1n+1(x, x′)f2n+1(x, x′))dx′,
≤
∫
R
(|f1n+1(x, x′)|2 + |f2n+1(x, x′)|2)dx′ + 2
√∫
R
|f1n+1(x, x′)|2dx′
√∫
R
|f2n+1(x, x′)|2dx′
≤ (f1n(x))2 + (f2n(x))2 + 2f1n(x)f2n(x) = |f1n(x) + f2n(x)|2.
This shows that f1 + f2 ∈ L2b(R∞). Thus the finite sum of superprojective systems is also a
superprojective system.
For a topological space X we will denote by B(X) the totality of Borel sets of X. Let
f = {fn}, g = {gn} ∈ L2(R∞) and n ≥ 1. We consider a sequence of L1- functions {hnk} defined
by
hnk(x) =
∫
Rk
fn+k(x, x
′)gn+k(x, x′)dx′ (k = 1, 2, · · · ). (2.4)
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We first examine {hnk} if f, g ∈ L2b(R∞). In this case, (2.4) is a sequence of non-negative
L1-functions such that hnk+1(x) ≤ hnk (x)(k = 1, 2, · · · ). Hence by the monotone convergence
theorem, there exists hn ∈ L1(Rn), hn ≥ 0 such that lim
k→∞
∫
Rn
|hnk(x)− hn(x)|dx = 0.
In addition {hn} satisfies∫
Rn
hn+1(x, x
′)dx′ = hn(x) (n = 1, 2, · · · ). (2.5)
The Kolmogorov extension theorem ensures that there exists a bounded positive Borel measure
µ on R∞ such that
µ(p−1n (E)) =
∫
E
hn(x)dx (2.6)
for all E ∈ B(Rn). Here pn stand for the projection from R∞ to Rn defined by
pn : R
∞ ∋ (x1, x2, · · · ) 7→ (x1, x2, · · · , xn).
When f, g ∈ L2(R∞), {hkn} converges to some hn ∈ L1(Rn) because it is a linear combination
of monotone decreasing sequences of L1-functions. Since {hn} is a complex linear combination
of the sequences like (2.5), there also exists a complex Borel measure µ satisfying (2.6).
The measure µ defined above is called the product of f and g; it is denoted by f · g. In
particular we write |f |2 = f · f¯ as the square of f . Here f¯ = {f¯n} denotes the complex conjugate
of f . In this sense the square of L2(R∞) is regarded as a measure and the element of L2(R∞) a
square root of a measure on R∞.
Definition 2.2. Assume that µ is a positive Borel measure on R∞ such that the finite dimen-
sional projections pn(µ) = µ(p
−1
n (E)), E ∈ B(Rn) is absolutely continuous with the Lebesgue
measure and let fn be a density function of pn(µ). We call {
√
fn} ∈ L2(R∞) as the square root
of µ and denote it by
√
µ
Proposition 2.3. Fix f, g ∈ L2(R∞) and α ∈ C. Then the following (1)− (3) hold.
(1) f · g = g · f
(2) (f + g) · h = f · h+ g · h
(3) (αf) · g = α(f · g)
Proposition 2.4. Let f, g ∈ L2(R∞).
|f · g|(E) ≤
√
|f |2(E)
√
|g|2(E) (2.7)
holds for any E ∈ B(R∞). Here |f · g| denotes the total variation of complex Borel measures
f · g.
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Proof. Let us first prove the case E is of the form p−1n (En), En ∈ B(Rn). Let hkn and hn are the
function defined by (2.4).
|f · g(p−1n (En))| ≤ lim sup
k→∞
∫
En
∫
Rk
|fn+k(x, x′)gn+k(x, x′)|dx′dx
≤ lim
k→∞
√∫
En
∫
Rk
|fn+k(x, x′)|2dx′dx
√∫
En
∫
Rk
|gn+k(x, x′)|2dx′dx
=
√
|f |2(p−1n (En))
√
|g|2(p−1n (En)),
which proves (2.7).
If K is a compact set of R∞,
K =
∞⋂
n=1
p−1n (pn(K))
holds (see for instance [4]). Thus we have
f · g(K) = f · g
( ∞⋂
n=1
p−1n (pn(K))
)
= lim
k→∞
f · g(p−1n (pn(K)))
≤ lim
k→∞
√
|f |2(p−1n (pn(K)))
√
|g|2(p−1n (pn(K))) =
√
|f |2(K)
√
|g|2(K).
Since a complex Borel measure on a separable complete metric space is tight (see for instance
[7], [18]) and a countable product of separable spaces is also separable, complex Borel measures
on R∞ are tight. So for all ǫ > 0 and E ∈ B(R∞) there exists a compact set K ⊂ E of R∞ such
that
||f · g|(E) − |f · g|(K)| ≤ |f · g|(E \K) ≤ ǫ.
It shows that (2.7) holds for E ∈ B(R∞).
Set f, g ∈ L2(R∞). A sesquilinear form 〈·, ·〉L2 : L2(R∞) × L2(R∞) 7→ C is defined by
〈f, g〉L2 = (f ·g¯)(R∞) and a seminorm is defined by ‖f‖L2 =
√〈f, f〉L2 . f is said to be equivalent
to g if ‖f − g‖L2 = 0. Inequality (2.7) shows that the equivalence relation is well defined. Let
L2(R∞) be the quotient set of L2(R∞) by this equivalence relation. L2(R∞) is a pre-Hilbert
space by the inner product 〈·, ·〉L2 induced by 〈·, ·〉L2 . Here we write ‖f‖L2 =
√〈f, f〉L2 . We
will show that L2(R∞) is a Hilbert space. The following three lemmas are needed to prove.
Lemma 2.5. For all f = {fn} ∈ L2(R∞), fn(x) ≥ 0, there exists g = {gn} which is equivalent
to f and satisfy the L2-compatibility condition i.e.∫
R
|gn+1(x, x′)|2dx′ = |gn(x)|2 a.e.x ∈ Rn.
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Proof. Assume that f is of the form f = f1 − f2, f1 = {f1n}, f2 = {f2n} ∈ L2b(R∞),
f1n − f2n ≥ 0. Set gn(x) =
√
lim
k→∞
∫
Rk
|fn+k(x, x′)|2dx′. It is easy to check that g = {gn} satisfies
L2-compatibility condition. f ∼ g is shown by
‖f − g‖2L2 = limn→∞
∫
Rn
|fn(x)− gn(x)|2dx
≤ lim
n→∞
∫
Rn
∣∣|fn(x)|2 − |gn(x)|2∣∣ dx
= lim
n→∞
∫
Rn
∣∣∣∣|f1n(x)− f2n(x)|2 − limk→∞
∫
Rk
|f1n+k(x, x′)− f2n+k(x, x′)|2dx′
∣∣∣∣ dx
≤
2∑
j=1
lim
n→∞
∫
Rn
(
|f jn(x)|2 − lim
k→∞
∫
Rk
|f jn+k(x, x′)|2dx′
)
dx
+ 2 lim
n→∞
∫
Rn
(
f1n(x)f
2
n(x)− lim
k→∞
∫
Rk
f1n+k(x, x
′)f2n+k(x, x
′)dx′
)
dx = 0.
Here we have used
|a− b|2 ≤ |a2 − b2| (a, b ≥ 0).
Lemma 2.6. Let f = {fn} ∈ L2(R∞). Then there exist hj = {hjn} ∈ L2(R∞),
hjn(x) ≥ 0 (j = 1, 2, 3, 4) such that
(1) h = h1 − h2 +√−1(h3 − h4) ∈ L2(R∞) is equivalent to f ,
(2) h1n(x)h
2
n(x) = h
3
n(x)h
4
n(x) = 0, a.e.x ∈ Rn.
Proof. By Proposition 2.1, there exist {f jn} ∈ L2b(R∞) (j = 1, 2, 3, 4) such that f = f1 − f2 +√−1(f3 − f4). And lemma 2.5 shows that there exist gj = {gjn} ∈ L2b(R∞) (j = 1, 2, 3, 4) such
that
gj ∼ f j,
∫
R
|gjn+1(x, x′)|2dx′ = |gjn(x)|2 a.e.x ∈ Rn (j = 1, 2, 3, 4).
Now set
Hn(x) = g
1
n(x) + g
2
n(x)− |g1n(x)− g2n(x)|.
Due to
|Hn(x)|2 = |g1n(x) + g2n(x)|2 + |g1n(x)− g2n(x)|2 − 2
∣∣|g1n(x)|2 − |g2n(x)|2∣∣
= 2(|g1n(x)|2 + |g2n(x)|2)− 2
∣∣|g1n(x)|2 − |g2n(x)|2∣∣,
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it follows that∫
R
|Hn+1(x, x′)|2dx′
= 2
∫
R
(|g1n+1(x, x′)|2 + |g2n+1(x, x′)|2)dx′ − 2
∫
R
∣∣|g1n+1(x, x′)|2 − |g2n+1(x, x′)|2∣∣dx′
≤ 2(|g1n(x)|2 + |g2n(x)|2)− 2
∣∣∣∣∫
R
(|g1n+1(x, x′)|2 − |g2n+1(x, x′)|2)dx′
∣∣∣∣
= 2(|g1n(x)|2 + |g2n(x)|2)− 2
∣∣|g1n(x)|2 − |g2n(x)|2∣∣ = |Hn(x)|2.
This shows that {Hn} is the superprojective system. Thus |g
1
n − g2n| ± (g1n − g2n)
2
belongs to
L2(R∞). In the same way, we can show that |g
3
n − g4n| ± (g3n − g4n)
2
belongs to L2(R∞). Here by
letting
h1 =
|g1n − g2n|+ (g1n − g2n)
2
, h2 =
|g1n − g2n| − (g1n − g2n)
2
,
h3 =
|g3n − g4n|+ (g3n − g4n)
2
, h4 =
|g3n − g4n| − (g3n − g4n)
2
,
we can show that both of (1) and (2) are satisfied.
For a topological space X, let M(X) be the totality of complex Borel measures. M(X) is a
complete metric space with the total variation norm ‖µ‖ = sup
E∈B(X)
|µ(E)|.
Lemma 2.7. Let M0(R
∞) be a collection of complex Borel measures whose finite dimensional
projections pn(µ) = µ(p
−1
n (En)) (En ∈ B(Rn)) are absolutely continuous with respect to the
Lebesgue measure on Rn. Then M0(R
∞) is a closed subspace of M(R∞).
Proof. Let {µj} be a Cauchy sequence of M0(R∞). Since the totality of complex Borel measures
on metric spaces are complete with the total variation norm (see for instance [18]), µj converges
to µ: a complex measure on R∞. Let gjn be the density function of pn(µj). Then∫
Rn
|gjn(x)− gln(x)|dx ≤ ‖µj − µl‖.
Therefore for all n, gjn is a Cauchy sequence of L1(Rn). This shows that the density function of
pn(µ) is lim
n→∞ g
j
n(x).
Theorem 2.8. L2(R∞) is a complete metric space with respect to ‖ · ‖L2 .
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Proof. Let f l = {f ln} is a Cauchy sequence with respect to ‖ · ‖L2 . Lemma 2.6 ensures that
there exists the representative element of f l which is of the form hl,1 − hl,2 + i(hl,3 − hl,4) that
hl,1 = {hl,jn }, hl,jn (x) ≥ 0 (j = 1, 2, 3, 4) belong to L2(R∞) and hl,1n (x)hl,2n (x) = hl,3n (x)hl,4n (x) = 0
for each l ≥ 1. For all l,m ∈ N,
‖f l − fm‖2L2 = limn→∞
∫
Rn
|(hl,1n − hl,2n )− i(hl,3n − hl,4n )
− (hm,1n − hm,2n ) + i(hm,3n − hm,4n )|2dx ≥
4∑
j=1
lim
n→∞
∫
Rn
|hl,jn − hm,jn |2dx.
From this it follows that {[hl,j ]} (j = 1, 2, 3, 4) are Cauchy sequences with respect to ‖·‖L2 . Here
[f ] denote the equivalence class to which f belongs. Hence by Lemma 2.5, {[hl,j ]} is equivalent
to a projective system of L2-functions. Thus we can assume that f l is an equivalence class to
which a projective system gl = {gln} belongs for all l ∈ N without loss of generality.
If E is of the form p−1n (En)(En ∈ B(Rn)), we obtain∣∣|gl|2(E)− |gm|2(E)∣∣
=
∣∣∣∣ limk→∞
(∫
En
∫
Rk
|gln+k(x, x′)|2dxdx′ −
∫
En
∫
Rk
|gmn+k(x, x′)|2dxdx′
)∣∣∣∣
= lim
k→∞
(√∫
En
∫
Rk
|gln+k(x, x′)|2dxdx′ +
√∫
En
∫
Rk
|gmn+k(x, x′)|2dxdx′
)
×
∣∣∣∣∣
√∫
En
∫
Rk
|gln+k(x, x′)|2dxdx′ −
√∫
En
∫
Rk
|gmn+k(x, x′)|2dxdx′
∣∣∣∣∣
≤ (‖gl‖L2 + ‖gm‖L2) lim
k→∞
√∫
En
∫
Rk
|gln+k(x, x′)− gmn+k(x, x′)|2dxdx′
= (‖gl‖L2 + ‖gm‖L2)‖gl − gm‖L2
by using the triangle inequality |‖f‖L2 − ‖g‖L2 | ≤ ‖f − g‖L2 . Provided that ‖gl‖L2 is bounded
by M/2, we can conclude that∣∣|gl|2(E) − |gm|2(E)∣∣ ≤M‖gl − gm‖L2 .
This inequality holds for all E ∈ B(R∞) as in the proof of Proposition2.4. Thus we obtain
‖|gl|2 − |gm|2‖M ≤M‖gl − gm‖L2 .
According to the above inequality |gl|2 is a Cauchy sequence with respect to ‖ · ‖. From Lemma
2.7 there exist a positive Borel measure µ on R∞ as the limit of |gl|2 such that
µn(En) =
∫
En
Gn(x)dx
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for Gn ∈ L1(Rn), Gn(x) ≥ 0.
Set g′ = {√Gn} and Hn(x) = lim
k→∞
∫
Rk
|gn+k(x, x′)|2dx′. We see at once
g′ ∈ L2b(R∞). In addition
‖gl − [g′]‖2L2 = limn→∞
∫
Rn
|gln(x)−
√
Gn(x)|2dx ≤ lim
n→∞
∫
Rn
∣∣|gln(x)|2 −Gn(x)∣∣dx
≤ lim
n→∞
∫
Rn
||gln(x)|2 −Hn(x)|dx+ lim
n→∞
∫
Rn
|Hn(x)−Gn(x)|dx
≤ ‖µ− |gl|2‖.
Thus we obtain lim
l→∞
‖gl − [g′]‖L2 = 0, which proves the theorem.
Let us introduce two important operators on L2(R∞): multiplication operators and con-
volution products. Suppose that w ∈ L2(R∞,B(R∞), |f |2) and f ∈ L2(R∞). For arbitrary
g ∈ L2(R∞), let T : L2(R∞)→ C be a linear functional defined by
T (g) =
∫
R∞
w(x)(f · g)(dx).
From (2.4) we have
|T (g)| ≤
(∫
R∞
|w(x)|2|f |2(dx)
) 1
2
‖g‖.
So T is bounded and there exists h ∈ L2(R∞) such that T (g) = 〈h, g〉 because of Riesz repre-
sentation theorem. We call h mentioned above the multiplication of w and f , and write w × f .
Proposition 2.9. Let f, g ∈ L2(R∞) and u, v are bounded Borel measurable complex-valued
functions on R∞. Then, the following (1)− (5) hold.
(1) (u+ v)× f = u× f + v × f
(2) u× (f + g) = u× f + u× g
(3) u× f = u¯× f¯
(4) (u× f, g) = (f,w × g)
(5) u× (v × f) = (u× v)× f
Lemma 2.10. Suppose that f = {fn}∞n=1 ∈ L2b(R∞) and µ ∈ M0(R∞) be a positive measure
such that the density function of pn(µ) is given by gn ≥ 0 for all n. Then {fn ∗ gn} ∈ L2b(R∞)
hold. Here (fn ∗ gn)(x) =
∫
Rn
fn(x− y)gn(y)dy.
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Proof. It suffices to show that {fn ∗ gn} satisfies (2.2). Hence by∫
R
(∫
R
|fn+1(x− y, x′ − y′)|2gn+1(y, y′)dy′
)
dx′
=
∫
R
(∫
R
|fn+1(x− y, x′ − y′)|2dx′
)
gn+1(y, y
′)dy′
≤ |fn(x− y)|2
∫
R
gn+1(y, y
′)dy′ = |fn(x− y)|2gn(y),
We have∫
R
|(fn+1 ∗ gn+1)(x, x′)|2dx′
=
∫
R
(∫
Rn+1
fn+1(x− y, x′ − y′)gn+1(y, y′)dydy′
)2
dx′
≤
∫
R
(∫
Rn
√∫
R
|fn+1(x− y, x′ − y′)|2gn+1(y, y′)dy′
√∫
R
gn+1(y, y′)dy′dy
)2
dx′
=
∫
R
(∫
Rn×Rn
√∫
R
|fn+1(x− s, x′ − y′)|2gn+1(s, y′)dy′
√
gn(s)
×
√∫
R
|fn+1(x− t, x′ − y′)|2gn+1(t, y′)dy′
√
gn(t)dsdt
)
dx′
=
∫
Rn×Rn
(∫
R
√∫
R
|fn+1(x− s, x′ − y′)|2gn+1(s, y′)dy′
√
gn(s)
×
√∫
R
|fn+1(x− t, x′ − y′)|2gn+1(t, y′)dy′
√
gn(t)dx
′
)
dsdt
≤
∫
Rn×Rn
√∫
R
(∫
R
|fn+1(x− s, x′ − y′)|2gn+1(s, y′)
)
dx′
×
√∫
R
(∫
R
|fn+1(x− t, x′ − y′)|2gn+1(t, y′)
)
dx′
√
gn(s)gn(t)dsdt
≤
∫
Rn×Rn
√
|fn(x− s)|2gn(s)
√
|fn(x− t)|2gn(t)
√
gn(s)gn(t)dsdt
= |(fn ∗ gn)(x)|2,
which proves the lemma.
For arbitrary f = {fn} ∈ L2(R∞) and µ ∈M0(R∞) such that the density function of pn(µ)
is given by gn for all n, the convolution product of µ and f , denoted by µ ∗ f , is defined to be
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{fn ∗ gn}. Hence by Lemma 2.10, µ ∗ f can be expressed as the complex linear combination
of L2b(R∞). It follows that µ ∗ f ∈ L2(R∞). In the case f ∈ L2(R∞), choose {fn} ∈ L2(R∞)
a representative of f and the convolution product of µ and f is defined by [{fn ∗ gn}]. Since
by Young’s inequality, ‖µn ∗ fn‖ ≤ ‖µn‖‖fn‖. By taking the limit of this inequality, we have
‖µ∗f‖ ≤ ‖µ‖‖f‖. Thus the definition of µ∗f is independent of the choice of the representative.
3 Fourier transform on L2(R∞)
Let R∞0 = {(x1, x2, · · · ) : there exists N,xn = 0 for all n > N}. The topology of R∞0 is defined
by seminorms {px}x∈R∞ : px(y) =
∣∣∣∣∣
∞∑
n=1
xnyn
∣∣∣∣∣ (y ∈ R∞0 ). Since there exists N such that yn = 0
for n > N , the right hand side makes sense. R∞0 is homeomorphic to the countable direct sum
of R.
Let a = {an} be a positive sequence and Ha be a Hilbert space defined by
Ha = {x = {xn}∞n=1;
∞∑
n=1
a2nx
2
n <∞} equipped with the inner product 〈x, y〉a =
∞∑
n=1
a2nxnyn and
the norm ‖x‖a =
√〈x, x〉a .
The following assertions are special cases of Minlos’ theorem and Sazanov’ theorem. For a
thorough treatment we refer the reader to [4], [28].
Theorem 3.1 (Minlos). For all continuous function φ on R∞0 satisfying
n∑
i,j=1
αiα¯jφ(xi − xj) ≥ 0 (3.1)
for all α1, · · · , αn ∈ C, x1, · · · , xn ∈ R∞0 (n = 1, 2, · · · ), there exists a bounded positive Borel
measure µ on R∞ such that
φ(x) =
∫
R∞
e2π
√−1〈x,y〉µ(dy), 〈x, y〉 =
∞∑
n=1
xnyn.
Such φ is called the characteristic function of µ, and denoted by µˆ. A function satisfying
(3.1) is said to be positive definite. This theorem also holds for a continuous positive definite
function on a nuclear space S ⊂ R∞ as the characteristic function of the measure on its dual
space S
′
. We will establish the relation between the inner product of L2(R∞) and positive
definite functions on R∞.
Theorem 3.2 (Sazanov). Suppose that a = {an} and b = {bn} are positive sequences satisfying∞∑
n=1
a2nb
2
n < ∞. For all continuous positive definite function φ on Hb, there exists a positive
bounded Borel measure µ on Ha whose characteristic function is given by φ.
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Set f = {fn} ∈ L2(R∞) and h = (h1, h2, · · · ) ∈ R∞. A translation operator τh on L2(R∞)
is defined by τhf = {fn(x1 − h1, · · · , xn − hn)} . By definition, it follows that
‖τhf‖L2 = ‖f‖L2 . (3.2)
Let E ⊂ R∞ be a complete metric space. f ∈ L2(R∞) is said to be E-shift continuous if
lim
n→∞ ‖τhnf − f‖L2 = 0 whenever a sequence {hn} in E converges to limit 0. Let S ⊂ R
∞ be a
nuclear space. f ∈ L2(R∞) is said to be S-shift continuous if lim
α
‖τhαf − f‖L2 = 0 whenever a
net {hα} in S converges to 0.
A translation operator τh on L
2(R∞) is defined by τh[f ] = [τhf ](f ∈ L2(R∞)). Equation
(3.2) makes this definition possible. Shift continuity of L2(R∞) is defined as well as L2(R∞).
We will denote by L2(R∞) the totality of R∞0 -shift continuous elements of L
2(R∞).
Example 3.3. If a bounded positive Borel measure µ is of the form
µ =
∞∏
n=1
fndxn, fn ∈ L1(Rn), fn ≥ 0,
∫
R
fn(x)dx = 1,
then the square root of µ is R∞0 -shift continuous. In fact, letting gn = F(
√
fn),
∫
R
|gn(x)|2dx = 1
follows by Parseval’s equation. Thus λ =
∞∏
n=1
|gn|2dxn also defines a bounded positive Borel
measure on R∞. We obtain
‖τh√µ−√µ‖2L2 =
∫
Rn
∣∣∣√f1(x− h1) · · · fn(x− hn)−√f1(x) · · · fn(x)∣∣∣ dx1 · · · dxn
=
∫
Rn
|e2π
√−1〈ξ,h〉n − 1|2|g1(ξ)|2 · · · |gn(ξ)|2dξ1 · · · dξn
=
∫
R∞
|e2π
√−1〈ξ,h〉 − 1|2λ(dξ).
Here h = (h1, · · · , hn, 0, · · · ). Because the characteristic function on R∞ is continuous function
on R∞0 , so is
√
µ.
Definition 3.4. Assume that f = {fn} ∈ L2(R∞) is R∞0 -shift continuous. Then, a Fourier
transform of f is defined by {fˆn} and denoted by fˆ or Ff Here,
fˆn(ξ) = l. i.m.
L→∞
∫
|x|n≤L
e2π
√−1〈x,ξ〉nf(x)dx, 〈x, ξ〉n =
n∑
j=1
xjξj , |x|n =
√
〈x, x〉n.
The sequence {fˆn} is not always included in L2(R∞). However, it is possible to give a
definition of the square of fˆ = {fˆn} as a bounded positive Borel measure.
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Proposition 3.5. Assume that f = {fn} ∈ L2(R∞) is R∞0 -shift continuous. Then, there exists
a bounded positive Borel measure µ on R∞ such that
lim
n→∞
∫
Rn
e2π
√−1〈x,ξ〉n |fˆn(ξ)|2dξ =
∫
R∞
e2π
√−1〈x,y〉µ(dy) (3.3)
for all x ∈ R∞0 .
Proof. Set φ(x) = 〈τxf, f〉L2 (x ∈ R∞0 ). By assumption, φ is continuous function on R∞0 . And
(3.2) ensures that
n∑
i,j=1
αiα¯jφ(xi − xj) =
n∑
i,j=1
αiα¯j
〈
τxif, τxjf
〉
L2 = ‖
n∑
i=1
αiτxif‖L2 ≥ 0.
for all α1, · · · , αn ∈ C, x1, · · · , xn ∈ R∞0 (n = 1, 2, · · · ). Thus φ is positive definite. From Minlos’
theorem 3.1, there exists a bounded positive measure on R∞ such that
〈τxf, f〉L2 =
∫
R∞
e2π
√−1〈x,y〉µ(dy).
By definition, the left hand side of this equation is equal to
lim
n→∞
∫
Rn
fn(y1 − x1, · · · , yn − xn)fn(y1, · · · , yn)dy1 · · · dyn
= lim
n→∞
∫
Rn
e2π
√−1〈x,y〉n |fˆn(y)|2dy,
which proves the proposition.
Let µkn be a bounded positive Borel measure on R
n defined by
µkn(E) =
∫
E
∫
Rk
|f̂n+k(ξ, ξ′)|2dξ′dξ
for E ∈ B(Rn), and µn be a bounded positive Borel measure on Rn defined by
µn(E) = µ(p
−1
n (E)). (3.4)
Substituting x = (x1, · · · , xn, 0, · · · ) ∈ R∞0 into (3.3) we can assert that the characteristic
function of µkn converges to that of µn at each point. Thus µ
k
n converges weakly to µn i.e.
lim
k→∞
∫
Rn
f(x)µkn(dx) =
∫
Rn
f(x)µn(dx)
for all continuous bounded functions f and n = 1, 2, · · · .
Let µ˜k be a bounded positive Borel measure on R∞ such that
µ˜k(p−1j (E)) =
µ
k
j (E) j ≤ k∫
E
|f̂k(ξ)|2δ(ξ′)dξdξ′ j > k.
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Here δ means the Dirac delta measure on Rj−k.
At ξ = (ξ1, · · · , ξj , 0, · · · ) ∈ R∞0 (j ≤ k), it follows that
ˆ˜µk(ξ1, · · · , ξj, 0, · · · ) = µˆkj (ξ1, · · · , ξj).
Thus the characteristic function of µ˜k converges to that of µ at each point. Since R∞ is nuclear
space, it follows that µ˜k converges weakly to µ (see [4] for more details).
Proposition 3.6. The measure µ defined in Proposition 3.5 satisfies
lim
α
‖τhαµ− µ‖ = 0 (3.5)
whenever a net {hα} in R∞0 converges to limit 0.
We call a measure satisfying (3.5) the R∞0 -shift continuous measure.
Proof. Fix h ∈ R∞0 . Since τhµ˜k − µ˜k converges weakly to τhµ− µ, it follows that
‖τhµ− µ‖ ≤ lim inf
k→∞
‖τhµ˜k − µ˜k‖ (3.6)
(see for instance [24]). By definition, it follows that
‖τhµ˜k − µ˜k‖ =
∫
Rk
∣∣∣|fˆk(ξ1 − h1, · · · , ξk − hk)|2 − |fˆk(ξ1, · · · , xk)|2∣∣∣ dξ1 · · · dξk.
Since ∫
Rn
∣∣|f(x)|2 − |g(x)|2∣∣ dx ≤ (‖f‖L2(Rn) + ‖g‖L2(Rn))‖f − g‖L2(Rn)
for all f, g ∈ L2(Rn), it follows that
‖τhµ˜k − µ˜k‖
≤ 2
√∫
Rk
|fˆk(ξ)|2dξ
√∫
Rk
|fˆk(ξ1 − h1, · · · , ξk − hk)− fˆk(ξ1, · · · , ξk)|2dξ1 · · · dξk
= 2
√∫
Rk
|fk(x)|2dx
√∫
Rk
|(1 − e2π
√−1〈x,h〉kfk(x)|2dx.
At h = (h1, · · · , hj , 0, · · · ) ∈ R∞0 , it follows that
lim
k→∞
∫
Rk
|(1− e2π
√−1〈x,h〉kfk(x)|2dx
= 2 lim
k→∞
∫
Rn
(1− cos 2π 〈x, h〉n)
∫
Rk
|fn+k(x, x′)|2dx′dx
= 2
∫
R∞
(1− cos 2π 〈x, h〉)|f |2(dx).
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Thus (3.6) is bounded by
4‖f‖L2
∫
R∞
(1− cos 2π 〈x, h〉)|f |2(dx) (3.7)
at each y ∈ R∞0 . Since (3.7) is the real part of the characteristic function of the square of f , it
is continuous function on R∞0 , which prove the theorem.
Proposition 3.5 implies that there exists a sequence of L1-functions {hn} which satisfies (2.5),
and
lim
k→∞
∫
Rn
g(x)
(∫
Rk
|fˆn+k(x, x′)|2dx′
)
dx =
∫
Rn
g(x)hn(x)dx (3.8)
for all bounded continuous functions g on Rn.
A deeper discussion make it possible to improve the convergence of (3.8). In fact, it follows
that
lim
k→∞
∫
Rn
∣∣∣∣hn(x)− ∫
Rk
|fˆn+k(x, x′)|2dx′
∣∣∣∣ dx = 0. (3.9)
for n = 1, 2, · · · . Moreover, (3.9) is equivalent to the R∞0 shift continuity of f ∈ L2(R∞). It
shows that a totality of square roots of measures satisfying (3.9) forms a linear subspace of
L2(R∞) and the squares of such ones are R∞0 -shift continuous measures. A detailed proof will
appear in elsewhere.
We call the measure defined by Proposition 3.5 the square of fˆ . For f, g ∈ L2(R∞), the
product of fˆ and ¯ˆg is defined by
|fˆ + gˆ|2 − |fˆ − gˆ|2 +√−1|fˆ +√−1gˆ|2 −√−1|fˆ −√−1gˆ|2
4
and denoted by fˆ · ¯ˆg.
Proposition 3.7. Assume that f, g ∈ L2(R∞) and both of them are R∞0 -shift continuous mea-
sures. Then we have
|fˆ · ¯ˆg(E)| ≤
√
|fˆ |2(E)
√
|gˆ|2(E) (3.10)
for all E ∈ B(R∞).
Proof. Equation (3.9) ensures that
fˆ · ¯ˆg(p−1n (En)) = lim
k→∞
∫
En
∫
Rk
fˆn+k(ξ, ξ
′)gˆn+k(ξ, ξ′)dξ′dξ.
Thus we obtain 3.10 as in the proof of Proposition2.4.
Let FL2(R∞) be the totality of the Fourier transform of R∞0 -shift continuous square roots of
measures. A sesquilinear form 〈·, ·〉FL2 : FL2(R∞)×FL2(R∞) 7→ C is defined by < fˆ, gˆ >FL2=
fˆ · ¯ˆg(R∞) and a seminorm is defined by ‖fˆ‖FL2 =
√
< fˆ, fˆ >FL2 . By definition, ‖fˆ‖FL2 = ‖f‖L2
holds.
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Let f, g ∈ L2(R∞) are R∞0 -shift continuous measures. fˆ is said to be equivalent to gˆ if
‖fˆ − gˆ‖FL2 = 0. It is easy to see that f is equivalent to to g if and only if so are fˆ and gˆ. Let
FL2(R∞) be the quotient set of FL2(R∞) by this equivalence relation.
A Fourier transform of f ∈ L2(R∞) is defined by the equivalence class of the Fourier trans-
form of a representative element of f , and denoted by fˆ . By definition, the Fourier transform
maps L2(R∞) to FL2(R∞). Thus FL2(R∞) is a Hilbert space. From above, our Fourier trans-
form is formulated as a unitary operator between two Hilbert spaces.
Suppose that w ∈ L2(R∞,B(R∞), |fˆ |2) and f ∈ FL2(R∞). We call the multiplication of w
and fˆ to be a linear functional satisfying〈
w × fˆ , gˆ
〉
=
∫
R∞
w(ξ)(fˆ · ¯ˆg)(dξ)
for arbitrary g ∈ L2(R∞).
By applying Minlos’ and Sazanov’ theorems, we are able to discuss the support of the Fourier
transform of the square roots of measures.
Theorem 3.8. Let S ⊂ R∞ be a nuclear space and f ∈ L2(R∞) be a S-shift continuous square
root of a measure. It follows that
|fˆ |2(R∞ \ S′) = 0.
where S
′
is the dual space of S.
Theorem 3.9. Suppose that a = {an} and b = {bn} are positive sequences satisfying∞∑
n=1
a2nb
2
n <∞. If f ∈ L2(R∞) be a Ha-shift continuous square root of a measure, then it follows
that |fˆ |2(R∞ \Ha) = 0.
Let f ∈ L2(R∞) be a Ha-shift continuous square root of a measure and ρ ∈ R∞0 . Since
〈F(τρf), gˆ〉 =
∫
R∞
e2π
√−1〈ξ,ρ〉(fˆ · ¯ˆg)(dξ)
for arbitrary g ∈ L2(R∞), we have F(τρf) = e2π
√−1〈ξ,ρ〉 × fˆ . Let a = {an} and b = {bn}
are positive sequences satisfying
∞∑
n=1
a2nb
2
n < ∞ and f ∈ L2(R∞) be a Ha-shift continuous
square root of a measure. For arbitrary ρ ∈ Ha, let {ρk}∞k=1 ⊂ R∞0 be a sequence such that
lim
k→∞
‖ρk − ρ‖Ha = 0. Since |fˆ |2(R∞ \Ha) = 0 by theorem 3.9, we have
‖τρmf − τρnf‖2 =
∫
Hb
|e2π
√−1〈ξ,ρm〉 − e2π
√−1〈ξ,ρn〉|2|fˆ |2(dξ).
Because f is the Ha-shift continuous square root of a measure, ‖τρmf − τρnf‖2 → 0 as m →
∞, n→∞. This shows that e2π
√−1〈ξ,ρn〉, n = 1, 2, · · · is a Cauchy sequence in the norm topology
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of L2(Hb,B(Hb), |fˆ |2). We call the limit of these functions as E(ρ) ∈ L2(Hb,B(Hb), |fˆ |2). From
this notation, we have
F(τρf) = E(ρ)× fˆ .
It is easy to check E(ρ1 + ρ2) = E(ρ1)E(ρ2) for all ρ1, ρ2 ∈ Ha.
Proposition 3.10. Let a = {an} be a positive sequence, µ be a complex Borel measure on Ha
and f ∈ L2(R∞) be Ha-shift continuous. We have∫
Hb
(τρf)µ(dρ) = µ ∗ f. (3.11)
Here the left hand side is defined via the Bochner integral.
Proof. It follows immediately that〈∫
Hb
(τρf)µ(dρ), g
〉
=
∫
Ha
〈τρf, g〉µ(dρ).
On the other hand, assuming that {fn} and {gn} are a representative of f and g respectively,
we have
〈µ ∗ f, g〉 = lim
n→∞
∫
Ha
〈
τpn(ρ)fn, gn
〉
L2(Rn)
µ(dρ) =
∫
Ha
〈τρf, g〉µ(dρ).
These two equations follow for arbitrary g ∈ L2(R∞), (3.11) is proved.
The Fourier transform of convolution product µ ∗ f is equal to the multiplication of the
characteristic function µ to the Fourier transform of f .
Theorem 3.11. Suppose that a = {an} and b = {bn} are positive sequences satisfying∞∑
n=1
a2nb
2
n <∞. Let µ be a complex Borel measure on Ha such that the characteristic function µˆ
is continuously extendable over Hb and f ∈ L2(R∞) be Ha-shift continuous. Then we have
F(µ ∗ f) = µˆ× fˆ .
Proof. By equation (3.11), we have
F
(∫
Hb
(τρf)µ(dρ)
)
=
∫
Hb
F(τρf)µ(dρ) =
∫
Hb
E(ρ) × fˆµ(dρ)
=
∫
Hb
E(ρ)µ(dρ) × fˆ = µˆ× fˆ .
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4 differential calculus for square roots of measure
In Averbuh-Smolyanov-Fomin [2], the differentiation (in the sense of Fomin) of complex measures
is formulated as follows.
Definition 4.1. Let µ ∈M(R∞) and ρ ∈ Ha. µ is called differentiable in the direction ρ if
lim
t→0
∥∥∥∥τtρµ− µt − λ
∥∥∥∥ = 0
for some λ ∈ M(X). λ is denoted by ∂ρµ and called the directional derivative of µ in the
direction ρ.
Definition of the differentiation for square roots of measures is parallel to the case of complex
measures.
Definition 4.2. Let f ∈ L2(R∞) be a Ha-shift continuous square root of a measure and ρ ∈ Ha.
f is called differentiable in the direction ρ if
lim
t→0
∥∥∥∥τtρf − ft − g
∥∥∥∥ = 0
for some g ∈ L2(R∞). g is denoted by ∂ρf and called the directional derivative of f in the
direction ρ. If ∂ρf exists for all ρ ∈ Ha, f is called Ha differentiable.
This two differentiation is related with the following chain-rule. By using this, we are able
to translate the properties of differentiation for the square roots of measures into those for the
ordinary measures, or vice versa.
Proposition 4.3 (chain-rule). Let f, g ∈ L2(R∞) are Ha-shift continuous square roots of mea-
sures and ρ ∈ Ha. If f, g are differentiable in the direction ρ, the product measure f · g are also
differentiable in the direction h, and it follows that
∂ρ(f · g) = ∂ρf · g + f · ∂ρg.
Since ∂ρ(f · g)(R∞) = 0, we also have
〈∂ρf, g〉 = −〈f, ∂ρg〉 .
Proof. Let ρ ∈ Ha and f, g ∈ L2(R∞) are differentiable square roots of measures in the direction
ρ. We have∥∥∥∥τtρ(f · g)− (f · g)t − ∂ρf · g − f · ∂ρg
∥∥∥∥ = ∥∥∥∥τtρf · τtρg − gt − f · ∂ρg
∥∥∥∥ + ∥∥∥∥τtρf − ft · g − ∂ρf · g
∥∥∥∥
≤ ‖τtρf − f‖
∥∥∥∥τtρg − gt
∥∥∥∥+ ‖f‖∥∥∥∥τtρg − gt − ∂ρg
∥∥∥∥+ ‖g‖∥∥∥∥τtρf − ft − ∂ρf
∥∥∥∥→ 0 as t→ 0
by Schwarz inequality (2.7). This finishes the proof.
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Suppose that a = {an} and b = {bn} are positive sequences satisfying
∞∑
n=1
a2nb
2
n < ∞. Let
ρ ∈ Ha and f ∈ L2(R∞) be a differentiable square root of a measure in the direction ρ. Since∥∥∥∥τtρf − ft − ∂ρf
∥∥∥∥ = ∥∥∥∥E(tρ)− 1t × fˆ −F(∂ρf)
∥∥∥∥→ 0 as t→ 0,
and |fˆ |2(R∞ \Hb) = 0, we have∥∥∥∥E(sρ)− 1s × fˆ − E(tρ)− 1t × fˆ
∥∥∥∥2 = ∫
Hb
∣∣∣∣E(sρ)− 1s − E(tρ)− 1t
∣∣∣∣2 d|fˆ |2 → 0 as s, t→ 0.
Thus there exists W (ρ) ∈ L2(Hb,B(Hb), |fˆ |2) such that lim
t→0
∥∥t−1(E(tρ)− 1)− 2π√−1W (ρ)∥∥ =
0. This shows that
F(∂ρf) = 2π
√−1W (ρ)× fˆ .
We see at once that
(1)W (ρ1 + ρ2) =W (ρ1) +W (ρ2) for all ρ1, ρ2 ∈ Ha,
(2)W (αρ) = αW (ρ) for all α ∈ C, ρ ∈ Ha,
(3)W (ρ) = 〈ξ, ρ〉 for all ρ ∈ R∞0 ,
(4)E(ρ) = e2π
√−1W (ρ) for all ρ ∈ Ha.
Proposition 4.4. Let f ∈ L2(R∞) be a differentiable square root of a measure in the direction
ρ ∈ Ha and A ∈ B(R∞). Then |f |2(A) = 0 implies that |∂ρf |2(A) = 0. So |∂ρf |2 is absolutely
continuous with respect to |f |2.
Proof. Since |f |2(A) = 0 and (f · τtρf) (A) = 0, we have
|∂ρf |2(A) = lim
t→0
∣∣∣∣τtρf − ft
∣∣∣∣2 (A) = ( ddt√|f |2(A+ tρ)
)2 ∣∣∣
t=0
.
Because |f |2(A+ tρ) attains minimum value 0 when t = 0, derivative of
√
|f |2(A+ tρ) at t = 0
is equal to 0. Thus we have |∂ρf |2(A) = 0.
Proposition 4.5. Let f ∈ L2(R∞) be a differentiable square root of a measure in the direction
ρ ∈ Ha. Then ∂ρf is also Ha-shift continuous.
Proof. For σ ∈ R∞0 we have
‖τσ(∂ρf)− ∂ρf‖2 =
∫
R∞
|e2π
√−1W (σ) − 1|2|W (ρ)|2d|fˆ |2.
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Since W (ρ) ∈ L2(Hb,B(Hb), |fˆ |2) (b = {bn} is a positive sequence satisfying
∞∑
n=1
a2nb
2
n <∞) , for
all ǫ > 0 there exists R > 0 such that∫
|W (ρ)|>R
|W (ρ)|2d|fˆ |2 < ǫ/2.
Thus we obtain
‖τσ(∂ρf)− ∂ρf‖2 =
(∫
|W (ρ)|≤R
+
∫
|W (ρ)|>R
)
|e2π
√−1W (σ) − 1|2|W (ρ)|2d|fˆ |2
≤ R2
∫
R∞
|e2π
√−1W (σ) − 1|2d|fˆ |2 + 2
∫
|W (ρ)|>R
|W (ρ)|2d|fˆ |2 ≤ R2‖τσf − f‖2 + ǫ.
Since ‖τσf − f‖2 → 0 as ‖σ‖Ha → 0, we have lim‖σ‖Ha→0
‖τσ(∂ρf) − ∂ρf‖2 ≤ ǫ for all ǫ > 0. It
means that lim
‖σ‖Ha→0
‖τσ(∂ρf)− ∂ρf‖2 = 0.
Definition 4.6. (Fre´chet derivative) Let f ∈ L2(R∞) be Ha-shift continuous. If there is a
bounded linear operator df : Ha 7→ L2(R∞) such that
lim
‖ρ‖Ha→0
‖τρf − f − df(ρ)‖/‖ρ‖Ha = 0,
f is said to be Fre´chet differentiable in the direction of Ha and df is called Ha Fre´chet derivative
in the direction of Ha. Moreover if there is a bounded bilinear form d
2f : Ha ×Ha 7→ L2(R∞)
such that
lim
‖ρ2‖Ha→0
‖τρ2(df(ρ1))− df(ρ1)− d2f(ρ1, ρ2)‖/‖ρ2‖Ha = 0
for all ρ1 ∈ Ha, f is said to be twice Fre´chet differentiable in the direction of Ha and d2f is
called second order Fre´chet derivative in the direction of Ha.
The following theorem gives a sufficient condition for the existence of Ha Fre´chet derivatives
of square roots of measures.
Lemma 4.7. Let f ∈ L2(R∞) be a real-valued R∞0 -shift continuous square root of a measure.
Then ∫
R∞
ξiξjd|fˆ |2 = 0, for all i, j ∈ N, i 6= j.
Proof. For simplicity we take i = 1 and j = 2. Let {fn} ∈ L2(R∞) be a representative of f .
Since fn (n = 1, 2, · · · ) are real-valued functions, it follows that fˆn(ξ) = fˆn(−ξ), and we have∫
R∞
ξ1ξ2d|fˆ |2 = lim
k→∞
∫
R2+k
ξ1ξ2|fˆ(ξ1, ξ2, ξ′)|2dξ1dξ2dξ′
= lim
k→∞
∫
R
ξ1
(∫
R1+k
ξ2fˆ(ξ1, ξ2, ξ
′)fˆ(−ξ1,−ξ2,−ξ′)dξ2dξ′
)
dξ1.
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Because the integrand is an odd function with respect to ξ1 for all k ∈ N , the right hand side is
equal to 0.
Theorem 4.8. Let f ∈ L2(R∞) be a real-valued Ha differential square root of a measure. It
follows that
‖∂ρf‖2 ≤
(
sup
n≥1
∫
R∞
a−2n ξ
2
nd|fˆ |2
)
‖ρ‖2Ha ,
for all ρ ∈ Ha and if sup
n≥1
∫
R∞
a−2n ξ
2
nd|fˆ |2 < ∞, the mapping ρ 7→ ∂ρf is a one-to-one linear
bounded operator from Ha to L
2(R∞).
Proof. Let ρ ∈ R∞0 . By lemma4.7 we have
‖∂ρf‖2 =
∫
R∞
|W (ρ)|2d|fˆ |2 =
∞∑
k=1
∫
R∞
ρ2kξ
2
kd|fˆ |2 + 2
∑
i>j
∫
R∞
ρiρjξiξjd|fˆ |2
=
∞∑
k=1
a2kρ
2
k
∫
R∞
a−2k ξ
2
kd|fˆ |2 ≤
(
sup
n≥1
∫
R∞
a−2n ξ
2
nd|fˆ |2
)
‖ρ‖2Ha .
Since ρ 7→ ∂ρf is a linear mapping from Ha to L2(R∞), it is continuously extendable uniquely
over Ha.
We write Ba for Banach space {ξ ∈ R∞ : sup
n≥1
|a−1n ξn| <∞}, and write ‖ξ‖Ba = sup
n≥1
|a−1n ξn|.
If
∞∑
n=1
anbn <∞ for positive numbers {bn}, we have Ba ⊂ Hb because
‖ξ‖2Hb =
∞∑
n=1
a2nb
2
na
−2
n ξ
2
n ≤ ‖ξ‖2Ba
∞∑
n=1
anbn.
5 Le´vy Laplacian and Fourier transform
In this section we introduce the Le´vy Laplacian for square roots of measures on a classical
Wiener space C0[0, T ], the space of all real-valued continuous functions on [0, T ] which start at
the origin. To do this, we will give an embedding of C0[0, T ] into R
∞ in the following way.
For s ∈ R, let
hs = {a = {an}∞n=1 ∈ R∞ :
∞∑
n=1
(1 + n2)s|an|2 <∞}.
hs is a Hilbert space equipped with the inner product and the norm
〈a, b〉s =
∞∑
n=1
(1 + n2)sanbn ‖a‖2s =
∞∑
n=1
(1 + n2)sa2n a, b ∈ hs,
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and let s =
∞⋂
n=1
hn be a locally convex topological vector space equipped with the seminorms
‖·‖s (s ∈ R). s is called the space of rapidly decreasing sequence and it is known to be a nuclear
space. Let s
′
be a dual space of s whose duality is given by the bilinear form
〈a, b〉 =
∞∑
n=1
anbn, a ∈ s, b ∈ s′ .
Let {en} be a complete orthonormal system of H10 [0, T ] = {φ : φ, φ
′ ∈ L2[0, T ], φ(0) = 0}
e0(s) =
s√
T ,
en(s) =
√
2T
nπ
sin
nπs
T ,
n = 1, 2, · · · ,
and for a = {an} ∈ s′ , we make one-to-one correspondence a 7→ φ(s) =
∞∑
n=1
anen(s) from s
′
to
D′ [0, T ]: totality of distributions on [0, T ]. We also call the image of s as D[0, T ].
Via this correspondence, we identify the Borel subset of s
′
with the Borel subset of D′ [0, T ]
such as
B(s′) ∋ A 7→ {φ ∈ D′ [0, T ] : (〈φ, en〉 , 〈φ, e2〉 , · · · ) ∈ A} ∈ B(D′ [0, T ]).
Thus we are able to identify square roots of measures on D′ [0, T ] with those on s′ . In this sense
we will denote by L2(D
′
[0, T ]) the set of the square roots of measures on D
′
[0, T ] as the image
of L2(s). The notion of the differentiation, the multiplication operator , and the convolution
product are defined in the same manner. As for the Fourier transform, if f be a s-shift continuous
square root of measure on s
′
, then |fˆ |2(R∞ \ s′) = 0 by theorem 3.8. Thus if f ∈ L2(D′ [0, T ]) is
a D[0, T ]-shift continuous square root of a measure, then |fˆ |2 is defined as a positive bounded
Borel measure on D
′
[0, T ].
Note that for φ ∈ C0[0, T ] we have
〈φ, en〉 =
√
2
T
(−1)kφ(T ) +
√
2
T
∫ π
0
φ
(
T
π
s
)
k sin ksds.
Definition 5.1. (Le´vy-Laplacian) Let f ∈ L2(D′ [0, T ]) be H10 [0, T ]-shift continuous and f
is twice differentiable in the direction en for all n. If
1
n
n∑
k=0
∂2ekf approaches to some g ∈
L2(D
′
[0, T ]) in the norm topology of L2(D
′
[0, T ]), we write g = ∆Lf and the operator ∆L
is called the Le´vy Laplacian for square roots of measures with respect to the CONS {en}∞n=0.
We will examine the domain of the Le´vy Laplacian for square roots of measures by using
Fourier transform. If f belongs to the domain of Le´vy Laplacian, we will have
F(∆Lf) = − lim
n→∞ 4π
2 〈φ, e0〉2 + · · · 〈φ, en〉2
n
× fˆ
when the limit of the right hand side exists. So we first provide a sufficient condition for existence
of the limit of
1
n
∞∑
k=0
〈φ, ek〉2.
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Definition 5.2. Let ∆ be a partition of the interval [0, T ] : 0 = v0 < v1 < · · · < vn−1 < vn = T ,
|∆| = max
1≤i≤n
|vi − vi−1|. We call
QT (φ,∆) =
n∑
i=1
|φ(vi)− φ(vi−1)|2
the quadratic variation of φ ∈ C0[0, T ] over [0, T ] with partition ∆. If QT (φ,∆) converges to
some limit as |∆| → 0, we call this the quadratic variation of φ ∈ C0[0, T ] over [0, T ] and write
〈φ〉T .
Theorem 5.3. If there exists the quadratic variation of φ ∈ C0[0, T ] over [0, T ], it follows that
lim
n→∞
〈φ, e0〉2 + · · · 〈φ, en〉2
n
=
〈φ〉T
T
.
To prove this theorem, we make use of the theory of summability method.
Definition 5.4. Let
∞∑
n=0
un be a real-valued series such that f(x) =
∞∑
n=0
unx
n converges for all
0 ≤ x < 1. If f(x) converges to a some limit s as x→ 1− 0, we say that
∞∑
n=0
un Abel converges
to s and write A−
∞∑
n=0
un = s. Let sn = a1 + · · · + an(n = 0, 1, · · · ), f(x) is also written by
f(x) = (1− x)
∞∑
n=0
snx
n (0 ≤ x < 1).
If
1
n
n∑
k=0
sn converges to a some limit s as n→∞, we say that
∞∑
n=0
un Cesa`ro converges to s and
write (C, 1) −
∞∑
n=0
un = s.
Proposition 5.5. (Hardy-Littlewood) If A− lim
n→∞ sn = s and sn ≥ 0 for all n, then
(C, 1) − lim
n→∞ sn = s.
proof of theorem 5.3: Proposition 5.5 shows that
lim
n→∞
〈φ, e0〉2 + · · · 〈φ, en〉2
n
= lim
x→1−0
(1− x)
∞∑
n=0
〈φ, en〉2 xn
if the limit of the right hand side exists. Remember that
〈φ, en〉 =
√
2
T
(−1)kφ(T ) +
√
2
T
∫ π
0
φ
(
T
π
s
)
k sin ksds
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for all φ ∈ C0[0, T ]. For 0 ≤ x < 1 we have
(1− x)
∞∑
n=0
〈φ, en〉2 xn = 2
T
{
φ2(T ) + 2(1 − x)
∫ π
0
∞∑
k=0
(−1)kφ(T )φ
(
T
π
s
)
kxk sin ksds
+ (1− x)
∞∑
k=0
xk
(∫ π
0
φ
(
T
π
s
)
k sin ksds
)2}
.
We write I1(x) for the second term and I2(x) for the third term. Let P0(x, s) be the Poisson
kernel and P1(x, s) be as follows.
P0(x, s) =
1
π
1− x2
1− 2x cos s+ x2 (0 ≤ x ≤ 1, 0 ≤ s ≤ π)
P1(x, s) = −(1− x) ∂
∂s
P0(x, s) (0 ≤ x ≤ 1, 0 ≤ s ≤ π).
Since by
∞∑
k=0
kxk sin ks = − ∂
∂s
(
1
2
+
∞∑
k=0
xk cos ks
)
= −π
2
∂
∂s
P0(x, s),
we have
I1(x) =− 4
T
(1− x)φ(T )
∫ π
0
φ
(
T
π
s
) ∞∑
k=0
kxk sin k(π − s)ds
= −2π
T
φ(T )
∫ T
0
P1(x, π − s)φ
(
T
π
s
)
ds
Lemma 5.6. For all φ ∈ C[0, π], we have
lim
x→1−0
∫ π
0
P1(x, s)φ(s)ds =
2
π
φ(0).
Proof. Since
P1(x, s) =
2
π
x(1− x)(1 − x2) sinx
(1− 2x cos s+ x2)2 ,
we have P1(x, s) ≥ 0 (0 ≤ s ≤ π, 0 ≤ x ≤ 1). Then we have∫ π
0
P1(x, s)ds = [−(1− x)P0(x, s)]π0 = (1− x)P0(x, 0) − (1− x)P0(x, π)
=
1
π
(1 + x)− 1
π
(1− x)2
1 + x
→ 2
π
(x→ 1− 0).
Hence by ∫ π
δ
P1(x, s)ds = (1− x){P0(x, δ) − P0(x, 0)} → 0 (x→ 1− 0) (5.1)
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for all δ > 0, we obtain∣∣∣∣ ∫ π
0
P1(x, s){φ(s) − φ(0)}ds
∣∣∣∣
≤ sup
0<s<δ
|φ(s)− φ(0)|
∫ δ
0
P1(x, s)ds + 2 sup
0<s<π
|φ(s)|
∫ π
δ
P1(x, s)ds
for all δ > 0 and φ ∈ C[0, π]. Since φ is uniformly continuous, by choosing δ small enough the
first term converges to 0 as x→ 1− 0. Because of (5.1), the second term also converges to 0 as
x→ 1− 0.
Thus we have lim
x→1−0
I1(x) = − 4
T
φ2(T ). For I2(x) we have
I2(x) =
2
T
(1− x)
∞∑
k=1
xk
∫ π
0
∫ π
0
φ
(
T
π
s
)
φ
(
T
π
t
)
k2 sin ks sin ktdsdt
= − 1
T
(1− x)
∫ π
0
∫ π
0
∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣2 ∞∑
k=0
k2xk sin ks sin ktdsdt
+
1
T
(1− x)
∫ π
0
∫ π
0
{
φ2
(
T
π
s
)
+ φ2
(
T
π
t
)} ∞∑
k=0
k2xk sin ks sin ktdsdt.
We write J1(x) for the first term and J2(x) for the second term. Hence by Lemma 5.6 and
J2(x) =
2
T
∫ π
0
φ2
(
T
π
s
) ∞∑
k=0
{(−1)k − 1}kxk sin ksds
=
π
T
∫ π
0
{P1(x, π − s) + P1(x, s)}φ2
(
T
π
s
)
ds,
we have lim
x→1−0
J2(x) =
2
T
φ2(T ). Taken together, if lim
x→1−0
J1(x) exists, we will have
lim
x→1−0
(1− x)
∞∑
n=0
〈φ, en〉2 xn = lim
x→1−0
J1(x).
So we will concerned with the limit of J1(x) as x→ 1− 0. Here since
(1− x)
∞∑
k=0
k2xk sin ks sin kt =
1
2
(1− x)
∞∑
k=0
k2xk{cos k(s− t)− cos k(s + t)}
=
1
2
∂
∂s
(1− x)
∞∑
k=0
kxk{sin k(s − t)− sin k(s+ t)}
=
π
4
∂
∂s
{P1(x, s − t)− P1(x, s+ t)} ,
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we have
J1(x) =
π
4T
∫ π
0
∫ π
0
∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣2 P2(x, s+ t)dsdt
− π
4T
∫ π
0
∫ π
0
∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣2 P2(x, s − t)dsdt.
Here we write P2(x, s) = ∂sP1(x, s). We write K1(x) for the first term and K2(x) for the second
term.
Proposition 5.7. The following (5.2) - (5.4) hold.
lim
x→1−0
∫ π
0
v|P2(x, v)|dv <∞. (5.2)
lim
x→1−0
∫ π
0
vP2(x, v)dv = − 2
π
. (5.3)
lim
x→1−0
∫ π
δ
v|P2(x, v)|dv = 0 for all δ > 0. (5.4)
As in the proof of Lemma 5.6 , for all φ ∈ C[0, π] it follows that
lim
x→1−0
∫ π
0
vP2(x, v)φ(v)dv = − 2
π
φ(0).
Proof. Proof of (5.2): Let 0 ≤ θx ≤ π be such as P2(x, θx) = 0. Since
P2(s, x) =
2
π
x(1− x)(1− x2)
{
cos s
(1− 2x cos s+ x2)2 −
4x sin2 s
(1− 2x cos s+ x2)3
}
,
we have
cos θx =
√
(1 + x2)2 + 32x2 − (1 + x2)
4x
.
For fixed 0 ≤ x < 1, hence by P2(x, v) ≥ 0 if and only if 0 ≤ v ≤ θx, we have∫ π
0
v|P2(x, v)|dv =
∫ θx
0
vP2(x, v)dv −
∫ π
θx
vP2(x, v)dv.
Here the primitive integral of vP2(x, v) is calculated by∫
vP2(x, v)dv =
∫
vP ′1(x, v)dv = vP1(x, v)−
∫
P1(x, v)dv
= vP1(x, v) + (1− x)
∫
P ′0(x, v)dv = vP1(x, v) + (1− x)P0(x, v).
So we have ∫ π
0
∫ π
0
v|P2(x, v)|dv = 2θxP1(x, θx) + 2(1 − x)P0(x, θx)
− (1− x)P0(x, 0) − πP1(x, π) − (1− x)P0(x, π)
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For the first two terms, by elementary computation it it shown that
θxP1(x, θx) =
1
4π
x
1 + x
θx
sin θx
6(1 + x2)
√
(1 + x2)2 + 32x2 + 10(1 + x2)2 + 32x2
(1 + x2)
√
(1 + x2)2 + 32x2 + (1 + x2)2 + 8x2
(1− x)P0(x, θx) = 1
π
3(1 + x2) +
√
(1 + x2)2 + 32x2
4(1 + x) .
Since θx → +0 as x → 1 − 0, we have 2θxP1(x, θx) → 3
2π
and 2(1 − x)P0(x, θx) → 3
π
as
x→ 1− 0. (1− x)P0(x, 0) = 1 + x
π
→ 2
π
and the last two terms are easily shown to converge to
0. Combining them all, we have
lim
x→1−0
∫ π
0
v|P2(x, v)|dv = 3
2π
+
3
π
− 2
π
=
5
2π
<∞.
Proof of (5.3): Because of∫ π
0
vP2(x, v)dv = πP1(x, π) + (1− x)P0(x, π)− (1− x)P0(x, 0),
we have
lim
x→1−0
∫ π
0
vP2(x, v)dv = − lim
x→1−0
(1− x)P0(x, 0) = − 2
π
.
Proof of (5.4): Since θx → 0 as x → 1 − 0, we are able to take 0 ≤ x < 1 to be θx < δ for
all δ > 0. Then because P2(x, v) ≤ 0 when θx ≤ v ≤ π, we obtain∫ π
δ
v|P2(x, v)|dv = −
∫ π
δ
vP2(x, v)dv
= πP1(x, π) + (1− x)P0(x, π)− δP1(x, δ) − (1− x)P0(x, δ).
It is easy to check that the last four terms converge to 0 as x → 1 − 0, which proves the
lemma.
Corollary 5.8.
lim
x→1−0
K1(x) = 0.
Proof. Let A1δ = {0 ≤ s ≤ π, 0 ≤ t ≤ π, 0 ≤ s+ t < δ}, A2δ = {0 ≤ s ≤ π, 0 ≤ t ≤ π, 2π − δ <
s + t ≤ 2π} , and Dδ = {0 ≤ s ≤ π, 0 ≤ t ≤ π, δ ≤ s + t ≤ 2π − δ}. The integral domain of
K1(x) is divided into A
1
δ , A
2
δ , and Dδ. We call the integral over A
1
δ , A
2
δ , and Dδ as L1(x), L2(x)
and L3(x) respectively. We first compute L1(x).
|L1(x)| ≤ sup
(s,t)∈A1
δ
∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣2 ∫∫
A1
δ
|P2(x, s+ t)|dsdt.
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Since (s, t) ∈ A1δ implies 0 ≤ s ≤ δ, 0 ≤ t ≤ δ and∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣ ≤ ∣∣∣∣φ(Tπ s
)
− φ(0)
∣∣∣∣ + ∣∣∣∣φ(0) − φ(Tπ t
)∣∣∣∣ ,
we have
sup
(s,t)∈A1
δ
∣∣∣∣φ(Tπ s
)
− φ
(
T
π
t
)∣∣∣∣2 ≤ 4 sup
0≤u≤πT−1δ
|φ(u) − φ(0)|2 .
On the other hand, we have∫∫
A1
δ
|P2(x, s+ t)|dsdt ≤
∫ π
0
∫ π
0
|P2(x, s + t)|dsdt
=
∫ π
0
∫ v
0
|P2(x, v)|dsdv +
∫ 2π
π
∫ π
v−π
|P2(x, v)|dsdv (Set v = s+ t)
=
∫ π
0
v|P2(x, v)|dv +
∫ 2π
π
(2π − v)|P2(x, v)|dv = 2
∫ π
0
v|P2(x, v)|dv.
The last equation follows from P2(x, v) = P2(x, 2π−v). Because of (5.2), the last term converges
to 5/π as x→ 1− 0. Thus we have
|L1(x)| ≤ 20
π
sup
0≤u≤πT−1δ
|φ(u)− φ(0)|2 .
In the same manner we can show that
|L2(x)| ≤ 20
π
sup
0≤u≤πT−1δ
|φ(T − u)− φ(T )|2 .
We proceed to compute L3(x). We have
L3(x) ≤ 4 sup
0≤u≤T
|φ(u)|2
∫∫
Dδ
|P2(x, s+ t)|dsdt
= 4 sup
0≤u≤T
|φ(u)|2
(∫ π
δ
∫ v
0
|P2(x, v)|dsdv +
∫ 2π−δ
π
∫ π
v−π
|P2(x, v)|dsdv
)
= 8 sup
0≤u≤T
|φ(u)|2
∫ π
δ
v|P2(x, v)|dv.
Because of (5.4) , the last term of the equation converges to 0 as x→ 1− 0 for all δ > 0. Taken
together, we have
lim
x→1−0
|K1(x)| ≤ 20
π
(
sup
0≤u≤πT−1δ
|φ(u)− φ(0)|2 + sup
0≤u≤πT−1δ
|φ(T − u)− φ(T )|2
)
.
Since φ is uniformly continuous on [0, T ], the left hand side goes to 0 as δ → +0. Thus we obtain
lim
x→1−0
K1(x) = 0 .
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We now turn to deal with K2(x). By letting v = s− t, the domain of integration [0, π]× [0, π]
is transformed to {v ≤ t ≤ π − v, 0 ≤ v ≤ π} ∪ {−v ≤ t ≤ π + v,−π ≤ v ≤ 0}. Since the
integrand is symmetric with respect to v = 0, we have
lim
x→1−0
K1(x) ≤ π
2T
∫ π
0
∫ π−v
v
∣∣∣∣φ(Tπ (t+ v)
)
− φ
(
T
π
t
)∣∣∣∣2 P2(x, v)dtdv. (5.5)
Set
I(v) = − π
2T
∫ π−v
0
∣∣φ (T
π
(t+ v)
) − φ (T
π
t
)∣∣2
|v| dt.
Then K1(x) is written by
K2(x) =
∫ π
0
vP2(x, v)I(v)dv.
Proposition 5.7 shows that lim
x→1−0
K2(x) = − 2
π
lim
v→0
I(v) if the limit of the right hand side exists.
Let N be a integer. By substituting π/2N for v, we have
I
( π
2N
)
= − π
2T
∫ π− π
2N
0
∣∣∣∣φ(Tπ t+ T2N
)
− φ
(
T
π
t
)∣∣∣∣2 2Nπ dt
= − π
2
2T 2
∫ T− T
2N
0
∣∣∣∣φ(t+ T2N
)
− φ(t)
∣∣∣∣2 2Nπ dt.
We will consider the limit of I(π/2N ) as N →∞.
LetM(> N) be an integer. We write IM,N for a Riemann sum approximations to the integral
I
( π
2N
)
such that the interval [0, T − T
2N
] is divided into 2M−N subintervals, all with the same
length T
2M
, i.e.
IM,N = − π
2T
(2N−1)2M−N∑
k=0
∣∣∣∣φ( kT2M + T2N
)
− φ
(
kT
2M
)∣∣∣∣2 2N2M .
By letting k = (p− 1)2M−N + r, p = 1, 2, · · · , 2N − 1, r = 1, 2, · · · , 2M−N , we change the order
of sum of IM,N .
IM,N = − π
2T

2M−N∑
r=1
2N−1∑
p=1
∣∣∣∣φ(pT2N + rT2M
)
− φ
(
(p− 1)T
2N
+
rT
2M
)∣∣∣∣2 + ∣∣∣∣φ(0) − φ( T2M
)∣∣∣∣2
 2N2M
Here we focus on the term
Jr =
2N−1∑
p=1
∣∣∣∣φ(pT2N + rT2M
)
− φ
(
(p− 1)T
2N
+
rT
2M
)∣∣∣∣2 .
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By definition we have
Jr ≤ sup
|∆|≤ T
2N
QT (φ,∆)
Jr ≥ inf
|∆|≤ T
2N
QT (φ,∆)−
{∣∣∣∣φ(0)− φ( rT2M
)∣∣∣∣2 + ∣∣∣∣φ(T )− φ(T − (2M−N − r)T2M
)∣∣∣∣2
}
≥ inf
|∆|≤ T
2N
QT (φ,∆)− sup
0≤v≤ T
2N
{|φ(0) − φ(v)|2 − |φ(T )− φ(T − v)|2} .
Thus we have
inf
|∆|≤ T
2N
QT (φ,∆) − sup
0≤v≤ T
2N
{|φ(0)− φ(v)|2 − |φ(T )− φ(T − v)|2}
≤ −2T
π
I
( π
2N
)
≤ sup
|∆|≤ T
2N
QT (φ,∆) (5.6)
as M → ∞. By letting N → ∞, we can conclude that lim
v→+0
I(v) = −π〈φ〉T
2T
if the quadratic
variation of φ over [0, T ] exists. Thus we obtain
lim
x→1−0
K2(x) =
〈φ〉T
T
,
which proves the theorem 5.3.

To apply theorem 5.3 to the Le´vy Laplacian for square roots of measures, we need to check
1
n
n∑
k=0
〈φ, ek〉2 converges in the norm topology of L2(D′ [0, T ]).
Lemma 5.9. Let f be second order Fre´chet differentiable in the direction of Ha, and
|fˆ |2(D′[0, T ] \ C0[0, T ]) = 0. Then∫
C0[0,T ]
|φ(s)|4|fˆ |2(dφ) <∞
for 0 ≤ s ≤ T .
Proof. Let ηǫs ∈ H10 [0, T ](0 ≤ s ≤ T, ǫ > 0) to be the function
ηǫs(u) =

u (0 ≤ u ≤ s− ǫ)
− 12ǫ(u− s)2 + s− ǫ2 (s− ǫ ≤ u ≤ s)
s− ǫ2 (s ≤ u ≤ T ).
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Since ηǫs is second order differentiable, we have
〈φ, ηǫs〉 = [φ(u)η˙ǫs(u)]T0 −
∫ T
0
φ(u)η¨ǫs(u)du =
1
ǫ
∫ ǫ
s−ǫ
φ(u)du
for φ ∈ C0[0, T ]. Thus we obtain
‖∂2ηǫsf‖2 = (2π)4
∫
C0[0,T ]
(
1
ǫ
∫ ǫ
s−ǫ
φ(u)du
)4
|fˆ |2(dφ).
Because f is second order Fre´chet differentiable in the direction of Ha, the left hand side con-
verges to d2f(ηs, ηs) as ǫ→ 0. Here
ηs(u) =
u (0 ≤ u ≤ s)s (s ≤ u ≤ T ).
Hence by
lim
ǫ→+0
1
ǫ
∫ ǫ
s−ǫ
φ(u)du = φ(s)
for φ ∈ C0[0, T ], we have
lim
ǫ→0
(2π)4
∫
C0[0,T ]
(
1
ǫ
∫ ǫ
s−ǫ
φ(u)du
)4
|fˆ |2(dφ) ≥ (2π)4
∫
C0[0,T ]
|φ(s)|4|fˆ |2(dφ),
which proves the lemma.
Theorem 5.10. Let f ∈ L2(D′ [0, T ]) be twice differentiable in any direction of H10 [0, T ], let A
be the totality of φ ∈ C0[0, T ] such that the quadratic variation of φ exists and let D(∆L) be
D(∆L) = {f ∈ L2(D′ [0, T ]) : |fˆ |2(D′ [0, T ] \ A) = 0,
∫
A
〈φ〉2|fˆ |2(dφ) <∞}.
If f ∈ D(∆L), then ∆Lf exists and it follows that
F(∆Lf) = −(2π)2 〈·〉T
T
× fˆ .
Proof. It is sufficient to show that
lim
x→1−0
∫
A
∣∣∣∣K1(x) +K2(x)− 〈φ〉TT
∣∣∣∣2 |fˆ |2(dφ) = 0 (5.7)
for f ∈ D(∆L). We first show that lim
x→1−0
∫
A
|K1(x)|2|fˆ |2(dφ) = 0. Hence by the proof of Lemma
5.8, we have
lim
x→1−0
∫
A
|K1(x)|2|fˆ |2(dφ) ≤ C
∫
A
sup
0≤u≤πT−1δ
(|φ(u)− φ(0)|4 + |φ(T − u)− φ(T )|4) |fˆ |2(dφ)
+ C lim
x→1−0
∫
A
sup
0≤u≤T
|φ(u)|4|fˆ |2(dφ)
(∫ π
δ
v|P2(x, v)|dv
)2
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for some C > 0 and for all δ > 0. Lemma 5.9 shows that the above integrals are finite. Since
sup0≤u≤πT−1δ
(|φ(u)− φ(0)|4 + |φ(T − u)− φ(T )|) is monotonically decreasing to 0 as δ → +0,
the first term goes to 0. Because of (5.4), the second term converges to 0 as x→ +0.
We next show that lim
x→1−0
∫
A
∣∣∣∣K2(x)− 〈φ〉TT
∣∣∣∣2 |fˆ |2(dφ) = 0. Hence by (5.6), it follows that
lim
x→1−0
∣∣∣∣K2(x)− 〈φ〉TT
∣∣∣∣ ≤ limv→+0
∣∣∣∣∣ sup|∆|≤vQT (φ,∆) − 〈φ〉TT
∣∣∣∣∣+ limv→+0
∣∣∣∣ inf|∆|≤vQT (φ,∆) − 〈φ〉TT
∣∣∣∣
+ lim
v→+0
sup
0≤u≤v
(|φ(u) − φ(0)| + |φ(T − u)− φ(T )|)
= lim
v→+0
sup
|∆|≤v
QT (φ,∆)− lim
v→+0
inf
|∆|≤v
QT (φ,∆)
+ lim
v→+0
sup
0≤u≤v
(|φ(u) − φ(0)| + |φ(T − u)− φ(T )|) .
Since the last term is monotonically decreasing to 0 as δ → +0, monotone convergence theorem
shows the desired conclusion. Taken together, (5.7) is proven.
Our next objective is to characterize the Le´vy Laplacian for square roots of measures via
asymptotic spherical mean. Let Sn be the n-dimensional unit sphere and µn be the normalized
uniform measure on Sn.
Definition 5.11. Let f ∈ L2(C0[0, T ]) be H10 [0, T ]-shift continuous. Via Bochner integral of
τρh(n)f over Sn, we define
Mnρ f =
∫
Sn−1
τρh(n)fdµn−1.
Here we write h(n) =
n∑
k=1
hkek. If M
n
ρ f converges some square root of a measure as n → ∞
in the norm topology of L2(D
′
[0, T ]), this is called the asymptotic spherical mean of f over the
sphere of radius ρ and it is written by Mρf .
Proposition 5.12. Let f ∈ L2(C0[0, T ]) be H10 [0, T ]-shift continuous and |fˆ |2(D
′
[0, T ]\A) = 0.
Then Mnρ f converges to the spherical mean Mρf in the norm topology of L
2(D
′
[0, T ]) as n→∞
and it follows that
F(Mρf) =
(
e−2π
2ρ2T−1〈·〉T fˆ
)
.
Proof. Let f ∈ L2(C0[0, T ]) be H10 [0, T ]-shift continuous and |fˆ |2(D
′
[0, T ] \ A) = 0. Then we
have
F(Mnρ f) = F
(∫
Sn−1
τρh(n)fdµn−1
)
=
∫
Sn−1
F(τρh(n)f)dµn−1
=
∫
A
∫
Sn−1
e2π
√−1ρ〈h(n),φ〉µn−1(dh(n))|fˆ |2(dφ)
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Let wn be the volume of the surface area of Sn and r
2
n =
n∑
k=1
〈φ, ek〉2. Choosing some
adequate unitary transform on Sn, we have∫
Sn−1
e2π
√−1ρ〈h(n), φ〉µ(dh(n)) = 1
wn−1
∫
Sn−1
e2π
√−1ρrnhndh1 · · · dhn
=
wn−2
wn−1
∫ 1
−1
(1− x2)n2−1e2π
√−1ρrnxdx = 2
wn−2
wn−1
∫ 1
0
(1− x2)n2−1 cos(2πρrnx)dx.
Let In(φ) be the right hand side of the above equation. Then we have
In(φ) = 2
wn−2
wn−1
∞∑
k=0
(−4π2ρ2r2n)k
(2k)!
∫ 1
0
x2k(1− x2)n2−1dx
=
wn−2
wn−1
∞∑
k=0
(−4π2ρ2r2n)k
(2k)!
∫ 1
0
tk−
1
2 (1− t)n2−1dt (Set t = x2)
=
1√
π
∞∑
k=0
(−4π2ρ2r2n)k
(2k)!
Γ(k + 12)Γ
2
(
n
2
)
Γ
(
k + n+12
)
Γ
(
n−1
2
)
=
∞∑
k=0
(−π2ρ2r2n)k
k!
Γ2
(
n
2
)(
k + n−12
) (
k + n−32
) · · · n+12 Γ (n+12 )Γ (n−12 )
=
Γ2
(
n
2
)
Γ
(
n+1
2
)
Γ
(
n−1
2
) ∞∑
k=0
bk
k!
(
−2π
2ρ2r2n
n
)k
.
Here we write
b0 = 1, bk =
k∏
j=1
(
1 +
2j − 1
n
)−1
(k ≥ 1).
Since by Wallis’ formula, it follows that
lim
n→∞
Γ2
(
n
2
)
Γ
(
n+1
2
)
Γ
(
n−1
2
) = 1.
Because of
bk − bk+1 = bk 2k − 1
n
(
1 +
2k − 1
n
)−1
≤ 2k − 1
n
,
we have 1− bk ≤ k2/n (k ≥ 0). So letting xn = −2π
2ρ2r2n
n
we have∣∣∣∣ ∞∑
k=0
1− bk
k!
xkn
∣∣∣∣ ≤ 1n
∞∑
k=0
k
(k − 1)! |xn|
k =
1
n
(|xn|+ 1)e|xn|.
By assumption the right hand side converges to 0 for φ ∈ A. Thus it follows that
lim
n→∞
∞∑
k=0
bk
k!
xkn = lim
n→∞
∞∑
k=0
1
k!
xkn = e
−2π2ρ2T−1〈φ〉T (5.8)
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for φ ∈ A. In addition, because of
|In(φ)| =
∣∣∣∣2wn−2wn−1
∫ 1
0
(1− x2)n2−1 cos(2πρrnx)dx
∣∣∣∣ ≤ 2wn−2wn−1
∫ 1
0
(1− x2)n2−1dx = 1,
In(φ) is uniformly bounded. We are now in a position to show {Mnρ f} is a Cauchy sequence in
the norm topology of L2(D
′
[0, T ]). Let m, n (m > n) be integers. Because In(φ) converges to
e−2π
2ρ2T−1〈φ〉T for all φ ∈ A as n→∞ and In(φ) ≤ 1, we have
lim
m,n→∞ ‖M
n
ρ f −Mmρ f‖2 = lim
m,n→∞
∫
A
|Im(φ)− In(φ)|2|fˆ |2(dφ) = 0,
which proves the proposition.
The relation between the spherical mean and the Le´vy Laplacian is stated as follows.
Corollary 5.13. Assume that f ∈ D(∆L). Then we have
∆Lf = 2 lim
ρ→+0
Mρf − f
ρ2
.
Proof. Let f ∈ D(∆L). Theorem 5.10 and Proposition 5.12 shows that∥∥∥∥∆Lf − 2Mρf − fρ2
∥∥∥∥2 =(2π)2 ∫
A
∣∣∣∣∣〈φ〉TT + e−2π
2ρ2T−1〈φ〉T − 1
2π2ρ2
∣∣∣∣∣
2
|fˆ |2(dφ).
Letting ρ→ 0, we have the desired conclusion.
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