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Abstract Recent broadband modeling of regional events suggests that vertical 
directivity is particularly important at high frequency. Conventionally, such directiv- 
ity is obtained by summing a grid of point sources. This relatively time-consuming 
procedure can be greatly reduced by introducing directivity time histories appropriate 
for the various crustal phases in terms of upgoing and downgoing paths that are 
calculated at only one depth. To achieve this, we formulated frequency-wavenumber 
solutions for a simultaneous computation of surface displacement for three wave 
fields, upgoing, downgoing, and the total from a seismic source buried in a layered 
medium (Appendix A). The concept of upgoing and downgoing wave field is intro- 
duced in the source layer matrix explicitly before allowing the source coefficients o 
interact with the propagation of the stress-displacement vector. Using this new al- 
gorithm, we generated a set of upgoing and downgoing wave fields at a fixed depth 
for different crustal models. We also simulated the effects of rupture propagation 
using distributed point-source summations and predicted the same effect by summing 
the upgoing and downgoing wave fields calculated at a single depth, each convolved 
with a separate analytical boxcar function representing the far-field rupture. A library 
of these new Green's functions hould prove much more effective in modeling re- 
corded motions than using point-source Green's functions alone. 
In~oducfion 
Recent broadband modeling of local and regional seis- 
mograms has demonstrated that waveform modeling tech- 
niques are successful in retrieving source parameters of 
earthquakes (Zhao and Helmberger, 1993; S aikia and Helm- 
berger, 1993; Saikia et al., 1996; Zhu and Helmberger, 
1996). While long-period waveforms are useful for extract- 
ing point-source parameters, high-frequency signals are use- 
ful for examining the complicated effects involved in rupture 
directivity (Savage, 1965, 1966; Dreger and Helmberger, 
1991; Dreger, 1994). The problem with the point-source so- 
lution is that it is not an unambiguous identification of the 
rupture plane. For events occurring on a previously unmap- 
ped fault, the identity of fault planes remains ambiguous 
unless aftershocks are located and depth cross sections are 
studied. For example, the rupture plane of the Northridge 
earthquake of 17 January 1994 could be resolved only after 
the aftershocks were located and depth cross sections were 
studied (Hauksson et al., 1994). In this article, we outline an 
approximate method that can provide helpful tools to ex- 
amine source finiteness in small earthquakes by analyzing 
high-frequency waveforms. To summarize briefly, we use 
upgoing and downgoing wave fields only at one depth, 
which is the main advantage, and convolve ach wave field 
with a time function based on the rupture process (Langston, 
1978), producing seismograms replicating the principal fea- 
tures of the rupture process recorded on seismograms. Since 
we use wave fields at one depth, it has advantage over other 
approaches that need wave fields on many points on the fault 
surface. To compute the upgoing and downgoing wave 
fields, we use the frequency-wavenumber integration 
scheme (Bouchon, 1981; Saikia, 1994; Wang and Herrmann, 
1980) and modify the F(k, co) kernel of the total wave field 
(Saikia, 1994) that is discussed in Appendix A. In Appendix 
B, we validate our partitioned wave fields by comparing 
against the generalized ray analysis. 
In Figure 1, we present a set of three-component re-
gional synthetic seismograms for a strike-slip fault for a ver- 
tically propagating rupture front using six equidistant point 
sources, each having a seismic moment of 1023 dyne-cm. 
We distribute these sources within 7 and 12 km depths. In 
the top panel, the bottom three seismograms correspond to 
the case when the rupture just initiates at a depth of 12 km. 
The remaining seismograms show the cumulative wave field 
for the rupture front propagating toother depths, as indicated 
to the left of each waveform plotted in the leftmost column. 
The dotted lines indicate the depth-dependent move out of 
various regional phases, such as P,, PmP, sPmP, pPmP, 
SmS, pSmS, sSmS, direct SH, SHmSH, and sSHmSH as in- 
987 







UPWARD RUPTURE PROPAGATION 
Foutt Type - ZSS Fault Type - RSS 
:o3oo 
.0079~ .005{ ltt ~ ". VllllJ .0,.372 
!;;3; 
. 0 0 1 8 ~ ~ .  ~ .00 l!r., P. ~ .0095 
SinS I~, 
sSmS 
I I I 
12Km '0089~. . . . ,~ .~]~A 
1OKra 
7Kin ,0028 @ )  
I i I 
0 20 40 
TIME IN SEC 
sPmP 
Rayle igh Waves  
PmP 
, i I t , t' ........ 
DOWNWARD RUPTURE PROPAGATION 
.oooo .A A .o27o 
( ~  .0263 
.003 Or j ~  ,~~v~/] IV  ./~? ~ ,0167 
.OOl .0095 
I I I I I l 
60 0 20 40 60 0 
TIME IN SEC 
Fault Type - TSS 
sins S mS 
I I 
| | I 
20 40 60 
TIME IN SEC 
Figure 1. Upper traces in each panel show the rupture effect simulated for a 
strike-slip earthquake by summing point sources. The lower seismograms show the 
cumulative rupture ffect when the rupture front reaches aparticular depth, indicated 
to the left of each seismogram. Six point sources are summed, each with M 0 = 1023 
dyne-cm and a slip function represented by a trapezoid (0.2, 0.2, and 0.2 sec). The 
dotted lines show the move out of various regional phases. 
fluenced by the rupture process. For example, the two dis- 
tinct phases that follow the P onset in the upper panel for 
the upward rupture are PmP and sPmP waves, the PmP start- 
ing strongly at the rupture initiation but becoming weak 
compared to this sPmP as the rupture continues to propagate 
upward. The reason for the strong sPmP is that they arrive 
within a short time window and interfere constructively dur- 
ing the upward rupture propagation. The PmP waves do just 
the opposite. For the downward rupture that initiates at 7 
kin, sPmP has a longer effective duration because the arri- 
vals from the adjacent sources have broader time separa- 
tions. These principal features are observed in many seis- 
mograms and can be inverted to understand the rupture 
process during an earthquake. For example, Helmberger et 
al. (1992) were able to find evidence for a similar type of 
rupture effect in the Coyote Mountain earthquake data that 
they modeled by assuming propagation along a line of six 
events. 
Theory for a Finite Propagating Source 
Generally, earthquakes are produced by shear faulting 
that begins presumably at a point or in a small region and 
spreads outward on the fault surface. For shallow-focus 
events, the upward extent is limited by the free surface, and 
the downward extent is limited by the frictional condition. 
In general, the far-field response, O(t), of a propagating rup- 
ture dislocation along a vertical line fault can be represented 
by a simple convolution of a boxcar function of duration t R 
with a step response I(t). The parameter t R represents the 
time needed by the rupture front to propagate from the nu- 
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cleation to its stoppage. Mathematically, O(t) is expressed 
as 
O(t) = I(t) * [H(t) - H(t - tR)]/tR, (1) 
H(t) being a Heavyside step function. The far-field response 
for a propagating step dislocation over a rectangular fault, 
which is evaluated at a receiver point P (spherical polar co- 
ordinates r, O, @) from a rupture over a finite fault that lies 
on the Y = 0 plane bounded between - a and + a along the 
X direction and from 0 to b along the Z direction (Fig. 2), is 
expressed by 
s(t,r) = ~bo f_+aw(x,z) O(t z ra) dxdz, (2) 
Vr 
where v r and va are the rupture and apparent velocities, re- 
spectively; w(x, y) is the weighting slip factor at a given point 
on the fault. For a uniform slip model and constant apparent 
velocity, integrating along the x axis from -a  to + a and 
along the z axis from 0 to b, the above integral reduces to 
s(t,r) = - -  
1 
[R(z + ql a) - R(z - q l  a )  - R(r 
qlq2 
- q2b + q la )  + R(z -  q2b - q la) ]  (3) 
(Langston, 1978), where R(t) is a ramp function, r = t - 
ro/v a and ql and q2 are as follows: 
sin0 sinq5 1 sin0 cosq5 
qa - q2 - 
V a Vr V a 
The time function representing the rupture propagation on a 
fault surface with a uniform slip distribution is a ramp that 
follows from (2). Hence, this ramp function should be con- 
volved with the step response of the medium to incorporate 
this rupture effect. In this study, we restrict he rupture pro- 
cess to a vertical line fault as in Figure 1, and so, the x 
dependence in (2) can be dropped. For the time being, we 
also assume that the apparent velocity varies slowly with 
depth so that it can be treated as constant, thus reducing the 
expression (2) to 
q-; ;r Va JJ 
Validation of  Partit ioned Wave Fields for 
a Finite Propagating Source 
In this section, we demonstrate hat upgoing and down- 
going wave fields computed at a single depth can be used to 
predict the same rupture effect that is produced by a prop- 
agating rupture front along a vertical ine source from one 
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Figure 2. Coordinate geometry used to derive re- 
lations for a finite dislocation model (taken from 
Langston, 1978). 
waveforms at a distance of 200 km from this line source. 
The upper trace is an equivalent point-source seismogram 
produced by averaging contributions from two point sources 
buried at depths of 9 and 10 km, with a time function shown 
to the right convolved in. The second trace includes rupture 
effects for the same size of event and is computed by in- 
cluding contributions from six point sources. The contribu- 
tions are lagged in time based on a constant rupture velocity 
for the propagating rupture front that initiates at a depth of 
12 km, continuing to a depth of 7 kin. The third and fourth 
traces are generated, using the upgoing wave field for the 
third trace and the downgoing wave field for the fourth trace 
from a source buried at a depth of 10 km. Each wave field 
was convolved with a boxcar time function shown to the 
right. Note that the durations of the time functions are dif- 
ferent for the two traces. Next, the third and fourth traces 
are summed to simulate the bottom seismogram. It is clear 
that the bottom seismogram has a better agreement with the 
second seismogram with rupture effect from six point 
sources than the top seismogram simulated using the 
point-source approximation. 
The key to the success of producing the rupture effects 
by summing upgoing and downgoing wave fields lies pre- 
cisely in how well the durations of the boxcar time functions 
are determined. To construct these time functions, aregional 
phase must be selected, which controls in shaping one of the 
principal features in the observed seismogram. For a simple 
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Figure 3. Schematic diagram showing seis- 
mograms produced by adding several point 
sources representing the rupture propagation 
along a fault 5 km long with a rupture velocity 
of 3.1 km/sec and by summing the upgoing and 
downgoing wave fields. The top seismogram 
represents a point-source seismogram synthe- 
sized by averaging contributions from sources 
at 9 and 10 km depths and convolving with the 
time function to its right. The second seismo- 
gram has rupture directivity from six point- 
source contributions. The third and fourth 
seismograms represent the upgoing and down- 
going wave fields convolved with time func- 
tions analytically designed using rupture the- 
ory. The fifth seismogram is the sum of the 
third and fourth traces and has better agreement 
with the finite-source seismogram (second 
seismogram). 
vertically propagating fault, the total duration of the time 
functions for the upgoing and downgoing wave fields should 
account for the time required by the rupture front to propa- 
gate along the fault as given by (4), the difference in the 
travel times needed by the regional phase to travel to a sta- 
tion from the two ends of the fault, and the duration of the 
slip function used for the point source in generating the rup- 
ture effect. 
In Figure 4, the top seismogram generated using a 
smooth rupture propagation along a vertical ine source is 
compared with the bottom six seismograms generated by 
summing upgoing and downgoing wave fields at six depths 
of 7, 8, 9, 10, 11, and 12 kin. At each depth, the upgoing 
medium response was convolved with a time function whose 
duration is based on the sPmP wave, and the downgoing 
wave field was convolved with a time function whose du- 
ration is based on the ProP wave. It is important to note that 
the principal features of the long-period Pnt waves, the start 
of the SmS and the surface waves generated in the top seis- 
mograms, are well matched in the seismograms produced at 
each source depth by summing the partitioned wave fields. 
The SmS waveforms generated using the partitioned wave 
fields are also quite similar to those generated using the total 
rupture process. Similar agreement was also observed in the 
other fault types. Hence, the principal features, at least the 
shape, of some regional phases produced by the rupture 
propagation are insensitive to choice of depth at which the 
upgoing and downgoing wave fields are added, provided it 
lies within the fault surface. 
A similar numerical experiment was performed using 
the time functions developed based on the travel times of 
the sSmS and SmS waves. We found that the differences in 
the waveforms generated using the sSmS and SmS waves to 
design the source time functions for the upgoing and down- 
going wave fields, respectively, were quite subtle when com- 
pared with the waveforms presented in Figure 4. There was, 
however, an obvious difference in the peak amplitudes. For 
sSmS and SmS time functions, the peak amplitudes were 
large when the rupture propagated upward compared to the 
peak amplitudes simulated for the same rupture process us- 
ing the SPmP and ProP waves. Exactly the opposite was 
observed when the rupture propagated downward and is con- 
sistent with the theoretical expectations. 
Effects of Small Source Finiteness 
on High-Frequency Signals 
The examples presented in the previous ection are for 
large-sized earthquakes. Small earthquakes have smaller 
source dimensions and have larger corner frequencies. To 
investigate the source finiteness of small events, we simu- 
lated seismograms with a Nyquist frequency at 25 Hz as- 
suming a rupture length of 1 km and allowed the fault to 
extend from 8 to 9 km. We simulated the rupture effect in 
the same way using six point sources with a separation of 
0.2 km. In Figure 5, we demonstrate he applicability of the 
method at significantly high frequency. The time functions 
developed for the upgoing and downgoing wave fields using 
the sPmP and ProP waves, respectively, have smaller du- 
rations than those presented in Figure 3. The high-frequency 
P waves predicted by smooth rupture (second seismogram, 
shown by a dark line) is better simulated by the up + down 
wavefield (bottom seismogram) compared to the point- 
source simulation (top seismogram). Note how the various 
upgoing seismic phases, such as thepPmP, sPmP, sSmS, and 
Rayleigh waves in the upgoing wave field and the Pn, PmP, 
Sn, and SmS phases in the downgoing wave field, add as the 
two wave fields are combined to produce the up + down 
wavefield. The misfit in the S waves is produced ue to the 
phase velocities of the sPmP and the PmP waves used to 
construct the durations of the source directivity functions. 
This misfit improves if sSmS and SInS phases are used to 
define the directivity functions. We generated a set of strike- 
slip seismograms, analogous to those shown in Figure 1. 
Approximation ofRupture Directivity in Regional Phases Using Upgoing and Downgoing Wave Fields 991 
UPWARD RUPTURE PROPAGATION - sPmP 
Fault Type - ZSS Fault Type - RSS 
,884E-02  ~ ~  
, 1 6 0 E ~  '1~` .101E-~1 " , . .vA" '  
,A_ " - 
11 ~ I ~  [702E~'d ~~/[A /V~/ ' - - -  
I I I I I 
DOWNWARD RUPTURE PROPAGATION 
I I I 











Fault Type - TSS 







,~ f - -  
fleigh 
I I I I I I I I ! I 
0 20 40 60 0 20 40 60 O 20 












Figure 4. Upward and downward rupture simulated by summing the upgoing and 
the downgoing wave fields at various ource depths, 7 through 12 km (southern Cali- 
fornia crustal model). The top seismograms have full representation f rupture direc- 
tivity simulated by summing the contribution of six point sources. The next six seis- 
mograms are simulated by summing the upgoing and downgoing wave fields at each 
depth as discussed in Figure 3. Duration of the time function for the upgoing wave 
field is constrained by the travel times of sPmP waves and for the downgoing wave 
field by the travel times of PmP waves. 
Unlike in Figure 1, both PmP and sPmp were strong pulses 
because the waves from individual sources add construc- 
tively with decreasing rupture dimension, thus increasing the 
relative strength of the high-frequency phases. 
Application to Other Crustal Models 
In this section, we summarize some additional results 
demonstrating that the proposed method is applicable to 
other crustal structures. We selected two models, one with 
increasing the thickness of the source layer by 5 km and the 
other with a low-velocity layer added to the top of the south- 
ern California model. The results for the model with in- 
creased layer thickness are shown in Figure 6. In this model, 
the durations for the time functions of different wave types 
remain the same as those used in the previous ection, except 
for their absolute travel times. Their ray parameters change 
slightly due to changes in ray geometries, which results in 
changes in the reflection and transmission coefficients across 
the layer interfaces. This has an effect on the waveforms. 
For example, the sPmP phase for this modified model is 
stronger than the sPmP phase produced by the southern Cali- 
fornia model. In the next model, a 1-kin-thick surface layer 
is introduced, having the P- and S-wave velocities of 1.8 and 
0.9 km/sec, respectively, and a density of 2.6 grn/cm 3. The 
seismograms simulated using the responses from this model 
are shown in Figure 7. The acausal long-period noise is nu- 
merical and is due to the truncation of the low-frequency 
wavenumber imposed by the choice of wavenumber filter. 
As it can be seen in these waveforms, the model traps large 
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Figure 5. Schematic diagram to show the 
application of the method iscussed in Figure 
3 for high-frequency signals and for a small 
fault (has a dimension of 1 kin). The seismo- 
grams are computed up to a Nyquist of 25 Hz. 
The point-source s ismogram is simulated by 
using model responses computed at8.4 and 8.6 
km depth. The rupture ffect is produced by 
using the same rupture velocity and the re- 
sponses of six point sources at 8.0, 8.2, 8.4, 
8.6, 8.8, and 9.0 km depth. Note the significant 
differences in the composition of P-wave sig- 
nature as a function of fault size (Fig. 3 versus 
Fig. 5). 
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Figure 6. Sensitivity est of rupture directivity to 
the variation in the crustal structure model. Crustal 
thickness was increased by 5 km relative to the south- 
ern California model. The upper seismograms are 
simulated by summing point sources, and the bottom 
seismograms are simulated by summing the upgoing 
and downgoing wave fields. 
surface waves, including well-dispersed Pnz waves that are 
also present on the point-source waveforms. We find the 
composition of both upgoing and downgoing Phi waves 
complex. Individual wave groups are complex and have 
many high-frequency arrivals, and two groups interfere to 
produce longer-period wave train in the total field. This is 
consistent with our previous observation that introduction of 
low-velocity material near the surface causes perturbation i  
the free-surface and interface reflection and transmission co- 
efficients resulting in a highly complex waveform (Saikia 
and Burdick, 1991). The model excited both Love and Ray- 
leigh waves. The Rayleigh waves are complex for the model 
having low-velocity material near the surface, compared to 
the Rayleigh waves presented in the previous figures. The 
surface waves are long-period waves compared to the sur- 
face waves produced by the partitioned wave fields. This is 
expected because the rupture includes the surface waves 
from the shallower sources, i.e., the sources present at 7, 8, 
and 9 km, and those synthesized using the partitioned wave 
fields only consist of waves that are generated at 10 kin. 
Also, the source time functions for the upgoing and the 
downgoing wave fields are based on the apparent velocities 
of the sPmP and PmP waves. The surface waves fit better 
when the rupture is downward because in this case, the 
duration of the time function for the upgoing wave field 
is longer, which effectively produces long-period surface 
waves. 
However, the misfit in the long-period surface waves 
can be reduced by convolving the partitioned wave fields 
with the time functions developed for the sSmS and smS 
waves, as the time functions for the upward rupture of these 
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Figure 7. Sensitivity test of rupture directivity in 
presence of a low-velocity surface layer (thickness 1
kin) in the crustal model. For each component, the 
upper seismogram has a full representation of rupture 
directivity, and the bottom seismogram is simulated 
by summing of upgoing and downgoing wave fields. 
Important to note is that there exists a mismatch in 
the long-period surface waves when the sPmP and 
PmP waves are used to constrain the durations of the 
time functions for the upgoing and downgoing wave 
field, respectively. The bottom two seismograms dem- 
onstrate the improvement i  matching the long-period 
waves when time functions designed using sSmS and 
SmS waves are used. 
waves have durations of 1.4 and 3.3 sec, respectively, longer 
than the durations of the corresponding sPmP and Prop 
waves, which are 0.8 and 2.5 sec, respectively. The bottom 
pair of seismograms are generated using sSmS and sinS 
waves, and fit to the surface waves has improved signifi- 
cantly. Thus, unlike in the southern California model, the 
choice of regional phase may be crucial in simulating the 
rupture effects in presence of low-velocity material near 
the surface. 
Summary of Numerical Procedure 
In this section, we give a brief outline of how this 
method can be implemented in the routine source studies of 
broadband ata. The following four steps will be the major 
tasks: 
a. Generation of a crustal model capable of producing the 
dominant features generally observed on the recorded 
seismograms. 
b. Construction of a library of upgoing and downgoing 
wave fields at various depths and distances. 
c. Determination f the best-fitting point double-couple so- 
lution using long-period waves, see Saikia and Helmber- 
ger (1993), Dreger and Helmberger (1991), and Zhao and 
Helmberger (1993). 
d. Simulation of the principal features in the broadband 
data, preferably in the high-frequency range, character- 
izing the rupture process on possible fault planes, itera- 
tively searching for the best-fitting solution of the rupture 
velocity (Vr) and direction of rupture front propagation on 
the extended fault. A best-fitting solution wilt produce a
minimum misfit between recorded ata and seismograms 
simulated by adding the partitioned wave fields. 
Conclusions 
We have outlined an important application of separating 
wave fields into the upgoing and the downgoing components 
at source traveling to the regional distances and demon- 
strated that they can be used to investigate the source direc- 
tivity manifested in the high-frequency data. The major con- 
tribufion of this study is that a method is established that 
needs upgoing and downgoing partitioned wave fields at 
only one depth to simulate the principal features produced 
by rupture propagation on a fault. To compute the parti- 
tioned wave fields, we formulated a frequency-wavenumber 
algorithm capable of producing complete seismograms for 
the upgoing and downgoing wave fields using the Haskell 
(1964) formalism (Appendix A). The algorithm encom- 
passes many numerical recipes that have proven quite effec- 
tive. For example, it implements the normalization of the 
layer matrix elements including the compound matrices to 
avoid any need for specifying many thin layers to represent 
one large layer (Saikia, 1994; Herrmann and Wang, 1985; 
Wang and Herrmann, 1980; Herrmann 1979; Watson, 1970) 
and a larger wavenumber sampling interval using the Filon's 
quadrature to integrate the kernel at high frequency and at 
large distances (Saikia, t994; Mallick and Frazer, 1988; Fra- 
zer, 1977). Presently, the method is demonstrated for the 
vertical ine source, but the underlying concept can be ex- 
tended to analyze rupture attributes on a large fault surface. 
The proposed approach is advantageous to other methods in 
which wave fields are computed at many points on the fault 
surface and is very well a major task, depending upon the 
frequency of interest and the epicentral distance. 
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To implement this method, it is imperative that regional 
phases that are recorded in the regional seismograms a the 
principal features are selected to construct the time func- 
tions, accounting the difference in travel times needed by 
the regional phase to travel to a station from the two ends 
of a fault and adding to the duration of the rupture front 
propagation. Generally, the PmP, SINS, sPmP, and sSmS 
waves are the primary candidates. These are reflected phases 
from the moho interface and contribute significantly com- 
pared to the direct waves for crustal earthquakes. At present, 
we have tested the implementation for the vertical line 
source and found that the upgoing and downgoing wave 
fields can be added at any depth, but they must lie within 
the fault dimensions. 
We have verified the method using several flat-layered 
crustal structures. Path effects in a complex medium may 
complicate application of these results, especially when the 
fault dimensions are large and when the fault is buried within 
a highly irregular crustal structure. It is beyond the scope of 
this article to assess whether the summing of the upgoing 
and downgoing wave fields from one depth will be adequate 
for approximating the rupture effects for such large earth- 
quakes. We can intuitively argue only for the small earth- 
quakes as the fault dimensions are generally small. At least 
for such earthquakes, we can restrictively apply this ap- 
proach to the initial high-frequency P waves even in the 
presence of irregular structure. Because the initial wave 
fields, produced by summing the individual point-source 
contributions that are influenced ifferently at different sta- 
tions by the interaction with the complex irregular structure, 
are likely to have variations. However, wave fields from in- 
dividual point sources will have similar interactions ata sin- 
gle site, producing similar looking wareforms. Thus, any 
upgoing and downgoing wave fields that include these com- 
plicated features of irregular structure will suffice for the 
method to perform. 
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Appendix A 
Partitioning of Wave Fields for a Point Source 
To compute the upgoing and downgoing wave fields, 
we use the frequency-wavenumber integration scheme 
(Wang and Herrmann, 1980; Herrmann and Wang, 1985; 
Saikia, 1994) that follows from Haskell (1964) and construct 
time series by evaluating an integral of the type given by where 
f~F(k, co)J~(kr)dk, where co is the angular frequency, k is the 
horizontal wavenumber, r is the epicentral distance, and Jn 
is the nth-order Bessel's function. The quantity F(k, co) in- 
cludes the vertical propagation of the frequency-wavenum- 
ber kernel that is evaluated using the propagator matrix tech- 
nique (Gilbert and Backus, 1966), and the terms with 
Bessel's functions produce the horizontal wave propagation 
along the r direction. To separate upgoing and downgoing 
wave fields, we have to reconstruct F(k, co). The kernel can 
be integrated either by using the criteria used by Bouchon 
(1981) or by using quadrature schemes like the Filon' s quad- 
rature to interpolate both F(k, r) and J~(kr) (Frazer, 1977; 
Mallick and Frazer, 1988; Saikia, 1994). 
Kennett (1983) presented a mathematical representation 
of two wave fields by partitioning the stress-displacement 
vectors immediately above and immediately below the 
source into their upgoing and downgoing wave parts using 
his inverse igenvector matrix. The approach followed here 
is similar, but instead of the inverse matrix, the concept of 
the upgoing and the downgoing wave fields is applied to the 
frequency-wavenumber integration scheme using the source 
layer matrix am, which implicitly has a form given by am = 
EmAm(Z)E m I in terms of matrix propagator, Em being a 4 × 
4 matrix connecting the P-SV stress-displacement vector 
B,~_ 1 to the potential constant vector K m of the ruth layer 
given by B m_ 1 = EmKm" For SH waves, E m is a 2 × 2 
matrix. Matrix Am(z) is composed of two matrices with ele- 
ments consisting of exponential transfer operators for the 
propagating wave field within a layer (see below). Forms of 
both E,n and Em 1 matrices are available in Haskell (1964). 
Such a decomposition of the propagator matrix aids in un- 
derstanding individual upgoing and downgoing waves 
within a given layer and, in the limiting condition of layer 
thickness becoming zero, can be used to produce the upgo- 
ing and downgoing wave-field contributions. 
The Haskell (1964) article introduced wave-field coef- 
ficients, A', A", B', B", C', and C", where A, B, and C 
coefficients are related to the propagating P, SV, and SH 
waves, respectively. The prime and double primes indicate 
association with downward and upward propagating waves, 
where respectively. In an elastic medium [assuming a cylindrical 
coordinate system (r, ~b, z) with the origin at the free surface 
and z pointing downward] consisting of N - 1 homoge- 
neous and isotropic layers overlying ahalf-space (Nth layer) 
where each layer is characterized by the compressional (a) 
and shear wave (fl) velocities, the density (p) and the thick- 
hess (d), Wang and Herrmann (1980) presented a compact 
form connecting the layer vector K N of the Nth layer to the 
source potential discontinuities Km and Km + across the ruth 
layer and the free-surface stress-displacement vector B0, 
which has a similar form as given below: 
FK N = X~ + RB o, (A1) 
f2 = am(din = O)E , .S ,  
X = FENlaN_laN_2 . . . . .  am+lam(dm), 
R = FENlaN_laN_2 . . . . . .  a 1. 
(A2) 
The layer matrix a,n(dm = 0) is essentially an identity ma- 
trix. The above expressions are in the exact form presented 
in Wang and Herrmann (1980) and Saikia (1994) and can 
be used to evaluate responses at receivers located at the free 
surface. The vector potential K m is a 4 × 1 matrix given by 
[A' + A", A' - A", B' - B",B' + B"]T for the P-SV and 
is a 2 × 1 matrix given by [C' + C", C' - C"] T for the 
SH waves evaluated at the Nth layer. Matrix F, which is a 4 
× 4 matrix for the P-SV system and a 2 × 2 matrix for the 
SH system, separates up- and downgoing wave potential co- 
efficients in the K vector potential. Thus, FK, is [A", B", 
A', B'] x for P-SV and [C", C'] x for SH waves. The param- 
eter dm is the thickness of the layer immediately below the 
source. Thus, f2 is equivalently representative of the stress- 
displacement discontinuity at the source. 
In Haskell' s formulation, the layer matrix, am of the ruth 
layer is defined as 
a m = DmE~ 1, (A3) 
which follows from the relations 
Bm= DmKm Bin_ ~ = EmKm. (A4) 
The first expression relates the stress-displacement vector Bm 
at the bottom of the layer m to the layer potential coefficient 
Km, and the second expression gives the stress-displacement 
vector B m_ 1 at the top of the same layer. The form of D,, 
matrix given in Haskell (1964) can be reformulated in terms 
of the Em matrix as follows: 
Dm = Em(A 1 + A2m), (A5) 
A 1 = A 2 + 
= + + 
For the P-SV system, 
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e +-;vad" 0 0 i [ 
1 0 e +- v~dm 0 
A~+- = -2 0 e +- vadm ' 
0 0 e +-vMm 
0 -e  +-~am 0 0 
A~+_ = ++____~1 -- e +- vadm 0 0 0 
2 0 0 0 --e +-vMm 
0 0 --e +-vMm 0 
(A6a) 
(A6b) 
and for SH system, 
1 e+~am e+_Odm, (A6c) Aim +- : 
A2m +_ __ _112 --e0-+vfldm --eo v~d''' (A6d) 
The matrix with the plus sign implies that the waves prop- 
agate upward, and that with the negative sign implies that 
the waves propagate downward. Thus, the layer matrix am 
can exactly be decomposed into layer matrices for the up- 
going and downgoing waves. Hence, theory used in our al- 
gorithm is as follows: 
f~ = am(d m = O)EroS 
= EmAm(dm = O)Em'EmS 
= = Ad°Wn(d Em[AUmP(d,,, O) + --m .--m = 0)] EZ.,1Em S 
down = [aUmp(dm = O) + a m d m = 0) ]  EraS = ~')up 
.+ ~'-~down, 
(A7) 
To obtain these decomposed stress-displacement wave 
fields, f~up and f~aown, using the elements of Haskell's layer 
matrix in which upward and downward propagations are in- 
troduced through exp[ +_ va3dm] terms, it is only necessary 
to evaluate the elements of the source layer matrix am(dm) 
in the limit when dm tends to 0. This decomposition is an 
effective way to find coefficients needed to separate upgoing 
and downgoing components exactly from the stress-dis- 
placement wave-field iscontinuity EmS at the source using 
the layer matrix itself. Following Harkrider (1980), a similar 
decomposition can be achieved in the source potential co- 
efficients. Herrmann (personal comm., 1994) shows that the 
above decomposition is also equivalent to separating the 
source potential S into upgoing and downgoing source po- 
tentials as follows: 
f~ = EmS 
= EmF- I[FS] 
= EmF- I ( [F ] -S  + [F ]+S) .  
(A8) 
This formulation uses F matrix to achieve this separation. 
Both decomposition schemes have relative advantages in
terms of computation and produce identical results. 
Appendix B 
Validation of Partitioned Wave Fields 
for a Point Source 
One of the best demonstrations of the accuracy of our 
procedure is to simply add the upgoing wave field to the 
downgoing wave field and predict he point-source solution. 
This is shown in Figure B 1 for the fundamental faults. The 
upper two panels show both upgoing and downgoing seis- 
mograms computed using the southern California crustal 
model, given in Table B 1. The source is at a depth of 7 km. 
The distance of 200 km was chosen so that both the upgoing 
and the downgoing wave fields have similar amplitudes, 
making the contributions from both wave fields noticeable 
in the sum. At this distance, we expect he upgoing wave 
field to be composed primarily of strong high-frequency 
pPmp and sSmS waves and long-period surface waves. The 
P-SV interaction shows this to be the case for the upgoing 
wave field on the vertical and radial seismograms. The 
source is deep, which makes the tangential motions strong 
only at the high frequency. As expected, the downgoing 
wave fields are rich in high frequency and show complicated 
ray interactions within the S-wave packets. The ProP is 
strong on both strike-slip components. The lower two panels 
of Figure B2 show a direct comparison of the sum of the 
two wave fields (up + down) with the seismograms com- 
puted using the original frequency-wavenumber algorithm 
(Saikia, 1994) for the total field. The number to the right of 
each up + down seismogram gives the percentage of mis- 
match of the wave field produced by summing the upgoing 
and the downgoing wave fields with the total wave field, 
which is at most 0.5% (in fact, it is about 0.2% for the P- 
SV system). Since the upgoing and the downgoing wave 
fields are computed using a different numerical algorithm 
and the up + down result is the same as the total wave field, 
the algorithm used to partition the wave field into upgoing 
and downgoing components is validated. 
We also compared the upgoing and downgoing wave 
fields computed by the above technique of wave-field par- 
tition with those computed using the generalized ray theory 
(Helmberger and Harkrider, 1978). Figure B2 shows the 
comparison of initial P-wave displacements computed using 
these two independent methods for both double-couple and 
isotropic sources buried at a depth of 10 kin, and at a distance 
of 200 km for the P-SV waves. The calculation was done 
using a 40-km-thick layer over a half-space to keep ray 
tracking for the generalized ray seismograms simple and in- 
cluded only those generalized rays that significantly contrib- 
ute to the total response. The P- and S-wave velocities within 
the layer are 6.2 and 3.5 km/sec and with a density of 2.7 
gm/cm 3. The half-space parameters are 8.2 and 4.5 km/sec 
for P and S velocities and 3.4 gm/cm 3for density. We com- 
puted generalized ray seismograms u ing only the far-field 
approximation for the upgoing and the downgoing wave 
fields separately and compared them with those computed 
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Figure B 1. Separation of wave field into the upgoing and downgoing wave fields. 
The top panel shows the upgoing and the bottom panel shows the downgoing wave 
field. Source is 7 km depth and the southern California crustal model (Table B1) is 
used. The total wave field (bottom left panel) is computed by using Filon_AS (Saikia, 
1994). The up + down wave field (bottom right panel) is produced by summing the 
up and down wave fields shown above. The number to the right of each up + down 
seismogram gives the percentage mismatch with the total wave field. 
Table B 1 
Southern California Crustal Model Used in This Study 
P Vel. S VeL Density Thickness 
(km/sec) (km/sec) (gm/cm 3) (kin) 
5.4 3.2 2.7 4.0 
6.2 3.6 2.85 16.0 
6.6 3.75 3.2 8.0 
7.5 4.1 3.42 3.0 
7.8 4.25 3.45 --  
using the frequency-wavenumber algorithm for the parti- 
tioned wave fields. These upgoing and downgoing wave 
fields are shown in the first and second columns of seis- 
mograms. For each component, say ZDD, RDD, ZDS, RDS, 
ZSS, RSS, ZEX, and REX (where Z stands for the vertical 
component and R for the radial component, DD for the 45 ° 
dipping dip-slip fault observed at an azimuth of 45 °, SS for 
the strike-slip fault and DS for the 90 ° dipping dip-slip fault, 
and EX for the explosion source), the generalized ray seis- 
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Figure B2. Comparison of generalized ray and frequency-wavenumber Pnl seis- 
mograms for the (a) upgoing, (b) downgoing, (c) up + down, and (d) total wave fields. 
The seismograms are synthesized using a layer-over-half-space model for a source 
depth of 10 km at a distance of 200 kin. A limited number of rays are included in the 
generalized ray calculation. The total agreement between the seismograms shown in 
(c) and (d) both in amplitude and in waveshape validates the partitioned wave fields 
shown in (a) and (b). 
o~o 
mogram (Grt) is plotted above the frequency-wavenumber 
(F-K) seismogram. The peak amplitudes are also given. The 
small number immediately below the peak amplitude of F- 
K seismogram is the ratio of the peak amplitudes of the Grt 
to F-K seismograms, which ranges between 0.9 and 0.96. 
The seismograms in the Up + Down panel are synthesized 
by summing the upgoing and the downgoing wave fields of 
columns 1 and 2. The fourth column shows the total wave 
fields computed using all the rays together for the general- 
ized ray seismograms and using the Filon_AS (Saikia, 1994) 
code for the F-K seismograms. The seismograms of the third 
column show an excellent match with the seismograms of
the fourth column, both in amplitude and in wave shape. The 
agreement between the seismograms shown in columns 3 
and 4 clearly validates the exactness of our method in par- 
titioning the wave fields. 
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