In this work, a 3D reconstruction approach for flexible sensing inspired by integral imaging techniques is pro- 
INTRODUCTION

20
As opposed to traditional two-dimensional (2D) imaging tech-21 niques, three-dimensional (3D) imaging technologies can po- 22 tentially capture the 3D structure, range, and texture information 23 of the different objects in a scene. Additionally, 3D imaging 24 technologies are more robust to partial scene occlusion. There 25 are many 3D imaging technologies, such as holography and 26 related interferometry techniques [1] , stereoscopy [2] , pattern 27 illumination techniques [3] , LADAR [4] , and time-of-flight 28 techniques [5] . and explained in Section 4.
150
The rest of the paper is organized as follows. Section 2 pro- However, most of these algorithms are not directly suited to 167 large-scale outdoor scenes.
168
In a multi-view camera acquisition system, we also need a 169 calibration algorithm that is sufficiently precise to be used for 170 integral imaging techniques that may be able to perform well 171 in outdoor scenes. In this section, we describe a calibration analyzed by generating a series of depth images.
249
For a flexible sensing setup, as is our case, we adapt the com- images. Thus,
272
Let us consider that from the camera c we want to reproject estimated. Thus, the value of the image observed by camera i 289 via reprojection of the camera c will be expressed by corresponding to an object point would be given by:
324
The variance between image intensities and the mean is 325 defined as
326
The variance criterion was one of the first photo-consistency 327 criteria proposed and is also one of the most widely accepted.
328
Because of the errors in the photo-consistency estimation 
344
In addition, the variance between image intensities would be: sure is usually applied to resolve matching ambiguities.
402
In our approach, we propose a photo-consistency measure 
458
The algorithm satisfies the three specifications that were 
RESULTS
473
In this section, we will show some results obtained from using a (1∕1.8 00 ) was used. Camera resolution was 1600 × 1200 pixels.
483
The focal length of the optics used in the experiment was focus.iris/zoom lens, C-mount, 2∕3 00 format, w/lock screws.
486
The diagonal FOV was 39.3°. The software used for synch-
487
ronized capturing was StreamPix6, for multiple camera use.
488
The computer used to manage the entire system had a CPU tions of objects at different depths in a complex scene, some 504 objects may be seen by some of the cameras and not by others.
505
This camera setup enlarges the common FOV observed by the 506 set of cameras, but it makes depth estimation of the objects in 507 the scene a difficult task.
508
B. Camera Calibration Process
509
To solve the calibration problem and therefore estimate the 510 matrix W s , it is necessary to have a set of image points.
511
Nevertheless, it is possible that the matrix may contain some 512 missing points. Thus, the more complete the matrix is, the .
525
In other scenes where these objects do not appear, it is pos- The generation of an all-in-focus image has a strong depend- 
645
This produces a very noisy depth map on the object surfaces.
646
Furthermore, the photo-consistency measure obtained is more 647 sensitive in the case of objects containing textured surfaces that 648 generate visual irregularity in the objects.
649
In our work, we have also added a defocus term in order to 
654
This fact may mean that object focusing can only be partially 655 obtained, thereby degrading the performance of this measure. smoother depth areas as a final result.
674
In general terms, our method is more stable in fixing 675 the correct depth of the objects since it takes into account information of the neighboring pixels. Nevertheless, if depth 677 estimation is not correct, it not only affects a particular pixel,
678
but it also affects the pixels in its neighborhood. For instance,
679
we can see in rows 3 and 4 in Fig. 6 that the depth estimation 680 for the checkerboard and the books is more robust in our case 681 than for the Min-Var method. However, the depth estimation 682 in the black projection wall is worse in our case. 
709
The results obtained are generally consistent in real scenes 710 with different types of surfaces, although objects with a smooth 711 texture or changes due to brightness can affect the result.
712
A downside effect for objects close to the cameras is that, once 
