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„Aufbau eines Kompetenzzentrums für Volltexterschließung von 
handschriftlichen und gedruckten Werken.“
Das Projekt OCR-BW unterstützt Archive, wissenschaftliche Bibliotheken 
und andere Institutionen in Baden-Württemberg bei der Anwendung von 
automatischer Texterkennungs- und Transkriptionssoftware.
UB Tübingen: Transkription und Volltexterschließung von
Autographen, Handschriften und Inkunabeln




Arbeitsbeispiele für Transkription und Texterkennung
• Handschrift aus dem Bestand der WLB Stuttgart (16. Jhd.)  
• Historische Zeitungen (19.–20. Jhd.) für das Stadtarchiv Ladenburg, 
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• Dient als Kernkomponente in vielen OCR-Applikationen
• Mehr als 100 Sprachen / mehr als 30 Schriften
• Liest Bilder in allen gängigen Formaten (nicht PDF!)
• Erzeugt Text, PDF, hOCR, ALTO, TSV
• Große, weltweite Anwender-Community
• Technologisch aktuell (Texterkennung mit neuronalem Netz)
616.10.2020
OCR-D in Kürze https://ocr-d.github.io/de/
• Open Source
• Modularer Ansatz – „Prozessoren“ für alle Arbeitsschritte
• Kommandozeilenprogramm (CLI)
• METS als Metadatenformat
• PAGE XML für Seiteninhalte, optional auch
Text, PDF, hOCR, ALTO XML, TSV, …
• Definition von Ground-Truth-Erfassungsregeln
und Bereitstellung von GT-Korpora  
• Langzeitarchivierungsmöglichkeiten





One model to rule them all?
Neue generische Modelle 
sind sprachenunabhängig und
decken auch viele Schriftarten ab, 
ebenso wie fett und kursiv gedruckte Variationen. 
Erleichtert Volltexterkennung für typische Druckwerke.












Beispiel 2 –  ULB Darmstadt (Preprocessing)
1216.10.2020
CER: 6,84 % CER: 3,76 %
Anwendungs-Beispiel
1316.10.2020






tesseract -l model input output
# Ausgabe aller zur Verfügung stehender Modelle
# Speicherort der Modelle: Tessdata (Default: /usr/share/tesseract/tessdata/)
tesseract --list-langs
# Einsatz von GT4HistOCR-Modell mit PDF-Ausgabe 
# Andere Ausgabemöglichkeiten alto, hocr, tsv, txt (Default: txt)
# Um die Ausgabe auf den Terminal auszugeben: output → stdout
tesseract -l GT4HistOCR input output pdf
# Ausgabe der erweiterten Einstellungsmöglichkeiten
tesseract --help-extra
# Erweiterung des Aufrufs um den PageSegmentationMode (PSM)
# Das Bild ist einspaltig (PSM → 4)
tesseract --psm 4 -l GT4HistOCR input output
# Verarbeitung aller jpg-Dateien in einem Ordner
# Zur Parallelisierung empfohlen: GNUparallel (dabei darauf achten, dass OpenMP nicht aktiv ist)
for i in *.jpg; do echo ${i/.jpg/}; tesseract -l GT4HistOCR $i ${i/.jpg/};done
# Alternative mit „fd-find“




Workflow für eine Einzelseite ohne bestehende METS-Datei:
# Step 0: Create Workspace & METS file
mkdir -p ~/projects/OCR-D/workshop/2020_02_19/
cd ~/projects/OCR-D/workshop/2020_02_19/
# Create workspace including METS file
ocrd workspace init OCRbw_workspace && cd OCRbw_workspace
# Step 1: Download jpg image
mkdir ./OCR-D-IMG && \
wget -O ./OCR-D-IMG/Fraktur_1621.jpg \
https://digi.bib.uni-mannheim.de/~jkamlah/OCRbw-Workshop-2020-02-19/example/ocrd/MAX/Fraktur_1621.jpg
# Step 2: Add image to METS
# Be aware, that the ID and the GROUPID must be identical if the referenced image represents the original image
ocrd workspace add --file-grp OCR-D-IMG --file-id Fraktur_1621 --page-id OCR-D-IMG_0001 \
  --mimetype image/jpeg OCR-D-IMG/Fraktur_1621.jpg
# Install OCR model into Tesseract data path
apt-get install tesseract-ocr-script-frak
# Step 3: Run the workflow (processors)
ocrd process \
  'tesserocr-segment-region -I OCR-D-IMG -O OCR-D-SEG-BLOCK' \
  'tesserocr-segment-line -I OCR-D-SEG-BLOCK -O OCR-D-SEG-LINE' \




Workflow für einen Datensatz mit METS:
# Create workspace including METS file
ocrd workspace clone -a METS-URL
# Run the recommended workflow (processors)
ocrd process \
  "cis-ocropy-binarize -I OCR-D-IMG -O OCR-D-BIN" \
  "anybaseocr-crop -I OCR-D-BIN -O OCR-D-CROP" \
  "skimage-binarize -I OCR-D-CROP -O OCR-D-BIN2 -P method li" \
  "skimage-denoise -I OCR-D-BIN2 -O OCR-D-BIN-DENOISE -P level-of-operation page" \
  "tesserocr-deskew -I OCR-D-BIN-DENOISE -O OCR-D-BIN-DENOISE-DESKEW -P operation_level page" \
  "cis-ocropy-segment -I OCR-D-BIN-DENOISE-DESKEW -O OCR-D-SEG-REG -P level-of-operation page" \
  "tesserocr-deskew -I OCR-D-SEG-REG -O OCR-D-SEG-REG-DESKEW" \
  "cis-ocropy-clip -I OCR-D-SEG-REG-DESKEW -O OCR-D-SEG-REG-DESKEW-CLIP" \
  "cis-ocropy-segment -I OCR-D-SEG-REG-DESKEW-CLIP -O OCR-D-SEG-LINE" \
  "cis-ocropy-clip -I OCR-D-SEG-LINE -O OCR-D-SEG-CLIP-LINE -P level-of-operation line" \
  "cis-ocropy-dewarp -I OCR-D-SEG-CLIP-LINE -O OCR-D-SEG-LINE-RESEG-DEWARP" \
  "calamari-recognize -I OCR-D-SEG-LINE-RESEG-DEWARP -O OCR-D-OCR -P checkpoint /path/to/models/\*.ckpt.json"
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