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Abstract
This work is a continuation of recent efforts aimed at
understanding the interplay of control, communication
and computation in systems whose sensors, actuators
and computing elements are distributed across a net-
work. We investigate the simultaneous stabilization
of a group of linear systems whose feedback loops are
closed over an idealized shared medium. The capacity
of that medium is constrained so that only a limited
number of controller-plant connections can be accom-
modated at any one time. We introduce a feedback
communication policy – inspired by previous work on
queuing systems and real-time scheduling – for decid-
ing which system(s) should be admitted into the network
and for how long. The use of feedback in making com-
munication decisions results in a set of autonomous dy-
namical systems which are coupled to one another due
to the presence of communication constraints. We give
conditions for the stability of the collection under the
proposed communication policy and present simulation
results that illustrate our ideas.
1 Introduction
The ongoing interest in networked control systems has
motivated a host of research on the analysis and con-
trol of dynamical systems whose operation is subject to
communication constraints (see for example [7, 18], also
[10] and references therein). One of the directions that
are being pursued focuses on understanding the effects
of communication constraints on variants of classical
control problems through the use of so-called “com-
munication sequences” [3, 8, 6, 16] which specify the
spatial and temporal order in which a system’s sen-
sors, actuators and controller exchange data. In many
of these works, communication events occur at integer
multiples of a common period; a (sometimes periodic)
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communication sequence is chosen a priori, then an op-
timal control problem is solved with the communica-
tion sequence regarded as a parameter. Such polling-
based communication schemes preserve linearity (when
the underlying systems are themselves linear) and often
make the analysis easier.
One of the challenges in the approach outlined above
lies in the difficulties encountered when jointly opti-
mizing the control law and communication sequence;
in some cases, the best one can hope for is a useful
heuristic (for example [12]). Moreover, specifying a
communication sequence a priori may be undesirable
for practical reasons, including the need for a timer
and memory as well as the lack of a feedback mech-
anism that would allow for changes in the communi-
cation sequence in response to disturbances or other
events. For these reasons it is sometimes preferable to
use an interrupt-based policy for deciding which parts
of a networked dynamical system should interact at a
particular time. Such a scheme is appealing because
it leads to autonomous dynamics and because there is
at least some evidence [17] that suggests that feedback
communication policies can outperform their “static”
counterparts.
In this paper we investigate the stability of a collec-
tion of continuous-time feedback LTI systems that rely
on an idealized network of limited capacity in order
to close their feedback loops. We show that a suf-
ficient condition for stability of the collection under
periodic communication (detailed in [9]) is also suffi-
cient under an interrupt-based communication policy
that is inspired by results from real-time scheduling
and queuing theory [15]. We note that our model for
limited communication leads to systems with switched
or hybrid dynamics; in those settings known stability
conditions are typically conservative [2, 17] or compu-
tationally complex (see [11] for an excellent survey of
standard results). Our plan for improving on existing
results is based on a simple communication policy that
“pays attention” to the system whose state is furthest
from the origin (this will be made precise in Sec. 3).
Section 2 describes the stability problem we are con-
cerned with. We propose a simple interrupt-based
strategy (a variant of the “Clear the Largest Buffer”
policy introduced in [15]) for deciding on-line which
systems should be allowed use of the network. In Sec-
tion 3 we give sufficient conditions for the stability of
a collection of dynamical systems under the proposed
communication policy, and improve upon previously es-
tablished results. In the case of scalar dynamical sys-
tems operating under the proposed communication pol-
icy, our stability condition is necessary and sufficient.
Section 4 contains simulation results that illustrate the
main ideas.
2 A collection of switched dynamical systems
Consider a collection of continuous-time LTI systems
ẋi(t) = Aixi(t) + Biui(t); i = 1, . . . , N (1)
xi(t) ∈ Rn, ui(t) ∈ Rm
whose open loop dynamics are unstable (Re{λ(Ai)} >
0, i = 1, . . . , N). Each system communicates with
a remotely located controller over an idealized shared
network, according to the static state feedback law1
ui(t) = Kixi(t) (see Fig. 1), with the gains Ki designed
Figure 1: A collection of networked control systems
Gi(s) = I(sI − Ai)−1Bi driven by static feed-
back controllers Ki via a network. Only k of N
switches si can be closed at any one time.
a priori so that Re{λ(Ai +BiKi)} < 0, i = 1, . . . , N .
We assume that the “shared network” is an idealized
communication medium which provides connectivity
1Here we have assumed that state is available, although our
results apply in the case of output feedback as well.
between a system and its controller in a discrete sense
(on or off). We will not consider the effects of net-
work layers, delays or complications due to packed-
based communication. Controller-plant communica-
tion is limited in the sense that a maximum of k < N
plants may close their feedback loops at any one time.
This could be because:
• each system has its own controller, with commu-
nication taking place over a medium which can
only accommodate a maximum of k “users” at a
time, or
• all systems are stabilized by a single centralized
controller which can perform a limited amount of
computation per unit time, or has only enough
outputs to communicate with k out of N systems.
We are interested in finding a feedback-based se-
quence for establishing and terminating communication
between each system and its controller, in a way that
stabilizes all systems in the collection. By “feedback-
based” we mean a communication sequence that is a
function of the system states.
It should be noted that our switch-based model (like
those in [8, 6]) captures computational as well as com-
munication constraints. When the network is busy, the
controller may have to wait to receive data from its
sensor suite. On the other hand, even if bandwidth
is virtually “unlimited”, a centralized controller may
be unable to process data from all N sensors suites
simultaneously when it comes to evaluating the corre-
sponding feedback laws. In this paper we will always
refer to “communication constraints”, but it should be
understood that our model can capture both types of
constraints and in fact the two cases are indistinguish-
able as far as the evolution of the system is concerned.
We use Aoi

= Ai and Aci

= Ai + BiKi to denote the
open and closed loop dynamics of the collection, and
write the dynamics of the resulting switched system as:
ẋi(t) = Asi(t)xi(t); i = 1, . . . , N (2)
where Asi(t) ∈ {Aoi , Aci}, and si(t) ∈ {0, 1} are piece-
wise constant functions that indicate when the ith loop
is closed (si(t) = 1). For the systems (2), we represent
the communication sequence [3, 8, 9] by a piecewise
constant σ : R+ → {0, 1}N with
σ(t) = [s1(t) s2(t) · · · sN (t)]T
and express the communication constraint as∑N
1 σi(t) ≤ k. Because we have assumed that
the Aci are stable by choice of Ki, there exist quadratic
Lyapunov functions V ci (xi) = x
T
i Pixi, Pi = P
T
i > 0
such that for Qi = QTi > 0,
(Aci )
T Pi + PiAci = −Qi < 0 (3)
V̇ ci (x) ≤ λiV ci (x), t ∈ [jT, jT + ∆s) (4)
for some λi ∈ R−, j = 0, 1, .... The following then
holds:
Theorem 1 (from [9]) Consider the collection of
networked LTI systems described in (2) and assume
that at most k out of N systems are allowed to close
their feedback loops at any one time. For i = 1, ..., N ,
let V ci (xi) = x
T
i Pixi, Pi = P
T
i > 0 be Lyapunov func-




i < λiPi < 0 when communication is available
(feedback loop closed) and (Aoi )
T Pi + PiAoi < µiPi oth-
erwise (for some λi < 0 , µi > 0). Then, for any
T > 0, there exists a T -periodic communication se-




µi − λi < k. (5)
The utility of the bound in (5) depends of course on
how closely the estimates λi and µi approximate the
decay/growth rates of the open and closed loop dynam-
ics of the systems. There is a set of optimal quadratic
Lyapunov functions (i.e. those Pi that will result the
tightest possible λi and µi), which can be computed by
solving the following problem:
Problem 1 Given Aci , A
o
i , i = 1, ..., N , minimize c

=
−µi/λi > 0 over all Pi = PTi > 0, λi < 0, subject to:
(Aci )
T Pi + PiAci < λiPi
(Aoi )
T Pi + PiAoi < −cλiPi (6)
Pi > 0, λi < 0, c > 0
The above inequalities are linear in each of the variables
Pi, λi, c and Problem 1 can be solved using bisection on
c and solving the BMI problem ([1, 5]) that results (see
[9] for details). In general, (5) is conservative even if
the Pi are optimal according to Problem 1.
3 A feedback-based communication policy
Instead of specifying the switching functions si(t) in
advance for the systems (2), we would like for the si(t)
to depend only on the states xi(t). In the following,
we will assume without loss of generality that k = 1,
i.e. the network can only accommodate one feedback
loop at a time (the case k > 1 follows easily). For
k = 1, we can simplify matters by setting si(t) = 0
for all indices i ∈ {1, 2, ..., N} except one which we
denote by i∗(t), corresponding to the unique system
whose feedback loop is closed at t. We now define the
following policy for choosing i∗(t) (and therefore the
switching functions si(t)):
Definition 1 (CLS-ε) Let i∗(t) denote the index of
the system whose feedback loop is closed at time t.
• 1. Let t0 denote the current time. Set
i∗(t0) = argmax(‖xi(t0)‖).
• 2. When ‖xi∗(t)‖ = ε > 0, repeat from step 1.
This policy, which seeks to “Contain the Largest State”
(abrv. CLS-ε), can be viewed as the analog of the
“Clear the Largest Buffer” policy, originally introduced
in the study of distributed manufacturing systems [15].
In the following, we show how those results relate to
our problem as we investigate the behavior of the sys-
tems described by Eq. 2 under variations of the CLS-ε
policy.
Remark 1: At first glance one might think that there
is a tradeoff between making ε too small or too large.
When ε is large, performance will of course suffer since
the states remain large. If ε is too small, then one may
think that again the performance will be low because
the uncontrolled states will tend to become very large
while the controller is trying to make a particular state
very small (smaller than ε). However, that is not true
as we shall see.
3.1 Systems with scalar dynamics
Consider the case where Aci , A
o
i ∈ R for all i = 1, ..., N .
Theorem 2 Consider the collection of networked LTI
systems described in (2) with Asi(t) ∈ {Aoi , Aci}, Aoi >
0, Aci < 0. Assume that at most k = 1 out of N
systems 2 are allowed to close their feedback loops at
any one time and that the binary-valued si(t) are de-
termined by CLS-ε for any fixed ε > 0. Then, all |xi(t)|









Furthermore, if p > 1 then there exists no stabilizing
communication sequence.
Proof: Without loss of generality, assume that xi(t) >
0. The state equations (2) imply that
ln xi(t) = Aoi (t) + lnxi(t0) open loop
lnxi(t) = Aci (t) + lnxi(t0) closed loop









2For k > 1, replace the right hand side of (7) by k.
and suppose that at time t we are choosing to close the


























= −1 + p (9)
We see that V < 0 iff p < 1. The condition p < 1 is
clearly necessary because V is strictly increasing with
respect to the xi. Suppose now that p < 1 so that V (t)
is strictly decreasing. Because our communication pol-
icy requires opening a feedback loop when the associ-









; we conclude that V (t) has a lower
limit and so do the |xi|. Finally, suppose that p > 1 but
that there exists some communication sequence which
stabilizes all systems. Then there is a future time T at
which all xi have decreased compared to their values
at t = t0. Let 0 < ∆i < T be the total amount of time
that was allocated to the ith system over the interval





















= p < 1, a contradiction.
From a queuing-theoretic viewpoint, the Lyapunov-like
function V is analogous to that used in [15] and at-
tempts to capture the amount of “work” the controller
must do in order to bring the states xi near the origin.
Also, from Theorem 2 we see that CLS-ε can be used to
drive the systems to the origin by gradually decreasing
the value of ε:
Corollary 1 If the collection of systems in Eq. 2 is








< k with Aoi , A
c
i ∈ R, then
the collection is stable under CLS-ε if ε varies with time
along a sequence that converges asymptotically to zero
(e.g. εn = 1/n).
Remark 2: Under CLS-ε, the switching rate is not
bounded. It is possible however to slightly modify the
switching policy so that the switching rate is bounded
above by 1τ . The “minimum waiting” time τ > 0 will
be the analog of the so-called “setup time” in [15]. In
that case (which will not be discussed here due to space
constraints) the states will remain bounded.
Corollary 2 If the systems in (2) are all governed by
the same set of dynamics Asi(t) ∈ {Ao, Ac} for all i =
1, ..., N and Ao, Ac ∈ R, then
• As t → ∞, |xj | → ε for all j = 1, ..., N if and
only if −AoAc < 1N−1 .
• If −AoAc ≥ 1N−1 then there is no switching policy
that stabilizes all systems
• The switching policy i(t) will be “round robin”.
Proof: The first two statements follow immediately
from Theorem 2. When a system (say xj) reaches
|xj | = ε, its norm is the smallest in the collection. Be-
cause the growth rates of all systems are the same, the
switching sequence i(t) will return to j precisely after
it has taken on all other N − 1 indices. This holds
for every j = 1, 2, ..., N , implying that i(t) is “round
robin”.
3.2 The multivariable case
If the systems of Eq. 2 are multivariable, then it is pos-
sible that CLS may fail to stabilize the collection but
that there are other communication sequences that re-
sult in stability. In fact, there are well-known examples
of switched systems for which there exists a stabilizing
switching sequence even when Ac and Ao are both un-
stable [2]. This suggests that unlike the scalar case,
there may be no necessary condition for stability based
solely on the eigenvalues of the systems. We can how-
ever obtain sufficient conditions for stability if we are
willing to use a modified CLS-ε policy that makes
switching decisions based not on the norms ‖xi‖ but
rather on the exponential curves that bound the Lya-






for t ≥ tn where tn denotes the last switching time, t0 =
0 and λi, µi are as in Theorem 1 (possibly optimized
by solving an instance of Problem 1). We will refer
to the fi(t) in (10) as the envelope functions. Because
Vi(t) ≤ fi(t) for all i and t and by virtue of our results
for the scalar case, we have that
Lemma 1 Under the assumptions of Th. 1, the mod-
ified CLS-ε policy (switching on the envelope functions
fi(t) instead of ‖xi(t)‖), stabilizes the collection (2) if
(5) holds.
We note that CLS-ε is not the only interrupt-based
policy that leads to stability under the sufficient con-
dition of Eq. 5. In particular, we have in mind certain
queuing and scheduling problems where one seeks to
minimize the expected value of queue lengths Qk(t)
given their arrival rates µk (possibly Poisson) and the
limited processing capacity of a server. In that case,
the “µ-c rule” ([13, 4, 14] and references therein) opti-
mizes
∑
ckE(Qk(t)) by admitting into the server those
processes with the highest value of µkck value where ck
is the relative cost associated with the kth queue. In
Theorem 2 and Lemma 1, the ln |xi| (resp. ln(Vi)) play
a role similar to that of queue lengths in a scheduling
problem with N processes and k servers; the µc rule
suggests closing the feedback loops of those systems
with the k highest values of (µi − λi)ci whose states
have not yet reached ε in norm.
In general, we expect that the modified CLS-ε policy of
Lemma 1 will be conservative because it makes switch-
ing decisions based on the “envelope functions” that
bound the Lyapunov functions Vi. Moreover, it re-
quires that the controller keep track of the envelope
functions (10) as well as time. This raises the question
of whether the CLS-ε policy – this time with switch-
ing decisions based on the Lyapunov functions Vi(xi(t))
themselves as opposed to their bounds fi(t) – stabilizes
a multivariable collection (2) under a condition simi-
lar to (5). The complication that arises here is due
to the fact that unlike the case of scalar dynamics (or
that of Lemma 1 for that matter), the trajectories of
the Vi(xi(t)) are not pure exponentials and in fact may
not be monotonic between switching times; therefore
the state whose Lyapunov function is largest at a given
switching time t may not always correspond to the sys-
tem whose envelope function is largest at t.
Theorem 3 The collection of systems in Eq. 2 will be
stable under the interrupt-based communication policy
obtained by replacing ‖xi(t)‖ by Vi(xi(t)) in the CLS-ε




µi−λi < k, where λi and µi are
obtained by solving Prob. 1.
Proof: Let xi(t), i = 1, . . . , N be the states asso-
ciated with the N systems in our collection and Vi
the associated Lyapunov functions obtained by solv-




µi−λi and notice that
V̇ ≤ −k + p < 0 when any k loops are closed. Suppose
that one of the states xm is unstable under a CLS-ε
policy that decides which loop(s) to close based on the
largest Vi(xi(t)). Then, if tj , j = 0, 1, ... denote the
times a which the mth loop is closed, we can find an
interval [tn, tn+1] whose length T = tn+1 − tn is arbi-
trarily large. Moreover, at all other switching times in
(tn, tn+1), there was some state xq other than xm for
which Vq(xq) was even larger than Vm(xm). Because
T is arbitrarily large, so is Vm(xm(t)) and therefore so
is Vq(xq(t)) for some t ∈ (tn, tn+1). Proceeding in this
manner we see that if there were two states that were
unbounded, there must have also been a third one, and
so on, and that all states must be unbounded, which
contradicts V̇ < 0.
We note that it is possible – for appropriate choices of
dynamics (2) – to achieve equality in V̇i(xi) ≤ λiVi(xi)
(as well as in the corresponding open loop equation)
and thus the condition (5) cannot be relaxed. 3
3One can also consider a feedback communication policy
where switching decisions are made based on the values of Vi(xi)
over an interval, e.g. i∗ = argmaxt∈[t0,t0+T ]V (xi(t)), where T
is chosen large enough. Such a policy will always choose the state
corresponding to the largest envelope function and thus result in
4 Examples
The following examples illustrate the performance of
the CLS-ε policy on a group of linear systems, shar-
ing a network that can accommodate one system at
a time. We first simulated a trio of scalar systems,
with open and closed loop dynamics (Eq. 2) character-
ized by: Ac1 = −2, Ao1 = 4, Ac2 = −4, Ao2 = 2/3,
and Ac3 = −6, Ao3 = 1. From Eq. 7, we obtained
p = 0.952, which implies that the systems are stabi-
lizable under the CLS-ε policy. Figure 2 shows the
evolution of |xi(t)|, i = 1, 2, 3 under CLS-ε with ε = 1.
For a set of three second-order systems, with












































we performed the minimization in Problem 1 for the
optimal Lyapunov functions Vi = xTi Pixi and found
that they are be bounded by exponentials with rates
λc1 = −10.95, λc2 = −5.15, λc3 = −7.90 and µo1 =
8.34, µo2 = 2.51, µ
o
3 = 2.06, resulting in p = 0.96 <
1 (Eq. 5). The evolution of the Vi (starting from ran-
dom initial conditions, under the same network con-
straint k = 1 and CLS-1 policy that switches based on
the values of the Vi at the times when Vj(t) = ε for
some j) is shown in Figure 3.
5 Conclusions
We explored the stability of LTI systems whose feed-
back loops are closed through a shared medium that ad-
mits a limited number of “users” at any one time. This
bounded trajectories, with T acting as a minimum waiting time.




















Figure 3: Multivariable case - Lyapunov function evolu-
tion under CLS, ε = 1
work is part of an effort to understand control-oriented
networks, emphasizing questions of control-theoretic
interest (in this case stability) as opposed to informa-
tion flow. We proposed an interrupt-based communi-
cation policy (termed CLS-ε) that “closes the loop”
of the system(s) whose state is in some sense furthest
from the origin. When that state (or an associated
Lyapunov function) is brought within an ε-ball from
the origin, the corresponding loop is opened and the
selection process is repeated. We exposed some connec-
tions of the stabilization problem to queuing theory and
showed that a sufficient condition for the existence of a
stabilizing communication sequence [9] is also sufficient
under the CLS-ε strategy. If the dynamical systems in
question are scalar, our condition is also necessary. In
the case of multivariable systems our sufficient condi-
tion is “tight”, in the sense that if it is violated then
there are dynamical systems that cannot be stabilized
under any communication policy. Opportunities for fu-
ture work include finding conditions under which the
original CLS-ε policy (switching on ‖xi(t)‖) stabilizes
a collection of systems, computing bounds for the state
norms and investigating the effects of communication
delays.
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