ABSTRACT Variational models involving Euler's elastica energy have a wide range of applications in digital image processing. Recently, fast methods, such as the proximal-augmented Lagrangian method (PALM), have been successfully used to solve nonlinear higher order models for image restoration. In this paper, we extend fast method PALM to Euler's elastica deconvolution models with quadratic and nonquadratic fidelity terms. The proposed variational model can eliminate blur and noise and preserve edges while reducing the blocky and staircase artifacts during image restoration. We present an efficient and effective solution to the proposed minimization problems by a proximal-based numerical scheme. Our numerical experiments demonstrate several results on image deblurring and denoising, which shows a clear improvement of the proposed model over standard variational models such as total variation and Hessian-based model.
I. INTRODUCTION
Image deconvolution is one of the most primary tasks in image processing, which is used for improving the contrast and resolution of digital images. Assume that a given image g : → R, where ⊂ R 2 is an open, bounded, and connected subset. The linear mathematical model for the imaging system is as [1] 
where f is unknown original image, K is a convolution or blur operator and n is some noise such as Gaussian noise, impulsive noise or texture. The goal of image deconvolution is to recover f from g. The problem (1) is ill-posed because we cannot directly recover f from (1) . For that one can use regularization technique. One of the most pioneer and state of the art image regularization models is the ROF model [2] . ROF model has total variation (TV) regularization which was initially introduced
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for denoising. Its extensive form follows from [3] - [5] is as:
where ∇ is gradient operator, 1 ≤ s ≤ 2 and α is tuning parameter.
Total variation based regularization is remarkably successful in a number of applications, it also gives rise to some undesired effects such as the staircase and blocky effect [6] . To reduce the undesired effects, there is a growing interest in the literature for replacing total variation by higher-order differential operator [7] - [10] .
Euler's elastica (EE) is a fourth order nonlinear energy functional, which has several interesting applications in elasticity, image processing and computer graphics. To enhance the quality of an image in the sense of deconvolution and improve other applications like image denoising, we can use a non-convex and non-linear regularization such as curvature based regularization. Euler's elastica (EE) energy, which is based on the curvature of the level curve of the image, can effectively discriminate local behavior and global trends of the geometry hiding in a certain image [11] , [12] . EE energy was first introduced into image processing by Mumford [13] and successfully applied to a variety of applications, such as image segmentation [14] , [15] , image restoration [16] , [17] , image decomposition [18] and image inpainting [19] - [21] .
The Euler's elastica functional is curvature based high order differential operator. However, due to the high nonlinearity of related Euler-Lagrange equation as in [19] , the conventional ways to compute the Euler's elastica based models are usually time-consuming. In recent years, fast numerical optimization methods, such as augmented Lagrangian method (ALM) [4] , [22] , [23] and split Bregman method [24] , have been widely used to solve variational methods arising from image processing.
The algorithms for curvature based variational model, one can see [16] , [25] - [27] for details. In [28] , authors propose an efficient algorithm for EE based regularization model via the ALM. This efficient method, to the best of our knowledge, has been only used in image denoising problem (K = I in Eq. (1)).
In this article, our main contribution is twofold. Firstly, we propose quadratic (s = 2) and non-quadratic (s = 1) fidelity terms with Euler's elastica based regularization for deconvolution and propose the following minimization problem
where c and d are positive constants. Secondly, we implement a proximal augmented Lagrangian method (PALM) for Euler's elastica (EE) model (3) . In this proximal method, we show one subproblem can be transformed into a Fourier linear system and solved by block Gaussian elimination and the other subproblems easily solved with a closed form solution. Due to the use of a suitable proximal step and fixed-point technique, each subproblem can be solved easily. Numerical results illustrate the efficiency and effectiveness of the proposed method. The organization of the article is as follows. In Section II, we present the mathematical notations in the discrete setting. We formulate our proposed PALMEE method with quadratic and non-quadratic fidelity terms in Section III. In Section IV, we show experimental results for image deblurring and denoising. Our work is concluded in Section V.
II. NOTATION
Without loss of generality, let
For the sake of convenience of description, we denote H as the Euclidean space R N ×M and
we denote f (i, j) ∈ R and q(i, j) = (q 1 (i, j), q 2 (i, j)) ∈ R 2 for f ∈ H and q ∈ Q, respectively. The Euclidean inner products can be defined as:
Notice that the 2 − norm on the vector spaces H and Q indicates the induced norm · H . Furthermore, we mention that
is the usual Euclidean norm in R 2 . By using periodic boundary condition, the discrete forward and backward difference operators for f ∈ H are defined as follows
The discrete gradient operator ∇ : H → Q is given as follows: For f ∈ H ,
Considering inner products on H and Q, the negative adjoint or divergence operator div :
III. PROPOSED METHOD
In this section, we present our proposed method named as PALM for Euler's elastica (PALMEE). The Euler's elastica energy based minimization problem (3) is composed of its total variation semi-norm and a curvature term. In fact, elastica is a combination of total variation suppressing oscillation in the gradient direction, and a curvature regularization term that penalizes non-smooth level set curves. Due to the high non-linearity in elastica model, it is difficult to minimize and require a high computational cost. To handle the nonlinearity arising in the constraints of the given model, a proximal based approach is proposed so that all subproblems either is linear or has a closed-form solution.
A. PROPOSED METHOD FOR DECONVOLUTIONAL MODEL WITH QUADRATIC FIDELITY TERM
In this subsection, we propose a PALM for EE based deconvolutional model with quadratic fidelity term. We introduce three new variables q, h and n, which are associated with gradient, divergence and curvature respectively. We first reformulate the problem (3) with some equality constrains as: 
WhereĤ
The Lagrangian functional of (5) can be shown as: 
end
In the Algorithm III.1, we letŜ is a self-adjoint positive semidefinite operator. In the following, we show how to solve the subproblems in each iteration of Algorithm III.1.
1) SOLUTION FORû−SUBPROBLEM
Theû−subproblem (7) is a quadratic optimization problem,
whose optimality condition gives a linear equation
Since theû−subproblem has two variables f and n which are independent to each other. We employ the half-quadraticsplitting (HQS) method [29] to relax f -subproblem, where we consider the proximal term in L 2 setting. By the periodic boundary condition, we have the f -subproblem as follows:
We can get the solution by using fast Fourier techniques (FFT). From (11), we have the following solution:
where F and F −1 represent fast Fourier transform (FFT) and its inverse transform respectively, τ > 0 is proximal parameter which can accelerate the algorithm more and more. While in n-subproblem, one quadratic term is linearized follows [30] - [32] and its the Euler's Lagrangian function is as follows:
From (13), we have close form solution
We can simply write the solution ofû-subproblem as follows
For thev−subproblem (8) , it is difficult to solve due to the non-differentiable component such as |q| in the quadratic term and the variables q and h are strongly coupled together. Following [25] , [28] , we replace q = |q|n k+1 by q = |q k |n k+1 in the quadratic penalty term in (8) with considering to utilize the fixed-point formulation to the nonlinear constraint q = |q|n, and separate the minimization problem (8) into two minimization problems, i.e.
and
The minimization problems (15) has closed form solution by soft-thresholding scheme [33] , which reads
The optimality condition for the minimization problems (16) gives a linear equation
with a closed form solution
Similarly we can simply write the solution ofv−subproblem as followŝ
3) UPDATE LAGRANGE MULTIPLIERS
Finally, we update of the Lagrangian multipliersλ = (λ q , λ h ) and λ n according to the algorithm. The discretized form for equations (9) is written as
Note: The TV-based model like the ROF model is a convex minimization problem. The convergence analysis of the augmented Lagrangian scheme and proximal augmented Lagrangian scheme have been widely studied, one can refer to [30] , [34] - [37] . It is an open problem to proof the convergence for a nonlinear and non-convex problem like Euler's elastica based problems. But one can use numerical relaxation or linearized such higher order model to some extent; see our numerical experiments in Section. IV.
B. PROPOSED METHOD FOR DECONVOLUTIONAL MODEL WITH NON-QUADRATIC FIDELITY TERM
For non-quadratic feudality term (s = 1) in (3), we can introduce one more new variable z, with constrain z = Kf then the reformulation of the problem is similar to (4). There will be no change in all subproblem except f -subproblem and there is one more subproblem which is z-subproblem. Following [22] , we have and for z-subproblem, one can find closed form solution by soft thresholding scheme:
where
Finally update one more dual variable as follows:
For more simplification and details of our proposed method (PALMEE) for deconvolutional model with non-quadratic fidelity term; see APPENDIX.
IV. NUMERICAL EXPERIMENTS AND DISCUSSION

A. GROUND TRUTH IMAGES, STOPPING CRITERION AND QUALITY METRIC
In this paper, we tested several classical images, for example, the QR-code, Barbara, etc. (see Fig. 1 ). For the proposed algorithm, we used the following stopping criterion:
where > 0 is stopping tolerance, in our proposed algorithm, we set = 10 −4 . The performance is evaluated by using two quality metrics named as the signal-to-noise ratio (SN R) and the structural similarity index (SSIM). SN R can be defined as:
where f is the clean or original image,f is the average intensity value of f andf is recovered image. Similarly SSIM can be defined as:
, where f , andf denote the original image and the recovered image respectively, µ f , µf being the mean values of images f ,f , σ f , σf representing the variances of f ,f , and σ ff is the covariance of f ,f ; see [38] for details. For each experiment, the parameters are estimated so that the maximum SN R and SSIMare obtained. For simplicity of presentation, we denote our developed methods as PALMEE. For all the ground truth images, we have conducted experiments using MATLAB R2015b on an HP Z228 desktop. Following [4] , we utilized the function named imfilter to generate blurring or convolution effects for test images. We experimented three types of blurring kernels: Gaussian, Average and Motion. For notational convenience, we represent the Gaussian blur kernel with a blur size S and a standard deviation σ as (G, S, σ ). The Motion blur with a motion length l and an angle θ is represented as (M ,l, θ). Similarly, the Average blur with a blur size S is represented by (A, S). We generated these blurring kernels by using the function fspecial in MATLAB after several testing parameters.
B. PARAMETERS SELECTION AND SENSITIVITY
In our experiments, we have six parameters which are α, γ , γ n , τ, c, d. The parameter α is a regularization parameter associated with the fidelity term. For image deblurring case this parameter is needed to be large for better restoration the clean image. γ and γ n are associated with Lagrange multipliers, we used the different setting of these Lagrange multipliers based parameters in different applications of our proposed methods. τ is the proximal parameter, this proximal parameter plays an important role in the effectiveness of the proposed methods. c and d are Euler's elastica coefficients. The ratio c/d denotes the relative importance of the total length versus total squared curvature. For d = 0, the minimization problem (3) becomes TV problem (2) .
Firstly, according to some experimental tests, we divide the whole parameters into two categories. The first category contains low-sensitive parameters which are γ n , τ , c and d. We fixed these parameters for all experiments as γ n = 0.25, τ = 1.1, c = 0.1 and d = 2. The second category contains high-sensitive parameters which are α and γ .
Secondly, the regularization parameter α controls the deblurring/denoising effect. Usually a large value of the α can be used for image deblurring, however, if α is too large, then the algorithm will over-smooth image details. If α is too small, the algorithm fails in recovering images. Figs. 2 and 4 show examples of different α with fixed remaining parameters by the above techniques.
Thirdly, the Lagrange multiplier γ also affects the deblurring/denoising result. According to our tests, if γ is too small, the algorithms fail in recovering images; if γ is too large, the algorithm will over-smooth image details. However, the range of γ is approximately from 0.1 to 10. Figs. 3 and 5 show examples of different γ with fixed the remaining parameters.
Finally, the tuning parameter α for our algorithms depends on the input deteriorated images to give visually optimal deblurring/denoising result. This optimal parameter usually needs to be tuned manually, which is quite a troublesome task. To resolve the problem effectively, many useful parameter technique have been proposed [10] , [39] , [40] . By learning from the existing parameter techniques, we consider designing formulae to estimate α by fitting functions. We first tested all the images used in the paper with different blur and noise level and found optimal values of α. These optimal values are used to construct fitting functions of the given model. Here we choose the piecewise continuous polynomials of degree two as the fitting function. The empirical formulae VOLUME 7, 2019 for computing α for image deblurring and denoising are presented respectively as follows:
We used (25) and (26) to find the parameter values in the examples which are shown in Figures. 2, 4 (the results marked by blue color are also produced with α computed by (25) and (26) . In the following subsection, we demonstrate the experiments and comparisons by implementing our method to image deblurring and denoising.
C. RESULTS AND DISCUSSION
In the image deblurring case, we compare our results against four other alternative methods. Three of them are TV-based regularization techniques [4] , [41] , [42] and one is Hessian-based regularization [43] . We showed all the results with the best simulation of parameters in each experiment. All the methods can restore the clean image, however, some artifacts can be seen on TV-based deconvolution, as the restored square in QR-code image (see zoom-in images in Fig. 6 ). Smearily the restored eyebrow in Eye image (see zoom-in image in Fig. 7) , where one can observe that TV deblurring results of Fig. 6 and Fig. 7 seem oversmoothed. Our proposed method can completely eliminate the artifacts and can preserve the structures of images. For numerical assessment, we set the parameters that gave the maximum SN R and SSIM, and also gave the best visual result. Fig. 8 shows more comparisons of our proposed PALMEE to other states of art methods. Compared with other methods, our method preserves more details but with a few slight artifacts. In Fig. 9 , we compare our results with different algorithm [44] . Our method can restore more details and has better image restoration quality. Moreover, the noise at low frequencies we can also evaluate and use different approaches such as [45] , [46] . Table. 4 summarizes the CPU time in seconds and the number of iterations of compared algorithms. The efficiency of all comparison methods based on deblurring Lena image (1(e)), which is blurred by a Gaussian blur kernel of size 9 and σ = 5.
Our proposed method PALMEE is approximately equal to the TV-based method but faster than the Hessian-based method. Fig. 10, 11, and 12 show the results of the proposed method, where we compute the s = 1 in the model (3) for removing 9 × 9 sized Gaussian blur and salt and pepper or impulsive noise of level from 30% to 60%. To show the convergence of our proposed method. We plot the numerical energy, relative error in f k+1 , residuals, relative error in Lagrange multipliers and SN R verses number of iterations for the image QR-code (see Fig. 13 ). From these plots, one can easily see that the proposed algorithm for Euler's elastica based deconvolution has converged. The plots FIGURE 13. Plots of relative error of f k+1 , numerical energy, residuals, relative error of Lagrange multipliers and SN R of our proposed algorithm (PALMEE) for Fig. 1(a) .
of residuals and relative error in Lagrange multipliers also give important information about the setting of parameters and one can see in Fig. 13 that they converge to zero faster before 50 iterations.
V. CONCLUSION
We have presented a fast method for Euler's elastica based image deconvolution model, which we call PALMEE. Although the classical augmented Lagrangian method can be used to solve nonlinear high order derivative based problems however it is still very challenging to construct fast algorithms. In this paper, we observed that one can calculate an efficient solution of these problems by a proximal augmented Lagrangian method in which one subproblem can be computed by FFT and all other subproblems have closed form solution. Firstly, we propose quadratic and non-quadratic fidelity terms with Euler's elastica based regularization for deconvolution. Secondly, we implement a proximal augmented Lagrangian method for the proposed convolutional model. The effective performance of the proposed variational model for image deconvolution has been presented. In addition to this, we present efficient solutions by using the proximal method through comparisons with the various state of the art total variation and Hessian-based models which are solved by the classical ALM. The experimental results obtained by our method are promising, both in terms of visual quality and computational cost. Besides eliminating blur and noise of objects efficiently, our method can preserve edges of objects and also remove the staircase effect.
APPENDIX
To further understand the proposed method (PALMEE) for denconvolution model with non-quadratic (s = 1 in (3)) fidelity term, here we give a detail formation of our method. We first introduce four new variables q, h n and z, then reformulate the problem (3) with some equality constraints.
The Lagrangian functional of (27) can be shown as
, are the Lagrange multipliers and γ q , γ h ,γ n ,γ z are the positive constants. The goal of the augmented Lagrangian method is to obtain a saddle point of (27) , which is also the solution of the original problem (3). To this end, 2) Compute the q-subproblem (30) using (17) .
3) Compute the h-subproblem (31) using (18). 4) Compute the n-subproblem (32) using (14) . 5) Compute the z-subproblem (33) using (23). 6) Update using (19) , (20), (21) and (24). end we use the proximal alternating direction method of multipliers to compute the following subproblems iteratively: 
