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Abstract
The algebra of linear and quadratic function of basic observables on the phase space of
either the free particle or the harmonic oscillator possesses a finite-dimensional anomaly.
The quantization of these systems outside the critical values of the anomaly leads to a
new degree of freedom which shares its internal character with spin, but nevertheless
features an infinite number of different states. Both are associated with the transfor-
mation properties of wave functions under the Weyl-symplectic group WSp(6,ℜ). The
physical meaning of this new degree of freedom can be established, with a major scope,
only by analysing the quantization of an infinite-dimensional algebra of diffeomorphisms
generalizing string symmetry and leading to more general extended objects.
1 Introduction
The irreducible representations of the Schro¨dinger group were first studied by Niederer [1] and
Perroud [2], who found for some of these an unclear association with the concept of elementary
systems, as a consequence of the appearance of an infinite number of internal states. These
internal states correspond to the infinite-dimensional carrier space that supports the irreducible
representations with Bargmann index k [3] of the (non-compact) SL(2,ℜ) subgroup replacing
the time translation, in either the Galilei or the harmonic oscillator (Newton) group, to give the
Schro¨dinger symmetry.
Representations of the Schro¨dinger group, or more generally WSp(6,ℜ), with non-trivial k
should correspond to linear systems (free particle, harmonic oscillator, etc.) with a new internal
degree of freedom, much in the same way representations of the (compact) SO(3) subgroup
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with non-trivial index s are associated with elementary particles with spin degree of freedom,
although in this case supporting a finite number of states (2s+1 indeed). However, unlike spin,
which occurs in nature for any half-integer value of s, only the value k = d4 (d stands for the
spatial dimension) is currently found in physical systems such as those described in Quantum
Optics [4].
The differences and analogies between k and s are clarified if we realize that the Schro¨dinger
group is an anomalous symmetry [6] and that k = d4 is the quantum value of the anomaly. This
means that k = d4 is the value that quantization associates with the na¨ıvely expected, classical
value k = 0 corresponding to a classical system without any extra internal degree of freedom
(hereafter we shall call s¯ = −k the symplectic spin of just the symplin for the sake of brevity).
Thus, roughly speaking we can say that this value of k corresponds to a quantum system without
symplin.
However, the possibility of a non-trivial value of k, even though anomalous, prompts us to
wonder whether or not quantizing a free system for a non-critical value of k makes any sense.
In this paper, we provide a detailed quantization of a linear system (three-dimensional isotropic
harmonic oscillator) bearing both spin and symplin, seeking tp clarify the behaviour of the
Hilbert space of the theory according to the values of k, in full agreement with the behaviour of
more standard, infinite-dimensional, anomalous theories.
Unlike the spin, the physical meaning of which seems to be well described in terms of
fermionic and bosonic objects, the symplin does not appear to fit any known characteristic
of the elementary particle. Rather, it seems to be understood as forming part of a larger set
of degrees of freedom originating in the free particle and conforming an extended object which
proves to generalize other physical systems bearing conformal symmetry. More precisely, this
extended object arises when trying to quantize more classical observables than those allowed
by the well-known no-go theorems [10], the Schro¨dinger anomaly being the first obstruction to
standard quantization. In fact, a proper choice of an infinite-dimensional basis of the classical
Poisson algebra on the phase space of a linear system (the free particle or the harmonic oscil-
lator) and an adequate treatment of Lie-algebra cohomology and central extensions, as well as
anomalies, will lead to a dynamical system which should be understood as an extended object
with an infinite number of degrees of freedom. This symmetry, which in particular contains
string symmetry, has the Schro¨dinger algebra as the maximal finite-dimensional subalgebra. In
this way, the particle with symplin mentioned above would appear as the simplest (and the only
finite-dimensional) part of this generalized object, yet possessing one of these extended degrees
of freedom.
This paper is organized as follows. Sec. II is devoted to presenting the Group Approach
to Quantization (GAQ) technique, which we shall use extensively through the paper. This
formalism proves especially suitable in discussing the connection between dynamical degrees
of freedom and group cohomology and, therefore, the role played by anomalies. In Sec. III,
we compute and fully describe the irreducible representations of the Schro¨dinger group with
non-trivial indices s and k, as corresponding to a particle with spin and symplin. In particular,
we dwell on the specific situation k = d4 , for which the Hilbert space acquires an exceptional
reduction, reflecting the presence of the anomaly; we compare this situation with that of ordinary
bosonic string, which is better known. Finally, in Sec. IV, and to best understand the meaning
of the extra degree of freedom introduced here, we pursue in depth the ideas which have lead us
to the k degree of freedom. In so doing, we seek to quantize the Poisson algebra associated with
a free particle far beyond no-go theorems and na¨ıve analyticity obstructions. We end with a
2
generalization of the DeWitt w∞ algebra, which contains, in particular, the full Virasoro algebra
{Ln, n ∈ Z} and the algebra of string modes {αm}, closing a semi-direct product. The actual
quantization of the entire algebra and the analysis of the possible anomalies is only sketched.
2 Quantization on a group, (pseudo-)co-homology and anoma-
lies
The starting point of GAQ [11] is a group G˜ (the quantization group) with a principal fiber
bundle structure G˜(M,T ), having T as the structure group and M the base. The group T
generalizes the phase invariance of Quantum Mechanics. Although the situation can be even
more general [12], we shall start with the rather general case in which G˜ is a central extension
of a group G by T [T = U(1) or even T = C∗ = ℜ+ ⊗ U(1)]. For the one-parameter group
T = U(1), the group law for G˜ = {g˜ = (g, ζ)/g ∈ G, ζ ∈ U(1)} adopts the following form:
g˜′ ∗ g˜ = (g′ ∗ g, ζ ′ζeiξ(g′,g)) (1)
where g′′ = g′ ∗ g is the group operation in G and ξ(g′, g) is a two cocycle of G on ℜ fulfilling:
ξ(g2, g1) + ξ(g2 ∗ g1, g3) = ξ(g2, g1 ∗ g3) + ξ(g1, g3) , gi ∈ G. (2)
In the general theory of central extensions [13], two two-cocycles are said to be equivalent
if they differ in a coboundary, i.e. a cocycle which can be written in the form ξ(g′, g) =
δ(g′ ∗ g)− δ(g′)− δ(g), where δ(g) is called the generating function of the coboundary. However,
although cocycles differing on a coboundary lead to equivalent central extensions as such, there
are some coboundaries which provide a non-trivial connection on the fibre bundle G˜ and Lie-
algebra structure constants different from that of the direct product G ⊗ U(1). These are
generated by a function δ with a non-trivial gradient at the identity, and can be divided into
equivalence Pseudo-cohomology subclasses: two pseudo-cocycles are equivalent if they differ in
a coboundary generated by a function with trivial gradient at the identity [14, 15, 7]. Pseudo-
cohomology plays an important role in the theory of finite-dimensional semi-simple group, as they
have trivial cohomology. For them, Pseudo-cohomology classes are associated with coadjoint
orbits [7].
The right and left finite actions of the group G˜ on itself provide two sets of mutually com-
muting (left- and right-, respectively) invariant vector fields:
X˜Lg˜i =
∂g˜′′j
∂g˜i
|g˜=e ∂
∂g˜j
, X˜Rg˜i =
∂g˜′′j
∂g˜′i
|g˜′=e ∂
∂g˜j
,
[
X˜Lg˜i , X˜
R
g˜j
]
= 0, (3)
where {g˜j} is a parameterization of G˜. The GAQ program continues finding the left-invariant
1-form Θ (the Quantization 1-form) associated with the central generator X˜Lζ = X˜
R
ζ , ζ ∈ T , that
is, the T -component θ˜L(ζ) of the canonical left-invariant 1-form θ˜L on G˜. This constitutes the
generalization of the Poincare´-Cartan form of Classical Mechanics (see [16]). The differential
dΘ is a presymplectic form and its characteristic module, KerΘ ∩ KerdΘ, is generated by a left
subalgebra GΘ called characteristic subalgebra. The quotient (G˜,Θ)/GΘ is a quantum manifold
in the sense of Geometric Quantization [17, 18, 19, 20]. The trajectories generated by the vector
fields in GΘ constitute the generalized equations of motion of the theory (temporal evolution,
rotations, gauge transformations, etc...), and the “Noether” invariants under those equations
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are Fg˜j ≡ iX˜R
g˜j
Θ, that is, the contraction of right-invariant vector fields with the Quantization
1-form. Those vector fields with null Noether charge are called gauge [21] and the subspace
expanded by all the gauge vector fields is termed gauge subalgebra, which proves to be an ideal
of the whole algebra of G˜.
Let B(G˜) be the set of complex-valued T -functions on G˜ in the sense of principal bundle
theory:
ψ(ζ ∗ g˜) = DT (ζ)ψ(g˜), ζ ∈ T (4)
where DT is the natural representation of T on the complex numbers C. The representation
of G˜ on B(G˜) generated by G˜R = {X˜R} is called Bohr Quantization and is reducible. The true
Quantization is achieved when this pre-quantization is fully reduced, usually by means of the
restrictions imposed by a full polarization P:
X˜Lψp = 0, ∀X˜L ∈ P (5)
which is a maximal, horizontal (i.e. in KerΘ) left subalgebra of G˜L which contains GΘ. It should
be noted, however, that the existence of a full polarization, containing the whole subalgebra GΘ,
is not guaranteed. In case of such a breakdown, called anomaly, or simply by the desire of
choosing a preferred representation space, a higher-order polarization must be imposed [6, 7, 8].
A higher-order polarization is a maximal subalgebra of the left enveloping algebra U G˜L with no
intersection with the abelian subalgebra of powers of X˜Rζ .
The group G˜ is irreducibly represented on the spaceH(G˜) ≡ {|ψ〉} of (higher-order) polarized
wave functions. If we denote by
ψp(g˜) ≡ 〈g˜p|ψ〉 , ψ′∗p(g˜) ≡ 〈ψ′|g˜p〉 (6)
the coordinates of the “ket” |ψ〉 and the “bra” 〈ψ| in a representation defined through a po-
larization P (first or higher order), then, a scalar product on H(G˜) can be naturally defined
as:
〈ψ′|ψ〉 ≡
∫
G˜
v(g˜)ψ′p
∗(g˜)ψp(g˜), (7)
where
v(g˜) ≡ θLg˜i∧ dim(G˜)... ∧θLg˜n (8)
is the left-invariant integration volume in G˜ and
1 =
∫
G˜
|g˜p〉v(g˜)〈g˜p| (9)
formally represents a closure relation. A direct computation proves that, with this scalar prod-
uct, the group G˜ is unitarily represented through the left finite action (ρ denotes the represen-
tation)
〈g˜p|ρ(g˜′)|ψ〉 ≡ ψp(g˜′−1 ∗ g˜) (10)
Constraints are consistently incorporated into the theory by enlarging the structure group
T (which always includes U(1)), i.e, through T -function conditions:
ρ(t˜)|ψ〉 = D(ǫ)T (t˜)|ψ〉 , t˜ ∈ T (11)
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or, for continuous transformations,
X˜R
t˜
|ψ〉 = dD(ǫ)T (t˜)|ψ〉 , (12)
D
(ǫ)
T means a specific representation of T [the index ǫ parametrizes different (inequivalent) quan-
tizations] and dD
(ǫ)
T is its differential.
Ofcourse, for a non-central structure group T , not all the right operators X˜Rg˜ will preserve
these constraints; a sufficient condition for a subgroup G˜T ⊂ G˜ to preserve the constraints is
(see [22, 23]): [
G˜T , T
]
⊂ KerD(ǫ)T (13)
[note that, for the trivial representation of T , the subgroup G˜T is in fact the normalizer of
T ]. G˜T takes part of the set of good operators [12], of the enveloping algebra U G˜R in general,
for which the subgroup T behaves as a gauge group (see [21] for a thorough study of gauge
symmetries and constraints from the point of view of GAQ). A more general situation can be
posed when the constraints are lifted to the higher-order level, not necessarily first order as in
(12); that is, they are a subalgebra of the right enveloping algebra U G˜R. A good example of
this last case is found when one selects representations labelled by a value ǫ of some Casimir
operator C of a subgroup G˜C of G˜ [24].
In the more general case in which T is not a trivial central extension, T 6= Tˇ × U(1), where
Tˇ ≡ T/U(1) -i.e. T contains second-class constraints- the conditions (12) are not all compatible
and we must select a subgroup TB = Tp × U(1), where Tp is the subgroup associated with a
right polarization subalgebra of the central extension T (see [12]).
For simplicity, we have sometimes made use of infinitesimal (geometrical) concepts, but all
this language can be translated to their finite (algebraic) counterparts (see [12]), a desirable way
of proceeding when discrete transformations are incorporated into the theory.
Before ending this section, we eish to insist a bit more on the concept of (algebraic) anomaly,
which will be quite relevant to what follows. We have introduced the concept of full polarization
subalgebra intended to reduce the representation obtained through the right-invariant vector
fields acting on T -equivariant functions on the group. It contains “half” of the symplectic
vector fields as well as the entire characteristic subalgebra. If the full reduction is achieved,
the whole set of physical operators can be rewritten in terms of the basic ones, i.e. those for
which the left counterpart is not in the characteristic subalgebra GΘ. For instance, the energy
operator for the free particle can be written as pˆ
2
2m , the angular momentum in 3+1 dimensions
is the vector product xˆ× pˆ, or the energy for the harmonic oscillator is aˆ†aˆ (note that, since we
are using first-order polarizations, all these operators are really written as first-order differential
operators).
However, the existence of a full polarization is guaranteed only for semisimple and solvable
groups [5]. We define an anomalous group [6, 7] as a central extension G˜ which does not ad-
mit any full polarization for certain values of the (pseudo-)cohomology parameters, called the
classical values of the anomaly (they are called classical because they are associated with the
coadjoints orbits of the group G˜, that is, with the classical phase space of the physical system).
Anomalous groups feature another set of values of the (pseudo-)cohomology parameters, called
the quantum values of the anomaly, for which the carrier space associated with a full polarization
contains an invariant subspace. For the classical values of the anomaly, the classical solution
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manifold undergoes a reduction in dimension, thus increasing the number of (non-linear) re-
lationships among Noether invariants, whereas for the quantum values the number of basic
operators decreases on the invariant (reduced) subspace due to the appearance of (higher-order)
relationships among the quantum operators.
We should comment that the anomalies we are dealing with in this paper are of algebraic
character in the sense that they appear at the Lie algebra level, and must be distinguished from
the topologic anomalies which are associated with the non-trivial homotopy of the (reduced)
phase space [22].
The non-existence of a full polarization is traced back to the presence in the characteristic
subalgebra, for certain values of the (pseudo-)cohomology parameters (the classical values of the
anomaly), of some elements the adjoint action of which is not diagonalizable in the “x− p-like”
algebra subspace. The anomaly problem presented here parallels that of the non-existence of
invariant polarizations in the Kirillov-Kostant co-adjoint orbits method [25], and the conven-
tional anomaly problem in Quantum Field Theory which manifests itself through the appearance
of central charges in the quantum current algebra, absent from the classical (Poisson bracket)
algebra [26].
The practical way in which an anomaly appears and how a higher-order polarization fully
reduces the Hilbert space of the quantum theory for the particular quantum value of the anomaly
will be apparent with the finite-dimensional example discussed in the next section and the
comparison with other much better known infinite-dimensional cases.
3 Internal degrees of freedom associated with the elementary
particle
Internal degrees of freedom of a linear, quantum system with ℜ2d as phase space are generally
associated with non-trivial transformation properties of the phase ζ of the wave function under
the symplectic group Sp(2d,ℜ) ⊂ WSp(2d,ℜ). Their presence is evident in the emergence of
central charges in the Lie algebra sp(2d,ℜ) of symplectic transformations –which is isomorphic
to the classical Poisson algebra of all quadratic functions of the position xj and the conjugate
momentum pj– and their origin is cohomological. The simplest case to be considered is d = 1
(particle on a line) for which the Lie algebra of the symplectic group Sp(2,ℜ) ≃ SL(2,ℜ) ≃
SU(1, 1), isomorphic to the Poisson algebra generated by {12x2, 12p2, xp}, appears to be naturally
extended, providing a representation with Bargmann index k = 14 . As already mentioned, there
is no a priori physical significance for other representations carrying different values of the
Bargmann index k (the symplin s¯ for us). To construct explicitly these representations and
compare them with the most usual case of the spin, we shall consider the d = 3 case and
restrict ourselves to the Schro¨dinger subgroup of the Weyl-symplectic WSp(6,ℜ) group, where
we have replaced the Sp(6,ℜ) group by its SL(2,ℜ)⊗SO(3) subgroup, for which the Lie algebra
is isomorphic to the Poisson algebra generated by {12x2, 12p2, x · p; x× p}. At this juncture,
it will be convenient to use a oscillator-like parametrization in terms of the usual complex
combinations:
a ≡ 1√
2
(x+ ip) , a∗ ≡ 1√
2
(x− ip) , (14)
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where we have settled h¯ = 1 = m = ω for simplicity. In the same manner, we will consider the
complexified version SU(1, 1) of SL(2,ℜ) defined as
SU(1, 1) ≡
{
U¯ =
(
z¯1 z¯2
z¯∗2 z¯
∗
1
)
, z¯i, z¯
∗
i ∈ C/det(U¯) = |z¯1|2 − |z¯2|2 = 1
}
(15)
and the two-covering
SU(2) ≡
{
U =
(
z1 z2
−z∗2 z∗1
)
, zi, z
∗
i ∈ C/det(U) = |z1|2 + |z2|2 = 1
}
(16)
of SO(3) to account for half-integer values of the spin.
Let us look at the structure of both groups as principal fibre bundles and choose a system
of coordinates adapted to this fibration as follows:
η¯ ≡ z¯1|z¯1| , α¯ ≡
z¯2
z¯1
, α¯∗ ≡ z¯
∗
2
z¯∗1
, η¯ ∈ S1, α¯, α¯∗ ∈ D1 ;
η ≡ z1|z1| , α ≡
z2
z1
, α∗ ≡ z
∗
2
z∗1
, η ∈ S1, α, α∗ ∈ S2 , (17)
i.e., SU(1, 1) is a principal fibre bundle with fibre U(1) and base the open unit disk D1, whilst
SU(2) has the sphere S2 as the base (to be precise, the coordinates α,α∗, corresponding to a
local chart at the identity, are related to the stereographical projection of the sphere on the
plane). The action of SU(1, 1) on a,a∗ can be written in matricial form as:(
a
a∗
)
→ U¯
(
a
a∗
)
=
√
1
1− α¯α¯∗
(
η¯ αη¯
α¯∗η¯∗ η¯∗
)(
a
a∗
)
(18)
whereas the action of SU(2) can be obtained by making use of the isometry between the 2 × 2
hermitian matrices with null trace A ≡
(
a3 a1 + ia2
a1 − ia2 −a3
)
and ℜ3 which leads to:
A → UAU † = 1
1 + αα∗
(
η αη
−α∗η∗ η∗
)(
a3 a1 + ia2
a1 − ia2 −a3
)(
η∗ −αη
α∗η∗ η
)
⇒
a → Ra , (19)
where the correspondence U → R stands for the usual homomorphism between SU(2) and
SO(3).
Now let us write, in compact form, the group law g˜′′ = g˜′ ∗ g˜ of the 13-parameter Schro¨dinger
quantizing group G˜ in d = 3, which consists of a semidirect productG = C3⊗s(SU(2)⊗ SU(1, 1))
suitably extended by U(1) as follows:
U¯ ′′ = U¯ ′U¯
U ′′ = U ′U (or R′′ = R′R)(
a′′
a∗′′
)
=
(
a
a∗
)
+ U¯−1
(
R−1a′
R−1a∗′
)
(20)
ζ ′′ = ζ ′ζ exp
1
2
{(
a a∗
)
ΩU¯−1
(
R−1a′
R−1a∗′
)}(
η′′η′
−1
η−1
)2s (
η¯′′η¯′−1η¯−1
)2s¯
,
7
where we denote Ω ≡
(
0 1
−1 0
)
the central matrix in the Bargmann cocycle and s, s¯ represent
the spin and symplin indices related to both pseudo-extensions of SU(2) and SU(1, 1) with
generating functions δ(U) = sθ, θ ≡ −2i log η and δ(U¯ ) = s¯θ¯, θ¯ ≡ −2i log η¯, respectively.
Note that both spin and symplin are forced to take half integer values
s ≡ k
2
, s¯ ≡ l
2
, k, l ∈ Z (21)
only, for globality conditions (single-valuedness), as can be seen by expressing η, η¯ in terms of
the global coordinates zi, z¯i, i = 1, 2 like in (17) (see below).
The group law (20) will be the starting point for GAQ to obtain the irreducible repre-
sentations of the Schro¨dinger group which, afterwards, we shall see, correspond with a three-
dimensional isotropic harmonic oscillator carrying two internal degrees of freedom. To this end,
let us start writing the explicit expression of the left- and right-invariant vector fields:
X˜Lζ = X˜
R
ζ = ζ
∂
∂ζ
(22)
X˜La =
∂
∂a
+
1
2
a∗ζ
∂
∂ζ
, X˜La∗ =
∂
∂a∗
− 1
2
aζ
∂
∂ζ
X˜Lη¯ = η¯
∂
∂η¯
− 2α¯ ∂
∂α¯
+ 2α¯∗
∂
∂α¯∗
− a ∂
∂a
+ a∗
∂
∂a∗
X˜Lα¯ = −
1
2
η¯α¯∗
∂
∂η¯
+
∂
∂α¯
− α¯∗2 ∂
∂α¯∗
− a∗ ∂
∂a
− s¯α¯∗ζ ∂
∂ζ
X˜Lα¯∗ =
1
2
η¯α¯
∂
∂η¯
− α¯2 ∂
∂α¯
+
∂
∂α¯∗
− a ∂
∂a∗
+ s¯α¯ζ
∂
∂ζ
X˜Lη = η
∂
∂η
− 2α ∂
∂α
+ 2α∗
∂
∂α∗
− 2i(a2 ∂
∂a1
− a1 ∂
∂a2
)− 2i(a∗2
∂
∂a∗1
− a∗1
∂
∂a∗2
)
X˜Lα =
1
2
ηα∗
∂
∂η
+
∂
∂α
+ α∗2
∂
∂α∗
+ sα∗ζ
∂
∂ζ
+ (a3
∂
∂a1
− a1 ∂
∂a3
) + i(a2
∂
∂a3
− a3 ∂
∂a2
) + (a∗3
∂
∂a∗1
− a∗1
∂
∂a∗3
) + i(a∗2
∂
∂a∗3
− a∗3
∂
∂a∗2
)
X˜Lα∗ = −
1
2
ηα
∂
∂η
+ α2
∂
∂α
+
∂
∂α∗
− sαζ ∂
∂ζ
+ (a3
∂
∂a1
− a1 ∂
∂a3
)− i(a2 ∂
∂a3
− a3 ∂
∂a2
) + (a∗3
∂
∂a∗1
− a∗1
∂
∂a∗3
)− i(a∗2
∂
∂a∗3
− a∗3
∂
∂a∗2
)
X˜Ra = z¯
∗
1R
∂
∂a
− z¯∗2R
∂
∂a∗
− 1
2
(z¯∗2Ra+ z¯
∗
1Ra
∗)ζ
∂
∂ζ
X˜Ra∗ = −z¯2R
∂
∂a
+ z¯1R
∂
∂a∗
+
1
2
(z¯1Ra+ z¯2Ra
∗)ζ
∂
∂ζ
X˜Rη¯ = η¯
∂
∂η¯
X˜Rα¯ =
1
2
η¯−1α¯∗
∂
∂η¯
+ η¯−2(1− α¯α¯∗) ∂
∂α¯
+ s¯η¯−2α¯∗ζ
∂
∂ζ
X˜Rα¯∗ = −
1
2
η¯3α¯
∂
∂η¯
+ η¯2(1− α¯α¯∗) ∂
∂α¯∗
− s¯η¯2α¯ζ ∂
∂ζ
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X˜Rη = η
∂
∂η
X˜Rα = −
1
2
η−1α∗
∂
∂η
+ η−2(1 + αα∗)
∂
∂α
− sη−2α∗ζ ∂
∂ζ
X˜Rα∗ =
1
2
η3α
∂
∂η
+ η2(1 + αα∗)
∂
∂α∗
+ sη2αζ
∂
∂ζ
.
The (left) commutators between these vector fields are:[
X˜Lζ , all
]
= 0
[
X˜Laj , X˜
L
a∗
k
]
= −δjkX˜Lζ
[
X˜Lη,α,α∗ , X˜
L
η¯,α¯,α¯∗
]
= 0[
X˜Lη¯ , X˜
L
α¯
]
= 2X˜Lα¯
[
X˜Lη¯ , X˜
L
α¯∗
]
= −2X˜Lα¯∗
[
X˜Lα¯ , X˜
L
α¯∗
]
= X˜Lη¯ + 2s¯X˜
L
ζ[
X˜Lη , X˜
L
α
]
= 2X˜Lα
[
X˜Lη , X˜
L
α∗
]
= −2X˜Lα∗
[
X˜Lα , X˜
L
α¯
]
= −X˜Lη − 2s¯X˜Lζ[
X˜Lη¯ , X˜
L
a
]
= X˜La
[
X˜Lα¯ , X˜
L
a
]
= 0
[
X˜Lα¯∗ , X˜
L
a
]
= X˜La∗[
X˜Lη¯ , X˜
L
a∗
]
= −X˜La∗
[
X˜Lα¯ , X˜
L
a∗
]
= X˜La
[
X˜Lα¯∗ , X˜
L
a∗
]
= 0[
X˜Lη , X˜
L
a3
]
= 0
[
X˜Lη , X˜
L
a2
]
= 2iX˜La1
[
X˜Lη , X˜
L
a1
]
= −2iX˜La2[
X˜Lα , X˜
L
a3
]
= −X˜La1 + iX˜La2
[
X˜Lα , X˜
L
a2
]
= −iX˜La3
[
X˜Lα , X˜
L
a1
]
= X˜La3[
X˜Lα∗ , X˜
L
a3
]
= −X˜La1 − iX˜La2
[
X˜Lα∗ , X˜
L
a2
]
= iX˜La3
[
X˜Lα∗ , X˜
L
a1
]
= X˜La3
(23)
where we have omitted the commutators
[
X˜Lη,α,α∗ , X˜
L
a∗
j
]
, which have the same form as for the
X˜Laj fields. The Quantization 1-form is:
Θ =
i
2
(a∗da− ada∗) (24)
+
i
2
α¯∗aa∗ + a∗2
1− α¯α¯∗ dα¯−
i
2
α¯aa∗ + a2
1− α¯α¯∗ dα¯
∗ + iη¯∗
(1 + α¯α¯∗)aa∗ + α¯a∗2 + α¯∗a2
1− α¯α¯∗ dη¯
− iα
∗L3 − L−
1 + αα∗
dα+ i
αL3 − L+
1 + αα∗
dα∗ + 2iη∗
(1− αα∗)L3 + αL− + α∗L+
1 + αα∗
dη
+ ΘSU(1,1) +ΘSU(2) − iζ−1dζ
ΘSU(1,1) =
is¯
1− α¯α¯∗ (α¯dα¯
∗ − α¯∗dα¯− 4α¯α¯∗η¯∗dη¯)
ΘSU(2) =
is
1 + αα∗
(−αdα∗ + α∗dα+ 4αα∗η∗dη) ,
where we have denoted L ≡ i(a∗×a) and L± ≡ L1±iL2. The characteristic module KerΘ∩KerdΘ
is generated by the left subalgebra:
GΘ =< X˜Lη¯ , X˜Lη > , (25)
the trajectories of which represent the generalized Hamiltonian equations of motion on the 10-
dimensional symplectic manifold C3 ⊗ D1 ⊗ S2 of the theory. The Noether invariants under
these equations are:
Fa ≡ iX˜R
a
Θ = i(z¯∗1Ra
∗ + z¯∗2Ra) Fa∗ ≡ iX˜R
a
∗
Θ = −i(z¯1Ra+ z¯2Ra∗)
Fη¯ ≡ iX˜Rη¯ Θ = s¯
−4iα¯α¯∗
1−α¯α¯∗ + iFa∗ · Fa Fη ≡ iX˜Rη Θ = s
4iαα∗
1+αα∗ + 2(Fa∗ × Fa)3
Fα¯ ≡ iX˜Rα¯Θ = s¯
−2iη¯−2α¯∗
1−α¯α¯∗ − i2Fa · Fa Fα ≡ iX˜RαΘ = s
2iη−2α∗
1+αα∗ + (Fa∗ × Fa)−
Fα¯∗ ≡ iX˜R
α¯∗
Θ = s¯ 2iη¯
2α¯
1−α¯α¯∗ +
i
2Fa∗ · Fa∗ Fα∗ ≡ iX˜R
α∗
Θ = s−2iη
2α
1+αα∗ + (Fa∗ × Fa)+ .
(26)
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These Noether invariants parametrize the classical manifold of the corresponding quantum sys-
tem [note that the non-dynamical (non-basic) Noether invariants Fη and Fη¯ , coming from the
vector fields the left version of which are in the characteristic subalgebra (25), are expressed in
terms of the rest (the basic ones)]. One can naturally define a Poisson braket as{
Fg˜j , Fg˜k
}
≡ i[
X˜R
g˜j
,X˜R
g˜k
]Θ (27)
which, according to the Lie algebra (23), reproduces the standard expressions in terms of
{1, a, a∗, − i
2
a2,
i
2
a∗
2, ia∗a, a∗ × a} (28)
for s¯ = s = 0 only. Also, for these particular (classical) values, all Noether invariants are
expressed in terms of the basics Fa and Fa∗ (as it can be easily seen in (26)), obtaining a new
reduction of the symplectic manifold
C3 ⊗D1 ⊗ S2 → C3 (29)
from 10 to 6 dimensions (i.e., losing internal degrees of freedom). From the quantum point of
view, this reduction is due to the enlarging of the characteristic subalgebra (25) which, now,
incorporates the whole su(2) and su(1, 1) subalgebras.
Until now, the way to address both groups SU(2) and SU(1, 1) has been rather parallel.
The difference starts when we look for a full-polarization subalgebra (5) intended to reduce the
representation (4) for the s = s¯ = 0 case, i.e., when we try to represent irreducibly and unitarily
the classical Poisson algebra (28) on a Hilbert space of wave functions depending arbitrarily on
half of the symplectic variables, let us say, the a∗ coordinates only. As can be easily checked
in (23), whereas the su(2) subalgebra of GΘ is diagonal under commutation with either X˜La or
X˜La∗ (closing a horizontal subalgebra separately), the su(1, 1) subalgebra is not; i.e., it mixes
X˜La and X˜
L
a∗ and precludes a full-polarization subalgebra for this case. This obstruction is a
particular example of what we have already defined as an algebraic anomaly and shares with the
more conventional characterization the appearance of central charges in the quantum algebra of
operators. The standard quantization solves this problem by imposing normal order by hand,
leading to a quantum algebra differing from the classical (28) Poisson algebra by central (normal
order) terms and providing an irreducible representation of the metaplectic groupMp(2,ℜ) (two-
cover of Sp(2,ℜ) ≃ SU(1, 1)) with Bargmann index k = 3/4 (= d/4 in d dimensions). This
situation can be seen as a “weak” (avoidable) violation of the no-go theorems, and we shall show
in Sec. IV that one can, in fact, go further.
Let us show how GAQ solves this obstruction (reduction of the quantum representation)
by means of higher-order polarizations, the existence of which will be guaranteed only for the
particular (quantum) value of s¯ = −34 [s¯ = −d4 in d dimensions], as opposed to the classical
value of s¯ = 0 (for which the counterpart classical reduction (29) is achieved). To this end, let
us firstly calculate the irreducible representations of the Schro¨dinger group with arbitrary spin
and symplin and then show how the aforementioned reduction takes place.
A full-polarization subalgebra exists for arbitrary (non-zero) s and s¯ which is:
P =< X˜Lη , X˜Lη¯ , X˜Lα , X˜Lα¯ , X˜La > . (30)
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The general solution to the polarization equations (5) leads to a Hilbert space H(s,s¯)(G˜) of wave
functions of the form:
ψ(s,s¯)(ζ, η, α, α∗, η¯, α¯, α¯∗,a,a∗) = ζ(1 + αα∗)−s(1− α¯α¯∗)−s¯e− 12 (a∗a+α¯a∗2)φ(χ, χ¯,b)
χ ≡ η−2α∗, χ¯ ≡ η¯−2α¯∗, b ≡ (1− α¯α¯∗) 12 η¯∗Ra∗ . (31)
A scalar product can be given through the invariant integration volume (8) of G˜:
v(g˜) = i
1
(1 + αα∗)
1
(1 + α¯α¯∗)
 3∏
j=1
dRe(aj) ∧ dIm(aj)

∧
[
dRe(α) ∧ dIm(α) ∧ η−1dη
]
∧
[
dRe(α¯) ∧ dIm(α¯) ∧ η¯−1dη¯
]
∧ ζ−1dζ . (32)
Let us call
ψ(m,m¯)n ≡ ζ(1 + αα∗)−s(1− α¯α¯∗)−s¯e−
1
2
(a∗a+α¯a∗2)(χ)m(χ¯)m¯(b1)
n1(b2)
n2(b3)
n3 (33)
a basic wave function where m and m¯ stand for the third components of spin and symplin,
respectively, and nj represents the oscillator quanta in the j direction. The requirement of
analyticity of these basic wave functions when expressed in terms of global coordinates zi, z¯i, i =
1, 2 (as in (17)) leads to integrality conditions 2s, 2s¯,m, m¯ ∈ Z, where we recover the conditions
in (21). The action of the right-invariant vector fields (operators) on H(s,s¯)(G˜) can be given on
these basic functions as follows (we write eˆj ≡ (δ1,j , δ2,j , δ3,j)):
X˜Rajψ
(m,m¯)
n = −ψ(m,m¯)n+eˆj − njψ
(m,m¯+1)
n−eˆj
(34)
X˜Ra∗
j
ψ(m,m¯)n = njψ
(m,m¯)
n−eˆj
X˜Rη¯ ψ
(m,m¯)
n = −(2m¯+
∑
j
nj)ψ
(m,m¯)
n
X˜Rα¯ ψ
(m,m¯)
n = −(m¯− 2s¯+
∑
j
nj)ψ
(m,m¯+1)
n −
1
2
∑
j
ψ
(m,m¯)
n+2eˆj
X˜Rα¯∗ψ
(m,m¯)
n = m¯ψ
(m,m¯−1)
n
X˜Rη ψ
(m,m¯)
n = −2mψ(m,m¯)n + 2i(n1ψ(m,m¯)n+eˆ2−eˆ1 − n2ψ
(m,m¯)
n+eˆ1−eˆ2
)
X˜Rα ψ
(m,m¯)
n = −(2s−m)ψ(m+1,m¯)n − (n1ψ(m,m¯)n+eˆ3−eˆ1 − n3ψ
(m,m¯)
n+eˆ1−eˆ3
)
−i(n3ψ(m,m¯)n+eˆ2−eˆ3 − n2ψ
(m,m¯)
n+eˆ3−eˆ2
)
X˜Rα∗ψ
(m,m¯)
n = mψ
(m−1,m¯)
n − (n1ψ(m,m¯)n+eˆ3−eˆ1 − n3ψ
(m,m¯)
n+eˆ1−eˆ3
) + i(n3ψ
(m,m¯)
n+eˆ2−eˆ3
− n2ψ(m,m¯)n+eˆ3−eˆ2) .
From these expressions we conclude that the third component of spin m is restricted to take
the values m = 0, ..., 2s (finite dimensional subspace), whilst m¯ can take any value from 0 to ∞
(infinite dimensional subspace), the difference being the compact and non-compact character of
the corresponding subgroups SU(2) and SU(1, 1). Thus, any wave function in H(s,s¯)(G˜) can be
expressed as an arbitrary linear combination of these basic wave functions:
ψ(s,s¯) =
3∑
j=1
∞∑
nj=0
∞∑
m¯=0
2s∑
m=0
c(m,m¯)n ψ
(m,m¯)
n . (35)
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Note that the set of wave functions {ψ(m,m¯)n } is not orthogonal under the scalar product (32,7),
but can be expressed in terms of an orthogonal set {ψˇ(m,m¯)
k
} as follows:
ψ(m,m¯)n =
[n1
2
]∑
l1=0
[n2
2
]∑
l2=0
[n3
2
]∑
l3=0
 3∏
j=1
(−1)nj+ljΓnj ,lj
 ψˇ(m,m¯+l1+l2+l3)
n−2l (36)
Γnj ,lj ≡
1
2lj
(nj + 2lj)!
nj!lj !
ψˇ
(m,m¯)
k
≡
(
X˜Ra1
)k1 (
X˜Ra2
)k2 (
X˜Ra3
)k3
ψ
(m,m¯)
0
,
where
[nj
2
]
stands for the integer part of
nj
2 .
Let us define the intrinsic (internal) higher-order operators:
X˜Rη¯
(HO) ≡ X˜Rη¯ − X˜Ra · X˜Ra∗ X˜Rη (HO) ≡ X˜Rη + 2i
(
X˜Ra × X˜Ra∗
)
3
X˜Rα¯
(HO) ≡ X˜Rα¯ + 12X˜Ra · X˜Ra X˜Rα (HO) ≡ X˜Rα + i
(
X˜Ra × X˜Ra∗
)
−
X˜Rα¯∗
(HO) ≡ X˜Rα¯∗ − 12X˜Ra∗ · X˜Ra∗ X˜Rα∗ (HO) ≡ X˜Rα∗ − i
(
X˜Ra × X˜Ra∗
)
+
(37)
which close a Lie subalgebra of the right enveloping algebra of the Schro¨dinger group G˜, iso-
morphic to the Lie algebra su(2)⊕ su(1, 1) with a particular pseudo-extension:[
X˜Rα
(HO), X˜Rα∗
(HO)
]
= X˜Rη
(HO) + 2s ,
[
X˜Rα¯
(HO), X˜Rα¯∗
(HO)
]
= −X˜Rη¯ (HO) − (2s¯+
3
2
) . (38)
They represent the observables corresponding to the (pure) internal degrees of freedom: symplin
and spin. Even more, this subalgebra proves to be, in general, an ideal (under commutation) of
the right enveloping algebra U G˜R of G˜, and a horizontal ideal for the particular values
s¯ = −3
4
, and s = 0 (39)
(as can be partially checked in (38)). This last situation requires special attention. In fact,
the existence of a non-trivial (non zero) horizontal ideal –gauge subalgebra (see the paragraph
after (3))– is a sign of reducibility; indeed, according to general settings [21], the right-invariant
vector fields in a gauge subalgebra must be a linear combination of left-invariant vector fields
in the characteristic module and, therefore, they have to be trivially represented (zero). Then,
the representation (34) is reducible for the particular quantum values (39), as opposed to the
classical values (concerning the symplin but not the spin) for which the classical reduction (29)
was achieved. Nevertheless, whereas the (normal) reduction for s = 0 is reached simply by
a new full polarization consisting of (30) enlarged by X˜Lα∗ (i.e. containing the whole su(2)
subalgebra of the characteristic algebra), the (anomalous) reduction for s¯ = −3/4 requires
to use higher-order polarization techniques. The modus operandi to construct a higher-order
polarization subalgebra for these anomalous cases usually consists in deforming the generators in
the characteristic subalgebra corresponding to the classical reduction of the symplectic manifold
(su(1, 1) in our case), by adding terms in the left enveloping algebra U G˜L. Also, when there
are non-trivial higher-order gauge operators, their (equivalent) left counterparts are candidates
for further reducing the representation. In our case, a new higher-order restriction on wave
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functions (31) can be consistently added to the set of first-order restrictions given by (30) for
the anomalous case s¯ = −3/4 only. The candidate for this reduction process is the deformation
X˜Lα¯∗
(HO) of X˜Lα¯∗ , which is precisely the left counterpart of X˜
R
α¯∗
(HO) defined in (37). Its gauge
character makes indifferent if the higher-order polarization condition
X˜Lα¯∗
(HO)ψ(s,−
3
4
) = 0 ⇒ ∂φ
∂χ¯
− 1
2
∑
j
∂2φ
∂b2j
= 0 (40)
is imposed as a left or as a right restriction on wave functions (31), the solution of which is
expressed in terms of an orthogonal and complete set of the form:
ψˇ
(m)
k
≡
3∑
i=1
∞∑
li=0
∞∑
ni=0
 3∏
j=1
Γnj ,ljδnj+2lj ,kj
ψ(m,l1+l2+l3)n =
 3∏
j=1
(−1)kj
(
X˜Raj
)kjψ(m,0)
0
, (41)
i.e., the orbit of the creation operators aˆ†j ≡ −X˜Raj through the vacuum ψ
(0,0)
0
(when s = 0). In
this way, the whole set of physical operators X˜R
g˜i
are expressed in terms of basic ones aˆ†j = −X˜Raj
and aˆj ≡ X˜Ra∗
j
as in (37) taking into account that now (internal) higher-order operators X˜R
g˜i
(HO)
are trivially zero (gauge). For example, the energy operator is:
Eˆ ≡ −XRη¯ ≡ −X˜Rη¯ − 2s¯X˜Rζ =
3∑
j=1
(aˆ†j aˆj +
1
2
) , (42)
where the last redefinition of the X˜Rη¯ generator is intended to render the commutation relation
[X˜Rα¯ , X˜
R
α¯∗ ] = X˜
R
η¯ + 2s¯X˜
R
ζ in (23) to the usual su(1, 1) one: [X
R
α¯ ,X
R
α¯∗ ] = X
R
η¯ . Note that the
zero-point energy E0 =
1
2d of the harmonic oscillator is precisely −2s¯ for the quantum value of
the anomaly s¯ = −d4 . This anomalous value is obtained in the standard approach by the na¨ıve
“symmetrization rule” and proves to have important physical consequences in the experimentally
observed Casimir effect (see [27] and references therein).
The half-half integer character of the symplin s¯ = −12(32 ) indicates, according to (21), that
the representation of SU(1, 1) is bi-valuated; i.e. it is the two-cover Mp(2,ℜ) (metaplectic group)
which is in fact faithfully represented.
At this stage, a comparison of the fundamentals of this finite-dimensional anomalous system
with the more conventional one (infinite-dimensional) of the bosonic string [28] is opportune.
The role played by the Virasoro group, acting on string modes {αµm},[
Lˆn, αˆ
µ
m
]
= mαˆµn+m (43)
is here played by SU(1, 1) acting on oscillator modes a,a∗. Like the su(1, 1) algebra, the Virasoro
algebra [
Lˆn, Lˆm
]
= (n−m)Lˆn+m + 1
12
(cn3 − c′n)δn,−m1ˆ (44)
appears also centrally extended, although, this time, by both a pseudo-cocycle (with parameter
c′ generalizing the symplin s¯) and a true cocycle (with parameter c); the latter is permitted by
the infinite-dimensional character of the Virasoro group, which violate the Whitehead Lemma
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[29]. The (anomalous) reduction which allows the Virasoro operators to be written in terms of
the string modes (Sugawara’s construction [30]) for c = c′ = d (the dimension of the space-time)
Lˆk =
1
2
gµν :
∑
αˆµk−nαˆ
ν
n : (45)
is essentially equivalent (in nature) to the anomalous reduction which allows the su(1, 1) opera-
tors to be written in terms of the oscillator modes for s¯ = −d/4. In fact, formula (41) expressing
the states of the invariant, reduced subspace of the Hilbert space H(s,s¯=− 34 )(G˜) as generated
by the action of the creation operators corresponding to the harmonic oscillator only, parallels
the construction of the reduced Hilbert space of the string by the action of just string mode
operators on the vacuum (see e.g. [28])
αˆµ1n1αˆ
µ2
n2
...αˆµini |0〉 . (46)
To proceed further in this comparison, we could simulate the constraints in string theory by
restricting our oscillator to the sphere; more precisely, the role played by the Virasoro group
generators, acting as constraints in string theory, can be played here by part of the su(1, 1)
operators, for example, those which restrict the particle to move on the sphere. Indeed, making
use of the expression (14) we can write the square of the vector position operator and its “time
derivative” as:
xˆ2 ≡ 1
2
((X˜Ra∗)
2 + (X˜Ra )
2 − X˜Ra∗X˜Ra − X˜Ra X˜Ra∗) = X˜Rα¯∗ − X˜Rα¯ − X˜Rη¯ +
3
2
(47)
1
2
(xˆpˆ+ pˆxˆ) ≡ − i
2
((X˜Ra∗)
2 − (X˜Ra )2) = −i(X˜Rα¯∗ + X˜Rα¯ ) .
The constrained theory can be formulated by looking at the Schro¨dinger group as a principal
fibre bundle where the structure group T = U(1) has been replaced by T = A˜(1), a central
extension of the Affine group in 1D; more precisely, the Lie algebra of T is now:[
X˜R
t˜1
, X˜R
t˜2
]
= 2iX˜R
t˜1
+ 2ir2X˜Rζ (48)
X˜R
t˜1
≡ xˆ2 − r2X˜Rζ , X˜Rt˜2 ≡
1
2
(xˆpˆ+ pˆxˆ) ,
which takes part of a subalgebra of su(1, 1) pseudo-extended by U(1) with parameter r (radius
of the sphere). The constraint on the sphere can be achieved through T -equivariant conditions
(12) on arbitrary combinations ψˇ(s) of the basic wave functions (41), either as
X˜R
t˜1
ψˇ(s) = 0 or X˜R
t˜2
ψˇ(s) = 0 , (49)
since the conjugate character of these two constraints (see the commutator in (48)) prevents
fixing both at a time, i.e. Tp is generated by either X˜
R
t˜1
or X˜R
t˜2
.
With regard to the good operators of the theory, there are some sets of operators which
preserve one option of Tp ⊂ TB ⊂ T , but not the other. We shall restrict ourselves to the
intersection of these sets to define our good operators, i.e. those operators which preserve any
of the possible choices of TB ⊂ T . This set of good operators is enough to reproduce the
constrained quantum system of the particle on the sphere; it is:
G˜T =
{
X˜Ra × X˜Ra∗ , X˜Rη , X˜Rα , X˜Rα∗ , uˆ1, uˆ2, uˆ3
}
(50)
uˆ ≡ rˆ−1xˆ , rˆ−1 ≡ 1
r
1 + ∞∑
n=1
(−1)n (2n− 1)!!
2n!!
X˜Rt˜1
r2
n = 1√
r2 + X˜R
t˜1
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which commute with both X˜R
t˜1
and X˜R
t˜2
and close a subalgebra isomorphic to the Euclidean
algebra in 3D for the case of spin s = 0 [note that the operators uˆj live in the enveloping algebra
of the Schro¨dinger group]. When we choose the second option in (49), the constrained Hilbert
space turns out to be made up of TB-equivariant functions constructed by taking the orbit of uˆj
through the only 2s + 1 states that are “rotationally invariant” and annihilated by X˜R
t˜2
. These
prove to be:
Y
(0)
ms,0 ≡
∞∑
q=0
K
(2q)!!(2q −N0)!!
(
X˜Rα
)2q
ψˇ
(ms)
0
, ms = 0, ..., 2s + 1 (51)
where K is an arbitrary constant and N0 = 2s¯ + 1 = −12 . For s = 0, the state Y
(0)
0,0 simply
represents the spherical harmonic of zero angular momentum [note that this state is an infinite
linear combination of harmonic oscillator wave functions]. States with higher values of angular
momentum Y
(l)
ms,ml correspond to the repeated action of uˆj on these “vacua” Y
(0)
ms,0. For example,
the state Y
(1)
ms,0 ≡ uˆ3Y
(0)
ms,0 has (orbital) angular momentum l = 1 and third component ml = 0.
The whole set of states obtained in this way represent the Hilbert space of a spinning point
particle living on the sphere. Different values of s parametrize non-equivalent quantizations.
We have preferred to maintain the internal degree of spin in order to make comparisons with
other approaches to Quantum mechanics on SD as Ref. [31], where the (D + 1)-dimensional
Euclidean group was used to study the point particle on SD, or Refs. [32, 33], where SD is seen
as a coset space G/H = SO(D+1)/SO(D) of SO(D+1). An important basic difference of our
procedure with respect to other approaches is that the sphere S2 where the “free particle” of
[31, 32, 33] lives, seems to correspond with our internal sphere S2 immersed on the symplectic
manifold T ∗S2 × S2 [T ∗S2 is the cotangent of S2], resulting from the original C3 ⊗ D1 ⊗ S2
(see (29)) after reducing (40) [→ C3 ⊗ S2] and constraining (49); i.e., there are two different
(in nature) spheres for us, a “real” sphere immersed in ℜ3, where the particle lives, and an
“internal” (symplectic) sphere S2 = SU(2)/U(1) corresponding to the spin degree of freedom.
This situation can lead to confusions in interpretation when they quantize on coset spaces Q =
G/H and parametrize Q as immersed in ℜn; in fact, a embedding of our Q = S2 = SU(2)/U(1)
in ℜ3 = {y1, y2, y3} according to a standard stereographical projection map:
αη2 =
y1
ρ+ y3
+ i
y2
ρ+ y3
, with y2 = ρ2 (52)
could lead us to believe that “a monopole is present” if we interpret the 1-form connection
ΘSU(2) in (24) as a U(1)-gauge potential [it is called the H-connection or cannonical connection
in [32, 33]], but we know that “this monopole does not live in our world”.
4 Breaking through no-go theorems: extended objects from the
elementary particle
As already mentioned, the Schro¨dinger algebra can be viewed as the maximal Poisson subalgebra
on the solution manifold of the free particle and/or the harmonic oscillator that can be quantized
in a more or less canonical way. This means that the quantization mapping “ˆ” representing
the Poisson subalgebra < 1, x, p, 12x
2, 12p
2, xp > by < 1ˆ, xˆ, pˆ, 12 xˆ
2, 12 pˆ
2, xˆpˆ > is not a Lie algebra
homomorphism due to the (anomalous) term − i2 in the commutator [12 xˆ2, 12 pˆ2], with regard
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to its associated Poisson bracket. Fortunately, this anomaly can easily be hidden simply by
symmetrizing the operator (̂xp).
Standard canonical quantization fails to go beyond any Poisson subalgebra containing poly-
nomials in x, p of degree greater than two [9, 10]. From the point of view of group quantization,
however, we can proceed further, provided that we are able to close a definite Poisson subalgebra
that, although necessarily infinite-dimensional, has a controlled growing (finite growth; see for
instance [34]). Then a group law can be found, at least, by exponentiating the Lie algebra order
by order, as in the case, for instance, of Kac-Moody algebras [35], and by considering all possible
(pseudo-)extensions (and associated deformations) with arbitrary parameters γk.
Needless to say, in the quantization process many anomalies will eventually appear, requiring
the use of the higher-order polarization technique. These anomalies are really obstructions to the
quantization of given functions of x, p in terms of xˆ, pˆ. The quantum values γ
(0)
k of the anomalies
are precisely those for which such a task can be achieved even though the quantization morphism
“ ˆ ” is somewhat distorted (central terms for operators representing quadratic functions and
more general terms for higher-order polynomials on x, p). Far from the quantum values of
the anomalies, however, new (purely) quantum degrees of freedom must enter the theory as
associated with those operators which cannot be expressed in terms of xˆ, pˆ. Moreover, it could
well happen that no quantum values of γk exist for some cases, thus leading to “essentially
anomalous” (inescapable) situations.
To construct such an infinite-dimensional Poisson algebra, generalizing the Schro¨dinger al-
gebra, let us start with the solution manifold of the elementary particle in two dimensions
parametrized by x, p. For simplicity, we shall asume that the particle is non-relativistic, al-
though we could think of the relativistic situation so long as x really represents the classical
analogue of the Newton-Wigner position operator [36, 37]; or, we could even also consider the
time parameter x0, provided that it is given a dynamical character with canonically conjugate
momentum p0 ({x, p} = 1 → {xµ, pν} = gµν), and then impose the mass-shell constraint [38].
Let us continue to use an oscillator-like parametrization of the phase space, as in (14), and
choose the following set of classical functions of a∗, a:
Lαn =
1
2
a2n(a∗a)−α−n+1 , Lβ−m =
1
2
a∗2m(a∗a)−β−m+1 (53)
n,m = 0,
1
2
, 1,
3
2
, ... α, β = 0,±1
2
,±1,±3
2
, ...
which generalize the Virasoro algebra (as generating diffeomorphisms of the plane) and contain
the Schro¨dinger algebra as the largest finite-dimensional subalgebra.
A straightforward computation from the basic Poisson bracket {a∗, a} = i provides the
following formal, Poisson algebra:
{Lαn, Lβm} = −i[(1 − β)n− (1− α)m]Lα+βn+m n,m,α, β ∈ Z/2 (54)
which should not be confused with that introduced in [39]. It contains some interesting subal-
gebras:
Schro¨dinger algebra:
a∗ = 2L
1
2
− 1
2
, a = 2L
1
2
1
2
, 1 ≡ 2L10, 12a∗2 = L0−1, 12a2 = L01, a∗a = 2L00 . (55)
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Virasoro algebra:
Ln ≡ L0n ⇒ {Ln, Lm} = −i(n−m)Ln+m (56)
Unextended “string” algebra: The already identified Virasoro subalgebra can be enlarged by
αm ≡ L1m, m ∈ Z. They close the following semi-direct algebra:
{Ln, Lm} = −i(n−m)Ln+m (57)
{Ln, αm} = imαn+m
{αn, αm} = 0 ,
corresponding to the (classical) underlying symmetry of string theory (one for each value of the
the µ index in αµm), i.e., the symmetry before extending by U(1).
The subalgebra of (54) corresponding to integer, positive powers of x, p, denoted in the
literature by w∞, has been considered many times and very recently in connection with the
Geroch group [40]. The traditional restriction to integer, positive indices is based on analyticity
grounds. However, applied to the quantum world, the analyticity requirement makes sense for
only those operators which are not basic, i.e. are not directly associated with any degree of
freedom and must accordingly be written in terms of the basic quantum operators (aˆ∗, aˆ in
our case). Conversely, Poisson algebra elements that generate Lie algebra cohomology (and,
therefore, central extensions) can be kept as generators of the true quantum symmetry, as
they do not have to be expressed, in principle, as fucntions depending on aˆ∗, aˆ. They will be
referred to as an “essential anomaly” and extend the system in the sense that they generate
new (independent) quantum degrees of freedom. Only the presence of anomalies will require a
further reduction of the quantum representation, which is achieved in a way that permits some
a priori basic operators to be written in terms of others effectively basic. The quantum values
of the anomalies are in general those values of the central charges for which the effective extent
of the extended system reduces to a minimum. In any case, and as a minor harm, if we wish
to put the motivation (53) to the algebra (54) in a proper mathematical ground, we could just
eliminate the point a = a∗ = 0 of our original phase space thus restoring the analyticity of the
combinations (53) [note also that the quantum analogue â∗a = aˆ†aˆ+ 12 of the classical function
a∗a is never zero because of the anomalous value (6= 0) of the symplin (zero-point energy)].
To understand fully the interplay among (a certain degree of) classical non-analyticity, group
cohomology and the extent of a quantum system, let us restrict ourselves to the unextended
“string” algebra (57). The generators of the classical algebra of symmetries are written as non-
analytical functions [in the “weak” (avoidable) sense specified in the previous paragraph] of
a∗, a:
Ln =
1
2
a2n(a∗a)1−n , L−n =
1
2
a∗2n(a∗a)1−n
αm =
1
2
a2m(a∗a)−m , α−m =
1
2
a∗2m(a∗a)−m . (58)
Centrally extending this algebra in the form:[
Lˆn, Lˆm
]
= (n−m)Lˆn+m + 1
12
(cn3 + c′n)δn+m,01ˆ (59)[
Lˆn, αˆm
]
= αˆn+m
[αˆn, αˆm] = amδn+m1ˆ , (60)
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we can proceed with group quantization, finding the characteristic subalgebra as well as the
canonically conjugate pairs. The precise calculations can be found in [41] and references therein
(for the actual string algebra, i.e. for generators Ln, α
µ
m, µ = 0, 1, 2, ...d, although the results are
formally equivalent). We arrive at the results given in Sec. 3: for a = 1, c = c′ = 1, the whole
set of Virasoro generators can be expressed, after quantization, as quadratic (hence analytical)
functions of the quantum operators αˆm (see (45)). These operators, however, need not be (nor
indeed can be) expressed in terms of any operator since they are basic, independent operators,
as a consequence of the central extension (60) (the central term in the Virasoro commutator is
due to an anomaly, which is destroyed for the values of c, c′, a above), giving an infinite extent
to the physical system. The same clearly applies to the case s¯ = −d4 of the elementary particle
with symplin studied in Sec. 3 where, the pseudo-extension of SU(1, 1) (which redefines the
generator X˜Rη¯ ) with parameter s¯, is exactly the same as the pseudo-extension of the Virasoro
algebra (which redefines the generator L0 = a
∗a) with parameter c′.
Our suggestion, finally, is then to consider the central extensions of the entire (formal ab-
stract) algebra (54), as being the quantizing algebra for the minimal infinite-dimensional system
extending the free particle in such a way that string itself is naturally included. In this quite ex-
tended object, the free particle with symplin appears as the only and biggest finite-dimensional
subsystem. Also along these lines, (1+1D) quantum gravity could arise in a general attempt to
get a full quantization of the phase space of the free particle. A general study of (54), its central
extensions and quantization, will require a quite big effort and deserves a separate work.
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