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 Definitions of Key Terms 
computer simulation: “The term  ‘computer simulation’ is used to describe a computer 
program which incorporates a mathematical or logical model of an engineering 
system or process, allowing the user to specify the values of one or more system 
parameters and, following computation, to examine the resulting values of other 
system parameters” (P. Smith & Pollard, 1986).  
 
conceptual change: a theoretical framework that describes the process of discovering a 
possible solution that involves understanding the acceptable rules and 
relationships where all the pieces interlock without forcing until any holes remain. 
This process requires a need for awareness, generally resulting in “pronounced 
insecurity” as a perquisite to change and new knowledge and that can result in a 
paradigm shift new/revised mental model/schema of information (Kuhn, 1996).  
 
constructivism perspective: a view of perception with a premise that reality is constructed 
by individuals and has consequences for how the individuals interact and make 
meaning of their experiences (Patton, 2002).  
 
Gibbs: online computer simulations used for the deployment of computational 
thermodynamic applications. Gibbs is designed to have an intuitive user interface 
and that allows users to develop visualizations and analysis of material property 
data (Cool, Bartol, Kasenga, Modi, & Garcia, 2010). 
 
problem representation: a cognitive structure corresponding to a problem constructed by 
a solver on the basis of his domain-related knowledge and it’s organization (Chi, 
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 Technology is becoming a more critical agent for supporting learning as well as 
research in science and engineering.  In particular, technology-based tools in the form of 
simulations and virtual environments support learning using mathematical models and 
computational methods. The purpose of this research is to: (a) measure the value added in 
conveying Thermodynamics of materials concepts with a blended learning environment 
using computational simulation tools with lectures; and (b) characterize students’ use of 
representational forms to convey their conceptual understanding of core concepts within 
a learning environment that blended Gibbs computational resource and traditional 
lectures.   
A mix-method approach was implemented that included the use of statistical 
analysis to compare student test performance as a result of interacting with Gibbs tool 
and the use of Grounded Theory inductive analysis to explore students’ use of 
representational forms to express their understanding of thermodynamics of material 
concepts. Results for the quantitative study revealed positive gains in students’ 
conceptual understanding before and after interacting with Gibbs tool for the majority of 
the concepts tested. In addition, insight gained from the qualitative analysis helped 
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provide understanding about how students utilized representational forms in 
communicating their understanding of thermodynamics of material concepts. Knowledge 
of how novice students construct meaning in this context will provide insight for 
engineering education instructors and researchers in understanding students’ learning 
processes in the context of educational environments that integrate expert simulation 









CHAPTER 1. INTRODUCTION 
 
This chapter serves to provide the reader with a ‘big picture’ of this research 
project. This chapter is summary discussion of the foundational background information 
relevant to this study and the significance of this work in expanding to existing research 
in engineering education. In addition to formally stating the research question, this 
chapter also includes the assumptions, limitations, delimitation, and the key terms 
associated with the study. The chapter concludes with an overview of this research 
investigation. 
 
1.1 Background and Research Scope 
Technology is becoming a more critical agent for supporting learning as well as 
research in science and engineering.  In particular, technology-based tools in the form of 
simulations and virtual environments support learning using mathematical models and 
computational methods. One objective of such a system is to help students develop 
deeper conceptual understanding of a physical phenomenon in order to make predictions 
and judgments relevant for problem solving and design. In engineering disciplines, 
design and problem solving are activities centered at the core of building expertise for 
professional practice. In addition, models and simulations are fundamental tools for 
creating meaningful representations of experimental and numerical approximations of 
complex phenomena in disciplines like material science and engineering.  
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Currently in science and engineering education research there is growing focus on 
helping researchers and instructors to better understand how students construct meaning 
through in their use of models (Hamilton, Lesh, Lester, & Brilleslyper, 2008; C. Smith, 
Snir, & Grosslight, 1992), the effect of students’ prior learning as it relates to their 
misconceptions (Chi et al., 1981; C. Smith et al., 1992; Streveler, Litzinger, Miller, & 
Steif, 2008), and pedagogical approaches that explore the role of computer simulations as 
a resource in design students learning environments (De Jong & Van Joolingen, 1998a; 
Magana, Brophy, & Bodner, 2012). This represents just a small fraction of literature in 
the education and learning sciences that explore this research area.  Although there 
continues to be increasing research in understanding the role of simulations and models 
in supporting students learning, there is still limited research that explores the use of web-
based simulations tools within the discipline of material science and engineering at the 
novice level. In particular, this research thesis was focused on: (a) measuring the value 
added in conveying Thermodynamics of materials concepts with in a blended learning 
environment using computational simulation tools with lectures; and (b) characterizing 
students’ representations of Thermodynamics of materials concepts. 
 
1.2 Significance 
Attaining domain knowledge and expertise in engineering requires the individual 
to: (a) be aware of the conventional tools that support reasoning within the domain of 
practice; and (b) have the knowledge and skills to apply them in practice. Helping 
individuals recognize and understand these relationships is important in building 
expertise in engineering. This project is focused on examining the role of computational 
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tools in developing a novice’s expertise in material science and engineering design and 
problem solving. Knowledge of how novice students construct meaning in this context 
will provide insight for engineering education instructors and researchers in 
understanding students’ learning processes in the context of educational environments 
that integrate expert simulation tools as part of their instructional resources for 
foundational domain knowledge. 
 
1.3 Statement of Purpose 
The purpose of this research is to: (a) measure the value added in conveying 
Thermodynamics of materials concepts with in a blended learning environment using 
computational simulation tools with lectures; and (b) characterizing students’ use of 
representational forms to convey their conceptual understanding of Thermodynamics of 
materials core concepts.  This study specifically used a quantitative analysis using pre-
post testing scores to investigate which concepts were better understood using the 
resources provided within the Gibbs tool. In addition, this study, using grounded theory 
analysis, profiled students’ inscriptions of their understanding in written form. The 
purpose of using this mix-method design was to characterize the value added when using 
computation tools like Gibbs in engineering education to support students’ 
comprehension of lecture material. In addition, the results of this study would be 
beneficial in expanding the current work in understanding conceptual change and the role 
of representational forms in learning foundational concepts in material science with the 




1.4 Research Questions 
The central research questions that this thesis explores were: 
1. What are the implications of coupling computational tools, Gibbs, with lectures to 
convey Thermodynamics concepts related to material synthesis in undergraduate 
engineering education?  
a. What value does lecturing using Gibbs tool have on novices’ conceptual 
understanding of core concepts in thermodynamics of materials? 
b. How do students employ representational forms to express their 
conceptual understanding of core concepts thermodynamics of materials? 
 
1.5 Assumptions 
The study is based on the assumptions listed below: 
1. There is a need to examine students’ representation and problem solving 
processes using computational simulation tools to help researchers and instructors 
understand how these tools can better support learning of concepts in engineering 
education. 
2. All students enrolled in the course have completed or can demonstrate satisfactory 
mastery of course perquisites material. 
3. All students enrolled in the course have a comparable low level of experience 
using the Gibbs tool for understanding the thermodynamics of material prior to 
this class. 
4. Novices may find it challenging to learn from expert tools designed for research 
that is incorporated into a course-learning environment. 
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5. Students’ assignments will have enough detail to help identify patterns across 
sample group related to the research questions of this study. 
6. Student responses to the quiz questions were documented by the students as 
truthfully as possible based on their experience and perceptions of the course. 
 
1.6 Limitations 
The limitations of this study are provided below: 
1. This study is limited to the historical data that was saved by the course instructor 
during the thermodynamics course. 
2. The number of participants is fixed to the number of students enrolled in the 
course for that semester. 
3. Quiz questions were part of the course assignments and were developed by the 
instructional team. 
4. Students’ IDs will be removed from the documents before researchers will receive 
them and no follow-up with the students will be possible. 
 
1.7 Delimitations 
The delimitations of this study are provided below: 
1. This study includes historical data taken from the course entitled 
“Thermodynamics of Materials” taught for a semester of 2007 only. 
2. Primary documents used will be student surveys and the five quiz assignments 




3. Quantitative test scores to measure students’ mastery of the material will be 
assumed to be the same as the course evaluations given by the instructional team. 
 
1.8 Summary 
The role of computational tools and representations in facilitating learning a 
Material Science and Engineering Course is the topic this research study explores. 
Specifically, in this project the author will examine the role of a simulation tool named 
Gibbs in helping students connect concepts and computational methods from 
thermodynamics to appropriately develop and apply phase-diagrams and Gibbs Energy 
curves. This research will be a mix-method study using statistical analysis to compare 
student test performance as a result of interacting with the Gibbs tool.  The qualitative 
methods will be employed to explain the results of students’ conceptual change and how 








CHAPTER 2. THEORETICAL FRAMEWORK AND LITERATURE REVIEW 
 
Technology-based tools in the form of virtual-learning environments and 
computer simulation programs are currently a growing resource for helping people 
making meaning of domain knowledge within science, technology, engineering and 
mathematics (STEM). The goal of this review is to identify relevant literature in the field 
of education and engineering that will provide the readers with a background for 
understanding the use of computer simulations as a tool for learning, in terms of 
knowledge construction. The author’s goal is to provide a framework for this study and 
highlight how this work helps expand on existing literature in the field of engineering 
education and conceptual change. 
 
2.1 Constructivist Theoretical Framework 
The constructivist theoretical framework informed the design of this research 
study. In this framework, the learning process is viewed with a premise that reality is 
constructed by individuals and has consequences for how the individuals interact and 
make meaning of their experiences (Patton, 2002). In this framework, learning is defined 
as a constructive process of internalizing new information by assimilation and 
accommodation though participation in authentic and “real” experiences (Piaget & Cook, 
1954).  Piaget defined assimilation as an activity that works to construct relationships that 
relate new information in the external world with internal conceptions that have been 
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validated (Piaget & Cook, 1954). Accommodation occurs as the learners modify their 
internal schemas to improve their accuracy with respect to real world experiences (e.g., 
changes their conception). According to Piaget, both assimilation and accommodation are 
needed to support conceptual change and both components are constantly occurring to 
progress an individuals’ cognitive development. Learning can therefore be understood by 
examining this cognitive process of conceptual growth. (Greeno, Collins, & Resnick, 
1996) 
The principles of Piaget learning theory have significant impact in informing the 
foundational knowledge of the cognitive constructivist framework in the current literature 
in engineering education and conceptual change. In the constructivist framework, 
knowledge is constructed by engaging in meaningful activities and learning is progressed 
by a series of internal cognitive development stages (Crain, 2005). Furthermore, in this 
framework, emphasis is placed on the learner as the active agent (De Jong & Van 
Joolingen, 1998b). This is important since the literature on the use of computer 
simulations in engineering education focuses mainly on exploring how the learner 
internalizes knowledge and applies internal strategies in solving design problems (Feisel 
& Rosa, 2005).  
 
2.2 Computer Simulations in Engineering 
“The term ‘computer simulation’ is used to describe a computer program which 
incorporates a mathematical or logical model of an engineering system or process, 
allowing the user to specify the values of one or more system parameters and, following 
computation, to examine the resulting values of other system parameters” (Smith & 
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Pollard, 1986, p.335). Computer simulation in engineering education and practice can be 
characterized as a type of constructivist learning tool for inquiry learning (De Jong & 
Van Joolingen, 1998b). The use of computer simulations support inquiry by allowing 
opportunities for the learner to infer, through the scientific process of hypothesis 
generation, the design of experiments, the interpretation of data, and the making of 
predictions (De Jong & Van Joolingen, 1998b; Diefes-Dux, Samant, Johnson, & O 
Connor, 2004). Although inquiry learning helps engage the learner in a knowledge 
construction process, studies have found that students have difficulties with various 
aspects of the inquiry learning process. De Jong and van Joolingen (1998) observed 
students experience difficulties with hypothesis generation, design of experiments, and 
interpretation of data. They found that learners have a tendency to seek information that 
confirms their previously known hypothesis rather than researching for disconfirming 
data and misinterpreting graphical representation of data (De Jong & Van Joolingen, 
1998b).  
Research in expertise and learning transfer suggests that formulating effective 
solutions to design problems involve the application the use of conceptual knowledge, 
inquiry strategies, and problem representation (Chi et al., 1981; Novick, 1990). In 
engineering practice, knowledge consisting of scientific and mathematical theory is used 
to create artifacts that can help benefit society (Krause et al., 2010). To help achieve this 
goal, engineers often employ computing techniques and numerical expressions with the 
aid of computer simulations to produce representation artifacts (e.g., graphs, charts, 
visual models). These representations of physical or non-physical phenomena provide the 
knowledge often used in constructing solutions to engineering design problems. In 
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educational settings, there is an increase in the use of computational systems as 
pedagogical resources in supporting students’ understanding and analysis of 
representational models of system phenomena. Magana, Brophy and Bodner (2012), 
identified eight categories for using computer simulations as learning tools in their 
research study that resulted from interviewing engineering and science instructors. The 
eight items are listed in Table 2.1. 
 
Table 2.1 Learning Outcomes of Using Computer Simulations with Instruction (Magana, 
Brophy, & Bodner. p.228) 
 
 
2.3 Student Challenges in Building Conceptual Understanding 
Novices often tend to focus on organizing facts about a phenomenon rather than 
developing conceptual structure around the system principles and how attributes within 
the phenomenon function in constructing their hypothesis and design solutions 
(Bransford, Brown, & Cocking, 2000; Newstetter & McCracken, 2001). This 
organization of facts influences how they represent the problem and make interpretations. 
According to the research in conceptual change, a learner’s internal schema continuously 
regulates their knowledge construction process over time; the connections people 
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formulate between their encoded internal representation system and the external objects 
in their environments help them to recognize new knowledge and formulate assertions. 
Research has demonstrated the significance these connections have in affecting an 
individual’s ability to formulate and test their hypothesis during a problem solving task 
(Malt, Sloman, Gennari, Shi, & Wang, 1999). 
Another attribute of conceptual change is the role of disjuncture as a catalyst for 
conceptual change. Disjuncture is a term that describes lack of harmony between the 
internal schema and an individual’s external environment (Jarvis, 2006). Disjuncture 
occurs when an individual is unable to resolve the tension between what they know with 
the new experience or information presented to them. In Kuhn’s (1996) description of 
conceptual change, awareness is a prerequisite to change and new knowledge and is 
generally the result of “pronounced insecurity.” The harmony between the external and 
internal structures is described as similar to the exercise of discovering a solution to a 
jigsaw puzzle. The process of discovering a possible solution involves understanding the 
acceptable rules and relationships where all the pieces interlock without forcing until no 
holes remain (Kuhn, 1996). The tension to produce a better picture and satisfy all the 
rules causes a lack of harmony or insecurity. This insecurity is the persistent failure of 
accepted knowledge to produce expected results in a new context (Jarvis, 2006). 
However, disjuncture does not always imply that a learner will accurately modify their 







2.3.1 Student Conceptual Challenges with Thermal Science 
Research in engineering education has identified thermal science as a field where 
students experience challenges with conceptual understanding (Streveler et al., 2008). 
Streveler, Litzinger, Miller and Steif, (2008) reported the following common difficulties 
and misconceptions: 
1. Students have a lack of prior knowledge (e.g., pre-college) of thermal science. 
2. Temperature and heat are viewed as equivalent because students rely on their 
intuitive concepts of temperature. 
3. Students are confused about thermal equilibrium and the processes operating 
at thermal steady state. 
4. Students misunderstand the relationship between heat transfer rate and the 
amount of energy transferred. 
 
2.4 Computation in Material Science and Engineering 
Material science and engineering is a field that has been historically thought, like 
other engineering disciplines, using mathematical numerical methods to represent and 
communicate concepts within the domain. In particular, thermodynamics of materials are 
part of the foundation concepts in material science and engineering education (Cobourn 
& Lindauer, 1994). Thermodynamics is used to describe the equilibrium properties 
physical couplings of materials as a function of temperature and the material’s micro-
structural properties (Cool et al., 2010) and produce phase diagrams. Phase diagrams can 
be simply defined as graphical representations of the temperature and the material 
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composition relationship among two or more alloy materials (Chang, 2006; Kattner, 
1997). The mathematical calculations involved in describing, processing and 
understanding material properties can become very complex and have been traditionally 
handled using numerical models and computer simulations. Some examples of available 
software packages include: Thermo-Calc, MTDATA, ChemSage, Lukas, and PANDAT. 
There is an increased effort to develop Graphical User Interfaces to increase the software 
packages’ accessibility to a wider range of users (Cool et al., 2010). This has opened-up 
the opportunity for educational professionals to integrate computational tools as part of 
their instructional design. However, there is limited work in understanding the integration 
of these packages with instructional activities in conjunction with pedagogical methods 
that can support conceptual understanding of thermodynamic foundational concepts.  
 
2.5 Evaluating Use of Computer Simulations in the Classroom 
One example of the use of computational tools as a pedagogy tool for facilitating 
conceptual change is the use of Modeling Eliciting Activities (MEA). MEAs are designed 
to be a pedagogical tool for helping students to leverage their prior knowledge of 
mathematical models and concepts in statistical methods. Students use this knowledge to 
describe, manipulate and determine meaningful solutions to open-end design problems 
that model real world situations. The learner is expected to elicit information and is given 
multi-revision cycle to develop his or her thinking through different stages of complexity 
in their generated solutions (Hamilton et al., 2008). The goal is for the students to 
discover solutions that are adequate in addressing the priority issues stated as part of the 
problem context. This process is not so much focused on imparting new strategies and 
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skills related to the nature of models as tools for mediating conceptual change, but 
instead, it aims to engage conceptual knowledge and processes that the learner already 
possesses (Hamilton et al., 2008).  
Schwarz at el. (2009) defined a framework for developing a learning progression 
for scientific modeling as the interaction of the elements of practice and the acquisition of 
meta-knowledge inquiry learning skills. Their research suggested that students’ abilities 
to think critically and learn concepts in the science could be improved by four elements 
of practices listed below (Schwarz et al. 2009, p.635): 
 
1. Students constructing models consistent with prior evidence and theories to 
illustrate, explain, or predict a phenomenon. 
2. Students using models to illustrate explain and predict a phenomenon. 
3. Students evaluating the ability of models to accurately represent and account 
for patterns in phenomena and to predict new phenomena. 
4. Students revising models to increase their explanatory and predictive power, 
taking into account additional evidence or aspects of the phenomena. 
 
The integration of practice and application of meta-modeling knowledge (e.g., 
domain knowledge regarding the use of models for sensing making and communication) 
can help support the process of conceptual understanding and abilities to apply models as 
tools for predicting and explaining real world phenomena (Schwarz et al., 2009). In the 
framework defined by Schwarz et al. (2009), the four described elements of practice 
include four components: constructing models, formulating evaluating models, revising 
models, and creating predictions and explanations with models. Structuring these 
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elements as part of the course learning goals and activities (i.e., using computer 
simulation) can provide a more effective learning experience for supporting novices’ 
conceptual understanding of the modeling process (Schwarz et al., 2009). 
Diefes-Dux, Samant, Johnson, and O’Conner (2004) evaluated student 
perceptions of a computational tool named Foods Operations Oriented Design System 
Block Library (FOODS-LIBS) created using MATLAB® and STIMULINKTM. Students 
could use FOODS-LIBS through the course as a computational tool for solving and 
understanding process design. In particular, students were expected to: (1) use the 
simulation modules as part of their course design work and to teach themselves how to 
use the tool; and (2) learn how to re-use an existing simulation of an evaporator system to 
create a new simulation for a more generalizable system. In this study the researchers 
developed a survey based on Kirkpatrick’s model Level 1 and triangulated the survey 
results by conducting quantitative and qualitative analysis on student assignments. 
Kirkpatrick’s model is a tool used extensively for evaluating educational settings based 
on four levels defined below. Level one is focused on measuring learners’ reactions by 
allowing the instructor to tailor questions that retrieve students’ reactions on course 
objectives and design. The results of the Kirkpatrick’s model level one survey revealed 
the following reactions from students:  
 
 The students identified four weaknesses: 
a. Primary instructors need to be more knowledgeable of FOODS-LIB 
b. Teaching Assistant should also be more familiar with the tool 
c. More formal lab hours that focus on the use of the FOODS-LIB tool 
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d. A review session for MATLAB, which is a computational software used 
to develop algorithms within the tools and to create the tools 
 Students made five recommendations: 
a. Use FOOD-LIBS more in the course 
b. Devote more lab sessions to the use of the tool 
c. Provide more explanations on the tools and coding 
d. Make solution key available 
e. Increase availability of instructors and TAs for help with the tool 
 
The analysis of the student assignment showed a negative correlation in the 
assignment averages to the increase in dependency of the assignment to the use of the 
FOODS-LIBS module. Even more interesting was the decline in student scores and 
student attempts to complete the homework as the assignments became increasingly more 
dependent on simulation learning modules. The summary of this analysis is summarized 
below: 
1. Homework assignment one through five: 
a. Students Performed well with average scores above 90% for the 
assignments dependent on simulation learning modules. 
b. Slight decline in student scores as assignments (after HW2c) become 
increasingly dependent on simulation learning modules. 
2. Homework assignment six to eight: 
a. Student completion rates decline 25-75 percent. 
b. Performance also continued to decline 32 to 78 percent. 
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3. Identified student challenges with design unrelated to the simulation learning 
modules: 
a. Students exhibited poor process conceptualization. 
b. Students had difficulties coding with the FOODS-LIB framework. 
 
The author has highlighted the results of this study that provide insight on student 
experiences with computer simulation tools as part of an instructional tool for learning 
how to solve engineering problems. In addition, this research study is among the first the 
author has found to date to develop a framework for analysis of student abilities to 
construct knowledge when instructional activities are supported with a computer 
simulation tool for creating models.  
 
2.6 Summary 
Constructivism studies are designed to explore the realities constructed by 
individuals and the implications of those constructions for their lives and interactions 
with others (Patton, 2002). Michael Crotty (1998) defined constructivism as a term to be 
reserved for epistemological consideration focused on “the meaning-making activities of 
the individual mind” (p.58). In this chapter we have highlighted the selected literature 
that can help provide a framework to study the use of computer simulations in 
engineering design and learning, and the role of guidance and feedback in helping 
students achieve conceptual understanding in material science and engineering. The 
author has also highlighted the value of students’ perspectives in helping evaluate the 
effectiveness of the integration of online-computational tools and lectures. It is important 
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that educators and researchers comprehend the role of computer simulations in mediating 
knowledge construction in order to effectively support learners’ conceptual 
understanding and problem solving. 
The current literature provides relevant insight regarding the use of computer 
simulation tools in engineering education to help students’ development of conceptual 
knowledge, inquiry strategies and problem representational knowledge.  However, 
literature also has suggested that using simulations alone is not as beneficial as using, 
constructing, evaluating and revising computer programs. The research conducted by 
Diefes-Dux, Samant, Johnson, and O’Conner (2004) allowed for students to engage in 
using, constructing, evaluating and revising computer simulations tools for studying food 
processing. They also designed an evaluation method to understand students’ perceptions 
and learning as a result of their experience using a computational tool with lectures to 
complete course objectives.  
Right now there is limited additional research in engineering education that 
examines the implication of integrating traditional lectures with activity that allows 
students to create models using computer simulations to solve engineering problems. A 
majority of the engineering education research in this area examines the use of computer 
simulations as a research tool or examines the role of computer simulations as an 
interface to help students complete tasks (Davidovitch, Parush, & Shtub, 2006) and 








CHAPTER 3. METHODOLOGY AND ENVIRONMENT 
The purpose of this study is to examine the implications of utilizing computer 
simulations for scientific computing using the Gibbs online tool, integrated with lecture 
instruction on students’ learning of thermodynamics of material concepts. This chapter is 
divided into the following sections: (1) the Gibbs simulation tool, (2) methodology and 
research design, (3) grounded theory data analysis, (4) procedures, (5) participants and 
sample size, (6) instruments and materials,  (7) permissions, and (8) researcher bias and 
perceptivity . 
 
3.1 The Computational Tool: Gibbs 
The Gibbs tool was designed to be an open source online computing tool that 
performs mulitiphysical equilibrium calculations of material properties. The embedded 
system classes allow for operations such as symbolic partial derivatives, integrals, Taylor 
series expansions, as well as solvers and simplification engines that were designed by an 
undergraduate research team to enable the user to focus on rapid model development and 
result visualization, not programming.  
The simulation environment was designed to using Python to allow students to 
use built-in modules to support student learning. This simulation environment permits 
students to use existing modules to generate scientific visualizations and reuse existing 
Python classes to help design computational models and support course assignments 
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online without having set-up the required libraries and classes on their local computer. 
Figure 3.1 below is a screen shot of the online computer simulation tool, Gibbs. This 
figure highlights the main interface that allows students to select and run the existing 
modules that are available to get students familiar with the tool and the material that will 
be introduced in the course. The main learning objectives of the course that were 
associated with the Gibbs tool by the instructional team is listed in Table 3.1 below.  







Table 3.1 Gibbs Learning Objectives Aligned with Course Material 
 
 
3.2 Methodology and Research Design 
This study implemented a pretest-posttest design consisting of five rounds of data 
collection where the ad-hoc assessments were developed by the instructional and research 
team as instruments for collecting student documents and analyzing their conceptual 
understanding of course concepts. The research focus of this thesis was to understand: (a) 
the value of lecturing using Gibbs tool on novices’ conceptual understanding of core 
concepts in thermodynamics of materials; (b) students’ use of representational forms to 
convey their conceptual understanding of Thermodynamics of material’s core concepts.   
First, the focus to measure the value of the blended learning environment using 
computational simulation tools with lectures was explored using a pretest-posttest design. 
The research design for this study was used to investigate student performance 
differences before and after the interactions using the Gibbs learning tool to support their 
conceptual understanding of course material as depicted in Figure 3.1.  The course 
instructor and graduate teaching assistant were responsible for the development and 
grading of all the quiz questions collected for this thesis. As part of the quantitative 
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analysis, a paired sample inferential test was used for each pretest posttest phase where 
the learning gain was defined as the difference in pre-post test score for each student as 
highlighted in equation one.  
Learning Gaini,j = Posttesti,j  –Pretesti,j ; where i=quiz number, j = student ID  (1) 
The difference between the mean of the differences was statistically tested to understand 
if the average change in a student’s score was significantly different from zero.  
In addition to analyzing students’ responses to perform quantitatively, the open-
ended questions also served as the instrument for qualitative investigations regarding 
students’ external conceptualization/representation of the thermodynamic concepts. The 
students’ responses to the open-ended questions were then used to develop a rubric for 
qualitative coding of the representational themes most frequently found from students’ 
recorded responses. In performing this qualitative examination of student representational 
artifacts, the focus was primarily on identifying commonalities among students’ 
representational artifacts in communicating their understanding of thermodynamic 
concepts utilizing their pretest documentation using a grounded theory data analysis 
approach.  
 
3.3 Grounded Theory Data Analysis 
Grounded Theory is a theoretical framework for developing themes and concepts 
that are developed through systematic exploration of phenomena (Patton, 2002) to 
abstract theory in the view of participants (Creswell, 2009).  Grounded theory 
methodology and procedures are inductive by design. They involve an iterative process 
of open-coding and a process of capturing incidences within that data set then closely 
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examining them for similarities and differences constantly asking of data what categories 
the incident indicates (Glaser, 1992). The iterative process involving the constant 
comparison of data with the researcher identified emerging categories results in the 
formulation of a general abstract theory grounded in the evidence provided by that data. 
 
3.4 Procedures 
The study used historical data from a course titled “Thermodynamics of Material” 
that is required as a core course in Material Science and Engineering at Purdue 
University. This course is designed to introduce students to the basic principles of 
thermodynamics and its applications in industry and in research. The instructor has 
divided the course in half, with the first section focused on fundamental principles and 
laws that govern how materials and chemical reactions are quantified and evaluated. In 
the second half, students are introduced to the Gibbs tool as a mechanism to help them 
deeply understand the concepts in the first phase of the class and also to help them learn 
how to analyze and design for equilibrium in different types of thermo-chemical systems. 
As part of their learning activities and after each week’s lecture, students were provided 
with open-ended quiz questions before and after their interaction with the Gibbs 
simulation tool. All student quizzes collected were de-identified by course instructors to 
be used for data in this study. 
 
3.5 Participants and Sample Size 
 The sample size for the selected class included a total of 48 sophomore level 
students. Demographic background was not collected as part of the data for this study. 
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Access to students for follow-up was not possible due to the historic timing of data 
collection and removal of identifying information from quizzes and exams.  
 
3.6 Instruments and Materials 
Table 3.2 below provides an overview of the study questions and data collection 
techniques. 
 
Table 3.2 Summary of Study Research Question and Data Collection Methods 
Measurement Method Material/ Instrumentation Measurement 
Change in student's in 
conceptual understanding 
as a result of exposure to 
learning experience that 






Inferential statistics  
test 
Students’ use of 
representational forms to 
express their conceptual 










3.6.1 Quiz Questions and Quantitative Rubric 
The students’ experiences in the first half of the semester were lecture-based. In 
the second half of the semester, the instructional team implemented both lecture and 
Gibbs stimulation tool as part of the pedagogical method for teaching the course concepts 
to the undergraduate students. The intervention defined as lesson plan developed by the 
course instructors to help students learn course concepts using the Gibbs simulation tool 
as part of the lecture activities.  Students were given quiz questions to respond to before 
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the beginning of the week’s learning experience and after each intervention session. The 
students’ answers were scored using a rubric developed by the expert members of the 
instructional team. The rubric was created to evaluate students’ abilities to correctly 
articulate an acceptable response to each quiz question. Furthermore, the analysis 
included a portrayal of the data set using basic descriptive statistics (e.g. mean and 
standard deviation) and a summary of students’ changes in conceptual understanding by 
comparing observations using a paired inferential statics test.  
The course quiz questions and grading rubric that was used as part of the course is 
detailed in this section.  
 
3.6.1.1 Question One 
What are the conditions of stability, metastability, and instability for a binary 
solution? (Use words, equations, or pictures.) 
Grading Criteria: 
1. Stability (1 point):  
a. The energy curve should have positive curvature (0.5). 
b. The energy curve is the minimum of all possible energy curves (0.5). 
2. Metastability (1 point):  
a. The energy curve should have positive curvature (0.5). 
b. The energy curve is not the minimum of all possible energy curves (0.5). 
3. Instability (1 point): 




3.6.1.2 Question Two 
What is the effect of temperature on the stability of a solution that does not want 
to mix? (Use words, equations, or pictures.) 
Grading Criteria: 
1. The increase of temperature increases stability of a mixture, which applies to all 
systems regardless of whether they want to mix or not (1.5 point). Explaining in 
terms of entropy adds 0.5 point.  
2. For a system that does not want to mix, increasing the temperature makes de-
mixing less favored while the tendency to mix is increased. Eventually, at high 
enough temperature the system will want to mix (can be explained by energy 
plots) (1.5 points). 
 
3.6.1.3 Question Three 
 For the selected temperature, sketch the free energy of mixing for each of the 
phases and label the regions of equilibrium. 
 






1. Correct phase regions (|L|L+a|a|a+b|b|) and corresponding three energy curves: 3 
points. 
2. Only two energy curves and phase regions of |a|a+b|b|: 1 point. 
3. Miss two-phase regions of L+a: 2 points. 
3.6.1.4 Question Four 
For the two free energies below, what are the reference states in the limit of pure 
solvent and pure solute? 
Graphical key: 
 green liquid 
 blue solid 
 





1. Left figure:  N=0 blue (solid); N=1 blue or green (solid or liquid) 
2. Right figure: N=0 green (liquid); N=1 blue or green (solid or liquid) 




3.6.1.5 Question five 
 What us the effect of stress on the solid phase on the phase diagram? 
 




1. Melting temperature of beta phase is lowered (1 point). 
2. Eutectic temperature is lowered (1 point). 
3. Alpha+beta phase shift to the right (1 point). 
 
3.7 Coding Representational Descriptions 
In order to develop descriptions of students’ use of representational forms through 
a grounded theory approach, a systematic process for conducting a qualitative inductive 
analysis was selected from Hatch (2002) book entitled, “Doing qualitative research in 
education setting”. The systematic approach highlighted in Table 3.3 was adapted from 
chapter four of Hatch (2002) on conducting a qualitative analysis.  These categories and 
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concepts used to develop the emerging themes represented by students’ documents were 
derived. The detailed descriptions of each step are provided as part of the analysis section 
of this thesis in chapter four, section two. The final outcomes of the inductive process 
used in this study was also  re-organized to formulate common themes that were 
converted to a rubric to help examine future evaluation of student representational 
changes from pre-posttest. 
Table 3.3 Steps in inductive analysis, adopted and modified from Hatch (2002). 
 
Steps in Inductive analysis Outcome
1. Read through the data 
Identify awareness of data content 
Determine the level of specify the data will be 
analyzed (boarder categories/themes/concept) 
2. Create categories and concepts 
that represent data 
List of elements that fit categories that relate to each 
other in a systematic way 
3. Identify salient categories and 
elements 
A refine list of salient domains. 
Coded Categories and elements 
4. Reread data for examples Summary of salient concepts with examples from data 
5. Search for examples that may not 
fit salient domains 
Summary examples from data not aligned with main 
findings 
6. An outline of categories and their 
elements updated by discovered 
relationships. 
An concept map of categories and their elements: 
Summary of  Emerging Themes and pattern 
7. Develop a rubric to examine the 
data quantitatively Frequency counts of salient domains and elements 
 
3.8 Permissions 
My advisor and course instructor obtained approval as principal investigators in 
this study and sought Human Subjects approval at Purdue University from the 
Institutional Review Board (IRB). During the Fall 2010 semester permission was 
requested to add my name as a non-key personnel and was granted based on the policy 
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change issued by the IRB at Purdue University that allows Principal Investigators to add 
non-key personnel that have complete IRB certification without modifications to the 
original IRB form (Institutional Review Board).  The original approval form is attached 
as Appendix A of this document.  
 
3.9 Researcher Bias and Perceptivity 
 In conducting this study there are opportunities for biases to influence the 
interpretations and findings of this study. However, being aware of my personal biases in 
the initial stages helps me identify and implement data analysis processes that keep bias 
checked. 
As an electrical engineer, during my undergraduate studies there was a huge 
emphasis on mathematical and physical abstractions to model electrical circuits. 
Therefore, there is a potential bias to judge for correctness and to look for ways in which 
students map mathematical and physical abstractions for solving design problems in 
engineering. Weekly discussions with my advisor to review the bracketing notes of my 
reflections and summary of findings that were documented with examples of evidence 
from the data set helped to keep my bias check.  
The use of research notes and journals helped me to capture my thoughts and 
impressions of the data in an intuitive way.  These records were used later to help me 
reflect on and decipher my perspectives as an engineer from the ones that were truly 
related understanding students’ representational usage within the data. In addition, these 
notes were also shared with my advisor to discuss and review literature on scientific 
inscription to help acquire language for describing my observations. Lastly, the 
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journaling and conversations with my advisor helped in providing a focused lens to 
support comparisons and searches through the data for meaningful patterns from 
students’ use of representation forms to communicate their understanding of the course 
concepts. 
 
3.10 Qualitative Validity 
 The aim of the constructivist paradigm is to provide understanding and 
reconstruction of the research outcomes in the perspective of study participants. The 
methods implemented in the study included both quantitative and qualitative methods of 
analysis.  The use of quantitative experimental process includes formulating a hypothesis 
to test data empirically.  Credibility in using this examination method is established by 
objectivism. Objectivism is pursued through implementing processes that eliminate 
biases and rule out systematic and repeatable format. Credibility using qualities methods, 
such as ground theory analysis, is established by the following criteria (Shenton, 2004): 
a. Credibility: How are the findings related with reality the researcher intended 
to measure? 
b. Transferability: To what extent do the findings apply to other situations? 
c. Dependability: How are techniques employed systematically (research rigor)? 
d. Conformability: How are the findings the results of the experiences/ideas of 
the informants rather than researchers’ preferences? 
 The bulleted items summarized the actions of researcher to address the elements 




• Credibility  
• Advisor Scrutiny 
• Discussions with advisor 
• Use of literature 
• Create formal definitions from findings and literature 
• Use of mix-methods 
 
• Transferability: To what extent do the findings apply to other situations? 
• Situated within the context of the course in Material Science and 
Engineering 
• Representation Theory map to literature on representational media  
 
• Dependability  
• Use of inductive process 
• Detail documentation of all outcomes with included examples from the 
data set (~29 pages of content in thesis) 
 
• Conformability  
• Connect findings with quantitative results 
• Use of formal definitions that were scrutinized by adviser and grounded in 
previous research 













CHAPTER 4.  IMPACT OF USING LECTURES AND GIBBS TOOL IN SUPPORTNG 
LEARNING OF THERMODYNAMICS OF MATERIAL CONCEPTS AND 
REPRESENTATIONS 
 
 Technology-based tools in the form of stimulations and virtual environments can 
support learning using mathematical models and computational methods. One objective 
of these systems is to help students develop deeper conceptual understanding about a 
topic or physical phenomenon. Gibbs has been introduced in the course entitled 
“Thermodynamics of Materials.” This course was developed to introduce students to the 
basic principles of Thermodynamics and their application to material synthesis and 
design using a blended environment of lectures and web-based simulation tool, Gibbs. 
Gibbs was developed by undergraduate seniors under the supervision of the course 
instructor as public domain, user-friendly, interdisciplinary educational set of tools to 
convey concepts and ideas related to Thermodynamics of materials.   These tools were 
programmed for use by students from the sophomore through the senior level to provide 
easy-to-use graphical descriptions of the fundamental concepts in modeling 
thermodynamic systems that relate to thermodynamic equilibrium of materials and 
material design.  
The goal of this mix-method analysis is to investigate students’ conceptual 
understanding of Thermodynamics of materials concepts within a blended learning 
environment using computational simulation tools with lectures. The distribution of mean 
  
34
scores helped us understand the value added in using the Gibbs simulation tool and get a 
sense of which concepts the resource was most helpful in supporting students learning. 
The qualitative investigation guided the researcher’s process of exploring students’ use of 
representational forms used to articulate their understanding and the role of the Gibbs 
tool in influencing their techniques for communicating their understanding of 
thermodynamic concepts in material science.  
The research questions explored in this chapter are as follows: (a) What value 
does the use of lecturing coupled with Gibbs tool have on novices’ conceptual 
understanding of core concepts in thermodynamics of materials? And (b) how do students 
employ representational forms to express their conceptual understanding of core concepts 
thermodynamics of materials? 
 
4.1 Examining the value of lecture using Gibbs tool on novice’s conceptual 
understanding of core concepts in thermodynamics of material 
 
The purpose of this research question is to examine quantitatively the implications 
of utilizing the Gibbs online computer simulations tool for scientific inquiry combined 
with traditional lectures by examining students’ pretest and posttest performance 
quantitatively.  This chapter is divided into the following sections: (1) unit of analysis, (2) 





4.1.1 Unit of analysis 
The unit of analysis was the measured difference in student pre-posttests as 
determined by the course instructional team. For each quiz students needed to have taken 
both tests in order for the change to be evaluated as the unit of analysis.  
 
4.1.2 Methodology 
Pretest posttest designs are often used as an experimental design to compare 
participants’ responses to an administered intervention. This design is particularly 
implemented when the sample measurements are taken from the same participants at 
different times.  In this quasi-experimental design, students’ testing was conducted 
sequentially starting at quiz one and ending at quiz five. The variables in this study were 
the individual quiz questions scores and the intervention experience. The participants in 
this study were tested twice (before and after using Gibbs) resulting in dependent 
observation measurements. 
 In order to determine the influence of the treatment for the sample, descriptive 
statistics were examined to understand the general trends in each data set. A test of 
assumptions was then used followed by the appropriate statistical test. To determine the 
appropriate paired t-test analysis to implement in this study the following assumptions 
needed to be checked: (1) paired differences for each sample, and (2) normality of paired 
differences (Hollander & Wolfe, 1999). To address the first assumption, observations 
with missing pairs were removed from the sample list after the descriptive statistics 
evaluation was performed on the raw data set. In addition, a box plot of the differences 
was also created to help examine extreme values within the observed data. The extreme 
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value points in this study referred to possible errors in entry or calculation. There was 
only one entry error that needed to be corrected as a result adding formulas into 
MINITAB. Finally, since these measurements were recorded based on the evaluations 
from the expert instructional team, there was no additional evidence to support the 
removal of students’ gains scores that were significantly different from the average 
distribution of the population. 
After removing the unmatched samples and evaluating the extreme difference 
scores in the distribution, the second assumption was tested using the Anderson-Darling 
normality. For this statistical test the critical value of alpha was set at 0.05. In testing 
statistical significance, a p-value greater than alpha implies that the sample distribution 
does not differ from the standard normal distribution and is therefore normally 
distributed. 
 
4.1.3 Data Analysis 
Descriptive and inferential statistics that were used in the analysis of the pre and 
posttest data will be summarized here.  
 
4.1.3.1 Descriptive Statistical Analysis 
The descriptive analysis involved calculating the mean and standard deviation for 
each quiz without removing the unmatched pairs (see Table 4.1). The maximum score for 
each quiz was three and the mean and standard deviations for the selected populations 
and the difference in the average students’ performance during each quiz phase was 
trending in a positive direction and were at or above 60% as highlighted in Figure 4.1. In 
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addition, the trend line patterns suggests the most horizontal change is the third and 
fourth quizzes. These trend lines suggest that those quizzes may have an average gain 
close to zero. Descriptive statistics were not able to statistically validate the pattern 
differences and changes in student performance. So for each test phase, the hypothesis of 
this study was validated using an inferential statistics test. 
 
Table 4.1 Mean and standards for each quiz question in Thermodynamics of material 
 
  Descriptive Statistics Pretest Posttest % Gain   
Quiz 1 




SE Mean 0.13 0.11   
Standard 
deviation 0.78 0.70   
         
Quiz 2 




SE Mean 0.14 0.12   
Standard 
deviation 0.89 0.73   
         
Quiz 3 




SE Mean 0.14 0.13   
Standard 
deviation 0.83 0.81   
         
Quiz 4 




SE Mean 0.15 0.11   
Standard 
deviation 0.97 0.70   
         
Quiz 5 




SE Mean 0.13 0.13   
Standard 







Figure 4.1 Pretest posttest mean trend line.
 
 
The following is a summary of the results of the test ran using MINITAB as the 
primary statically software tool. The following considerations were highlighted as part of 
the results given a significant p-value. The critical value was selected at alpha = 0.05 
considering that if the p-value was less than alpha, the null hypothesis was rejected and 
the alternate hypothesis held true for the data set pre-post comparison. Since differences 
from pretest and posttest (e.g. Posttest – Pretest) were taken, the sign of the average 
difference was interpreted as shown below, given that the p-value was less than alpha.  
 
a. Positive difference indicated that the overall the difference in students’ mean 




b. Negative difference indicated that the overall the difference in students’ mean 
pre-post test score would imply that students trend to regress in their quiz 
performance. 
 
4.1.3.2 Testing Assumptions 
To help illustrate the usefulness in checking the assumptions of a paired t-test 
before accepting the validity of the analysis, Table 4.2 summarizes the results of the 
paired t-test differences of the students’ scores to the course questions. Since the 
alternative hypothesis is that the difference in mean is not zero, a two-tail distribution 
was used in the MINITAB calculations. The results in Table 4.2 suggest that the changes 
in students’ scores are all significantly different from zero and that the mean difference is 
positive and increases its direction on average for this population of students. 
 
Table 4.2  Results of the paired t-test for the differences in student’s performance as 
measured by the quiz 
 




Quiz One  8.78  38.00 <0.001 0.87 1.39 
Quiz Two  6.75  40.00 <0.001 0.66 1.22 
Quiz Three  3.07  37.00 0.004 0.09 0.43 
Quiz Four  2.46  40.00 0.019 0.06 0.59 
Quiz Five  5.88  42.00 <0.001 0.49 0.99 
 
 The assumptions for normality were tested statically using the Anderson-Darling 
normality test. The results are summarized in Table 4.3 below and the histograms for 
each of the distributions are provided and discussed below. The test for normality shows 
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that results all have a p-value < 0.005. This implies that distribution of students’ exam 
differences is not the same as a normal curve and a non-parametric test should be used to 
compare the data set samples. The use of the Anderson-Darling test and histogram help to 
statistically test and graphically interpret the distribution of the difference scores for the 
students in our population. 
 
Table: 4.3 Anderson-Darling normality test results for paired differences 
 
   AD  P‐value  Skewness  Kurtosis 
Quiz One  1.03 <0.005 ‐0.19 ‐0.30 
Quiz Two  1.24 <0.005 0.62 ‐0.07 
Quiz 
Three  2.72  <0.005  ‐0.71  2.67 
Quiz Four  7.30 <0.005 1.77 4.21 
Quiz Five  2.11 <0.005 ‐0.19 ‐0.60 
 
 
Normality of a distribution can also be investigated graphically by examining the 
histogram of the data and numerically by interpreting the skewness and kurtosis. The 
histogram of the difference in students’ test scores for each question was graphed and 
summarized in Figure 4.2 and Figure 4.3. The fit line displayed as part of histogram 
represents MINITAB’s approximation of a normal curve that best fits the given data in 
this study. Through visual observation, it can be noted that the first two curves have a 
better overlap of the area that is shared by the raw data and the fit curve. Additionally, the 
third and fourth distributions have the highest occurrences of zero change in quiz 
performance. The fifth distribution slightly resembles a bimodal distribution type whose 





Figure 4.2 Histogram of the score differences for each quiz with normal fit line.
 
 





Finally, the shapes of the distributions were compared to a normal distribution 
numerically, using the skewness and kurtosis measurements from MINITAB.  The 
skewness and kurtosis are numerical methods for describing the data distribution. First, 
the skewness measures the symmetry of the distribution with the following 
interpretations listed below (Brown, 2011; Park, 2002):  
 Skewness equal to 0: Perfectly symmetrical 
 Skewness between -0.5 and +0.5: Approximately symmetric 
 Skewness between |1| and |0.5|: Moderately Skewed  
 Skewness greater than |1|: Highly skewed 
The second measure of normality, the kurtosis, describes the spread and sharpness 
of the peak relative around the mean of the data. The following interpretations can help 
with understanding the values of kurtosis calculated using MINITAB and compared with 
the normal distribution by examining the excess kurtosis and comparing that value with 
the normal value of zero excess kurtosis (Brown, 2011; Park, 2002): 
 Kurtosis equal to 3 (excess kurtosis = 0) is a Normal curve. 
 Kurtosis approximately equal to 3 (excess kurtosis  0) is called 
mesokuratic, similar to a normal distribution.  
 Kurtosis greater than three (excess kurtosis > 0) is called leptokurtic, 
which is when there is a tight distribution with high peak and shorter tail 
about the mean when compared to the normal distribution.  
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 Kurtosis less than 0 (excess kurtosis < 0) is platykurtic, which is when 
there is a boarder distribution with lower peak and longer tail about the 
mean when compared to the normal distribution.  
 
The summary for interpreting the numerical descriptors of skewness and kurtosis 
was summarized below in Table 4.4.  Although information summarized in table 4.4 
provides interpretations that compare the numerical with descriptors for the normal curve, 
only the statistical test is taken as the valid theoretical measure of normality. The 
descriptor helped in selecting the correct non-parametric test to use for processing the 
paired statistically analysis and determining the final interpretations of the differences in 
students’ performance for each data set. 
 
Table 4.4 Summary of skewness and kurtosis interpretations of data distribution 
 
Quiz Skewness Kurtosis Excess Kurtosis Interpretation 
Quiz 
One -0.19 -0.30 -3.3 
This data set is approximately symmetric and has a 
boarder distribution, with lower peak and longer tail, 
about the mean when compared to the normal 
distribution.  
Quiz 
Two 0.62 -0.07 -3.1 
This data set is moderately skewed and has a boarder 
distribution, with lower peak and longer tail, about 
the mean when compared to the normal distribution.  
Quiz 
Three -0.71 2.67 -0.3 
This data set is moderately skewed and has a boarder 
distribution, with lower peak and longer tail, about 
the mean when compared to the normal distribution.  
Quiz 
Four 1.77 4.21 1.2 
This data set is highly skewed and has a tighter 
distribution, with higher peak and shorter tail, about 
the mean when compared to the normal distribution.  
Quiz 
Five -0.19 -0.60 -3.6 
This data set is approximately symmetric and has a 
boarder distribution, with lower peak and longer tail, 






4.1.3.3 Non-parametric Statistical Analysis 
Non-parametric statistical tests were used instead of the student’s paired t-test 
because the data set did not meet the normality requirement. The1-sample sign test for 
testing the median for the sample population was selected as the non-parametric 
equivalent to the sample test. But it does not have an assumption requirement on the 
symmetry and normality of the data. It is referred to as a one sample test because it tests 
the medium of a single population and takes the input as the paired differences of the two 
sample measurements taken with the pre-post test.  
The null hypothesis and the alternative hypothesis for all matched statistical tests 
were as follows: 
 
Null Hypothesis: There is no difference in students’ quiz performances before 
(pretest) and after (posttest) their intervention experience using lecture and Gibbs 
simulation.  
Alternative Hypothesis: The difference in students’ performances before (pretest) 
and after (posttest) their intervention experience using lecture and Gibbs 
simulation is different from zero. 
 
For this study there is no assumption that the mean is a more accurate measure of 
central tendency for this population over the medium or mode. The question is forced on 
examining and understanding the central tendency patterns for student performance 
measured by the difference of pre-posttest.  
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The research question is to examine the value of lecturing coupled with Gibbs 
tool has on novices’ conceptual understanding. A positive measure of central tendency 
would suggest positive influence, around zero neutral effect, and negative would suggest 
that students’ performances regressed. The results of running the 1-sample sign test are 
summarized in Table 4.5 for the SAS analysis. The tests were completed using both 
MINITAB and SAS for repeatability.  In addition, the test statistic, M, was not provided 
in MINITAB only the P-values, while MINITAB did provide the boundary for the 95-
percentile confidence level for each data set; these results were summarized in table 4.6. 
The conclusions for each test were the same. The summary below was taken from the 
SAS output file that.  The SAS code and output file have been added as part of Appendix 
B. 
Determining the statistical power of the results was challenging due to the use of 
the non-parametric method. Because of this limitation the confidence interval for the 
medium calculated by MINITAB was used instead to make claims on the predictive 
range of the medium for each quiz performance evaluation. 
 
Table 4.5 Statistical Analysis results of the 1-sample sign test using SAS 
 
   M  N  P‐value 
Quiz One 14 38 <0.001
Quiz Two 13.5 40 <0.001
Quiz Three 7 37 0.0013
Quiz Four 4 40 0.0215











Quiz One  38 <0.001 0.790 1.500 
Quiz Two  40 <0.001 0.368 1.000 
Quiz 
Three  37  0.0013  0.000  0.500 
Quiz Four  40 0.0215 0.000 0.000 
Quiz Five  42 <0.001 0.000 1.000 
 
 
 4.1.4 Summary and conclusions 
The statistics for the above table were all less than the alpha value of 0.05 and the 
null hypothesis can be rejected for each data set. However, a deeper analysis of the 
findings is needed to accurately interpret the findings summarized in Table 4.6. The 
results of the statistical test are discussed as related to the context of the research question 
below. 
In the first, second and fifth quizzes, students performed at a p-value lower than 
alpha of 0.001. The alternative hypothesis is accepted at the 95-percentile confidence 
interval and the following conclusions can be made regarding this particular data set: 
a. The differences using lecture and Gibbs simulation in students’ performance as 
measured using pre-posttest instrument were different from zero. 
b. Positive difference indicated that overall the difference in students’ median pre-






The conclusions for quizzes three and four were challenging since the descriptive 
statistics described the data to have a mode and median of zero which still yield a low p-
value less than 0.05 the standard alpha value used in most statistical analyses. It is clear 
that given the distribution of these two quizzes the non-parametric test selected may not 
be the most appropriate one given the higher peak at zero. In particular, the quiz four 
results are inconclusive because the 95-percentile confidence interval was bounded by 
approximately zero.  This information suggests that the null hypothesis should not be 
rejected as 95% of the population mean is predicted to approximately equal zero. 
However, the interpretation of the median with a 95-precentile confidence interval 
calculated using MINITAB where the following was observed: 
a. Quiz three has a predicted median between 0 and 0.5 
b. Quiz four has a predicted median of zero 
Given these stated conclusions, the impact of the intervention as measured using 
questions three and four were very small and in most cases not different from zero.  
 The contextual interpretations of these findings are discussed in chapter five of 
this thesis document. 
 
4.2. Exploring students’ use of representational forms to express their conceptual 
understanding of core concepts thermodynamics of materials 
The purpose of this section of the study is to examine the implications of utilizing 
computer simulations for scientific computing, using the Gibbs online tool quantitatively 
and quantitatively.  In addition to using student response to perform as a quantitative tool, 
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the use of the open-ended questions as the instrument for the pretest-posttest designed 
allowed for qualitative investigations of students’ external conceptualization of the 
thermodynamic concepts tested by each quiz question. This chapter is divided into the 
following sections: (1) unit of analysis, (2) methodology, (3) data analysis, and 
(4) summary. 
 
4.2.1 Unit of analysis 
 The use of open-ended pre-posttests served as a way to document students’ 
conceptual understanding of the material tested. Quizzes that resulted in significant 
improvement between pretest and posttest were then used as the unit of analysis for the 
mix-method approach used in this section of the thesis. 
 
4.2.2 Methodology 
 Grounded theory is a theoretical framework for developing themes and concepts 
that are developed through systematic exploration of phenomena (Patton, 2002). In using 
an inductive systematic approach from chapter four of Hatch (2002) the process for 
conducting an inductive analysis was implemented. In addition, weekly meetings were 
conducted with my advisor to review my journal notes and interpretations and questions 
that arose during the review process. The conversations served as a check for bias, insight 
on producing the outcomes related to the analysis process, and validation of evidence to 
support findings. The outcomes and processes that were implemented to complete each 




4.2.3 Data Analysis 
The data was examined using the first six steps from Hatch (2002) chapter four 
entitled, “Doing Qualitative Research in Education Settings.” The steps that were 
followed were adapted from the chapter section on inductive analysis. The first step is to 
help define, at a “big picture” level, the boundaries that will help guide the remaining 
steps in the inductive process outlined by Hatch (2002). In going through the activity of 
reading and taking notes, the focus was on identifying meaningful units of analysis that 
are apparent within the data set. These units of analysis collectively provide a picture of 
an episode of the information present in the data set. Furthermore, these units framed the 
analysis and served as conceptual structures that helped guide the proceeding steps of the 
inductive analysis (Hatch, 2002; Tesch, 1990). Hatch (2002) stated the objective of this 
step is to set parameters on “how will you start looking closely at the data? (p.164)” 
 
Table 4.7 Hatch (2002) Inductive analysis process was applied in this study 
 
Steps in Inductive analysis Outcome 
1. Read through the data 
Identify awareness of data content 
Determine the level of specify the data will be 
analyzed (boarder categories/themes/concept) 
2. Create categories and concepts 
that represent data 
List of elements that fit categories that relate to each 
other in a systematic way 
3. Identify salient categories and 
elements 
A refine list of salient domains. 
Coded Categories and elements 
4. Reread data for examples Summary of salient concepts with examples from data 
5. Search for examples that may not 
fit salient domains 
Summary examples from data not aligned with main 
findings 
6. An outline of categories and their 
elements updated by discovered 
relationships. 
An concept map of categories and their elements: 
Summary of  Emerging Themes and pattern 
7. Develop a rubric to examine the 
data quantitatively 
Frequency counts of salient domains and elements to 
help interpret patterns meaningfully together with 





4.2.3.1. Reading data and identifying frames of analysis 
The first step of the inductive process was mainly completed through an iterative 
process of reviewing each set of quiz responses, journaling and reflecting through my 
impressions and ideas with my advisor.  
To help refine the list of possible analytical frames to be used as a lens for 
interpreting the data, I talked with my advisor. Together we determined that framing the 
study as an investigation of students’ representational forms and the methods in which 
students employed them could be most effective in deciphering meaningful units of 
investigation. In summary, the frames of analysis that were decided to guide my 
investigation for the remaining steps of the inductive analysis process were: 
 
i. Representational types/forms 
ii. Relationship among the forms students used in cases where more than one 
was used. 
iii. Student strategies for imploring representational forms 
 
4.2.3.2 Creating Categories and conceptual domains 
In this second step Hatch (2002) described the outcome of this step as a set of 
elements that are related to one another and fit within the categories discovered in the 
previous step. For this step I found it easier to keep a list of elements that were apparent 
as notes on the students’ forms. I then summarized them for each question together with 
the related elements for each category and added new elements from the review the next 
set of questions. An element that was already listed was not duplicated. Only elements 
that were not already listed were added to the list and examples. In addition, all notes 
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were reviewed with my advisor to check interpretations and additional insights that may 
have not been considered in my original assessment. Below in Table 4.5 is the list of the 
elements that were attributed to the categories listed above.  
The main ideas (elements) gathered in my notes from reviewing the pretest quizzes 
were: 
1. Written: a form of communicating that is recorded using words to help qualify 
and quantify. The written responses were observed as follows: 
a. Conditional statements 
b. Shape descriptions/notations 
c. Conceptual 
d. Chemical Solution composition 
e. Transitional types/descriptors 
f. Metaphors 
g. Magnitude of change 
 
2. Graphic: The use of a graph (chart, diagram, sketch) to display or indicate a 
relation between two variables or to illustrate a system response.  
a. Use of two dimensional graph 
i. Axis labels 
ii. Label regions or zones 
iii. Label points 
b. Other graph used 
i. Diagram representations of a phenomena or specific 
features/attributes related thermo process 
c. Not used 
 
3. Algebraic: Use of basic or advance math such as proportions, differential equation 
or symbolic algebraic representations that relate back to student prior knowledge 
or conceptual representation. 
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a. Differential equations 
b. Inequalities 
c. Conditional statement 
d. Linear equations 
 
4. Iconic: the use of images or signs to represent a physical object or mathematics 




5. The role of the inscriptions or representations as being used by students. 
a. Illustrative: Used to illustrate the verbiage that was provided by the 
students. There is a close correlation between the words and the graphical 
representation. 
b. Defining/descriptive: Used to define or describe characteristics of a 
response, its behavior in isolation of words or in addition to but not 
duplicating what has been described by the verbiage. 
c. Discriminating: Used in conjunction with or without the use of words to 
discriminate between two separate concepts or principles. 
 
6. Relationship types: 
a. No relationship is made between two or more representational 
forms/types. 
b. Relationship is present: student is explicit and intentional in their use of 
words and graphical representation to state their response. 
c. Relationship is implicit: they refer to the same descriptions but no explicit 






4.2.3.3.   Identify salient categories and elements 
 In step three, identifying salient domains, the goal is to utilize reasonable 
judgments informed by the outcomes in steps one and two and to narrow down the list of 
conceptual structure to a list of relevant concepts and elements that are prominent in 
addressing the questions that frame the research study.  This study was decided in step 
two as an investigation of variation in students’ representational forms and the methods 
in which students employed them in their documented responses to the pretest and 
posttest as result of their blended learning experience using the Gibbs tool and lectures. 
In addition, an activity that my advisor and I included in this process that was not 
highlighted as a step in Hatch’s chapter four on conducting qualitative analysis was the 
need for formal definitions. It became evident to us that in moving forward with the next 
steps of the inductive process, the explanations noted in my notes from step two listed in 
section 4.2.2.2. would need to be continuously refined to help formulate formal 
descriptions of the domains and their elements. The process of constructing clearer 
descriptions was helpful in deciphering the relationships and attributes that were evident 
within the data set and in developing the conceptual structures to support discovery. The 
objective of this step, defined by Hatch (2002), was to help the researcher get at “how 
participants organize their understanding and operate in their world (p. 165)” and to have 
a clear parameter for the elements that are used to describe participants’ documents. It 
becomes a valuable resource for understanding and a tool for validation and establishing 
trustworthiness.  The results of using literature and my notes were helpful in refining the 
original list of categories and elements in Table 4.8 to create Table 4.9. The outcome of 
each iteration were summarized to create an appropriate list to frame this study to address 
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the proposed research question; what are students’ uses of representational forms to 
express their conceptual understanding of course concepts? 
In the final iteration, Table 4.10 was a product of the discovery process and 
refinement of the boundaries that framed the analysis related to the guided research 
question. This process was iterative and involved my taking notes of the patterns that I 
noticed in the data, discussions with my advisor, and a review of the literature to help 
provide insight on the use of inscriptions in representing knowledge in science, math and 
engineering (Lesh & Doerr, 2003; Mokros & Tinker, 1987; Roth & McGinn, 1997; 
Suchman, 1988). The final outcome of this step was the refined list of salient domains 
supported by the data with codes for labeling in step four.  
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Table 4.8 Preliminary summary of Salient Categories and Elements 
 
Category Elements Definitions 
I. Representational 
types 
A. Written Use of words to help describe or express observations and features of a phenomena 
B. Graphic 
Use of symbolic sketch that functions in 
any of the following ways: 
1. communicate quantitative and 
categorical information (Cleveland, 1984) 
2. situate the structures of an investigated 
phenomena (Suchman, 1988) 
C. Mathematical 
Mathematizing by using linear/non-linear 
combinations of variables, equations, 
proportions to relate system variables, 




A. Explicit Use of words to relate to another representational form 
B. Implicit 
Related descriptive forms but does not 
provide information the relationship in 
which the two representations are related 
III. Strategies 
A. Conditional 
Describes relational relationships, identity 
of conditions that will have the results in a 
stated outcome 
B. Discriminate 
Articulation using representational forms 
to distinguished structures of the 
phenomena 
C. Explanation 
Use to indicate patterns or attributes about 
the phenomena or conceptual 
understanding of the attributes related to 











Use of words to help describe or express 
observations and features of a 
phenomena  
B. Graphic 
Use of symbolic sketch that functions in 
any of the following ways: 
1. communicate quantitative and 
categorical information (Cleveland, 
1984) 
2. situate the structures of an 
investigated phenomena (Suchman, 
1988) 
C. Mathematical 
Mathematizing by using linear/non-
linear combinations of variables, 
equations, proportions to relate system 
variables, patterns or regularities (Lesh 
and Doerr, 2003) 
II. Relationship forms 
A. Explicit Use of words to relate to another representational form 
B. Implicit 
Related descriptive forms but does not 
provide information the relationship in 




Describes relational relationships, 
identity of conditions that will have the 
results in a stated outcome  
B. Discriminate 
Articulation using representational 
forms to distinguished structures  of the 
phenomena 
C. Explanation 
Use to indicate patterns or attributes 
about the phenomena or conceptual 
understanding of the attributes related to 





Table 4.10 Finalized summary of Salient Categories and Elements for Step 3 
 






Use of words to help 
describe or express 
observations and features 
of a phenomena  
Description: To explain 
patterns or attribute of 
phenomena or 
expressed in another 
form or the entire 
system performance.  
Expresses descriptive 
features such as shape 
or transition 
1WD 
Conditional: To state 
the conditions to 
compare or quantify the 
relationship that cause 
the action or activity 
attributed related to a 
phenomenon.  
Expresses condition 
(e.g.: if/than) or 
providing reason/cause 




Use of symbolic sketches 
that functions in any of the 
following ways: 
1. communicate 
quantitative and categorical 
information (Cleveland, 
1984) 
2. Situate the structure of 
an investigated phenomena 
(Suchman, 1988) 
3. highlights the features of 
a response to communicate 
patterns and/or variable 
behavior 
  1G 
C. 
Mathematical 
Mathematizing by using 
linear/non-linear 
combinations of variables, 
equations, proportions to 
relate system variables, 
patterns or regularities 
(Lesh and Doerr, 2003) 






Use of representation to 
indicate a specific aspect of 
highlighted used in another 
form. 
  2I 
B.  
Additive 
 Information is adding new 
information not explicitly 
highlighted in the other 
form(s) 




4.2.3.4  Search for examples  
 In this fourth step the goal is to review each set of data and select examples that 
support the relationship or concepts articulated in the list of salient categories and 
elements finalized from the previous steps. For this exercise each item was reviewed, the 
examples were coded and selected examples were included in the data analysis portion of 
this thesis. The object this of the step was to continue to develop a deeper sense of the 
data under examination and to identify if the data did not support the frames. The next 
step is to go back and re-examine what domains the data it will support.  
  
 4.2.3.4.1 Representational Types 
The selection process was based on my judgment of examples that would provide 
the reader with a clear instance of the elements as they appeared and therefore, legible 
student responses were considered to provide the examples below. A variety of at least 
two or three instances from different sets of data are displayed for each of the sections 
below. However, this doesn’t imply that the selected example is related to the 
representational form that had the most occurrences or the absolute best.   
 
4.2.3.4.1.1 Written representational domain 
The first representational form is the written form that relates to the use of words 
as symbolic inscriptions for communicating concepts and ideas. Elements that are fit into 
this domain will be characterized into two main sub-characterizations, explanations and 
qualifiers, which are highlighted in the figures below. The current definitions were 
associated with these elements provided in Table 4.9 and summarized again below. 
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a. Explanations: Describe patterns or attribute about the phenomena or 
articulate conceptual understanding of the attributes related to an 
investigated phenomenon. (Figure 4.4.) 
 
Figure 4.4 Students’ examples of written domain as an instance of explanation.
 
The following is a transcription of the words highlighted in the box for 
each student: 
Student 26: “stable: has a positive curvature (△G) 
Unstable: The envelope made between the two curves have 
a positive slope….” 
 
Student 6: “ between .1 &.8 L+B equilibrium  
each phase corresponds to one energy curve.  




b. Conditional: Use of descriptors that communicate relational relationships 
or identity one or more conditions that will have the results in a stated 
outcome. Elements in this domain provide the condition and the effect 
among variables or system specified attributes. 
 
 
Figure 4.5 Students’ examples of written domain as an instance of the conditional domain 
element.
 
The following is the transcription of students responses highlighted in 
Figure 4.5 above: 
Student 3: “As you lower the temperature you increase the gap between 
stability regions which are solubility limits. 
Also minimum of △G increase as you lower the temperature. ” 
 
4.2.3.4.1.2 Graphic representational domain 
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 The graphic representational domain is inclusive of all drawings or sketches 
employed by the participant to encode information using axis, lines, scales, and labels in 
the most basic format. These drawings are often used in practices in the following modes: 
i. Communicate quantitative and categorical information (Cleveland, 1984). 
ii. Situate the structure of an investigated phenomena (Suchman, 1988). 
iii. Highlight the features of a response to communicate patterns and/or variable 
behavior. 
 
In most cases for technical communication, the graphic format employed is 
influenced by the information the individual desires to communicate (Cleveland, 1984). 
The examples provided here would be the researcher’s interpretations of examples 
graphic that could fit into the following modes listed.  Only the selected modes were 
categorized. To categorize all variations of graphics produced by students is beyond the 
scope of this thesis. The focus is on understanding the students’ use of graphics to 





Figure 4.6. Graphic domain examples highlighted in three variations 
 
 
4.2.3.4.1.3 Mathematical representational domain 
 The mathematical representational domain was inclusive of the use of variables to 
define relationships and patterns. The figure below is a representation of examples that 
were categorized by this domain. The correctness of the mathematical forms are not part 
of this analysis since this was taken into account as part of the instructional team’s 
evaluation and scoring of student quizzes. In addition, differentiations among various 
types of mathematical representations (e.g., algebraic, equation, and so forth) are not part 
of the analysis frame. The focus was on understanding the students’ use of these artifacts 




Figure 4.7 Mathematical representations used in students’ document 
 
  
4.2.3.4.2 Relationship forms 
An additional category that is well represented in the data and of interest in 
helping to explore the use of students’ representations in communicating their conceptual 
understanding were the relationships of elements between representations. These 
elements were relevant only when student responses employed the use of two or more 
representational forms listed in the first domain that framed the data analysis.  Examples 




4.2.3.4.2.1 Illustrative Relationship form 
The illustrative element with the relationship forms describes instances of 
students’ representations where one or more type of representation is employed. The use 
of the representations is related implicitly by the use of symbolic and variable indicators 
that are featured within each representational type.  The selected example highlighted in 
Figure 4.8 provides additional examples of students’ mathematical forms implemented in 
a less formal way using a combination of words, variables and symbols to help illustrate 
the information provided in the graphic. This example would be coded as 2I.  
 
Figure 4.8. Students related forms as an instance of illustrative 
 
In the second example in Figure 4.9, the student used two graphical forms, 
illustrating the changes that were explained in the written form through the use of dotted 
lines and arrows implicitly indicating the direction before and after the activity 









written form as in a conditional statement as follows: “The compositions will shift to the 
right and melting temps will decrease eutectic temperature also decreases.” 
 
 
Figure 4.9 Second example of student illustrative strategy response type. 
 
 
4.2.3.4.2.2 Additive relationship form 
The additive element with the relationship forms describes instances of students’ 
representations where there are multiple representational forms that have not implied 
relationship to one another and are assumed to be additive in the nature in which the 
information is being communicated. This additive property signifies that the two or more 
forms are indicating information that is not clearly articulated in another employed form. 




Figure 4.10 Additive representational form example from students’ responses. 
 
 
In the first example highlighted in the figure located on the top of Figure 4.10, the 
participant used symbols and variables to highlight the relationship between the 
temperature and stability as linear. This implicit relationship is included in addition to the 
following written explanation provided by the participant: “The effect of temperature on 
stability for a solution that doesn’t want to mix is as follows:” In the second example the 
student had implicitly differentiated between each of the conditions using a mathematical 
form and also provided a diagram that is adding information about the relationship of the 




4.2.3.5 Examine counter-examples determine and determine data fit to domains 
In this fifth step the purpose is to determine if the “saturation” point in 
formulating the characteristics of the domains has been reached given the collected data. 
There are two conventions that are implemented to determine this, using frequencies 
counts and looking for counter-examples or examples that may not fit within the 
developed framework highlighted and summarized in previous steps three and four. The 
questions that guide this step are as follows:  
 
Is there enough data to support the existence of this domain in the setting being 
studied? Are the data strong enough to make the case for including this domain? 
Are there other data that do not fit with or run counter to the relationship 
expressed in my domains?  (Hatch, 2002, p.170) 
 
This step is done as part of the recursive process in analyzing the data in the prior 
steps and is suggested by Hatch (2002) to be performed as part of the recursive cycle of 
data collection and analysis. Therefore for this section a more formal method was used to 
allow me to count the occurrences and decipher where gaps existed between the defined 
domains and students’ representations. This section is organized as follows: (1) a 
summary of the salient domains and the relationships they expressed provided in Figure 






4.2.3.5.1 Summary of Salient Domain and Expressed Relationships 
An overview of the identified salient domains and the expressed relationships that 
captured an explanation of the data collected is provided in Figure 4.11. As depicted in 
the provided imagine, students’ use of representations from coding the data and following 
the inductive process can be described as follows:  
1. Students used three main forms, written, graphic and mathematical forms to 
explain attributes of other forms or to provide additional information without 
explicitly referring to another form.  
2. Students’ use of the written form can be deciphered into two main elements; 
(1) written description and (2) written condition/causal statement. The written 
form was used by students to describe features (abstract/concrete) about the 
system behavior or to express conditional relationships among variables or 
system elements 
 





4.2.3.5.2 Summary of the frequency count and new domains for quizzes one, two, 
and five  
 
In this step the data was reviewed and then coded in excel to count the 
occurrences of the elements and their relationships as defined in Figure 4.11. For this step 
only quizzes one, two and five were included in the excel coding and quizzes three and 
four were excluded. The rationale for this selection was, first, the quantitative 
investigation of this study concluded that students’ gain scores were very close to zero on 
average for a majority of the sampled population for quizzes three and four. Secondly, 
quizzes three and four were also included in the previous steps and the findings were 
determined quantitatively: 
1. Students were asked to sketch their response for question three. This in turn 
was the dominate form in which students represented their knowledge. 
2. Students were asked to identify the reference states in the provided graph. 
This step essentially required students to correctly label diagram 
representations of the given graph.  
Students’ use of graphs to represent their knowledge in quizzes three and four 
were greatly dominated by diagram forms. The following revised definition was 
developed to more accurately describe the nature graphical sketches present in their 
responses:  
Diagram: Communicate categorical information and abstracting details of the 
structure of investigated phenomena by highlighting features and/or patterns of 
variable/system behavior. 
 
Students’ frequencies for quizzes one, two, and five are summarized in Table 4.11 
to give a summary of the occurrences of the domain elements with the sampled data set. 
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The written explanations were the most frequent representational form for all the quizzes 
as a total. The second representation type was defined as symbolic. The symbolic domain 
included examples that did not fit exactly into to the defined mathematical or graphic 
domains as defined in Table 4.10. 
 
Table 4.11 Summary of frequency counts of salient domains and elements in quizzes one 
two, and five 
 
Representational Domains 
Quiz 1 Quiz 2 Quiz 5 
Totals 
Pretest Posttest Pretest Posttest Pretest Posttest 
Representational 
types 
Written 37 37 41 40 36 35 191 
Symbolic 19 29 21 26 29 27 124 
Graphic 21 26 13 21 38 37 119 
Mathematical 14 12 14 13 4 5 57 
Written Types Descriptive 29 29 21 13 18 16 110 
Conditional 7 3 37 37 17 16 101 
Relationship 
forms 
Illustrative 20 25 19 22 19 17 105 
Additive 10 10 8 15 19 21 62 
 
 
The symbolic domain represented the forms of student responses that were 
implemented where their meanings were deciphered implicitly or though the context of 
other forms such as words, mathematical or graphic.  The uses of symbolic forms were 
implemented in combination with other representations to denote certain relationships, as 




Figure 4.12 Students’ use of symbols as part of their responses to form relationships
 
 
In addition, the symbolic representations were related to the language contained 
as part of the course domain knowledge. Examples of this implementation involve 
students’ use of the symbol as part of their vocabulary for expressing their responses, 
depicted in Figure 4.13. In this usage the meaning of the symbolic term was collective 




Figure 4.13 Students’ use of symbols as part of their responses as an implicit reference
 
 
The occurrences of these types were frequent enough that it was apparent to label 
it as a salient domain and define it separately from mathematical and graphic forms. The 
definition of this domain was as follows: 
Symbolic: Use of variables and shapes (e.g. arrows, +, -, ∆) with an implicit 
meaning and context dependent.  
 
4.2.4 Summary and findings 
 Hatch (2002) inductive steps were followed as part of the grounded theory 
approach for this study. Coding students’ representations can help provide insights on 
how students communicate conceptual understanding. The themes from this analysis are 
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discussed in chapter five of this thesis. The goal of this section was to develop further 
insight regarding students’ leanings as a result of using the Gibbs tool. A summary of 
differences in students’ use of representation as counted using the themes discussed in 
this analysis is provided in Table 4.12. Overall, the greatest differences were slightly 
apparent in quizzes one and two, but minor ones in quiz five. These patterns were very 
much aligned with the findings from the quantitative data analysis. In particular, the 
findings for this qualitative analysis suggest that students who took quiz one and two 
were mostly likely to change their representational features as a result of interacting with 
the Gibbs stimulation tool.  
 






Written  0.0  1.0  1.0 
Graphic  ‐10.0  ‐5.0  2.0 
Mathematical  ‐5.0  ‐8.0  1.0 
Symbolic  2.0  1.0  ‐1.0 
Written Types  Descriptive  0.0  8.0  2.0 
Conditional  4.0  0.0  1.0 
Relationship forms  Illustrative  ‐5.0  ‐3.0  2.0 
Additive  0.0  ‐7.0  ‐2.0 
 
Firstly, this investigation supports the idea that the questions also play a role in 
guiding students’ representational forms. The question for quiz five required students to 
provide results of adding stress to a material whose composition is documented by the 
provided phase diagram. A majority of students needed to interpret the phase diagram 
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and highlight the features that change as a result of adding stress. This was represented in 
the pattern that most responses to question five were in the form of diagrams and 
combinations of symbolic and written forms to highlight the changing features that did 
not vary much pretest to posttest, see Table 4.13. 








Graphic 38 37 75 
Written 36 35 71 
Symbolic 29 27 56 
Mathematical 4 5 9 
Written Types 
Descriptive 18 16 34 
Conditional 17 16 33 
Relationship forms 
Additive 19 21 40 
Illustrative 19 17 36 
 
  Next in the question for quiz one, the question requested students to identify the 
conditions for stability, metastability, and instability for a binary solution. Students’ 
responses were largely in written form using descriptive language. The addition forms 
that were mainly used were symbolic and graphic to help illustrate the parameters and 
conditions for the stability states of a binary solution. The summary of the frequency 












Written 37 37 74 
Symbolic 19 29 48 
Graphic 21 26 47 
Mathematical 14 12 26 
Written Types 
Descriptive 29 29 58 
Conditional 7 3 10 
Relationship forms 
Illustrative 20 25 45 
Additive 10 10 20 
 
 Finally, in quiz two students were asked to provide the effect of temperature on 
the stability of solution that doesn’t want to mix. Students’ responses to this question 
were majority in the written form using a conditional element. The other forms included 
the use of mostly symbolic and graphic forms to help illustrate the effects of temperature 
on a solution that does not want to mix. The information on the representational forms of 
this question is summarized in Table 4.15. 
Table 4.15 Quiz two representational frequency patterns 
 
Representational Domains Quiz 2 Totals 
Pretest Posttest 
Representational types 
Written 41 40 81 
Symbolic 21 26 47 
Graphic 13 21 34 
Mathematical 14 13 27 
Written Types 
Conditional 37 37 74 
Descriptive 21 13 34 




 In conclusion, the patterns that emerged through the grounded theory analysis 
corroborated with the trends discovered using the quantitative method. However, the 
insights gained from the inductive process have helped me to highlight patterns in which 
students’ construct conceptual understanding using representational forms. In particular, 
the study yielded a framework to help describe students’ use of inscriptions in 
formulating understanding before and after using the Gibbs stimulation tool to investigate 










CHAPTER 5. PATTERNS AND EMERGING THEMES 
 
 The purpose of this chapter is to describe the emerging patterns and 
themes in order to address the research questions of this study. The purpose of this thesis 
was to explore the impact of using the Gibbs stimulation tool as part of thermodynamics 
of materials course to support learning of core concepts. The research questions 
established to address this focus where (a) what value does the use of coupling lectures 
with Gibbs tool have on novices’ conceptual understanding of thermodynamics of 
materials? And (b) how do students employ representational forms to express their 
conceptual understanding of course concepts? The following sections describe the 
findings and emerging themes of this study.  
 
5.1. What value does the use of lectures coupled with Gibbs simulation activities have on 
novices’ conceptual understanding of thermodynamics of materials? 
The adaptation of computer technologies as pedagogical resources is commonly 
viewed as beneficial in promoting learning and conceptual understanding because it 
allows the learner to engage with different forms of representation and cognitive skills for 
problem solving (Jonassen & Carr, 2000). This thesis was focused on exploring the 
influence of the Gibbs simulation tool in providing resources for supporting conceptual 
understanding and knowledge representation of thermodynamic course concepts. The 
interpretation of the statistical analysis suggests an overall increase on student 
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performance of Thermodynamics concepts after being exposed to the Gibbs simulation 
tool; although for most of the cases the increase was not statistically significant.  
Specifically, the positive range between the lower and upper bound of the 95% 
confidence interval for the first, second, third and fifth questions indicated that at least 
half of students improved their understanding of this concept as a result of using the 
Gibbs tool. The percentages of the median learning gain scores were not equal for all quiz 
questions and each of the questions was examined individually and discussed below: 
The first quiz question was related to students understanding of the conditions 
related to the stability, metastability, and instability of a binary solution. The statistical 
results concluded that for this population of students, the learning gain was non-zero and 
with a 95-precentile confidence interval for the median between 26.33% and 50%. This 
indicates that for these concepts student conceptual understanding was improved by 26% 
or higher for at least half of the students who used the Gibbs tool.  
The second quiz resulted in a similar outcome, where the median difference 
performance measurements were statically different from zero. This question related to 
students’ knowledge of temperature and its effect on a solution that doesn’t want to mix. 
The median score was predicted to be between 12% and 33%, at the 95th percentile 
interval. This implies that for at least half of the students who took the exam for this 
concept, student conceptual understanding was improved by 12% or higher for at least 
half of the students who used the Gibbs tool. 
The third quiz question was related to students’ understanding of energy curves, 
the mixture phases, and the regions of equilibrium given a selected temperature. The 
quantitative results concluded that for this population of students, the learning gain was 
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non-zero and with a 95-precentile confidence interval for the median between 0% and 
16.67%. This indicated that for these concepts student conceptual understanding was 
unchanged or improved slightly for at least half of the students. In addition, the histogram 
distribution for this concept indicated that the majority of the students did not 
demonstrate any improvement in their conceptual understanding of the concepts tested in 
this question.  
The fourth quiz question was related to students’ comprehension of the reference 
states in the limit of pure solvent and solute. Although null hypothesis was rejected, the 
quantitative results were inconclusive for this population of students since the learning 
gain for 95-precentile confidence interval of the median was equal to zero. This indicated 
that for this concept student conceptual understanding was unchanged or improved 
slightly for at least half of the students. In addition, the histogram distribution for this 
concept indicated that a majority of the students did not demonstrate any improvement in 
their conceptual understanding of the concepts tested in this question. 
Finally, the fifth quiz question was related to students’ knowledge of phase 
diagrams and the effects of stress on the solid phase. The quantitative results concluded 
that for this population of students, the learning gain was non-zero and with a 95-
precentile confidence interval for the median between 0% and 33.33%. This indicated 
that for this concept student conceptual understanding was unchanged or improved 
slightly for at least half of the students.  
In conclusion, these findings suggest that student conceptual understanding using 
the Gibbs tool improved only slightly for the majority of students who had taken the 
pretest and posttest quizzes. These results did not indicate a significant maturation in 
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students’ knowledge gain over time and scores medium differences were tending to 
decrease over time as students continued to use the tool with quiz one representing the 
greatest predicted median gain score and quiz three the lowest for both the lower and 
upper boundary. The students’ performance trends provide insight in the potential value 
of the Gibbs tool to support students’ conceptual understanding for concepts related to 
understanding: (a) conditions of stability, metastability, and instability for binary solution 
and (b) knowledge of temperature and its effect on a solution that doesn’t want to mix. 
However, more information is needed to identify conclusive findings and understand if 
there is a potential value in helpings students learn the following concepts: (a) energy 
curves, the mixture phases, and the regions of equilibrium given a selected temperature, 
(b) the reference states in the limit of pure solvent and solute, and (c) phase diagrams and 
the effects of stress on the solid phase. 
The HPL framework defines transfer as a “dynamic process that requires learners 
to actively choose and evaluate strategies, consider resources, and receive feedback 
(p.66).” This thesis is particularly interested in students’ acquisition and representation of 
conceptual knowledge of thermodynamic of material concepts.  Research has shown that 
when students engage in creating and revising models, they may not necessarily have a 
comprehension of the nature of models and the process of modeling needed to support 
their conceptual understanding (Carey & Smith, 1993; Grosslight, Unger, Jay, & Smith, 
1991).  It is important that educators and researchers comprehend the role of 
representational artifacts in mediating knowledge acquisition and application for students. 
Specifically, it is important for educators and researchers to comprehend the nature in 
which student use representational knowledge for expressing conceptual understanding in 
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order to make reasonable judgments of how computational tools will support their 
learning progression. The second part of thesis examines students’ quiz responses, using 
grounded theory to discover how students constructed meaning using representation 
forms. The emerging themes are discussed in the following section. 
 
5.2. How do students employ representational forms to express their conceptual 
understanding of core concepts thermodynamics of materials? 
Chi, Feltovich and Glaser (1981) defined problem representation as “a cognitive 
structure corresponding to a problem, constructed by a solver on the basis of his domain 
related knowledge and it’s organization (p.22).” In this definition of problem 
representation, the emphasis was placed on the learner’s abstraction of information as the 
key component in guiding the construction of a solution. In addition,  this abstraction 
process has also been observed to be influential helping experts identify the associated 
information and interactions from a knowledge domain needed to solve a particular type 
of problem (Chi et al., 1981). Jonassen (2000) argued that problem solving is not a 
uniform task; the problem definition can influence the mental models (internal schema) 
an individual creates to process solutions. Often mental models are part of the learners’ 
tacit knowledge or habits of mind for making interpretations and taking actions that are 
related to solving a given tasks.  
The themes and patterns that emerged in this study were aligned with the 
literature on problem representations and problem solving. The investigation into 
students’ use of representation forms revealed the summarized framework proposed in 
Figure 5.1. The figure represents an instance of the information collected in the data as a 
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result of the author’s activities conducted during the inductive process discussed in 
chapter four.  
 
Figure 5.1 Role of representational media in students’ communication of thermodynamics of 
material core concepts. 
 
 
This incident of the data set helps to highlight student representations and 
relationship among these forms when they are used collectively to articulate students 
conceptual understanding of thermodynamics of materials course concepts. The 
discovered theme that describes students’ use of representational forms can be 
summarized as follows:  
Students use written, graphic, mathematical and symbolic representational forms 
to help them illustrate information explicitly and implicitly in order to 
communicate information as follows: 
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1. Students use four main representation forms, written, symbolic, diagrams and 
mathematical, to explain attributes of other forms or to provide additional 
information without explicitly referring to another representation form. The 
following definitions described students’ use of these forms in students’ 
responses: 
a. Written: Use of words to help describe or express observations and 
features of a phenomena. 
b. Symbolic: Use of symbolic variables and shapes (e.g. arrows, +, -) 
with an implicit meaning. 
c. Diagram: Use of sketch to communicate categorical information and 
abstract details of the structure, features and/or patterns of 
variable/system behavior. 
d. Mathematical: Using linear/non-linear combinations of variables, 
equations, and proportions to relate system variables, patterns or 
regularities (Lesh and Doerr, 2003). 
2. Students’ use of the written form can be deciphered into two main elements. 
The written form is used by students to describe features (abstract/concrete) 
about the system behavior or to express conditional relationships among 
variables or system elements. 






Table 5.1 Final Summary of Salient Domains and Elements of Students Representations 
 






Use of words to help 
describe or express 
observations and features of 
a phenomena  
Description: To explain 
patterns or attribute of 
phenomena or expressed in 
another form or the entire 
system performance.  
Expresses descriptive 
features such as shape or 
transition 
1WD 
Conditional: To state the 
conditions to compare or 
quantify the relationship 
that causes the action or 
activity and attributed 
related to a phenomena.  
Expresses condition (e.g.: 
if/than) or providing 





Use of symbolic sketches 
that functions in any of the 
following ways: 
1. Communicate quantitative 
and categorical information 
(Cleveland, 1984) 
2. Situate the structure of an 
investigated phenomena 
(Suchman, 1988) 
3. Highlights the features of 
a response to communicate 
patterns and/or variable 
behavior 
  1G 
C.  
Mathematical 
Mathematizing by using 
linear/non-linear 
combinations of variables, 
equations, proportions to 
relate system variables, 
patterns or regularities (Lesh 
and Doerr, 2003) 
  1M 
D.  
Symbolic 
Use of symbolic variables 
and shapes (e.g. arrows, +, -) 
with an implicit meaning 






Use of representation to 
indicate a specific aspect of 
highlighted used in another 
form. 
  2I 
B.  
Additive 
 Information is adding new 
information not explicitly 
highlighted in the other 
form(s) 





5.1.2.1 Explaining students use of representations while interacting with Gibbs tool 
In engineering practice, knowledge consists of scientific and mathematical 
theories and representational artifacts (e.g. graphs, visual models). These representations 
of physical or non-physical phenomena are useful in constructing a cognitive map of the 
domain knowledge. Hamilton et al (2008), described models and representational 
artifacts as conceptual structures that an individual employs in solving real-world 
problems. In Science, Math, Engineering and Technology (STEM) education, 
“conceptual structures are treated as language and the problem of conceptual change 
becomes examining the nature of logical and interpretive relationships between old and 
new models and between concepts and the real world” (Nersessian, 1999, p. 5).  These 
relationships are often implicit and abstract in nature using graphs, simulations and 
mathematical artifacts. In examining the value of lecture coupled with Gibbs tool, insight 
was gained to help understand the patterns in which students construct conceptual 
understanding using representational forms. 
First, in review of the results in quiz one, Table 5.2 summarized the differences in 
average representational usage separated by the range of quiz differences scores. The 
table suggests that students that were at the median in difference score of 1.25 were 
changing their representational usage and forms more than those who perform below the 
median score in adding more features to their representations. Furthermore, as students 
improved in the conceptual understanding their use of representational forms changed to 
















<.5 9 3.8 4.3 0.6 
.5-1 4 4.3 3.5 -0.8 
1-1.5 6 1.0 4.5 3.5 
1.5-2 11 1.5 4.1 2.6 
>2.0 8 2.2 4.3 2.1 
 
In reviewing the results in quiz one the table summary in Table 4.13 summarizes 
the differences in average representational usage divided by the range of different quiz 
scores. The table suggests that students who were at the median in a difference score of 
1.25 were changing their representational usage and forms more than those who perform 
below the median score in adding more features to their representations. 











<.5 12 4.8 4.1 -0.8 
.5-1 5 3.6 3.6 0.0 
1-1.5 9 4.3 4.2 -0.1 
1.5-2 9 3.9 5.1 1.2 















<.5 16 3.9 3.8 -0.1 
.5-1 0 0.0 0.0 0.0 
1-1.5 17 4.4 4.2 -0.2 
1.5-2 3 4.7 3.7 -1.0 









CHAPTER 6. CONCLUSIONS, IMPLICATIONS, AND FUTURE WORK 
In this section the author summarizes the study by highlighting main findings, the 
implications of this study to research engineering education, and the implications to 
learners in engineering education. Finally, the future work for further building on the 
findings of this thesis study is discussed as part of this chapter.  
 
6.1 Conclusions 
The this study investigated the impact of using lecture coupled with Gibbs tool in 
supporting students learning and the role of representations in helping them convey their 
learning of concepts in thermodynamics of materials. The goals of this study were to 
(a) measure the value added in conveying thermodynamics of materials concepts while 
using the computational simulation tool, Gibbs; and to (b) characterize students’ use of 
representational forms to convey their conceptual understanding of thermodynamics of 
materials core concepts.  This study specifically used a mix-method analysis approach 
including non-parametric sign test and a ground theory inductive analysis process to help 
answer the research questions of this study.   
In understanding the role the Gibbs tool has on students’ conceptual 
understanding of core concepts in thermodynamics of materials, descriptive statistics and 
the 1-sample signed test were used as part of this investigation.  The findings were 
summarized as follows for each concept examined in this study: 
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• 50% of students demonstrated improvement in learning these concepts:  
• Temperature’s effect on a solution that doesn’t want to mix.  
• Stability, metastbility, instability conditions of a binary solutions. 
• 50% of students were likely to improve slightly and did not show a regression in 
their conceptual understanding of the following concepts: 
• Free energy of mixing  and regions of equilibrium for a given phase 
diagram. 
• Effects of stress on a the solid phase of a given phase diagram. 
• 50% Students were unlikely to show regression in their conceptual understanding 
of the following concept:  
• References states (solid/liquid) in the limit of pure solvent and solute 
given the free energy graph.  
Secondly, in understanding the representational forms employed by students’ in 
expressing their conceptual understanding of core concepts in thermodynamics of 
materials, a grounded theory analysis approach was used. The findings suggest that 
students who scored at the population median or higher were more likely to integrate 
more representational forms and strategies in communicating their conceptual 
understanding of course concepts related to the conditions of stability on a binary 
solution (quiz 1) and the effects on temperature on a solution that doesn’t want to mix 
(quiz 2). For the other concepts there was evidence that students’ performance and 
representational forms were not significantly affected by use of the tool. For the 
following concepts related to the free energy of mixing and regions of equilibrium for a 
given phase diagram, the references states (solid/liquid) in the limit of pure solvent and 
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solute given the free energy graph, and the effects of stress on a the solid phase of a given 
phase diagram.  
 
6.2 Implications 
The implications of this study apply to researchers, instructors, and learners in 
engineering education.  Hamilton et al (2008), described models and representational 
artifacts as conceptual structures that an individual employs in solving real-world 
problems. In Science, Math, Engineering and Technology (STEM) education, 
“conceptual structures are treated as language and the problem of conceptual change 
becomes examining the nature of logical and interpretive relationships between old and 
new models and between concepts and the real world” (Nersessian, 1999, p. 5).  
Understanding these relationships is important in engineering education in helping to 
improve instructional pedagogy and students’ abilities to develop expertise within their 
domain of practice.  
For researchers in engineering education, Modeling Eliciting Activities (MEA) 
area growing pedagogical approaches for helping students leverage their use of 
representational forms to build mathematical models to solve engineering design 
problems. The learner is expected to elicit information and is given a multi-revision cycle 
to develop their thinking through different stages of complexity in their generated 
solutions (Hamilton et al., 2008). The goal is for the students to discover solutions that 
are adequate in addressing the priority issues stated as part of the problem context. This 
process is not so much focused on the imparting strategies and skills related to the nature 
of models as tools for mediating conceptual change, but instead aims to engage the 
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models and conceptual systems with the ones that the learner already possesses 
(Hamilton et al., 2008). Lesh and Doerr (2003), found that representational forms are in 
fact conceptual systems where meaning is distributed across a variety of representation 
media called conceptual systems (Lesh & Doerr, 2003) as described in provided in Figure 
6.1. This research supports such current work in observing that representational media are 
not just discrete entities in the learner’s mind but exist in more fuzzy and overlapping 
partial interpretations of phenomena (Moore, Miller, Lesh, Stohlmann, & Kim, 2013). In 
addition, this work investigated the use of conceptual systems including simulation tools 
and their influence in how students learn core concepts in thermodynamics of materials.  
The findings of this research thesis suggest that formulating meaning using 
representational media is implemented differently when students’ learning experiences 
are supported using computer simulations. Therefore, the mapping of students’ 
conceptual systems using the Gibbs tool can be depicted as shown is Figure 6.2. 
Furthermore, in understanding students’ conceptual understanding the items in using 
solid lines are important for novices in engineering disciplines.  
 
 
Figure 6.1 Diagram of conceptual systems implemented to support and communicate 









 Finally for instructors and students the implications of this study relate to 
students’ conceptual understanding as a system of ideas that is distributed across a variety 
of representations (Lesh & Doerr, 2003) and that representations can indicate how 
students understand concepts and solve problems (Novick, 1990). With these 
implications instructors can support students’ learning by considering the following:  
• Incorporating course examples, exercises, and exam questions that are 
designed to help students express their understanding explicitly using 
different forms. 
• Having students use written forms may help make their understanding 
comprehensible to others, and in combination with other forms may help 
them express more comprehensive features of the concepts. 
 
6.3 Future work 
This research thesis provides an opportunity for future research to explore student use 
of representations and learning further with the following questions: 
  
92
• Are students who make more complex/integrated mappings more knowledgeable 
of course concepts? 
• How do students’ representations differ between those who use a computational 
simulation and those who use a different but comparable treatment? 
• What differences in conceptual development can be observed by having students 
explore a single concept using a computer stimulation to respond to a given 
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Appendix B  SAS code and output file 
PROC IMPORT OUT= WORK.DATA2xml  
            DATAFILE= "\\guardian.ics.purdue.edu\oogunwuy\My 
Documents\M 
astersThesis\SASfiles\data2.xls"  
            DBMS=EXCEL REPLACE; 
     RANGE="data2$";  
     GETNAMES=YES; 
     MIXED=NO; 
     SCANTEXT=YES; 
     USEDATE=YES; 
     SCANTIME=YES; 
RUN; 
proc contents; run; 
data a; 







proc univariate data=a; 





The SAS System 
 
The UNIVARIATE Procedure 
Variable: dif1 
Moments 
N 38 Sum Weights 38 
Mean 1.07894737 Sum Observations 41 
Std Deviation 0.8662307 Variance 0.75035562 
Skewness -0.1906719 Kurtosis -0.3048461 
Uncorrected SS 72 Corrected SS 27.7631579 
Coeff Variation 80.2847962 Std Error Mean 0.14052117 
 




Mean 1.078947 Std Deviation 0.86623 
Median 1.250000 Variance 0.75036 
Mode 1.500000 Range 4.00000 
 Interquartile Range 1.00000 
 
Tests for Location: Mu0=0 
Test Statistic p Value 
Student's t t 7.678184 Pr > |t| <.0001 
Sign M 14 Pr >= |M| <.0001 


















Value Obs Value Obs





Value Obs Value Obs
0 38 2.0 25
0 33 2.0 35
0 31 2.5 22





Count Percent Of 
All Obs Missing Obs





The SAS System 
 
The UNIVARIATE Procedure 
Variable: dif2 
Moments 
N 40 Sum Weights 40 
Mean 0.9375 Sum Observations 37.5 
Std Deviation 0.87842735 Variance 0.77163462 
Skewness 0.61828883 Kurtosis -0.0688583 
Uncorrected SS 65.25 Corrected SS 30.09375 
Coeff Variation 93.6989177 Std Error Mean 0.13889156 
 
Basic Statistical Measures 
Location Variability 
Mean 0.937500 Std Deviation 0.87843 
Median 1.000000 Variance 0.77163 
Mode 0.000000 Range 3.50000 
 Interquartile Range 1.50000 
 
Tests for Location: Mu0=0 
Test Statistic p Value 
Student's t t 6.74987 Pr > |t| <.0001 
Sign M 13.5 Pr >= |M| <.0001 






















Value Obs Value Obs
-0.5 26 2.0 36
0.0 41 2.5 8
0.0 39 2.5 22
0.0 38 3.0 13





Count Percent Of 
All Obs Missing Obs





The SAS System 
 
The UNIVARIATE Procedure 
Variable: dif3 
Moments 
N 37 Sum Weights 37 
Mean 0.25675676 Sum Observations 9.5 
Std Deviation 0.50856035 Variance 0.25863363 
Skewness -0.7084187 Kurtosis 2.67090152 
Uncorrected SS 11.75 Corrected SS 9.31081081 
Coeff Variation 198.070875 Std Error Mean 0.08360681 
 
Basic Statistical Measures 
Location Variability 
Mean 0.256757 Std Deviation 0.50856 
Median 0.000000 Variance 0.25863 
Mode 0.000000 Range 2.50000 
 Interquartile Range 0.50000 
 
Tests for Location: Mu0=0 
Test Statistic p Value 
Student's t t 3.071003 Pr > |t| 0.0040 
Sign M 7 Pr >= |M| 0.0013 






















Value Obs Value Obs
-1.5 33 1 20
-0.5 35 1 21
0.0 37 1 26
0.0 31 1 34





Count Percent Of 
All Obs Missing Obs





The SAS System 
 
The UNIVARIATE Procedure 
Variable: dif4 
Moments 
N 40 Sum Weights 40 
Mean 0.325 Sum Observations 13 
Std Deviation 0.83627685 Variance 0.69935897 
Skewness 1.76675379 Kurtosis 4.20718938 
Uncorrected SS 31.5 Corrected SS 27.275 
Coeff Variation 257.315955 Std Error Mean 0.13222698 
 
Basic Statistical Measures 
Location Variability 
Mean 0.325000 Std Deviation 0.83628 
Median 0.000000 Variance 0.69936 
Mode 0.000000 Range 4.50000 
 Interquartile Range 0 
 
Tests for Location: Mu0=0 
Test Statistic p Value 
Student's t t 2.457895 Pr > |t| 0.0185 
Sign M 4 Pr >= |M| 0.0215 






















Value Obs Value Obs
-1.5 22 1.5 35
0.0 38 1.5 37
0.0 36 1.5 39
0.0 33 3.0 1





Count Percent Of 
All Obs Missing Obs





The SAS System 
 
The UNIVARIATE Procedure 
Variable: dif5 
Moments 
N 42 Sum Weights 42 
Mean 0.73809524 Sum Observations 31 
Std Deviation 0.81328973 Variance 0.66144019 
Skewness -0.1874588 Kurtosis -0.60166 
Uncorrected SS 50 Corrected SS 27.1190476 
Coeff Variation 110.187641 Std Error Mean 0.12549333 
 
Basic Statistical Measures 
Location Variability 
Mean 0.738095 Std Deviation 0.81329 
Median 1.000000 Variance 0.66144 
Mode 1.000000 Range 3.00000 
 Interquartile Range 1.00000 
 
Tests for Location: Mu0=0 
Test Statistic p Value 
Student's t t 5.88155 Pr > |t| <.0001 
Sign M 11.5 Pr >= |M| <.0001 






















Value Obs Value Obs
-1.0 35 2 8
-1.0 9 2 16
-0.5 42 2 18
0.0 40 2 32
0.0 39 2 41
 
 
