Abstract
Introduction
The evaluation of pointing gestures is a major goal in advanced human-machine interaction. Pointing gestures are used to indicate directions as well as for reference to objects or persons and form a fundamental component of communication. The recognition of human hands, however, turned out to be extremely difficult due to the variety of hand postures. While recognition systems for rigid objects have to deal only with three degrees of freedom for pose, approaches for the recognition of hands face an immense amount of additional degrees of freedom. The possible variations of hand postures are not only many but also include the problem of self-occlusion, so varying postures of a hand cannot be considered as minor appearance changes.
To solve problems of that kind, appearance based approaches to visual knowledge representation have become popular in computer vision (e.g. [11] ). The idea is to capture the signal appearance of an object from sample images, rather than modelling the object explicitly on a semantic level, e.g., in terms of geometry. Neural networks (NN) seem especially well-suited for appearance based representations, the most frequently named advantages being the following: (i) Easy training from samples, explicit modelling of objects is not required. (ii) Even highly difficult object properties can be captured, e.g., surface reflectance or internal degrees of freedom. (iii) As a consequence, NN allow to go beyond toy problems towards more realistic scenarios.
Looking more closely to the application of NN in practice, however, it turns out that these advantages evaporate, at least in a straight forward approach of NN training. The main reason is that the complexity of objects has to be covered by appropriate and labelled sample images or image patches. To get these, there are two complementary ways:
1. Image acquisition of isolated objects in well-defined poses and in front of uniform background, e.g., using a turntable as in [12] . This method has the following advantages / disadvantages: + After acquisition, no labelling of objects or poses is required.
+ Perfect object / background separation possible.
-Only objects which can be isolated and have a certain size can be used.
-Selection of views is difficult when the object has poses which are not equally likely (like a pencil) or if it has internal degrees of freedom (like a hand) which span a configuration space of which only a small subspace is actually realised.
2. Segmentation of image patches containing the object of interest from real world imagery:
+ Objects appear under the relevant viewing conditions, only poses actually realised are sampled.
-Requires extensive hand-labelling of object classes and poses.
-Perfect segmentations are difficult to achieve, e.g., segmentation of a cup in a real world kitchen is comparably hard as recognition itself.
In this contribution, we try to get the best of both these alternatives for the problem of hand gesture recognition. While acquisition conditions can be kept simple (black background, fixed lighting), it is impossible to sample hand postures in the way of a turntable. Instead, natural gestures are used so that only the relevant part of the configuration space is sampled. This leaves the task of labelling a huge dataset. To solve this key problem, we use the Kohonen Self-Organising Map (SOM) [10] to pre-structure and visualise the image data set. A graphical user interface facilitates a fast and easy image labelling. The resulting labelled data set is used to train a neural classifier.
In the following, we will first describe the data acquisition system (section 2) and the neural classifier (section 3) for pointing gesture recognition. Section 5 describes the setup in which the pointing recognition system is embedded. Fig. 1 shows the data acquisition for pointing gestures. As input, a camera views a table with several objects plus the hand of a subject, who points at one of the objects. The output are labelled patches of the images which can be used to train a classifier.
Image data acquisition using SOMs
The subject is asked to point at will at the objects to ensure a natural gesture. The recorded sequence is then segmented for skin colour, such image windows are cut out to form the yet unordered training set Í Ü ½ Ü AEÍ . Each window is regarded as vector Ü ¾ IR of pixel space, where is the number of pixels of the windows (which is fixed). To visualise Í, we use the "Visualisation And Labelling Toolkit" (VALT) which was originally proposed in [15] . VALT trains a SOM on the unordered data set Í after the adaptation rule of Kohonen (e.g. [10] ). After training, the resulting nodes of the SOM can be visualised in two ways:
1. Weight vectors: The weight vectors are visualised directly in pixel space. This back-projection corresponds only to real images if enough nodes were used, otherwise the nodes represent superpositions of real images.
Best match example:
In this mode, VALT shows for each node the window which is closest to the weight vector in pixel space.
For examples see section 4. Using the visualisation, the user can now partition Í graphically into subsets which contain samples for the desired classes. The partitioning is carried out by drawing lines around the nodes which are to be assigned to a certain class.
The resulting labelled sets of windows can now be used to train a classifier as described in the next section.
The neural classification system
For visual classification, we use the VPL system, which was previously applied to several computer vision tasks (e.g. [5] ). "VPL" stands for three processing stages: Vector quantisation, PCA and LLM-network. The VPL classifier combines visual feature extraction and feature classification by means of local principal component analysis (PCA) [9, 2, 17] for dimension reduction followed by a subsequent classification stage. Local PCA can be viewed as a nonlinear extension of simple PCA and was applied to various pattern recognition tasks (e.g. [8, 11] . An overview of the processing flow is given in Fig. 2 .
Vector quantisation is carried out on the raw image windows to provide a partitioning of the data with AE Î reference vectors Ö ¾ IR ½ AE Î , using the Activity Equalisation Algorithm proposed in [7] . This algorithm is particularly well suited for the task since it avoids the problem of codeword under-utilization [3] by counting codeword access frequencies in a way related to [1] .
To each reference vector Ö a single layer feed forward network is attached for the successive calculation of the principal components (PCs) as proposed by Sanger [16] . Ý. The LLM network is related to the self-organising map [10] , see e.g. [14] for details. The LLM can be trained to approximate a nonlinear function by a set of locally valid linear mappings.
The three processing stages are trained successively: First vector quantisation and PCA-nets are trained unsupervised on the unordered data set Í , then the LLM nets are trained supervised using the labelled data sets. For classification of an input Ü first the best match reference vector Ö Ò´ Üµ is found, then Ü is mapped to Ô Ò´ Üµ´ Üµ by the attached PCA-net and finally Ô Ò´ Üµ´ Üµ is mapped to Ý: Ô Ò´ Üµ´ Üµ Ý. The major advantage of the VPL classifier is its ability to form many highly specific feature detectors (the AE Î ¡AE È local PCs). It could be shown that classification performance and generalisation properties are well-behaved when the main parameters are changed, which are AE Î AE È and the number of nodes in the LLM nets AE Ä [5] .
Results
To acquire an image database we asked three subjects to point at random at objects spread out on the table. In total, a set of 3000 image windows showing pointing hands was collected. Due to the fixed lighting conditions hand colour segmentation proved to be reliable. In the real scenario, also other objects are present in the scene (see next section), but here we concentrate only on the hands for clarity.
The problem to classify a pointing angle in the plane suggests a linear SOM topology. A ½¼ ¢ ½-SOM (see Fig. 3) proved to be a reasonable compromise between resolution and data compression. Fig. 3 shows the SOM in both visualisation modes -weight vectors and best match example -and both before and after training. Before training, the assigned best match hand gestures point at random directions. Training was performed over 10000 steps with stepsize decreasing exponentially from 0.5 to 0.01. After training, the assigned best match samples are well ordered, so angles can be easily assigned to form the labelled training set. For the VPL, 4 reference vectors with 6 local PCs and 20 LLM nodes proved to be sufficient. "Sufficient" means that a good performance can be achieved in the object reference system described in section 5. The major result is not the accuracy of the classifier, but the almost effortless way in which it was achieved. Image acquisition takes about 10 minutes for each subject. Training of the SOM takes less than one minute on a standard PC and converges with high reliability to a configuration as in Fig. 3. For 20 repetitions, 18 converged to the well ordered state. Assigning classes (the approximate pointing angle) to each node takes about another five minutes.
The embedding system architecture
So far, the system was described for the purpose of pointing direction recognition. Actually, this is only one module of a larger system for visual object reference, the other modules of which are described in [6] . In this system, the camera views both the pointing hands and the objects. On the objects, salient points are detected using low level saliency features like entropy, symmetry [13] or edges and corners using the Plessey detector [4] . These features are integrated by an adaptive weighting to a common saliency map. Maxima of this map indicate locations which are likely to be pointed at, so the "search space" for object reference can be restricted to discrete points. In this scenario, the VPL classifier is trained not only to recognise pointing directions but also to distinguish a pointing hand from (a) a non-pointing gesture and (b) other objects. The training of this VPL requires a larger SOM during the data acquisition phase.
The accuracy of the recognition results can be tested only in terms of the success a user has in referencing objects. This success rate is relatively low if the user has no feedback at all about where he is pointing at, but can be significantly increased using graphical or auditory feedback. A success rate of about 80% for AE resolution can be realised in a prototypic evaluation scenario, for details see [6] .
Conclusion
We have presented a system for the fast and easy acquisition of labelled image data for the training of neural classifiers. By this approach, both highly artificial acquisition setups and time consuming hand labelling can be avoided. As an example, we used the evaluation of pointing gestures because images of human hands cannot be acquired in the controlled way of a turntable setup. Instead, images of natural movements were used and pre-structured using a SOM for visualisation. The visualisation makes labelling easy because it "suggests" classes to the user, which have the additional advantage of being classifiable on the signal level. In future work, we hope to extend the system to a larger variety of gestures and the simultaneous recognition of a greater selection of objects.
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