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Einleitung
Die Datenkommunikation ist in den letzten Jahren wesentlicher funktionaler Be-
standteil einer Datenverarbeitungsanlage geworden, so da fast jedes Rechensy-
stemen in ein Netzwerk eingebunden wird. Wahrend die theoretischen Grund-
lagen einer DV-Anlage in Bezug auf ihr Inneres in Forschungsbereichen wie Be-
triebssysteme u.a. ergiebig untersucht wurde, blieb der Bereich der Netzverwal-
tung langere Zeit unbetrachtet.
Aufgrund der geringen Teilnehmerzahl wurden innerhalb dieses Seminars drei
spezielle Aspekte des Netzwerkmanagements in den Blick genommen: Daten-
stromuberwachung, Router-Kongurationen und Ansatze zu verteiltem Netz-
werkmanagement.
Der Herausgeber
Die verspatete Veroentlichung dieser Zusammenfassung beruhte zum Einen auf dem Weggang einer der beteilig-
ten Mitarbeiter und zum Anderem auf unzureichenden Dokumentationsrichtlinien, die das Zusammenbinden in
eine Berichtsform erschwerten. Die Nachfrage nach insbesondere einem der behandelten Themen bewirkte den
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Monitoring von Datenstromen (RMON)
Carsten Voigt
1.1 Einleitung
Im Laufe der letzten Jahre sind viele der klassi-
schen innerbetrieblichen Netze, auch Local Area
Network (LAN) genannt, entstanden, wobei die Da-
tenstrome der LANs mit einer einzelnen Manage-
mentstation kontrollierbar waren. Doch die iso-
lierten LANs wuchsen in groere, meist oentliche
zusammenhangende Netzwerke MANs und WANs
hinein, so da sich nun die Frage nach deren Kon-
trolle stellte.
1.1.1 Der SNMP Standard
In der Internet-Welt, unter Verwendung des
TCP/IP-Protokolls, hat sich mittlerweile ein Stan-
dard durchgesetzt, um Daten in heterogenen Netz-
werken zu sammeln und zu analysieren. Dieser
Standard ist das Simple Network Management Pro-
tocol (SNMP). Durch diesen Standard ist nun das
Management unabhangig von den einzelnen Her-
stellern moglich, sofern diese das SNMP benutzen.
Somit besteht die Moglichkeit auf alle Beteiligten
des Netzwerkes einzugehen.
1.1.2 Denitionen
Bei SNMP und spater bei RMON werden folgende
Denitionen verwendet:
RFC-1155, welches das SMI deniert. Mecha-
nismen zur Beschreibung und Benen-
nung von Objekten; RFC-1212 ist ei-
ne Erweiterung.
RFC-1156, welches die MIB-I (Management In-
formation Base) deniert: die Menge
der managed objects deniert durch
ASN.1. RFC-1213 ist eine Erweite-
rung aufgrund der Erfahrungen mit
MIB-I.
RFC-1157, welches das SNMP (Simple Network
Management Protocol) deniert: Be-
schreibung des Netzwerkzugries.
RFC-1271, welches die Remote Network Monito-
ring Management Information Base
(RMON) deniert: Erweiterung des
SNMP.
1.1.3 Ziele des Remote Network Moni-
toring
Die Stationen in den Segmenten sammeln die Netz-
werkdaten und senden diese zur zentralen SNMP-
Managementstation. Selbst in einer einzelnen Fir-
ma sind auf einer zentralen Station unterschiedli-
che Tools installiert, entsprechend ihrer Funktionen
und Aufgaben.
Eine Datenubertragung kann nur sinnvoll sein,
wenn die beteiligten Stationen und deren Tools sich
"verstehen", d.h. ein Standardformat benutzen.
Mit RMON MIB konnen einheitliche Schnittstel-
len zu anderen Tools deniert werden (Graphische
Ausgabe, Datenbanken, Expertensysteme).
Da in den Segmenten die Netzwerkdaten gesam-
melt werden, wird ein Groteil der Auswertung in
die Segmente verlegt.
) geringere Netzbelastung
) geringere Auslastung der zentralen Station
1.2 Moglichkeiten von RMON
Die Remote Network Monitoring Management In-
formation Base (RMON-MIB) realisiert einen Stan-
dard, um Systemen, die SNMP benutzen, die
Moglichkeit zu geben, die Netzbelastung und die
Datenstrome auszuwerten. Hierzu hat die Inter-
net Engineering Task Force (IETF) beschrieben,
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wie die Daten gesammelt und gespeichert werden
muten, um sie an andere Managementstationen
weiterzugeben. Die RMON MIB bringt einigen
Nutzen, dessen wichtigster es ist, da Stationen
in verschiedenen Segmenten mit einer oder mehre-
ren zentralen SNMP-Managementstationen zusam-
menarbeiten konnen.
Die Zusammenarbeit aller Stationen sieht folgen-
dermaen aus: Eine Managementstation kann ak-
tiv werden, um Auswertungen vorzunehmen. Dazu
fordert sie durch Aufruf einer Funktion die notigen
Daten uber das Netz bei dem Agenten an. Erst
dadurch reagiert der Agent und wird aktiv. Er
behalt diese Aktivitat, bis entweder die Funktion
abgeschlossen ist oder von der Managementstati-
on unterbrochen wird. Eine Ausnahme ist, wenn
im Netzwerk Fehler oder Probleme auftreten, die
der Agent aufgrund seiner Kongurierung erkennt.
Dann wird der Agent selbstandig aktiv.
1.2.1 Oine-Operationen
Es gibt Situationen, bei denen ein permanenter
Kontakt zwischen den Monitoren nicht moglich ist,
aufgrund von Fehlern im Netz oder der zu ho-
hen Kosten z.B. in einem WAN. Der RMON-Agent
kann so konguriert werden, da er selbstandig
Auswertung und Speicherung der statistischen Da-
ten o-line ausfuhren kann, eben genau dann, wenn
die Kommunikation nicht moglich oder nur sehr in-
ezient ist. Diese Daten werden dann spater zur
zentralen Station gesendet.
1.2.2 Vorausschauendes Monitoring
Es ist hilfreich, die Auswertungen und die Ausla-
stungen des Netzwerkes und der beteiligten Statio-
nen fortlaufend zu protokollieren. Die historischen
Daten und Fehler werden abgespeichert, um sie bei
Bedarf erneut anzuschauen und daraus die Ent-
wicklungen der Zukunft abzuleiten. Damit ist aller-
dings auch ein groer Speicheraufwand notwendig,
der sich bei geringer Speicherkapazitat der Station
nachteilig auswirken kann. Ohne diesen Speicher-
aufwand ware ein Netzwerkmanagement nur unzu-
reichend moglich, da keine Entwicklungen der Netz-
werke, sondern nur Zeitpunkte beobachtet werden
konnen.
1.2.3 Das Problem der Fehlererkennung
und des Reports
Der RMON Agent kann so konguriert werden, da
er die Netzwerkprobleme und -fehlermoglichkeiten
kennt und diese fortlaufend kontrolliert. Er infor-
miert daraufhin die zentrale Station. Wird ein Feh-
ler erkannt, informiert der Agent daraufhin die zen-
trale Station in Form eines Reports. Dieser Report
wird je nach Prioritat sofort oder erst auf Abruf zur
zentralen Station gesendet (siehe Alarme).
1.2.4 Hinzufugen der Auswertungser-
gebnisse
Neben dem einfachen Sammeln der statistischen
Daten konnen Auswertungsergebnisse diesen Daten
hinzugefugt werden, indem z.B. Fehler besonders
hervorgehoben werden und es der zentralen Stati-
on leichter gemacht wird, denn die zentrale Station
braucht die statistischen Daten nicht noch einmal
auswerten, dadurch wird ihr Arbeitsaufwand ver-
ringert und im Fehlerfall kann die zentrale Station
schneller darauf reagieren. Hierbei mu man be-
achten, da die zentrale Station mehrere Agenten
verwalten mu und schon dadurch einen erhohten
Aufwand hat.
1.2.5 Abstimmung zwischen mehreren
Managern
Eine Organisation kann durchaus mehrere zentra-
le Managementstationen haben, entsprechend ihrer
speziellen Aufgaben. Der Entwurf des Remote Net-
work Monitoring stimmt auch mehrere zentrale Ma-
nagementstationen aufeinander ab (siehe Kontrolle
der Managementstationen).
1.3 Funktionen der RMON MIB
In dem RMON-MIB-Standard sind neun verschie-
dene Funktionen deniert, die ein Auswerten der
Netzauslastung ermoglichen.
1.3.1 Die statistischen Daten der
Netzauslastung
Diese Gruppe umfat die Daten, welche von den
Agenten in ihren Segmenten gesammelt wurden.
Sie konnen dem Operator auf dem Bildschirm aus-
gegeben werden, damit Aussagen uber die Funkti-
onstuchtigkeit des Netzes gemacht werden konnen.
















Token  Ring  LAN













Heterogenes Netzwerk mit RMON Implementierung_____________________________________________
Abbildung 1.1: RMON im heterogen Netzwerk
redundancy checks), Kollisionen und Verfalschun-
gen eines Ethernets. Die Daten sind enthalten
in der etherStatsTable. Eine spatere Erweiterung
des RMON wird auch den Token-Ring und FDDI
berucksichtigen.
1.3.2 Die historischen Daten
In der Gruppe der historischen Daten werden in
bestimmten Intervallen die Bedingungen in einem
Netzwerk zu einem gegebenen Zeitpunkt gespei-
chert, um sie u.a. von der zentralen Management-
station zu einem spateren Zeitpunkt erneut anzu-
schauen und zu analysieren. Die Intervalle sollten
immer uber den gleichen Zeitraum gewahlt wer-
den, um eine benutzerfreundliche Darstellung zu
ermoglichen, um z.B. einen Vergleich zwischen zwei
verschiedenen Tagen zu erleichtern, bei einem In-
tervall von einem Tag. Diese historischen Daten
werden aus den statistischen Daten gewonnen. Ein
Agent sollte sinnvollerweise nur ein Netzwerk be-
trachten, an dem er angeschlossen ist, da fremde
Daten vom Koppelbaustein (Bridge oder Router)
dieses Segmentes geltert werden. Er speichert in
der historyControlTable Eintrage zur Kongurati-
on, d.h. Schnittstellen, Abfrageintervalle und ande-
re Parameter. Fur kurze Polling Perioden werden
30 Sekunden und fur lange 30 Minuten vorgeschla-
gen. Dadurch werden die Statistiken genormt, die
sich daraus gewinnen lassen und bieten eine bessere
Vergleichsmoglichkeit. Die Daten der historischen
Gruppe sind spezisch fur das Medium eines Ether-
net in der etherHistoryTable gespeichert, parallel
zu den Eintragen in der historyControlTable.
1.3.3 Alarme
In dieser Gruppe werden verschiedene Schwell-
werte angegeben, die in periodischen Intervallen
gepruft werden, um bei Uberschreitung der
Schwellwerte automatisch einen Alarm an die
zentrale Managementstation zu senden. Hierbei
wird die Implementierung der Ereignisgruppe
vorausgesetzt, die die Ereignisse, darunter einen
Alarm generieren kann. Beim Senden eines
Alarms werden Prioritaten vergeben, die je nach
Dringlichkeit zu einem Vermerk in einem Logle
oder zur Alarmierung des Operators fuhrt. Diese
Gruppe steht in der alarmTable. Die Generierung
eines Ereignisses obliegt der Ereignisgruppe. Fur
die Prioritaten konnen Bandbreiten angegeben
werden. Betrachten wir hierzu ein Beispiel:
Wahlen wir das Beispiel der Netzauslastung
(alarmSampleType = \Netzauslastung"):
Angenommen eine Netzauslastung von 15% ist
bei seltenem Auftreten wenig bedenklich, aber
wenn dies hauger vorkommt, mu darauf reagiert
werden. Zudem erfordern 40% eine sofortige
Reaktion, da kaum noch Daten ubertragen werden
konnen. Dann konnen mit RMON zwischen 15%
und 40% ein Alarm mit geringer und uber 40%
mit hoher Prioritat generiert werden, bei folgender
Variablenbelegung:
alarmRisingThreshold = 15% )
Alarm mit Eintrag in Logle
alarmRisingThreshold = 40% )
SNMP-Trap
alarmFallingThreshold = 10% )
Bereitschaft zum Senden eines neuen
Alarms
Wie die Netzauslastung deniert ist, bestimmt
der Manager des Netzwerkes. RMON vergleicht
nur die ihm vorgegebenen Parameter. Die alarm-
FallingThreshold ist notwendig, damit es nicht
in jeder Periode zu einem Alarm kommt, d.h. be-
wegt sich der Wert dauerhaft uber 10%, nachdem
es einen Alarm gegeben hat, dann besteht keine Be-
reitschaft mehr, einen Alarm zu senden, erst wieder
bei Unterschreiten der 10%.
1.3.4 Hosts
Der RMON Agent fuhrt eine Liste der ihm bekann-
ten angeschlossenen Rechner. Wird ein neuer Rech-
ner am Segment angeschlossen, so aktualisiert der
Agent seine Liste, indem er die Hostadresse den Da-
tenpaketen des Netzwerkes entnimmt. In der Liste,
die aus der hostControlTable, hostTable und der
hostTime Table besteht, stehen zudem die statisti-
schen Angaben zu den am Netzwerk aktiven Rech-
ner.
1.3.5 Die groten N Hosts
Die Gruppe der \host top N" erwartet die Imple-
mentierung der Host Gruppe. Damit lat sich ei-
ne Liste der kritischsten Hosts erstellen. Die Ma-
nagementstation setzt die erforderlichen Parame-
ter (hier in Klammern geschrieben). Zum Beispiel
steht in dieser Gruppe eine Liste der 10 (hostTo-
pNRequestedSize = 10) groten Knoten, die an
einem Tag (hostTopNTimeRemaining = 86400
Sekunden) die meisten Daten ubertragen haben.
Diese Gruppe besteht aus der hostTopNControlTa-
ble und der hostTopNTable, wobei die Letztere erst
am Ende des Beobachtungszeitraumes erstellt wird.
1.3.6 Der Datenu im Netzwerk
Diese Matrixgruppe beinhaltet die Kommunikati-
onsdaten von Adressen auf MAC-Ebene (Media Ac-
cess Control = Schicht 2). Aufgrund der in die-
sen Tabellen verzeichneten Ubertragungsraten ist
sofort der Kommunikationsaufwand zwischen den
Hosts ersichtlich. Diese Daten stehen in der ma-
trixSDTable und der matrixDSTable. Parallel dazu
werden in der matrixControlTable der Index, Me-
zeitraum usw. festgehalten. Zum Beispiel wird die
Datenubertragung zu einem ftp-server vielfach ge-
nutzt und in der Matrix-Gruppe angezeigt. Der
Netzwerkmanager kann entsprechend darauf rea-
gieren.
1.3.7 Die Filterung der Pakete
Die \Packet Filter Group" erlaubt die Ubertragung
von Paketen, mit allen unterschiedlichen spezi-
schen Formaten, um Daten oder Ereignisse aufzu-
fangen oder zu ubertragen. Die Formate mussen
in der lterTable bekannt gemacht werden. Die
Kanale entsprechen logischen Datenstromen. Mit
zunehmender Anzahl der Filter, bzw. der aktiven
Filter wird sich die Belastung des Agenten steigern,
denn er wird versuchen, ein ankommendes Paket in
entsprechend viele Kanale zu schicken. Man sollte
sich bei der Einrichtung der Filter auf die Forma-
te beschranken, die in den Segmenten verwendet
werden. Um die Kommunikation zwischen der Ma-
nagementstation und dem Agenten zu ermoglichen,
mussen beide ihre passenden Filter aktiv halten.
Diese Gruppe steht in der lterTable und der chan-
nelTable.
1.3.8 Auangen der Pakete
In dieser Gruppe werden die Pakete aufgefangen,
die den Filtermatch der Filtergruppe bestanden ha-
ben. Die buerControlTable kontrolliert die aufge-
fangenen Pakete aus einem Kanal (Kennummer des
Kanals, Groe des Datenstromes usw.). Diese Pa-
kete werden in die captureBuerTable eingetragen.
Sie enthalt eine Liste der aufgefangenen Pakete aus
einem Kanal, parallel zu den Eintragen in der buf-
ferControlEntry. Diese Gruppe benotigt die Filte-
rung der Pakete.
1.3.9 Die Ereignis Gruppe
Es werden alle Auswertungsergebnisse und Daten
in der eventTable und der logTable festgehalten,
die der RMON Agent an eine oder mehrere zentra-
le Managementstation gesendet hat. Zudem steht
dem RMON Agenten die Moglichkeit oen, alle Er-
eignisse zu speichern. Es besteht die Moglichkeit
auf ein Ereignis in folgender Weise zu reagieren:
1. Ereignis ignorieren,
2. Eintrag ins Logle,
3. Senden eines SNMP-Trap, oder schlielich
4. SNMP-Trap und Logle-Eintrag.
In der eventCommunity steht die Senke (z.B. Ma-
nagement Station), zu der der Trap gesendet wer-




1.4 Die Kontrolle der RMON
Stationen
Aufgrund der komplexen Struktur aller moglichen
Funktionen, benotigen diese in den meisten Fallen
eine Konguration durch den Benutzer. Solche
Operationen funktionieren erst dann, wenn deren
Parameter gesetzt wurden zum Sammeln der Da-
ten. Im weiteren Verlauf werden die Parameter
durch die Auswertungsergebnisse verandert. In den
oben beschriebenen Funktionen gibt es die Men-
ge der Kontrollparameter im ReadWrite{Mode ei-
nerseits und andererseits Readonly{Mode diejeni-
ge, wo die Daten und Ergebnisse gespeichert wer-
den. An diesem Punkt stellt sich die Frage, wie
eine gute Kontrolle gewahrleistet wird, wenn vie-
le Managementstationen im Netz existieren. Eine
Funktion beansprucht meist Ressourcen der Aus-
wertung und Speicherung. Nun mussen diese Res-
sourcen auf mehrere Managementstationen verteilt
werden.
1.4.1 Teilung der Ressourcen
Wenn viele Managementstationen eine RMON-
Funktion benutzen mochten und diese nur auf ei-
ne beschrankte Menge der Ressourcen zuruckgrei-
fen kann, ist eine Teilung und Verwaltung notwen-
dig.
Dies beinhaltet zum Beispiel folgende Koniktsi-
tuationen :
1. Zwei Managementstationen wollen gleichzeitig
eine Ressource belegen, welches zusammen die
Kapazitat des Gerates ubersteigt (CPU, Da-
tenleitung.)
2. Uber einen langeren Zeitraum werden die
Ressourcen von einer Managementstation
blockiert.
3. Blockierte Ressourcen werden nicht mehr frei-
gegeben, z.B. durch einen Absturz der Mana-
gementstation oder Unterbrechung der Daten-
leitung. Diese Ressourcen konnen nicht mehr
von Anderen benutzt werden.
Durch die RMON-MIB werden Mechanismen zur
Verfugung gestellt, mit denen diese Konikte ver-
mieden werden, oder zumindest deren Behebung
unterstutzt wird. Hierzu bekommen die Funktio-
nen einen Label mit dem der Besitzer identiziert
werden kann. Dieser Label wird gesetzt, um fur die
folgenden Moglichkeiten zu sorgen :
1. Eine Managementstation "erinnert" sich an
seine Ressource und entscheidet uber deren
weiteren Gebrauch.
2. Ein Netzwerk-Operator ndet den Besitzer zu
einer belegten Ressource und kann diese, falls
notwendig, wieder freigeben.
3. Ab der Initialisierung wird von der Manage-
mentstation jede Ressource protokolliert, die
bisher belegt wurde und kann zudem uber de-
ren weitere Verwendung entscheiden.
Es ware wunschenswert, wenn die Management-
station ein einheitliches Format im Label der Res-




Mit diesen Informationen kann eine Ressource
dem Benutzer besser zur Verfugung gestellt wer-
den. Gelegentlich konnen die Gerate selbstandig
aktiv werden, u.a. durch ein "Set up". Daraufhin
bekommt der Label den Vermerk "Monitor". Wird
eine Funktion durch eine Managementstation an-
gefordert, sollte erst in der Kontrolltabelle nachge-
schaut werden, welche Ressourcen zur Verfugung
stehen und ob deren Funktionen von mehreren
Managementstationen gleichzeitig verwendet wird.
Dadurch mu verhindert werden, da eine Res-
source bei gleichzeitigem Gebrauch geandert oder
geloscht wird.
1.4.2 Kongurierung der Funktionen
Um Funktionen neu zu kongurieren oder zu er-
weitern, werden in den Funktionstabellen neue Zei-
len hinzugefugt. Hierbei lost die Managementsta-
tion die Operation aus und der Agent pruft die
neuen Parameter mit dem ihm vorgegebenen Ein-
schrankungen der MIB. Hier gibt es zwei Moglich-
keiten:




Tritt bei der Prufung ein Fehler auf, so sendet der
Agent eine Fehlermeldung. Bei einer einzelnen Ver-
sendung der Parameter wird von der Management-
station sofort der fehlerhafte Parameter erkannt,
im Gegensatz zur Blockversendung, wo der ganze
Block wiederholt werden mu. Wenn die Parameter
nur gemeinsam eingetragen werden durfen, ist eine
Blockversendung notwendig, um Inkonsistenzen zu
vermeiden. Wollen mehrere Managementstationen
gleichzeitig einen Tabelleneintrag andern, so setzt
die Erste ein Flag und die Nachfolgenden bekom-
men eine Fehlermeldung.
1.5 Aussicht in die Zukunft
Da die RMON-MIB in RFC1271 nur fur das Ether-
net deniert wurde, ist es notwendig diese auch fur
Token-Ring und FDDI zu entwickeln, denn die mei-









Die maximale physikalische Ausdehnung eines
LANs ist durch verschiedene Einschrankungen, wie
Gute des Mediums, Anzahl Verstarker usw. be-
stimmt. Ferner besteht oft die Notwendigkeit
des Zusammenschlusses mehrerer LANs, welche hi-
storisch bedingt von unterschiedlicher Technologie
sind. Zum Beispiel konnen in verschiedenen Insti-
tutionen LANs vom Typ Ethernet und Token-Bus
vorliegen, welche es zu koppeln gilt. Die Schaf-
fung eines logischen Gesamt-LANs und die Uber-
bruckung groer Distanzen fuhrt zum Begri des
Internetworkings. Es existieren 4 Internetwor-
king Geratetypen zur Realisierung der oben ge-
nannten Aufgaben, die zusammenfassend in Bild
2.1 dargestellt sind:
a) ein Repeater (z.B. Ethernet-Ethernet),
b) eine Brucke (z.B. Ethernet-Token-Bus),
c) ein Router (z.B. Token-Bus-X.25),
d) ein Gateway.
2.2 Der Repeater
Der Repeater arbeitet bitweise, meist bidirektio-
nal auf OSI Schicht 1. Repeater sind nicht intel-
ligent, d.h. sie besitzen keine Softwaresteuerung
und daher erfolgt ein blindes Kopieren ankommen-
der Daten. Ein Repeater vergroert die Reichweite
von physikalischen Signalen und mu nicht kon-
guriert werden. Der Nachteil des Repeaters besteht
darin, da eine Verbindung nur moglich ist, wenn
identische LAN vorhanden sind.
2.3 Das Gateway
Wenn die Struktur der zu verbindenden LANs ab
Schicht 3 (bzw. aufwarts) unterschiedlich ist, kann
man eine Kopplung nur durch Gateways vorneh-
men. Da es maximal 7 Schichten von jedem LAN
(in Summe also 14) besitzt, ist das Gateway re-




Eine einfache Brucke dient zur Verbindung zwei-
er LANs, so da alle Ressourcen auf allen ange-
schlossenen Netzwerken zur Verfugung stehen, ist
der OSI Schicht 2 zuzuordnen und arbeitet paket-
weise. Eine langenmaige Erweiterung eines LANs
durch eine Brucke ist unbegrenzt. Sie ist protokoll-
transparent, d.h. der Inhalt der Pakete spielt keine
Rolle. Ihre Leistung wird gemessen in der Weiter-
beforderungsrate und der Filterrate. Als Grunde
fur den Einsatz einer Brucke waren etwa zu nennen,
die Aufteilung eines LANs ist erforderlich, um die
Belastung zu verteilen, die Entfernung der LANs
ist gro, Sicherheitsanforderungen (Filterung von
Paketen) usw.
2.4.2 Funktionsprinzip
Wie in Abbildung 2.2 verdeutlicht, will Host A ein
Paket versenden. Das Paket fallt in die LLC (Logi-
cal Link Control) Teilschicht hinab und erhalt einen
LLC Nachrichtenkopf. Es erfolgt einWeiterfallen in
die MAC (Medium Access Control) Teilschicht und
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Abbildung 2.2: Funktionsweise einer LAN-Brucke von 802.3 nach 802.4 (x=802)
geht das Paket uber die Bitubertragungsschicht
auf das Kabel und kommt in der MAC Teilschicht
der Brucke an. Dort wird der 802.3 Nachrichten-
kopf entfernt und das Paket wird an die LLC der
Brucke ubergeben. Nun erfolgt ein Hinunterfallen
des Pakets in die MAC Teilschicht der Brucke und
ein Anhangen eines 802.4 Nachrichtenkopfes usw.
Grundlegend fur die Funktionsweise der Brucke ist,
da wenn sie k unterschiedliche LANs verbindet,
mu sie auch k verschiedene MAC und Bitubertra-
gungsschichten besitzen. Bei der Kopplung mussen
jedoch Probleme wie unterschiedliche Rahmenfor-
mate bzw. Rahmengrossen, verschiedene Ubertra-
gungsraten usw. beachtet werden.
2.4.3 Formen von Brucken
Transparente Brucken
Das Anliegen bei der Entwicklung dieses Brucken-
typs lag darin, vollige Kompatibilitat zu erreichen
und eine Installation uberussig zu machen. Die
Brucke besitzt eine Tabelle (meist Hash-Tabelle),
worin alle Ziel-LANs enthalten sind. Nach dem
Einbau der Brucke ist diese Tabelle leer und sie
mu nun alle Ziele im Netzwerk lernen. Dafur steht
der Flutalgorithmus (beruht auf Weitergeben des
Pakets an alle angeschlossenen LANs bei Nichtken-
nen des Ziels) oder der Algorithmus des spannen-
den Baumes zur Verfugung. Hierbei ubertragt jede
Brucke aller paar Sekunden ihre Kennung. Aus der
so entstehenden Menge von Kennungen konnen alle
Brucken im Netz alle Ziele lernen.
Brucken mit Quellenleitwegbestimmung
Voraussetzung hierbei ist, da jeder Sender eines
Rahmens wei, ob das Ziel in seinem eigenen LAN
liegt, oder nicht und den genauen Leitweg zum Ziel
kennt. Diese Leitwege werden mit sog. Rundsen-
derahmen ermittelt, welche periodisch durch das
Netz geschickt werden.
Vergleich der Bruckenformen
Der Vorteile einer transparenten Brucke liegen dar-
in, da keine Installation notwendig ist, da ein
Selbstlernen der Zieladressen erfolgt und da eine
volle Kompatibilitat zu allen 802.x LANs gegeben
ist. Ein Nachteil ware hierbei etwa, da eine Dopp-
lung einer Identikationsnummer schwer erkennbar
ist. Im Gegensatz zur transparenten Brucke nutzt
die Brucke mit Quellenleitwegbestimmung den op-
timalsten Leitweg und es kann eine Lastenauftei-
lung durch eine Parallelschaltung erzielt werden.
Als Nachteile waren hier etwa die Nichttransparenz
und die Inkompatibilitat zu nennen.
2.5 Der Router




























Abbildung 2.3: Topologie eines Netzes und
Routing-Tabelle fur Knoten \D"
2.5.1 Allgemeines
Der Router ist wie die Brucke ein bidirektionaler
Empfanger-Sender jedoch der OSI Schicht 3 zuzu-
ordnen. Es erfolgt eine Interpretation der Adre-
angaben innerhalb des Pakets zu Routingzwecken.
2.5.2 Funktionsprinzip
Genauer wird der Nachrichtenkopf von jedem Pa-
ket interpretiert, herausgenommen und aus den
Routingtabellen (Abb.3) ein vollig neuer Schicht 2
Nachrichtenkopf zusammengebaut und dem Paket
hinzugefugt. Jetzt erfolgt ein Weiterschicken des
Pakets in Richtung Ziel-LAN.
Der ankommende Schicht 2 Nachrichtenkopf
kann sich hierbei vollig von dem weitergeschickten
unterscheiden, je nach dem, welche Protokolle auf
Quell- und Ziel-LAN vorliegen. Ein durchschnitt-
licher Router ist in der Lage, 5 - 20 verschiedene
Protokolle zu erkennen. Zur Verdeutlichung der
Funktionsweise eines Routers mochte ich hier ein
kleines Beispiel aus dem taglichen Leben anfuhren.
Man stelle sich vor, A mochte einen Brief an B
schicken. Nach dem Schreiben bringt A den Brief
zur Post und der Postbeamte bestimmt die beste
Route fur den Brief, ohne jedoch den Inhalt zu le-
sen. Daraufhin legt der Postbeamte den Brief in
einem speziellen Postsack ab und schickt ihn zum
nachsten Postamt usw., bis der Brief in seinem Be-
stimmungspostamt ankommt. Der Brief wird aus-
geliefert und B erhalt ihn, ohne die genaue Rou-
te des Briefes zu kennen. Ebenso funktionieren
Router, welche man in diesem Beispiel mit den
Postamtern gleichsetzen mu.
Woher wei nun der Router, zu welchem Rou-
ter er das Paket weiterleiten soll ? Dies fuhrt
uns zur Untersuchung der Leitwegbestimmungsal-
gorithmen von Routern.
2.5.3 Leitwegbestimmungsalgorithmen
Leitwegbestimmungsalgorithmen (LBA) fur Router
teilen sich in adaptive (es erfolgt eine standige An-
passung an Anderungen der Netztopologie) und in
nicht adaptive (alle Leitwege werden beim Hoch-
fahren des Netzes berechnet). Die exiblere Form
der LBAs stellen sicher die adaptiven Algorithmen
dar, welche in Form von zentralisierten und isolier-
ten Algorithmen realisiert werden.
Die zentralisierte Leitwegbestimmung (LB)
basiert auf einem RCC (Routing Control Center),
welches ab und zu Informationen uber die aktuellen
Nachbarn, Warteschlangen und den verarbeiteten
Datenverkehr an alle Router im Netz sendet. Das
RCC berechnet alle optimalen Leitwege und ver-
teilt sie dann wie oben beschrieben an alle Router.
Probleme konnen hierbei auftreten, wenn das RCC
absturzt, was fatale Folgen haben kann.
Die isolierte LB geht davon aus, da wenn ein
Paket mit unbekanntem Ziel auftaucht, es so schnell
wie moglich an einen Ausgang mit kurzer Warte-
schlange geschoben wird (Hot Potato-Technik).
Ist das Ziel bekannt, wird das Paket korrekt an den
jeweiligen Router weitergeleitet. In diesem Proze
merkt sich der Router die Quellen aller ankommen-
den Pakete, um sie spater als Ziele verwenden zu
konnen. Es erfolgt somit ein Ruckwartslernen aller
Leitwege. Die Form der Abspeicherung der Leitwe-
ge erfolgt wie bei Brucken mittels Hash-Tabellen.
2.5.4 Formen von Routern
Es gibt bei Routern die oben beschriebene einfache
Form und die Mischform des Brouters, bei dem
die Vorteile der Brucke und des Routers vereinigt
wurden. Der Brouter arbeitet auf den Schichten 2
und 3 und ist in der Lage ein Paket, welches nicht
geroutet werden kann, mit den Mitteln einer Brucke
weiterzuleiten.
2.6 Zusammenfassung
Das Internetworking gewinnt immer mehr an Be-
deutung, da die Anzahl der LAN-Installationen
standig zunimmt. Nur eine strenge Normung von
der Kommunikationsumgebung gewahrleistet eine
hohe Zuverlassigkeit des Gesamtnetzes. Anhand
der OSI Schichten werden Internetworking-Gerate







Im Zuge der Entwicklung zu immer komplexe-
ren Netzwerken und verteilten Applikationen1 ist
das Konzept einer zentralen Netzwerkverwaltung
an seine Grenzen gestoen. Die naheliegende
Losung liegt in einem verteilten Netzwerkmanage-
ment (NM), dessen Prinzip in der Aufteilung der
Management-Software und -Daten auf mehrere
Management-Server entsprechend den Anforderun-
gen des Verarbeitungsprozesses besteht. Diese Aus-
arbeitung soll einen Uberblick uber den Grund-
aufbau eines verteilten NM-Systems, uber die her-
stellerubergreifenden Standardisierungsbemuhun-
gen der Open Software Foundation (OSF) und uber
die aktuellen Systeme am Markt geben.
3.2 Einleitung
Wahrend das erste verteilte NM-System Openview
von HP, das 1988 herauskam, allgemein noch als
Vorgri auf die Zukunft bewertet wurde, brach-
ten die anderen fuhrenden Netzwerkanbieter bereits
kurze Zeit spater eigene verteilte NM-Systeme auf
den Markt (siehe Inhaltsverzeichnis). Wem wurde
es gelingen, die Standards fur die 90er Jahre zu set-
zen? Ein Hersteller allein ware wohl kaum in der
Lage, die wichtigsten Forderungen an ein moder-
nes verteiltes NM-System, wie allseitige Kompatibi-
litat, Herstellerunabhangigkeit, Flexibilitat, Trans-
parenz und vor allem das Setzen und Unterstutzen
von Standards, zu erfullen. Deshalb befat sich
ein machtiges Firmenkonsortium, die Open Soft-
ware Foundation (OSF), die ursprunglich mit dem
Ziel gegrundet wurde, eine Industriestandardversi-
on von UNIX zu entwickeln, mit der Entwicklung
und Festlegung von Standards fur verteiltes NM
und mit der Denierung entsprechender verteilter
1
z.B. Anwenderprogramme
System- bzw. Managementumgebungen, die diese
Standards implementieren.
3.3 Grundaufbau verteilter NM-
Systeme
Moderne verteilte NM-Systeme sind meist in einer
Client2-Server-Architektur aufgebaut (siehe Abbil-
dung 3.1). Die einzelnen Komponenten und ihre
Funktionen:
Management-Server Hauptkomponente; spei-
chern Management-Daten und arbeiten den
Groteil der Management-Software ab; tau-
schen Daten mit Clients, Applikationen und
Agents 3 aus;
verwendetes Kommunikationsverfahren: Re-
mote Procedure Call (RPC); 4
RPC ist eine erweiterte Form des normalen
Unterprogrammaufrufes, wie er in den mei-
sten modularen Programmsystemen verwen-
det wird. In einer RPC-Umgebung konnen
sich Programmodule, die sich in verschiedenen
Rechnern benden, gegenseitig aufrufen sowie
Argumente und Resultate einander ubergeben.
Vorteile des RPC: Ressourcen konnen leicht
und ohne Umcodieren lokalisiert werden. Die
Abarbeitung von Applikationen wird verteilt
durchgefuhrt. Mit RPC wird das verteilte
Management-System optimal in das zu ver-
waltende verteilte System integriert. Kon-
ventionelle Management-Protokolle wie CMIP
(Common Management Information Protocol)
2
Benutzerzugang zu den Management-Diensten ermogli-
chender Rechner,z.B. PC als Endgerat
3

















Abbildung 3.1: Verteiltes NM auf einen Blick
oder SNMP (Simple Network Management
Protocol) werden durch Unterprogrammauf-
rufe zwischen den Agents und dem Rest des
Systems ersetzt. RPC schranken den Netz-
verkehr ein, d.h. die verwalteten Gerate
(z.B. Router) werden weniger mit der Abwick-
lung der Kommunikation belastet und konnen
mehr Leistung erbringen als mit einfacheren
Management-Protokollen. Problematisch ist
bei RPC das Fehlen von Industriestandards.
Ein weiterentwickeltes Kommunikationsver-
fahren stellt das Message Passing dar (anstelle
von oder in Verbindung mit RPC).
Es wurde speziell fur objekt-orientierte Soft-
ware entwickelt. Im wesentlichen kommuni-
zieren die Objekte durch hin- und hersen-
den von Nachrichten, die Routinen (sogenann-
te Methoden) beinhalten. Nach Meinung der
OSF ist Message Passing das zukunftstrachtig-
ste Kommunikationsverfahren in einer objekt-
orientierten Umgebung.
In manchen Systemen konnen Server nur uber
zwischengeschaltete, herstellerspezische Ele-
mentmanager mit den Netzressourcen in Ver-
bindung treten. Das ist das Haupthindernis
fur die Schaung von Multivendorsystemen 5.
Management-Clients ermoglichen den Zugang
zu den Management-Diensten fur Benutzer
und Applikationen; konnen im gunstigsten Fal-
le PCs oder Workstations mit unterschiedli-
chen Betriebssystemen (UNIX, OS/2, DOS,
Macintosh) und von verschiedenen Herstellern
sein; Sie bieten eine graphische Benutzerober-
ache (Graphical User Interface|GUI), die
meist auf X-Windows basiert.
Management-Agents i.a. Softwaremodule, die
in den verwalteten Netzressourcen gespeichert
sind; Sie sammeln Management-Daten und
ubertragen sie paketweise auf der Basis von
SNMP, CMIP oder dem fortschrittlichen RPC
zu den Management-Servern.
verteilte Directories werden benotigt, damit
das verteilte Management-System den Uber-
blick uber seine zahlreichen Komponenten
behalt; ermoglichen eine eindeutige Zuordnung
der Komponenten zu einem Namen, der im
gesamten Netz gultig ist und damit einen Da-
teizugri von uberallher im Netz
5
Systeme,die aus Geraten und Software verschiedener
Hersteller bestehen oder die zu Systemen anderer Anbieter
kompatibel sind
Datenbank speichert und aktualisiert samtliche
Daten uber Konguration und Bestand des
Netzes und stellt sie den Management-
Servern zur Verfugung; Meist werden
relationale Datenbanken verwendet, zu-
kunftstrachtiger sind jedoch objekt-orientierte
Datenbankmanagement-Systeme. Problem:
Es ist zwar moglich, ein vollstandiges Daten-
banksystem auf mehrere Server zu kopieren,
aber Datenbanken auf verschiedenen Servern
konnen sich noch nicht gegenseitig durch
Anderungsmeldungen aktualisieren, d.h. re-
lationale Datenbanken konnen Daten nicht
partiell kopieren. Jedesmal mu die gesamte
Datenbank ubertragen werden. Sie stellt zur
Zeit also die Achillesferse des verteilten NM
dar, denn die gesamte Datenbank mu sich
in einem Server benden. Dieser Server kann
bei Wide Area Networks (WANs) schnell zu
einem Leistungsengpa werden.
Sicherheit Verhinderung des unbefugten Zugangs
zum Netz und Sicherstellung der Vertraulich-
keit der Daten
1. Benutzerauthentikation an den Clients
Passwordverfahren haben sich fur ho-
he Sicherheitsanforderungen als unzurei-
chend erwiesen. Besser geeignet sind
kryptographische Verfahren, wie das vom
Massachusetts Institute of Technology
(MIT) entwickelte System Kerberos.
2. Serverauthentikation
soll verhindern, da mit einem unbefug-
ten Rechner ein Server simuliert werden
kann; Hacker konnten sonst die Kontrolle
uber sensible Netzbereiche erlangen.
3. Sicherheit der Kommunikation zwischen
Management-Servern und Agents
erforderlich fur vertrauliche Daten und
um zu verhindern, da Agents von Unbe-
fugten manipuliert werden, um verwalte-
te Gerate zu beeinussen, z.B. um deren
momentane Operation zu unterbrechen
Das Hauptziel besteht darin, Hardware und Soft-
ware verschiedener Hersteller zu einem verteilten
NM-System vereinen zu konnen, die Management-
Software aufzusplitten und auf mehrere vernetzte
Server zu verteilen.
Verteiltes NM bietet eine Reihe von Vor-
teilen:
 mehrere vernetzte Workstations und PCs stel-
len mehr Leistung zu niedrigeren Kosten zur
Verfugung als Zentralrechner
 besser an veranderte Anforderungen anpabar
 Portierbarkeit der Management-Software und
der Applikationen
 erheblich gesteigerte Ausfallsicherheit
 an den Clients steht eine einheitliche graphi-
sche Benutzeroberache zur Verfugung
 Management-Daten und Softwarewerkzeuge
sind uberall im Netz gleichermaen verfugbar
 die Entwicklung kompatibler Systeme und
Gerate wird zur Notwendigkeit und damit be-
schleunigt
 Zwang zur Standardisierung der Komponenten
und Verfahren
3.4 Wer setzt die Standards?
Bisher wurden Industriestandards, wenn uber-
haupt, von den groten Unternehmen der Branche
(z.B. IBM) festgelegt und basierten auf OSI6. Mitt-
lerweile beschaftigen sich groe Firmenkonsortien,
wie die Open Software Foundation (OSF) und { in
geringerem Mae { UNIX International (UI) mit
dieser Aufgabe. Die OSF entwickelte die im fol-
genden vorgestellten Umgebungen DCE und DME.
UI arbeitet an einer Spezikation fur verteiltes Ma-
nagement als Teil des Systems Atlas.In Fachkreisen
vermutet man, da es ahnliche Merkmale wie DME
besitzen wird. Ob das Atlas-System allerdings ei-
ne ebenso groe Unterstutzung durch die Industrie
erfahren wird, ist ungewi.
3.4.1 Distributed Computing Environ-
ment (DCE)
DCE stellt Applikationen und Benutzern ein umfas-
sendes und konsistentes System von Kommunikati-
onsdiensten zur Verfugung. Die Umgebung ist her-
stellerunabhangig gegenuber Betriebssystem und
Netzwerk. Besonders hervorzuheben ist die Kom-
patibilitat zu den meisten existierenden Benutzer-
umgebungen und verteilten Systemen, wodurch ei-
ne der Hauptforderungen der Industrie, namlich die
Unterstutzung bestehender und die Festlegung neu-
er Standards, erfullt wird. Deshalb hat sich eine
6
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Reihe von Firmen, unter anderen IBM, DEC, HP,
Groupe Bull (F) und Siemens, fur DCE entschie-
den.
Architektur
DCE ist nach einem Bottom-up-Schichtenmodell
aufgebaut (siehe Abbildung 3.2). Fur die Appli-
kationen als oberste, aufgesetzte Schicht erschei-
nen die vielgestaltigen Dienste als ein homogenes
logisches System. Die physikalische Komplexitat
der Netzumgebung wird verborgen. Alle Dienste
konnen sowohl einzeln, als auch kombiniert be-
nutzt werden. Sicherheit und Management um-
rahmen die ubrigen Dienste und stehen ihnen zur
Verfugung. Fur die Kommunikation zwischen Ap-
plikationen wird RPC verwendet.
Die Dienste sind in 2 Kategorien unterteilt:
1. fundamentale verteilte Dienste: bieten Pro-
grammierwerkzeuge fur die Entwicklung von
Benutzerdiensten und Applikationen
2. Data-Sharing-Dienste:7 bauen auf den funda-
mentalen Diensten auf und ermoglichen eine
bessere Datennutzung
Merkmale und Vorteile der fundamentalen
Dienste
RPC Grundprinzip: einzelne Prozeduren einer
Applikation laufen auf einem beliebigen Rech-
ner im Netz, RPC dezentralisiert also die
Ausfuhrung der Applikationen; RPC garan-
tiert mehr Leistung, Einfachheit, Netzwerk-
unabhangigkeit und Portabilitat der Softwa-
re sowie Unabhangigkeit vom verwendeten
Transportdienst. Sowohl verbindungsloser als
auch verbindungsorientierter Transport wer-
den unterstutzt. RPC ermoglicht die ezien-
te Bewaltigung groer Datenmengen durch die
Zulasssung unbegregrenzter Variablengrossen.
Die Internationalisierung wird durch Datenty-
pen fur sehr umfangreiche Zeichensatze, wie
Japanisch, Arabisch und Chinesisch, gefordert,
entsprechend den Standards der ISO.
Darstellungsdienste verbergen die Unterschiede
in der Datenreprasentation bei verschiedenen




Threads sind Teilprozesse, die einem Proze Pro-
zessorzeit zuteilen und eine quasiparallele Ver-
arbeitung ermoglichen, da sie unabhangig
voneinander ablaufen. Beispielsweise kann
wahrend der eine Thread einen RPC ausfuhrt,
ein anderer eine Benutzereingabe verarbeiten.
Der Threads-Dienst beinhaltet Operationen
fur die Erzeugung und Steuerung mehrerer
Threads in einem Proze und fur die Synchro-
nisierung des Zugris auf globale Daten in-
nerhalb einer Applikation. Dadurch kann ein
Server-Proze gleichzeitig mehrere Clients be-
dienen und andererseits auch ein Client mit
mehreren Servern zusammenwirken. Dieser
Dienst unterstutzt damit einen transparenten
Mehrprozessorbetrieb.
Zeit Dienst zur prazisen, fehlertoleranten Synchro-
nisierung der Systemuhren aller Rechner im
Netz; Viele Applikationen benotigen eine Zeit-
basis, um Operationen zeitlich zu koordinie-
ren und in eine Reihenfolge zu bringen. Durch
diesen Dienst bekommt also jedes Gerat im
Netz Informationen daruber, ob seine eige-
ne Systemzeit korrekt ist. Die Zeit fur die
Ubertragung dieser Daten wird vernachlassigt.
Um das Network Time Protocol (NTP) zu un-
terstutzen, ist auch eine Verwendung von Zeit-
signalen externer Quellen vorgesehen.
Naming unterstutzt verteilte Directories; Samt-
liche Betriebsmittel innerhalb der verteilten
Umgebung erhalten einen eindeutigen und
nach einem einheitlichen Muster festgelegten
Namen. Uber diesen Namen konnen die Res-
sourcen eindeutig identiziert werden und der
Zugri auf sie kann ohne Kenntnis der eigent-
lichen Position erfolgen. Das verteilte Direc-
torysystem basiert auf X.500, das Naming auf
dem Distributed Name System (DNS) von Di-
gital Equipment.
Sicherheit In den meisten konventionellen Time-
Sharing-Systemen ubernimmt das Betriebssy-
stem die Bestatigung der Identitat eines Be-
nutzers und der Zugangsberechtigung. In ei-
ner verteilten Umgebung wird dafur ein ei-
genstandiger Dienst benotigt, der vom ge-
samten Netz aus aufgerufen werden kann.
Die Authentikation8 basiert auf dem Ker-
beros-System des MIT, einem kryptographi-
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Abbildung 3.2: Architektur der Distributed Computing Environment
schen Verfahren, das eine hohere Sicherheit
als Passworter gewahrleistet. Fur die Rege-
lung des Zugris auf die Ressourcen stehen
Autorisations-Tools zur Verfugung, die auch
die entsprechenden Kontrolldaten verwalten.
Das User-Account-Management wird von der
sogenannten User Registry ubernommen, ein
System, das eine Datenbank mit den Benutzer-
zugangsdaten verwaltet und die Eindeutigkeit
und Genauigkeit der Benutzernamen und Co-
deworter uberall im Netz gewahrleistet. Siche-
re RPCs ermoglichen die Erkennung von Nach-
richtenverfalschungen und sichern die Vertrau-
lichkeit der Daten.
Merkmale und Vorteile der Data-Sharing-
Dienste
Distributed File System 9 verbindet die Datei-
systeme einzelner Rechner uber eine einheit-
liche Schnittstelle; ermoglicht einen eben-
so leichten globalen wie lokalen Dateizugri;
Ein protokollgestutztes physisches Dateisysy-
tem erhoht durch die Moglichkeit einer schnel-
len Wiederherstellung nach einem Serveraus-
fall die Zuverlassigkeit. Dateien und Directo-
9
verteiltes Dateisystem
ries werden unmittelbar auf mehrere Rechner
kopiert, was permanente Verfugbarkeit der ge-
speicherten Daten im Netz, selbst bei Ausfall
einzelner Gerate, ermoglicht. Die Sicherheit
wird durch Access Control Lists (ACL), die
den Zugri auf Dateien uberwachen, und einen
sicheren RPC-Dienst gewahrleistet. Das Pro-
blem des Zugris auf entfernte Dateien wird
vom Distributed File System unabhangig von
deren Groe, Position im Netz und Typ der
verwendeten Hardware gelost. Fur den Benut-
zer stellt es sich wie ein lokales Dateisystem
dar. Der Dateizugri kann uber einen einheit-
lichen Dateinamen vom gesamten Netz aus er-
folgen. Es ist kompatibel zum Network File
System (NFS) von Sun Microsystems.
Diskless Support Unterstutzung von Workstati-
ons ohne Festplatte
PC-Einbindung Unterstutzung von Desktop-
Geraten; PCs unter den Betriebbsyste-
men DOS, OS/2, DOS mit Windows und
Macintosh-PCs konnen in UNIX-Systeme und
andere DCE-kompatible Systeme integriert
werden. Weiterhin stehen den Software-
Entwicklern Application Program Interfaces
(APIs) zur Verfugung, die die Entwicklung
verteilter Applikationen fur PCs erleichtern.
Die DCE-Directory-Dienste ermoglichen auch
PC-Benutzern einen einfachen Zugang zu
verteilten Daten und Rechenkapazitaten im
Netz.
Standards Folgende Standards werden un-
terstutzt:
1. OSI-Standards
2. ISO10-Standards: u.a. ROSE (Remote
Operations Service Element), ACSE (As-
sociation Control Service Element), Di-




4. X/Open-Richtlinien fur Directory- und
Transportdienste:
XTI (X/Open Transport Interface)
5. oen fur die Implementierung neuer Stan-
dards
DCE wird als Quellencode in Standard-C gelie-
fert und ist damit auf unterschiedliche Systemum-
gebungen (z.B. VMS) portierbar. Einen Nachteil
besitzt die Umgebung jedoch: Es wird eine neue,
kompliziertere Ebene von Problemen beim Mana-
gement verteilter Systeme geschaen. Speziell fur
diesen Anwendungsbereich entwickelte die OSF die




Mit der DME hat die OSF einen wichtigen, wenn
nicht sogar den wichtigsten Standard der 90er Jahre
fur das eektive Management oener verteilter Sy-
steme geschaen. Bereits heute erfahrt DME eine
breite Unterstutzung durch die Industrie.
Architektur der DME
Die DME basiert auf DCE und ist grotenteils als
objekt-orientierte Software implementiert, was zu
modularen exiblen Losungen bei den Applikatio-
nen fuhrt und die Integrierung von Management-
Applikationen verschiedener Hersteller erleichtert.
Daten und Operationen sind in Objekte klassi-
ziert. Alle DME-Managementoperationen konnen
10
International Organization for Standardization
11
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uber die Kommunikation mit Objekten ausgefuhrt
werden. In der DME gibt es im wesentlichen zwei
Arten von Objekten (Managed Objects): herstel-
lerkompatible Objekte (z.B. Server) und hersteller-
spezische Objekte (z.B. eine spezielle Softwarever-
sion fur Router X). Diese Menge von Objekten kann
beliebig erweitert werden.
Management Request Broker (MRB)
ermoglichen die Kommunikation zwischen
Applikationen, Agents und Objekt-Servern;
nehmen Anforderungen an Objekte an,
lokalisieren die Objekte und geben die Anfor-
derungen weiter;
2 Typen von MRBs:
Typ 1 unterstutzt SNMP und CMIP und sam-
melt Management-Daten der Netzressourcen;
bietet eine Standard-Programmierschnittstelle
zu SNMP und CMIP (CM-API 12 bzw. XMP
von X/Open);
Typ 2 unterstutzt ein auf RPC basieren-
des Managementprotokoll; bietet eine objekt-
orientierte Umgebung zur Implementierung
von Management- Applikationen und Basis-
APIs, die deren Zugri auf die DME-Dienste
ermoglichen;
Objekt-Server enthalten die Objekte, aktualisie-
ren und verwalten sie; ermog lichen den Zugri
auf die in den Objekten gespeicherten Daten;
DME-Dienste und Tools
Ereignis-Management informiert den Admini-
strator bzw. Applikationen uber Probleme und
Veranderungen im Netz; Dafur konnen Filter
programmiert werden, die die Merkmale einer
Ereignismeldung analysieren und entsprechen-
de Reaktionen auslosen.
Daten-Management Sicherung der in den Ob-
jekten gespeicherten Daten auf Platte; Durch
Protokollierung ist ein roll-back nach System-
absturz moglich, wodurch die Zuverlassigkeit
der Datenspeicherung erhoht wird.
Benutzeroberache basiert auf OSF Motif; Die
mit einem Objekt verknupfte Benutzerober-
ache und die auf ihm moglichen Operatio-
nen konnen mittels einer Dialogsprache de-
niert werden. Diese Denition ist im verwal-
teten Objekt gespeichert und wird nach An-
































Abbildung 3.3: Architektur der Distributed Management Environment
Vorteilhaft sind die Darstellung der verwalte-
ten Objekte durch Icons, die dadurch mogli-
che ubersichtliche Visualisierung der System-
struktur und die Konsistenz in der Bedienung
quer durch die Systeme und Managementdien-
ste. Fur die Benutzung sind keine Program-
mierkenntnisse erforderlich.
Management exibel und an sehr unterschied-
liche Groenbereiche anpabar; Zerlegung
des Management in kleinere Teilberei-
che;unterschiedliche Arten der Systemverwal-
tung moglich; stellt kein festgefugtes Modell
dar, sondern bestimmt Standards fur die
Entwicklung neuer Systeme;
Entwickler-Tools Objekt-orientierte APIs, ba-
sierend auf ANSI-C bzw. C++, verein-
fachen die Entwicklung von Management-
Applikationen fur die MRBs, insbesondere von
graphischen. Fur die Erstellung von Benut-
zeroberachen, fur Ereignismanagement und
Objektimplementierung stehen Tools in hoher-
en Programmiersprachen zur Verfugung.
PC-Unterstutzung ermoglicht vollstandige Inte-
grierung und das Management von DOS-PCs
in heterogenen verteilten Umgebungen
Vorteile der DME
Besoders hervorzuheben ist die Kompatibilitat der
DME zu den meisten existierenden Management-
Standards. Damit ist man ein gutes Stuck
vorangekommen auf dem Weg zu einem echten
Multivendor-System. Die Benutzerfreundlichkeit
wurde durch die Konsistenz innerhalb der zu ver-
waltenden Umgebung, die unkomplizierte Bedie-
nung und die bessere Ubertragbarkeit von Nut-
zerkenntnissen vom Einzelsystem auf umfangreiche
Netzwerke und Supercomputer bedeutend verbes-
sert. Fur Applikationen hat DME den Markt we-
sentlich erweitert, da aufgrund genormter Schnitt-
stellen und Dienste und umfassender Entwickler-
Tools Drittrmen eigene Entwicklungen anbieten
konnen.
3.5 Die 5 fuhrenden Systeme{
Jeder gegen jeden?
3.5.1 SunNet Manager von Sun Micro-
systems
Die Firma Sun Microsystems versucht es auf dem
Gebiet des verteilten NM noch im Alleingang. Da-
hinter stecken vermutlich Angste, man konnte sei-
ne Vormachtstellung im UNIX-Bereich durch eine
zu enge Zusammenarbeit mit den groen Konkur-
renzrmen bald einbuen. Gegenwartig nimmt das
SunNet-Manager-System den Spitzenplatz auf dem
Markt ein, was diese Strategie bestatigt. Ob das
Konzept auch in Zukunft aufgehen wird, erscheint
jedoch fraglich.
SunNet Manager ist in der Lage, verteilte Mul-
tivendornetze und -systeme zu verwalten, deren
Groe und Komplexitat stark variieren kann (bis zu
104 Netzknoten. Das Management von TCP/IP-
Netzen erfolgt mittels SNMP, das von DECnet-
oder FDDI-Netzen unter Zuhilfenahme von Sun-
Connect.
Merkmale
 graphische Benutzeroberache und graphische
Hilfsprogramme fur Netzkongurierung, Uber-
wachung, Steuerung, Zukunftsanalyse und Re-








Abbildung 3.4: Proxy Agents ubersetzen das ONC/RPC-Protokoll in das Protokoll, das die zu verwal-
tenden Gerate verstehen
Darstellung von aktuellen Netzparametern)
 einfache transparente Architektur
 Konzept der Remote Proxy Agents13 zur Uber-
bruckung groer Entfernungen in Weitver-
kehrsnetzen (WANs) (siehe Abbildung 3.4)
 Kommunikation zwischen SunNet Manager
und Remote Proxy Agent mittels verteilter
ONC-Dienste (Open Network Computing) auf
der Basis von RPC
 Remote Proxy Agents ubersetzen das RPC-
Protokoll in ein Protokoll, das die verwalteten
Ressourcen "verstehen"; Sie stellen damit die
Kompatibilitat zu SNMP und CMIP her.
 Remote Proxy Agents sammeln und selektie-
ren Daten, um nur die wichtigsten Informa-
tionen paketweise uber das WAN zum SunNet
Manager zu ubertragen.
 dadurch Reduzierung der Management-
Abfrageaktivitaten und des Datenverkehrs im
Netz
 Ereignisse und Traps14 automatisieren das
Management und verteilen die Arbeitsbela-
stung von Konsole und Manager (siehe Abbil-
dung 3.5)
 Nachteil der Remote Proxy Agents: keine Wei-
terverzweigung vom Proxy aus moglich, d.h.
es ist keine Verbindung zwischen zwei Proxies
zulassig (immer nur uber den Manager) (siehe
Abbildung 3.6)
 Umfangreiche Zusammenstellung von NM-




asynchrone Ereignismeldungen eines Agents
 Drittrmen entwickeln innerhalb des
SunConnect-Partners Programmes Losun-
gen fur NM-Probleme; diese Entwicklungen
werden in dem Portfolio beschrieben
 zur Erleichterung von Fremdentwicklungen
stehen genau denierte APIs zur Verfugung
 die Sicherheit wird durch sichere RPCs
gewahrleistet (Sicherheitsgruppen im Netz,
Zugriskontrolle, Authentikation)
Insgesamt bietet SunNet Manager keine so um-
fangreiche Funktionalitat und Ausbaufahigkeit wie
OSF DME. Sun weigert sich sogar, die DME zu
unterstutzen. Wahrscheinlich ist man bei Sun der
Meinung, die Abkurzung OSF stehe in Wirklichkeit
fur "Oppose Sun Forever". Uber eventuelle Plane
von Sun, SunNet Manager auf den Stand von DME
zu bringen, ist noch nichts bekannt, was ja nicht
heien mu, da keine existieren.
3.5.2 OS/2 Distributed Systems Mana-
ger (DSM) von IBM
IBMs DSM spiegelt das Grundmodell eines Sy-
stems fur oenes verteiltes NM wider. Ein DSM-
Server implementiert die graphische Benutzerober-
ache, das Basisbetriebssystem (OS/2), die DSM
Systemsoftware, APIs sowie Applikationen aus ei-
gener und Fremdentwicklung (siehe Abbildung 3.7).
In einem System konnen mehrere Server vorhan-
den sein. DSM unterstutzt folgende Standards:
CM-API, SNMP, CMOT15 und CMOL16. Mit die-
ser Neuentwicklung, die eine breite Kompatibilitat
aufweist und fur die IBM groe Anstrengungen un-
ternommen hat, will der blaue Riese einen groen
Marktanteil bei Clients, Servern, Bridges usw. er-
ringen. CM-APIs erleichtern zudem die Entwick-



























 (jeweils ein Paket)
Abbildung 3.6: Beispiel fur eine Topologie des SunNet Managers
Drittrmen. IBM arbeitet auch an einer abge-
speckten Version, die als Agent in OS/2-Clients
und -Servern fur geschaftliche Applikationen die-
nen wird.
Die Kommunikation zwischen den DSM-Servern
basiert noch auf CMIP, spater sollen dann RPC
und Message Passing integriert werden. Mit-
tels des Common User Access Interface (CUA-
Interface) bekommen die Clients Zugang zu den
DSM-Servern. Dadurch wird eine verteilte Losung
fur Clients und Server moglich, bei der ei-
ne beliebige Anzahl intelligenter OS/2-, DOS-,
DOS/Windows- oder UNIX-Clients auf die DSM-
Managementsoftware, die auf den Servern lauft,
zugreifen kann. DSM unterstutzt ein Standard-
SQL-17Interface fur den Zugri auf eine relationa-
le Datenbank. Weiterhin kann es Daten mit Net-
view austauschen, einem zentralen Managementsy-
stem von IBM. Zweifellos wird der Erfolg von OS/2
DSM stark davon abhangen, inwieweit sich OS/2
als Standard-Betriebssystem durchsetzen wird. Die
Chancen stehen jedoch nicht schlecht.
3.5.3 Openview von Hewlett-Packard
(HP)
Von allen Herstellern hat HP das Konzept einer of-
fenen verteilten Management-Umgebung als erster
und am intensivsten vorangebracht. Openview war
die erste verteilte NM-Losung auf dem Markt und
bildete den Kern, aus dem spater die DME der OSF
entwickelt wurde. Folglich unerstutzt HP mageb-
lich die DME. Als Multivendorsystem konzipiert,
lauft es unter dem Betriebssystem UNIX auf Work-
stations von HP und Sun und auf Kleinrechnern
von HP. Naturlich steht eine graphische Benutze-
roberache, basierend auf X-Windows bzw. OSF
Motif, zur Verfugung.
Das System besteht aus den Komponenten:
 Kommunikatonsprotokolle




Alle Komponenten sind untereinander uber die
sogenannte DCI (Distributed Communication In-
frastructure) verbunden. Als Protokoll wird eine
17
Structured Query Language = strukturierte
Abfragesprache
Variante von CMIP verwendet (CMOT), spater soll
RPC verwendet werden. Kompatibilitat besteht
auch zu SNMP. Openview erfreut sich einer weiten
Verbreitung und unterstutzt Drittentwickler durch
CM-APIs.
3.5.4 DECmcc, eine Implementierung
der Enterprise Management Ar-
chitecture (EMA) von Digital
Equipment (DEC)
Seit 1988 entwickelt und vertreibt DEC EMA-
Software fur eigene Netzwerkprodukte. Dabei wur-
de besonders darauf geachtet, da Neuentwick-
lungen weiterhin EMA unterstutzen. DECmcc,
eine Implementierung der EMA, ist eine oene
Management-Plattform, die fur die Interproze-
kommunikation eine Kombination aus RPC und
der DEC-Entwicklung Distributed Name Service
(DNS) verwendet. Damit stellt EMA auch die kom-
plizierteste verteilte Management-Architektur aller





Zugrismodule steuern die Verbindung zwischen
Server und Agents. Funktionsmodule sichern die
Verarbeitung der Management-Informatonen. Dar-
stellungsmodule enthalten die Benutzeroberache
und ubernehmen die Report-Verarbeitung.
Einzigartig an DECmcc ist die Verwendung des
DNS, um Module zu lokalisieren und dynamische
Verbindungen zwischen Modulen aufzubauen. Alle
anderen Hersteller verwenden hier primitivere Ta-
bellen und Dateien, um die Positionen der verschie-
denen Komponenten ihrer Systeme fur die Wieder-
aundung zu vermerken. Das hat den Nachteil,
da die Tabellen und Dateien jedesmal von Hand
geandert werden mussen, wenn das Netz verandert
wird.
Auch bei der verwendeten Datenbank-Technik
bildet DECmcc eine Ausnahme: Es wird keine
relationale Datenbank wie bei den anderen Her-
stellern verwendet, sondern ein objekt-orientiertes
Datenbank-Managementsystem (DBMS). Obwohl
die Zukunftsaussichten dieses Systems aufgrund
seiner innovativen Technologie nur positiv bewer-



























Abbildung 3.7: Architektur des OS/2 Distributed Systems Management von IBM
Schwierigkeiten, eine breite Akzeptanz und Un-
terstutzung von DECmcc durch Drittrmen zu er-
langen, besonders in den USA. In Europa stellt sich
die Situation durch die Zusammenarbeit mit Alca-
tel und Olivetti etwas gunstiger dar.
3.5.5 Network Management System
(NMS) von Novell
Novell denierte diese oene Management-
Plattform speziell fur das Management von
PC-LANs, die unter Netware laufen, und um
Drittrmen die Entwicklung von Applikationen fur
dieses Einsatzgebiet zu ermoglichen. NMS verwen-
det entweder SNMP oder ein Novell-spezisches
Protokoll (oder beide) fur den Zugri auf die
Management-Agents. Herstellern, die kompati-
ble Agents fur ihre eigenen PC-LAN-Produkte
entwickeln wollen, stehen APIs zur Verfugung.
Aufbau und Funktion:
 Client-Server-Architektur
 Clients und Server konnen sowohl unter
DOS/Windows als auch unter OS/2 laufen
 Server: arbeitet Management-Software ab und
steuert den Zugri auf Gateways zu anderen
Management-Systemen, z.B. Netview
 Client: implementiert eine graphische Benut-
zeroberache und ermoglicht den Zugri auf
gesammelte Management-Daten
Bisher existiert noch keine allgemeinere Versi-
on, die RPC anstelle von SNMP bzw. des Novell-
Protokolls benutzt. Da Novell der OSF angehort,
durfte die Integrierung von RPC in Entwicklung
sein. Die Zielgruppe von NMS besteht eher aus klei-
neren Firmen oder Forschungsgruppen, die fast aus-
schlielich mit Netware oder kompatiblem Equip-
ment arbeiten. Die Anpassung von NMS an das
Management groerer Netze konnte Probleme be-
reiten. Novell beschrankt sich lieber auf spe-
zielle, kleinere Einsatzbereiche und uberlat die
komplexeren Aufgaben den anderen Herstellern.
Wenn sich die Entwicklung im PC-Sektor mehr
zum Netzwerk- und Systemmanagement als zu ei-
genstandigen Einzelgeraten vollziehen sollte, steht
Novell auf jeden Fall besser da als Microsoft, das
sich oensichtlich mehr auf Client-Software konzen-
triert und die Server und verteilten Architekturen
lieber DEC uberlat. Beide Firmen verbindet eine
Produktentwicklungs-Kooperation.
3.6 Vergleich der Konkurrenten
3.6.1 IBM
Produkt OS/2 Distributed Systems Management
(DSM)
Entwicklungsstand lieferbar; viele herstellerun-
abhangige Interfaces und Applikationen
Server-Betriebssystem OS/2
Client-Betriebssystem OS/2
Management-Protokoll SNMP, CMOT, CMOL
Interprocess Communication (IPC) CMIP
Datenbank SQL
API CM-API
Kommentar bedeutsamer Vorsto eines
Zentralrechner-Giganten in das verteilte NM
Ausblick gute herstellerunabhangige Applikationen zu




Entwicklungsstand verwaltet alle DEC-Produkte; ei-
nige herstellerunabhangige Interfaces und Applika-
tionen
Server-Betriebssystem VMS, Ultrix, OSF/1
Client-Betriebssystem X-Windows
Management-Protokoll SNMP, NICE, CMIP
Interprocess Communication (IPC) DEC RPC
Datenbank DEC-spezisch, objekt-orientiert
API DEC-spezisch; volle OSF-Unterstutzung an-
gekundigt, aber kein Zeitraum angegeben
Kommentar einziges System mit voll ausgereiftem
Directory-Dienst
Ausblick gute Zukunftsaussichten mit OSF APIs; ge-
genwartig noch einige Akzeptanz-Schwierigkeiten
3.6.3 HP
Produkt Openview




Management-Protokoll SNMP, CMOT, CMIP
Interprocess Communication (IPC) CMIP-
Variante
Datenbank SQL
API CM-API; volle OSF-Unterstutzung angekundigt,
aber kein Zeitraum angegeben
Kommentar vielleicht als erster Hersteller in der Lage,
ein DME-kompatibles System herauszubringen
Ausblick weit verbreitet, mehr herstellerunabhangige
Applikationen zu erwarten
3.6.4 Novell
Produkt Network Management System (NMS)






Interprocess Communication (IPC) keine, da kei-
ne mehrfachen Management-Server
Datenbank Novell Btrieve
API Novell-spezische APIs inkl. Novell Hub Manage-
ment Interface; keine Unterstutzung der OSF
Kommentar komplizierteste Management-
Architektur aller PC-LAN-Hersteller
Ausblick hervorragende Perspektive; Novell ist einer
der wenigen Hersteller, die noch einseitig De-facto-




Entwicklungsstand lieferbar; verwaltet alle Sun-




Management-Protokoll SNMP, Sun RPC
Interprocess Communication (IPC) Sun ONC
(RPC)
Datenbank keine
API Sun-spezisch; keine Unterstutzung der OSF
Kommentar einziges Management System, das
vollstandig RPC nutzt
Ausblick Bisher fuhrend, aber die langfristigen Aus-
sichten verschlechtern sich durch die Weigerung,
die OSF und oene Interfaces zu unterstutzen.
3.7 Zusammenfassung und Zu-
kunftsszenario
Nachdem man es noch vor wenigen Jahren den
zentralen Management-Systemen durchaus zutrau-
te, den Anforderungen fur die nachsten Jahre
gewachsen zu sein, vollzog sich die Entwicklung
bei Netzwerken und verteilten Systemen so rasch,
da die eigentlich fur die Zukunft gedachten ver-
teilten Management-Systeme schneller als geplant
benotigt wurden. Die derzeitige Situation auf dem
Gebiet des verteilten NM verdeutlicht, da ein Her-
steller allein kaum mehr in der Lage ist, in der
Kurze der zur Verfugung stehenden Zeit ein all-
gemein akzeptiertes und anforderungsgerechtes Sy-
stem zu entwickeln, da dann auch noch allseits
kompatibel ist. Solange keine umfassenden In-
dustriestandards fur verteiltes NM festgelegt sind,
kann die Forderung nach Kompatibilitat nur unzu-
reichend erfullt werden.
Alle diese Tatsachen sprechen fur ein Konsorti-
ums wie die OSF, das die entscheidenden Impulse in
Entwicklung und Standardisierung geben kann und
die Interessen und Potentiale der einzelnen Herstel-
ler so produktiv wie moglich zusammenfassen soll.
Wenn das Gerust deniert ist, konnen bei einem
modularen Aufbau individuelle Anforderungen der
Anwender umso besser erfullt werden, da verschie-
dene Teillosungen auch zusammenpassen. Fur die
einzelnen Hersteller sinkt dann auch das Risiko, den
Anschlu zu verlieren, weil das eigene System sich
nicht durchsetzen konnte.
Die DME wird aller Voraussicht nach zum Stan-
dard fur das verteilte NM der 90er Jahre werden
und die Grundlage fur weitere Entwicklungen sein.
Begrundet wird diese Annahme durch ihren modu-
laren Aufbau , der die Ausbaufahigkeit garantiert,
die breite Unterstutzung der wichtigsten Herstel-
ler, das oene Konzept fur die Entwicklung von
Applikationen, die Denierung vernunftiger Stan-
dards und die Unterstutzung bestehender und die
Kompatibilitat zu den wichtigsten Betriebssyste-
men und Netzwerkprodukten.
Die Ausnahmerolle von Sun konnte schon bald zu
einer Auenseiterrolle werden, wenn sich die Mit-






ACL Access Control List
ACSE Association Control Service Element
ANSI American National Standards Institute
API Application Program Interface
CM-API Consolidated Management API
CMIP Common Management Information Proto-
col
CMOL CMIP over Logical Link Control
CMOT CMIP over TCP/IP
CUA Common User Access
DBMS Database Management System
DCE Distributed Computing Environment
DME Distributed Management Environment
DNS Distributed Name Service (System)
DSM Distributed Systems Management
EMA Enterprise Management Architecture
FDDI Fiber Distributed Data Interface
GUI Graphical User Interface
IPC Interprocess Communication
ISO International Standards Organization
LAN Local Area Network
MIB Management Information Base
MRB Management Request Broker
NFS Network File System
NICE Network Information and Control Ex-
change
NM Netzwerkmanagement
NMS Network Management System
NTP Network Time Protocol
ONC Open Network Computing
OSF Open Software Foundation
OSI Open Systems Interconnection
ROSE Remote Operation Service Element
RPC Remote Procedure Call
SE Service Element
SNMP Simple Network Management Protocol
SQL Structured Query Language
TCP/IP Transmission Control Protocol / Inter-
net Protocol
UI Unix International
WAN Wide Area Network
XMP X/Open Management Protocol
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