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Wohin treibt die Forschung auf dem 
Gebiet der Künstlichen Intelligenz? Wel-
che gesellschaftlichen Konsequenzen hat 
sie? Erzeugt die Künstliche Intelligenz ein 
"neues Bild vom Menschen"? 
Informatiker, Verhaltensforscher und 
Sprachwissenschaftler haben ungezählte 
Thesen aufgestellt, von denen keine dem 
Es wird berichtet, daß Laotse auf die Frage, 
was er als erstes tun würde, falls man ihm 
die Regierungsgeschäfte übertrüge, geant-
wortet haben soll: "Ich würde zuerst klare 
Begriffe schaffen." 
Der Begriff "Intelligenz" und seine 
Derivate - vielschichtig und 
vieldeutig 
"Intelligenz ist die allgemeine Fähigkeit 
eines Individuums, sein Denken bewußt 
auf neue Forderungen einzustellen; sie ist 
allgemeine geistige Anpassungsfähigkeit an 
neue Aufgaben und Bedingungen des 
Lebens."l 
So einfach, wie diese Feststellung Wil-
liam Sterns von 1912 noch heute auf uns 
wirkt, ist der Intelligenzbegriff freilich 
nicht mehr zu defInieren. Seit nahezu 100 
Jahren bemühen sich die Wissenschaftler, 
objektive Methoden zum Nachweis von 
Intelligenz zu fInden, um eine zusammen-
hängende Intelligenztheorie zu begründen. 
Psychologen, Philosophen, Mathematiker, 
Dr. Bernhard Irr-
gang, geb. 1953, 
Akad. Rat a.Z. am 
Institut für Moral-
theologie der U niver-
sität München seit 
1986; Studium der 
Fächer Philosophie, 
Katholische Theolo-
gie, Germanistik und 
Indologie in Würz-
burg, der Theologie auch in Passau und München. 
Promotion 1982. Tätigkeiten im Fach Philosophie 
an der Universität Würzburg 198)/83 und an der 
TU Braunschweig 1985, Gymnasiallehrer in 
Landshut und Pocking 1983/85. Arbeitsschwer-
punkte: Geschichte neuzeitlicher Philosophie, 
Ethikbegründung, Ökologische Ethik, Technike-
thik. 
Veröffentlichungen, u. a. mit Hans Michael Baum-
gartner; Am Ende der Neuzeit? Die Forderung 
eines fundamentalen Wertwandels und ihre Pro-
bleme, Würzburg 1985; mit Jörg KlawitterlKlaus 
Philipp Seif: Wege aus der Umweltkrise, Frank-
furt/München 1987; mit Matthias Lutz-Bach-
mann: Begründung von Ethik, Würzburg 1990; 
mit Jörg KlawiccerlJoachim Schmidt: Denken und 
Denken lassen. Problemfeld Künstliche Intelli-
genz, Frankfurt 1990 (i.Dr.). 
Dr. Bemhard Irrgang, Universität München, Institut 
für Moraltheologie, Geschwister-Scholl-Platz 1, 8000 
München 22 
8 B. Irrgang/]. Klawitter 
OPERATION: 
EVlIU'tion~ 
ConvelJent produdion 
DivelJent Production~ 
Me~ ~~ 
Coenition .  
Units---__.. 
u 
CII55e$---
t> 5 Rel. tions-----.. 
o R: Systems--~ 
CONTENT: 
Figural - - - --' 
Symbolic -----' 
Semantic--- ----' 
BehaviDnlI--------' 
c 
komplexen Sachverhalt annähernd gerecht 
wird. 
Was also ist Intelligenz, abgesehen 
davon, daß sie jedermann beim Indivi-
duum respektiert und jeder gern soviel wie 
möglich davon hätte? Intelligenz leitet sich 
ab von lat. intellegere, das durch Assimila-
tion aus inter und legere entstanden ist und 
das gleiche bedeutet wie einsehen oder ein-
sichtig machen. Gemeint ist die Fähigkeit, 
sich in bestimmten Situationen einsichtig 
und umsichtig zurechtzufinden. Intelli-
genz, lat. intelligentia, ist demnach zu ver-
stehen als Erkenntnisvermögen, als Ur-
teilsfähigkeit, als das Erfassen von Mög-
lichkeiten, aber auch als das Vermögen, 
Zusammenhänge zu begreifen, Einsichten 
zu haben und geistige Auffassungskraft zu 
entwickeln.2 
Sicher wird Intelligenz am deutlichsten 
sichtbar bei der Fähigkeit, Probleme zu 
lösen. Jean Piaget, der große Schweizer 
Entwicklungspsychologe, bezeichnet ein 
"Problem" als eine "defekte Struktur, die 
der Mensch über Wahrnehmung, Ge-
wohnheiten und elementare sensomotori-
sche Mechanismen in eine bewegliche, 
aber dauerhafte Gleichgewichtsform über-
führen muß: zur Widerspruchslosigkeit".3 
Die Art, die Effizienz und die Geschwin-
digkeit, mit der sich der Mensch bei dieser 
Problemlösung an die Umwelt angleicht 
(Akkommodation) oder sich die Umwelt 
an ihn anpaßt (Assimilation), ist ein wichti-
ges Merkmal von Intelligenz. Dabei äußert 
sich Intelligenz durchaus nicht nur in ge-
danklichen oder anderen abstrakten Lei-
stungen wie logischem Denken, Rechnen 
oder Gedächtnis, sondern wird ebenso 
offenkundig beim Umgang mit Wörtern 
und Sprachregeln, bei dem Erkennen von 
Gegenständen, räumlichem Sehen und bei 
zielgerichteten "weichen" Bewegungsab-
läufen. 
Einen Versuch, die verschiedenen Aus-
prägungen von intelligentem Handeln 
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wenigstens nach Dimensionen zu ordnen 
hat der Amerikaner John P. Guilford4 
unternommen: 
Komplexität 
von Intelligenz 
Er wies darauf hin, daß sich die bisherigen 
Vorstellungen von Intelligenz auf ein 
"konvergentes" Denkmodell beziehen, 
also auf die Fähigkeit, eine Vielzahl von 
beka~ten Informationen zu kombinieren, 
um dadurch zu Lösungen zu kommen. 
Untrennbar damit verbunden sei jedoch 
das Vermögen, auch völlig außerhalb der 
gegebenen Information (divergent) lie-
gende Lösungsmöglichkeiten mit einzube-
ziehen. Diese Fähigkeit bezeichnen wir 
meist als Kreativität. Demgemäß hat die 
Intelligenzforschung unzweideutig ge-
zeigt: Die Komplexität der Intelligenz 
übersteigt alle bekannten Erklärungsversu-
che, besonders dann, wenn verschiedene 
Erscheinungsformen der Intelligenz zu-
gleich auftreten. Die Befähigung des 
Zusammenspiels unterschiedlicher Lei-
stungen für das Zustandekommen einer als 
intelligent bezeichneten Handlung ist bis 
heute für die Wissenschaft nicht ganz 
durchschaubar. Daraus erklären sich u. a. 
die mannigfaltigen Derivate des Begriffs 
Intelligenz, die aus derselben W ortwurzel 
stammen und Teilbereiche jenes Terminus 
präziser zu fassen, zu vervollständigen 
oder abzugrenzen vermeinen: intelligibel, 
Intelligibilität, Intelligenzquotient, Intel-
lekt, Intellektualismus, intellektuell, Intel-
lektualisierung, Intellektueller, Intellektua-
list, Intelligenzleistung, Intelligenzfor-
schung, Intelligenztheorien, Intelligenz-
test, natürliche Intelligenz, künstliche 
Intelligenz, ja sogar "kristalline Intelli-
genz". 
Zur (Begriffs-) Geschichte der 
"ArtificiaIIntelligence" (AI)/ 
"Künstlichen Intelligenz" (KI) 
Infolgedessen ist erst recht der Ausdruck 
"Künstliche Intelligenz" (KI) mißverständ-
lich und sicher ungeschickt gewählt. Das 
liegt in erster Linie daran, daß der Begriff 
"Artificial Intelligence" (AI) wörtlich aus 
dem Englischen übersetzt wurde. Eine 
sprachliche Irritation war damit vorpro-
grammiert, denn sowohl "artificial" als 
auch "intelligence" haben eine wesentlich 
weitere und andere Bedeutung als "künst-
lich" und "Intelligenz". 
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Der Begriff einer "Denkmaschine" ent-
stand zirka 2500 v.ehr. im alten Ägypten 
("sprechende Statuen"). Für den griechi-
schen Mathematiker und Erfinder Heron 
von Alexandria (150-100 v.ehr.) galt die 
Erschaffung künstlicher Wesen als die 
Krönung seines Lebenswerkes. Erst im 
Zeitalter der Künstlichen -Intelligenz-For-
schung nahm man seine Fülle von mecha-
nischen Konstruktionen mit gebührender 
Anerkennung zur Kenntnis. Bei den Grie-
chen selbst galt er zu seiner Zeit als ein 
Wunderkünscler (Thaumaturg). Herausra-
gende Werke waren seine pneumatischen 
Automatentheater, die selbständig ganze 
Spiele aufführen konnten, zum Beispiel 
fünf Szenen der Naupliosfabel. Desglei-
chen spiegelt sich antike Androidenkunst 
in der griechischen Sagenwelt der Erschaf-
fung des T alos oder der Pandora wieder. In 
der "Ilias" beschreibt Homer (800 v.ehr.) 
intelligente Roboter, vom Schrniede-, 
Handwerks- und Feuergott Hephaistos 
geschaffen. Aristoteles bedachte die Aus-
wirkungen solcher "Roboter" auf das 
(griechische) Gesellschafts- bzw. Stadt-
staatsgefüge in der "Politik": "Denn frei-
lich, wenn jedes Werkzeug auf erhaltene 
Weisung, oder gar die Befehle im voraus 
erratend, seine Verrichtungen wahrneh-
men könnte, wie das die Statuen des Däda-
lus oder die Dreifüße des Hephaistos getan 
haben sollen, von denen der Dichter sagt, 
daß sie 'von selbst zur Versammlung der 
Götter erschienen'; wenn so auch das 
Weberschiff von selber webte und der 
Zitherschlägel von selber spielte, dann 
brauchten allerdings die Meister keine 
Gesellen und die Herren keine Knechte. ,,5 
Ebenso berührt die jüdische Golem-
Legende (16. Jh.) den uralten Menschheits-
traum, den Mythos von der zweiten, der 
besseren Schöpfung als auch die Hoffnung 
auf die Überschreitung von Grenzen, 
deren Natur uns nicht bekannt ist. Die mit-
telalterlichen Alchimisten versuchten ihre 
Golems und dienstbaren Geister mittels 
technischer Konstruktion herzustellen. 
Beispielsweise soll der Theologe, Philo-
soph und Naturforscher Albertus Magnus 
(1200-1280) dreißig Jahre lang an einem/-r 
künstlichen Diener/-in gearbeitet haben, 
den/die sein Schüler Thomas von Aquin 
als Teufelswerk verbrannt hat. Der Wis-
senschaftler und Wunderdoktor Paracel-
sus (1493-1541) verkündete, einen 
Homunkulus geschaffen zu haben und 
hinterließ gar eine Rezeptur zu seiner Her-
stellung. Pieter Bruegel d.]., genannt der 
"Höllenbrueghel" (um 1564-1638), ent-
warf automatische Maschinenwesen in den 
verschiedensten Metamorphosen. Der 
toskanische Zeichner und Kupferstecher 
Giovanni Battista Bracelli widmete 1624 
dem Herzog Piero de Medici kubistische 
Figuren, die als abstrakte irreale Wesen, 
halb Mensch, halb Maschine, auftreten. 
Von Leonardo da Vinci ist bekannt, daß er 
sich jahrelang damit abmühte, einen 
Maschinenmenschen zu bauen. Glanz-
stücke des 18. Jahrhunderts sind die von 
Pierre (1721-1790) und seinem Sohn 
Henri-Louis (1752-1791) Jacquet-Droz 
geschaffenen Automaten, die sowohl mit 
einem menschenähnlichen Aussehen als 
auch mit äußerst komplizierten Mechanis-
men versehen waren. 
Dem Prototyp eines künstlich erzeugten 
Menschen begegnen wir in dem ("Hor-
ror" -)Roman "Frankenstein oder der 
moderne Prometheus" (1818) der Eng-
länderin Mary Wollstonecraft Shelley. 
Gleichzeitig ist ihr Werk als kritische Aus-
einandersetzung mit Lord Byrons "Pro-
metheus" und dem lyrischen Drama "Der 
entfesselte Prometheus" ihres Mannes, 
Percy Shelley, zu verstehen. Alle drei dis-
kutierten während des Sommers 1816 in 
Genf diesen Problemkreis, wobei Byron 
und P. Shelley entschieden für das ewige, 
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jede Grenze überschreitende Forschen ein-
traten. Mary W ollstonecrafts Roman the-
matisiert hingegen die alte Streitfrage: Was 
geschähe, wenn der moderne Prometheus 
einen Irrtum begeht, den wissenschaftli-
chen und moralischen Folgen seines Tuns 
nicht mehr gewachsen ist und die wahren 
Gründe seines Forscherdrangs gar nicht 
begreift? Die negative Utopie "R.U.R." 
(1921) - ein Akronym für "Rozums Uni-
versal Robota" (Robota = Fronarbeit; 
rozum = Verstand) - Karl Capeks kon-
frontiert die industrielle Produktionsgesell-
schaft mit dem Mythos des künstlichen 
Menschen. Zwar gab es die Roboter von 
heute noch nicht, aber das von Capek 
geschaffene Wort "Roboter" ging in alle 
Sprachen ein. Zuletzt war es Stanislaw 
Lems Verdienst, die zentralen Fragen 
in seiner Androiden-Geschichte "Die 
Maske" herauszuarbeiten, welche in unse-
ren Tagen die Gemüter in der Diskussion 
um "intelligente Computer" und "intelli-
gente Roboter" erhitzt: Kann eine 
Maschine denken, hat sie Bewußtsein und 
einen freien Willen? 
Am Schnittpunkt zwischen dem theore-
tischen Bemühen um das Konzept eines 
Computers wie seiner Programmierung 
und der praktischen Realisation standen 
zwei zunächst gegensätzlich scheinende 
Menschen: Die englische Gräfm Ada 
Augusta Lovelace (1815-1851), einzige 
eheliche Tochter des Romantikers Lord 
Byron, und der exzentrische Mathemati-
ker Charles Babbage (1792-1871). Nach-
dem das Universalgenie Babbage mittels 
einer zehn Jahre dauernden Unterstützung 
seitens der englischen Regierung vergeb-
lich an einem automatischen Rechner 
namens "Differenzmaschine" gearbeitet 
hatte, gab er dieses Projekt zwar auf, plante 
daraufhin jedoch etwas viel Gewaltigeres: 
die "Analytische Maschine". Er hatte sich 
einen universal verwendbaren Rechner 
ausgedacht, der alle Funktionen heutiger 
Computer enthalten sollte: einen "Spei-
cher", ein "Werk" (Prozessoreinheit) und 
eine Möglichkeit zum Abarbeiten ver-
schiedener "Aktionsmuster" (Programm). 
Auf dem letztgenannten Teilgebiet entwik-
kelte Gräfin Lovelace Charles Babbages' 
Maschine entscheidend mit; insbesondere 
ihre Programmierbeispiele brachten ihr 
später den Ruf ein, die erste Programmie-
rerin der Welt gewesen zu sein. Ironie des 
Schicksals ist, daß nach ihr das ehrgeizigste 
Software-Projekt des amerikanischen Ver-
teidigungsministeriums benannt wurde: 
Ada, die Computersprache für alle Fälle. 
Sie soll gleichermaßen von der Steuerung 
einer Cruise Missile über das Antiblockier-
system beim Auto bis zum Erstellen von 
Betriebssystemen zukünftiger Computer 
einsetzbar sein. Am nachhaltigsten be-
Jacquardmusterwebstuhl. Mechanische Steuerung nach 
Falcon (1728) durch Lochkarten, Holzstich, 1805. 
(Foto: Archiv für Kunst und Geschichte, Berlin) 
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schäftigt und scheidet freilich Lady Ada 
Augusta Lovelaces' Bemerkung die Gei-
ster in der KI-Forschung des 20. Jahrhun-
derts: "Die analytische Maschine erhebt 
keinerlei Anspruch, irgend etwas originär 
zu erschaffen. Sie kann nur all das tun, 
wozu wir die Befehle formulieren. ,,6 Die 
Arbeiten der beiden Engländer blieben lei-
der lange Zeit vergessen; zum Beispiel er-
fuhr der deutsche Computerpionier Kon-
rad Zuse erst Jahre nach der Fertigstellung 
des ersten funktionierenden digitalen 
Computers über die amerikanische Patent-
behörde von der Existenz ihrer Forschun-
gen. Sicherlich lag das vor allem daran, daß 
die Feinmechanik zur Zeit von Lady Love-
lace und Charles Babbage außerstande 
war, eine derartig komplizierte Maschine 
funktionstüchtig und relativ fehlerunanfäl-
lig herzustellen. Beispielsweise sollte die 
"difference" und insbesondere die "analy-
tical engine" durch Bänder von Lochkar-
ten, die J.M. Jacquard (1752-1834) zur 
Steuerung seines Musterwebstuhls ver-
wendete, gesteuert werden. Hermann 
Hollerith (1860-1929) übernahm die Idee 
der Lochbänder und baute seine Zähl- und 
Sortiermaschinen, deren Durchbruch mit 
dem Einsatz bei der 11. amerikanischen 
Volkszählung im Jahre 1890 erfolgte. 
An hervorragender Stelle unter den 
Begründern der Künstlichen Intelligenz 
steht Alan Turing, dessen Name mit fun-
damentalen theoretischen Aspekten des 
Computerbaus in den dreißiger Jahren 
unseres Jahrhunderts verknüpft ist; kon-
kret mit der Realisierung eines Projekts aus 
dem Bereich der Künstlichen Intelligenz 
hat er sich jedoch nicht beschäftigt. Den-
noch arbeitete Turing während des Zwei-
ten Weltkrieges in dem höchst geheimen 
"Codeknackerzentrum " der Engländer im 
viktorianischen Landhaus Bletchley Park 
mit. Nachdem die Polen eines der rätsel-
haften Ver- und Entschlüsselungsgeräte 
Herrnonn Hollerith (1860-1929) 
(Foto: Archiv für Kunst und Geschichte, Berlin) 
der Deutschen namens "Enigma" erbeutet 
und nach England geschmuggelt hatten, 
erhielten er und sein Team den Auftrag, 
eine Dechiffriermaschine zu bauen. Dies 
gelang; ein Gerät mit der Bezeichnung 
"Colossus" entschlüsselte die Enigma-
Meldungen. Turing begründete mit jenem 
Apparat nicht nur das Fundament · der 
modernen Datenverarbeitung, sondern er 
bzw. sein Team retteten möglicherweise 
Hunderttausenden das Leben und ver-
kürzten vermutlich den Krieg um ein oder 
zwei Jahre. Anno 1950 ersetzte er inner-
halb eines Imitationsspiels - später als 
Turing-Test berühmt geworden - die 
Frage, ob eine Maschine denken kann, 
durch die Frage, ob ein Computer einen 
Menschen in seinem kommunikativen 
Verhalten imitieren kann, genauer: inwie-
weit ein Beobachter in einem Dialog 
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unterscheiden kann, ob er es mit einem 
Menschen oder einem entsprechend pro-
grammierten Computer zu tun hat (wobei 
er mit ihm durch ein "neutrales" Medium, 
wie einen Fernschreiber, verbunden ist). 
Mit dem beschriebenen Test läßt sich zwar 
feststellen, ob ein Computer fähig ist, 
menschliche Antworten zu imitieren und 
damit menschliches Denken zu simulie-
ren; jedoch kann nicht festgestellt werden, 
ob ein Computer innerhalb seiner begrenz-
ten Aktivitätssphäre intelligent handelt, 
also. insbesondere Fragen wie Antworten 
versteht. 
Bei dieser historischen Rückblende darf 
allerdings keinesfalls die Forschung von 
Konrad Zuse vergessen werden. Leider 
war die deutsche Computerforschung 
gezwungen, sich durch die Ereignisse zum 
Beginn der dreißiger Jahre dieses Jahrhun-
derts von den weltweiten Forschungsbe-
mühungen abzukoppeln. Parallel zu den 
Er gilt als Erfinder des ersten programmgesteuerten Uni-
versalrechners: Dr. Konrad Zuse. 
(Foto: Süddeutscher Verlag/ teutopress) 
immer stärker anwachsenden Erkenntnis-
sen und Konstruktionen in den USA und 
Europa baute Zuse 1941 allein mit privaten 
Mitteln den ersten frei programmierbaren, 
elektromechanischen Rechner der Welt, 
die Z3. Ab 1945 konnte er seine Ideen nicht 
weiter konstruktionstechnisch realisieren 
und so begann er über höhere Program-
miersprachen nachzudenken. Er entwarf 
einen Plankalkül, der zwar fern jeder prak-
tischen Umsetzungsmöglichkeit war, 
jedoch bedeutungsvolle Konzeptionen für 
die heutzutage angewandten modernen 
Programmiersprachen enthielt. 
Bevor wir auf den "Geburtsort" der 
Künstlichen Intelligenz zu sprechen kom-
men, muß noch kurz eine zweite Entwick-
lungslinie nachgezeichnet werden, die das 
Streben des menschlichen Geistes nach 
formaler Regelerkenntnis widerspiegelt. 
Nebenbei soll an dieser Stelle erwähnt wer-
den, daß diese Erkenntnisse das Funda-
ment für die sogenannten Expertensy-
steme oder Wissensbasierten Systeme lie-
fern. Aufgrund ihrer rein formallogisch-
algorithrnischen Struktur sprechen wir 
später zwar von Expertensystemen, ge-
meint sind aber immer regelbasierte 
Systeme. Zirka 1700 v.Chr. implemen-
tierte die Königstochter Adriane den ersten 
rücksetzenden Suchalgorithmus, der in der 
Form aus zwei Wenn-dann-Regeln 
bestand und mit einer entsprechenden 
Handlungsanweisung versehen war.7 Die-
ser Regelformalismus ermöglichte Theseus 
einen sicheren Weg zum Minotaurus; der 
im Vergleich dazu berühmt gewordene 
Adriane-Faden diente lediglich zu einer 
schnellen, mühelosen Rückkehr und ist 
allein ein Hilfsmittel sowie der weniger 
spektakuläre Teil dieses regel geleiteten 
Suchprozesses, denn er ersetzt den erneu-
ten aufwendigen Suchprozeß, um wieder 
aus dem Labyrinth herauszukommen. Für 
Philosophie und Logik bis in die Gegen-
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wart richtungbestimmend erwiesen sich 
die Schlußregeln von Aristoteles, die eben-
falls die Form "wenn ... dann" benutzen. 
Der Terminus Algorithmus selbst ent-
stammt der latinisierten Fassung Algo-
rithmi des Namens Al-Korezmi, einem 
überragenden Mathematiker seiner Zeit. 
Jener Mukhamad ibn Musa abu Abdallah 
al-Khorezmi al-Madjusi al-Qutrubulli 
wirkte um 815 n.ehr. an einer Art Akade-
mie der Wissenschaften in Bagdad. In sei-
nem umfangreichen Werk, das auch ins 
Lateinische übersetzt wurde, findet sich 
ein Buch mit dem Titel "Al Khorezmi über 
die indische Zahl". Einer seiner Regeln 
behandelt zum Beispiel den Subtraktions-
vorgang und das dabei oftmals notwendige 
Setzen der Ziffer "Null". Bekanntlicher-
weise wird diese Form des Rechnens mit 
Zahlen in Stellenschreibweise erst 1533 
von A. Rie,se im deutschen Sprachraum für 
die praktischen Belange der Kaufleute 
übertragen. 
Adam Riese (1492-1559) ; Titelblatt eines Rechenbuches 
aus dem Jahr 1550 (Foto: VIIstein) 
Thomas Hobbes (1588-1679) (Foto: VIIstein) 
Das philosophische Modell einer Ver-
nunft als Rechnen, der "ratio ratiocinans" 
findet man bereits bei Th. Hobbes. Er 
selbst führt diese Konzeption direkt auf die 
Römer und ihren Hang zu Handel und 
Buchführung zurück. 8 Die "ratio ratio ci-
nans" steht von Anfang an im Horizont 
ökonomisch-zweckrationaler und instru-
menteller Rationalität. Die zweite Tradi-
tionslinie verweist nach Hobbes auf die 
Griechen, die unter dem Begriff "Syllogis-
mus" ein Zusammenzählen der Folgerun-
gen aus Argumenten verstanden hätten. 
Daher kommt Hobbes zu folgender Defi-
nition: "Denken heißt nichts anderes als 
sich eine Gesamtsumme durch Addition 
von Teilen oder einen Rest durch Subtrak-
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tion einer Summe vorstellen. [ ... ] Wo 
Addition und Subtraktion am Platze sind, 
da ist auch Vernunft am Platze, und wo sie 
nicht am Platze sind, hat Vernunft über-
haupt nichts zu suchen. ,,9 Allerdings führt 
diese Konzeption zu einem Problem: 
"Und deshalb müssen die Parteien bei 
einem Streit über eine Rechnung durch 
eigene Übereinkunft die Vernunft eines 
Schiedsrichters oder Richters, zu dessen 
Urteil sie beide stehen wollen, als rechte 
Vernunft einführen, oder ihr Streit muß 
entweder zu Handgreiflichkeiten führen 
oder unentschieden bleiben. ,,10 Die Konse-
quenz rechnend-instrumenteller Rationali-
tät ist also ein Dezisionismus oder Kon-
ventionalismus. G.W. Leibniz wiederum 
gehört nicht allein durch seine Versuche, 
Rechenmaschinen zu konstruieren, in die 
Vorgeschichte der Informationstechnolo-
gie und Künstlichen Intelligenz, sondern 
auch durch seine Wirkungen insbesondere 
auf Frege und Russell und damit auf die 
mathematische Logik des 20. Jahrhun-
derts. Beispielsweise dient seine Kombina-
torik einer neuen Logik des Kalküls, ent-
worfen in der Schrift zur "Ars characteri-
stica", der Vorurteilsverhinderung wie 
einer mathematisch exakten Beschreibung 
des Denkens. ll Alle diese Bemühungen 
gipfeln in der "Scientia generalis", die eine 
exakte V erknüpfung alles wissenschaftli-
chen Wissens nach dem Satz vom Grunde 
anstrebt, einer mathematischen Ver-
knüpfung als Systematik des Wissens 
(Kette der Kenntnisse) im Sinne einer 
mechanischen Veranschaulichung argu-
mentativer Zusammenhänge.12 Ziel ist der 
Aufweis mathematischer Ordnungs zu-
sammenhänge. Nur wo uns eine vollstän-
dige Mathematisierung des Wissens auf-
grund der Komplexität nicht möglich ist, 
greift Leibniz mittels des Gedankens der 
"petites perceptiones" auf das Lebenswelt-
thema zurück.13 Diese formal-strukturale 
Gottfried Wilhelm Leibniz (1646-1716). Kupferstich von 
].F. Bause, nach dem Gemälde von Andreas Scheits, 1775. 
(Foto: Archiv für Kunst und Geschichte, Berlin) 
Erkenntnismethodologie begann also weit 
vor Aristoteles und setzte sich über G.W. 
Leibniz bis zum Ausgang des vergangenen 
Jahrhunderts (eh.S. Peirce; G. Frege; G. 
Boole) fort; ein wesentlicher Abschluß 
wurde erst in den dreißiger Jahren des 
20. Jahrhunderts durch die Arbeiten von 
D. Hilbert und K. Gödel geleistet. Die 
Logik wurde zum Kalkül. 
Es soll nicht verschwiegen werden, daß 
es auch genügend Mahner angesichts die-
ser Entwicklung des Denkens gab. Martin 
Heidegger sieht in der technisch-wissen-
schaftlichen Weltkonstruktion eine große 
Gefahr. Sie gebiert ein rechnendes Den-
ken, das wir ohne Besinnung befolgen: 
"Dieses axiomatische Denken ist bereits 
dabei, ohne daß wir dies merken [ ... ], das 
Denken des Menschen so zu verändern, 
daß es sich dem Wesen der modernen 
Technik anpaßt. ,,14 Widerspruchsfreie 
16 
I B. Irrgang/J. Klawitter I 
Satzsysteme garantieren aber noch nicht 
den Gegenstandsbezug. 
Als "Geburtsstunde" bzw. "Geburtsort" 
der praktizierenden KI-Forschung im heu-
tigen Sinne gilt die zweimonatige Konfe-
renz des "Darthmouth Summer Research 
Project of Artificial Intelligence" im Jahre 
1956, die auf dem Campus der Darth-
mouth Colleges in Hanover, New Hamp-
shire, stattfand. Unter deren zehn ständi-
gen und hochkarätigen Teilnehmern aus 
Forschung wie Wirtschaft fmden sich 
einige der heute in der Künstlichen Intelli-
genz führenden Köpfe wie John McCar-
thy, Marvin Minsky, Nathaniel Rochester 
und Claude Shannon. Zu jenem Zeitpunkt 
war allen der Glaube gemeinsam, daß das, 
was wir Denken nennen, auch außerhalb 
des menschlichen Körpers möglich sein 
müsse, daß Denken mit wissenschaftlichen 
Methoden formalisiert werden könne und 
das beste Werkzeug hierfür digitale Rech-
ner seien. Sie hofften, daß dieses von der 
Rockefeller-Stiftung fmanzierte Sympo-
sium sie der Verwirklichung ihres Vorha-
bens einen gewaltigen Schritt näherbringen 
würde. Eine derartige Erwartung erfüllte 
sich nicht. Dennoch erbrachte die Konfe-
renz zwei erstaunliche Resultate: 
- Auf der Tagung tauchten plötzlich zwei 
Wissenschaftler, Allen Newell und Her-
bert Simon, vom Carnegie Institute of 
T echnology in Pittsburgh auf. Sie brachten 
etwas mit, das bisher niemand sonst besaß, 
aber alle herbeigesehnt hatten: ein funk-
tionstüchtiges "intelligentes" Programm. 
Es hieß "Logic Theorist" und war in der 
Lage, Grundgleichungen der Logik zu fm-
den, wie sie Bertrand Russell und Alfred 
N. Whitehead in der "Principia Mathema-
tica" defmiert hatten. Für eine der Glei-
chungen übertraf das Programm sogar die 
Erwartungen seiner Erfinder, indem es 
einen neuen und besseren Beweis er-
brachte. Bezeichnenderweise lehnten die 
beiden KI-Pioniere den Ausdruck "Künst-
liche Intelligenz" als Umschreibung ihres 
Arbeitsgebietes strikt ab und benutzten 
noch Jahre später für ihre Projekte den 
Begriff "complex information processing". 
- J ohn McCarthy führte den Begriff "Arti-
ficial Intelligence" zwar in jener Runde ein, 
allerdings blieben auch viele andere besag-
tem Terminus gegenüber skeptisch. Am 
Schluß dieser Konferenz hatte die Künstli-
che Intelligenz indes eine Nische in der 
Wissenschaftswelt gefunden und begann 
ihr. Eigenleben, obwohl sie zu jener Zeit 
sicher noch kein ausgewiesenes Feld der 
Forschung gewesen ist. 
Im Laufe der Jahre ist angeregt worden, 
den Ausdruck "Künstliche Intelligenz" 
durch Neuprägungen wie "Kognetik" 
oder "Intellektik" zu ersetzen. Ebenso gibt 
es viele Fachvertreter, die behaupten, daß 
Künstliche Intelligenz nichts anderes sei als 
"Theoretische Psychologie" oder gar "Ex-
perimentelle Philosophie". Jedoch konnte 
sich keine dieser Benennungen durchset-
zen, da der Terminus "Künstliche Intelli-
genz" inzwischen einen hohen Grad an 
wissenschaftlicher Eindeutigkeit erreicht 
hatte. 
Aus heutiger Sicht teilen wir daher die 
Geschichte der Erforschung der Künstli-
chen Intelligenz in drei Perioden ein:15 
• 1950-1970: Es entstehen die ersten Pro-
gramme zur maschinellen Übersetzung. 
Gleichfalls wurde das berühmte und später 
von seinem Schöpfer Joseph Weizenbaum 
scharf kritisierte Frage-Antwort-System 
ELIZA, das ein non-direktes psychoanaly-
tisches Gespräch simulierte, entwickelt. 
Die Kritik gerade an diesem Programm 
sagt sehr viel über die Einstellung von 
Menschen zur vermeintlichen "Künstli-
chen Intelligenz" bzw. über die amerikani-
sche Psychotherapie und deren "Patien-
ten" wie dessen gesellschaftlichen Status 
aus.16 Für mathematische Aufgabenstel-
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lungen realisierte Slagle einen Symboli-
schen Automatischen Integrator, der ein 
Vorläuferprodukt des berühmten MAC-
SYMA-Programms darstellte. Aufgrund 
der Verwendung eines falschen Paradig-
mas mußte das mit großem Enthusiasmus 
anvisierte Ziel eines "General Problem Sol-
ver (GPS)" wieder aufgegeben werden, 
was den Weg zur intensiveren Erforschung 
von Wissens basen in Computersystemen 
frei machte. Weiterhin lernen Computer 
Schach-Spielen und begannen, Muster zu 
erkennen. 
• Die siebziger Jahre: Neue Formen der 
Wissensdarstellung und die entsprechen-
den Suchtechniken werden erarbeitet. 
Terry Winograd erstellt das Programm 
SHRDLU, das die Interaktion sowohl auf 
syntaktischer als auch semantischer Ebene 
mit einem Wissensvorrat in Zusammen-
hang mit der Computerbildverarbeitung 
ermöglicht ("Bauklötzchenwelt"). Zudem 
werden Prototypen für das V erstehen von 
gesprochener Sprache konzipiertY Es ist 
aber vor allem die Zeit, in der die ersten 
Expertensysteme (regelbasierten Systeme) 
entstehen. Diese haben als Ziel, Experten-
wissen so aufzuarbeiten, daß bei einer 
Abfrage das System das Verhalten eines 
Fachmanns bei der Lösung eines Problems 
simuliert. MYCIN war zum Beispiel einer 
der ersten Prototypen im Bereich der 
medizinischen Diagnose. Mit dem MAC-
SYMA-Programmpaket, das am Massa-
chusetts Institute of Technology (MIT) 
1974 entwickelt wurde, erreichte die sym-
bolische Mathematik in diesem Jahrzehnt 
ihren Höhepunkt. 
• Seit 1980: Die KI-Forschung beginnt 
sich zu industrialisieren18, das heißt, viel-
fältige industrielle Anwendungen werden 
in Angriff genommen. Die Japaner arbei-
ten an einer Fünften Computer-Genera-
tion, was wiederum Amerikaner und 
Europäer zur Beschleunigung ihrer For-
schungsaktivitäten auf diesem Gebiet ver-
anlaßte. 
KI-Forschung -
worin besteht sie heute? 
Die historische Rückblende auf die Ge-
schichte der Künstlichen Intelligenz gibt zu 
erkennen, daß diese inzwischen wissen-
schaftlich etablierte Disziplin auf zwei 
Beweggründe zurückzuführen ist: zum 
ersten beflügelten Phantasie wie Magie die 
Beschäftigung mit Automaten und mecha-
nischen Menschen, zum zweiten versuch-
ten Wissenschaftler, menschliche Gedan-
kengänge wie kognitives Verhalten mittels 
Computersimulation zu untersuchen und 
zu beschreiben. 
Was wird nun heute unter "Künstlicher 
Intelligenz" verstanden? Zwar gibt es 
ebensoviele Definitionen von Künstlicher 
Intelligenz wie Menschen, die auf jenem 
Gebiet arbeiten, trotzdem sollen folgende 
Begriffsbeschreibungen zur weiteren Ori-
entierung verhelfen: 
• "Künstliche Intelligenz ist der V ersuch, 
Computermodelle von kognitiven Prozes-
sen zu bauen. ,,19 Zugrundegelegt wird eine 
Vorstellung von Intelligenz als der Fähig-
keit, "W echselbeziehungen von vorliegen-
den Fakten so zu begreifen, daß man ein 
gewünschtes Ziel erreicht"2o. Dieses V er-
mögen, und hierin besteht die entschei-
dende Wendung zu früheren Ansichten, 
sehen die KI-Forscher keineswegs apriori 
an die Existenz des menschlichen Gehirns 
gebunden. "Intelligenz wird gerade nicht 
als ein fest an das Gehirn gebundener V or-
gang verstanden, sondern als Ergebnis 
eines Vorgangs. Eine Tätigkeit wird als 
intelligent charakterisiert, weil sie gewisse 
Eigenschaften hat, nicht weil sie aus einem 
neuronalen Prozeß des menschlichen 
Gehirns hervorgegangen ist. ,,21 
18 
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• "Künstliche Intelligenz ist die Untersu-
chung von Ideen, die es Computern 
ermöglichen, intelligent zu sein". 22 Diese 
DefInition basiert auf der These von 
Winston, daß der Versuch, Computer 
intelligent zu machen, uns Menschen dazu 
verhilft, Intelligenz besser zu verstehen. 
Die herkömmlichen Sichtweisen der Psy-
chologie, Sprachwissenschaften und Philo-
sophie werden nach Ansicht des Wissen-
schaftlers auf diese Weise durch die 
KI-Forschung ergänzt. Hierfür liefert er 
einige Gründe: 
- Computermetaphern helfen beim 
Denkprozeß. Ob dadurch die Arbeit mit 
dem Computer wirklich zu einer berei-
cherten neuen Sprache geführt hat, wie 
dies Winston in den Raum stellt, sei an die-
ser Stelle undiskutiert. 
- Computermodelle erzwingen Genauig-
keit. Infolgedessen steigen die Chancen, 
daß bei der Realisierung einer Theorie Feh-
ler oder nichterkannte Probleme präziser 
und schneller erkannt werden können. 
- Computerimplementierungen zeigen 
die quantitativen Anforderungen von Auf-
gaben. 
- Computerprogramme zeigen grenzen-
lose Geduld, weil sie "Geduld" nicht "ken-
nen", und zudem sind sie gut für Tests zu 
verwenden, wie z.B.: es ist einfach, einem 
Programm einen Teil seines Wissens weg-
zunehmen, um zu erfahren, wie wichtig 
dieser Teil wirklich ist; Es ist zudem 
"erfreulich", daß es ein Computerfach-
mann wie Winston für unmöglich hält, mit 
einem lebenden (menschlichen) Gehirn 
mit gleicher Präzision zu arbeiten. In der 
Vergangenheit gab es hinlänglich viele Ver-
suche - oftmals grauenvoller Art - am 
lebenden "Objekt". 
Winston siedelt seine Überlegungen in 
einem klar definierten Bereich an: " ... die 
Absicht, Computer intelligent sein zu las-
sen, (ist) nicht das gleiche, wie Computer 
Intelligenz simulieren zu lassen. [ ... ] Folg-
lich gibt es weder die Besessenheit, 
menschliche Intelligenz nachzuahmen, 
noch ein Vorurteil, Methoden anzuwen-
den, die der menschlichen Intelligenz eigen 
sind. Statt dessen gibt es eine neue Betrach-
tungsweise, die eine neue Methodik mit 
sich bringt und zu neuen Theorien 
führt. ,,23 
Im Ergebnis nimmt Winston somit eine 
deutliche Grenzziehung zwischen dem, 
was wir als "natürliche (menschliche) In-
telligenz" bezeichnen, und dem Bereich 
der KI-Forschung vor. Dies trägt zu einer 
erfreulichen Entemotionalisierung einer 
oftmals sehr hitzig geführten Auseinander-
setzung über die Inhalte, Intentionen wie 
realistischen Möglichkeiten, Vor- und 
Nachteile der KI-Forschung bei. Leider 
herrschten derartige Ein- und Ansichten 
- wie wir noch sehen werden - nicht 
unmer vor. 
• "Künstliche Intelligenz ist der Zweig der 
Computerwissenschaften, der sich damit 
befaßt, Computer so zu programmieren, 
daß sie Aufgaben ausführen können, die 
- wenn sie von einem Menschen aus~e­
führt würden - Intelligenz erfordern." 4 
• "Künstliche Intelligenz stellt V erfahren 
zu flexiblen, nichtnumerischen Problemlö-
sungen zur Verfügung. Zu diesen Verfah-
ren gehören symbolische Informationsver-
arbeitung, heuristisches Programmieren, 
Wissensdarstellung und automatisiertes 
Schlußfolgern. Es gibt keine anderen 
Bereiche mit vergleichbaren Fähigkeiten, 
und fast alle komplizierten Probleme erfor-
dern zur Lösung diese Verfahren. Viele 
Verfahren zusammengenommen machen 
Künstliche Intelligenz zur zentralen Tech-
nologie der Auswertung. [ ... ] Um eine sol-
che Wahl in wirklich komplexen Situatio-
nen zu treffen, muß das System zumindest 
ansatzweise Phänomene der realen Weh 
verstehen können. ,,25 
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Generell kann Kr-Forschung als der 
Versuch angesehen werden, spezifische 
menschliche Fähigkeiten, insbesondere die 
Intelligenz des Menschen, maschinell 
nachzuahmen bzw. VOn einer "intelligen-
ten" Maschine unter Umständen in noch 
perfektionierterer Form ausführen zu las-
sen (Ausweitung der Anwendungsberei-
che von Computern). Dabei wird ver-
sucht, nicht nur die rein rationalen Fähig-
keiten des Menschen, sondern auch die mit 
ihnen verbundenen leiblichen Funktionen 
des Wahrnehmens, Empfindens, Erken-
nens und Handelns "im" Computer bzw. 
mit seiner Hilfe zu "simulieren". Daher hat 
es Künstliche Intelligenz immer mit nicht-
numerischen symbolischen Prozessen zu 
tun, die komplex, ungenau und mehrdeu-
tig sind und für die es keine allgemein 
bekannten algorithrnischen Lösungen gibt. 
Kl-Programmierung stützt sich folglich auf 
Wissen, das für ihren jeweiligen Anwen-
dungszweck VOn Interesse ist, benutzt spe-
zielle Methoden, um mit diesem Wissen 
umzugehen, beinhaltet Steuerstrukturen, 
um diese passenden Methoden zu fmden 
und verwendet Heuristiken zur Lösungs-
findung. Eventuell könnten so auch Com-
puterprogramme als Werkzeuge für das 
Studium des menschlichen Geistes einge-
setzt werden. 
Zwei Ziele können daher grob umrissen 
werden: 
Zum einen ist unS daran gelegen, durch 
"intelligente" Programmierung Computer 
wie Roboter besser nutzbar zu machen. 
Zum anderen versuchen wir mit dem 
Instrument Computer, die Prinzipien zu 
verstehen, die Intelligenz möglich machen. 
Das Ziel, eine intelligente Maschine zu 
bauen, zwingt die Mitglieder der scientific 
community demzufolge dazu, sich mit 
den Grundproblemen der wissenschaftlich 
kaum geklärten menschlichen Intelligenz 
intensivauseinanderzusetzen. Infolge der 
Komplexität ihres Vorbildes - der mensch-
lichen Intelligenz - ist die Kr-Forschung zu 
einem interdisziplinären Forschungsvor-
haben angewachsen. Sie verband sich 
zunächst mit der VOn Norbert Wiener ent-
wickelten Kybernetik, aber andere Gebiete 
wie die Psycho- und Soziolinguistik, die 
Computerlinguistik, die Neurophysiolo-
gie, die Psychologie, Ingenieurwissen-
schaften, mathematische Logik, Entschei-
dungstheorie, Informationstheorie, Biolo-
gie, Physik, Soziologie, Verhaltensfor-
schung und nicht zuletzt auch die Philoso-
phie (insbesondere Logik, Erkenntnistheo-
rie und Sprachphilosophie) kamen bald 
hinzu. Als Rahmenbedingung bedurfte 
und bedarf es bis heute einer entsprechen-
den Ausbildung des jeweiligen Forschers, 
einer inhaltlichen wie organisatorischen 
Auseinandersetzung der zu erforschenden 
spezifischen Fragestellungen als auch der 
Bereitschaft zur interdisziplinären Beset-
zung des Forschungsteams entgegen klas-
sisch-überkommener Wissenschaftsideale. 
Anwendungsbereiche der 
Künstlichen Intelligenz 
Wie sich schon andeutungsweise an der 
notwendigen interdisziplinären Ausrich-
tung des Forschungsfeldes Künstliche 
Intelligenz ablesen läßt, war die Komplex-
ität der Realität Grund dafür, daß ein alter 
Traum der Menschheit, die Konstruktion 
eines Allgemeinen Problemlösers, eines 
"General Problem Solver (GPS)"26, bis-
lang nicht in der erhofften Weise in die 
Wirklichkeit umgesetzt werden konnte. 
Obwohl der GPS, welcher Probleme in 
Anlehnung an einen Menschen lösen soll, 
nicht mehr ganz oben auf der Prioritätsliste 
der Kr-Forscher steht, bleibt er doch insge-
heim eine Hoffnung für die Zukunft. 
Was ist aber dieses GPS-Programm? Es 
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wurde von Allen Newell, John C. Shaw 
und Herbert Simon ab 1957 entwickelt 
und verwendete als erstes Computerpro-
gramm das Verfahren der Differenzenre-
duzierung. Aufgabe des Programms ist es, 
die Differenz zwischen einem Anfangs-
und dem gewünschten Zielzustand mittels 
der geeigneten Prozeduren zu reduzieren, 
das heißt dem Zielzustand anzunähern, bis 
es jenen idealerweise erreicht hat. Zuerst 
betrachteten die drei Forscher Lösungs-
strategien von Computern, fIlterten die 
universalen Prinzipien und Methoden her-
aus, die ihrer Meinung nach in allen Pro-
blemsituationen Anwendung fmden müs-
sen, und gingen im folgenden davon aus, 
daß diese zur Problemlösung jeder spezili-
schen Situation herangezogen werden 
können. Weiterhin sticht das entschei-
dende Charakteristikum ins Auge: Diese 
Methode der Differenzenreduzierung, be-
zeichnet als "means-ends analysis", ist 
getrennt von dem zur Lösung eines 
spezifischen Problems (z.B. einer opti-
mierten Reiseverlaufsplanung) erforderli-
chen Fachwissen. Auch ohne exemplari-
sche Darlegungen dürfte ersichtlich wer-
den, daß dieses Verfahren bei komplexen 
Situationen nicht zwangsläufIg durch ent-
sprechende Verkettung die notwendigen 
Schritte zur Planung des weiteren 
Lösungsweges (Zielannäherung) für diffi-
zile Probleme selbständig "unternimmt". 
Gleichfalls förderte die Komplexität von 
Welt als auch die Vielgestaltigkeit der 
KI-Forschung die Aufspaltung in einzelne 
Denkschulen, die wiederum einer multidi-
mensionalen Forschung Vorschub leiste-
ten. Den Anstoß zum Streit lieferte das fol-
gende Problem: Wie bringt man es fertig, 
die Summe menschlicher Erfahrungen zu-
sammenzubringen, diese unüberschaubare 
Wissens- und Erfahrungsmenge zu defI-
nieren und zu strukturieren (knowledge 
representation; Wissensrepräsentation), 
sie Schritt für Schritt in einen dem Compu-
ter verständlichen Code umzuschreiben 
und diesen Code so zu organisieren, daß 
der Computer die eingegebenen Daten 
nicht einfach hin- und herschiebt, sondern 
sie auch tatsächlich "versteht" und daraus 
"lernt"? Wieder begegnen wir dem mittler-
weile nicht mehr unbekannten Common-
sense-Knowledge-Problem, denn gerade 
nach den mageren Resultaten mit dem 
GPS erkannte man zurecht, daß Wissen 
den Schlüssel zu intelligenten KI-Hochlei-
stungssystemen darstellt. John McCarthy 
war zwar noch der Überzeugung, daß wir 
nicht genau wissen müssen, wie Menschen 
handeln und denken, sondern daß eine 
hochentwickelte Programmiersprache für 
mathematische Logik schließlich wie der 
gesunde Menschenverstand wird argu-
mentieren können - gleichgültig, ob Men-
schen genauso argumentieren oder nicht. 
Marvin Minsky glaubt nicht mehr 
daran. Er lehnt den Ansatz ab, mittels 
mathematischer Methoden die Funktions-
weise des menschlichen Geistes simulieren 
zu können. Demgemäß hat er eine Alter-
native entwickelt, die der sogenannten 
"frames" (Rahmen)Y In diesen speichert 
der Informatiker eine ihrerseits pro-
grammtechnisch organisierte Menge von 
Wissen, die benötigt wird, um eine ganz 
bestimmte Situation zu verstehen. Dann 
defmiert er jeweils, welches Wissen zur 
Lösung für eine spezielle Situation mit wel-
chen Regeln notwendig ist. Mit der auf 
diese Weise strukturierten Informations-
basis (besser: Wissensbasis; knowledge 
base) kann das entsprechende KI-Pro-
gramm, um Entscheidungen zu treffen, 
Pläne erstellen, Objekte und Situationen 
erkennen, Szenen analysieren usw. Wis-
sensdarstellung ist deshalb für das Verste-
hen natürlicher Sprachen, für Expertensy-
steme und Bilderkennung von großer 
Bedeutung. Minskys Rahmen (frames) 
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sind daher nichts anderes als komplexe 
Datenstrukturen zur Repräsentation ste-
reotyper Objekte, von Ereignissen oder 
Situationen, die prozedurale oder deklara-
tive Informationen enthalten können. Im 
Zuge dessen wurden eine Vielzahl von 
Programmiersprachen entwickelt, um die 
Wissensdarstellung zu vereinfachen, z.B. 
ROSIE (Rand Corp.) oder UNITS (Stan-
ford University). Roger Schank ergänzte 
die Methode der frames durch die der 
Skripte. Dies sind rahmenähnliche Struk-
turen, . mit denen stereotype Ereignisfol-
gen, nicht Situationen wie bei den Rah-
men, dargestellt werden können. Er be-
schritt damit unter anderem den Weg, den 
Computer zum Verständnis der natürli-
chen Sprache zu bringen; dies ist für ihn 
eine Möglichkeit, damit die Maschine 
überhaupt "versteht". Eine mehr oder 
minder zufällig angehäufte und gespei-
cherte Menge von Wissen, wie das mit den 
Gesetzmäßigkeiten der formalen Logik 
erfaßte menschliche Denken, erzeugt ja 
noch keinen intelligenten Computer. Ent-
wickelt wurde daher eine begriffliche 
Abhängigkeitstheorie für natürliche Spra-
chen (geistiger Akt, Handelnder, Begriff-
sarten, Objekt und dessen Zustandsbe-
schreibung, eine Reihe von Schlußfolge-
rungen). Vielleicht führt das Verstehen der 
natürlichen Sprache zu einem maschinel-
len "Verständnis" bereits vorhandener 
Informationen und deren Verarbeitung 
qua Regeln. Skripte, Rahmen, Wissensba-
sen, das "Verstehen" natürlicher Sprache 
und dergleichen sind eventuell für einfache 
stereotype Situationen anwendbar, indem 
sie simulieren, was Menschen tun. Um die-
ses was aber richtig beurteilen zu können, 
muß der Computer auch ihre Motivatio-
nen kennen, muß "verstehen", warum sie 
wie für was tun. Ansonsten ist zwar eine 
alltägliche Situation computertechnisch 
rekonstruierbar, für das Verständnis der 
Bedingungen von Realität taugt sie freilich 
nichts. 
Offensichtlich ist es noch ein sehr weiter 
und steiniger Weg, bis die Künstliche Intel-
ligenz mittels Computer das zustande-
bringt, was uns Menschen scheinbar leicht 
fällt, zum Beispiel das Erlernen der Mutter-
sprache, das Verstehen der Alltagssprache, 
das Erkennen eines Gegenstandes nebst 
seiner sprachlichen Umsetzung. 
Sicherlich verwundert es jetzt nicht 
mehr, wenn die nachstehenden Hauptge-
biete der KI-Forschung ein zwar statisches 
Bild vermitteln, aber gleichzeitig die unge-
heuere Komplexität jenes Fachgebietes 
verdeutlichen:28 
a) Anwendung der Künstlichen Intelli-
genz, insbesondere Expertensysteme in 
Industrie, Medizin, Wissenschaft und For-
schung, Militär, Spielen, Büroautomation, 
Wirtschaft und Finanzen, Lehre und Aus-
bildung, Bibliothekswesen, Ingenieurwis-
senschaften; 
b) Automatisches Programmieren: auto-
matische Analyse von Algorithmen, Modi-
flkationen von Programmen; 
c) Deduktion und Veriflkation von Theo-
remen: Programmier-Logik, mathemati-
sche Induktion; 
d) Wissensdarstellung: "frames", Prädika-
tenlogik, semantische Netzwerke, Abbil-
dungen der physischen Welt, Darstellung 
der Semantik natürlicher Sprachen; 
e) Programmiersprachen und Software: 
Sprache für Wissensdarstellungen und 
Expertensysteme; 
f) Lernen: Analogien, Begriffslernen, 
Induktion, Wissenserwerb, "knowledge 
engineering", Spracherwerb; 
g) Verarbeitung von natürlicher Sprache: 
Sprachgenerierung, Sprachverstehen, 
Sprachübersetzung, Spracherkennung, 
Textanalyse, Lexikologie (Thesauri), Ent-
wicklung von "interfaces"; 
h) Problemlösung, Kontrollmethoden und 
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Suche: Graphen- und Baum-Suchstrate-
gien, heuristische Methoden; 
i) Robotik: Manipulatoren, Propeller, 
Sensoren; 
j) Visuelle Wahrnehmung: Modelle, Pho-
tometrie, Bewegung, Gestaltwiedergabe; 
k) Erkennungsmodelle und psychologi-
sche Analyse von Intelligenz: Analyse von 
Emotionen, Beweisführung, Entschei-
dungsmodelle, Erinnerungsvermögen, Be-
wußtseinsmodelle; 
1) Soziale und philosophische Aspekte: 
KI-Paradigmen; Phänomenologie; Kreati-
vität; Hermeneutik; Erkenntnistheorie; 
Intentionalität; gesellschaftliche Auswir-
kungen; Geschichte; Forschungsmetho-
dologie; Modelle der Ökonomie, der 
Gesellschaft, des Rechts. 
Zur besseren Übersichtlichkeit kann 
man jene Hauptgebiete auf die sechs Teil-
disziplinen29 
- natürlichsprachliche Systeme 
- Expertensysteme, 
- Deduktionssysteme, 
- Robotersteuerung, 
- Bildverstehen und 
- intelligente Recherche reduzieren. 
Expertensysteme - Schrittmacher 
anwendungs- und produkt-
orientierter Forschung 
Freilich lassen sich in den beiden obigen 
Auflistungen noch zwei Prinzipien fmden, 
auf denen die KI-Forschung bislang fußte: 
der produktorientierte oder technologische 
Ansatz und der theorieorientierte oder wis-
senschaftliche Ansatz. Die Unterscheidung 
zwischen diesen beiden ist bedeutsam, weil 
gerade beim Debüt der Künstlichen Intelli-
genz Produkte aus dem ersteren Ansatz in 
der medienorientierten Arena der Öffent-
lichkeit Furore gemacht haben. Es handelt 
sich dabei um die sogenannten Experten-
systeme, die wir jedoch korrekter als 
"regelgeleitete" und/oder "wissensbasierte 
Systeme" bezeichnen möchten. Sie wur-
den konzipiert, um die Bedürfnisse be-
stimmter Industriezweige abzudecken, 
und nicht, um irgendwessen Theorien 
über den menschlichen Erkenntnisprozeß 
zu überprüfen. Expertensysteme sind 
daher derzeit wohl das "heißeste" Thema 
im Bereich der Künstlichen Intelligenz. 
Allgemein beschrieben operiert das 
System mit nicht nur algorithrnischen Pro-
zessen unter Verwendung von Daten und 
Programmen, sondern enthält auch Kom-
ponenten, mit denen Wissen von mensch-
lichen Experten wie "fremden" Datenban-
ken akquiriert, artikuliert und mittels Heu-
ristiken verarbeitet werden kann.3o Dem-
zufolge besitzt ein Expertensystem eine 
Wissens basis, eine Steuerstruktur und eine 
"globale" Datenbasis, wobei sein Aufga-
bengebiet immer einen genau festgelegten 
Anwendungsbereich haben muß. 
Die Programmierer, die diese Systeme 
entwerfen, befragen daher Experten des 
jeweiligen Sachgebiets und/oder werden 
gelegentlich sogar selbst zu Experten, um 
das System konstruieren zu können. Exakt 
an dieser Stelle, bei der Erforschung des 
Wissenserwerbs (knowledge acquisation 
research)31, setzt bereits Kritik ein, die 
nicht verschwiegen werden darf, da sie zu 
Konsequenzen enormer Tragweite führt. 
Bis zum Aufbau derartiger Systeme war 
man nämlich überzeugt, daß Expertenturn 
aus der Anwendung hochkomplizierter 
Heuristiken auf Unmengen von Fakten 
bestand. Solche Regeln seien dem Men-
schen nur selten zugänglich. Beim Befra-
gen der Experten mußte jedoch Feigen-
baum erkennen: Das Wissen von Experten 
ist oft ungenau festgelegt oder unvollstän-
dig, weil der Experte selbst nicht sagen 
kann, wieviel er über sein Fachgebiet weiß. 
Der Programmierer, der also ursprünglich 
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erwartete, ohne Schwierigkeiten von dem 
Experten dessen Wissen in angewandten 
Regeln "serviert" zu bekommen, sah sich 
plötzlich in der umgekehrten Situation. Er 
mußte dem Spezialisten in Worte gefaßte 
Regeln vorlegen, damit dieser in Abwä-
gung mit seinem von ihm selber kaum 
sicher beurteilbaren Wissenserwerbsvor-
gang feststellen konnte, ob diese Regel nun 
auf einen speziellen Fall zutreffe oder 
nicht, bzw. durch andere Regeln wieder 
eingeschränkt werden müsse. So trat das 
ein, was Feigenbaum befürchtet hatte: Der 
Expert~ kennt Tausende von Einzelfällen, 
folgt aber so gut wie keinen Regeln. 
Roger C. Schank erkannte infolgedessen 
ein entscheidendes Kriterium für die Beur-
teilung von solchen Systemen: "Experten-
systeme sind (daher) weder in gleicher 
Weise innovativ wie richtige Experten, 
noch können sie ihre eigenen Entschei-
dungsprozesse reflektieren. Die Konstruk-
teure von Expertensystemen versuchen, 
das Wissen eines Experten auf ein Set von 
Wenn-dann-Regeln in einem Programm 
zu reduzieren. Das Programm kommuni-
ziert mit dem Benutzer so, daß dieser das 
Expertensystem durch seine Verkettung 
von Regeln führt, bis es zu einer Schlußfol-
gerung kommt. ,,32 Deshalb sollte man 
diese Systeme berechtigterweise gemäß 
den Gebrüdern Dreyfus als "kompetente 
Systeme" bezeichnen. 
Trotz jener ersten Bedenken möchten 
wir einen Überblick über die Typen! 
Anwendungsbereiche sowie einige funk-
tionstüchtige Expertensysteme geben: 
TypenlAnwendungsbereiche,' 
- Interpretation (z.B. Interpretation che-
mischer Daten, Signalinterpretation, Sig-
nalfusion - Situationsinterpretation bei 
mehreren Sensoren); 
- Design und Konstruktion (z.B. Werk-
zeuge zum Aufbau von Expertensy-
stemen, automatisches Programmieren, 
Sprachverständnis, Wahl einer Computer-
konfiguration) ; 
- Planung und Vorhersage (z.B. chemi-
sche und biologische Analyse, Förderung 
von Mineralien und Öl, Beurteilung militä-
rischer Bedrohungen, taktische Zielpla-
nung, Verteidigung im Weltraum); 
- Diagnose, Fehleranalyse und -behebung 
(medizinische Diagnose und Verschreiben 
von Rezepten, Automatisierung von medi-
zinischem Wissen, Schaltkreisdiagnose, 
Diagnose von Systemfehlern); 
- Überwachung und Kontrolle (z.B. Kon-
trolle des Luftverkehrs, Überwachung 
komplexer technischer Anlagen, militäri-
sche Überwachung auf allen sicherheitsre-
levanten Ebenen); 
- Computergestütztes Lehren (z.B. intel-
ligente Zugriffe auf und Verwaltung von 
Wissensbasen gekoppelt mit einem inter-
aktiven Lehr- und Lernsystem); 
- Programmierumgebung und Werkzeug 
zur Systementwicklung (z.B. Entwicklung 
von Experten-Shells). 
Zur kritischen Abwägung der Vor-
und Nachteile von Expertensystemen 
Allein dieser knappe Überblick dürfte ver-
deutlichen, daß auf vielen gesellschaftlich 
relevanten, problernreichen wie sozial bri-
santen Gebieten regelbasierte Systeme 
zum Einsatz kommen können. Zuverläs-
sige Quellen, die exakte Angaben über den 
tatsächlichen Einsatz von Expertensyste-
men in einer normalen - also nicht mehr 
labormäßigen Anwenderumgebung 
machen, existieren jedoch nicht. Es wird 
vermutet, daß sich derzeit weltweit 2000 
bis 3000 Systeme (zur zivilen Nutzung) in 
verschiedenen Entwicklungsstadien befm-
den. Höchstens 100 davon operieren 
jedoch in der routinemäßigen Anwen-
dung. Desgleichen ist festzustellen: die 
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Überblick33 über eine Auswahl von Expertensystemen 
Funktion Anwendungsbereich System 
Diagnose Medizin MYCIN 
PUFF 
INTERNIST/ 
CADUCEUS 
Reaktorunfall REACTOR 
Computerlehler DART 
Datenanalyse und 
. . Ölförderung DIPMETER -mterpretatlon 
ADVISOR 
Chemie DENDRAL 
Geologie PROSPECTOR 
Analyse Symbolische Mathematik MACSYMA 
mathematische Beweise MKRP 
militärische Situationen TECH 
militärische Lageanalyse ANALYST 
digitale Schaltkreise CRITTER 
Entwurl Systemkonfiguration von 
Computern Rl/XCON 
chemische Synthese SYNCHEM 
Planung Robotertechnik ASTRIPS 
Vorbeiflug an Planeten DEVISER 
Molekulargenetik MOLGEN 
Flugzeugoperationen der 
Marine AIRPLANE 
taktische Zielplanung TATR 
Lernen aus Erlahrung Simulation von Luft-/ 
Seegefechten EURISKO 
Chemie META-DENDRAL 
Lernhilfen bei 
Computeranwendung ADATUTOR 
Signalinterpretation Sprachverständnis HEARSAY 
HAM-RPM, 
HAM-ANS 
Sensoren an Bord 
von Marineschiffen STAMMER-2, SU/ X, 
HASP 
Signalinterpretation Medizin (Herztätigkeit) ALVEN 
Benutzungsberater Rohstoffmarkt COMEX 
Investment FOLIO 
Steuer TAXADVISOR 
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Überblick33 über eine Auswahl von Expertensystemen (Fortsetzung) 
Entwicklung von 
Expertensystemen 
Intelligente Assistenten 
Wirtschaft 
Medizin 
Kernkraftwerke 
Kampfwaffenzuordnung 
automatisierte Fabrik 
Projektmanagement 
Einsatz von Maschinen 
ROSIE, EMCYIN, 
AGE, OPSS, KL-ONE 
RECONSIDER 
CSA 
BATTLE 
IMS 
CALLISTO 
ISIS-II 
Automatisches 
Programmieren 
Bildverständnis 
meisten ausgereiften Systeme sind aus 
hausinternen Projekten einzelner Indu-
strieunternehmen entstanden und werden 
einzig für deren fIrmenspezifische Anwen-
dungszwecke benutzt. 
Eingang hat dieser Technologiezweig 
auch in die Öko systemforschung gefun-
den. Ein eindruckvolles Projekt entstand 
beispielsweise im Rahmen eines MAB 
(Man And Biosphere)-Projektes der Ver-
einten Nationen, bei dem der Lehrstuhl für 
Landschaftsökologie der TU München! 
Weihenstephan, die Firma ESRI (Gesell-
schaft für Systemforschung und Umwelt-
planung in Kranzberg) sowie die Natur-
parkverwaltung Berchtesgaden beteiligt 
waren.34 Ziel dieses Vorhabens sollte es 
sein, den Entscheidungsträgern in Politik 
und Planung die Konsequenzen ihres 
jeweiligen Handelns in Mark und Pfennig 
aufzuzeigen und ihnen gegebenenfalls 
Alternativvorschläge zu unterbreiten, wie 
die vorhandenen Ressourcen umweltscho-
nender genutzt werden könnten. Den 
Hintergrund für diese Studie bildete die 
inzwischen durch das Olympische Komi-
tee abgelehnte Bewerbung Berchtesgadens 
für die Winterspiele 1992. Da sich infolge 
PSI, CHI, DEDALUS, 
HARPY, PECOS 
VISIONS, 
ACRONYM 
eines solchen internationalen sportlichen 
wie touristischen Spektakels das Leben der 
Bewohner dieser Region und die Region 
selbst nicht nur für 14 Tage verändern wür-
den, wurde eine verstärkte Aufmerksam-
keit auf die Langzeitveränderungen für die 
ansässige Wirtschaft, den Tourismus, die 
Natur, die kommunalen Gesamtfolgeauf-
wendungen etc. gelegt. Überraschender-
weise kam jenes MAB-Projekt zum Ergeb-
nis, daß dezentral geplante Olympische 
Spiele (wie in Berchtesgaden) weder 
besonders positive noch negative Kurz-
wie Langzeitwirkungen hervorriefen. Den 
Nutzen eines derartigen Informations- und 
Entscheidungshilfesystems hat dann auch 
die amerikanische Umweltbehörde EPA 
erkannt und rüstet derzeit ihre institutio-
nen mit diesem System aus. 
Sogar in Wissenschaftsbereichen wie der 
Soziologie werden Expertensysteme auf-
gebaut. In den Jahren 1983 und 1984 wurde 
zum Beispiel das System INTERDAT für 
die interaktive Datenerhebung im Bereich 
der empirischen Sozialforschung an der 
Universität Frankfurt mit DFG-Mitteln 
entwickelt. 35 Auch wenn dadurch noch 
keinesfalls die Grundlagen für einen routi-
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nemäßigen Einsatz geschaffen worden 
sind, so vermittelt ein solches System 
gerade im Bereich der Sozialwissenschaf-
ten die Grenzen, die sich einem metho-
disch-technisch orientierten Forschungs-
zweig entgegenstellen. Ebenso zeigt sich 
sehr schnell die Komplexität sozialer 
Strukturen, womit der voreilige Enthusias-
mus gedämpft wird, viele menschliche 
Fähigkeiten systematisch analysieren und 
rational rekonstruieren zu können oder, 
wenn die Entwicklung von KI-Instrumen-
ten eines Tages soweit wäre, zu sollen. 
Weiterhin ist es bei manchen Großfor-
schungsprojekten undenkbar geworden, 
ohne die Unterstützung eines Expertensy-
stems zu arbeiten. Bei dem NASA-Projekt 
"Search for Extraterrestrial Intelligence 
(SETI)" gilt es, ein Frequenzspektrum von 
mehreren hundert Megahertz Weite mit 
einer Auflösung von bis zu einem Hertz in 
Realzeit nach den Spuren ungewöhnlicher 
Impulse zu durchsuchen. Insbesondere aus 
wirtschaftlichen Interessen heraus entwik-
kelte die "Federal Emergency Manage-
ment Agency (FEMA)" der Vereinigten 
Staaten ein Softwaresystem, das eine 
umfassende und auf alle kommerziellen 
Sektoren zugeschnittene Schadensanalyse 
bei Erdbeben jeglicher Verursachung er-
möglicht. Anlaß ist die Gewißheit, daß in 
den nächsten dreißig Jahren in Kalifornien 
ein Beben der Größenordnung von 1906 
unvermeidbar sein wird. Allein der mate-
rielle Schaden dürfte sich in der Größen-
ordnung von bis zu einer Milliarde Dollar 
bewegen. Die neuen Hochenergiephysik-
Experimente am Europäischen For-
schungszentrum CERN in der Nähe von 
Genf benötigen die ständige Überwachung 
und Datenentnahme von zirka 500000 
Komponenten. Ohne ein Fehlerdiagnose-
system würden die Personalkosten mittel-
fristig solche immens teueren Versuche 
von vornherein zum Scheitern verurteilen. 
Indes ist die kommerzielle Anwendung 
von Expertensystemen zwar bereits er-
folgt, freilich kann noch lange nicht von 
einem breiten Durchbruch an der Front 
der Vermarktung gesprochen werden. Für 
1991 wird freilich ein Marktvolumen von 
2,5 Mrd. US-Dollar, für 1993 von gar 8,5 
Mrd. US-Dollar erwartet. Wichtiger als die 
erhofften Umsatzzahlen ist die Funktion 
einer Schlüsseltechnologie, die Experten-
systemen für das nächste Jahrtausend zu-
geschrieben wird. Dies bedeutet keines-
falls, daß die Erwartungen, die an solche 
Systeme geknüpft sind, zu hoch einge-
schätzt werden. Die meisten Anwender 
sind sich oder sollten sich zumindest im 
klaren sein: Diese Systeme liefern befrie-
digende, aber keine optimalen Lösungen, 
geben je nach Qualität und spezifischem 
Anwendungsgebiet zufriedenstellende 
oder auch überhaupt keine Antworten. Ihr 
Einsatz ist zudem teuer und kann bei 
Anwendung im falschen Bereich zu ver-
heerenden Folgen führen. Regierungen 
oder Firmen, die Experten für eine spezifi-
sche Aufgabenstellung brauchen, sich aber 
auf den "Rat" von nur kompetenten Syste-
men stützen, wird diese Fehlentscheidung 
aufgrund einer sicherlich manchmal über-
triebenen Technikgläubigkeit "teuer" zu 
stehen kommen.36 Bestenfalls dürfen sie 
daher als nützliche Werkzeuge für eine all-
gemeine "Leistungssteigerung" angesehen 
werden. 
Weiterhin ist mit diesen Systemen die 
enorme Gefahr verbunden, daß sich junge 
Wissenschaftler, also potentielle Experten, 
an dem großen Wissensniveau eines sol-
chen Systems orientieren und dabei das 
notwendige kreativ-innovative Moment 
für die Fortentwicklung von Forschungs-
arbeiten "übersehen" oder - härter gesagt-
sich aberziehen lassen. Dies wäre zugleich 
das Ende menschlichen Expertentums 
und käme einem wissenschaftlichen Rück-
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schritt von enormen Ausmaß gleich. Keine 
Industrienation (und nicht nur diese) sollte 
sich das leisten wollen. 
Desgleichen können sich durch die 
Konstruktion und Anwendung von zu-
nehmend verschiedenartigeren Experten-
systemen - möglicherweise unbeabsichtigt 
- Einfluß- und Machtstrukturen verschie-
ben. Gefahren sind u.a.: Verschleierung 
und Entpersonalisierung von Entscheidun-
gen und Verantwortlichkeiten, subjektive, 
situationsspezifische Aspekte werden bei 
der Entscheidungsfindung zu wenig 
berücksichtigt, die Risikobereitschaft, 
etwas Neues ohne Computerberatung 
anzugehen, sinkt, die illusion der Objekti-
vität wird vorgegaukelt, das spezifisch 
Menschliche der Intuition wie die Berück-
sichtigung sozialer Belange kommt zu 
kurz, die Auswirkungen im Bereich des 
Datenschutzes wie die Perfektionierung 
von Überwachungs- und Kontrollmecha-
nismen werden unübersehbar, militärische 
Anwendungsmöglichkeiten müssen den 
Frieden nicht unbedingt sicherer machen. 
Abgesehen davon entsteht ein enormes 
juristisches Problempotential. Schlüsselfra-
gen wären zum Beispiel: Wer oder was ist 
bei der Hilfestellung durch ein Expertensy-
stem wieweit verantwortlich zu machen? 
Oder anders gewendet: Kann ein Compu-
ter verurteilt werden? 
Außerdem verhelfen wir mit Experten-
systemen dazu, Maschinen nicht den 
Schein von Intelligenz zu nehmen; manch 
einer wird ihnen jedoch diese falsche Kom-
petenz zuerkennen. Auf diese Weise dele-
giert der einzelne ein Stückchen menschli-
cher Freiheit an eine scheinbar (künstlich) 
intelligente Maschine. 
Nunmehr dürfte verständlicher gewor-
den sein, warum folgende Fragestellungen 
immer wieder die Gemüter erhitzen: Kön-
nen Menschen einer Maschine mensch-
liches Denken oder menschenähnliche 
Denkstrukturen einprogrammieren, um 
welche Form von Denken würde es sich 
handeln, ist jene Denkform mit menschli-
chem Denken gleichzusetzen, zu verglei-
chen oder nicht, besitzt eine derartige 
Maschine deswegen schon ein Bewußtsein, 
gar einen freien Willen bzw. wäre diese als 
autonom zu bezeichnen? 
Zweifelsfrei war es die datenprozes-
sierende Informationstechnologie, die die 
Voraussetzung für eine intensive KI-For-
schung geschaffen hat. Deren Kernstück 
ist das technische Artefakt und universelle 
Werkzeug Computer. Jener ist nichts als 
ein Vehikel, durch das erst das Spannungs-
feld zwischen der künstlichen Welt der 
Symbole, syntaktischen Sprachstrukturen, 
selbststeuernden Automaten auf der einen 
Seite und unserer Erlebnisfähigkeit von 
Wirklichkeit, Verfügung über Bewußtsein 
und spezifische Qualität von Autonomie 
auf der anderen Seite erzeugt wurde. Die 
datenprozessierende Informationstechno-
logie stellt damit nach Walther Zirnmerli37 
die einzige Quer- und, Kulturtechnologie 
dar, das heißt eine Technologie, die selbst 
wiederum fast alle Bereiche der T echnolo-
gie durchzieht und gleichzeitig eine starke 
Lebensrelevanz für uns alle aufweist. 
Indes können wir nicht jeden Fortschritt 
der Software oder Robotik als Künstliche 
Intelligenz etikettieren. Das zentrale Pro-
blem der Künstlichen Intelligenz hat eben-
sowenig mit Expertensystemen, schnelle-
ren Programmen oder größeren Speichern 
zu tun. Der endgültige Durchbruch in der 
KI-Forschung wäre einzig der Bau einer 
Maschine, die lernen oder sich infolge ihrer 
eigenen Erfahrungen selbst verändern 
kann. 38 Folglich müßten wir derzeitige 
KI-Systeme aufgrund ihrer Beschränkung 
der Leistungsfähigkeit auf ein inhaltliches 
Teilgebiet in Anlehnung an William Stern 
eher als "talentiert" denn als "intelligent" 
bezeichnen. 
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In Verbindung mit der wissenschaftli-
chen Neugier, dem Phänomen Leben 
wenigstens modellhaft auf die Spur zu 
kommen, wird durch die folgenden Aus-
führungen vielleicht besser zu verstehen 
sein, warum KI-Forschung in den Dunst-
kreis von intellektueller Ignoranz, wissen-
schaftlicher Hochstapelei oder gar effekt-
haschender Geschäftstüchtigkeit geraten 
ist. 
Zur Zukunftsorientierung der 
KI-Forschung - ein Überblick 
Wie ist es um die Zukunft der KI-For-
schung bestellt? 
Die Führungsrolle der USA schien 
unangetastet - solange bis Japan zum 
"Trendsetter" in der KI-Forschung avan-
cierte; ins Leben gerufen wurde ein weitge-
hend staatlich finanziertes Zehn-Jahres-
Projekt, das die Entwicklung künftiger 
Supercomputer, der "Computer der fünf-
ten Generation", vorantreiben soll. Diese 
Computergeneration wird nach den Vor-
stellungen des japanischen Ministeriums 
für Handel und Industrie (MIT!) nicht 
bloß leistungsfähigere, sondern auch mit 
Künstlicher Intelligenz ausgestattete Com-
puter hervorbringen. Das erklärte Ziel: 
Übernahme der Spitzenposition in der 
weltweiten KI-Forschung. 
Infolge der Hauptaufgabe der "Elitebe-
amten" des MIT! -langfristige, gründliche, 
umfassende Erfolgsplanung der japani-
schen Industrie - erteilte das Ministerium 
1978 den Auftrag zu einer entsprechenden 
Studie. Aufgrund des Resultats schien die 
Rechnerindustrie wegen der minimalen 
Material- und Energieanforderungen und 
der hohen Veredelung sowie durch ein 
Heer gut ausgebildeter Arbeitskräfte wie 
kaum ein anderer Zweig geeignet, die 
Ausrichtung der japanischen Wirtschaft 
auf veredelungsintensive, exportorientierte 
Produkte auszubauen. Die immense Be-
deutung jenes Forschungsvorhabens grün-
dete zudem in der Erkenntnis, daß Japan in 
der Technologie die internationale Füh-
rungsrolle übernehmen muß, um Geld für 
Nahrung, Erdöl und Kohle, schlicht für 
alle nicht-erneuerbaren Ressourcen zu ver-
dienen. So wurde Ende 1981 anläßlich 
einer KI-Konferenz jenes gigantisch anmu-
tende Computerprojekt einer erstaunten 
Weltöffentlichkeit vorgestellt und gleich-
zeitig die in drei Etappen vorgesehene Rea-
lisierung mit einer Laufzeit von April 1982 
bis April 1992 gebilligt. Abweichend von 
den üblichen, konsensorientierten japani-
schen Kooperationsformen schuf man bin-
nen Monatsfrist ein zentrales Institut, das 
inzwischen berühmte ICOT (Institute of 
New Generation Computer Technology), 
welches die wissenschaftlichen Arbeiten 
führt, die Koordination ausübt und die 
Entwicklungen auslöst. Die hierfür einge-
planten Finanzmittel belaufen sich auf 
mindestens 850 Mio. Dollar, von denen 
der überwiegende Teil in der dritten Pro-
jektphase (1989-1992) aufgewendet wer-
den soll. 
Der Leiter des Instituts, Kasuhiro Fuchi, 
holte die 40 besten, zumeist selbst ausge-
suchten SpezialistenJapans unter 35 Jahren 
ans ICOT; er widersprach damit völlig 
dem streng auf Dienstalter beruhenden 
hierarchischen Aufbau japanischer Unter-
nehmen und Forschungszentren. Die Wis-
senschaftler, die ein interdisziplinäres For-
schungsteam bilden, kamen unter anderem 
auch aus den acht japanischen Firmen, die 
das Konsortium hinter ICOT bilden: 
Fuijtsu, Hitachi, Nippon Electric Corpora-
tion/NEC, Mitsubishi, Matsushita, Oki, 
Sharp und T oshiba sowie den beiden 
nationalen staatlichen Forschungslabors 
Musashino von Nippon Telephone & 
Telegraph und dem Elektrotechnischen 
Labor des MIT!. 
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In der japanischen Hauptstadt Tokio wurde von der Hitachi Ltd. der 32-bit-Microprozessor hergestellt; mit maximal 70 
Millionen Schaltungen in der Sekunde gilt er als der derzeit .schnellste der Welt". (Foto: dpa/epa) 
WeIcher Leistungsbeschreibung sind 
nun aber die Computer der Fünften Gene-
ration unterworfen? Hierzu einige Stich-
punkte: 
- Hardware für umfangreiche Experten-
systeme; 
Minimierung und Optimierung des 
Energieverbrauchs; 
- Erleichterung der Schadenserkennung 
und Reparatur von Maschinen; 
- Erhöhung der Produktivität durch intel-
ligente Roboter; 
- Überprüfung von Texten auf ihre sachli-
che, grammatikalische und orthographi-
sche Richtigkeit 
- Sprachübersetzung; 
- sogenannte "Altenroboter" und verbes-
serte Computersysteme in der Gesund-
heitsverwaltung zur Hebung der 
Lebensqualität emer "überalterten" 
Gesellschaft. 
Zweifellos ist das eben skizzierte japani-
sche Großprojekt das homogenste, ausge-
wogenste und zugleich das mit dem größ-
ten Risiko behaftete. Als Antwort auf die-
ses Vorhaben hat das amerikanische Ver-
teidigungsministerium im Oktober 1983 
30 
I B. Irrgang/]. Klawitter I 
die "Strategic Computing Initiative (SCI)" 
ins Leben gerufen; jener Zehn-Jahres-Plan 
bekam schon für die ersten fünf Jahre 600 
Mio. Dollar mit dem Ziel zur Verfügung 
gestellt, zur Beherrschung der "Schlacht-
felder der Zukunft" die Entwicklung von 
autonomen Kriegsrobotern, "intelligenten 
Assistenten" für Kampfpiloten ("Pilots 
Asscociate Program"; PAP) und com-
putergestützten Kampfführungssystemen 
voranzutreiben. 
Beleuchten wir einmal die erste ange-
peilte Entwicklungsvorgabe genauer. Im 
Rahmen von SCI ist das Projekt DARPA 
(Defense Advanced Research Projects 
Agency) mit einer Finanzspritze von ledig-
lich 10 Mio. Dollar entstanden. Mit Hilfe 
jener Studie soll bis zirka 1992 ein autono-
mes Roboterfahrzeug konstruiert werden, 
dessen Fähigkeiten wie folgt charakterisiert 
werden: "Eine fahrzeugähnliche Kampf-
maschine, die auch unter extremen Bedin-
gungen - sprich Nuklearangriff -, die 
US-Doktrin des 'deep attack' verwirkli-
chen kann. Nach dem Prinzip 'feuern und 
vergessen', 'suchen und zerstören', sind sie 
das, was der moderne Krieg von seinen 
Soldaten erwartet. Dieses autonome, das 
heißt völlig selbständig operierende Fahr-
zeug soll bis 1990 in der Lage sein, bis zu 50 
Kilometer tief auf unbekanntem Terrain zu 
operieren. Auf Straßen soll es bis zu 60 
Kilometer pro Stunde (kmlh), querfeldein 
10 Kilometer pro Stunde erreichen kön-
nen. 
Nötig ist dazu dann lediglich die Ziel-
vorgabe und eine grobe, digital gespei-
cherte Landkarte, anhand der das Gefährt 
eine vorläufige Streckenplanung vorneh-
men kann. ,,39 Der im Auftrag der DARP A 
von der Martin Marietta Corporation 
gebaute selbststeuernde Lkw, das AL V 
(Autonomous Land Vehicle) kommt die-
sen Vorstellungen schon ziemlich nahe. Es 
ist mit einem Laser-Scanner ausgerüstet, 
der auch nachts arbeitet, und die optische 
Kamera des AL V bei der Suche nach dem 
Weg unterstützt. Allerdings läßt sein Auf-
lösungsvermögen noch sehr zu wünschen 
übrig. Trotz der 16 parallel arbeitenden 
Prozessoren im Computer des Versuchs-
wagens benötigt das Gefährt zur Bildaus-
wertung im freien Gelände noch sehr 
lange, was sich auf die Fahrtgeschwindig-
keit enorm auswirkt (lediglich 3 km/h; im 
Vergleich: Straße 20 kmlh) .4o 
Allein an diesem vergleichsweise harm-
losen Beispiel zeigt sich: Militärtechnik 
kostet enorm viel Geld, ohne Güter zu 
produzieren. Welche Folgen ein hoher 
Militäretat für Volkswirtschaften haben 
kann, sehen wir an der UdSSR und den 
USA. Zudem ist die These nicht von der 
Hand zu weisen, daß diese Technologie 
Mittel entzieht, die für humanitäre Zwecke 
dringend benötigt würden. Hinzu kommt, 
daß atomare Kriege wohl nicht mehr zu 
führen sind, ohne dabei die Menschheit 
auszulöschen. Zudem überlassen wir die 
Entscheidung über Krieg und Frieden im 
wesentlichen Maschinen, die wir nicht 
mehr kontrollieren können. So könnten 
wir uns schließlich auch der Verantwor-
tung für die Auslöschung der Menschheit 
entziehen wollen, denn die Aufrechterhal-
tung der atomaren Abschreckung garan-
tieren Expertensysteme, programmiert in 
so vielen Mannjahren, daß niemand mehr 
ihre Strukturen voll durchschauen kann. 
Zugegebenermaßen war militärische 
Forschung schon häufig einer der Motoren 
technologischer Forschung und Entwick-
lung. Außerdem ist es nicht die Militärfor-
schung, die die Kriege letztlich führt. 
Trotzdem haben auch die KI-Forscher 
Verantwortung für ihre Arbeitsergebnisse, 
insbesondere da Computer keine unfehl-
baren Systeme darstellen. Eine Beschrän-
kung von KI-Forschung im militärischen 
Bereich ist daher zumindest grundsätzlich 
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in Erwägung zu ziehen, denn die Informa-
tik ist zur kriegsentscheidenden Grundla-
genwissenschaft geworden, ähnlich der 
Kernphysik zur Zeit der ersten Atombom-
ben. Militärforschung müßte andere Wege 
gehen, eventuell KI-Programme dazu ein-
zusetzen, um alternative, defensive Kriegs-
strategien auszurechnen, die ohne Andro-
hung atomarer Vergeltung wirksame Ab-
schreckung ermöglichen, um uns in ande-
rer Weise Sicherheit vor feindlichen 
Angriffen zu gewährleisten. Denn die mei-
sten der zur Zeit gültigen Konzepte ver-
mitteln letztlich eher das Gefühl der Angst 
als der Sicherheit . 
. Mit Blick auf die Militärforschung ist es 
auch kein Trost, daß die konstruktions-
technischen Schwierigkeiten angesichts 
der erforderlichen Datenverarbeitungslei-
stungen von 100000 MIPS (1 MIPS = 1 Mil-
lion Befehle pro Sekunde) zur Zeit unüber-
windbar scheinen; heute schaffen nämlich 
die leistungsfähigsten Computer vom Typ 
Cray-2 (Stückpreis zirka 70 Mio. DM) 
"nur" 20 bis 40 MIPS. Diesem Teilbereich 
des amerikanischen SCI-Plans widmet sich 
daher die Forschung über die sogenannte 
Parallelverarbeitung; hiermit beschäftigen 
sich derzeit allein ungefähr 50 verschiedene 
Projekte an Universitäten der USA. Was 
aber ist Parallelverarbeitung? 
Bisher arbeiten Computer normaler-
weise mit einem Prozessor; demzufolge 
benötigt ein Rechner lange für die Lösung 
eines bestimmten Problems. Es existiert 
aber seit Jahrtausenden ein "biologisches 
System", das dem der heutigen Computer 
in einer Weise überlegen ist, die quantitativ 
nicht mehr bestimmt werden kann, - das 
menschliche Gehirn. Die "Leistungsfähig-
keit" des Gehirns besteht unter anderem 
im Zusammenwirken seiner zahlreichen 
Komponenten, etwa 1010 Neuronen, zwi-
schen denen etwa 1013 synaptische Verbin-
dungen existieren. Die zentrale Frage nach 
dem Zusammenhang zwischen dem Ge-
samtverhalten vieler Komponenten und 
den Eigenschaften einzelner Komponen-
ten stellt sich daher immer wieder neu und 
wird derzeit mit der Theorie der Selbstor-
ganisation, wie wir sie in der Natur in jeder 
lebenden Zelle vorfmden, beantwortet. 
Selbstorganisation repräsentiert ein Prinzip 
zur Verringerung des Befehlsumfangs, den 
ein Organismus zur Gestaltbildung oder 
zum Handeln benötigt. Dies wiederum 
beruht auf dem Paradigma: Information 
existiert im Gehirn nur auf viele Nerven-
zellen verteilt und wird demgemäß verar-
beitet. Um dem Computer diese scheinbar 
enormen Vorteile bei der Informationsver-
arbeitung ebenfalls zur Verfügung zu stel-
len, versucht man, Computer wie Nerven-
zellen zu schalten und zu programrnie-
ren.41 Es sollte nicht mehr eigens betont 
werden, daß diese Simulation des 
menschlichen Gehirns mittels einer ähnlich 
gearteten Computerhard- wie Software-
arc\J.itektur keine künstlich-natürliche 
Intelligenz entstehen läßt. 
Gelänge es zum Beispiel ein KI-Pro-
gramm in verschiedene Teile aufzuspalten 
und jedem Prozessor einen Teil zuzuwei-
sen, so würde das Programm theoretisch 
nicht nur schneller ausgeführt, sondern es 
könnte auch komplexere Zusammenhänge 
"selbst"organisierend verarbeiten. Ein der-
artiges System stellt Nettalk 42 von T erence 
Sejnowski dar. Es handelt sich hierbei um 
ein Sprachverarbeitungsprogramm, das 
einen Text einlesen und danach vorlesen 
soll. Ziel des Biophysikers war freilich 
nicht, einen perfekten Sprachsynthesizer 
zu bauen; vielmehr interessierte ihn, ob 
und wie Nettalk Text und Sprache in ähn-
licher Weise umzusetzen lernt wie das 
menschliche Gehirn. Folglich verwendet 
er gleich 200 Prozessoren, die durch über 
5000 Synapsen, einem Art neuronalen 
Netz, miteinander verknüpft sind. Wäh-
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rend des Sprechtrainings gewichtet das 
System die Verbindung zwischen seinen 
Neuronen je nach der Übereinstimmung 
seiner erzeugten Laute mit der ihm zu-
grundeliegenden Sprechprobe neu. Net-
talk gewinnt so immer mehr an Lese- und 
Ausspracheerfahrung. Verblüffend ist 
jedoch, daß sich damit ebenso Fehlfunktio-
nen des Gehirns (Alkoholgenuß, Schla-
ganfall etc.) simulieren lassen, bewußt her-
beigeführte Fehlfunktionen, die das Sy-
stem im Laufe der Zeit in der Lage ist, wie-
der "selbständig" auszugleichen. Intelligent 
ist Nettalk jedoch in keinem Falle, da es 
den Sinn der Wörter, Sätze oder gar die 
metasprachliche Bedeutungsvielfalt grund-
sätzlich nicht versteht, nicht verstehen 
kann. 
Derart hohe Informationsverarbei-
tungsleistungen, wie sie bereits oben im 
Zusammenhang mit dem AL V angespro-
chen worden sind, werden nicht allein auf 
den Gebieten der Bild- oder der Sprach-
verarbeitung für militärische oder zivile 
Nutzung gefordert. In der Klimafor-
schung, bei der Konstruktion von zum 
Beispiel Fahrzeugkarosserien, Flugzeugen, 
Verbrennungsmotoren und dergleichen, 
bei der Simulation bestimmter aerodyna-
mischer Phänomene usw. werden solche 
Computer gleichfalls benötigt. In der 
Gesellschaft für Mathematik und Daten-
verarbeitung (GMD) entstand daher die 
Idee für das später unter dem Namen 
Suprenum43 realisierte Forschungsprojekt. 
Das Management haben die GMD, die 
Krupp Atlas-Elektronik und die Firma 
Stollmann übernommen. Das Bundesmi-
nisterium für Forschung und Technologie 
(BMFT) fördert dieses in Europa einzig-
artige Vorhaben mit 100 Mio. DM. Neue 
Rechnerarchitekturen wie deren außeror-
dentlich schwierige Programrnierbarkeit, 
zum Beispiel V ektor-, Parallel-, Knoten-
oder Multiprozessorsysteme, sollen damit 
erprobt werden. Theoretische wie prak-
tische Erfahrungen hat man allerdings auch 
schon durch das EGPA (Erlangen General 
Purpose Array)-Projekt am IMMD der 
Universität Erlangen-Nürnberg, das 
DIRMU (Distributed Reconfigurable 
Multiprocessor System)-Projekt und 
durch das MUPSI-Forschungsvorhaben, 
alle unterstützt vom BMFT, der DFG und 
der Siemens AG, erlangt. In nicht allzufer-
ner Zukunft erhofft man sich, mittels die-
ser Vielzahl von Forschungsanstrengun-
gen eine Leistung von zehn bis 20 
GFLOPS (1 Giga-Flop = 1 Milliarde Gleit-
kommaoperationen pro Sekunde) errei-
In dem neuen Super-Rechner .. Suprenum" arbeiten 256 
Prozessoren parallel ; sie können fünf Milliarden Rechen-
einheiten pro Sekunde ausführen. Das .. Suprenum"-
Herzstück ist der sogenannte Knotenrechner (unser 
Bild). Der wesentliche Unterschied zu herkömmlichen 
Hochleistungsrechnern ist, daß . Suprenum" ein System 
parallel funktionierender Rechner ist, die gleichzeitig an 
der Lösung von Teilaufgaben desselben Problems arbei-
ten. Damit werden die prinzipiellen Grenzen herkömmli-
cher Rechner gesprengt , die nur einen Befehl nach dem 
anderen ,.,abarbeiten" können. 
(Foto : dpaiPopp) 
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chen zu können. Eine derartige Rechenlei-
stung ist etwa vonnöten, wenn man eine 
Simulation des Strömungsverhaltens eines 
ganzen Flugzeugs durchführen möchte. 
Erste auf dem freien Markt käufliche Com-
puterprodukte, wie die Cray X-MP 48, 
weisen in diese Richtung. Die "Connec-
tion Machine" von Daniel Hills, ein hyper-
moderner Cubus mit 65536 Prozessoren, 
erreicht gar bis zu sieben GFLOPS 
Rechengeschwindigkeit. Dieser von der 
Thinking Machines Corporation in Cam-
bridge/Massachusetts gebaute Rechner 
eignet' sich zum Beispiel vorragend für die 
Bildverarbeitung. 
Vergleichbare Forschungsvorhaben be-
stehen ebenso in England (Alvey) und 
Frankreich. Desweiteren ist bereits ein 
Chip aus Gallium-Arsenid hergestellt wor-
den, der den Anforderungen an eine be-
deutend schnellere Informationsverarbei-
tung Rechnung trägt; neue Produktions-
verfahren, wie die am Fraunhofer-Institut 
in Berlin von Grund auf entwickelte Rönt-
genstrahl-Lithographie, werden hierzu 
ebenfalls ihren Beitrag leisten. 
Zum Abschluß seien noch einige Be-
merkungen zum Stand der KI-Forschung 
in Europa erlaubt. Bekanntlich ist die 
Beteiligung der Bundesrepublik an dem 
Forschungsprogramm EUREKA sehr ge-
ring. Interessant ist gerade deshalb, daß für 
die Herstellung einer intelligenten Robo-
tergeneration (mobile Systeme) eine Betei-
ligung in Höhe von 100 Mio. ECU bereit-
gestellt wurde. Hingegen verläuft das groß 
angelegte ESPRIT-Programm der Euro-
päischen Gemeinschaft vor allem in 
Deutschland schleppend. Um die Grund-
lagenforschung bei uns gezielt voranzutrei-
ben, wurde zwischen den Universitäten 
Karlsruhe, Kaiserslautern und Saarbrük-
ken der "Sonderforschungsbereich Künst-
liche Intelligenz" eingerichtet, der von 
der Deutschen Forschungsgemeinschaft 
(DFG) mit jährlich 5 Mio. DM gefördert 
wird. Hinzu kommen Förderungsmittel in 
Höhe von 200 Mio. DM seitens der Bun-
desregierung und weitere 160 Mio. DM für 
die Entwicklung neuer Computerstruktu-
ren. Ebenfalls haben alle großen deutschen 
Elektronikftrmen ihre eigenen For-
schungsgruppen aufgebaut. Allgemeines 
Problem in Europa: Die Finanzquellen für 
die KI-Forschung sprudeln (noch) kräftig 
im Gegensatz zu den USA, wo bereits von 
einem "KI-Winter" gesprochen wird; qua-
liftziert ausgebildetes Personal mit der 
zusätzlichen Befähigung zur interdiszipli-
nären Teamarbeit fehlt jedoch hinten und 
vorne. Rächen sich wieder einmal Sünden 
der Vergangenheit? 
"Künstliche" Intelligenz -
technologischer Traum und/oder 
gesamtgesellschaftliches Trauma? 
Sicherlich wäre noch über die eine oder 
andere Zukunftsvision im Zusammenhang 
mit der KI-Forschung zu berichten; die 
Entwicklungsmöglichkeit des Biochips, 
Fähigkeiten wie Telepräsenz oder Trans-
mogrifikatoren (Transmogs) und die für 
manch einen faszinierend anmutende 
Hybris der Schaffung eines binären 
Gehirns geistern durch die illusionäre und 
oftmals unverantwortete Gedankenwelt 
einzelner Wissenschaftler. Im Zuge dieser 
Skizze über Künstliche Intelligenz gehen 
wir allerdings nicht näher auf derartige 
Utopien 44 ein. 
Viel eher ist es angebracht, sich mittels 
einer "realistischeren" Zukunftseinschät-
zung über kurz-, mittel- und langfristige 
technologische Fortschritte der KI-For-
schung ein Bild zu machen; den Entwurf 
zu solch einem konturarmen Gemälde lie-
fert beispielsweise der in den USA füh-
rende KI-Forscher Roger C. Schank45 . 
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Teilen wir also die Weiterentwicklung 
der KI-Forschung und die damit einherge-
hende Veränderung der Welt in drei 
Hauptabschnitte ein: 
a) Die nächsten zwei bis drei Jahre: Intelli-
gente Bank- und Finanzsysteme werden 
die routinemäßigen Bankgeschäfte 
(Grundfragen über Zinssätze, Kredite, 
Versicherungen, Renten, Steuern, Geldan-
lagen, Kontoführung und dergleichen) 
übernehmen. Freilich besitzen diese Sy-
steme ein beschränktes, ziemlich "primiti-
ves" Sachwissen, um dem wachsenden 
Bedürfnis nach adäquatem Service zu ent-
sprechen. 
b) In 10 bis 15 Jahren: Unter der Vorausset-
zung, daß ein Computerverbundnetz mit 
dezentralen Einheiten in jedem Haushalt 
zu finden sein wird, werden Verständnis-
systeme angeboten, die eine bunte Palette 
von Wünschen abdecken sollen - von der 
Kochberatung über das Familienbudget, 
von Reparaturen im Haus bis zur ergän-
zenden Schulausbildung, von präventiv-
medizinischen Ratschlägen bis zu Lernsy-
stemen für Börsenmakler, Bibliothekare 
und Firmenmanager. Die Entwicklung 
extrem komplexer ökonomischer und 
politischer Modelle scheint im Bereich des 
Möglichen zu liegen, ebenso die Applika-
tion von integrierten Modellen über zum 
Beispiel das Sozialverhalten, von denen in 
erster Linie Wissenschaftler, aber auch 
Großkonzerne "profitieren" werden. Kurz: 
die Anwendung der Computersimulation 
in einem klar definierten Mikrokosmos 
wird zum festen Bestandteil des Alltagsle-
bens. Auf dem Gebiet der industriellen 
Serienfertigung kommt der Einsatz von 
intelligenten Robotern und von Transport-
systemen wie einer von KI-unterstützten 
Lagerverwaltung etc. hinzu. Kontinuier-
lich verbesserte Expertensysteme für 
besondere Aufgabenstellungen stehen in 
dieser Zeitspanne ebenfalls zur Verfügung. 
c) Innerhalb der nächsten 50 Jahre werden 
Wissenschaftler integrierte Weltkenntnis-
systeme entwickelt haben. "Das werden 
kompliziert verwobene Systeme sein, die 
neue Wissensgebiete erlernen können, 
indem sie Fragen stellen und neues Mate-
rial lesen. Sie werden auf sehr hohen 
Abstraktionsstufen verstehen und allge-
meine Analogien aufstellen können, die 
ganze Sachgebiete umspannen. Eine nütz-
liche Idee, die ein Anthropologe eintippt, 
könnte auf eine Analogie in der Arbeit 
eines Psychologen stoßen, der vor ein paar 
Monaten an einer anderen Universität mit 
diesem System gearbeitet hat. Die effizien-
teste Rolle dieser Systeme wäre die der 
Bibliothekare und Berater für jedermann, 
der etwas eingehend studiert und Hilfe 
beim Durchlesen des umfangreichen 
Materials braucht. Man könnte diesen 
Systemen befehlen, das umfangreiche 
Material auf der Suche nach bestimmten 
Begriffen oder Ideen, nicht einfach nach 
bestimmten Buchstabenfolgen oder Stich-
wörtern, durchzulesen. Solche kognitiven 
Fähigkeiten in Verbindung mit unermüdli-
cher Schnelligkeit und unerschöpflicher 
Geduld werden sie befähigen, sich eine all-
gemeine Kenntnis eines neuen Sachgebiets 
schneller anzueignen als der Durch-
schnittsmensch. ,,46 Die problembehaftete 
"Schnittstelle" Mensch-Computer dürfte 
seitens des Computers durch sein Vermö-
gen zur natürlichsprachlichen Kommuni-
kation seine Benutzbarkeit nicht nur für 
jedermann eröffnen, sondern auch einfa-
cher gestalten. Ebenso wird die Entwick-
lung von vollautomatischen Überset-
zungssysternen be endet oder zumindest 
sehr weit fortgeschritten sein. 
Insbesondere im Bereich der Wissen-
schaft und Forschung werden geeignete 
KI-Systeme über den Erfolg oder Nicht-
Erfolg von Fortschritt in den Industriena-
tionen entscheiden. Dabei handelt es sich 
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Gei,co Super Rechenzentrum von General Electric. Magnetbandbibliothek oder auch Programmbibliothek, Am' telveen, 
Holland , 1985 (Foto: UII ,tein - Henning Chri,toph) 
vor allem um Expertensysteme, die einen 
komplexen Umgang mit Wissen und über 
eine entsprechende Wissensakquisition 
verfügen. Sie werden jedoch nicht allein 
der effIzienten Strukturierung von For-
schungsgebieten dienen, sondern durch 
ihre Eigenkompetenz zur Beantwortung 
spezieller versuchstechnischer Anfragen, 
für Experimentiervorschläge, Überwa-
chung und Kontrolle von Versuchen, 
Abschätzung von Erfolgswahrscheinlich-
keiten bis hin zum Vorschlag interessanter 
zukünftiger Forschungsthemen eingesetzt 
werden. Daß die "besten" Systeme zu den 
am strengsten gehüteten Geheimnissen 
eines Staates zählen werden, dürfte für 
jedermann einsichtig sein. Gleichzeitig 
wird der Rohstoff "Wissen" verbunden 
mit dem entsprechenden "Know how" das 
Beziehungsgeflecht zwischen "armen" und 
"reichen" Ländern, zwischen rohstoffar-
men, aber an Wissen reichen, zwischen an 
Rohstoffen wie Wissen reichen und an 
Rohstoffen wie Wissen armen Ländern 
noch engmaschiger verknüpfen. Dies 
könnte ein Vorteil sein, wird aber aufgrund 
vergangener leidvoller Erfahrungen eher 
als ein Nachteil für die "Armenhäuser die-
ser Welt" gewertet. 
Künstliche Intelligenz: 
Mißerfolg und/oder enfant terrible 
der Wissenschaft? 
Mit Bestimmtheit können wir heute schon 
sagen, daß die Künstliche Intelligenz so-
wohl ein enfant terrible in der Wissenschaft 
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ist, als auch die Erforschung des bisher für 
unmöglich Gehaltenen repräsentiert. 
Für unmöglich ist sie deswegen zu hal-
ten, weil sich bisher jedes neu entwickelte 
KI-Programm lediglich eines Teilaspekts 
menschlicher Intelligenz für die Bearbei-
tung eines Sachgebietes oder eines Themas 
erfolgreich zu bedienen vermag. Dadurch 
wird es von vornherein zu einem Mißer-
folg, denn es stellt nie die von vielen 
erhoffte oder gefürchtete vollständige Ver-
körperung bzw. Abbildung menschlicher 
Intelligenz dar. 
Ein enfant terrible der Wissenschaft ist 
die Künstliche Intelligenz als das jüngste 
Kind einer 3000jährigen Bemühung eben-
falls aufgrund ihres Versuches, zu be-
schreiben, was in unserem Verstand vor 
sich geht, denn: "Die Künstliche Intelli-
genz betrachtet mit dem Begriff des Pro-
zesses, wie wir Zusammenhänge herstellen 
und abstrakte Ideen formulieren, wie wir 
erinnert werden, wie wir ein neues Wis-
sensgebiet erlernen, und sogar, wie wir 
Fehler machen. ,,47 
Die Künstliche Intelligenz ist weiterhin 
nicht deswegen ein enfant terrible, weil sie 
sich im Experimentalstadium befindet 
bzw. nicht ohne interdisziplinäre For-
schung betrieben werden kann, sondern 
sie ist enfant terrible infolge der Theorien 
der KI-Forscher selbst. Jene entwickeln 
ihre Theorien peu a peu und kümmern 
sich kaum darum, ob sie falsch, richtig 
oder verbindlicher als andere sind. 
Warum? Ihre Gedankengebäude können 
die KI -Leute vermittels des Werkzeugs 
Computer in der Praxis testen. Funktio-
niert die erdachte Darstellung zum Beispiel 
eines dem Menschen nachempfundenen 
Verständigungsprozesses, so vermag die 
Theorie durch ihr Funktionieren in der 
Praxis weiterentwickelt zu werden, so-
lange jedenfalls, bis man eventuell an einen 
Punkt kommt, wo gänzlich neue Wege 
beschritten werden müssen. Vorhersehen 
läßt sich das freilich nie. 
Die Hoffnung zu hegen, daß durch die 
wissenschaftliche wie organisatorische 
Installation eines KI-Forschungsbereichs 
(beispielsweise an einer Universität) gleich-
zeitig neue bahnbrechende Entdeckungen 
mitgeliefert werden, ist mehr als nur ein 
gewaltiger Irrtum. Weder die Künstliche 
Intelligenz selbst, noch die KI-Forschung 
ist imstande, neue oder kreative Ideen im 
voraus zu planen, zu berechnen oder zu 
regulieren, auch wenn dies manch einer 
vermeintlich erwartet. 
Zur gesamtgesellschaftlichen 
Auswirkung der KI-Forschung 
Abgesehen davon, daß sich das For-
schungsgebiet mit dem mißverständlichen 
Namen "Künstliche Intelligenz" fortlau-
fend in Grenzbereichen bewegt und bewe-
gen wird, gilt es, schlaglichtartig einige vor-
stellbare gesellschaftliche Auswirkungen 
von Produkten aus dem Bereich der 
Künstlichen Intelligenz zu beleuchten.48 
In erster Linie ist die soziale Dimension 
dieses Wandels mit zu berücksichtigen, 
denn infolge immer "intelligenterer" Pro-
gramme werden viele Leute ihren bezahl-
ten Arbeitsplatz verlieren. 1985 erbrachte 
eine Studie des Forschungsinstituts der 
Bundesanstalt für Arbeit, daß insgesamt 
zirka 600000 Personen durch die Compu-
tertechnologie einen neugeschaffenen 
Arbeitsplatz erhalten haben. Bei jener 
Erhebung wurden alle Wirkungsfelder, 
von der Herstellung der Hard- und Soft-
ware über den Verkauf bis hin zur Inbe-
triebnahme einer EDV -Anlage beim jewei-
ligen Endnutzer, herangezogen. Im Ge-
gensatz dazu erfolgt die Nutzung der 
Datenverarbeitung von einer mehr als 
achtmal so großen Anzahl von Menschen 
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Durch den gezielten Einsatz von Robotern soll die vollautomatische .Fabrik 2000" nach einem Konzept des Fraunhofer-
Instituts für Produktionstechnik und Automatisierung (IPA/Stuttgart) Arbeitskräfte einsparen. Sechs bis acht der für 
einen Modellauf notwendigen zehn Arbeitskräfte könnten in dem rechnergeführten Fabrikbetrieb, Computer Integrated 
Manufacturing genannt, entfallen. Nach eigenen Angaben ist es dem Forschungsinstitut erstmals gelungen, ein Werk-
stück vollautomatisch von der Auftragserteilung bis zur Endfertigung herzustellen. (Foto: dpa/ProbSl) 
(zirka 5 Mio.) oder anders: knapp ein Vier-
tel der Erwerbstätigen verwendet oder ver-
wertet die EDV. Zweifelsohne verändert 
infolgedessen der vieldimensionale Einsatz 
der Datenverarbeitung die Arbeitsland-
schaft mit, da die Informationstechnolo-
gien gut in unsere derzeitige Produktions-
struktur passen. Sie werden schnell einge-
setzt, da sie angeblich kapitalsparend sind. 
Jüngst urnriß die Prognos AG in drei 
Szenarien deren Wandel bis zum Jahre 
2000, ohne selbstverständlich den Fort-
schritt in der Kl-Forschung nebst deren 
produktorientierten Auswirkungen mitbe-
denken zu können. Hervorgehoben sei das 
Ergebnis: Schätzungen ergeben, daß in den 
nächsten Jahren etwa zehn Millionen 
Arbeitsplätze von den neuen Informati-
onstechnologien nachhaltig tangiert wer-
den.49 Allein im Bereich der üblichen 
Bürotätigkeiten werden im Jahre 2000 
etwa 500000 Arbeitsplätze weniger existie-
ren. Als erstes wird demgemäß die Künstli-
che Intelligenz Einzug in die Sphäre der 
standardisierten, routinisierten Büro- und 
Verwaltungstätigkeiten halten. 50 Im Pro-
duktions- und Wartungssektor spricht 
man von einer Arbeitsplatzersparnis in 
Höhe von 655000. Kompensiert werden 
soll das durch neue Arbeitsplätze im 
Managementbereich in Höhe von 500000 
sowie 700000 bei persönlichen Dienstlei-
stungen, die nun allerdings höher qualifi-
ziert sind. 
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Da es leider kaum Analysen über den 
Einfluß von Hochtechnologien, die mit 
Hilfe der Künstlichen Intelligenz arbeiten 
werden, gibt, können wir hier einzip auf 
eine kanadische Studie von Gurstein5 ver-
weisen. Diese sagt für die nächsten fünf 
Jahre im Bereich der maschinellen Über-
setzung, des natural-Ianguage-processing 
(NLP) und der Expertensysteme einen 
vernachlässigbaren Einfluß der Künstli-
chen Intelligenz auf die Arbeitsplatzgestal-
tung von Frauen und Männern voraus. 
Interessanterweise wird der Beobach-
tungszeitraum der kommenden 10 bis 15 
Jahre durch differenziertere Aussagen 
repräsentiert. Außerdem betont Gurstein 
den Veränderungsprozeß der "typischen" 
Frauenberufe, während mehr auf das 
männliche Geschlecht zugeschnittene Pro-
fessionen bestehen bleiben oder erst neu 
entstehen. Eine tiefergehende Diskussion 
über die soziale Dimension jenes umfas-
senden Wandels wird indes nicht vorge-
nommen, zum Beispiel bezieht der Autor 
die V or- und Nachteile einer Besteuerung 
der maschinellen Wertschöpfung, wie dies 
in unseren Nachbarländern diskutiert 
wird, nicht als politische Perspektive in die 
Untersuchung mit ein. Vielmehr weist er 
auf die Bedeutung des Nicht-nutzen-Kön-
nens der von Künstlicher Intelligenz beein-
flußten Technologien in Entwicklungslän-
dern hin. Die Gründe hierfür mögen man-
nigfaltig sein, jedoch wird die gravierende 
Benachteiligung speziell im Gesundheits-
wesen, bei großflächigen Infrastruktur-
maßnahmen, in der wirtschaftlichen wie 
ökologisch-angepaßten Fortentwicklung 
(z.B. Computersimulationen angesichts 
des neu geschaffenen Instruments der 
Umweltverträglichkeitsprüfung), bei der 
Erkundung und schonenden Nutzung von 
nicht-erneuerbaren Ressourcen, bei der 
Nahrungsmittelproduktion, sprich Hun-
gerbekämpfung, usw. spürbar sein. 
Allein zu den sozialen Auswirkungen 
auf dem vergleichsweise "unbedeutenden" 
Gebiet der Sprachübersetzung, dem 
Arbeitsfeld der Dolmetscherinnen und 
Dolmetscher weist Dieter E. Zimmer52 
auf, daß in der Bundesrepublik Deutsch-
land ungefähr 13000 Dolmetscher und 
Übersetzer mit einer geschätzten Jahres-
produktion von 12 Mio. Seiten arbeiten. 
Jener Output der "Gebrauchsübersetzer" 
übertrifft um das Fünfzehnfache den der 
literarischen Übersetzer. Weiterhin be-
schäftigt die Europäische Gemeinschaft in 
Luxemburg allein 1100 Übersetzer für zu-
meist Gebrauchsübersetzungen mit einer 
Arbeitsleistung von etwa 850000 Seiten 
jährlich. Nicht nur hier, sondern weltweit 
sind über die Hälfte aller Planstellen für 
derartige Dienste besetzt. Eine ungeheuer 
große Zahl. Zimmers Fazit: Sollte der 
Computer bei dem Sisyphus-Job nur ein 
wenig helfen, wird er mit offenen Armen 
empfangen und installiert werden. Die 
Verwalter der Planstellen-Etats wie der 
Personenkreis, der die internationale 
diplomatische Kommunikation am Leben 
erhält, würden erleichtert aufatmen. 
In all den vorstehend angeführten Ein-
satzbereichen Künstlicher Intelligenz wird 
es zu signifIkanten qualitativen Verände-
rungen am Arbeitsplatz wie in der Quanti-
tät der Arbeitsplätze selbst kommen. 
Potentiell kann Künstliche Intelligenz alle 
Jobs ersetzen, für die ein sozialer Kontakt 
nicht erforderlich ist. Trotzdem muß 
Automation nicht zur Einkommenslosig-
keit führen. Entscheidend sei nicht die 
Sicherung von Arbeit, sondern die von 
Einkommen, etwa dadurch, daß Anteile in 
automatischen Betrieben gezeichnet wer-
den. Dennoch beruht unser gesellschaftli-
ches System gegenseitiger Anerkennung 
auf Arbeit und Leistung. Werden wir nun 
die Fähigkeit zum demonstrativen Frei-
zeit-Konsum zum alleinigen Kriterium 
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erheben? Künstliche Intelligenz wartet mit 
nicht abzuschätzenden Widersprüchen 
zwischen besseren, kreativeren Arbeitsbe-
dingungen und der weitgehenden Ver-
drängung des Menschen aus dem Arbeits-
leben, zwischen Dezentralisation und 
Demokratisierung und größerer Konzen-
tration, zwischen verbesserter Teamarbeit 
und Reduktion von Kommunikation, zwi-
schen Heim-Arbeitsplätzen und Verlust 
gewerkschaftlicher Solidarität auf. Und 
Informationstechnologie dringt in bislang 
kaum , technisch geprägte Berufe ein und 
trifft auf Menschen, die sich zum Teil vor 
der instrumentellen Vernunft hierhin ge-
flüchtet hatten. 
üb dafür anderweitig neue Formen der 
Erwerbsarbeit entstehen, bleibt ungewiß. 
Auch die sich daraus ergebenden Folgen 
für die Finanzierung des Rentensystems, 
der Krankenversicherung, der Arbeitslo-
senversicherung und des Staatshaushaltes 
sind noch völlig ungeklärt. Vielleicht müs-
sen wir zu Formen der Besteuerung von 
Ressourcen - Material und Energie - grei-
fen, ergänzend zu abgesenkten Formen der 
Besteuerung der Arbeit, die wohl beibehal-
ten werden muß, um unterschiedliche 
Belastungen (etwa bei der Kindererzie-
hung) ausgleichen zu können. 
Bei der verbreiteten Sorge um gesell-
schaftliche "Enthumanisierung" kraft 
künstlich intelligenter Computer übersieht 
man allzugerne die Tatsache, daß in nicht 
wenigen Sektionen unserer menschlichen 
Gesellschaft bereits viel humanere Arbeits-
bedingungen herrschen könnten. Bei-
spielsweise sind eine Vielzahl von Berufen 
als "Produkte" der ersten beiden indu-
striellen Revolutionen mit monotonen 
Tätigkeiten verbunden. Zwar wird die 
dritte industrielle Revolution dazu führen, 
daß zahlreiche Arbeiten nicht mehr von 
Menschen ausgeführt zu werden brau-
chen, was indes nicht synonym mit Enthu-
manisierung zu setzen ist. Überlege jeder 
für sich: Beachte ich (in unserer vermeint-
lich modernen Gesellschaft) Künstler, 
Dichter, Wissenschaftler ausreichend, und 
kann ich mir genügend Zeit für deren 
"Schöpfungen" nehmen, und bin ich 
imstande oder möchte ich mich selbst an 
kreativen Prozessen beteiligen? 
Charakteristisch für diese Entwicklung 
ist, daß der Begriff der Freizeit erst im 
18. Jahrhundert definiert wurde, und zwar 
vom Arbeitsbegriff her. Vorher war hier 
der Begriff der Muße zuständig. Freizeit 
meint Freisein von Pflichthandlungen wie 
Nahrungsaufnahme usw. Sie ist eine ver-
haltensbeliebig oder selbstbestimmte Zeit, 
allerdings nicht unabhängig von der Ge-
sellschaft. Daher stellt Muße ein ethisches 
Problem dar, das mit anwachsender Ver-
wendung der Informationstechnologien 
eher noch zunehmen wird. Muße war 
lange ein Vorrecht des Adels, dann des auf-
strebenden Bürgertums und bestand in der 
Freiheit vom Zwang, die eigene Existenz 
durch materielle Lohnarbeit absichern zu 
müssen. Das neuzeitliche Arbeitsethos 
führte dann zu einem Verfall der Muße, 
Zeit wurde zum Produktionsfaktor. Und 
Freizeit wurde als Regenerationszeit für 
die Arbeit empfunden. So bestimmte die 
berufliche Leistung immer mehr das 
Wesen des Menschen. Dies führte zu einer 
Einschränkung der Persönlichkeitsent-
wicklung und Selbstwerterfahrung des 
Menschen. Daher widerspricht die Instru-
mentalisierung des Menschen zu einem 
bloßen Produktionsfaktor seiner Person-
würde und die Forderung nach einer 
Humanisierung des Arbeitslebens ist ein 
Punkt, in dem neuzeitliches Humanitäts-
ideal und christliches Personverständnis 
konvergieren. 
Gerade in der Nachkriegszeit wurde das 
Wirtschaftswachstum in den Vordergrund 
gestellt. Daher wurde und wird Wohlfahrt 
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auf das Problem des Sozialproduktes und 
der Einkommensverteilung reduziert. 
Aber die Marktpreise als Folge eines Ver-
rechnungssystems geben keine Auskunft 
über Art und Intensität der Bedürfnisse. 
Lebensqualität ist nicht nur eine Frage des 
Sozialproduktes, sondern soll in einem 
System von Sozialindikatoren gefaßt wer-
den, von denen einige hier aufgezählt wer-
den: Gesundheit, individuelle Entwick-
lung durch Bildung und Erziehung, 
Beschäftigung und Qualität des Lebens, 
Freizeit, wirtschaftliche Situation, physi-
sche Umwelt, soziale Umwelt, soziale 
Chancen von einzelnen Gruppen, persön-
liche Sicherheit und Rechtswesen, politi-
sches System. Lebensqualität macht be-
wußt, was der Markt nicht abzudecken 
vermag. Rigides Konkurrenzdenken unter 
Marktgesichtspunkten fördert nicht die 
Qualität der Arbeitsbedingungen. Und die 
neuen T echnologien · unterstützen wohl 
eher diesen Konkurrenzdruck. 
Wird es nun durch die Einführung intel-
ligenter Computersysteme möglich, diese 
Tendenz der letzten 200 Jahre umzukeh-
ren und Arbeit wieder von der Muße her 
zu verstehen? Skepsis ist angebracht; 
immerhin könnten sie einen Beitrag dazu 
leisten, daß wir unseren Tätigkeiten wie 
unserem ästhetischen Erleben die Bedeu-
tung zurückgeben, die während des letzten 
halben Jahrhunderts infolge der Evolution 
des Maschinenzeitalters in Vergessenheit 
geraten oder geschmälert worden ist. Des-
gleichen vermitteln uns künstlich intelli-
gente Elektronengehirne von neuem die 
Anerkennung unserer eigenen kreativen 
und intellektuellen Leistungen. Wie ist das 
zu verstehen? Nicht allein, daß ihr Einsatz 
ein Spiegel unseres Selbst wie unseres 
gesamtgesellschaftlichen Komplexes ist, 
sondern ihre Anwendungsmöglichkeiten 
zeigen uns auch klar, was wir alles mehr 
oder besser können als irgendein Compu-
ter; so gilt zuweilen das, was die Maschine 
tun kann, aufgrund dessen nichts, eben 
weil es die Maschine kann. Wir werden 
sicherlich genügend Dinge entdecken, "die 
man unserer Meinung nach Robotern und 
Computern vermutlich überlassen könnte, 
die aber niemand dem Computer überlas-
sen will. Eine Maschine, die einen Fußball 
perfekt schießen oder einen Baseball eine 
Meile weit werfen kann, beeindruckt nie-
manden. Wir wollen sehen, wie Menschen 
diese Dinge tun. ,,53 Oder anders gewen-
det: Vielleicht werden uns intelligente 
Computer eines Tages die Zeit wiederge-
ben, uns Dingen zu widmen, an denen es 
für uns und andere befriedigender ist zu 
arbeiten: Zeit, mit deren Hilfe wir die gro-
ßen Menschheitsprobleme (z.B. Klima-
veränderungen, Hunger, Verschuldungs-
krise, Ressourcenverknappung, Umwelt-
verschmutzung) mit etwas mehr Energie, 
Ausdauer und Freude angehen, weil wir 
den "Rücken" frei haben von anderen 
belastenden, routinemäßigen, alltäglichen, 
stumpfsinnigen "Kleinigkeiten". 
Sind es jedoch nicht gerade oftmals die 
alltäglichen, zur Routine gewordenen 
"Kleinigkeiten", die es den meisten Men-
schen ermöglichen, nicht nur zu arbeiten, 
das heißt einem Beruf und demzufolge 
einer bezahlten Arbeit nachzugehen? 
Schulische, universitäre und außerschuli-
sche Bildung und Weiterbildung sind zu 
allen Zeiten getragen von dem Gedanken, 
mittels spezifischer Qualifikationen an 
dem System "Gesellschaft" in vielfältiger 
Weise zu partizipieren. Versagen alle ande-
ren Erwerbsmöglichkeiten, so ist die letzte 
Möglichkeit das Anbieten der eigenen 
Arbeitskraft, um zu leben (oftmals zu 
überleben). Weiterhin eröffnet bezahlte 
Arbeit erst den Zugang zu einem wie auch 
immer gearteten Sozialsystem, das einen 
gewissen Schutz für den einzelnen bietet. 
Zudem hilft das Einkommen beim Erwerb 
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von Eigentum und steuert damit bis zu 
einem gewissen Maße dessen Verteilung. 
Was geschieht indes, wenn insbesondere 
infolge der Freisetzung von (bezahlten) 
,Arbeitskräften in den Bereichen der stan-
dardisierten Büro- und Verwaltungstätig-
keiten, dem Service- und Dienstleistungs-
bereich oder der Massenproduktion diese 
Menschen ihren "Marktwert" bzw. was 
viel schlimmer ist, ihr Selbstverständnis 
verlieren? Gemäß unserer heutigen Gesell-
schaftsstruktur würde dies langfristig zur 
Einkommenslosigkeit führen - sieht man 
von der wahrscheinlich zunehmenden 
Tendenz zur "Schattenwirtschaft" einmal 
ab. Freilich muß dies nicht sein und so gilt 
es, sich im Zuge einer Folgeabschätzung 
der Künstlichen Intelligenz Gedanken 
über alternative Einkommens- und (was 
noch viel wichtiger ist) Bildungs-, Ausbil-
dungs- wie Freizeitmodelle zu machen. 
Kurz gesagt: Neben der Implementation 
neuer T echnologien gilt es, parallel dazu 
neu gestaltete Sozialsysteme zu entwickeln 
und schrittweise politisch umzusetzen. 
Andernfalls könnten die Auswirkungen 
auf die staatlichen und betriebsinternen 
Schutzgarantien gravierend sein. Es wird 
kaum noch der Unterschied zwischen 
Arbeitern und Angestellten eine Rolle spie-
len, sondern es wird eine firmenspezifische 
Stammbelegschaft und eine zahlenmäßig 
schwankende Randbelegschaft geben. 
Diese "Selbständigen" tragen bei konjunk-
turellen Schwankungen ein hohes Arbeits-
platzrisiko, ihre Stellung im Netz der 
Kranken- und Rentenversicherung ist 
ungeklärt. Nicht ganz unähnlich der 
Schein-Selbständigkeit bei Metzgern auf 
Schlachthöfen, zur Zeit etwa 200000 an 
der Zahl, und durch Ausnutzung der 
hohen Arbeitslosigkeit werden hier Rechte 
der Arbeitnehmer nicht nur in der Leihar-
beit verletzt. Verstärkt wird dies durch 
eine Privatisierung von Bürotätigkeiten. 
Probleme für die Gewerkschaften zeich-
nen sich ab. Zwar hat die Schattenwirt-
schaft größere Flexibilität und darum auch 
höhere Selbstverwirklichungschancen, die 
in das Bild der "silent revolution" passen, 
dennoch könnte dieser Trend - in der 
Bundesrepublik gibt es derzeit etwa 1200 
Teleheimarbeitsplätze - auch dazu führen, 
daß mehr Menschen als bisher in Krisen-
zeiten und im Alter unter das Subsistenz-
minimum rutschen. Vielleicht liegt die 
Lösung darin, daß ein Teil der Beschäftig-
ten den Grundbedarf und Versorgungsan-
sprüche mit einer halben Stelle sichert, das 
Angenehme aber in zusätzlicher selbstän-
diger Arbeit verdient, wobei jeder selbst 
Bedarf und Leistung abschätzen kann. 
Falls die erwähnten Probleme gesellschaft-
licher Solidarität bei Renten-, Kranken-, 
Arbeitslosenversicherung zu lösen sind, 
dann kann eine Flexibilisierung der 
Arbeitszeit, der beruflichen Tätigkeiten 
und Selbstbestimmung über den eigenen 
Tagesablauf durchaus zu einem Zuwachs 
an Lebensqualität führen. 
Roboter mit eingeschränkter "Eigenin-
telligenz" sollten bei gefährlichen oder 
stumpfsinnigen Arbeiten eingesetzt wer-
den. Schwierig hingegen scheint es, 
Modelle für eine einigermaßen gerechte 
Verteilung der von Maschinen produzier-
ten Güter und Vermögenswerte zu ent-
wickeln. Es ist sogar denkbar, daß in naher 
Zukunft Informationstechnologien uns 
helfen, Probleme zu lösen, die aus der 
Struktur der Erwerbsbevölkerung entste-
hen, wenn die geburtenschwachen J ahr-
gänge berufstätig werden. Dennoch ist 
eher zu vermuten, daß die Diskrepanzen 
zwischen denen, die Arbeit haben, und 
denen, die nicht vermittelbar sind, an-
wachsen werden. Beunruhigend wirkt die 
bislang vielfach erwiesene Unfähigkeit, 
politische und soziale Strukturen zu fin-
den, die es erlauben, den erwirtschafteten 
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Reichtum und die verbliebene Arbeit 
gerecht und human zu verteilen. Die 
Kräfte des Marktes werden wohl eher dazu 
tendieren, immer mehr Arbeit und Bezah-
lung auf immer weniger hochspezialisierte 
Spitzenkräfte zu konzentrieren, die eben 
mit den Neuen Technologien umgehen 
können. Der Traum, daß dadurch Kapazi-
täten frei werden, die dem Menschen einen 
kreativen Umgang mit seinem Leben 
erlauben, wird wohl auf längere Zeit Uto-
pie bleiben. Dazu müßten die Menschen 
ganz anders ausgebildet und auf ihr Leben 
vorbereitet werden. 
Wir sehen bereits an den heute herr-
schenden Verhältnissen, daß es für 
Arbeitslose schwierig ist, für ihre Interes-
sen einzutreten. Die Wirksamkeit von 
Streiks wird abnehmen, wenn die Arbeiter 
immer weniger damit drohen können, den 
Fabrikbetreibern das zu verweigern, was 
bisher ihr hauptsächlichstes Mittel war, mit 
dem sie verhandeln konnten. Die Neuen 
Technologien bergen die Gefahr zuneh-
mender struktureller Arbeitslosigkeit für 
die Gruppen in sich, die nichts zu verkau-
fen haben. Zudem ist es zumindest denk-
bar, daß sich andere Formen des sozialen 
Protestes etablieren, etwa Terrorismus, 
orgamslertes Verbrechen, Bürgerkrieg, 
wenn weitere Bevölkerungsschichten von 
bezahlter Arbeit ausgeschlossen werden. 
Computertechnologie verändert bislang 
unsere Gesellschaft dadurch, indem sie 
gegenwärtige Trends verstärkt. Sie wird 
das Ineinandergreifen der drei Schlüssel-
technologien Kerntechnik, Gentechnolo-
gie und Informationstechnologie integrie-
rend vorantreiben. Insbesondere im militä-
rischen Bereich ist sie selbst der Schlüssel 
der Schlüssel. 
Desweiteren wurde bisher nicht verhin-
dert, daß Menschen in Machtpositionen 
Computermodelle benutzen, um inhalts-
schwere Entscheidungen zu treffen, Ent-
scheidungen, die für unser aller Leben jetzt 
und in Zukunft von immenser Tragweite 
sind.54 Zwar war die Nutzung "nur" auf 
deskriptive statistische Modelle be-
schränkt, die einige - oftmals erschreckend 
präzise - Mutmaßungen über Teilbereiche 
einer Gesellschaft repräsentierten; nichts-
destoweniger wurden diese zur Entschei-
dungsfindung herangezogen. Demzufolge 
wird es künftig unwahrscheinlich sein, daß 
wir alle Menschen in verantwortlichen 
Positionen dazu überreden können, keine 
Computer mehr zu verwenden oder sich 
gar zu weigern, die Möglichkeiten der 
Entscheidungsfindung durch intelligente 
Computersysteme nicht zu nutzen und zu 
verwerten. Unsere vordringliche Aufgabe 
muß daher sein, darauf zu achten: die jetzt 
und in futuro konzipierten Modelle für 
künstlich intelligente Computer müssen 
derart konzipiert werden, daß die jeweils 
abgefragten Szenarien in hohem Maße 
"realistisch" sind, damit diejenigen, die aus 
ihnen einen Gewinn erzielen wollen, eine 
transparentere Vorstellung von den ver-
netzten Konsequenzen ihrer Einzelent-
scheidungen erhalten. 
Da wir seit einer Reihe von Jahren einen 
Großteil des Weges von der Produktions-
zur Informationsgesellschaft hinter uns 
zurückgelegt haben, werden nicht selten 
der öffentliche Zugang zu, die prinzipielle 
Bedienbarkeit für jedermann und die mög-
lichst geringe Geheimhaltung von Infor-
mationen in entsprechenden Computersy-
stemen gefordert. Gewiß vermag dadurch 
eine unschätzbare Hilfestellung im Sinne 
einer Dienstleistung erbracht zu werden; 
zum Beispiel müßten wir zum Schreiben 
eines bestimmten Artikels nicht mehr 
"endlos" in den entsprechenden Fachge-
bieten einer Bibliothek nach Literaturstel-
len suchen. Ein geeignetes Suchprogramm 
hätte unendliche Geduld, Zeit und Schnel-
ligkeit, das eingeforderte Wissen zu son-
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dieren, auf meine vorgegebene Brauch-
barkeit hin zu überprüfen und rrur ge-
sammelt mitzuteilen. Auf der anderen 
Seite wird es auch viel leichter sein, nach-
zuprüfen, mit welchen Themen wir uns 
wissenschaftlich beschäftigen, in welche 
Richtung vielleicht unsere Forschungen 
zielen, ja zu bewerten, ob sie von "öffent-
lichem" Interesse sind oder nicht. Außer-
dem wäre es für ein Suchsystem leicht 
durchführbar, uns "bewußt" Wissen vor-
zuenthalten. 
Desweiteren wird es - allgemein gese-
hen - müheloser sein, Menschen oder 
Menschengruppen gezielter zu überwa-
chen. Wissenschaftler mögen daher Recht 
haben, wenn sie konstatieren: ein bevor-
zugter Zugang zu speziellem Wissen stellt 
ein gewaltiges Machtpotential dar. Freilich 
bringt die legitime Forderung einer Offen-
heit der Information für jedermann noch 
lange keinen Erfolg im Hinblick auf 
Demokratisierung des Wissens. Informa-
tionen werden von jemandem "herge-
stellt", in eine Datenbank eingegeben und 
in komplexe Programmstrukturen einge-
bunden; intelligente Computer "erfahren" 
dadurch einen Informationszuwachs, so 
daß der jederzeit mögliche freie und aktive 
Umgang mit und das notwendige Verste-
hen von grundsätzlich allem computer-
technisch gespeichertem Wissen der Dreh-
und Angelpunkt für den Endnutzer ist. 
Die damit einhergehende Konsequenz, 
den Menschen bei derartigem Tätigsein im 
Auge zu behalten, damit er den Computer 
nicht zu fragwürdigen Zwecken einsetzt, 
mag zwar Unbehagen hervorrufen; jedoch 
werden sich selbst künstlich intelligente 
Computer in den nächsten Jahrzehnten 
nicht gegen die Menschheit oder einzelne 
Menschen zu finsteren Zwecken ver-
schwören können, viel eher werden sie 
sich für derlei Machenschaften mißbrau-
chen lassen. 
Wenn schon eines nicht allzu fernen 
Tages intelligente Computer neben uns 
Menschen eine ihnen eigene reale Welt 
"besitzen", diese uns widerspiegeln und 
damit zum Teil unsere Sichtweisen mitbe-
stimmen, sollten wir keinesfalls zu viel 
Vertrauen in jene Scheinrealwelten noch 
so intelligenter Maschinen legen. Doch lei-
der verhalten wir uns bereits heute in der 
Weise, als ob wir der vermeintlich neutra-
len und unbeeinflußbaren Maschine mehr 
Vertrauen entgegenbringen dürften als 
einem Menschen. Sicherlich mag der "Um-
gang" mit ihr manchmal effizienter (und 
auch kostengünstiger) sein, sicherlich ist in 
bestimmten Dingen die Hemmschwelle 
beim "Umgang" mit ihnen nicht so hoch 
wie bei einem menschlichen Kommunika-
tionspartner; dennoch sollten wir uns vor 
dieser Form von "falschem" Vertrauen, 
einem Vertrauen, das eine Maschine gar 
nicht im menschlichen Sinne entwickeln 
bzw. einlösen kann, sehr hüten. 55 
Mäeutik eines neuen 
Bildes vom Menschen? 
Sokrates, dessen philosophische Position 
von Platon in seinem Dialog "Theaitetos" 
als Hebammenkunst, Mäeutik,56 beschrie-
ben wurde, betrachtete die Fähigkeit des 
Zweifelns, des Prüfens und Unterschei-
dens und die Hilfestellung, Fehlgeburten 
(des Denkens) von Vollkommenem tren-
nen zu können, als eine zutiefst menschli-
che Aufgabe, als die Bestimmung des phi-
losophischen Woher des Menschen. Er 
ahnte nicht, daß diese Fähigkeiten einmal 
für würdig befunden werden könnten, von 
"intelligenten" Maschinen simuliert zu 
werden. 
Nun scheint ein Zeitalter angebrochen 
zu sein, das Philosophieren an Computer 
zu delegieren sich anschickt. 
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Simulation menschlichen Wissens 
Künstlicher Intelligenz als einem Teilpro-
jekt der Cognitive Science57 geht es um die 
Modellierung kognitiver Leistungen, also 
letztlich menschlicher Leistungen. Com-
putermodelle sind ein wichtiges Hilfsmittel 
der Cognitive Science. Es ist aufschluß-
reich, wenn in einer technischen Disziplin 
psychologische Termini auftauchen. Ein 
neues nichttechnisches Selbstverständnis 
bahnt sich in dieser Disziplin an. 
Für Elmar Holenstein hat die Modellbil-
dung der Cognitive Science zu nicht uner-
heblichen Fortschritten geführt. Insbeson-
dere ihr Scheitern wertet nämlich nicht-
sprachliche, nicht-rationale und sub-kog-
nitive Schichten im menschlichen Wissen 
auf. Andererseits ist deutlicher geworden, 
welche Strukturen der Kognition sich 
bereits vor den Menschen im evolutionä-
ren Prozeß ausgebildet hatten. Darüber 
hinausgehend ist der Versuch, Intuition auf 
unbewußte Schlußfolgerungen zurückzu-
führen, schwer erschüttert worden. 58 So 
dürfen Computermodelle für die Psycho-
logie als Gewinn gelten, denn verstanden 
ist erst das, was man konstruieren kann. 
Cognitive Science bahnt die Wendung von 
einer Wissenschaftstheorie zu einer Phi-
losophie des Geistes. Simulation und 
Modellbildung erarbeiten einen Rationali-
sierungs- und Aufklärungsgewinn, gerade 
indem sie die Grenzen einer rationalen 
Rekonstruktion des menschlichen Erken-
nens aufweisen. Denn insgesamt leitete 
Cognitive Science eine "Teilrehabilitation 
der Einfühlungstheorie des' V erstehens"59 
ein. Für Holenstein ist folgende Einsicht 
- gewonnen im Anschluß an Searle - ent-
scheidend: Es gibt keine Zwischenebene 
des Algorithmus zwischen Neurophysio-
logie des Gehirns und der Intentionalität 
des Geistes. Damit mausert sich Cognitive 
Science zu einem offenen Forschungspro-
gramm, in das das Wissen um die Möglich-
keiten und Grenzen von Simulation und 
Modellbildung mit eingeht. 
Derart abgemessene Urteile hörte man 
aber nicht von Anfang an bei den Verfech-
tern der Künstlichen Intelligenz. In Zeiten, 
da sie den Kinderschuhen kaum entwach-
sen war, galt das Axiom, menschliches 
Denken sei berechenbar. Der Universal-
kalkül, von dem Leibniz geträumt hatte, 
und den Künstliche Intelligenz mit philo-
sophischem Anspruch in die Tat umsetzen 
wollte, stößt aber angesichts des Problems 
menschlicher Intelligenz und menschli-
chen Wissens an eine Grenze. Eine Alge-
bra des Denkens, bei der zufällig den bei-
den Zuständen des Aus-An elektronischer 
Schaltkreise eine direkte Analogie zur 
Wahr-Falsch-Disjunktion der formalen 
Logik zu entsprechen scheint,60 war nun 
das Ziel; ein Projekt behaftet mit der 
Hypothek der Gödelsehen Sätze für for-
male Systeme, die in unentscheidbare Pro-
bleme führen, wenn diese sich selbst for-
mal begründen wollen. Für Maschinen gel-
ten Gödels Theoreme, für Menschen 
nicht, da sie nicht nur über die formale 
Ebene verfügen. Sie können zum Beispiel 
auf die argumentative Ebene, auf Lebens-
welt und die pragmatische oder kommuni-
kative Dimension von Rationalität auswei-
chen. Dies erklärt die formale Uneindeu-
tigkeit der Begriffe menschlicher intelli-
genz, menschlichen Wissens und mensch-
lichen Verstehens. 
Wenn schon nicht für die Simulation 
menschlichen Wissens, dann müßte aber 
doch zumindest im Rahmen einer mathe-
matischen Beweistheorie diese Algebra 
herangezogen werden können, um so 
wenigstens einen Bereich von Rationalität 
weiter erhellen zu können. Doch auch hier 
eröffnen sich neue Schwierigkeiten. Denn 
die klassischen Kalküle ergeben selbst für 
den aussagenlogischen Fall keine übermä-
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ßig effizienten Deduktionssysteme, da bei 
ihrer Entwicklung die Frage der prinzipiel-
len Übertragbarkeit von semantischen Fol-
gen auf syntaktisches Ableiten geklärt wer-
den mußte und an eine Implementierung 
noch gar nicht zu denken war. 61 So kommt 
es zu Implementierungsunvollständigkei-
ten, denn Logik ist keine geeignete Pro-
grammiersprache. So sind komplizierte 
Kontrollstrukturen erforderlich, die selbst 
nicht wieder logischer Art sind. Zwar ist 
zunächst daran zu denken, Computer 
wegen ihrer Leistungsfähigkeit auf Gebie-
ten emzusetzen, die dem Menschen schon 
aus zeitlichen Gründen verschlossen blei-
ben. Dennoch kommt man mit derartigen 
Unternehmungen nicht zu sicherem Wis-
sen, sondern in den Bereich des Unkon-
trollierbaren. Denn in der elektronischen 
Datenverarbeitung ist Logik zudem physi-
kalisch implementiert, so daß mit der voll-
ständigen mathematischen Induktion hier 
nicht argumentiert werden kann. 
Künstliche Intelligenz bringt uns also 
bereits bei der Rekonstruktion logischer 
oder mathematischer Rationalität in unge-
ahnte Kontrollprobleme. Die aufkläreri-
sche Idee kritischer Rationalität und selbst-
tätiger Überprüfung ist in Gefahr. Denn 
wer kontrolliert die Beweise der Compu-
ter? Andere Computer? Derselben Bau-
art? Derselben Größe? Mit anderer Soft-
ware? Hier müssen wir der Versuchung zu 
einem neuen Dogmatismus, der Ergeb-
nisse unkritisch und ohne Kontrollmög-
lichkeiten übernimmt, von Anfang an 
wehren. Das neuzeitliche Projekt mensch-
lichen Wissens ist in Gefahr, durch ein 
neues subjektloses und kriterienloses 
Simulieren abgelöst zu werden. 
So werden die Fundamentalangriffe ins-
besondere von Searle und Dreyfus auf die 
Künstliche Intelligenz verständlich, wenn 
auch die überstarke Gewichtung, ja das 
nahezu alleinige Festhalten an der Intentio-
nalität und der Eingebundenheit menschli-
chen Wissens in die Pragmatik seines 
Lebensvollzuges überzogen scheint. Sicher 
gestehen auch die Gebrüder Dreyfus dem 
Computer zu, daß er besonnener und prä-
ziser ist und weniger zu Erschöpfung neigt 
wie ein Mensch.6'1 Dennoch können sich 
Computer mit menschlichen Experten 
nicht messen, denn nicht Präzision ist die 
wesentliche Eigenschaft menschlicher In-
telligenz, sondern Intuition. Dreyfus, be-
einflußt von Heidegger, Merleau-Ponty 
und dem späten Wittgenstein behauptet, 
daß wir durch das Versagen des Projektes 
der Künstlichen Intelligenz über uns 
Wesentliches gelernt hätten, nämlich daß 
menschliches Wissen sich nicht auf Regel-
anwendung reduziert, sondern sich nur als 
Kompetenz beschreiben lasse. Er unter-
scheidet dabei fünf Stufen des Kompetenz-
erwerbs. Daher sind Computermodelle 
menschlichen Nicht-Experten durch ihr 
Regelwissen überlegen, den Experten je-
doch unterlegen. Denn der Experte folgt 
keinen Regeln, sondern erkennt Tausende 
von Einzelfällen. Daher sind Computer 
höchstens nützliche Werkzeuge. Denn 
wäre unser Geist eine Maschine, dann 
müßte das Bedürfnis nach Drill in unserem 
Erziehungssystem unverständlich bleiben. 
Da nun aber Experten zur bedrohten Spe-
zies geworden sind, menschliches Wissen 
auszusterben droht, plädiert Dreyfus für 
eine distanzierte Betrachtungsweise des 
Leistungspotentials der Künstlichen Intel-
ligenz. 
Grundlage des falschen Verständnisses 
des menschlichen Geistes durch die klassi-
sche KI-Forschung bilden nach Stevens 
vier Voraussetzungen:64 
• Das menschliche Gehirn entspricht in 
physikalischer Hinsicht einem Computer 
(biologische Prämisse). 
• Der Geist arbeitet nach bestimmten 
Regeln, die quantifiziert und in einen digi-
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talen Code übersetzt werden können (psy-
chologische Prämisse). 
• Alles Wissen kann in digitaler Form 
dargestellt werden (erkenntnistheoretische 
Prämisse). 
• Allgemeinwissen kann in kleine, un-
abhängige und situationsungebundene 
Stücke aufgeteilt werden und diese können 
alle in einen Digitalcomputer einprogram-
miert werden (ontologische Prämisse). 
Das Geist-Gehirn-Problem 
Zur Bestimmung des Ansatzpunktes einer 
zeitgemäßen Philosophie des Geistes ist 
daher eine Rekonstruktion des Geist-
Gehirn-Problems erforderlich. Dabei ist 
das Leib-Seele-Problem in seiner neuzeitli-
chen Version abhängig vom Mechanis-
mus-Konzept der Naturwissenschaften. 
Der Mechanismus erlaubt eine Mathemati-
sierung des Problems, Ansatzpunkt auch 
für Cognitive Science. Damit wird ein 
bestimmtes Modell zugrundegelegt, in des-
sen Rahmen eine wissenschaftliche Erklä-
rung zur Diskussion steht. 
Einen Ausweg und einen eigenen 
Zugang zur Philosophie des Geistes sucht 
Hilary Putnam in seinem Aufsatz "Minds 
and Machines" . Er vermutet, daß das klas-
sische Leib-Seele-Problem ein linguisti-
sches und logisches Problem darstelle.65 
Da bei ihm die rein logische Beschreibung 
einer Turing-Maschine keine Spezifikation 
des ihr zugrundeliegenden physikalischen 
Zustandes einschließt, verwischt Putnam 
den Unterschied zwischen Mensch und 
Maschine. So gibt es für ihn zwei mögliche 
Beschreibungen von Maschinen und zwei 
zulässige Beschreibungen der menschli-
chen Psychologie. Denn die Turing-
Maschine kann sowohl durch die Baupläne 
des Ingenieurs wie die mathematischen 
Schaltpläne des Logikers erfaßt werden. 
Die menschliche Seele hingegen läßt sich 
durch eine behavioristische Annäherung 
bis hin zu einer physikalischen Erklärung 
und durch eine Deskription mathema-
tisch-logischer Verknüpfung von Impres-
sionen beschreiben. Die jeweils letztere 
Beschreibung von Maschine und Seele sei 
vereinbar, allerdings nur auf der Beschrei-
bungsebene. Die Frage ist allerdings, ob 
wir etwas begriffen haben, wenn wir derar-
tige Modelle heranziehen, nicht nur, ob 
dies zulässig ist, obwohl für dieses vorsich-
tige Herantasten natürlich einiges spricht. 
Für Putnam ist daher die Frage nach der 
Maschinen-Intelligenz eine hervorragende 
Annäherung an das Problem des menschli-
chen Geistes66, da vom rein logischen 
Standpunkt aus die menschliche Seele eine 
Turing-Maschine sein könnte.67 
Searle hingegen argumentiert gegen eine 
bloß logisch mathematische Rekonstruk-
tion des menschlichen Geistes. Er unter-
scheidet die starke und schwache (behut-
same) KI-These. Gemäß der starken 
KI -These ist der recht programmierte 
Computer selbst ein Geist.68 Gegen die 
Ansprüche der schwachen KI -These sei 
nichts einzuwenden. Allerdings behauptet 
Searle, daß kein rein formales System 
jemals für die Darstellung von Intentionali-
tät ausreichen wird, weil formale Eigen-
schaften keine konstitutive Bedeutung für 
Intentionalität haben. Gehen wir jedoch 
von dem Begriff des Verstehens in Searles 
Sinne aus, so haben wir Wahrheit und 
Intentionalität zu unterscheiden. Als An-
laß für seine Überlegungen nimmt Searle 
die Beobachtung, daß sich menschliches 
Verhalten gewöhnlich gegenüber einer 
Erklärung mit den Methoden der Natur-
wissenschaften als ei~entürnlich wider-
spenstig erwiesen hat. 6 Repräsentation als 
ein Beispiel für Intentionalität, natürlich 
besonders interessant für die Bewertung 
von Künstlicher Intelligenz, ist für Searle 
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nicht durch ihre formale Struktur be-
stimmt, sondern durch einen intentionalen 
Repräsentations-Gehalt und durch einen 
psychischen Modus. Dabei sind intentio-
nale Zustände in der Struktur des Hirns 
sowohl verursacht als auch realisiert. 
So sieht Searle den Ausweg aus diesem 
Problem mit seinem Ansatz einer nichton-
tologischen Identitätstheorie. Der Fehler 
der Empiristen bestehe darin, daß sie aus-
schließlich die Idee der Verursachung zu-
grundelegten, der Mangel der Phänome-
nologen hingegen ist darauf zurückzufüh-
ren, d~ß ihre alleinige Erhellung der Inten-
tionalität sie im Solipsismus verharren ließ. 
Demgegenüber will Searle Verursachung 
als intentionale Beziehung zugrundelegen 
und das Netzwerk intentionaler Zustände 
und ihrer kausalen Erfüllungsbedingungen 
rekonstruieren. Gemäß Searles Theorie ist 
Realität ein kausaler Begriff mit der Konse-
quenz, daß ein zur Wahrnehmung und 
Handlung unfähiges Wesen Kausalität und 
intentionale Verursachung so nicht erleben 
könnte wie wir. Für Searle gibt es mehrere 
Arten von Geist-Hirn-Problemen. Ent-
scheidend ist für ihn, daß geistige Zustände 
sowohl von den Aktivitäten des Gehirns 
verursacht, als auch in der Struktur des 
Hirns realisiert sind. Damit ist dem Ansatz 
der starken Künstlichen Intelligenz der 
Boden entzogen. Die starke KI-These im-
pliziert ein Modell von Rationalität, das 
entfremdet, während die schwache KI-
These eine interessante aufklärend-kriti-
sche Funktion in der Bestimmung und 
Modellierung von Rationalität haben 
könnte. Auch heuristisch wertvolle Anre-
gungen zum menschlichen Selbstverständ-
nis gerade in der "Cognitive Science" sind 
zu erwarten. 
Die starke KI-These hingegen ist das 
Projekt der Fortsetzung eben jenes 
Modells des Menschen und des menschli-
chen Denkens, das von der ratio ratioci-
nans, der rechnenden Vernunft ausgeht. 
Dabei muß Künstliche Intelligenz nicht 
notwendigerweise zu einem reduktionisti-
schen Menschenbild kommen, wenn sich 
die ingenieurwissenschaftliche Einstellung 
zur Künstlichen Intelligenz durchsetzt. 
Trotzdem ist die Gefahr nicht unreali-
stisch, daß Künstliche Intelligenz eher zu 
einem instrurnentalistisch-rationalen Men-
schenbild im Hobbes-Paradigma beiträgt. 
Daher spricht Weizenbaum vom "Im-
perialismus der instrumentellen Vernunft", 
auf dem die Macht der Computer beruht. 
Die "Durchschlagskraft der mechanisti-
schen Metapher" hat das Unbewußte 
unserer ganzen Kultur durchdrungen. 
Und dies wird durch Künstliche Intelli-
genz nur verstärkt. Paradigma der neuen 
Weltsicht ist die Uhr. Sie ist keine "pro-
thesenartige Maschine", sondern schafft 
vielmehr eine neue Wirklichkeit, die zur 
Verwerfung der ursprünglichen Erfahrung 
führt. Dabei ist gerade ihre Regelmäßig-
keit die fürchterlichste Eigenschaft der 
Maschine. 
In Verbindung mit den Erkenntnissen 
der Neurophysiologie, Psychologie und 
Biologie könnte sich ein Menschenbild 
abzeichnen, das noch konsequenter als bis-
her menschliches Wissen und sittliche Ent-
scheidungen als bloße Funktionen des 
Gehirns auffaßt. Es besteht nämlich durch-
aus die Gefahr, daß das Wissen um den 
Simulationscharakter der Künstlichen In-
telligenz verloren geht, daß sich Denken 
und Sprechen nur noch auf der Ebene 
mathematisch fixierbarer Gegenständlich-
keit bewegen, und die menschliche Befähi-
gung zur Reflexion abnimmt. Ein "aufge-
klärter" Reduktionismus könnte unserem 
neuzeitlichen Menschenbild, unserem Be-
griff von Menschenwürde und unseren 
Vorstellungen hinsichtlich der Begrün-
dungspflicht sittlicher Entscheidungen der-
art den Boden entziehen, daß er dem 
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instrumentellen Zugriff mittels der neuen 
T echnologien - selbst seines personalen 
Kernes - nicht mehr zu widerstehen ver-
mag. 
Vielleicht . sind diese Befürchtungen 
übertrieben. Denn Erfolg hat Künstliche 
Intelligenz gegenwärtig im wesentlichen 
bei Expertensystemen, dort wo formali-
siertes, technologisches Wissen gefragt ist. 
Bei der Simulation natürlichsprachlicher 
Systeme bestehen noch große Probleme, 
obwohl sie für die Mensch-Maschinen-
Kommunikation ganz wichtig wären. 
Einige der Merkmale der Umgangsspra-
che, die ihrer maschinellen Verarbeitung 
bislang enge Grenzen setzen, sind: seman-
tische Unschärfen, Ambiguitäten auf ver-
schiedenen Sprachebenen, Vagheiten, ana-
phorische Sprachverwendung, Möglich-
keiten der elliptischen Verkürzung und des 
metaphorischen Sprachgebrauchs. 
Dennoch werden die Erfolge auch in 
diesen Bereichen der Simulation der natür-
lichen Sprachen zunehmen und mit ihnen 
die Neigung, die Simulation für die eigent-
liche Wirklichkeit zu halten. Davon ist 
nach den Erfahrungen mit dem Positivis-
mus auszugehen, der die methodische 
Rekonstruktion der Wirklichkeit nach wie 
vor als Realität ausgibt. Wir lernen gerade, 
die damit einhergehenden Verkürzungen 
im Menschenbild zu erkennen, da taucht 
bereits eine neue Gefährdung auf, die den 
Menschen weiterer Instrumentalisierung 
zugänglich macht. Besonders bedenklich 
scheint dabei, daß die materiale Basis sittli-
cher Entscheidungen und moralischer 
Freiheit durch die sich abzeichnenden 
Ergebnisse der Humangenetik, Gehirnfor-
schung und Künstlichen Intelligenz selbst 
in Frage gestellt werden dürfte. 
Computerunterstützte Entscheidung 
gegen praktische Rationalität 
Doch nicht nur im Bereich der mathemati-
schen oder logischen Rationalität bietet 
Künstliche Intelligenz ihre Hilfe an. Auch 
vor Entscheidungen machen die Pläne der 
Vertreter des neuen Paradigmas nicht halt. 
Die ethische Rationalität selbst steht in 
Frage. Mag man den Streit um Cognitive 
Science oder den Status von Deduktions-
systernen im Bereich der mathematischen 
Beweistheorie noch für Spielereien halten, 
so betreffen hier die Wirkungen mögli-
cherweise jeden. 
Dabei versteht man unter "entschei-
dungsunterstützenden Systemen" (DSS 
für Decision Support SystemfO ein 
System auf Computerbasis, das die Pro-
duktivität und Effektivität von Entschei-
dungsträgern insbesondere in unstruktu-
rierten Problemsituationen erhöht. 71 Es 
enthält drei Bestandteile: Sprache, Wissen 
und Problemlöser. Dabei ist als Ziel an 
einem vollständig automatisierten DSS 
ohne Programmierkenntnisse des Benut-
zers festzuhalten. Die Schwierigkeiten 
werden nicht übersehen, denn Entschei-
dungen sind nur sehr schwer zu rekonstru-
ieren und die häufig kollektive Benutzung 
von DSS macht es erforderlich, den "kog-
nitiven Stil" einer größeren Gruppe zu 
bestimmen. Die bisherige Aufgabenorien-
tiertheit von Programmen müsse daher 
durch eine Benutzerorientiertheit abgelöst 
werden. Dem ganzen Unternehmen liegt 
die Annahme zugrunde, daß besseres Wis-
sen bessere Entscheidungen erzeugt.72 Pla-
nungshilfen bei Entscheidungen, Problem-
lösungsstrategien, der Mensch-Maschinen-
Dialog und seine Modellierung, die Psy-
chologie der Entscheidung und vernetzte 
Kommunikation sind daher die For-
schungsfelder der DSS-Programmierer. 
Aufbereitetes Wissen etwa in Entschei-
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dungsbäumen könnte Handlungen durch-
sichtiger und nachvollziehbarer machen. 
So ließe sich die Sehnsucht nach einer 
rationalen Gesellschaft erfüllen. Allerdings 
ist noch nicht ausgemacht, um welche 
Form von Rationalität es sich hier handelt. 
Dennoch gibt es Schwierigkeiten. Da 
geht es zum einen um Modelle für Unge-
wißheit, um die Fra~e der Quantifizierung 
von Unsicherheit.7 Die Näherung soll 
über die Feststellung von Graden des Ver-
trauens gelingen, die dann in einem proba-
bilistischen Netzwerk eingefangen werden 
sollen. Dafür wurden zwei Modelle vorge-
schlagen, die Wettverhaltensinterpretation 
und die qualitative Annäherung. Bei bei-
den Modellen wird jedoch höchstens eine 
individuelle Einschätzung festgestellt, die 
nicht als objektiv gelten darf. Daher scheint 
sich der Ausweg über eine Festsetzung von 
oberen und unteren Wahrscheinlichkeiten 
anzubieten. 
Versucht man hierbei nicht letztlich, 
zwei unvereinbare Bereiche über einen 
Kamm zu scheren, wenn man unsicheres 
Wissen, unsichere Maßeinheiten und sub-
jektive Zustimmung in ein Modell zusam-
menbringen möchte? Zu unterscheiden 
sind Strategien präskriptiver und deskripti-
ver Entscheidung.74 Daß der Wissenssta-
tus einschließlich der Deskription von Ent-
scheidungen simulierbar sein könnte, mag 
noch einleuchten, doch wie soll das nor-
mative Element angemessen einbezogen 
werden? Dies setzt zumindest eine deonti-
sche Logik voraus und eine Entscheidung 
über den Status ethischer Rationalität. 
Doch ist ein deontische Logik flexibel 
genug für Entscheidungen unter Risiko, in 
der Zeit und bei neu auftretenden Proble-
men? Auf jeden Fall wird der Anspruch 
erhoben, daß sich das normative Element 
der klassischen utilitaristischen Theorien 
mit der Künstlichen Intelligenz als Simula-
tion menschlichen Verhaltens verknüpfen 
läßt. Doch damit stellt sich die Frage, wel-
che Version des Utilitarismus nach wel-
chen Kriterien auszuwählen ist. Sind es 
Kriterien der Modellierbarkeit in Compu-
tern oder Kriterien sittlicher Rationalität? 
Sind es allein Kriterien der Machbarkeit, so 
wären diese Versionen einer DSS entfrem-
dete Formen von Rationalität, es sei denn, 
es ließe sich aufweisen, daß die Struktur 
der Modelle sittlichen menschlichen Ent-
scheidungen entspricht. 
Doch steht zu vermuten, daß DSS gar 
nicht auf sittliche Entscheidungen zurück-
greift. Der Entscheidungsbegriff hat unter-
schiedliche Bedeutungen. Dabei besagt der 
logische Begriff der Entscheidung die 
Determination durch einen Algorith-
mus. 75 Modelliert wird der Deduktions-
prozeß, der zu einem logischen Urteil 
führt, dem eine Entscheidung zur Hand-
lung folgen kann. DSS möchte mehr 
Rationalität in die Entscheidungen brin-
gen. Dagegen ist nichts einzuwenden, 
doch ist der Verdacht nicht abzuwehren, 
daß in der DSS instrumentell orientierte 
Rationalität ethische ersetzt. 
Grundsätzlich müssen die beiden Berei-
che der Ingenieursanalyse des technischen 
Systems und die psychologische Beschrei-
bung menschlicher Fähigkeiten in einer 
zusammenhängenden Theorie erfaßt wer-
den.76 Aber läßt sich Klugheit oder 
Tugend im aristotelischen Sinne program-
mieren? Sind sittliche Einstellungen 
menschliche Fähigkeiten, die nach einem 
Algorithmus ablaufen? Es ist nicht zu ver-
muten, daß das der genaue Sinn der Rede 
von "praktischer Vernunft" und "sittlicher 
Rationalität" ist. Die übergreifende Theo-
rie, die den Spalt zwischen Ingenieursana-
lyse und der menschlichen Psyche über-
brücken soll, müßte im Sinne der DSS wie-
der maschinenmäßig modellierbar sein. 
Damit bewegen wir uns in die Gebiete der 
Geist-Gehirn-Problematik. Wenig spricht 
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noch für ein Gelingen der DSS, sofern mit 
Entscheidungen sittliche gemeint sind. 
Eher sind spieltheoretische Konzepte zu 
erwarten, in denen Präferenz-Funktionen 
im Sinne ökonomischer Theorien77 den 
Kern bilden. Sie könnten dann, program-
miert nach der Regel der Nutzenmaximie-
rung, das Programm des rationalen Egoi-
sten abspulen. So beinhaltet das Votum für 
ethische Rationalität eine Antwort auf die 
Frage, warum moralisch handeln, wenn 
immer mehr computerunterstützte Ent-
scheidungen nach dem Muster des rationa-
len Egoisten gefällt werden. 
Sicher wäre es übertrieben, die sittliche 
Intuition des Experten so in den Vorder-
grund zu stellen, wie Dreyfus es tut. Auch 
Intuitionen sind in nicht geringem Ausmaß 
fehlbar. Und hier ist das Plädoyer der 
Künstlichen Intelligenz für mehr Rationali-
tät in Entscheidungen durch Strukturie-
rung ihrer wissensmäßigen V oraussetzun-
gen akzeptabel. Das Problem beginnt dort, 
wo Entscheidungen nicht mehr unter-
stützt, sondern ersetzt werden sollen, wie 
es häufig in programmatischen Formulie-
rungen anklang. Aber welcher Art kann 
die Entscheidung sein, wenn wir gerade bei 
Versionen eines automatischen Entschei-
dens den Vorschlag nicht mehr kontrollie-
ren können, den das System anbietet, weil 
unsere Kenntnisse nicht ausreichen oder 
Wissen von anderen Benutzern eingeben 
wird, die auch mit diesem System arbeiten. 
Wenn DSS-Programme nicht so aufgebaut 
werden, daß das Wissen in allen seinen 
Schritten vom Entscheidungsträger kon-
trolliert werden kann, dann wird hier eine 
entfremdete Rationalität den Benutzern 
aufgenötigt, die Aufklärung zunichte 
macht. Jedoch scheint es mir durchaus 
denkbar, bei gegebenen Voraussetzungen 
die vorhersehbaren Folgen einer Entschei-
dung zu simulieren und so zur Entschei-
dungsfmdung beizutragen. Wenn aber der 
Eindruck erweckt wird, die Maschine 
unterstütze die Entscheidung nicht nur, 
sondern ersetze sie, dann wird die Idee 
neuzeitlicher Rationalität zerstört. 
Die Idee sittlicher Rationalität fordert, 
daß die Entscheidung die einer Person blei-
ben muß. Aber für bloße Regelanwendung 
übernimmt man keine Verantwortung. 
Genausowenig wird man sich rechtfertigen 
wollen für die Übernahme eines Maschi-
nenvorschlags. Doch auch die Annahme 
eines DSS-Vorschlags ist dann eine per-
sönliche Entscheidung, für die Rechen-
schaft gefordert werden kann. Die subjekt-
lose Maschine kann Verantwortung nicht 
übernehmen, wohl aber der, der Vor-
schläge akzeptiert. Trauen sich nicht An-
wender von DSS zu viel zu, wenn sie 
unüberschaubare Entscheidungsvorschlä-
ge glauben annehmen zu dürfen? Die mit 
Emphase vorgetragene These vom Prinzip 
Verantwortung wird ausgehöhlt - übri-
gens nicht nur von Künstlicher Intelligenz, 
sondern auch von der zunehmenden 
Bürokratisierung und Anonymisierung 
von Entscheidungen. Auch hier paßt 
Künstliche Intelligenz sehr gut in gegen-
wärtige gesellschaftliche Entwicklungsten-
denzen. Und sicher besteht eine Nachfrage 
nach DSS. Denn Weisheit und Klugheit 
sind schwer zurechtfertigen, so daß es ver-
ständlich scheint, wenn man sich hinter 
maschinenproduzierten Entscheidungen 
verstecken möchte. 
So verschwindet Verantwortung, und 
Ethiker haben die Aufgabe, Überlegungen 
zur Institutionalisierung von Verantwor-
tung in einer entsubjektivierten, unüber-
schaubar gewordenen Welt anzustellen. 
DSS-Programme machen ihnen die Auf-
gabe sicher nicht leichter, wenn sie Ent-
scheidungen maschinengerecht ersetzen 
wollen. Eine rationale Strukturierung der 
Wissens basis für Entscheidungen wird 
man nicht ablehnen. Doch die Ersetzung 
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von menschlich-sittlichen Entscheidungen 
durch Computersimulationen gefährdet 
das Konzept aufgeklärten Selbstdenkens 
und der Emanzipation, denn Robotermen-
schen treffen eine Entscheidung, sind aber 
unfähig zur Wahl. 
Handlungstheorie wird somit zuneh-
mend aufgelöst in Systemtheorie. So fallen 
Entscheidungen über Krieg und Frieden 
ohne Berücksichtigung des Wertaspektes 
nur nach Kosten-Nutzen-Analysen. Diese 
legen aber spieltheoretisch den Rahmen 
der Entscheidungsmöglichkeiten ziemlich 
fest. Der geniale dritte Weg, die aristoteli-
sche Mitte zwischen zwei Übertreibungen 
oder die Suche nach dem rechten Maß sind 
dem Computer wohl verschlossen, insbe-
sondere wenn sie außerhalb des eingegebe-
nen Horizontes liegen. Nicht selten sind 
die produktivsten Lösungen für ein 
Dilemma diejenigen, die die Vorausset-
zungen verwerfen, die in ein Dilemma 
geführt haben. So wird es zunehmend zu 
einer neuen Form des Handelns kommen, 
einem technologischen Handeln in über-
individueller Form wie in Teams, Firmen 
und Parteien, das zunehmend unkontrol-
lierbar und theoretisch inkonsistent ist und 
daher destabilisierend wirkt. 
Diese Weisen subjektloser Interaktion 
werden zunehmen und den menschlichen 
Dialog zumindest gefährden. Daher ist es 
nicht verwunderlich, daß Weizenbaum es 
obszön findet, Computer als Psychothera-
peuten einzusetzen. Anders könnte der 
Fall liegen, wenn Programme zur Modell-
bildung im Rahmen psychotherapeuti-
scher Theoriebildung entworfen werden, 
aber hier geht es ja um wissenschaftlichen 
Erkenntnisgewinn und nicht um die 
Betreuung eines Menschen. So entsteht 
eine Art Humanismus-Streit um die 
Anwendung der Künstlichen Intelligenz, 
um die Frage nach der Verantwortbarkeit 
des künstlichen Denkens und nach den 
Grenzen verantwortbaren Computerein-
satzes.78 
Ausblick: Verantwortlicher Umgang 
mit Künstlicher Intelligenz - ein 
bereits vergebliches Postulat? 
Alle KI-Forscher teilen heute die Ansicht: 
Wir Menschen als denkende Subjekte sind 
nicht allein durch eine abstrakt von uns 
selbst definierte Fähigkeit namens Intelli-
genz bestimmt, sondern durch das 
"In-der-Welt-Sein" dieser Fähigkeit. "Wir 
sind als geistige Person die Summe unserer 
körperlichen und intellektuellen Erfahrun-
gen: die Tatsache, daß wir geliebt worden 
sind und geliebt haben, daß wir einen Kör-
per haben und ungezählten sozialen Situa-
tionen ausgesetzt sind, die je nach sozialer 
Schicht und lokaler Besonderheit verschie-
den sind, hat einen das Denken prägenden 
Einfluß, dem ein Computer nicht ausge-
setzt ist. Obwohl ein großer Teil dieser 
Erfahrungen explizit gemacht und dann 
auch programmiert werden kann und 
obwohl es irrig ist, zu glauben, ein Com-
puter könne nicht so programmiert wer-
den, als ob er entsprechende Emotionen 
habe, ist er doch nicht in der Welt, wie wir 
es sind, und wird, selbst rapiden techni-
schen Fortschritt vorausgesetzt, eine uns 
fremde Intelligenz bleiben - eine maschi-
nelle Intelligenz jedoch, die uns (zur Zeit 
auf Spezialgebieten) intellektuell gleich-
wertig, ja sogar bereits überlegen ist. ,,79 
Festzuhalten ist, daß Künstliche Intelli-
genz keine Intelligenzprothese für uns 
Menschen sein sollte. Ziel künstlich intelli-
genter Maschinen wird es sein, eine spezifi-
sche Leistung des Menschen besser zu 
übernehmen, als er es selber kann. Weiter-
hin sollten wir nicht verkennen: Die Ver-
wirklichung der Künstlichen Intelligenz 
bedarf bzw. löst bereits heute das Zusam-
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menwirken vieler Technologien aus. Dabei 
strahlt die summative Vielzahl scheinbar 
"kleiner" Technologien eine technologi-
sche Bescheidenheit aus, die qualitative 
Veränderungen, welche auf leisen Sohlen 
daherkommen, kaschieren. Technologisch 
erbrachte Leistungen auf dem Gebiet der 
KI-Forschung werden damit zu gering 
geachtet und führen zu einer Verharmlo-
sungstendenz. Allein deshalb ist es ange-
bracht, sich mit der KI-Forschung und 
deren Anwendungsmöglichkeiten sachge-
recht, vielperspektivisch, unideologisch 
und kritisch auseinanderzusetzen. Es gilt 
letztlich, den Verdacht der Alchemie des 
Computerzeitalters auszuräumen und eine 
Entzauberung dessen, was Künstliche 
Intelligenz ist, herbeizuführen. Gleichwohl 
zeigt uns der Forschungszweig Künstliche 
Intelligenz deutlich auf, wie die Technik 
der Zukunft aussehen könnte, obwohl 
man den hierzu erforderlichen technologi-
schen Stand für eine derartige Realisation 
eigentlich noch lange nicht erreicht hat. 
Im Zuge einer Diskussion über die 
Wege eines verantwortlichen Umgangs 
mit dieser Technologie, ist die Forderung 
von Interesse, Künstliche-Intelligenz-For-
schung als eine Schule des Denkens wie für 
das Denken anzusehen. Vielleicht ist es 
aber bereits schon zu spät, in Ruhe darüber 
nachzudenken, was man mit dieser spezifi-
schen Technologie tun oder unterlassen 
sollte. 
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