1. Introduction. 1.1. The theory of lacunary Fourier series, developed by Banach, Kolmogorov, Sidon, Zygmund, and others, deals largely with extraordinary properties that such series possess. The Fourier series for a bounded function converges absolutely if the function has a lacunary Fourier series; an integrable function is square integrable if its Fourier series is lacunary. Somewhat different theorems show that very general functions on lacunary sets can be represented by Fourier or Fourier-Stieltjes transforms. Many of these theorems are given in [7, Chapter VI and Chapter IX] .
In this paper, we use a method of Banach to show that various properties associated with lacunary series are in fact equivalent. Some degree of unity for different appearing facts is thus obtained. Fourier series are of such classical interest that we first treat them separately ( § §2-7). From our first equivalence theorem (2.1), we obtain new proofs of several theorems of Sidon (4.1), as well as new classes having some of the properties of lacunary series (Theorem 3.2 and §5). Our second equivalence theorem (6.1) leads also to some new series possessing some of the properties of lacunary series (Theorems 7.1 and 7.3 and Example 7.4). In § §8 and 9, we extend our results for Fourier series to an arbitrary compact group; these results of course contain those for Fourier series as special cases. Our interest in the problems discussed here arose from a remark of Professor Arne Beurling, which is a special case of Theorem 3.2. Since writing this paper, we have learned that several of our results have also been obtained independently by R. E. Edwards. We wish to express our gratitude to Dr. Edwards for the privilege of seeing his manuscript.
1.2. Throughout the paper, "function" means "complex-valued function." In § §2-7, we are concerned with functions and measures on the interval [0, 27r] . Throughout these sections, the following notation is used. The symbols ?], 82, ?«, have their usual meanings, and norms ||-||i, j|-||2, ||'|U, for Lebesgue The symbol TV is reserved for infinite sets of integers; our main Theorems 2.1 and 6.1 are trivial for finite sets. The symbol c0(N) denotes the space of all functions \p on N such that |^(w)| =ga for only a finite subset of TV, for all a>0. This space is normed with the uniform norm. The symbol h(N) denotes the space of all functions <p on N such that ||p||i= S»ew I <p(n) I < °°-The space h{N) is defined similarly. The symbol b(N) denotes the space of all bounded functions/on TV, with the norm ||/|| =supn£Ar |/(»)|. Given a function/defined on N, we say that/is matched by a function of a certain kind defined for all integers, say g, if/(«) =g(«) for all «£/V.
2. First equivalence theorem. In this section, we show that four properties for sets of integers are equivalent.
Theorem.
Let N be a set of integers. The following properties of N are equivalent.
(i) There is a positive number A such that for every finite sequence {ci, • • • , a,\ of complex numbers and every finite subset \m, ■ ■ ■ , ns\ of N, the inequality Remark. The equivalence of properties (i)-(iii), with only trivial changes, is due to Banach [2] . Property (iv) seems not to have been previously considered in this context. For the reader's convenience, we repeat the proof that (i), (ii), and (iii) are equivalent.
Proof of Theorem 2.1. Consider the Banach spaces 2i and c0(N). The Fourier transform provides a linear mapping of 8i into c0(N); this fact arid its ramifications are the basis of the present proof. Specifically, we will use the mapping <£, defined for each x£2i as the function on N such that 1 riT
The Riemann-Lebesgue lemma shows that the range of $> is contained in c0(N), and it is also obvious that $ is a bounded linear transformation of norm 1. The adjoint transformation $* of $ carries the adjoint space h(N) of c0(N) into the adjoint space ?« of Si. If/ denotes the linear functional on c0(N) defined by an element \p of h{N), then <£*(/) is by definition the linear functional on Si such that<*>*(/)(*) =/(#(*)) for all x£Si. Thus for ^Eh(N),
Since ^£/i(iV), <£*(^) is in S, and $* maps /i(iV) into S. Clearly <J>* is a bounded, one-to-one, linear transformation of norm 1. Consider now the following property: XT-/ I *l \ I for all positive integers p, the sum being taken over the set ivn {-/>, -p + 1, ■ ■ ■ ,p-l,p}.
Property (ii) follows at once. Suppose now that (ii) holds. We shall show that $*(k(N)) is a closed subspace of S, and from this a theorem of Banach(2) obtains. Let <£' be the mapping of Si into Co(N) such that $'(x)(n) =x(n). Then we can repeat the proof of Theorem 2.1, mutatis mutandis, and show that (i)-(iv) are equivalent to (i')-(iv')i where (ii') is obtained from (ii) by replacing x(m) by x{ -m), (iii') from (iii) by replacing x{ -n) by x(n), and (iv') from (iv) by replacing p.{ -n) by £(«). For example, (iii) and (iii') are equivalent, so that every function in c0(N) is matchable by a Fourier transform x{n) if and only if every such function is matchable by a Fourier transform .f( -n). Obviously too all eight assertions (i)-(iv') are equivalent. 3. A sufficient condition for Theorem 2.1. In this section, we show that every set of integers enjoying a certain independence condition satisfies all of the conditions of Theorem 2.1. Curiously enough, condition 2.1 (iv) is an easy one to deal with. We require a lemma. Proof. Consider a bounded function / on N. We wish to show that there is a measure /i(E91Z such that fi( -n) =/(») for all »£iV. Clearly we may suppose that |/(w)| ^1 for all n£N.
Order each set Nj arbitrarily: Nj = {n[j), n(i\ nf, • • • }. We first note that -»£> (£iV for all k and j and that 0(£N. For every positive integer u and every j, 1 ^j^r, let h»\t) = 2fl(l + W(nJVinii)t )).
*-i
Clearly each h$? is a non-negative function. Multiplying out, we have (3) 3.2.1 hu (0 = 2+2* (/(«* )e +/(»* )« ) + 2D <*<■« ,
where every a appearing in the second sum has the form a = 2^e«wiW> summed over two or more I's, l^l^u, and where the et's are +1. Multiplying 3.2.1 by (l/27r)e"" and integrating from 0 to 27T, we obtain 
Proof. Let x&i and xa(t) =x(t)eial. Then x"( -n) =x( -(n+a)). Hence
N+a satisfies 2.1 (iii) if N does.
Theorem.
Let N be a set of integers satisfying the conditions of Theorem 2.1 and let -N-{ -w}neiY. Then -N satisfies the conditions of Theorem 2.1.
Proof. This is implicit in 2.2 and is also obvious from 2.1 (i). 5.4. Remark. Let N be any set of integers satisfying the conditions of Theorem 3.2. All of the functions hTU constructed in the proof of Theorem 3.2 are non-negative, and hence, as noted in Lemma 3.1, every bounded function on N can be matched by a function jl( -n), where n is a non-negative measure on [0, 2tt[. (In other words, every bounded function/ on N can be extended [October to a positive definite function f\ defined on the set of all integers; it follows from the proof of Theorem 3.2 that/i(0) ^2r sup"ejv |/(»)|.) For every real measure p, fi(n) is the complex conjugate of #( -»), and hence a set N with this property can contain no integer and its negative.
Let N be a set of integers such that every bounded function on N can be matched by a function p.{ -n), where n is a real measure. Then NKJ(-N) satisfies the conditions of Theorem 2.1.
Proof. Let/be any bounded function on NKJ(-N) (note that Nr^(-N) is void). Let
f or « G-^V. Let/iy be a real measure in 911 such that/ly(-w) =/,(») (nE.N, j= 1, 2), and let /i=/xi+i/i2. Then it is easy to see that #( -n) =f(n) for nG.NVJ( -N).
5.6. Examples. It is of some interest to note that there are sets satisfying the conditions of Hence every exponent k appears exactly once in a number belonging to TV, and we may write nk = 32'"+3k (k=l, 2, 3, • • • ). We show that N satisfies the conditions of Theorem 3.2, with r = 1. For convenience, we write the sums <r of Theorem 3.2 in the form <r= ^i_i 8knk, where each 8k can be 1, 0, or -1. Assume that <r = 0 and that some 8k?*0. Let k0 be the smallest k such that 8*^0. For k>ko, we see that nk = 0 (mod 3*0+1) and that «t0 = 3*° (mod 3*0+l). Therefore 8t03*° = 0 (mod 3*0+1) and hence 8*0 = 0 (mod 3), which contradicts the definition of 8k". Suppose that a = np and that kf, is the smallest k such that 8*5^0. Then 8Ao3*0 = mp (mod 3to+1), which implies that p^k0, and hence 8*0 = 3p~k<> (mod 3). From this we see that p = ko and Si0=l. Consequently <r' = a -8i0«t0 = 0, and hence every 8* appearing in a' is 0. Thus N satisfies the conditions of Theorem 3.2.
Assume that N can be written as a union Uy_! Lj, where each Lj is a lacunary set: x, y £ Lj and x > y imply that x ^ Xyy, where Xy > 1. Let X = min(Xi, • • ■ , Xr). Let 2* be greater than r. Then at least two of the numbers W2*, W2*+i, • • • , W2*+i_i He in a single Lj. Suppose that these are x and y, x>y. Then «2*+i-i^^^Xy^Xn2t, and
n* 3*" + 3*
For k sufficiently large, this contradicts the inequality X> 1. In this example, 3 can be replaced by any larger integer. = <p{n) for all ra£Ar.
Proof. The proof is very like that of Theorem 2.1. We consider the spaces S and h(N), and the mapping $ of S into k(N) such that$(x)(n) =x( -n) for all n(EN and xGS. The mapping <l> is clearly linear and has norm 1. The adjoint mapping <$* carries k(N) into 3TC. For <p(E.h(N), it is easy to see that $*((?) is an absolutely continuous measure, whose derivative is the function H»eJv <p(n)eint, which is in S2. Thus we have $*(/2(A0) CS2CS1. We omit the details.
The implication (i)=>(ii) is proved as in Theorem 2.1, with the observation that the Fejer sums t=-p \ p + 1/ converge in the Si norm to x, for every ;c£Si. The implication (ii)=>(i) and the equivalence of (i) and (iii) are proved just as in Theorem 2.1.
To prove that (iii) and (iv) are equivalent, we construct the mapping <£**, which carries the adjoint space S" of Si into the adjoint space k{N) of h(N). For xGSoo and n<EN, we have $**(x)(n) =#( -«). The equivalence of (i) and (iv) is now proved just as in Theorem 2.1. [October 6.2. Remark. We can repeat Remark 2.2 with suitable changes and obtain four more assertions equivalent to 6.1 (i)-6.1 (iv). For example, the condition (iii') for every <p(Eh(N), there is a function x£6 such that x(n) =<p(n) for all n(E.N is equivalent to 6.1 (i)-6.1 (iv).
6.3. Remark. The mapping x-->£( -n) is a bounded linear transformation carrying (5 into lP'(N), where 1 <pS.2 and p' =p/(p -l)-Hence we might try to generalize Theorem 6.1 by using an arbitrary lp>{N) instead of k(N). Conditions 6.1 (i)-6.1 (iv) have obvious analogues, and they are all equivalent. However, the analogue of 6.1 (iii) states that for every <p&P'(N), there is a function x£S such that x( -n)=<p(n) for all w£Ar. This implies that lp'(N)Q.h{N), an inclusion which obtains only if N is finite (a case devoid of interest) or p' =p = 2.
7. Some sufficient conditions for Theorem 6.1. Let N be a set of positive integers such that A7 = U/_17y, where each Lj satisfies a lacunary condition: x, y&Lj and x>y imply that x^Xyy, where Xy>l. Then N satisfies all of the conditions of Theorem 6.1.
Proof. We will show that N satisfies the condition of Theorem 7.1. For an integer m of the form u+v with u, oGA7", we consider all pairs (x, y) such that (x, y)€=.N, x^y, and x+y = m. Of all these pairs, let (p, q) be the one with the smallest value of p. We then have p^x<x+y -p+q^2p. Thus we have p^x<2p.
Let Xi, • • • , x*, with xi<x2<
• ■ • <xk, be all such x's that are in a fixed Lj. Then we have 2£>xa^XJ-1xi^X*-1£. It follows that k < log 2/log \j + 1. Thus the number of pairs (x, y) is less than r+Zj-i log 2/logXy, and the number of solutions in N of the equation u+v = m is less than 2r + 2 X!j-i '°g 2/log Xy, which can thus be taken as the number B of Theorem 7.1. We also have ||x* A -x * &m||i ^||*||i -||fc -Am||i = ||x||i -||A -Am||2<||*||i/2, and hence 8. 3 .6 H***-lli^-rlNI» + ll***lli- ET-i *(*i)TiWZ^-iC*1. MpW^0 converge in the 8i norm to x, and boundedly if x is bounded: i.e., Fejer's theorem has a complete analogue for arbitrary compact groups. We now give the generalizations of Theorems 2.1 and 6.1. To state the theorems, it is convenient to write U for the set of all functions u)£, X£A, l^P^s(X), l^o'^s(X), and to write elements of U as u, v, • ■ ■ . For w£t/, s(u) denotes the number s(X) where u = u£'. For VQU, let c0(V) be the Banach space of all functions ^onV such that {v: v£ V, \ip(y) \ }±a} is finite for every a>0, with the maximum norm. Let b{V) be the Banach space of all bounded functions on V, with the supremum norm. Let h(V) and h{V) have their usual meanings. 9. Examples for Theorem 8.5. In this section, we find some sets that satisfy the conditions of Theorem 8.5. In order to obtain usable results, we restrict ourselves to subsets V of U on which s(v) is bounded. 9.1. Lemma. Let V be a subset of U with the property that for every bounded function f on V, there is a positive number A such that for every finite subset F of V, there is a measure vpG 911(G) for which Jav{i)dvF{i) =f(v) for all z/£F and \\vF\\%\A. Then V satisfies 8.5 (iv).
Proof. Consider 3TC(G) in its weak topology as the adjoint space of S(G).
Let (P(F) be the set of all y£3TC(G) such that \\v\\ ^A and fGv(t)dv(t)=f (v) for all d£F. Plainly (P(F) is closed and bounded and is therefore compact. We note finally that there is an obvious analogue of Theorem 7.1 valid for all compact commutative groups (see also the extension to noncommutative compact groups in [3] ).
Added in proof. Professor Walter Rudin has pointed out that the set constructed-in 7. 4 
