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WEAK-STAR LIMITS OF POLYNOMIALS AND THEIR DERIVATIVES
WILLIAM T. ROSS AND JOSEPH A. BALL
Dedicated to T. Ando
Abstract. Let µ and ν be regular finite Borel measures with compact support in the real
line R and define the differential operator D : L∞(µ) → L∞(ν) with domain equal to the
polynomials P by Dp = p′. In this paper we will characterize the weak-star closure of the
graph of D
G = {p⊕Dp : p ∈ P}
in L∞(µ) ⊕ L∞(ν). As a consequence we will characterize when D is closable (i.e. the
weak-star closure of G contains no non-zero elements of the form 0 ⊕ g) and when G is
weak-star dense in L∞(µ)⊕L∞(ν). We will also consider the same problem where µ and ν
are measures supported on the unit circle T.
1. Introduction
Let µ and ν be compactly supported regular finite Borel measures on the real line R
and define the differential operator D from L∞(µ) into L∞(ν) with dense (in the weak-star
sense) domain equal to the polynomials P by Dp = p′. In this paper we will give a complete
characterization of the weak-star closure of the graph of D
G = {p⊕Dp : p ∈ P} (1.1)
in L∞(µ)⊕L∞(ν), which we denote by G−(µ, ν). As a consequence of this characterization,
we also obtain characterizations of when D is closable (i.e. G−(µ, ν) contains no non-zero
elements of the form 0 ⊕ g) and when G is weak-star dense in L∞(µ) ⊕ L∞(ν). This will
continue work of [1] and [2] where the authors look at the closure of the graph of D in
Lp(µ) ⊕ Lp(ν), 1 ≤ p < ∞, and C(E) ⊕ C(E). Here C(E) is the space of continuous
functions on a compact set E ⊂ R with the uniform topology. Many of the same techniques
of [1] and [2] will be used here and we will refer the reader to these papers for some of the
needed technical lemmas.
To state our main results, we first make some definitions. Let m be Lebesgue measure on
R and let ν = νa ⊕ νs be the Lebesgue decomposition of the measure ν with respect to m ,
where νa  m and νs ⊥ m. Note that if k ∈ L∞(ν) then k = ka ⊕ ks, where ka ∈ L∞(νa)
and ks ∈ L∞(νs), i.e. L∞(ν) splits as L∞(νa)⊕L∞(νs). Our first result will be that G−(µ, ν)
has the following splitting property.
Theorem 1.1. G−(µ, ν) = G−(µ, νa)⊕ [0⊕ L∞(νs)].
1
This splitting allows us to focus our attention on G−(µ, νa) for which we make the following
definition.
Definition: We say a closed interval I is an interval of absolute continuity if
m|I  νa|I ,
and we say I is a maximum interval of absolute continuity (abbreviated MIAC) if I is
maximal with respect to this property. (Note that if w = dν/dm then a MIAC is the same
as a maximal interval for which w > 0 m-a.e.)
We now state our main theorem which characterizes G−(µ, νa)
Theorem 1.2. A function h ⊕ k ∈ L∞(µ) ⊕ L∞(νa) belongs to G−(µ, νa) if and only if for
each MIAC I = [a, b] there is a function h˜ satisfying the following three conditions:
(i) h˜ is absolutely continuous on I
(ii) h˜|I = h|I µ− a.e.
(iii) h˜(x) = h˜(a) +
∫ x
a k(t)dt for all x ∈ I
As a consequence of Theorem 1.1 and Theorem 1.2 we can give a complete description of
when D is closable. For simplicity we assume, for the rest of the paper, that µ and ν are
supported in the unit interval [0, 1].
Theorem 1.3. The operator D : L∞(µ) → L∞(ν) is closable if and only if the following
three conditions are satisfied:
(i) ν  m
(ii) The complement of the union of all the MIAC’s has ν measure zero.
(iii) [0, 1]\suppt(µ) contains no intervals in a MIAC.
We also describe when G is weak-star dense in L∞(µ)⊕ L∞(ν).
Theorem 1.4. G−(µ, ν) = L∞(µ)⊕L∞(ν) if and only if for each MIAC I, µ|I is either zero
or a point mass.
When looking at the closure of G in Lp(µ) ⊕ Lp(ν), 1 ≤ p < ∞ one has analogs for
Theorems 1.1 - 1.4, see [1] and [6]. For 1 < p < ∞ the MIAC’s are replaced by MILI’s for
w1−q. Here w = dν/dm, q is the conjugate index for p, and a MILI is a maximum interval
of local integrability. For p = 1, one looks at maximum intervals on which w−1 is essentially
bounded. In characterizing the uniform closure of G in C(E) ⊕ C(E), see [2], one replaces
the MIAC’s with maximum intervals in the interior of E. More specifically, write the interior
of E as a countable disjoint union of open intervals and let Eˆ be the union of the closure of
these intervals. The intervals in Eˆ are the analogs for the MIAC’s.
As in [1] and [2] we let Gˆ(µ, νa) be the linear manifold of functions h⊕k ∈ L∞(µ)⊕L∞(νa)
satsfying the conditions (i), (ii), and (iii) of Theorem 1.2 and notice our aim is to prove
G−(µ, ν) = Gˆ(µ, νa)⊕ [0⊕ L∞(νs)].
We first establish the splitting in Theorem 1.1 which reduces the problem to showing
G−(µ, νa) = Gˆ(µ, νa). The inclusion G−(µ, νa) ⊂ Gˆ(µ, νa) is reasonably straightforward and
for the reverse inclusion, we use the the Hahn-Banach theorem to write G−(µ, νa) = (⊥G)⊥
and obtain an explicit characterization of the pre-annihilator, ⊥G, of G, in L1(µ) ⊕ L1(νa).
Here, for two measures α and β on [0, 1], we identify the pre-dual of L∞(α) ⊕ L∞(β) with
L1(α)⊕ L1(β) with respect to the usual pairing
< h⊕ k, f ⊕ g >=
∫
[0,1]
hfdα +
∫
[0,1]
kgdβ,
where h⊕ k ∈ L∞(α)⊕ L∞(β) and f ⊕ g ∈ L1(α)⊕ L1(β).
An open-ended problem is to obtain similar results for the case where µ and ν are com-
pactly supported measures in the complex plane C. For the case where ν ≡ 0, a complete
characterization of G−(µ, 0) (the weak-star closure of the polynomials) has been obtained
by Sarason [8] and so this problem can be thought of as a generalization of Sarason’s the-
orem with derivatives. Conway and Olin [5] have applied this result to operator theory;
specifically, they used Sarason’s characterization of G−(µ, 0) to develop a functional calculus
for subnormal operators. In the last section of the paper we obtain some partial results on
G−(µ, ν) for the case where µ and ν are two measures supported on the unit circle. Conceiv-
ably these results will have operator-theoretic applications to the development of a functional
calculus for subjordan operators (see [1], [2], and [6]) analogous to those mentioned above
for subnormal operators.
2. The Weak-star Closure of G
Our first aim is to establish the splitting property of Theorem 1.1 and for this we need an
explicit description of the pre-annihilator, ⊥G, of G in L1(µ) ⊕ L1(ν). To do this we recall
that w = dν/dm and use the same proof as in [1], p. 101, (except replace L2(µ) ⊕ L2(ν)
with L1(µ)⊕L1(ν)). Also recall that we are assuming, without loss of generality, that µ and
ν are supported on [0, 1].
Lemma 2.1. A pair f ⊕ g ∈ L1(µ)⊕ L1(ν) belongs to ⊥G if and only if the following three
conditions are satisfied:
(i) gdν = gdνa = gwdm
(ii)
∫
[0,1] f(x)dµ(x) = 0
(iii) g(w)w(x) = − ∫(x,1] f(t)dµ(t) m− a.e.
As a consequence of Lemma 2.1 we have this following corollary which is Theorem 1.1
and states that there is no restriction on ks for a pair h⊕ k ∈ L∞(µ)⊕ L∞(ν) to belong to
G−(µ, ν).
Corollary 2.2. G−(µ, ν) = G−(µ, νa)⊕ [0⊕ L∞(νs)].
Proof. For k ∈ L∞(ν), let k = ka ⊕ ks be the Lebesgue decomposition of k with respect to
νa ⊕ νs. Using Lemma 2.1 we see that 0⊕ ks ∈ (⊥G)⊥ = G−(µ, ν). 
Remark: By our splitting property in Theorem 1.1, we are able to characterize G−(µ, ν) by
characterizing G−(µ, νa). We also note that for the operator D to be closable (i.e. G−(µ, ν)
contains no non-zero elements of the form 0 ⊕ g) we see that we must have ν  m. With
regards to the question of density, we see from our splitting that G−(µ, ν) = L∞(µ)⊕L∞(ν)
if and only if G−(µ, νa) = L∞(µ)⊕L∞(νa). With these observations, we see that the answers
to our questions depend on νa, not νs, and thus the following assumption will be in force for
the rest of the paper (unless otherwise noted):
Assumption: ν = νa.
Recall that Gˆ(µ, ν) is the linear manifold of functions h ⊕ k ∈ L∞(µ) ⊕ L∞(ν) satisfying
(i) - (iii) of Theorem 1.2. To prove Theorem 1.2 we must show
G−(µ, ν) = Gˆ(µ, ν).
Clearly G ⊂ Gˆ(µ, ν) and we now show G−(µ, ν) ⊂ Gˆ(µ, ν).
Proposition 2.3. Gˆ(µ, ν) is weak-star closed and hence G−(µ, ν) ⊂ Gˆ(µ, ν).
Proof. Since µ and ν = wdm are regular Borel measures, then L1(µ) and L1(ν) are separable
and thus, by a consequence the Krein-Smulian theorem [4], p. 165, to show the linear
manifold Gˆ(µ, ν) is weak-star closed it suffices to show Gˆ(µ, ν) is weak-star sequentially
closed. To this end, let {hn ⊕ kn} be a sequence in Gˆ(µ, ν) with hn ⊕ kn → h⊕ k weak-star
in L∞(µ) ⊕ L∞(ν). Let I = [a, b] be a MIAC and note that dm|I = w−1dν|I . In particular
w−1|I ∈ L1(dν|I). Since {hn ⊕ kn} ⊂ Gˆ(µ, ν), then for µ-a.e. all x, y ∈ I we have
hn(y)− hn(x) =
∫
[x,y]
kn(s)ds =
∫
[x,y]
kn(s)w(s)
−1dν(s) (2.1)
and the right hand side of (2.1) converges to∫
[x,y]
k(s)w(s)−1dν(s) =
∫
[x,y]
k(s)ds.
Thus hn converges pointwise µ-a.e. on I to the absolutely continuous function
h˜(x) = h˜(a) +
∫
[a,x]
k(s)ds.
We will complete the proof by showing h|I = h˜|I µ-a.e. We do this by showing hn|I → h˜|I
weak-star in L∞(µ|I).
For µ-a.e. x ∈ I we have
|hn(x)− h˜(x)| ≤ |
∫
[a,x]
(kn(s)− k(s))w(s)−1dν(s)| ≤ ‖kn − k‖L∞(ν)‖w−1‖L1(ν|I).
(2.2)
Note that ‖kn − k‖L∞(ν) is uniformly bounded in n (since {kn} is weak-star convergent in
L∞(ν)). Using this fact, (2.2), and the Lebesgue dominated convergence theorem we have
hn|I → h˜|I weak-star in L∞(µ|I). 
Recalling the definition of a MIAC, one sees that the set of MIAC’s is a disjoint collection
of closed intervals (each of positive length) hence countable. Letting M be the union of all
the MIAC’s, these next two lemmas will show that the functions in ⊥G vanish on the set
K ≡ [0, 1]\M (2.3)
Lemma 2.4. If x ∈ K and f ⊕ g ∈ ⊥G then∫
[x,1]
f(t)dµ(t) =
∫
(x,1]
f(t)dµ(t) = 0.
Proof. Since the measure λ(A) =
∫
A fdµ is countably additive, then
lim
δ→0
∫
(x+δ,1]
fdµ =
∫
(x,1]
fdµ
for all x ∈ [0, 1]. Now assume x ∈ K and the above limit is not zero. Then there is an ε > 0
and an interval J with left-hand endpoint x such that for all y ∈ J , | ∫(y,1] fdµ| > ε. By
Lemma 2.1 (iii)
|g(y)w(y)| = |
∫
(y,1]
f(t)dµ(t)| > ε
m-a.e. on J . Letting A be a subset of J with ν(A) = 0, we have
0 =
∫
A
|g|dν =
∫
A
|g|wdm ≥ εm(A).
From this we obtain m(A) = 0, hence m|J  ν|J , implying that x 6∈ K, a contradiction. A
similar argument shows
∫
[x,1] fdµ = 0. 
Lemma 2.5. If f ⊕ g ∈ ⊥G then f = 0 µ-a.e. on K and g = 0 ν-a.e on K.
Proof. This is a direct analog of a proof in [1], p. 106, of an analogous result for L2(µ)⊕L2(ν).
Let λ be the measure λ(A) =
∫
A fdµ. Applying Lemma 2.1 and Lemma 2.4 we see that for
m-a.e. x ∈ K, g(x)w(x) = −λ((x, 1]) = 0. That is gw = 0 m-a.e. (hence by assumption
g = 0 ν-a.e) on K. To complete the proof we need only show that λ(A) = 0 for all A ⊂ K,
since this will show f = 0 µ-a.e.
Since {x} = [x, 1]\(x, 1], one can use Lemma 2.4 and the additivity of λ to get λ({x}) = 0
for all x ∈ K, i.e. λ has no point masses in K. Now let A ⊂ K. By regularity of the total
variation measure |λ|, we may assume A is closed. Let ε > 0 be given and choose an open
set U ⊃ A so that |λ|(U\A) < ε. Write
U =
⋃
n∈Z
(an, bn)
as a countable disjoint union of intervals. We construct a new open set U ′ as follows: Let
Z′ = {n ∈ Z : (an, bn) ∩ A 6= ∅}
and for each n ∈ Z let
a′n = inf{x : x ∈ (an, bn) ∩ A}
b′n = sup{x : x ∈ (an, bn) ∩ A}
and let
U ′ =
⋃
n∈Z′
(a′n, b
′
n).
Since A is closed, we have a′n, b
′
n ∈ A for all n, and A ⊂ U ′ except for the endpoints a′n
and b′n. But since these points are countable and λ has no point masses in K, this set has
λ-measure zero. Furthermore since each a′n, b
′
n ∈ K we have (by Lemma 2.4)
λ((a′n, b
′
n)) = λ((a
′
n, 1])− λ([b′n, 1]) = 0.
Thus λ(U ′) = 0 and so
|λ(A)| = |λ(U ′)− λ(A)| = |λ(U ′\A)| ≤ |λ|(U ′\A) ≤ |λ|(U\A) ≤ ε. Λ
Lemma 2.6. For each MIAC I = [a, b] we have∫
[a,1]
f(t)dµ(t) =
∫
(b,1]
f(t)dµ(t) = 0
for all f ⊕ g ∈ ⊥G.
Proof. By the maximality of I, there is a sequence {xn} ⊂ K with xn ↗ a and hence∫
[a,1]
f(t)dµ(t) = lim
n→∞
∫
(xn,1]
f(t)dµ(t),
which by Lemma 2.4 is equal to zero. A similar argument shows
∫
(b,1] f(t)dµ(t) is equal to
zero. 
Lemma 2.7. If I is a MIAC and h⊕ k ∈ Gˆ(µ, ν) then∫
I
hfdµ+
∫
I
kgdν = 0
for all f ⊕ g ∈⊥ G.
Proof. Let I = [a, b]. Using Lemma 2.1 we have∫
[a,b]
k(x)g(x)dν(x) = −
∫
[a,b]
k(x)
( ∫
(x,1]
f(t)dµ(t)
)
dx
= −
∫
[a,b]
( ∫
[a,x]
k(t)dt
)
f(x)dµ(x)−
∫
(b,1]
( ∫
[a,b]
k(t)dt
)
f(x)dµ(x)
by reversing the order of integration. By definition of Gˆ(µ, ν), there is a h˜ so that h|I = h˜|I
µ-a.e. and for all x, y ∈ I,
h˜(y)− h˜(x) =
∫
[x,y]
k(t)dt.
Thus ∫
[a,b]
k(x)g(x)dν(x) = −
∫
[a,b]
h(x)f(x)dµ(x) + h˜(a)
∫
[a,b]
f(t)dµ(t)
−h˜(b)
∫
(b,1]
f(t)dµ(t) + h˜(a)
∫
(b,1]
f(t)dµ(t)
= −
∫
[a,b]
h(x)f(x)dµ(x) + h˜(a)
∫
[a,1]
f(t)dµ(t)− h˜(b)
∫
(b,1]
f(t)dµ(t).
By Lemma 2.6 the last two integrals are zero, hence∫
I
hfdµ+
∫
I
kgdν =
∫
I
hfdµ−
∫
I
hfdµ = 0. Λ
Proof of Theorem 1.2
Proof. By Proposition 2.3, G−(µ, ν) ⊂ Gˆ(µ, ν). For the other direction, we let h⊕k ∈ Gˆ(µ, ν)
and show that h⊕ k ∈ (⊥G)⊥ = G−(µ, ν), by showing∫
[0,1]
fhdµ+
∫
[0,1]
kgdν = 0 (2.4)
for all f ⊕ g ∈ ⊥G. By Lemma 2.5, the left-hand side of (2.4) is equal to∫
M
fhdµ+
∫
M
kgdν,
which be Lemma 2.7 and countable additivity is equal to zero. 
3. Closability of D
To characterize when D : L∞(µ) → L∞(ν) is closable we will closely follow a procedure
used in [1] to characterize when D : L2(µ)→ L2(ν) is closable. Before we prove Theorem 1.3,
we note that
G−(µ, ν) = G−(µ, νa)⊕ [0⊕ L∞(νs)],
hence if νs 6= 0, then we have the following:
Lemma 3.1. If νs 6= 0, then D is not closable.
Proof of Theorem 1.3
Proof. Suppose ν  m, ν(K) = 0 and the complement of the suppt(µ) contains no intervals
in a MIAC. We want to show that if 0⊕ k ∈ G−(µ, ν), then k = 0 ν-a.e. Since ν(K) = 0, it
suffices to show k|I = 0 for each MIAC I. Since G−(µ, ν) = Gˆ(µ, ν) we know that there is a
h˜ which is absolutely continuous on I with h˜ = 0 µ-a.e. and
h˜(x) = h˜(a) +
∫ x
a
k(t)dt
on I. Now suppt(µ) ∩ I is dense in I, by assumption, so h˜ ≡ 0 on I. Thus ∫ yx k(t)dt = 0 for
all x, y ∈ I which implies that k = 0 m-a.e. on I. But since ν  m we have k = 0 ν-a.e. on
I. Thus D is closable.
Conversely, if ν is not absolutely continuous with respect to m we use Lemma 3.1 to
conclude D is not closable.
If ν  m, ν(K) > 0, consider the non-zero element of L∞(µ) ⊕ L∞(ν), 0 ⊕ χK . By
Lemma 2.5, this element annihilates ⊥G and thus D is not closable.
Finally suppose ν  m, ν(K) = 0, but there is an interval (c, d) ⊂ I\suppt(µ) where I is
some MIAC. Choose c < c′ < d′ < d and set
k(t) = χ[c′,r](t)− χ[r,d′](t),
where r = c′ + 1
2
(d′ − c′). Then ∫[c′,d′] k(t)dt = 0 and suppt(k) ⊂ [c′, d′]. If we define h1 on
[c, d] by
h1(x) =
∫ x
c′
k(t)dt
and note that h1 is absolutely continuous on I with support in [c
′, d′]. Hence h1 = 0 µ-a.e.
and so 0⊕ k ∈ Gˆ(µ, ν) = G−(µ, ν), thus D is not closable. 
4. Density of G
We finally consider the most degenerate case of when G−(µ, ν) = L∞(µ)⊕L∞(ν) but first
we need the following localization theorem whose proof can be found in [1], p. 123. (Just
replace L2(µ)⊕ L2(ν) with L1(µ)⊕ L1(ν).)
Lemma 4.1. Suppose I is a MIAC and f ⊕ g ∈ L1(µ) ⊕ L1(ν) has support in I. Then
f ⊕ g ∈ ⊥G if and only if the following three conditions are satisfied:
(i) gdν = gdνa = gwdm on I
(ii)
∫
I fdµ = 0
(iii) For m-a.e. x ∈ I, g(x)w(x) = − ∫(x,1]∩I f(t)dµ(t).
Remark: We now prove our main result about the weak-star density of G in L∞(µ)⊕L∞(ν)
and again we closely follow [1]. But first we observe that by Theorem 1.1 G−(µ, ν) =
L∞(µ)⊕L∞(ν) if and only if G−(µ, νa) = L∞(µ)⊕L∞(νa). Thus we remind the reader that
we are assuming without loss of generality that ν = νa = wdm. (And thus condition (i)
Lemma 4.1 is vacuous.)
Proof of Theorem 1.4
Proof. Suppose that for some MIAC I = [a, b], µ|I is non-zero and not a single point mass.
Then there is a set S ⊂ suppt(µ|I) so that 0 < µ(S) < µ(suppt(µ|I)). Let
f(x) = −µ(I\S)
µ(S)
χS(x) + χI\S(x)
if x ∈ I and zero otherwise. Then f ∈ L1(µ) and f 6≡ 0. Define
g(x) = − 1
w(x)
∫
[x,b]
f(t)dµ(t)
if w(x) 6= 0 and zero otherwise. Note that since I is a MIAC then w(x) > 0 m-a.e. on I, so
g ∈ L1(ν) and satisfies (iii) of Lemma 4.1 (Condition (i) is satisfied by assumption.). Finally
we see that (ii) of Lemma 4.1 is satisfied, since∫
I
f(t)dµ(t) = −µ(I\S)
µ(S)
∫
I
χS(t)dµ+
∫
I
χI\S(t)dµ
= −µ(I\S)
µ(S)
µ(S) + µ(I\S) = 0.
Hence ⊥G 6= (0), so G−(µ, ν) 6= L∞(µ)⊕ L∞(ν).
To finish, we must show that if either µ|I = 0 or µ|I is a single point mass for every MIAC
I, then G−(µ, ν) = L∞(µ)⊕L∞(ν). First suppose µ|I = 0. Then L1(µ|I) = (0). If g ∈ L1(ν)
is such that 0⊕g ∈ ⊥G, then by Lemma 4.1 gw = 0 m-a.e. (and by assumption g = 0 ν-a.e)
on I. Thus ⊥G|I = 0. Now suppose µ|I is a single point mass at x0 ∈ I and let f ⊕ g ∈ ⊥G.
Then by Lemma 4.1, f(x0)µ({x0}) = 0. Thus f = 0 µ-a.e. on I. Hence by Lemma 4.1
gw = 0 m-a.e. (and hence g = 0 ν a.e.) on I and thus ⊥G|I = (0).
Combining these two cases we get ⊥G|I = (0) for all MIAC’s I. By Lemma 2.5 ⊥G|K = (0)
and so ⊥G = (0). 
5. Measures on the Circle
For two finite regular Borel measures µ and ν with compact support in the complex plane,
one might consider the more general problem of characterizing, G−(µ, ν), the closure of the
graph
G = {p⊕Dp, p ∈ P}
of D = d
dz
in the weak-star topology of L∞(µ)⊕L∞(ν). (Here P is the set of polynomials in
the complex variable z.) The complete description of G−(µ, ν) seems to be very complicated
and is yet unknown. For example if ν ≡ 0, then G−(µ, 0), the weak-star closure of the
polynomials in L∞(µ) has been characterized by Sarason [8]. Thus this problem can be
viewed as a generalization of Sarason’s theorem with derivatives. In this section, we consider
the special case where µ and ν are measures supported on the unit circle T and generalize
results of [3] (which look at the closure of G in L2(µ)⊕ L2(ν)) to the weak-star case. Again
our main tool will be the use of the Hahn-Banach theorem to write G−(µ, ν) = (⊥G)⊥ and
then use the F. and M. Riesz theorem to obtain an explicit characterization of ⊥G.
To establish some notation, we let ν = w|dz|+νs, w = dν/|dz|, νs ⊥ |dz|, be the Lebesgue
decomposition of ν with respect to arc length measure |dz| on the unit circle T. We also let
H10 denote the Hardy subspace of L
1(|dz|) of functions with vanishing non-positive Fourier
coefficients. We now refer the reader to [3] for the proof of this next result which is similar
to Lemma 2.1 and uses the F. and M. Riesz theorem to characterize ⊥G.
Proposition 5.1. A function pair f ⊕ g ∈ L1(µ) ⊕ L1(ν) belongs to ⊥G if and only if the
following conditions are satisfied:
(i) gdν = gw|dz|
(ii)
∫
T f(z)dµ(z) = 0
(iii) The function
dz
|dz|
∫ z0
z
f(ζ)dµ(ζ) + g(z)w(z) (5.1)
belongs to H10 for all z0 ∈ T.
As a corollary of Proposition 5.1 we have the following splitting property which is analogous
to Corollary 2.2 and whose proof is the same.
Corollary 5.2. G−(µ, ν) = G−(µ, νa)⊕ [0⊕ L∞(νs)]
As in section 1, Corollary 5.2 allows us to focus our attention on G(µ, νa) and so as before
we make the following assumption:
Assumption: ν = νa
This next corollary is a refinement of Proposition 5.1 to the case when suppt(µ) and
suppt(ν) are contained in some proper subset of T and will be the key step in our character-
ization of G−(µ, ν) in this case.
Proposition 5.3. If suppt(µ) and suppt(ν) are contained in some proper subset of T then the
function pair f⊕g ∈ L1(µ)⊕L1(ν) belongs to ⊥G if and only if (i) and (ii) of Proposition 5.1
hold in addition to
dz
|dz|
∫ z0
z
f(ζ)dµ(ζ) + g(z)w(z) = 0 ∀ z0 ∈ T (5.2)
Proof. By hypothesis, there is an arc J which is disjoint from the supports of µ and ν. Thus
if z0 ∈ J , then by Proposition 5.1 the function in (5.1) is an H1 function which vanishes on
a set of positive Lebesgue measure, which, by [7], p. 52, vanishes identically. 
If µ and ν have support in some proper subset of T, then the structure of G−(µ, ν) is
similar to the case where µ and ν are supported on the real line and one can readily check
that all the results concerning G−(µ, ν), the closablilty of D = d
dz
, and the density of G in
L∞(µ)⊕ L∞(ν) are analogous to those for the real line case except that we replace m with
|dz| and MIAC with MAAC (maximum arc of absolute continuity). Here a closed arc I ⊂ T
is an arc of absolute continuity if
|dz||I  ν|I
and a maximum arc of absolute continuity if I is maximal with respect to this property.
With these definitions one checks that our results are the same once Lemma 2.1 is replaced
with Proposition 5.3.
When suppt(µ) = T or suppt(ν) = T, the situation becomes more complicated in the
sense that the polynomials (the domain of D) may fail to be weak-star sense in L∞(µ). For
example, if the support of µ is properly contained in T, then the polynomials are weak-star
dense in L∞(µ). If the support of µ is all of T then, by the F. and M. Riesz theorem, the
polynomials fail to be weak-star dense in L∞(µ) if any only if Lebesgue measure on the unit
circle is absolutely continuous with respect to µ. In the special case where ν = w|dz| and
suppt(ν) = T (i.e. L∞(|dz|) = L∞(w|dz|)) we are able to give a complete description of
G−(µ, ν).
Theorem 5.4. Let µ and ν be finite positive Borel measures on T with ν = w|dz| and
suppt(ν) = T. Then h ⊕ k ∈ L∞(µ) ⊕ L∞(ν) belongs to G−(µ, ν) if and only if there is a
function h˜ such that
(i) h˜ is absolutely continuous on T and h = h˜ µ-a.e.
(ii) k ∈ H∞
(iii) h˜′ = k |dz|-a.e.
Proof. Let Gˆ(µ, ν) be the linear manifold of h ⊕ k in L∞(µ) ⊕ L∞(ν) satisfying (i) - (iii)
of Theorem 5.4. We now show that Gˆ(µ, ν) = G−(µ, ν). To show G−(µ, ν) ⊂ Gˆ(µ, ν) we
follow the proof of Proposition 5.1 and show that Gˆ(µ, ν) is weak-star closed; which by the
Krein-Smulian theorem it suffices to show Gˆ(µ, ν) is weak-star sequentially closed. So let
{hn⊕kn} be a sequence in Gˆ(µ, ν) with hn⊕kn → h⊕k weak-star in L∞(µ)⊕L∞(ν). Since
L∞(|dz|) = L∞(w|dz|) and H∞ is weak-star closed in L∞(|dz|), then k ∈ H∞, so (ii) holds.
Now write, for µ-a.e. z1, z2 ∈ T,
hn(z2)− hn(z1) =
∫ z2
z1
kn(ζ)dζ
and proceed as in the proof of Proposition 2.3 to show (i) and (iii) of Theorem 5.4. Thus
G−(µ, ν) ⊂ Gˆ(µ, ν).
For the other direction, suppose h ⊕ k ∈ Gˆ(µ, ν). To finish, we need to show h ⊕ k
annihilates every f ⊕ g ∈ ⊥G, i.e. ∫
T
hfdµ+
∫
T
gkdν = 0
for all f ⊕ g satisfying (i) - (iii) of Proposition 5.1. Since h⊕ k ∈ Gˆ(µ, ν) then k ∈ H∞ and
by Proposition 5.1
A(z) = g(z) + w(z)−1
dz
|dz|
∫ z0
z
f(ζ)dµ(ζ)
belongs to w−1H10 ∩ L∞(w|dz|). Hence∫
T
kAw|dz| = 0,
that is to say ∫
T
kgw|dz| = −
∫
T
k(z)
( ∫ z0
z
f(ζ)dµ(ζ)
)
dz.
Since ∫ ζ
z0
k(z)dz = h˜(ζ)− h˜(z0),
then ∫
T
kgw|dz| = −
∫
T
h˜(ζ)f(ζ)dµ(ζ) + h˜(z0)
∫
T
f(ζ)dµ(ζ)
and the last integral (by Proposition 5.1) above is zero. Hence∫
T
hfdµ+
∫
T
kgw|dz| = 0 Λ
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