Abstract. A hypertoric variety is a quaternionic analogue of a toric variety. Just as the topology of toric varieties is closely related to the combinatorics of polytopes, the topology of hypertoric varieties interacts richly with the combinatorics of hyperplane arrangements and matroids. Using finite field methods analogous to those used by Kazhdan and Lusztig in their study of Schubert varieties, we obtain combinatorial descriptions of the Betti numbers of hypertoric varieties, both for ordinary cohomology in the smooth case and intersection cohomology in the singular case. We also introduce a natural ring structure on the intersection cohomology of a hypertoric variety.
Let T k be an algebraic torus acting linearly and effectively on an affine space A n , and let α ∈ (t k ) * be a character of T k . Then α defines a linearization of the T k action to the trivial bundle on A n , and the corresponding GIT quotient X = A n / / α T k is a toric variety. A hypertoric variety is a symplectic quotient
where µ : T * A n → (t k ) * is the algebraic moment map for the T k action on T * A n . Over the complex numbers, this construction may be interpreted as a hyperkähler quotient [BD] , and M is the hyperkähler analogue of X in the sense of [Pr] . In this paper, however, we will focus on the algebro-geometric construction, which lets us work over arbitrary fields.
The data of T k acting on A n , along with the character α ∈ (t k ) * , can be conveniently encoded by an arrangement A of cooriented hyperplanes in an affine space of dimension d = n − k (see Section 1). The topology of the corresponding toric variety X(A) is deeply related to the combinatorics of the polytope cut out by A [S1, S2] . The hypertoric variety M(A) is sensitive to a different side of the combinatorial data. As a topological space, the complex variety M(A) C does not depend on the coorientations of the hyperplanes [HP] , and hence has little relationship to the polytope that controls X(A). Instead, the topology of M(A) interacts richly with the combinatorics of the matroid associated to A [Ha] , which we describe below.
Let ∆ be a simplicial complex of dimension d − 1 on the ground set {1, . . . , n}. The fvector of ∆ is the (d+1)-tuple (f 0 , . . . , f d ), where f i is the number of faces of ∆ of cardinality i (and therefore of dimension i − 1). The h-vector (h 0 , . . . , h d ) and h-polynomial h ∆ (q) of ∆ are defined by the equation
To each simplicial complex ∆, we associate its Stanley-Reisner ring SR(∆), which is defined to be the the quotient of C[e 1 , . . . , e n ] by the ideal generated by the monomials i∈S e i for all non-faces S of ∆. The complex ∆ is called Cohen-Macaulay if there exists a subspace L ⊆ SR(∆) 1 such that SR(∆) is a free module over the polynomial ring Sym L. Such a subspace L is called a linear system of parameters. If ∆ is Cohen-Macaulay and L is a linear system of parameters for ∆, then SR 0 (∆) := SR(∆) ⊗ Sym L C has Hilbert series equal to h ∆ (q) [S3, 5.9] .
Let A = {H 1 , . . . , H n } be a collection of labeled hyperplanes in a vector space V , and let a i ∈ V * be a nonzero normal vector to H i for all i. The matroid complex ∆ A associated to A is the collection of sets S ⊆ {1, . . . , n} such that {a i | i ∈ S} is linearly independent. A circuit of ∆ A is a minimal dependent set. Let σ be an ordering of the set {1, . . . , n}. A σ-broken circuit of ∆ A is a set C {i}, where C is a circuit, and i is the σ-minimal element of C. The σ-broken circuit complex bc σ ∆ A is defined to be the collection of subsets of {1, . . . , n} that do not contain a σ-broken circuit. The two complexes ∆ A and bc σ ∆ A are both Cohen-Macaulay [Bj] ; their h-polynomials will be denoted h A (q) and h br A (q), respectively. As the notation suggests, the polynomial h br A (q) is independent of our choice of ordering σ [Bj] .
Let A be a central hyperplane arrangement, andÃ a simplification of A. By this we mean that all of the hyperplanes in A pass through the origin, andÃ is obtained by translating those hyperplanes away from the origin in such a way so that all nonempty intersections are generic. Then M(A) is an affine cone, and M(Ã) is an orbifold resolution of M(A). Our goal is to study the topology of the complex varieties M(A) C and M(Ã) C , relating them to the combinatorics of the arrangement A. To do this, however, we first consider the affine variety M(A) over finite fields.
Our approach is motivated by that of Kazhdan and Lusztig [KL] , who study the singularities of Schubert varieties. These singularities are measured by local intersection cohomology Poincaré polynomials, which are now commonly known as "Kazhdan-Lusztig polynomials". Kazhdan and Lusztig use Deligne's proof of the Weil conjectures, and his extension of this work to the setting of intersection cohomology, to obtain a recursive formula for their polynomials. In our paper, we mimic the proof of [KL] to obtain recursive formulas for the intersection cohomology Poincaré polynomials of other classes of varieties. Roughly speaking, we require a collection of stratified affine cones with polynomial point count, which is closed under taking closures of strata, and normal cones to strata. (For details, see Theorem 3.3.) We show that the collection of all affine hypertoric varieties meets these conditions, and by counting points on these varieties, we obtain a combinatorial description of the intersection Betti numbers of M(A) (Theorem 4.2).
Theorem. The intersection cohomology Poincaré polynomial of M(A) coincides with the
To move on to the ordinary cohomology of M(Ã), we use the decomposition theorem of [BBD] . In full generality, this theorem allows us to analyze the pushforwards of perverse sheaves by projective maps. In this paper, however, we consider only the special case of semismall resolutions, which is treated in more detail in [Gi] . In this formulation, the decomposition theorem allows us to analyze the cohomology of M(Ã) in terms of intersection cohomology of certain hypertoric subvarieties of M(A). Using the Theorem 4.2 and the Kook-Reiner-Stanton convolution formula for the Tutte polynomial of a matroid [KRS] , we obtain a new proof of a theorem previously proven in [BD, HS] (our Theorem 5.6).
Theorem. The Poincaré polynomial of M(Ã) coincides with the
This approach to the topology of hypertoric varieties is one that we hope will generalize to other settings. For example, Nakajima's quiver varieties form a class of stratified affine varieties which is closed under taking closures of strata and normal cones to strata [N1, N2, N3] . These varieties have semismall resolutions whose Betti numbers are relevant to the representation theory of Kač-Moody algebras, and are the subject of an outstanding conjecture of Lusztig [Lu] . If a polynomial point count for the singular varieties could be obtained, then our methods would provide recursive formulas for the Betti numbers of the smooth ones.
Section 6 deals with the problem of ring structures. Hausel and Sturmfels show that the cohomology ring of M(Ã) is isomorphic to SR 0 (∆ A ), which strengthens Theorem 5.6. Intersection cohomology is in general only a group, so we have no analogous theorem to prove for M(A). We do, however, define a ring R 0 (A) which is isomorphic to the intersection cohomology of M(A) as a graded vector space. This ring is not equal to the Stanley-Reisner ring of any simplicial complex, but it degenerates flatly to SR 0 (bc σ ∆ A ) for any choice of ordering σ (Theorem 6.2). We argue further that the ring that we have chosen is natural. It satisfies the functorial properties that we expect (and fails those that we do not expect), and it satisfies a formal relationship to the Orlik-Solomon algebra of A which analogous to one that holds between the cohomology of M(Ã) and the Orlik-Solomon algebra ofÃ [HP] .
Hypertoric varieties
Let T n and T d be split algebraic tori over Z, with Lie algebras t n and t d . Let {x 1 , . . . , x n } be a basis for t n , and let {e 1 , . . . , e n } be the dual basis for the dual lattice (t n ) * . Suppose given n nonzero integer vectors {a 1 , . . . , a n } ⊆ t d such that the map t n → t d taking x i to a i has rank d, and let t k be the kernel of this map. Then we have an exact sequence
which exponentiates to an exact sequence of groups
where 
where z and w are coordinates on A n and (A n ) * , respectively. The restriction to T k of the standard action of T n on T * A n is hamiltonian, with moment map
Suppose given an element α ∈ (t k ) * , which defines a lift of the action of T k to the trivial bundle on T * A n . The symplectic quotient
is called a hypertoric variety. Here the second quotient is a projective GIT quotient
is the map on functions induced by the action map ν :
If α is omitted from the subscript, it will be understood to be equal to zero. The word "hypertoric" comes from the fact that the complex variety M C is the hyperkähler analogue, in the sense of [Pr] , of the toric variety X = A n / /T k . The hypertoric variety M is a symplectic variety of dimension 2d, and admits an effective hyperhamiltonian action of the torus
It is convenient to encode the data that were used to construct M in terms of an arrangement of affine hyperplanes in (t d ) * , with some additional structure. A weighted, cooriented, affine hyperplane H ⊆ (t d ) * is a hyperplane along with a choice of nonzero integer normal vector a ∈ t d . Here "affine" means that H need not pass through the origin, and "weighted" means that a is not required to be primitive. Let r = (r 1 , . . . , r n ) ∈ (t n ) * be a lift of α along ι * , and let
be the rational, weighted, cooriented, affine hyperplane with normal vector a i ∈ t d . We will denote the arrangement {H 1 , . . . , H n } by A, and the associated hypertoric variety by M(A). We call the arrangement A simple if every subset of m hyperplanes with nonempty intersection intersects in codimension m. We call A smooth if it is simple, and every collection of d linearly independent vectors {a i 1 , . . . , a i d } spans t d over the integers.
Theorem 1.2. [BD, 3.2,3.3] The hypertoric variety M(A) has at worst orbifold singularities if and only if A is simple, and is smooth if and only if A is smooth.
For the remainder of the paper, let A = {H 1 , . . . , H n } be a central arrangement, meaning that r i = 0 for all i. LetÃ = {H 1 , . . . ,H n } be a simplification of A, by which we mean an arrangement defined by the same vectors {a i } ⊂ t d , but with a different choice of r ∈ (t n ) * , such thatÃ is simple. This corresponds to translating each of the hyperplanes in A away from the origin by some generic amount. We then have
hence there is a surjective, projective map π : M(Ã) → M(A). Geometrically, π may be understood to be the map induced by the
HS] The core L(Ã) is isomorphic to a union of toric varieties with moment polytopes given by the bounded complex ofÃ. Over the complex numbers
It follows that the dimension of the core is at most d, with equality if and only A is coloop-free (see Remark 2.2). [Ko, HP] .
The stratification
Our goal for this section is to define and analyze a stratification of the singular affine variety M(A). This stratification will be a refinement of the Sjamaar-Lerman stratification, introduced for real symplectic quotients in [SL] , and adapted to the algebraic setting in [N1, N2, N3] . Our refinement will prove to be more natural from a combinatorial perspective.
A stratification of a variety Y over Z is a partition of Y into locally closed subvarieties Y β , indexed by a finite poset B, such that each Y β is non-singular, and for all β ∈ B,
We let L(A) denote the lattice of flats for the arrangement A. For any flat F , we define the restriction
an arrangement of |F c | hyperplanes in the affine space H F , and the localization
an arrangement of |F | hyperplanes in the affine space (
is isomorphic to the sublattice of L(A) consisting of those flats which contain F ; likewise, L(A F ) may be identified with the sublattice of L(A) consisting of flats contained in F . We define the rank of a flat rk F = rk A F , and the corank crk F = rk A F = rk A − rk F . Proof: The hypertoric variety M(A F ) is given by the exact sequence
where t F c is the coordinate subspace supported on F c , and
Thus we have
For all flats F , let
This is a refinement of the Sjamaar-Lerman stratification [SL] , which groups points in M(A) by the stabilizers in T k of their lifts to µ −1 (0). In particular, if [z, w] ∈M(A) lifts to a point (z, w) ∈ µ −1 (0), then T k acts freely in a neighborhood of (z, w), and the moment map equations imply that the differential dµ (z,w) has full rank. It follows thatM(A) is smooth, and similarly thatM(A F ) is smooth for all flats F . The fact that this decomposition is a stratification will follow from Lemma 2.5. The largest stratumM(A) will be referred to as the generic stratum of M(A). 
and only if F and G agree after deleting all coloops. Hence the Sjamaar-Lerman stratification of M(A) is naturally indexed by coloop-free flats, rather than all flats.
Let α ∈ (t k ) * be the parameter associated to the simplificationÃ of A, so that M(Ã) = T * A n / / / / (α,0) T k , and let F be a flat of A. LetT = T k ∩ T F with Lie algebrat = t k ∩ t F , and let α ′ be the projection of α ontot * , with associated simplificationÃ F . Then
where
Proof: By [BLR, 2.2.14], there is a neighborhood U of y and a smooth map η :
Then the derivative of dϑ y is a surjection, hence ϑ is smooth at y. Since its source and target have the same dimension, it must beétale.
Corollary 2.4. There is an analytic neighborhood
We next prove a result similar to Lemma 2.3 by working purely in the analytic category. The advantage of Lemma 2.5 is that we obtain a statement which is compatible with the affinization map π.
Lemma 2.5. There is an analytic neighborhood U of p ∈ M(A) C and a map ϕ :
, and ϕ is a diffeomorphism onto its image. Furthermore, there is a mapφ :
C which covers ϕ, and is also a diffeomorphism onto its image.
Proof: Letp ∈ T * C n be a representative of p, and letμ : T * C n →t * C be the moment map for the action ofT C ⊆ T k C on T * C n . We observe that T * C F is the orthogonal complement to the H-linear span of the tangent space to the orbit T k R · p, and that the moment map for the action ofT C on T * C F is simply the restriction ofμ. Then the theorem follows from [N3, §3.3] and Equation (1).
If Y = ⊔ β∈B Y β is a stratified space and f : X → Y is a map, then f is called semismall if for all y β ∈ Y β , the dimension of f −1 (y β ) is at most half of the codimension of Y β in Y . This seemingly arbitrary condition is motivated by the observation that
Corollary 2.8. The map π is semismall.
, with equality if and only if F is coloop-free.
Intersection cohomology
Intersection cohomology is an algebraic invariant of topological spaces which recovers a form of Poincaré duality and elements of intersection theory on singular complex varieties. We begin by listing some important properties of intersection cohomology of a complex algebraic variety Y of complex dimension m. For a complete definition, see [Ki] or [GM1] . 
We have a natural pairing IH
This pairing is perfect.
3. Intersection cohomology satisfies the Künneth formula:
For ease of notation, we denote IC [Ki] . In particular, our local cohomology groups are indexed differently:
There is a version of intersection cohomology for varieties overF p , the algebraic closure of finite field F p , which has all the same properties as topological intersection cohomology. There is a complex of Q ℓ -sheaves on any variety Y overF p , which is an analogue of the complex IC • Y on a variety over C. We abuse notation by also denoting this sheaf IC 
Furthermore, for all strata Y β ,
Let Y be an affine cone over Z of dimension m, and
a stratification, with every stratum defined over the integers. Suppose that there exist polynomials ν Y β (q) such that for sufficiently large primes p, ν Y β (p s ) is equal to the number of geometric points of (Y β ) F p s for all positive integers s. This implies, by standard arguments, that all local and global intersection cohomology groups of Y vanish in odd degree [KL] . Let
be the Poincaré polynomial for the global intersection cohomology Betti numbers of Y , and let
be the corresponding Poincaré polynomial for the local intersection cohomology of Y at a point in the stratum Y β . By Theorem 3.2, these polynomials do not depend on whether we work over C orF p . Let T be a set of stratified affine cones, all defined over Z. If Y = ⊔ β∈B Y β ∈ T , we assume that Y β ∈ T for all β ∈ B γ , and that at each point y ∈ Y β , Y isétale locally isomorphic to A ℓ × S β for some S β ∈ T , with ℓ = dim Y β . We will refer to S β as anétale slice to Y β inside of Y . We futher assume that there exists a polynomial ν Y β (q) as above, and that there is a unique element minimal 0 ∈ B such that Y 0 ∼ = Spec Z.
Furthermore, if Y has a good reduction at p, then
where Fr with both results from [KW] applied to the complex IC
• Y and the map to a point. Using Equation (4) and the fact that ν Y 0 (q) = 1, we may rewrite this equation as follows.
Choose anétale slice S β ∈ T Y to Y β in Y . By Properties (3) and (5) of intersection cohomology, IH * β
Applying Equation (4), we see that the action of the Frobenius on IH i β is by multiplication by p i , so
Since ν Y β (q) was assumed to be a polynomial in q, it follows that the right hand side of Equation (5) is a polynomial in p s , and therefore so is the left hand side.
Since Y is an affine cone, IH i = 0 for i ≥ m. By applying [KW, I.7 i . This proves the second half of our induction hypothesis. Substituting into Equation (5), we find that
Since this holds for all positive integers s, we must have equality of polynomials, and Equation (2) follows.
Counting points
Let A be a central hyperplane arrangement as in Section 2, and let P A (q) = P M(A) (q). Our goal is to apply Corollary 3.3 to the stratified affine variety 
Proof: Consider the decomposition
into complements of restrictions of the arrangement A to various flats. We will count points in the generic stratum on the individual fibers of Φ : M(A) → (t d ) * , and then add up the contributions of each fiber. The fiber
is called the extended core of M(A), and we will denote it L ext (A). The extended core is T d -equivariantly isomorphic to a union of affine toric varieties, with moment polytopes equal to the closures of the components of M(A) [HP] . An element [z, w] ∈ L ext (A) lies on the toric divisor corresponding to the hyperplane H i if and only if z i = w i = 0 [BD, 3.1] , hence the generic points on L ext (A) consist precisely of the free T d orbits. There is one such orbit for every component of M(A) R , hence the number of generic points in the fiber Φ −1 (0) Fq is equal to (q − 1) d r(A). Fix a flat F , and let T rk F be the image of
, and the generic points in Φ −1 (x) are precisely those points which map to generic points of M(A F ). Choose a subset S ⊆ {1, . . . , n} of size crk F such that {a i | i ∈ F ∪ S} is a spanning set for t d , and let T ′ be the image in T d of the coordinate torus T S . Then T ′ acts freely on the generic fibers of p F , and by dimension count, this action is transitive as well. Hence
Summing over all x ∈ M(A F ) contributes a factor of χ A F (q), and summing over all flats F yields the desired formula.
Since every stratum of M(A) is itself the generic stratum of some hypertoric variety, Proposition 4.1 gives us a combinatorial formula for counting points on every stratum of M(A). By Theorem 2.1 and Lemma 2.3, the collection of all affine hypertoric varieties satisfies the conditions for the class T preceeding the statement of Theorem 3.3. Then Proposition 4.1 produces the following equation:
We are now ready to give a combinatorial characterization of the intersection cohomology Betti numbers of M(A). As in the introduction, let ∆ A denote the matroid complex of the vectors {a 1 , . . . , a n }, and let bc σ ∆ A be the broken circuit complex associated to an ordering σ of {1, . . . , n}.
Theorem 4.2. The intersection Poincaré polynomial of M(A) coincides with the
The polynomial P A (q) is completely determined Equation (6) and the fact that deg P A (q) ≤ d − 1. It therefore suffices to prove the recursion
We proceed by expressing every piece of the equation in terms of the Möbius function
3 The Möbius function should not be confused with the moment map, for which we have also used the symbol µ. The Möbius function will not appear in this paper outside of the proof of Theorem 4.2.
The function µ is defined by the recursion µ(F, G) = 0 unless F ⊆ G, and if F ⊆ G, then
Let µ(F ) = µ(∅, F ) for all flats F ∈ L(A). We may express all relevant polynomials in terms of the Möbius function as follows [Bj] :
and h
It follows that
We now apply the recursive definition of µ twice, once to the sum over F and once to the sum over G, to obtain a sum over a single variable. This yields
Since d = rk A, this completes the recursion, and therefore the proof of Theorem 4.2.
The decomposition theorem
In this section we use the decomposition theorem of [BBD] to compare the intersection cohomology groups of M(A) to the ordinary cohomology groups of its resolution M(Ã).
From this we obtain a combinatorial formula for the Betti numbers of M(Ã), reproducing by different means a result of [BD, HS] . We will consider our varieties only over the field of complex numbers, and omit the subscript C.
Rather than stating the decomposition theorem for arbitrary projective maps f : X → Y , we specialize to the case where X is a complex orbifold, Y = ⊔ β∈B Y β is a stratified complex variety, and f is semismall. Let n β be the codimension on Y β inside of Y .
Proposition 5.1. [Gi, 5.4] There is a direct sum decomposition
where ξ β is the local system R n β f * C X β . If this local system is trivial for all β, then
where y β ∈ Y β , and
We begin by showing that in the hypertoric setting, the affinization map induces trivial local systems. 
Proof:
The stratumM(A F ) admits a free action of
be the compact real form of T crk F . The local system ξ F is naturally T crk F R -equivariant, which means that it may be pulled back from a local system on the quotient. The quotient spaceM(A F )/T crk F R is homeomorphic, via the hyperkähler moment map, to the space
Since we are removing linear subspaces of real codimension three, the resulting space is simply connected, thus all of its local systems are trivial. By Corollary 2.7, Corollary 2.8, Theorem 5.1, and Proposition 5.2, we obtain the following direct sum decomposition.
We showed in Section 3 that IH * M(A F ) is concentrated in even degree, hence so is
) q i be its Poincaré polynomial. We note that Corollary 5.3 implies that Q A (q) depends only on A, and not on the choice of simplificatioñ A (see also Example 1.4).
Proof: The statement almost follows from Theorem 4.2 and Corollary 5.3; it remains only to show that dim
is spanned by the components of L(Ã F ) of dimension rk F , the maximum possible dimension. Then by
) is equal to the number of bounded regions cut out by the arrangementÃ F . We then have number of bounded regions = (−1) rk F χÃ
by the definition of the h-polynomial. 
2).
Consider the Tutte polynomial T A (x, y) of ∆ A , a bivariate polynomial invariant of matroids with several combinatorially significant specializations. Those that will be relevant to us are [Bj] h
We may now prove the following characterization of the Poincaré polynomial of M(Ã). Proof: Using the above identities, Corollary 5.4 may be rewritten as
On the other hand, the convolution formula for Tutte polynomials [KRS] implies that
Specializing at x = q −1 and y = 1 yields the desired result.
Remark 5.7. The Betti numbers of M(Ã) were first computed in [BD] , and they were shown to be equal to the h-numbers of ∆ A in [HS] . Our derivation, while significantly more technical than the previous ones, is one that we hope will be the most adaptable to other settings.
Remark 5.8. In Theorem 5.6, we used Theorem 4.2 and the results of [KRS] to duplicate the results of [HS] . There are, of course, two more possible interpretations: using [HS] , we may interpret Equation (7) as a new proof of a special case of the convolution formula of [KRS] . On the other hand, we may use both [HS] and [KRS] to interpret Corollary 5.4 as an independent proof of Theorem 4.2, this time without using arithmetic methods.
Cohomology rings
In Sections 4 and 5, we computed the Betti numbers of M(A) and M(Ã). In this section, we discuss the equivariant cohomology ring H * T d M(Ã); C , and the equivariant intersection cohomology group IH * T d M(A); C . (As in Section 5, all varieties will be taken over the complex numbers.) Both of these objects will be presented as quotients of the polynomial ring C[e 1 , . . . , e n ] = Sym(t n ) * , and both are free modules over the ring H *
[GKM, 14.1(1)], with the module structure given by the natural inclusion of (t d ) * into (t n ) * . In general, while ordinary cohomology is a ring, intersection cohomology groups have no naturally defined ring structure. In the hypertoric case, however, we present IH * T d M(A); C as a quotient of a polynomial ring by an ideal, and thus endow it with a multiplicative structure by fiat. We will give two arguments for the naturality of the ring that we introduce.
The ring H * T d M(Ã); C was computed independently in [Ko] and [HS] , and Hausel and Sturmfels observed that this ring is isomorphic to the Stanley-Reisner ring of the independence complex ∆ A .
Theorem 6.1. [HS, Ko] There are natural ring isomorphisms H *
In the affine case, IH * T d M(A); C may be identified with the Stanley-Reisner ring of the broken circuit complex bc σ ∆ A , since it is a free module over a polynomial ring of dimension d, and has the correct Hilbert series. We submit, however, that this is not the correct ring structure to put on the group IH * T d M(A); C . One immediate objection is that the broken circuit complex depends on a choice of ordering of the set {1, . . . , n}, while the hypertoric variety M(A) does not. Instead, we introduce the following ring, which is a deformation of the Stanley-Reisner ring of the broken circuit complex for any choice of ordering. Let R(A) := C[e 1 , . . . , e n ] I and R 0 (A) :
where I is the kernel of the map to the ring of rational functions C((t d ) * ) taking e i to a −1 i . Let us describe the ideal I explicitly. For any circuit C of A with i∈C λ i a i = 0 for some scalars {λ i }, there is a corresponding element
We note that the leading term of f C with respect to an ordering σ is a multiple of the σ-broken circuit monomial corresponding to the circuit C. We conclude this section by arguing that the ring R(A) is a natural multiplicative structure to put on the module IH * T d M(A); C . The first question to address is functoriality. Although intersection cohomology is not functorial with respect to arbitrary maps, any map of stratified spaces such that perverse i-chains on the source push forward to perverse ichains on the target induces a pullback in intersection cohomology. We will refer to such a map as good. If a good map is equivariant with respect to the action of some group, then it induces a pullback in equivariant intersection cohomology. The ring R(A) is defined to be a quotient of C[e 1 , . . . , e n ], while R(A F ) is a quotient of C[e i ] i∈F . Let s * F (e i ) = e i for all i ∈ F , and p * F (e i ) = e i if i ∈ F , and zero otherwise. To check that p * F is well defined, we must examine its behavior on the element f C for every circuit C of A. If C is contained in F , then it is also a circuit of A F , and is therefore zero in R(A F ). If C is not contained in F , then the fact that F is a flat implies that |C ∩ F c | ≥ 2, and therefore that p * F (f C ) = 0. Thus p * F is well defined, and it is clear that p * F • s * F = id. We note that the inclusion M(A F )֒→M(A) of Proposition 2.1 is not good, therefore we do not expect to have a natural map from R(A) to R(A F ). Indeed, the map that takes e i to itself for all i ∈ F c and sets e i to zero for all i ∈ F does not descend to a map from R(A) to R(A F ). The second piece of circumstantial evidence in support of the ring R(A) comes from its relationship to the Orlik-Solomon algebra A(A), which is defined to be the cohomology of the complex arrangement complement M(A) C . An arrangement A is called unimodular if every basis for t d C chosen from among the vectors {a i } also spans the integer lattice t d . If A is unimodular, then Theorem 6.1 holds with coefficients in Z, rather than C [Ko] . Furthermore, the following ring isomorphism arises through natural geometric constructions [HP] : In the central case, we note that if A is unimodular, then all of the coefficients of the polynomial f C will equal plus or minus one. It follows from the standard combinatorial presentation of the Orlik-Solomon algebra [OS] that R(A; F 2 ) e 2 1 , . . . , e 2 n ∼ = A(A; F 2 ), where R(A; F 2 ) is defined as above with C replaced by F 2 . This suggests that the ring R(A; F 2 ) is the correct "central analogue" of the ring H *
