Introduction
Several boundary problems of applied mathematics are formulated as singular integral equations involving integrals, called hypersingular, since their kernels have a singularity of order greater than the dimension of the integrals. 
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where the first integral of the right-hand side is a generalized Riemann integral and
_ 1 dP-ki 1 dx 1-k --(p _ k)! dtP-k ~-1 X --t" ~'

d p f' f(x) dx.
Hp(f, t) = f(x) dx --1 (X --t) p+I P! dtP -1 x -t
The analytical properties of the Hadamard finite part integrals and their occurrences can be found in [9, 161. In the following we set
Ho(f; t) = H(J~ t) = lim I f(x) E-~o x_tl>.~x Z t dx"
We want to approximate the weighted Hadamard integral Hl(fv~'a), that is where v~'P(x) = (1 -x)~(1 + x) p, ~, fl > -1, is a Jacobi weight. Setting
H'(fv~'~) = ~ (x -i) ~ v~'~(x)dx =fllf(X ) d(f ~1 v~, ~) ) -f(t) --f'(t)(x --t) v~,a(x)d x + dt (t) P( dx
F(f; t) = f(x) -f(t) v~,~(x ) dx, (2) -1 x--t Hl(fv ~'~, t) can be rewritten in this way:
H,(fv ~'p, t) = F(f; t)' + dt (t) dx . (3) lx--t
We notice that if ~, fl > 0 and we assume f' e TD, where Since the analytical expression of _f21_ 1 v~'a(x)/( x t)dx is known [11] and some numerical methods to approximate the second term of the right-hand side of (3) can be constructed, we are interested in approximating F(f)'. To this end we construct some polynomial approximations (local or global) of the function F(f) first, then we use the derivative of the above polynomials to approximate F(f)'. Computing an approximation ofF(f)' in this way, the evaluation of f '(t) is not required.
TD:= {f e C([--1,1])l f~ u-~m(f,u)du < oo},
The paper is divided in six sections. In Sections 2, 3 and 4 we state the above mentioned methods and give some error estimates, while Section 5 contains their proofs. Finally, in Section 6 we give some numerical examples. For each of one we compare the errors due to our algorithms from among them, and with other methods.
First algorithm
In the following we denote by {p~(v"O)}m~=O the sequence of the orthonormal Jacobi polynomials with positive leading coefficient, i.e.
In [18] Paget derives a formula to approximate F(J~ t)', for t e (-1, 1), based on the ordinary Gaussian rule, i.e. In general, the sequence {FN(f)'}N~ does not converge to F(f)' whenever f' is only a HSlder continuous function (see [4] ). Moreover, for a fixed N e N, severe numerical cancellation happens in FN(f; t)', whenever t is very close to one of the quadrature nodes x~/~. To overcome these problems we propose an algorithm that makes use of some ideas contained in [2] . To be more precise in the aforesaid paper the authors are interested in approximating Cauchy principal value In the first case, if x74~ -t > x~4~ 1.d+ ~ -t, we choose the quadrature rule
otherwise we choose the quadrature rule F(f; t)' ~ FN+ l(f; t)'. Notice that, from Lemma 2.1, the denominators of the chosen quadrature rule, are greater than Cg/N2 and, define the "amplification factor" by 
Then we construct the Lagrange polynomial interpolating FN(f) in the points {tj}~= o, i.e.
-~',+ I(FN(f); x) = ~ I,.k(X)FN(f; t~), k=O and we approximate F(f; t)' by LP',+ I(FN(f); t).
We observe that the choice of r depends on the smoothness of the function f For instance, if fe ctk)([ --1, 1]), k >i 1, then we choose r = k -1. In any case, the error due to the approximation of F(f; t)' by the derivative of the Lagrange polynomial on r + 1 knots must be comparable with the error committed when approximating F(f) by the Gaussian rule. Therefore, we suggest to apply this technique when r<<N. In this case, the computational cost of this algorithm is comparable with the previous one, since it requires only N + r + 1 evaluation of f, 2(r + 1)N additions and 2(r + 1)N multiplications to compute the interpolating polynomial and r2/2 operations to evaluate its derivative in t.
We have chosen as interpolation knots the points t j, j = 0, ..., r. Nevertheless, other choices of knots are possible, provided that they are sufficiently far from the quadrature nodes/,'"a ~N (.,,,N,klk=l to avoid numerical cancellation.
Setting ~oc(f) to be the approximation error of F(f)' by the second algorithm, that is ~lo¢(f; t) = F(f; t)' --2~,+ ~(FN(f); t)',
then the following theorem holds: 1 [a] denotes the integer part of a G R.
2 Notice that FN(f) is well defined in ( -1, 1), sincef~ C', r >/1. Whenever t = x~.~, for somej • {1 ..... N}, then (7) becomes:
where
and c~ is a positive constant dependent only on r, and eN(f) is the error of Gaussian rule (7) .
Remark. The error estimate of the previous theorem is a function of F(f). It is possible to prove, using some inverse theorems of the Polynomial Approximation Theory (see [10] ), that, if ft,) e Lip M2, 0 < 2 ~< 1, then (F(f)) t') e Lip (2 --e), e > 0. Then the following inequality holds: 
Third algorithm
Unlike the previous algorithm, we now propose a numerical method of global type. In the following we assume -1 < ~, fl < 1, since if~, fl >~ 1, we consider (1 -x)~-t~l(1 + x) t~-t#) as the weight function, and f(x)(1 -x)t~(1 + x) tt~l as the density function.
At first we suppose -1 < ~, fl ~< 0. In this case we choose 
Now we suppose 0 < ~, fl < 1. In this case we choose
as interpolation knots and compute Fro(f; x~,-+]'~-1), k = 0, ..., m + 2. Then we construct the Lagrange polynomial Aa,,+ 3(Fro(f)) and, as in the previous case, we set
For the other possible choice of a and fl we can use the same technique, and, for the details, we refer to [15] . The considered procedures use the method of additional knots [14] and are based on some results about the interlacing property of the zeros of orthogonal polynomials [7, 8] .
We need some further notation. Let H, be the class of polynomials of degree at most n. We set 
where c¢ is a positive constant independent off and m.
Whenever the parameter a, fl of v "' a are not positive, as we have previously observed, for the existence of F(f)' we need f' ~ Lip 2, and max( -~, -fl) < 2 ~< 1. Nevertheless, to ensure the convergence of the above method, more restrictive assumptions on the function f are required.
Then, recalling (9), we set Remark. If f is a smooth function, the conditionf tk + 1) e Lip 2 of the Theorem 3, can be relaxed for k >/3. In this case, iffe C tk+ 1)([_ 1, 1]), the following estimate holds:
with c~ a positive constant independent off and m. 
The proofs
by the Bernstein inequality, we get
IQ2ra+ l(X)l ~ e~m21)-~-(3/2)'-#-(3/2)(X).
Furthermore, taking into account We get
I~/'~°c(f; t)l = IF(f; t)' -~,+ I(FN(f); t)'l
<~ Iv(f; t)' -~,+l(V(f); t)'l + I~,+l(F(f) -FN(f); t)'l
For any polynomial p e P,, we have:
Using the Markov-Bernstein inequality, we obtain
where IIg I1~., = supx~.,Ig(x)l and II ~,+ x ll~., is the Lebesgue constant. Since we use a local interpolant on r + 1 knots, r fixed, then r 2 II Le,+x II = ¢(1). Then
where c¢ depends only on r. In particular, using the polynomial p ~ P, of 1-20, Th. 
o~((F(f)) ~'1, AN(t)), II F(f) --p II ~,,, ~< N---; co((F(f))~'~, zlN(t)).
Then ~', ~< ~ co((F(f)) ~'', AN(t)).
Furthermore, making use of the Markov-Bernstein inequality, we obtain
o¢'2 ~ [IF(f) -FN(f)II~,., = es(f). []
We need the following
Lemma 5.1 (Gopengauz [13]). If f ~ Ct')([ -1, 1]), r >t O, then for each n ~ N there exists a polynomial q~ of degree at most n >1 4(r + 1) such that
Iftk)(x) --q~k)(x)l <~ CO[n-lx/~-X2]r-ko)(f(t), n-l N~~1 _ X2), uniformly for 0 <~ k <~ r, -1 ~ x <~ 1.
Proof of Theorem 4.1. Let qm ÷ 3 be the polynomial of Lemma 5.1 related to the function f Setting rm+3 =f--qra+3, since ~/im+3(f) = 0, Vfe Hm+3, we get by (11) Now let p*+ 2 denote the best uniform approximation polynomial off' and Pm+ 3 denote a polynomial such that e;n+3 = P*+2-Then we have
,l~.+3(f)11 ][4)m+3(f--P,+3)11 ~(Ko2(f'
. 
At first we estimate II F'(rm+2)11. In the case k = 0 the estimate can be found in [ l rm+2 x, dx
and t By analogous developments one proves log m B3(t ) ~< c~ mk+_____~. 
(l+t)/m jrm+2(X) V~'tJ(X) dx + Irm+2(t)l dx nl (t) <<" cd -(x --
I~(t) <~ mk+~+ lCgf ~-( l +°/ mv t a+k +l ) /
2+' ' t+k +l ) / 2+t s ( x ) dx l (X --t) 2 ~<cg(1-t)(k+z+')/2+=f'l + ~ + 1 - -F' X) ( 3"+k+I ) / 2+[3( X --t) 2 dx c~ (1 -t) (
Now we estimate B2(t):
~t+(1-t)/m rm+2 ( _ r'+2(t ) Bdt) < 0,-(1+,)/= x t v P(x)dx ~< cg__ Ilr~,+2ll(16)
I[ ~ra+ 2(Fm+ l(rm+ 2))' -Fm+ l(rm+ 2)' H ~ cKl[ F,~+ l(rm+ 2)'lllogm,
Combining the last inequality with (23) we get log 2 m
Taking into account (22), (23), (14), and (24), we have
Numerical results
In this section we state some numerical results obtained using the described numerical methods for evaluating some Hadamard integrals. We show that the computed errors agree with the theoretical error estimates.
In the following we denote by N the number of knots of the Gaussian rule FN(f; t) used in the second and third algorithm. For the first algorithm we have considered FN(f)' or FN+I(f)' according to the position of the singularity t. Furthermore, we have considered the "local" Lagrange polynomial with degree equal to 3.
Among the proposed algorithms, the first appears the most efficient, although, in many cases, the last two algorithms are also very fast.
In Tables 1-14 the columns denoted by ~1, ~z, ~3, contain the errors due to the first, the second and the third algorithm, respectively. Moreover, for some examples, to compare the behaviour of the proposed numerical methods with other algorithms, we give in the columns denoted by ~4, ~5, the errors obtained by making use of the product type rules described in [1] and [9-1, respectively. For the third algorithm, in the examples, we choose, as interpolation knots,
In this case, the theoretical error for the first and third method geometrically goes to zero. For the second method the theoretical error is ¢ (N-3) .
In Table 1 we give the absolute errors for various values of t obtained by the three algorithms.
As we can see, the global Lagrange interpolation works very well in this case, since the function f is an analytical function.
The following two examples can be found, for instance, in [1] .
The order of theoretical error for the three algorithms is (9(1/N1/a).
These results (Table 2-4) are compared with those obtained using the product rule described in El-I.
The order of the theoretical error for the proposed method is (9(1/N3). The results are given in Tables 5-7. We can see that, in the last two examples, the errors of the considered algorithms are of the same order, although the second algorithm does not evaluate f' in the points t and requires less computational cost of the product rule. In the Tables 8-10 we report the absolute errors computed by the proposed algorithms, with 7 = 5 and V = 0.1. As we can see, all the methods work for V = 5. Nevertheless, for 7 = 0.1 we must consider N sufficiently large to obtain a good approximation of (26) in all cases. We observe that the behaviour of the ¢~1 and ~2 are similar, sincef' ~ Lip 1. Furthermore, the theoretical convergence of the third method is not assured, although it numerically converges.
Remarks. All the algorithms make use of zeros and Christoffel contants with respect to Jacobi polynomials and they can be computed efficiently (see [12] ). The methods introduced above can be The results are given in Table 14 .
