This paper considers bootstrap methods for panel data. Theoretical results are given for the sample mean. It is shown that simple resampling methods (i.i.d., individual only or temporal only) are not always valid in simple cases of interest, while a double resampling that combines resampling in both individual and temporal dimensions is valid. This approach also permits to avoid multiples asymptotic theories that may arise in large panel models. In particular, it is shown that this resampling method provides valid inference in the one-way and two-way error component models and in the factor models. Simulations con…rm these theoretical results.
Introduction
The true probability distribution of a test statistic is rarely known. Generally, its asymptotic law is used as approximation of the true law. If the sample size is not large enough, the asymptotic behaviour of the statistics could lead to a poor approximation of the true one. Using bootstrap methods, under some regularity conditions, it is possible to obtain a more accurate approximation of the distribution of the test statistic. Original bootstrap procedure has been proposed by Efron (1979) for statistical analysis of independent and identically distributed (i.i.d.) observations. It is a powerful tool for approximating the distribution of complicated statistics based on i.i.d. data. There is an extensive literature for the case of i.i.d. observations. Bickel & Freedman (1981) established some asymptotic properties for bootstrap. Freedman (1981) analyzed the use of bootstrap for least squares estimator in linear regression models.
In practice, observations are not i.i.d. Since Efron (1979) there is an extensive research to extend bootstrap to statistical analysis of non i.i.d. data. Wild bootstrap is developed in Liu (1988) following suggestions in Wu (1986) and Beran (1986) for independent but not identically distributed data. Several bootstrap procedures have been proposed for time series. The two most popular approaches are sieve bootstrap and block bootstrap. Sieve bootstrap attempts to model the dependence using a parametric model. The idea behind it is to postulate a parametric form for the data generating process, to estimate the parameters and to transform the model in order to have i.i.d. elements to resample. The weakness of this approach is that results are sensitive to model misspeci…cation and the attractive nonparametric feature of bootstrap is lost. On the other hand, block bootstrap resamples blocks of consecutive observations. In this case, the user is not obliged to specify a particular parametric model. For an overview of bootstrap methods for dependent data, see Lahiri (2003) . Application of bootstrap methods to several indices data is an embryonic research …eld. The expression "several indices data" regroups : clustered data, multilevel data, and panel data.
The term "panel data" refers to the pooling of observations on a cross-section of statistical units over several periods. Because of their two dimensions (individual -or cross-sectional-and temporal), panel data have the important advantage to allow to control for unobservable heterogeneity, which is a systematic di¤erence across individuals or periods. For an overview about panel data models, see for example Baltagi (1995) or Hsiao (2003) . There is an abounding literature about asymptotic theory for panel data models. Some recent developments treat of large panels, when temporal and cross-sectional dimensions are both important. Paradoxically, literature about bootstrap for panel data is rather restricted. In general, simulation results suggest that some resampling methods work well in practice but theoretical results are rather limited or exposed with strong assumptions. As references of bootstrap methods for panel models, it can be quoted Bellman et al. (1989) , Andersson & Karlsson (2001) , Carvajal (2000) , Kapetanios (2004) , Focarelli (2005) , Everaert & Pozzi (2007) and Herwartz (2006; . In error component models, Bellman et al. (1989) uses bootstrap to correct bias after feasible generalised least squares. Andersson & Karlsson (2001) presents bootstrap resampling methods for one-way error component model. For two-way error component models, Carvajal (2000) evaluates by simulations, di¤erent bootstrap resampling methods. Kapetanios (2004) presents theoretical results when cross-sectional dimension goes to in…nity, under the assumption that cross-sectional vectors of regressors and errors terms are i.i.d.. This assumption does not permit time varying regressors or temporal aggregate shocks in errors terms. Focarelli (2005) and Everaert & Pozzi (2007) uses bootstrap to reduce bias in dynamic panel models with …xed e¤ects when T is …xed and N goes to in…nity, bias quoted by Nickell (1981). Herwartz (2006; deliver a bootstrap version to Breusch-Pagan test in panel data models under cross-sectional dependence. This paper aims to expose some theoretical results on various bootstrap methods for panel data. Theoretical results and simulation exercises concern the sample mean. The paper is organized as follows. In the second section, di¤erent panel data models are presented. Section 3 presents …ve bootstrap resampling methods for panel data. The fourth section presents theoretical results, analyzing validity of each resampling method. In section 5, simulation results are presented and con…rm theoretical results. The sixth section concludes.
Panel Data Models
It is practical to represent panel data as a rectangle. By convention, in this document, rows correspond to the individuals and columns represent time periods. A panel dataset with N individuals and T time periods is represented by a matrix Y of N rows and T columns. 
is an unknown parameter and it a random variable. Inference is about the parameter and its estimator is the sample mean. It is usual in a …rst step to establish the validity of bootstrap for the sample mean, before investigating more complicated statistics. Assumptions about it de…ne di¤erent panel data models. The speci…cations commonly used can be summarized by (2.2) under assumptions below.
Assumptions A1 : ( 1 ; 2 ; ::::::; N ) i:i:d: 0; 2 , 2 2 (0; 1) A2 : ff t g is a stationary and strong -mixing process 1 with E (f t ) = 0, 9 2 (0; 1) :
A3 : ( 1 ; 2 ; ::::::; N ) i:i:d: 0; 2 , 2 2 (0; 1) A4 : f" it g i=1:::N; t=1::T i:i:d: 0; 2 " , 2 " 2 (0; 1) A5 : fF t g is a stationary and strong -mixing process with E (F t ) = 0, 9 2 (0; 1) :
A6 : The …ve series are independent.
These assumptions can seem strong. They are made in order to have strong convergence and to simplify demonstrations. Considering special cases with di¤erent combinations of processes in 
Iid panel model
This speci…cation is the most simple panel model. Even if observations have a panel structure, they exhibit no dependence in cross-sectional or temporal dimension.
One-way ECM
Two speci…cations are considered. The term, one-way error component model (ECM), comes from the structure of error terms : only one kind of heterogeneity, that is systematic di¤erences across cross-sectional units or time periods, is taken into account. The speci…cation 2.4 (resp. 2.5) allows to control unobservable individual (resp. temporal) heterogeneity. The speci…cation (2.4) is called individual one-way ECM, (2.5) is temporal one-way ECM. It is important to emphasize that here, unobservable heterogeneity is a random variable, not a parameter to be estimated. The alternative is to use …xed e¤ ects model in which heterogeneity must be estimated.
Two-way ECM
Two-way error component model allows to control for individual and temporal heterogeneity, hence the term two-way. Like in one-way ECM, individual and temporal heterogeneities are random variables. Classical papers on error component models include Balestra & Nerlove (1966) , Fuller & Battese (1974) and Mundlak (1978) .
Factor Model
Two speci…cations are considered. In (2.7), the di¤erence with one-way ECM, is the term i F t . The product allows the common factor F t to have di¤erential e¤ects on cross-section units. This speci…cation is used by Bai & Ng (2004) , Moon & Perron (2004) and Phillips & Sul (2003) . It is a way to introduce dependence among cross-sectional units. An other way is to use spatial model in which, the structure of the dependence can be related to geographic, economic or social distance (see Anselin (1988) ) 2 . The second speci…cation, (2.8) allows to anylize properly the factor e¤ect.
Resampling Methods
This section presents the bootstrap methodology and …ve ways to resample panel data.
Bootstrap Methodology
From initial N T data matrix Y , create a new matrix Y by resampling with replacement elements of Y: This operation must be repeated B times in order to have B + 1 pseudo-samples : fY b g b=1::B+1 . Statistics are computed with these pseudo-samples in order to make inference. The probability measure induced by the resampling method conditionally on Y is noted P . E () and V ar () are respectively expectation and variance associated to P . In this paper, inference is about and consists in building con…dence intervals and testing hypothesis. There is close link between con…dence interval and hypthosis tests : each can be seen as the dual program of the other. The resampling methods used to compute pseudo-samples are exposed below.
I.i.d. Bootstrap
In this document i.i.d bootstrap refers to original bootstrap as de…ned by Efron (1979) . It was designed for one dimensional data, but it's easy to adapt it to panel data. 
Theoretical Results
This section presents theoretical results about resampling methods exposed in section 3, using models speci…ed in section 2.
Multiple Asymptotics
In the study of asymptotic distributions for panel data, there are many possibilities. One index can be …xed and the other goes to in…nity or N and T go to in…nity. In the second case, how N and T go to in…nity, is not always without consequence. Hsiao (2003 p. 296) distinguishes three approaches : sequential limit, diagonal path limit and joint limit. A sequential limit is obtained when an index is …xed and the other passes to in…nity, to have intermediate result. The …nal result is obtained by passing the …xed index to in…nity. In case of diagonal path limit, N and T pass to in…nity along a speci…c path, for example T = T (N ) and N ! 1: With joint limit, N and T pass to in…nity simultaneously without a speci…c restrictions. In some cases, it can be necessary to control relative expansion rate of N and T . It is obvious that joint limit implies diagonal path limit. For equivalence conditions between sequential and joint limits, see Phillips & Moon (1999) . In practice, it is not always clear how to choose among these multiple asymptotic distributions, which may be di¤erent. Table 1 summarizes asymptotic distributions for the di¤erent panel models.
For i.i.d. panel model, N T ! 1 summarizes three cases of asymptotic : N is …xed and T goes to in…nity, T is …xed and N goes to in…nity, and …nally N and T pass to in…nity simultaneously. Two asymptotic theories are available for one-way ECM. In the case of two-way ECM, N and T must go to in…nity. The relative convergence rate between the two indexes, de…nes a continuum of asymptotic distributions. Factor model (1) has a unique asymptotic distribution, when the two dimensions go to in…nity. Finally, at our knowledge, there is no theory to derivate an asymptotic distribution for factor model (2) . Details about convergences are exposed in appendix 1. It is important to mention that several demonstrations take advantage of the di¤erence of convergence rates among elements in the speci…cations.
M odel
Asymptotic distribution V ariance (!) 
Bootstrap Consistency
There are several ways to prove consistency of a resampling method. For an overview, see Shao & Tu (1995, chap. 3) . The method commonly used is to show that the distance between the cumulative distribution function on the classical estimator and the bootstrap estimator goes to zero when the sample grows-up. Di¤erent notions of distance can be used : sup-norm, Mallow's distance.... Sup-norm is the commonly used. The notations used for one dimension data must be to panel data, in order to be more formal. Because of multiple asymptotic distributions, there are several consistency de…nitions. The sample mean is noted y and the bootstrap-sample mean y .
A bootstrap method is said consistent for sample mean if :
De…nitions 4.1, 4.2 and 4.3 are given with convergence in probability ( P !). This case implies a weak consistency. The case of almost surely (a:s.) convergence provides a strong consistency. These de…nitions of consistency does not require that the bootstrap estimator or the classical estimator has asymptotic distribution. The idea behind it, is the mimic analysis : when the sample grows, the bootstrap estimator mimics very well the behaviour of the classical estimator. This point is useful in the case of factor model (2) . In the special when the sample mean asymptotic distribution is available, consistency can be established by showing that bootstrap-sample mean has the same distribution. The next proposition expresses this idea.
Proposition 1
Assume that
If L and L are identical and continuous, then
where " =)" means "converge in distribution conditionally on Y:
Proof. y and y having the same asymptotic distribution, implies that jP (::) P (::)j converges to zero. Under continuity assumption, the uniform convergence is given by the Pólya theorem (Pólya (1920) 
The empirical distribution of these (B + 1) realizations is :
The percentile-t con…dence interval of level (1 ) is :
where t 2 and t 1 2 are respectively is the lower empirical 2 -percentage point and 1 2 -percentage point of b F : B must be chosen so that (B + 1) =2 is an integer. In the denominator of (4.4), there is an estimator the bootstrap-variance. For validity of the con…dence interval, this estimator must converge in probability to the bootstrap-variance.
Hypothesis Test When testing hypothesis, Davidson (2007) quotes that a bootstrapping procedure must respect two golden rules. The …rst golden rule : the bootstrap Data Generating Process (DGP) must respect the null hypothesis. The second golden rule : the bootstrap DGP should be an estimate of the true DGP as possible. This means that the bootstrap data must micmic as possible the behaviour of the original data. To understand this approach, it must be taken in mind that bootstrap procedure has been originally designed for small samples.
I.i.d. Bootstrap
I.i.d. bootstrap treats observations as if there are independent. It does not take care of dependence structure. When the structure of panel data is not taken into account, the observations can be renumerate. Panel data sample can be represented by fy 1 ; y 2 ; :::::y n g with n = N T: y n is sample mean, y n bootstrap-sample mean. In practice, what happens when use i.i.d. bootstrap with non i.i.d. data ? Proposition 2 answers this question.
Proposition 2
Assume that V ar (
Proof . In the particular case of fy 1 ; y 2 ; :::::y n g independent and identically distribued, a proof of this proposition can be see in Freedman & Beckel (1981) , Singh (1981) 
=)
n;m!1
Finally, consider the special case with m = n :
In (4.4) a:s: is added because bootstrap-variance converges almost surely to 2 . In the continuation a:s. is ommitted in order to make notations less heavy. Almost surely convergence for bootstrap-variance, under assumptions of Proposition 1, implies strong consistency. Instead of a.s. convergence in Proposition 2, if there is convergence in probability, under assumptions of Proposition 1, weak consistency holds. Proposition 2 is a preliminary result that will be used to prove next propositions. If you apply i.i.d. bootstrap to dependent process, the idea to remember is that the asymptotic behaviour of the bootstrap mean does not take into account the structure of dependence in original data. Proposition 3 allows to deal with each panel data model.
Proposition 3
Assume that V ar (y it ) a:s:
Proof . Direct application of Proposition 2.
According to Proposition 3, for each panel model speci…cation, convergence of each bootstrapvariance must evaluated. Table 2 
T wo way p N T y y =) 
Individual Bootstrap
In a conceptual manner, individual bootstrap can be perceived as equivalent to i.i.d. bootstrap on fy 1: ; y 2: ; :::::y N: g where y i: is intertemporal average for cross-sectional unit i. Equality (4.10) allows to analyze the impact of individual bootstrap with the general speci…cation (2.1, 2.2).
In a mimic analysis, individual bootstrap does not take care of random process in temporal dimension : the centering drop ff t g and fF t g is treated as a constant. This resampling method is appropriate for f i g and f i g. The impact on f" it g seems ambiguous at …rst view. Under assumption A5, intertemporal averages are i.i.d., thus there is a hope. Proposition 4 allows to be more formal. Proof . Apply Proposition 2 to fy 1: ; y 2: ; :::::y N: g. 
T wo way p N y y =) The guess about f" it g is true. Individual bootstrap is consistent for iid panel model, one-way ECM and factor model. Bootstrap consistency requires N to go to in…nity because resampling is only in this dimension. There is something sequential in the analysis when N and T go to in…nity. Convergence is given with …xed T …rstly and secondly T goes to in…nity. Equivalence condition betwen sequential and joint limit in bootstrap context is to be developed.
Temporal Bootstrap
Heuristically, temporal resampling is equivalent to i.i.d bootstrap on fy :1 ; y :2 ; :::::y :T g where y :t is cross-sectional average for period t. Equality (4.12) allows to analyze the impact of individual bootstrap with the general speci…cation (2.2).
Temporal boostrap DGP does not take care of random process in cross-sectional dimension. In a mimic analysis, this resampling method is appropriate for ff t g only if this process is iid. With f" it g the situation is similar to individual bootstrap case. Proposition 5 permits to be more formal.
Proposition 5 : CLT for temporal bootstrap
Assume that V ar (y :t ) a:s:
!; then :
Proof . Apply Proposition 2 to fy :1 ; y :2 ; :::::; y :T g. 
M odel
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T emporal
T wo way p T y y =) 
y it Equality (4.14) presents the impact of block bootstrap with the general speci…cation (2.1-2).
Block boostrap DGP does not take care of random process in individual dimension. In a mimic analysis, it can be said that this resampling method is appropriate for ff t g, fF t g and f" it g :
Proposition 6
Under assumption A2 and
Proof . Under assumption A2 and the convergence rate imposed to l, a demonstration of the consistency of block bootstrap for time series, can be seen for example in Lahiri (2003) , p. 55 .
The condition about the convergence of l has a heuristic interpretation. If l is bounded, the block bootstrap method fail to capture the real dependence among the data. In other side, if l goes to in…nity at the same rate that T, there are not enough blocks to resample. Block bootstrap is consistent with i.i.d. panel model and temporal one-way ECM.
M odel
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Double Resampling Bootstrap
Two schemes of double resampling double bootstrap are explored. In a conceptual manner , the second scheme can be viewed as an application of …rst scheme, not directly on original data, but on a transformed matrix Y bl that is obtained and by average of periods in each block. y it
In the following, the …rst scheme properties are given. Similar results can be easily deduced for the second scheme. Like in i.i.d bootstrap case, y it can take any of the N T values of elements of Y; with probability 1=N T: E () and V ar () are respectively expectation and variance conditionally on Y , with respect of the double resampling method.
Expectation and variance are identical to those obtained with i.i.d. bootstrap. The di¤erence is that conditionally on Y; elements of Y are not all independent. Each element has a link with all the elements in the same column or on the same line with it. This link exists because elements in the same line belong to the same unit i and elements in the same column refer to the same period t.
Proposition 7 : Double resampling bootstrap variance 8 N; T; the double resampling bootstrap-variance is greater or equal to iid bootstrap-variance :
Proof . An analysis of variance gives :
Cov y it ; y js For i 6 = j and t 6 = s, Cov y it ; y js = 0 It is important to mention two things about inequality (4.18). Firstly, no particular assumptions have been made about fy it g. Secondly, (4.18) is a …nite sample property : it holds for any sample size. The equality holds in (4.18) when T = 1 (cross-section data) ; N = 1 (time series), or [V ar (y i: ) ; V ar (y :t )] = (0; 0) ( in cross-sectional averages and temporal averages are constant).
Equalities (4.19) and (4.19) permits to analyze the impact of double resampling bootstrap with the general speci…cation (2.1, 2.2)
The …rst schme is equivalent to i.i.d. resampling on f i g ; ff t g ; fF t g ; f i g and …rst scheme double resampling on f" it g. The second scheme is equivalent to i.i.d. resampling on f i g ; f i g block resampling on ff t g ; fF t g and second scheme double resampling on f" it g. It is important to quote that the second scheme mimics very well the behaviour of f i F t g : This will permit applications with dynamic factors models. At this point, impact of double resampling is known for all processes except f" it g : Then, it is important to take care of the distribution of " . The next proposition considers its asymptotic variance with the appropriate scaling factor. 
Proof . Variance decomposition in the proof of Proposition 7 gives
a:s:
2 "
Double resampling induces bootstrap-variance three times larger. This may imply a con…dence interval, larger than the appropriate in case of normality. The question is whether properties of fy it g i;t2N provide asymptotic normality. The next proposition considers with this issue.
Proposition 9 : Normality
Under assumption A4, , conditionally on Y , p N T " converges in distribution to a normal law.
Proof . See Appendix 7.
Tables 7 and 8 present asymptotic distribution for each panel model. For details about convergence, see appendix 6. The result for i.i.d. panel model is due to Proposition 8 and 9. In pratice, if there is a doubt about existence of a dependence in temporal dimension, the best choice is to use the second scheme.
Why does double resampling work well ?
The fact to resample in one dimension has an immediate drawback : processes that are not in the resampling dimension are dropped out by the centering y y . The resampling in two dimensions avoids this drawback. T . Applying a standard CLT, the result follows. b) 
CLT for ff t g under assumption A2, is due to Ibragimov (1962) .
The result follows 3 . b) The result follows.
Factor Models
First speci…cation : The result follows.
Second speci…cation :
To my knowledge, there is no theory about the convergence of the product. For Slutsky theorem, a convergence in probabilty at least, is needed.
Factor Model (1) 
