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Аннотация. Представлен подход к имитационному моделированию телекоммуникационной сети мно-
гофункциональной информационно-управляющей системы специального назначения. Моделирование 
цифровой сети связи с пакетной передачей сообщений основывается на агрегативном подходе к описа-
нию сложных динамических систем, который в отличие от классического подхода учитывает возмож-
ность использования адаптивных свойств элементов системы и основных функций, выполняемых по-
движными сетевыми узлами, а также принятые эффективные методы межэлементного взаимодействия. 
Адекватность полученной модели телекоммуникационной системы специального назначения проверя-
лась в условиях перемещения по местности на реальной сети широкополосного радиодоступа. 
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Введение. Проектирование многофункциональных информационно-управляющих систем 
(МИУС) специального назначения (СН), функционирующих в реальном масштабе времени, 
требует применения телекоммуникационных технологий, обеспечивающих высокую про-
пускную способность каналов передачи данных между объектами МИУС и устойчивое 
функционирование (адаптацию) элементов подсистемы связи при воздействии внешних 
дестабилизирующих факторов [1].  
Техническая сложность реализации механизма адаптации и высокая стоимость современных 
телекоммуникационных сетей (ТКС) не позволяют провести физический эксперимент на 
реальной исследуемой адаптивной сети связи с целью определения функциональных 
характеристик ее элементов и рациональной структуры транспортной составляющей (ТрС) 
сети. Поэтому для описания функций элементов и структуры сети требуется разработка 
универсальной комплексной имитационной модели [2], позволяющей применить полученные 
результаты моделирования при проектировании ТКС МИУС СН.  
Комплексная имитационная модель ТКС СН – это представление в математических символах 
структуры МИУС СН, функций сетевых элементов системы связи и информационного 
взаимодействия между оконечными устройствами. 
В качестве концептуальной модели ТКС СН с учетом функционирования ее в условиях воз-
действия внешних дестабилизирующих факторов принята сеть смешанной структуры, включа-
ющая оконечные устройства (абонентские устройства (АУ)), узловые элементы (УЭ) 
с функциями коммутаторов и маршрутизаторов (локальные узлы (ЛУ) и магистральные узлы 
(МУ) соответственно), построенные на основе стандартов широкополосного радиодоступа 
с двумя взаимосвязанными уровнями взаимодействия элементов в составе ТрС сети – локаль-
ным и магистральным [3, 4]. 
Выбор метода математического моделирования сети связи. В настоящее время матема-
тическое моделирование сетей связи осуществляется с помощью: 
– систем массового обслуживания, сетей Петри, моделей управляющих автоматов, диффе-
ренциальных моделей на элементарном уровне анализа систем [5–7]; 
– представления сложных технических систем на агрегативном уровне [5]; 
– моделей взаимодействия информационных процессов с применением математической ло-
гики, теоретико-множественного и графического представления сложных систем [8–10]. 
В связи с тем что ТКС СН является основным элементом системы управления, при              
математическом моделировании сети применим системный подход [11, 12], предполагающий 
последовательный переход от параметров сетевых устройств (СУ) к структурам подсетей 
и сети связи в целом. Такой переход осуществляется при проведении синтеза модели 
ТКС СН [13, 14].  
Моделирование ТКС СН с помощью систем массового обслуживания приводит к итераци-
онной процедуре проектирования сетей передачи данных. При этом по мере возрастания слож-
ности задач исследования значительно увеличивается трудоемкость подготовки модели и по-
вышаются требования к быстродействию и объему оперативной памяти ЭВМ [14]. В научной 
работе [15], связанной с методами моделирования, которые основываются на теории сетей 
и теории массового обслуживания, В. В. Поповский предлагает подходы предметного отраже-
ния основных свойств системы связи. Увеличение числа абонентских устройств ТКС СН, 
а также учет дополнительных возможностей маршрутизации и адресации для передачи сооб-
щений различного вида усложняют построение системы дифференциальных уравнений, опи-
сывающих их работу. 
Характерным признаком применения существующих моделей ТКС является также и то, что 
эти модели описывают функционирование в основном стационарных объектов связи на микро-
уровне и не учитывают ни структуры, ни функций элементов реальной сети. Что касается      
МИУС СН, то здесь сеть связи имеет высокую мобильность и техническую организацию. Это, 
в свою очередь, усложняет описание функционирования ТКС СН применяемыми моделями, так 
как необходимо учитывать дополнительные условия и факторы, влияющие на передачу инфор-
мационных данных в ТрС исследуемой сети [16, 17]. 
Для разработки имитационной модели функционирования ТКС СН обязательным является 
использование альтернативных подходов ее математического описания. В процессе построения 
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комплексной имитационной модели ТКС СН необходимо учитывать сетевые параметры, харак-
теризующие устойчивость к внешним дестабилизирующим факторам (ВДФ), а также применя-
емые способы адресации и маршрутизации. 
Для математического описания функционирования ТКС СН целесообразно применить метод 
проведения имитационного моделирования на основе агрегативных систем, предложенный 
академиком Н. П. Бусленко [5]. При агрегативном описании система связи последовательно 
декомпозируется на конечное число подсистем (подсетей), сохраняя при этом связи для взаи-
модействия элементов ТКС. В рамках агрегативного подхода для моделирования СУ (АУ, ЛУ 
и МУ) используются динамические объекты, состояние которых изменяется во времени при по-
ступлении входных сообщений от смежных элементов или оператора сети (системы мониторинга 
и управления сетью). Порядок и характер взаимодействия между элементами ТКС СН определяет 
оператор (администратор) сети с учетом принятой системы адресации и маршрутизации [5]. 
В качестве администратора сети могут выступать человек или комплекс программно-аппаратных 
средств, осуществляющие контроль и управление системой связи МИУС СН.  
За показатель эффективности функционирования как элементов сети, так и телекоммуника-
ционной системы в целом принята средняя пропускная способность сети в пакетах сообщений 
(битах в секунду) [18].  
Описание комплексной имитационной модели беспроводной телекоммуникационной 
сети многофункциональной информационно-управляющей системы специального назна-
чения. При описании агрегативной модели ТКС СН проводилась декомпозиция ее структуры 
по функциональному признаку подсетей на следующие части: 
– локальные подсети (ЛП) в виде централизованных систем, включающих такие элементы 
ТКС, как точки доступа, абонентские станции и широкополосные каналы связи (ШКС), 
связывающие данные объекты в единую подсеть; 
– магистральную подсеть (МП) в виде децентрализованной системы, представляющей собой 
набор беспроводных устройств с функциями маршрутизаторов, образующих каналы связи для 
локальных подсетей.  
Декомпозиция сети в части обеспечения информационного обмена означает, что построение 
математической модели ТКС СН сводится к относительно независимому описанию конечного 
ряда моделей элементов подсетей. Взаимодействие между СУ внутри подсетей учитывается 
через операторов состояний агрегатов, а также алгоритмы принятой системы адресации 
и маршрутизации.  
Для построения комплексной математической модели ТКС СН [19] используются агрегаты  
первого уровня, описывающие функционирование АУ; второго уровня, описывающие функ-
ционирование ЛУ, и третьего уровня, описывающие функционирование МУ. 
С учетом принятой структуры ТКС СН упрощенно ее комплексная имитационная мо-
дель 
ТКСM  может быть представлена совокупностью подмножеств: 
 
     
1 1 1ТКС АУ АУ ЛУ ЛУ МУ МУ
,..., , ,..., , ,..., ,
  
M Α Α Α Α Α Α R ,                            (1) 
 
где      
1 1 1АУ АУ ЛУ ЛУ МУ МУ
,..., , ,..., , ,...,
  
Α Α Α Α Α Α  – подмножества частных моделей АУ, ЛУ 
и МУ соответственно;  
Φ, Λ, Ε – количество функционирующих АУ, ЛУ и МУ в составе ТКС СН соответственно; 
R  – подмножество взаимосвязей (отношений) между частными моделями элементов ТКС. 
Композиция (синтез) частных моделей (1) описывает интегральные свойства ТКС по 
функциональным принадлежностям элементов сети. При этом элементы подмножества R  
в основном определяются параметрами ШКС, а также принятой системой адресации 
и маршрутизации. Включение в состав частных математических моделей параметров ШКС 
подмножества R  позволяет в сравнении с классическим подходом построения агрегативных 
систем сократить количество агрегатов, описывающих функционирование системы связи 
МИУС СН, и раскрыть механизм параметрической адаптации элементов ТКС. 
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Частные имитационные модели сетевых устройств телекоммуникационной сети 
специального назначения. Целью описания частных имитационных моделей СУ ТКС СН 
является выявление основных свойств процесса последовательной обработки и передачи 
пакетов сообщений в элементарных каналах, входящих в состав ШКС. При этом в УЭ 
учитывается применение различных способов параметрической адаптации [3].  
Частная имитационная модель оконечного элемента ТКС описывается в виде составного аг-
регата АУ (рис. 1). Она включает описание [19] приемной части в виде модели приемного агре-
гата 
 
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Рис. 1. Структура модели агрегата АУ 
 
Основными функциями АУ в процессе передачи информационных сообщений в ТКС СН 
являются [20]: 
– обеспечение взаимодействия внешних прикладных процессов (формирование и объеди-
нение пакетов сообщений);  
– определение собственного состояния; 
– определение адреса получателя и отправителя сообщений; 
– прием и передача широкополосных сигналов с пакетами сообщений; 
– определение ошибок в принятых пакетах. 
Агрегат АУ характеризуется следующими операторами состояний (рис. 2): 
1. Входными операторами:  
 АУ
1A
Z (t) – проверки уровня принимаемого сигнала прм ЛУ P  от смежного ЛУ в момент 
времени t: 
 
 АУ
выб
прм ЛУ необАУ
1A
прм ЛУ необ
1 при ( ) ;
( τ )
0 при ( ) ,
P t P
Z t
P t P

  

x
                                                 
(2) 
 
где Pнеоб – минимальная мощность сигнала на входе приемника, обеспечивающая передачу 
пакетов сообщений с требуемой информационной скоростью.  
 АУ
выб
τ
x
 – время, затрачиваемое на проведение выбора смежного УЭ (ЛУ); 
 АУ
2A
Z (t) – проверки среднего времени задержки пакета сообщения: 
   
       
 
АУ
з ( ) з.доп 1AАУ
2A з.пак
з ( ) з.доп
1 при τ τ 1 ;
τ
0  при τ τ ,
ik ki
ik ki
t Z t
Z t
t
   
  
                               
(3) 
где   АУз.пак 2 2Aτ f Z  – время, затрачиваемое на проверку своевременности доставки пакета 
сообщения адресату. 
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Рис. 2. Схема процесса определения пропускной способности АУ  
при обработке пакетов сообщений  
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2. Оператором 
   АУпамZ t  состояния буфера памяти модели АУ:  
 
 
 
 
     
     
АУ
АП
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п п minАУ
пам АУ АУ
п п min
1 при ;
τ
0 при ,
V t V
Z t
V t V
     
  
x
                                                
(4) 
 
где 
         
адр
АУ АУ
п инф инф ik kiV t V t V t V   A  – текущий объем данных, хранящихся в буфере агре-
гата 
 
 АП
АУ
Α  на момент времени t;  
   инф инф ,ik kiV t V t  – соответственно объемы выходных пакетов сообщений i-го АУФС 
(АУ формирователя сообщения) и входных пакетов сообщения от удаленного k-го АУФС;  
 
адр
АУ
V
A  – объем буфера памяти, выделяемый для хранения адресной матрицы адрA ; 
 
 АУ
АП
τ
x
 – время задержки обработки принимаемых данных в агрегате памяти модели АУ. 
3. Оператором дополнительного контроля  АУ
регZ  правильности ввода администратором сети 
входных данных:  
     получ адрАУ АУрег обр.ВУ
получ адр
1 при ζ ;
+τ
0 при ζ ,
Z t
 
 

A
A
                                                  
(5) 
 
где получζ  – идентификатор АУПС (АУ получателя сообщения); 
  
АУ
обр.ВУτ  – время обработки данных информационного пакета в вычислительном элементе АУ. 
4. Оператором состояния  контроля функционирования АУ    АУконтрZ t : 
 
  прд АУАУ
контр
прд АУ
1 при ( ) 0;
( )
0 при ( ) 0,
P t
Z t
P t

 
                                                          
(6) 
 
где прд АУ ( )P t  – среднее значение мощности сигнала в момент времени t на выходе передающего 
устройства (радиомодема) АУ. 
С помощью оператора (2), как и в модемах согласно рекомендаций ITU-TV.34, по 
результатам линейного зондирования осуществляется подстройка (адаптация) уровня мощ-
ности передачи ЛУ с учетом компенсации эхо-сигнала и поддержания необходимого 
отношения сигнал-шум. При превышении уровня принимаемого сигнала от смежного ЛУ 
значения Pнеоб (см. выражение (2)) проверяется состояние среднего времени задержки пакетов 
сообщений  з ( )τ ik ki t  относительного допустимого з.допτ . 
Частная математическая модель агрегата АУ имеет вид [19] 
 
 
                        
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АУ 1A 2A пам рег контрАУ АУ АУ АУ
,Z Z Z Z Z    
 
Α Α Α Α ΑM ,            (7) 
 
где M  – знак системы множеств элементов (агрегатов) АУ; 
  × – знак прямого произведения множеств, составляющих агрегат АУ. 
С учетом операторов внутреннего состояния агрегата (2)–(6) среднее значение пропускной 
способности АУ находится из выражения 
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где 
             АУ АУ АУ АУ АУA 1A 2A пам рег контр( ) ( ), ( ), , ,t Z t Z t Z t Z Z t   Z  – обобщенный оператор состояния АУ. 
В агрегате АУ, как и моделях УЭ, параметры ШКС определяются характеристиками 
радиомодемов, функционирующих на физическом уровне эталонной модели взаимодействия 
открытых систем [8]. На примере рекомендаций ITU-TV.34 предложен подход по ускорению 
передачи данных [21]. Аналогично определяются внутренние состояния и средние пропускные 
способности агрегатов УЭ (ЛУ и МУ). 
Структура частной модели ЛУ изображена на рис. 3. 
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Рис. 3. Структура модели агрегата ЛУ 
 
В целях уменьшения времени задержки обработки данных, поступающих в ЛУ от смежных 
элементов ТКС СН, и, следовательно, повышения пропускной способности направлений связи 
используется комбинация методов многостанционного доступа с параллельной обработкой 
данных в каждом элементарном канале.  
Математическая модель агрегата ЛУ включает описание: приемной части в виде 
абонентского  
 ПрмАА
ЛУ
Α  и магистрального  
 ПрмАМ
ЛУ
Α  приемных агрегатов, процесса распределения 
пакетов сообщений в направлениях локальной и (или) магистральной подсетей в виде модели 
коммутационного агрегата  
 КА
ЛУ
Α , передающей части в виде абонентского  
 ПрдАА
ЛУ
Α  и ма-
гистрального  
 ПрдАМ
ЛУ
Α  передающих агрегатов. 
Основными функциями ЛУ относительно обеспечения процесса передачи пакетов 
сообщений в ШКС ТКС СН являются [20]: 
– определение собственного местоположения; 
– распределение пакетов сообщений между локальной и внешней подсетями; 
– формирование таблицы коммутации пакетов сообщений для собственной локальной 
подсети; 
– приоритетность передачи пакетов сообщений относительно времени задержки в сети. 
Операторы состояний, используемые для описания частной математической модели ЛУ [20], 
сформированы с учетом основных функций,  выполняемых  указанным узлом  в системе  связи.  
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Основными элементами параметрической адаптации в ЛУ являются операторы 
 ЛУ
1 i
Z (проверки 
вероятности ошибки в одном (тестовом) из i-х элементарных каналов связи), 
 ЛУ
2 i
Z (проверки 
времени задержки пакетов сообщений от i-го АУ), 
 ЛУ
3 αZ (среднего суммарного времени 
передачи пакетов сообщений), 
 ЛУ
4 αZ (состояния локального адреса удаленного АУ), 
 ЛУ
7 i
Z (определения направления передачи пакетов сообщений, поступающих от АУ 
собственной локальной подсети), 
 ЛУ
8 i
Z (определения последовательности выдачи пакетов 
сообщений на локальные выходы), 
 ЛУ
11i
Z (проверки ограничения пропускной способности 
в элементарном канале i-го АУ) и  
ЛУ
10 αZ (определения последовательности выдачи пакетов 
сообщений на магистральные выходы). 
В общем виде модель агрегата ЛУ с учетом характеристик проходящих элементарных 
каналов описывается следующим образом [19]: 
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
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M
     (9) 
 
Функционально модель ЛУ (9) разделяется на две части: абонентскую и магистральную.  
При этом приемные (  
 ПрмАА
ЛУ
Α ,  
 ПрмАМ
ЛУ
Α ) и передающие (  
 ПрдАА
ЛУ
Α ,  
 ПрдАМ
ЛУ
Α ) агрегаты определяют 
внешние, а агрегат  
 КА
ЛУ
Α  – внутренние свойства модели ЛУ при обеспечении процесса обмена 
пакетами сообщений в ТрС ТКС СН. 
Главной частью модели ЛУ (см. рис. 3) является коммутаторный агрегат, определяющий 
в совокупности с граничащими агрегатами ЛУ адаптивно параметрические свойства сетевого 
узла ТКС СН. Модель такого агрегата обеспечивает прохождение пакетов сообщений по эле-
ментарным каналам в сторону как УЭ, так и оконечных устройств ТКС СН. 
С учетом описания операторов состояния агрегатов частной математической модели (9) 
значение средней пропускной способности ЛУ в момент времени t находится из выраже-
ния [19] 
 
     
   
      
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i
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V t V t
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Z Z Z
,       (10) 
 
где  локW t ,  магW t  – пропускная способность, выделяемая на один элементарный канал 
в локальной и магистральной частях ЛУ соответственно, бит/с; 
 
   АУинф
i
V t  – объем пакета сообщения в сторону i-го АУ в момент времени t, бит;
 
 
      ЛУ ЛУ ЛУз.лок (ад.) 12τ ,i i iZZ  – время задержки пакета сообщения в сторону i-го АУ, с; 
 Nаб – количество зарегистрированных АУ на одном ЛУ;
 
 
   УЭαинфV t  – объем пакета сообщений в сторону α-го УЭ в момент времени t, бит; 
 
      ЛУ ЛУ ЛУз.маг α (ад.)α ατ ,Z Z  – время задержки пакета сообщений в сторону α-го УЭ, с; 
 УЭN
 – количество смежных с ЛУ узловых элементов (МУ);
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            ЛУ ЛУ ЛУ ЛУ ЛУ ЛУ(ад.) 1 2 7 8 11, , , ,i i i i i iZ Z Z Z ZZ  – вектор операторов адаптации в абонентской  
части ЛУ; 
 
 ЛУ
12 i
Z  – оператор проверки занятости памяти агрегата ПрдАА
ЛУΑ  для пакетов сообщений i-го АУ; 
 
        ЛУ ЛУ ЛУ ЛУ(ад.)α 3α 4α 10α, ,Z Z ZZ  – вектор операторов адаптации в магистральной части ЛУ; 
 
      ЛУ ЛУ ЛУα 9α 13α,Z ZZ  – вектор операторов определения состояния элементарных каналов в 
сторону α-го УЭ. 
Структура частной модели МУ представлена на рис. 4. С целью исключения возможности 
передачи информации по заведомо неисправному (отказавшему) ШКС его контроль 
осуществляется в МУ как в процессе передачи информации, так и при ее отсутствии.  
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Рис. 4. Структура модели агрегата МУ 
 
Модель МУ включает приемный 
 
 Прм
МУ
Α , маршрутный 
 
 Мрш
МУ
Α  и передающий 
 
 Прд
МУ
Α  агрегаты. 
Основными функциями МУ при обеспечении процесса передачи пакетов сообщений в ШКС 
транспортной составляющей ТКС СН являются [20]: 
– определение собственного местоположения; 
– формирование таблицы маршрутизации на основе структуры магистральной подсети; 
– маршрутизация цифровых пакетов сообщений в зависимости от выбранного протокола 
маршрутизации. 
На рис. 5 показан процесс обработки пакетов сообщений МУ в одном из элементарных 
(логических) каналов связи и представлены операторы состояний (11), используемые для 
описания частной имитационной модели МУ. 
В общем виде математическую модель агрегата МУ с учетом характеристик элементарных 
каналов, проходящих через смежные УЭ, можно описать формулой [19] 
 
 
                      Прм МУ Мрш МУ МУ МУΘ Прд МУМУ 1 Θ 3 Θ 4 Θ 5 ΘМУ МУ Мрш МУ1,, , h GZ Z Z M Z     Α Α Α Z ΑM .            (11) 
 
В частной модели МУ агрегаты 
 
 Прм
МУ
Α  и 
 
 Прд
МУ
Α  определяют внешние, а маршрутный 
агрегат 
 
 Мрш
МУ
Α  – внутренние свойства модели МУ при обеспечении процесса обмена пакетами 
сообщений внутри магистральной подсети ТКС СН. 
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Рис. 5. Схема процесса определения пропускной способности МУ при обработке пакетов сообщений 
 
Элементами параметрической адаптации в МУ являются операторы 
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 и адаптивный алгоритм поиска кратчайших путей (маршрутов) 
 
  МУМрш Θ 1,h GM Z  с учетом соблюдения условия двухсвязности сети, основанный на 
обеспечении прохождения пакетов сообщений между отправителем и получателем по двум 
независимым маршрутам с учетом анализа состояния связей между УЭ ТрС сети.  
Выбор нескольких маршрутов продвижения пакетов сообщений в ТКС СН является 
процессом итеративным, направленным на сокращение времени нахождения пакетов 
в магистральной подсети. Из-за несоответствия параметров широкополосных радиоинтер-
фейсов оптимальным пакеты, не удовлетворяющие допустимому времени их передачи в сети, 
отбрасываются и считаются потерянными. 
 
 
Конец 
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С учетом полученной частной математической модели МУ (11) можно записать: 
– среднее значение задержки обработки h-го пакета на Θ-м выходе МУ  
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– среднее значение пропускной способности МУ  
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где    УЭΘинф hV t  – объем h-го пакета сообщений в сторону Θ-го УЭ в момент времени t, бит; 
          
 
   МУΘ МУ МУ МУ МУ МУΘз 1 Θ 3 Θ 4 Θ 5 Θ Мршτ , , , ,h Z Z Z Z M Z  – среднее значение времени задержки h-го пакета 
сообщений в сторону Θ-го УЭ, с. 
Из выражения (12) следует, что пропускная способность МУ в основном зависит от 
количества взаимодействующих УЭ ТрС ТКС СН и методов (операторов) адаптации потоков 
информационных пакетов к состоянию магистральной подсети. При этом на отдельном 
направлении связи со смежным МУ может использоваться свой алгоритм 
 
  МУМрш Θ 1,h GM Z . 
В роли управляющего объекта ТКС СН могут рассматриваться оператор сети для 
автоматизированной системы и комплекс специальных программно-аппаратных средств для 
автоматической системы. 
Комплексная имитационная модель телекоммуникационной сети специального 
назначения. Основные функции внутреннего взаимодействия ТКС СН сосредоточены в ма-
гистральной и локальных подсетях и включают: 
а) для локальной подсети: 
– направление информационных потоков данных в сторону как удаленных абонентов, так 
и собственных зарегистрированных пользователей; 
– обеспечение непрерывности передачи сообщений мобильным абонентам при перемещении 
их между смежными локальными сетями; 
– обеспечение адресности при передаче сообщений от АУ; 
б) для магистральной подсети: 
– увеличение зоны покрытия ТКС СН с помощью прямых узловых ШКС; 
– увеличение живучести ТКС СН за счет необходимой узловой избыточности и дина-
мических протоколов маршрутизации. 
Элементы подсетей обеспечивают формирование логических каналов передачи данных 
с помощью локальных и узловых ШКС. Пропускная способность элементарного ij-го (логиче-
ского) канала связи определяется как минимальной пропускной способностью СУ, входящего 
в элементарный канал связи, так и минимальной пропускной способностью ШКС [18]: 
 
       эл ЛУ МУ шкmin min , min , minijW t W t W t С t ,                                 (13) 
 
где      ЛУ ЛУ1 ЛУmin min ,...,W t W t W t     – минимальная пропускная способность множества 
ЛУ, выделяемая ij-му элементарному каналу связи; 
 
     МУ МУ1 МУmin min ,...,W t W t W t     – минимальная пропускная способность множества 
МУ, выделяемая ij-му элементарному каналу связи; 
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 шкminС t  – минимальная пропускная способность ШКС между элементами локальных    
узлов    шк 1 шк,..., NС t С t    и между элементами магистральных подсетей  шк 12 ,...,С t  
 шк ( 1) .N NС t   
Пропускные способности (13) определяют состояние ТКС СН при обеспечении информаци-
онного взаимодействия объектов МИУС СН. 
Построение комплексной имитационной модели ТКС СН включает последовательную 
композицию (синтез) ее элементов (частных имитационных моделей) в подсети и сеть в целом 
с учетом информационного взаимодействия через широкополосные радиоинтерфейсы по-
средством системы адресации и маршрутизации. 
С учетом применяемого способа адресации и маршрутизации комплексная математическая 
модель ТКС СН представляется в следующей интерпретации: 
 
  ТКСТКС ОЛП МП ,
WA
M M MM
                                                    
(14) 
 
где M  – знак системы множеств сетевых элементов ТКС;  
ТКС
W
A  – матрица пропускной способности ТКС, элементами которой являются значения 
пропускных способностей каналов связи согласно выражению (13); 
   
1 i 1 β адр комОЛП АУ АУ АУ ЛУ ЛУ ЛУ ,
... ... ... ...
 
     
  A A
M A A A A A AM  – модель объединенной 
локальной подсети (множество сетевых элементов локальной подсети), определяемая частными 
имитационными моделями (7), (9) и коммутационной матрицей Aком; 
 
1 α мршМП МУ МУ МУ
... ...

  
A
M A A AM  – модель магистральной подсети (множество сетевых 
элементов магистральной подсети), определяемая частной имитационной моделью (11) 
и маршрутной матрицей Aмрш. 
В модели (14) в качестве матриц коммутации и маршрутизации (Aком, Aмрш) могут 
применяться таблицы коммутации и маршрутизации, принятые для существующих протоколов 
стека TCP/IP с пакетной коммутацией сообщений.  
Математическая модель подвижной ТКС СН (14) имеет следующие особенности: 
– устранение дополнительных связей между одноименными сетевыми устройствами; 
– исключение отдельного описания ШКС на этапе моделирования существующей ТКС СН, 
что позволяет сократить количество описываемых агрегатов в сравнении с классическим 
подходом построения агрегативных систем;  
– описание процесса передачи пакетов сообщений с информацией, используемой приложе-
ниями, которые функционируют в реальном масштабе времени. 
Результаты экспериментальных исследований беспроводной телекоммуникационной 
сети специального назначения с пакетной коммутацией сообщений. Для проверки 
адекватности и уточнения полученной имитационной модели ТКС СН проводился натурный 
эксперимент по передаче видеосообщений в сегменте сети стандартов 802.11 b/g/n (рис. 6), 
состоящем из шести устройств типа Bullet M2 и восьми встроенных в персональные 
вычислительные машины АУ. Устройства Bullet M2 функционировали как в режиме 
беспроводной точки доступа, так и в режиме базовой станции. 
В качестве объектов эксперимента, проверяемых на адекватность, рассматривались модели 
ТКС СН с децентрализованным, централизованным и комбинированным типами структуры 
сети [22]. В процессе проведения эксперимента с моделями ТКС СН был применен 
имитационно-статистический метод, который включал достаточно большое количество 
реализаций на всем множестве комбинаций воздействий ВДФ на систему связи. Для вы-
бранных значений доверительной вероятности  α 0,95    при заданной точности оценки 
 ε 0,05  получено число реализаций натурного эксперимента (количество испытаний) [23], 
которое составило более 1552N  . 
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Рис. 6. Состав экспериментального макета сегмента ТКС СН 
 
Условия проведения эксперимента: 
– расстояние между смежными сетевыми устройствами до 700 м; 
– размер тестового пакета сообщений 256 бит; 
– параллельная передача от нескольких источников непрерывных видеосообщений при 
активном измерении в одном из элементарных каналов связи скорости передачи тестовых 
пакетов сообщений; 
– при каждом прогоне натурной и имитационной моделей сегмента ТКС СН количество 
испытаний составляло не менее 80 (количество тестовых пакетов в каждом испытании – 4);  
– зона обслуживания ТКС СН представлялась в виде окружности радиусом RТКС СН; 
– минимальная задержка в обслуживании пакетов сообщений во всех однотипных широко-
полосных устройствах связи ТКС СН считалась одинаковой и зависела в основном от харак-
теристик используемого встроенного в модем сетевого процессора. 
В качестве противодействия имитации воздействия помех применялись следующие 
способы: 
– смена рабочих частот после проведения контроля частотного диапазона работы средств 
WiFi c помощью электронного анализатора спектра AirView; 
– рациональное использование возможностей технологий AirMax (в режиме TDMA – 
централизованное назначение временных интервалов для каждого устройства связи) и AirSelect 
(динамическое изменение параметров беспроводного канала за счет периодического перехода 
на частоты с наилучшими характеристиками). 
По результатам модельных и натурных экспериментов полученные оценки ТКСW  средней 
пропускной способности сети (рис. 7) в зависимости от степени воздействия ВДФ для 
различных типов структур ТКС СН практически совпадают (не превышают ТКСmax W  = 15 % 
при высокой степени воздействия ВДФ), что подтверждает адекватность разработанной 
имитационной модели ТКС. 
Смешанный тип структуры ТКС СН позволяет обеспечить требуемую среднюю пропускную 
способность (не менее 2 Мбит/с) за счет применения механизма адаптации, уменьшающего 
время обработки пакетов сообщений в широкополосных устройствах связи.  
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Рис. 7. Зависимости средней пропускной способности ТКС СН от степени  
воздействия ВДФ для различных типов структур при Nаб = 6 и RТКС СН = 500 м 
1, 3, 5 – математические модели децентрализованного, централизованного  
и смешанного типов структур ТКС СН соответственно; 2, 4, 6 – натурные модели  
децентрализованного, централизованного и смешанного типов структур ТКС СН соответственно 
 
Применение различных методов маршрутизации и специальных адаптивных технологий 
в ТКС СН (например, технологий AirMax и AirSelect для устройств Bullet серии M) позволит не 
только повысить пропускную способность ТКС, но и ослабить действие дестабилизирующих 
факторов.  
Целенаправленное изменение структуры ТКС СН и основных параметров ее элементов 
поможет создать адаптивные сети связи, способные функционировать в сложной обстановке.  
Заключение. Декомпозиция сети на структурном уровне означает, что построение модели 
ТКС СН сводится к описанию функций агрегативных моделей сетевых устройств и подсетей. 
Взаимодействие между сетевыми устройствами внутри подсетей учитывается через операторы 
состояний агрегатов, а также алгоритмы принятой системы адресации и маршрутизации. 
По результатам проведенного натурного эксперимента и имитационного моделирования 
ТКС СН можно сделать следующие выводы: 
– наилучший тип структуры ТКС СН (смешанный тип) удовлетворяет требованиям по 
устойчивости и обеспечению необходимой средней пропускной способности (более 2 Мбит/с) 
при своевременной передаче трафика в реальном масштабе времени в транспортной 
составляющей сети не менее чем по двум независимым маршрутам; 
– при построении адаптивной ТКС СН смешанного типа требуется учитывать то, что 
централизованное управление в локальных подсетях обеспечивает необходимую среднюю 
пропускную способность на значительных расстояниях между абонентскими устройствами 
и локальными узлами. В свою очередь, децентрализованное управление потоками информации 
в транспортной составляющей сети поддерживает требуемую среднюю пропускную спо-
собность системы связи в условиях воздействия ВДФ; 
– эмпирические и теоретические оценки средней пропускной способности сети в зависимо-
сти от степени воздействия ВДФ для различных типов структур ТКС СН практически совпада-
ют (не превышают 15 % при высокой степени воздействия ВДФ), что подтверждает адекват-
ность разработанной комплексной математической модели ТКС. 
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