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ON A CONJECTURE OF TSFASMAN AND AN INEQUALITY
OF SERRE FOR THE NUMBER OF POINTS OF
HYPERSURFACES OVER FINITE FIELDS
MRINMOY DATTA AND SUDHIR R. GHORPADE
Dedicated to Misha Tsfasman and Serge Vla˘dut¸ on their 60th birthdays
Abstract. We give a short proof of an inequality, conjectured by Tsfasman
and proved by Serre, for the maximum number of points of hypersurfaces over
finite fields. Further, we consider a conjectural extension, due to Tsfasman
and Boguslavsky, of this inequality to an explicit formula for the maximum
number of common solutions of a system of linearly independent multivariate
homogeneous polynomials of the same degree with coefficients in a finite field.
This conjecture is shown to be false, in general, but is also shown to hold in
the affirmative in a special case. Applications to generalized hamming weights
of projective Reed-Muller codes are outlined and a comparison with an older
conjecture of Lachaud and a recent result of Couvreur is given.
1. Introduction
What is the maximum number of Fq-rational points that a hypersurface of degree
d inm-space over the finite field Fq with q elements can have? An intuitive approach
could be to project the m-space onto an (m− 1)-space. If this projection map from
the hypersurface to the (m − 1)-space is flat, then a point below has at most d
points above on the hypersurface. This suggests that d times the number of Fq-
rational points in the (m − 1)-space is a natural upper bound. More precisely,
if f ∈ Fq[x1, . . . , xm] is of degree d and Z(f) := {P ∈ A
m(Fq) : f(P ) = 0}
the corresponding affine hypersurface or if F ∈ Fq[x0, x1, . . . , xm] is a (nonzero)
homogeneous polynomial of degree d and V (F ) := {P ∈ Pm(Fq) : F (P ) = 0} the
corresponding projective hypersurface, then
(1) |Z(f)| ≤ dqm−1 and |V (F )| ≤ dpm−1,
where for any j ∈ Z, we have set
(2) pj := |P
j(Fq)| = q
j + qj−1 + · · ·+ q + 1 if j ≥ 0 and pj := 0 if j < 0.
The bounds in (1) are true and a precise proof can be easily given using double
induction on d and m; see, e.g., [12, pp. 275–276]. Variants of the bound in
(1) for |Z(f)| are also known in the literature as Schwarz-Zippel Lemma or more
elaborately, as Schwarz-Zippel-DeMillo-Lipton Lemma, although it can be traced
more than 50 years earlier to the work of O. Ore in 1922; see, e.g., [12, p. 320].
If d > q, the bound dqm−1 exceeds |Am(Fq)| and is hence uninteresting, whereas
if d ≤ q, then it is attained as can be seen readily by considering the polynomial
gd(x1, . . . , xm) = (x1−a1) · · · (x1−ad), where a1, . . . , ad are distinct elements of Fq.
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Thus dqm−1 is the maximum value for |Z(f)| when d ≤ q. Likewise in the projective
case, if d ≥ q+1, the bound dpm−1 exceeds |P
m(Fq)| and so it is uninteresting in that
case. However, if d ≤ q and a1, . . . , ad are as before, then it is easy to see that the
analogous homogeneous polynomial Gd(x0, x1, . . . , xm) = (x1−a1x0) · · · (x1−adx0)
has exactly dqm−1 + pm−2 zeros in P
m(Fq). Also if d = q + 1, then Gq+1 := x0Gq
has exactly dqm−1 + pm−2 zeros in P
m(Fq). But dq
m−1 + pm−2 < dpm−1 if d > 1
and m > 1. Moreover, an example of a homogeneous polynomial of degree d ≤ q
with exactly dpm−1 zeros is difficult to come by. Motivated perhaps by this, M.
A. Tsfasman made a conjecture, in the late 80’s, that dqm−1 + pm−2 is the “true
upper bound”. In other words,
(3) |V (F )| ≤ dqm−1+pm−2 and hence max
F
|V (F )| = dqm−1+pm−2 if d ≤ q+1,
where F varies over homogeneous polynomials of degree d in Fq[x0, x1, . . . , xm].
This conjecture was soon proved in the affirmative by J.-P. Serre [13], and thus
we will refer to the inequality in (3) as Serre’s inequality. An alternative proof
of (3) was also given later by Sørensen [14]. Some years later, Tsfasman and
Boguslavsky [2] formulated more general conjectures for the maximum number of
points in Pm(Fq) of systems of polynomials equations of the form
(4)

F1(x0, x1, . . . , xm) = 0
...
Fr(x0, x1, . . . , xm) = 0
A quantitative version of their conjecture essentially states that if d < q − 1, then
(5) max
F1,...,Fr
|V (F1, . . . , Fr)| = pm−2j +
m∑
i=j
νi(pm−i − pm−i−j),
where F1, . . . , Fr vary over linearly independent homogeneous polynomials of degree
d in Fq[x0, x1, . . . , xm], and where (ν1, . . . , νm+1) is the rth element of the set
Λ(d,m) :=
{
(α1, . . . , αm+1) ∈ Z
m+1 : α1, . . . , αm+1 ≥ 0 and α1 + · · ·+ αm+1 = d
}
ordered in descending lexicographic order, and where j := min{i : νi 6= 0}.
Observe that (d, 0, . . . , 0) is lexicographically the first element of Λ(d,m) and
so (5) reduces to (3) in the case r = 1, and is thus true, thanks to Serre [13] and
Sørensen [14]. The conjecture was proved in the affirmative in the next case of
r = 2 by Boguslavsky in 1997. Also (5) holds trivially when d = 1. But the general
case appears to have been open for almost two decades. Moreover, some auxiliary
conjectures given in [2] (see also Remark 3.6 in Section 3 below) that would imply
the Tsfasman-Boguslavsky Conjecture have also been open.
We are now ready to describe the main results of this paper. In Section 2 below,
we give a very short proof of Serre’s inequality. Serre’s original proof is quite elegant
and Sørensen’s proof has its merits and applications. Both the proofs involve some
clever double counting argument, which are avoided in the short proof given here,
thus making it comparable to the elementary proofs of (1) that one can find in
textbooks [12, Theorems 6.13, 6.15]. Next, we consider the Tsfasman-Boguslavsky
Conjecture (TBC) stated above and show that while it is true if d = 2 and r ≤ m+1,
it is false, in general, when d = 2 and r ≥ m + 2. In a forthcoming paper [4] it
is shown that the TBC is true for any positive integer d, provided r ≤ m + 1. In
the last section, we outline connections with coding theory and show that the TBC
and in particular, our results are intimately related to the explicit determination
of generalized hamming weights of projective Reed-Muller codes. We also compare
the TBC with a recent result of Couvreur [3] on an upper bound for the number of
Fq-rational points of arbitrary projective varieties defined over Fq.
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A key ingredient for us is the work of Zanella [17] on the number of Fq-rational
points on intersections of quadrics or equivalently, on linear sections of the variety
defined by the quadratic Veronese embedding Pm →֒ PM , where M =
(
m+2
2
)
− 1.
2. Serre’s Inequality
Throughout this paper, m denotes a positive integer, q a prime power, Fq the
field with q elements. Also for any nonnegative integer j, we will denote by Pj
the j-dimensional projective space over Fq, and by P̂
j its dual, consisting of all
hyperplanes in Pj . Note that |Pj(Fq)| = |P̂
j(Fq)| = pj, where pj is as in (2). The
following lemma is due to Zanella [17, Lemma 3.3]. A proof is included for the sake
of completeness. Alternative proofs are indicated in Remark 2.3 below.
Lemma 2.1. Let X ⊆ Pm and a := max{|X ∩H | : H ∈ P̂m}. Then |X | ≤ aq + 1.
Proof. Induct on m. The case m = 1 being trivial, assume that m > 1 and that
the result holds for smaller values of m. Let H∗ ∈ P̂m be such that |H∗ ∩X | = a.
Let Y := H∗ ∩X and let H ′ be a hyperplane of H∗ such that b := |H ′ ∩ Y | is the
maximum among the cardinalities of all hyperplane sections of Y in H∗ ≃ Pm−1.
By induction hypothesis, a ≤ bq+1. Now we write |X | = |H ′∩X |+ |X \ (H ′∩X)|
and observe that on the one hand |H ′ ∩ X | = |H ′ ∩ Y | ≤ b, whereas on the other
hand, every P ∈ X \ (H ′∩X) is contained in a unique H ∈ P̂m with H ⊃ H ′. Thus
|X \ (H ′ ∩X)| ≤
∣∣∣∣∣ ⋃
H⊃H′
(H ∩X) \ (H ′ ∩X)
∣∣∣∣∣ ≤ (q + 1)(a− b),
where the last inequality follows by noting that the number of H ∈ P̂m containing
a fixed codimension 2 linear subspace H ′ of Pm is q + 1 and also noting that
|H ∩X | − |H ′ ∩X | ≤ a − |H ′ ∩ Y | = a − b for any such H . Since a ≤ bq + 1, it
follows that |X | ≤ b+ (q + 1)(a− b) = aq + a− bq ≤ aq + 1, as desired. 
Theorem 2.2 (Serre). If F ∈ Fq[x0, x1, . . . , xm] is homogeneous of degree d, then
|V (F )| ≤ dqm−1 + pm−2. Consequently, max
F
|V (F )| = dqm−1 + pm−2 if d ≤ q + 1.
Proof. We use induction on m. The case m = 1 is trivial. Thus we assume m > 1
and consider the following two cases.
Case 1: V (F ) does not contain any hyperplane in Pm.
In this case F |H 6= 0 for all H ∈ P̂
m. So the validity of the result withm replaced
by m−1 implies |V (F )∩H | ≤ dqm−2+pm−3 for all H ∈ P̂
m. Hence by Lemma 2.1,
|V (F )| ≤ dqm−1 + pm−2. Thus the desired inequality follows by induction on m.
Case 2: V (F ) contains a hyperplane in Pm, say H = V (h).
In this case |V (F ) ∩ H | = |H | = pm−1. We will now estimate |V (F ) ∩ H
c|.
First, by a suitable linear change of coordinates in Pm assume that h = x0. Since
F|H = 0, we can write F = x0G for some homogeneousG ∈ Fq[x0, . . . , xm] of degree
d− 1. Moreover V (F ) ∩Hc corresponds to the zeros in Am(Fq) of the polynomial
G(1, x1, . . . , xm). Hence |V (F ) ∩H
c| ≤ (d− 1)qm−1, thanks to (1). Consequently,
|V (F )| = |V (F ) ∩Hc|+ |V (F ) ∩H | ≤ (d− 1)qm−1 + pm−1 = dq
m−1 + pm−2.
The assertion about max
F
|V (F )| follows from the example of Gd given earlier. 
Remark 2.3. Variants of Lemma 2.1 are seen elsewhere in the literature. For exam-
ple, with notation as in Lemma 2.1, Homma [8, Prop. 2.2] has proved the following:
|X | ≤ (a− 1)q + 1 +
⌊
a− 1
pm−2
⌋
.
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To see that this implies |X | ≤ aq+1, observe that a ≤ pm−1 = qpm−2+1 and thus
⌊(a− 1)/pm−2⌋ ≤ q. We can also deduce Lemma 2.1 from the Plotkin bound [15,
Thm. 1.1.45] of coding theory. Indeed, we may assume without loss of generality
that X is not contained in a hyperplane of Pm (for otherwise, |X | = a < aq + 1).
Now by [15, Thm. 1.1.6], X ⊂ Pm corresponds to a nondegenerate linear [n, k, d]q-
code C with n = |X |, k = m+ 1 and d = n− a. The Plotkin bound gives
d ≤
nqk(q − 1)
(qk − 1)q
=
nqm
pm
, which implies n
pm−1
pm
≤ a, that is, n ≤
apm
pm−1
≤ aq+1.
In our proofs of Lemma 2.1 and Theorem 2.2, we have avoided any double counting
argument. But if we were to permit it, then Lemma 2.1 can be proved more easily
by counting the set {(P,H) ∈ X× P̂m : P ∈ H} in two ways using the first and the
second projections, which yields |X |pm−1 ≤ apm, and hence |X | ≤ aq + 1.
3. Tsfasman-Boguslavsky Conjecture for Quadrics
In this section, we will consider the conjectural formula (5) for systems (4) where
each Fi is homogeneous of degree 2. In other words, we consider intersections of
quadrics. To begin with, observe that the maximum number of linearly independent
homogeneous polynomials in Fq[x0, . . . , xm] of degree 2 is δm, where
(6) δj :=
(
j + 2
2
)
= 1 + 2 + · · ·+ (j + 1) for any j ∈ Z with j ≥ −1.
Note that 0 = δ−1 < 1 = δ0 < δ1 < · · · < δm. The following result is a restatement
of [17, Thm. 3.4]. As usual, ⌊c⌋ denotes the integer part of a real number c.
Theorem 3.1 (Zanella). Let r be a positive integer ≤ δm, and let F1, . . . , Fr be
linearly independent homogeneous polynomials in Fq[x0, . . . , xm] of degree 2. If k
is the unique integer such that −1 ≤ k < m and δm − δk+1 < r ≤ δm − δk, then
(7) |V (F1, . . . , Fr)| ≤ pk + ⌊q
ǫ−1⌋, where ǫ := δm − δk − r.
We shall deduce from Theorem 3.1 that if d = 2, then the TBC is true when
r ≤ m+ 1 and false, in general, when r > m+ 1 and m > 2.
Corollary 3.2. Suppose d = 2 and 1 ≤ r ≤ m+ 1. Then (5) holds. In particular,
max
F1,...,Fr
|V (F1, . . . , Fr)| = pm−1 + ⌊q
m−r⌋ =
{
pm−1 + q
m−r if r = 1, . . . ,m,
pm−1 if r = m+ 1.
where the maximum is over linearly independent homogeneous polynomials F1, . . . , Fr
of degree d in Fq[x0, x1, . . . , xm].
Proof. For 1 ≤ i ≤ m + 1, denote by ei the (m + 1)-tuple with 1 in ith place and
0 elsewhere. Lexicographically, the first m + 1 exponent vectors of monomials of
degree 2 in m + 1 variables are e1 + ei for i = 1, 2, . . . ,m+ 1. Thus if 1 ≤ r ≤ m,
then the corresponding Tsfasman-Boguslavsky bound in (5) is given by
Tr = pm−2 + (pm−1 − pm−2) + (pm−r − pm−r−1) = pm−1 + q
m−r,
whereas if r = m + 1, then Tr = pm−1 = pm−1 + ⌊q
m−r⌋. On the other hand, if
r ≤ m+1, then the unique k ∈ Z satisfying−1 ≤ k < m and δm−δk+1 < r ≤ δm−δk
is clearly k = m− 1, and hence the corresponding Zanella bound in (7) is
Zr = pm−1 + ⌊q
δm−δm−1−r−1⌋ = pm−1 + ⌊q
m−r⌋ = Tr.
Thus Theorem 3.1 implies that |V (F1, . . . , Fr)| ≤ Tr for 1 ≤ r ≤ m+ 1. It remains
to show that the bound Tr is attained if r ≤ m+ 1. To this end, consider
Qi = x0xi for i = 1, . . . ,m and Qm+1 := x
2
0.
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For any r ≤ m+1, it is clear that Q1, . . . , Qr are linearly independent homogeneous
polynomials of degree 2 in Fq[x0, . . . , xm]. If r ≤ m, then the common zeros in P
m
of Q1, . . . , Qr have homogeneous coordinates of the type (a0 : a1 : · · · : am), where
either (i) a0 = 0 or (ii) a0 6= 0 and a1 = · · · = ar = 0. Hence
|V (Q1, . . . , Qr)| = pm−1 + q
m−r = Tr if 1 ≤ r ≤ m.
In case r = m + 1, the common zeros of Q1, . . . , Qr are only of the first type and
so |V (Q1, . . . , Qm+1)| = pm−1 = Tm+1. This completes the proof. 
Remark 3.3. Roughly speaking, Corollary 3.2 shows that (5) holds for small values
of r. It is not difficult to show that it also holds for a few large values of r. For
instance, when r = δm, the intersection of r linearly independent quadrics in P
m is
empty and thus has 0 elements, quite in accordance with (5). A little more generally,
if m ≥ 2, then one can see that the last 5 exponent vectors of monomials of degree 2
in m+ 1 variables are (0, . . . , 0, 0, 2), (0, . . . , 0, 1, 1), (0, . . . , 0, 2, 0), (0, . . . , 1, 0, 1),
and (0, . . . , 1, 1, 0). The corresponding Tsfasman-Boguslavsky bound in (5) is given,
respectively, by
0, 1, 2, q + 1, and q + 2.
One can check that these coincide with the corresponding Zanella bounds in (7).
Moreover, it is easy to see that the bounds are attained by taking in the first
case the set, say Q of all monomials of degree 2 in Fq[x0, x1, . . . , xm] and in the
remaining four cases, taking the set obtained from Q by successively dropping x2m,
x2m−1, xm−1xm, and x
2
m−2. Using these observations together with Corollary 3.2
we see as a special case that the TBC is true for quadrics in P2, i.e., (5) holds if
d = 2 and m = 2.
Corollary 3.4. If d = 2 and m > 2, then (5) does not hold in general. In fact, (5)
is false for at least
(
m−1
2
)
values of positive integers r with m+ 1 < r ≤ δm.
Proof. Let ei (1 ≤ i ≤ m + 1) be as in the proof of Corollary 3.2. Also let k be
the unique integer such that −1 ≤ k < m and δm − δk+1 < r ≤ δm − δk. Write
r = δm−δk+1+i so that 1 ≤ i ≤ k+2. Observe that the rth element, in descending
lexicographic order, among the exponent vectors of monomials of degree 2 in m+1
variables, is precisely em−k + em−k+i−1. In particular its first nonzero coordinate
is in the position j := m− k, and thus, with notation as in (2), the corresponding
Tsfasman-Boguslavsky bound in (5) is given by
Tr = pm−2j + (pm−j − pm−2j) + (pm−(j+i−1) − pm−j−(j+i−1))
= pm−j + pm−i−j+1 − pm−i−2j+1
= pk + pk−i+1 − p2k−m−i+1.
On the other hand, the corresponding Zanella bound in (7) is given by
Zr = pk+ ⌊q
ǫ−1⌋, where ǫ = δm− δk− (δm− δk+1+ i) = δk+1− δk− i = k+2− i.
It follows that if 0 ≤ k < m− 1 and 1 ≤ i ≤ k, then
Tr − Zr = pk−i − p2k−m−i+1 ≥ q
k−i > 0,
and so Zr < Tr. Thus Theorem 3.1 implies that Tr can not be the maximum of
|V (F1, . . . , Fr)| for arbitrary sets of r linear independent homogeneous polynomials
of degree 2 in Fq[x0, . . . , xm]. The number of such values of r = δm − δk+1 + i is
m−2∑
k=0
k∑
i=1
1 =
m−2∑
k=0
k =
(m− 1)(m− 2)
2
=
(
m− 1
2
)
.
Evidently this is positive if m > 2. This proves the corollary. 
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Example 3.5. The simplest case where the TBC is false seems to be that of
intersections of 5 linearly independent quadrics in P3. One can see in this case
that Tsfasman-Boguslavsky bound is T5 = 2(1 + q), whereas the Zanella bound is
Z5 = 1+ 2q, which is strictly smaller.
Remark 3.6. The Tsfasman-Boguslavsky Conjecture stated in the Introduction
(and abbreviated as TBC) is, in fact, a culmination of several conjectures that
can be found in the paper of Boguslavsky [2], with at least one of the conjectures
ascribed to Tsfasman. More precisely, the TBC is Corollary 5 of [2] whose hypoth-
esis is that Conjecture 3 of [2] holds and whose “proof” uses Lemma 4 of [2]. For
ease of reference, we state below Conjectures 1, 2 and 3 of [2]. To this end, let us
first introduce some terminology. A projective variety X in Pm over Fq is said to
be linear if its Fq-rational points lie on the linear components of X , An m-tuple
(α1, α2, . . . , αm) ∈ Z
m is said to be the dim-type of a projective variety X in Pm
if X has αi irreducible components of codimension i for i = 1, 2, . . . ,m. Given a
finite family X of projective varieties in Pm, an element X of X is said to be:
(i) maximal in X if |X(Fq)| = max{|Y (Fq)| : Y ∈ X }, and
(ii) dim-maximal in X if the dim-type of X is maximal (among the dim-types
of all the elements of X ) with respect to the lexicographic order on Zm.
The conjectures in [2] concern the family, say Xr, of projective varieties in P
m
defined by r linearly independent homogeneous polynomials in Fq[x0, x1, . . . , xm]
of degree d, and are as follows. Here Λ(d,m) is as in the Introduction.
1. There exists a maximal family in Xr which is linear.
2. If (ν1, . . . , νm+1) is the r-th element of Λ(d,m) in descending lexicographic
order, then the dim-type of a dim-maximal element of Xr is (ν1, . . . , νm).
3. There exists a maximal family in Xr which is dim-maximal.
We remark that our positive result Corollary 3.2 and its proof (especially the ex-
amples therein) imply immediately that Conjectures 1 and 3 above hold in the
affirmative when d = 2 and r ≤ m+ 1. Moreover, it is not difficult to also deduce
Conjecture 2 in this case. On the other hand, the negative result in Corollary 3.4
does not necessarily imply that Conjectures 1, 2, and 3 above are false. It should
also be remarked that the Tsfasman-Boguslavsky Conjecture stated in the Intro-
duction has two aspects: (i) the expression on the right hand side of the equality
in (5) is an upper bound for the number of common zeros of a system of r linearly
independent homogeneous polynomials of degree d in Fq[x0, x1, . . . , xm], and (ii)
this upper bound is attained. Our negative result in Corollary 3.4 shows only that
(ii) is false, but does not rule out the possibility that (i) holds, in general.
4. Applications and Supplements
In this first subsection below, we outline the relevance of TBC to coding theory,
and in the second subsection, we provide a comparison with an older conjecture of
Lachaud [6, Conj. 12.2] that is also stated, albeit with much too general hypothesis,
by Boguslavsky [2, Conj. 4], and settled recently by Couvreur [3].
4.1. Projective Reed Muller Codes. Fix positive integersm, d and let n := pm.
Each point of Pm(Fq) admits a unique representative in F
m+1
q in which the first
nonzero coordinate is 1. Let P1, . . . , Pn be an ordered listing of such representatives
in Fm+1q of points of P
m(Fq). Denote by Fq[x0, . . . , xm]d the space of homogeneous
polynomials in Fq[x0, . . . , xm] of degree d together with the zero polynomial. Define
PRMq(d,m) := {(f(P1), . . . , f(Pn)) : f ∈ Fq[x0, . . . , xm]d}.
Evidently, this is a linear subspace of Fnq , and hence a q-ary (linear) code of length n.
It is called the projective Reed-Muller code. This code is analogous to a more widely
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studied class of codes called (affine or generalized) Reed-Muller code RMq(d,m).
See, for example, [5, 7] for more on Reed-Muller codes and [1, Prop. 4] for a
summary of several of its basic properties. The study of projective Reed-Muller
codes was pioneered by Lachaud [9, 10] and Sørensen [14]. The relation with the
TBC is through the notion of generalized Hamming weights, also known as higher
weights, that goes back at least to Wei [16]. In general, for any q-ary linear code
C of length n and dimension k, and any D ⊆ C, one defines
wH(D) := |{i ∈ {1, . . . , n} : ci 6= 0 for some c ∈ D}| .
Now for r = 1, . . . , k, the rth higher weight of C is defined by
dr(C) = min{wH(D) : D is a subspace of C with dimD = r},
It may be remarked that d1(C) is what is called the minimum distance of C. The
relationship of PRMq(d,m) with (5) is as follows: if d < q, then for 1 ≤ r ≤
(
m+d
d
)
,
(8) dr (PRMq(d,m)) = pm − max
F1,...,Fr
|V (F1, . . . , Fr)|,
where the maximum is over linearly independent F1, . . . , Fr in Fq[x0, x1, . . . , xm]d.
To see (8) it suffices to use the relationship between linear codes and projective
systems as described in [15, Thm. 1.1.14] and to note that when d < q, the code
PRMq(d,m) corresponds to the projective system given by the Fq-rational points
of the Veronese variety corresponding to the Veronese embedding of Pm of degree d.
Thus it is clear that the TBC admits an equivalent statement in terms of an explicit
formula for the higher weights of projective Reed-Muller codes. In particular, (8)
and Corollary 3.2 imply that
(9) dr (PRMq(2,m)) = q
m − ⌊qm−r⌋ for r = 1, . . . ,m+ 1
whereas Remark 3.3 shows that
dδm−r (PRMq(2,m)) =
{
pm − r if r = 0, 1, 2,
pm − (q + r − 2) if r = 3, 4.
It may be noted that (9) can be viewed as a generalization of the last theorem in
[9]. We end this subsection by remarking that an affine analogue of the Tsfasman-
Boguslavsky Conjecture is true, in general for 1 < d < q, thanks to the complete
determination of all higher weights of the Reed-Muller code RMq(d,m) by Heijnen
and Pelikaan [7, Thm. 5.10].
4.2. Comparison with a Theorem of Couvreur. In a recent preprint [3], Cou-
vreur has proved the following result, answering as a special case a conjecture that
goes back to Lachaud and stated in [6, Conj. 12.2] (see also [11, Conj. 5.3]).
Theorem 4.1 (Couvreur). Let X be a nondegenerate projective variety in Pm de-
fined over Fq. Suppose the irreducible components of X have dimensions n1, . . . , nt
and degrees δ1, . . . , δt, respectively. If ni < m for all i = 1, . . . , t, then
(10) |X(Fq)| ≤ p2n−m +
t∑
i=1
δi (pni − p2ni−m) where n := max{n1, . . . , nt}.
In particular, if X is equidimensional of dimension n and degree δ, then
(11) |X(Fq)| ≤ δpn − (δ − 1)p2n−m = δ(pn − p2n−m) + p2n−m.
Moreover, the upper bound is optimal for equidimensional varieties.
The original conjecture by Lachaud assumed X be a complete intersection (and
hence equidimensional) of degree δ ≤ q + 1 and had an additional hypothesis that
2n ≥ m, lest the bound in (11) reduces to a known inequality (cf. [2, Thm. 3],
[6, Prop. 12.1]). Just like the TBC, the conjecture by Lachaud reduces to Serre’s
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inequality (3) when codim X = m − n = 1. But for codimX > 1, the relation
between two conjectures above may not appear sufficiently clear and it may be
worthwhile to try to make it clearer. First, it should be noted that the hypothesis
of TBC is amenable to an easy verification—one just have to check that the defining
equations have the same degree and are linearly independent. On the other hand,
determining the dimensions and degrees of irreducible components from a given
set of equations defining the variety can be quite difficult. In fact, even when the
variety is known to be irreducible, determining the degree may not be easy, unless
of course it is a hypersurface. One basic case where the hypotheses of the TBC
and Theorem 4.1 coincide and are easily checked is when X ⊆ Pm is defined by the
vanishing of r linearly independent homogeneous polynomials in m + 1 variables,
each of the same degree d, and n = dimX = m − r so that X is a complete
intersection. In this case X is equidimensional and has degree δ = dr. Assume,
for simplicity, that n ≥ 0, i.e., r ≤ m and that d > 1 and δ ≤ q + 1. Then
(d−1, 0, . . . , 0, 1, 0, . . . , 0), with 1 is in the r-th place, is the rth element of Λ(d,m).
Consequently, the Tsfasman-Boguslavsky bound, say Tr(d), on |X(Fq)| is equal to
pm−2 + (d− 1)(pm−1 − pm−2) + (pm−r − pm−r−1) = (d− 1)q
m−1 + qm−r + pm−2.
Also since d− 1 ≥ 1, putting pm−2 = (q
m−1 − 1)/(q − 1), we see that
(12) Tr(d) ≥
qm + qm−r+1 − qm−r − 1
q − 1
.
On the other hand, the Couvreur bound in (11), say Cr(d), in this situation is
dr(pm−r − pm−2r) + pm−2r = (d
r − 1)(pm−r − pm−2r) + pm−r.
Since dr ≤ q + 1, i.e., dr − 1 ≤ q, we easily see that
Cr(d) ≤
qm−2r+2 (qr − 1) +
(
qm−r+1 − 1
)
q − 1
=
qm−r+2 + qm−r+1 − qm−2r+2 − 1
q − 1
.
Comparing the right hand side of the above equation with (12), we see that Cr(d) ≤
Tr(d) if r ≥ 2. It follows that the Couvreur bound is sharper, especially when
d > 2 and r > 2. Of course, this, by itself, does not contradict the TBC since
the projective varieties where the Tsfasman-Boguslavsky bounds are attained are
seldom equidimensional (that is to say, having all its irreducible components of
the same dimension), let alone complete intersections. Indeed, in the commonly
applicable situation considered above, projective varieties attaining the Tsfasman-
Boguslavsky bound is expected to have d− 1 common components of codimension
1 and one of codimension r. As Couvreur [3, §5.2] has remarked, his bound in the
non-equidimensional case might not be optimal. This is, in fact, true, and to see
this, one can consider d = 2, r ≤ m, and the example of quadrics Q1, . . . , Qr in the
proof of Corollary 3.2. As we have seen, the projective variety, say X , cut out by
these quadrics has pm−1 + q
m−r points. Also it is clear that X has two irreducible
components, the hyperplane x0 = 0 and the linear subspace x1 = · · · = xr = 0.
Both the components are linear and are complete intersections. Thus in the notation
of Theorem 4.1, we have t = 2 and n1 = m− 1, n2 = m− r, while δ1 = 1 = δ2. It
follows that the upper bound of Couvreur in (10) in this case is
p2(m−1)−m +
(
pm−1 − p2(m−1)−m
)
+
(
pm−r − p2(m−r)−m
)
,
or in other words,
pm−1 + q
m−r + qm−r−1 + · · ·+ qm−2r+1.
So if r ≥ 2, then the Tsfasman-Boguslavsky bound is sharper than the Couvreur
bound in this case. It is thus seen that the two bounds compliment each other and
neither implies the other, in general.
HYPERSURFACES OVER FINITE FIELDS 9
Acknowledgements
We are grateful to: (i) Masaaki Homma for bringing [8] to our attention and also
outlining the double counting argument given in Remark 2.3 to prove Lemma 2.1,
(ii) Michael Tsfasman for some helpful discussions and suggesting that Lemma 2.1
could follow from the Plotkin bound, (iii) Olav Geil for pointing out that the bound
for |Z(f)| in (1) is also known as Schwartz-Zippel bound, and (iv) the anonymous
referee for many useful comments on an earlier version of this article.
References
[1] P. Beelen, S. R. Ghorpade, and T. Høholdt, Duals of affine Grassmann codes and their
relatives, IEEE Trans. Inform. Theory, 58 (2012), 3843–3855.
[2] M. Boguslavsky, On the number of solutions of polynomial systems, Finite Fields Appl. 3
(1997), 287–299.
[3] A. Couvreur, An upper bound on the number of rational points of arbitrary projective
varieties over finite fields, arXiv:1409.7544 [math.AG], 2014.
[4] M. Datta and S. R. Ghorpade, Number of solutions of systems of homogeneous polynomials
over finite fields, arXiv:1507.03029 [math.AG], 2015.
[5] P. Delsarte, J. M. Goethals, and F. J. MacWilliams, Generalized Reed-Muller codes and
their relatives, Inf. Control, 16 (1974), 403–442.
[6] S. R. Ghorpade and G. Lachaud, E´tale cohomology, Lefschetz theorems, and number of
points of singular varieties over finite fields, Mosc. Math. J., 2 (2002), no. 3, 589–631.
[7] P. Heijnen and R. Pellikaan, Generalized Hamming weights of q-ary Reed-Muller codes,
IEEE Trans. Inform. Theory 44 (1998), 181–196.
[8] M. Homma, A bound on the number of points of a curve in a projective space over a finite
field, Contemp. Math. 579, Amer. Math. Soc., Providence, RI, 2012, pp. 103–110.
[9] G. Lachaud, Projective Reed-Muller codes, Coding theory and applications (Cachan,
1986), Lecture Notes in Comput. Sci., vol. 311, Springer, Berlin, 1988, pp. 125-129.
[10] G. Lachaud, The parameters of projective Reed-Muller codes, Discrete Math. 81 (1990),
217–221.
[11] G. Lachaud and R. Rolland, An overview of the number of points of algebraic sets over
finite fields, J. Pure Appl. Algebra 219 (2015), 5117-5136.
[12] R. Lidl and H. Niederreiter, Finite Fields, 2nd Ed., Enc. of Math. and its Appl., Vol. 20,
Cambridge University Press, Cambridge, 1997.
[13] J.-P. Serre, Lettre a` M. Tsfasman du 24 Juillet 1989, Journe´es Arithme´tiques (Luminy,
1989). Aste´risque No. 198-200 (1991), 351–353.
[14] A. B. Sørensen, Projective Reed-Muller codes, IEEE Trans. Inform. Theory 37 (1991),
1567–1576.
[15] M. A. Tsfasman, S. G. Vla˘dut¸, and D. Nogin, Algebraic Geometric Codes: Basic Notions,
Amer. Math. Soc., Providence, RI, 2012.
[16] V. K. Wei, Generalized Hamming weights for linear codes, IEEE Trans. Inform. Theory
37 (1991), 1412–1418.
[17] C. Zanella, Linear sections of finite Veronese varieties and authentication systems defined
using geometry, Designs, Codes, Crptogr. 13 (1998), 199–212.
Department of Mathematics, Indian Institute of Technology Bombay,
Powai, Mumbai 400076, India.
E-mail address: mrinmoy.dat@gmail.com
Department of Mathematics, Indian Institute of Technology Bombay,
Powai, Mumbai 400076, India.
E-mail address: srg@math.iitb.ac.in
