We consider a fractional Adams method for solving the nonlinear fractional differential equation
Abstract
We consider a fractional Adams method for solving the nonlinear fractional differential equation 2004) , which implies that C 0 D α t y behaves as t α −α which is not in C 2 [0, T ]. By using the graded meshes t n = T (n/N) r , n = 0, 1, 2, . . . , N with some suitable r > 1, we show that the optimal convergence order of this method can be recovered uniformly in t n even if C 0 D α t y behaves as
Introduction
In this paper, we will consider a numerical method for solving the following fractional nonlinear differential equation, with α > 0, where α is the smallest integer ≥ α. As usual we demand that the function f is continuous and fulfills a Lipschitz condition with respect to its second argument with Lipschitz constant L on a suitable set G. Under these assumptions, Diethelm et al. Equations of this type arise in a number of applications where models based on fractional calculus are used, such as viscoelastic materials, anomalous diffusion, signal processing, and control theory; see Oldham and Spanier [16] , Kilbas et al. [10] , Podlubny [20] .
The analytic solution of (1.1) for the general function f is not known. Therefore, we have to apply some numerical methods for solving (1.1). Stability and convergence of such numerical methods are analyzed under certain smoothness assumptions for the solutions of (1.1); see, for example, [1, 2, 7, 11, 14, 17, 18, 23, 26] .
Most analysis of the numerical methods for solving (1.1) is deduced under the assumptions that the meshes are uniform; see, for example, [7-9, 13, 14, 26] . To obtain a higher order numerical method with uniform meshes, the solutions or data of (1.1) are required to be sufficiently smooth, for example,
. However, as we will see below in Theorem 1.2, although y ∈ C m [0, T ] for some m ∈ N, 0 < α < m, the Caputo fractional derivative C 0 D α t y behaves as t α −α when y α (0) = 0, α > 0. Therefore, it is interesting to design some numerical methods which have the optimal convergence orders when C 0 D α t y behaves as t α −α , α > 0. Diethelm [4, Theorem 3 .1] used the graded meshes to recover the optimal convergence order for the approximation of the Hadamard finitepart integral. Recently, Stynes et al. [21, 22] applied the graded meshes to recover the convergence order of the finite difference method for solving a time-fractional diffusion equation when the solution is not sufficiently smooth. This excellent approach in [21, 22] allows to obtain a (relatively) high convergence order without the otherwise required very unnatural smoothness assumptions on the given solution. Other works for solving fractional differential equations with nonuniform meshes may be found in, for example, [12, 19, 24, 25] . Motivated by the ideas in Diethelm [4] and Stynes et al. [22] , we will introduce a numerical method for solving (1.1) with the graded meshes and we prove that the optimal convergence order uniformly in t n for the proposed numerical method can be recovered when C 0 D α t y(t), α > 0 behaves as t σ , 0 < σ < 1. Before we introduce our numerical method, we recall some well-known smoothness properties of the solution y of (1.1) under some assumptions of f . Theorem 1.1 [15, Lubich, 1983 , Theorem 2.1]
and some c 1 , c 2 , . . . , cν ∈ R such that the solution y of (1.1) can be expressed in the form For example, when 0 < α < 1, f ∈ C 2 (G), we havev = 1 α − 1 ≥ 1 and y = ct α + smoother terms, which implies that the solution y of (1.1) behaves as t α , 0 < α < 1 when f ∈ C 2 (G).
Moreover, the (m − α )th derivative of ϕ satisfies a Lipschitz condition of order α − α.
For example, when 0 
The condition (1.4) gives the behavior of g(t) near t = 0 and implies that g(t) has the singularity near t = 0. It is obvious that g / ∈ C 2 [0, T ]. For example, we may choose g(t) = t σ with 0 < σ < 1.
Let N be a positive integer and let 0 = t 0 < t 1 < · · · < t N = T be the graded meshes on [0, T ] defined by For simplicity, we assume that T = 1 in this paper. Let us now introduce the fractional Adams method with the graded meshes (1.5). Such methods with the uniform meshes have been introduced and analyzed in Diethelm [5, Appendix C] in the general case and Diethelm et al. [8] .
Denote y j ≈ y(t j ), j = 0, 1, 2, . . . , n + 1 with n = 0, 1, 2, . . . , N − 1, the approximation of y(t j ), we define the following predictor-corrector Adams method for solving (1.3), with α > 0 :
0 is given, (1.6) where the weights b j,n+1 , j = 0, 1, 2, . . . , n satisfy
and the weights a j,n+1 , j = 0, 1, 2, . . . , n + 1 satisfy
(1.8)
The predictor term y P n+1 in (1.6) is obtained by approximating the integral
Similarly, the corrector term y n+1 in (1.6) is obtained by approximating the integral
We remark that when r = 1, the weights in (1.8) reduce to the weights in Diethelm et al. [8, (1.14) ] with the uniform meshes.
Under the assumption that g(t) :
T ] and r = 1 (i.e., uniform meshes), Diethelm et al. [8] proved the following error estimates, i.e., [8, 
In this work, under the Assumption 1, and r > 1, we shall prove the following error estimates: Theorem 1.5 Let α > 0 and assume that g := C 0 D α t y satisfies Assumption 1. 1. If 0 < α ≤ 1, assume that y(t j ) and y j are the solutions of (1.3) and (1.6), respectively, then we have
If α > 1, then we have
Remark 1.6 By Theorem 1.1, assume that f ∈ C m (G), m ≥ 2 and α ∈ (0, 1), then, with some constants c 1 , c 2 , . . . , cν ∈ R,
which implies that, with some constants
We see g := C 0 D α t y behaves as c + ct α ; therefore, we may apply Theorem 1.4 with σ = α in this case.
Remark 1.7
If one uses M > 1 corrector iterations instead of just one, under the assumption that g := C 0 D α t y is sufficiently smooth, Diethelm [6] showed that the order in Theorem 1.4 with the uniform meshes can be improved to O(N − min{2,1+Mα} ) for α > 0. For the graded meshes, we may show that the order in Theorem 1.4 can also be improved to O(N − min{2,1+Mα} ) by choosing r > 1 such that r(Mα + σ ) > min{2, 1 + Mα} when 0 < α ≤ 1. For α > 1, it is not necessary to use M > 1 correctors since we can always get O(N −2 ) when we choose r such that r(1 + σ ) > 2 for any M ≥ 1 correctors.
Remark 1.8
The modification of the basic Adams-Bashforth-Moulton method suggested by Deng [3] for the case of a uniform grid can be applied for the graded mesh used in this paper as well. This should lead to a reduction of the computational cost without an increased error.
We remark that the optimal convergence order O(N − min(1+α,2) ), α > 0 obtained in Theorem 1.3 for the numerical method (1.6) for the smooth g with the uniform meshes with r = 1 can be recovered in Theorem 1.4 for the nonsmooth g with the graded meshes (1.5) with r > 1.
The paper is organized as follows. In Section 1. we introduce the predictorcorrector method for solving (1.1) with the graded meshes. In Section 2, we prove our main result Theorem 1.4. Finally in Section 3, we give some numerical examples which show that the numerical results are consistent with the theoretical results.
Throughout, the notations C and c, with or without a subscript, denote generic constants, which may differ at different occurrences, but are always independent of the mesh size.
Proof of theorem 1.4
In this section, we will give the proof of Theorem 1.4. To do this, we need some preliminary lemmas.
Lemma 2.1 Let α > 0.
Assume that g satisfies Assumption 1.
where P 1 (s) is the piecewise linear function defined by, with j = 0, 1, 2, . . . , n,
Proof Note that, with n = 0, 1, 2, . . . , N − 1,
For I 1 , we have, by Assumption 1,
Note that there exists a constant c > 0 such that
which follows from
If 0 < α ≤ 1, then we have
For I 2 , we have, with ξ j ∈ (t j , t j +1 ), j = 1, 2, . . . , n−1 and n = 2, 3, . . . , N −1,
By Assumption 1 and utilizing Stynes et al. [22, Section 5.2] , with n ≥ 4, we have
is the smallest integer ≥ n−1 2 . For I 21 , we first consider the case 0 < α ≤ 1, we have, with n ≥ 4,
Note that, with ξ j ∈ [j, j
and
Thus, with n ≥ 4,
Case 1, if r(σ + α) < 2, we have
Case 2, if r(σ + α) = 2, we have
Case 3, if r(σ + α) > 2, we have
Thus, we have, with 0 < α ≤ 1,
We next consider the case α > 1, we have, with n ≥ 4,
Thus, we have, with α > 1,
For I 22 , by (2.3) and noting that, with
we have
Note that
we get, with n ≥ 2 and α > 0,
For I 3 , we have, with ξ n ∈ (t n , t n+1 ), n = 1, 2, . . . , N − 1,
By Assumption 1 and (2.3), we have, with α > 0,
Obviously the bound for I 3 is stronger than the bound for I 21 .
Together these estimates complete the proof of Lemma 2.1. 
Lemma 2.2 Let
which is also positive obviously. Further, we have, with j = 0, 1, 2, . . . , n,
The proof of Lemma 2.2 is complete.
Lemma 2.3 Let α > 0.
We have, with n = 0, 1, 2, . . . , N − 1,
where a n+1,n+1 is defined in (1.8).
Proof We have, by (1.8), with ξ n ∈ (n, n + 1),
The proof of Lemma 2.3 is complete.
Lemma 2.4 Let α > 0. Assume that g(t)
satisfies Assumption 1.
If α > 1, we have
where P 0 (s) is the piecewise constant function defined by, with j = 0, 1, 2, . . . , n,
Proof The proof is similar to the proof of Lemma 2.1. Note that a n+1,n+1
For I 1 , we have, by Assumption 1 and Lemma 2.3
If 0 < α ≤ 1, by (2.1), we have
If α > 1, by (2.2), we have
For I 2 , we have, with ξ j ∈ (t j , t j +1 ), j = 1, 2, . . . , n − 1,
Hence, by Assumption 1, 
If α > 1, we have
Note that r + rσ − 2 > −1 for any r ≥ 1. Hence, we have
For I 22 , we have
By (2.3) and noting that, with
we have, by (2.5), with α > 0,
For I 3 , we have, with α > 0,
By (2.3), we have
Together these estimates complete the proof of Lemma 2.4.
Lemma 2.5 Let α > 0. There exists a positive constant
where α j,n+1 and b j,n+1 , j = 0, 1, 2, . . . , n are defined by (1.8) and (1.7), respectively.
Proof We only prove (2.6). The proof of (2.7) is similar. Note that
where R 1 is the remainder term. Let g(s) = 1,we have
Thus, (2.6) follows by the fact a n+1,n+1 > 0 in Lemma 2.2.
Now we turn to the proof of Theorem 1.4.
Proof of Theorem 1.4 Subtracting (1.3) from (1.6), we have
The term I is estimated by Lemma 2.1. For I I , we have, by Lemma 2.2 and the Lipschitz condition of f ,
For I I I , we have, by Lemma 2.2 and the Lipschitz condition for f ,
Thus,
The term I I I 1 is estimated by Lemma 2.4. For I I I 2 , we have, by Lemmas 2.2, 2.3,
Hence, we obtain
To complete the proof of Theorem 1.4, we shall use the mathematical induction. We first consider the case 0 < α ≤ 1. In this case, we discuss the error estimates in the following four cases. Case 1. Let r(α + σ ) > max{2, 1 + α} = 2 . Assume that there exists a constant C 0 > 0 such that, with j = 0, 1, 2, . . . , n, n = 0, 1, 2, . . . , N − 1,
we shall show that
In fact, by Lemmas 2.1 and 2.4, we have
Following the idea of the proof for [8, Lemma 3.1, pp.41], we may first choose T sufficiently small such that the second term of the right hand side of (2.9) is less than C 0 2 N −1−α , then choose N sufficiently large and C 0 sufficiently large such that the summation of the other terms in the right hand side of (2.9) is also less than
Assume that there exists a constant C 0 > 0 such that, with j = 0, 1, 2, . . . , n, n = 0, 1, 2, . . . , N − 1,
Following the similar argument as in Case 1, we may show that
Case 3. Let 1 + α < r(α + σ ) ≤ 2. We may show that
Case 4. Let r(α + σ ) = 1 + α. We may show that
We next consider the case α > 1. In this case, we also discuss the error estimates in the following four cases. 
In fact, we have, using the same argument as in the proof of (2.8),
Following the idea of the proof for [8, Lemma 3.1, pp.41], we may first choose T sufficiently small such that the second term of the right hand side of (2.10) is less than C 0 2 N −2 , then choose N sufficiently large and C 0 sufficiently large such that the summation of the other terms in the right hand side of (2.10) is also less than 
. We may show that
Case 4. Let r = 2 1+σ . We may show that
Together these estimates complete the proof of Theorem 1.4. 
Numerical examples
In this section, we will give some numerical examples to illustrate the convergence orders of the numerical method (1.6) under the different smoothness assumptions of C 0 D α t y in (1.3). For simplicity, we only present the numerical results for the case α ∈ (0, 1). Similarly, we may obtain the numerical results for α > 1.
Example 3.1 Consider, with 0 < α < 1, 0 < β < 1 and α < β, For the different α ∈ (0, 1), we choose the different r and the different N = 20 × 2 l , l = 1, 2, 3, 4, 5. We obtain the maximum nodal errors e N ∞ defined above with respect to the different N. We also calculate the experimental order of convergence (EOC) by log 2
In Tables 1, 2 In Tables 4, 5 Remark 3.1 In the numerical examples above, the choices of the mesh grading parameters are based on the fact that we know certain properties of the exact solution. But in a realistic application, these properties are usually not known. Therefore, it might be better to motivate the choice of r by some properties of the given data.
In the applications, in some cases, we may determine the σ in Assumption 1 by using the given properties of f , then we may decide the value of r by Theorem 1.5. For example, by Remark 1.2, if we know f ∈ C m (G), m ≥ 2 and α ∈ (0, 1), then we see that σ = α. We will consider how to choose r based on some general properties of the given data in our future research. 
