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Biosensor networks is an emerging field of Wireless Sensor Networks (WSN) that
consists of small biological sensors that are implanted inside the body of the sub-
ject. These biosensor nodes can take measurements of various biological processes
occurring inside the subject and report back to the Base Station (BS). The BS
is responsible for taking necessary actions based on the received data. Biosensor
networks find there use in different medical processes like automated drug delivery,
heart beat rate monitoring, and temperature sensing etc.
Wireless transmissions in biosensor networks produce heat in the surrounding
tissues of the subject in which they are implanted. The heating effect is cancelled
by the thermoregulatory system of the subject. However, excessive transmissions
can cause the tissue damage due to reduced blood flow. Hence, there is a need to
control these wireless transmissions to prevent damage to the tissues of the subject.
xv
Another important parameter for biosensor networks that has not been discussed
before is the Quality of Service(QoS). Different medical operations require different
QoS requirements which the biosensor networks need to provide.
In this work, we propose a new model for biosensor networks that takes into
consideration the buffer occupancy of a biosensor node alongside changing wireless
channel statistics. Based on this model, we develop optimal transmission policies
that maximize the average transmission rate and minimize the average transmis-
sion power under different QoS constraints like average delay and average loss
rate etc.
Temperature increase caused by excessive transmissions is controlled using two
different models, the average thermal increment model and the strict temperature
model. The system is analysed using Markov Decision Processes (MDP) and solved
using Linear Programming (LP) approach. The optimal policies calculated are
then compared with a greedy policy for performance analysis. The optimal policies
outperform the greedy policy in both the network lifetime and transmission rate
objectives. The thermal behaviour of the optimal policies for the two models is also
discussed at the end. This work provides a new approach for QoS provisioning in
biosensor networks while ensuring the tissues of the subject remain in the safe
operating region.
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CHAPTER 1
INTRODUCTION
1.1 Sensor Networks
In the past decade, technological growth in software and hardware devices have
led to the development of tiny sensor devices that are economical and utilize low
energy. A large collection of wireless sensor nodes, when spread across a geo-
graphic location, form a Wireless Sensor Network which can be used for various
applications like process monitoring, surveillance activities, seismic monitoring
and industrial automation etc [1]. Wireless Sensor Networks (WSN) are respon-
sible for data collection, its processing and propagation. Excessive amount of
research has already been done in the field of WSN to tackle different challenges
faced by these networks like energy efficient operation, responsiveness,robustness
and self-configurability etc.
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1.2 Biosensor Networks
Biosensor Networks is a branch of WSN that utilizes small biosensors for wire-
less communication. Biosensors are small communication devices which employ
biological materials such as enzymes and antibodies as sensing elements. A collec-
tion of biosensors are implanted inside the body of the subject to form a biosensor
network that can be used to monitor and observe various biological processes and
detect anomalies inside the subject. This information is relayed back to a BS to
provide necessary treatment. Biosensor networks find there use in various daily
medical tasks like sensing body temperature, calculating heart beat rate and au-
tomated drug delivery etc. Biosensor networks are powered by either rechargeable
batteries or through electromagnetic waves. Body Area Sensor Networks (BASN)
also known as Wireless Body Area Networks (WBAN) is also a relevant field in
health monitoring using wireless technologies. Small and lightweight sensors are
attached to the outer surface of the subject [2]. Biosensor networks differ from
WBAN since the sensors are implanted inside the body instead of outer surface.
Various new challenges are introduced by these special WSN which are discussed
next.
1.3 Design Challenges for Biosensor Networks
Biosensor Networks contain all the technical challenges introduced by normal
WSN. In addition, they propose new ones that are unique to them. A major
challenge to realizing the full potential of biosensor networks is the heat they
2
generate as a result of power dissipation and wireless radiation. Unlike common
wireless sensor networks (WSN), biosensors have limited energy and they operate
inside the body of the subject. Each biosensor transmission generates heat. This
heat increases the temperature of the surrounding tissues of the subject. The
effect of the generated heat is balanced by the thermoregulatory system. However,
excessive transmissions may result in generated heat being greater than what can
be drained by the thermoregulatory system. The temperature increase if exceeds
a certain threshold can cause adverse effects on the tissues and may damage them
because of reduced blood flow. In such case, the biosensor node is shut down in
order for the tissues to cool down and attain normal body temperature.
As a consequence, the maximum safe temperature level which the tissues
can withstand becomes an important factor while operating biosensor networks.
Therefore, there is a need for intelligent thermal management techniques which
can mitigate the thermal effect on the tissues. Such techniques would, for exam-
ple, enable long-term measurements to be performed and thus help in avoiding
the prohibitive cost of continual hospital visits.
Biosensor networks like WSN are required to be energy efficient as well. Mak-
ing the system energy efficient has the added advantage of lesser wireless trans-
missions which result in better thermal management of the system as well. So,
minimizing the overall energy utilization by the system causes the system to op-
erate in safe temperature zone.
On the other hand, increased transmissions provide better accuracy in the real
3
time system being implemented by the biosensor network and increase its robust-
ness. So there is a need to optimize the transmission schedule of biosensors to
prevent damage to the subject’s skin tissues and at the same time make the system
as robust as possible. All these contradicting challenges need to be addressed. An
optimal operating policy for biosensor network based on these conflicting objec-
tives needs to be formulated which maximize the system performance and provide
better QoS.
1.4 Quality of Service Provisioning in Biosensor
Networks
Future medical healthcare will require numerous services with different Quality
of Service (QoS) requirements. The changing behaviour of the wireless channel
and random arrivals to biosensor node pose a significant challenge in achieving
this goal [3]. In biosensor networks minimizing the power consumption is an
important objective for battery operated devices. It has an added advantage of
reducing the operating temperature of the biosensor node. Similarly increasing
the sample transmissions can increase the robustness of the system. In order to
provide these varying services, different QoS parameters are considered which can
affect performance of the system. Very little work has been done in providing QoS
provisioning in biosensor networks. In the recent past, the main focus has been
on minimizing the average temperature increase of the system [4] [5] [6] without
4
considering other QoS parameters that may affect system performance.
An important QoS parameter that can affect the system performance is the
delay experienced by the incoming samples at the input of the buffer. Different
users will experience varying QoS depending on the delay experienced by each of
them. So, delay at the input of buffer is an important parameter that needs to be
included in the system design.
Similarly, the number of samples lost at the input of buffer is also an important
QoS factor to the users requiring robustness and quick system response. Reducing
the sample transmissions to save energy can cause number of samples in buffer
to increase which consequently causes the loss of samples. Hence,when minimiz-
ing the overall power consumption, QoS provisioning requires that the loss rate
shouldn’t exceed certain limit.
Besides these above mentioned QoS parameters, an additional QoS constraint
required when maximizing the sample transmissions is the thermal increase QoS
constraint. Each transmission causes the temperature of the surrounding tissues
to increase. Restricting the increase in temperature of surrounding tissues causes
the system to operate in safe zone. An accurate description of thermal increase
constraint is described in later chapters.
Unfortunately, all the current system models used to represent a biosensor
network does not take into account the state of buffer as a system parameter.
As a result, important QoS parameters like delay and loss rate are not taken
into account. The inclusion of buffer state as a system parameter can provide
5
an accurate picture of the biosensor node and also help in providing better QoS
provisioning for different applications in biosensor networks which can help in
targeting specific class of diseases based on their QoS requirement.
1.5 Thesis Outline
This thesis presents a new system model for biosensor nodes that introduces buffer
state as part of the system model for biosensor networks. The system is formulated
as a cross layer optimization problem having fixed transmission buffer over a
slowly varying Rayleigh channel. The system can be accurately represented by
an MDP. Two different MDP models are proposed that vary based on the way
they handle the temperature variations in the system. In first model, the system
state consists of channel and buffer state. Temperature variations are introduced
as a thermal increment constraint. In the second model, a strict temperature
constraint is proposed by including temperature as part of the system model.
The system state in this case consists of channel, buffer and temperature state.
This provides an upper bound on the operating temperature and makes sure the
biosensor never exceeds limits. Various QoS parameters like average buffer delay,
average loss rate and average thermal increment are used to achieve different
objectives like minimizing average power consumption and maximizing average
number of sample transmissions. In order to obtain optimal operating policies
using these objectives and constraints, LP toolbox is used to model the MDP [7]
in MATLAB [8]. Once the optimal policies are obtained, the system is simulated
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and performance is compared with greedy policy. The safe operation of biosensor
node is also observed during analysis. Our contribution can be summarized as
follows:
1. Proposing a new model for biosensor networks that incorporates the effect
of traffic on system performance,
2. Study the effect of different QoS constraints like loss rate and buffer delay,
and
3. Capturing the thermal effect by proposing an average thermal increment
model and a strict temperature model
1.6 Summary
This thesis presents a new system model for biosensor networks that takes into
consideration the buffer state as part of the system model. Different optimal poli-
cies are calculated for achieving certain objectives under various QoS constraints.
The organization of the work is as follows, a detailed literature review in this area
is provided in Chapter 2. Chapter 3 provides a background information to the
tools used for evaluating the optimal policies. The proposed model that incor-
porates traffic into the system along with different QoS parameters is discussed
in Chapter 4. Chapter 5 describes the results obtained by solving the system
for optimal policies and simulating the results. Conclusions and future work are
discussed in Chapter 6.
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CHAPTER 2
LITERATURE REVIEW
There is a growing body of work done in the field of wireless network technologies
to provide cost effective solutions for health care industry. Long-term health care
monitoring is a daunting task and this requires huge amount of cost and labor work
[9]. The evolution in wireless technologies have led to a cost effective realization in
solving such problems. WSN consists of small, energy constrained sensors which
are used to monitor various phenomenon’s and report back to Base Station (BS).
A lot of work has been done to improve the performance of wireless sensor and
cellular networks [10], [11], [12], [13]. Bio-sensor network is field of WSN which
deals with observing biological processes within the subjects in which they are
placed. The similar field to biosensor networks;i.e., WBAN has also seen recent
development in energy control methodologies. This chapter provides a review on
the various QoS improvement techniques relative to our study that have been
deployed in the fields of wireless cellular networks, WSN, WBAN and biosensor
networks.
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2.1 QoS Provisioning in Wireless Networks
Support for various QoS requirements like average packet loss, average delay, Bit
Error Rate etc. are essential in development of future wireless networks. However,
there are varying challenges faced in doing so e.g. limited battery energy and time
varying nature of wireless channel etc. Cross layer optimization techniques have
been proposed in literature to tackle these issues. Authors in [14] handle the
issue of time varying nature of wireless channel by putting constraints on different
system parameters like data rate, modulation schemes and transmission power.
The QoS trade-off’s between average transmission power, average packet drop-
ping probability and average buffer delay for optimal transmission scheduling is
studied in [3]. The authors consider a cross-layer optimization problem for wire-
less communication networks having a finite size transmission buffer over a time
varying correlated fading channel. A decentralized time-slotted single user sys-
tem is presented. The channel is assumed to be slowly varying having Rayleigh
distribution which can be modeled as Finite State Markov Chain (FSMC) [39].
The system is formulated as both constrained and unconstrained MDP with aver-
age cost criteria. Unconstrained MDP formulation is solved using Relative Value
Iteration (RVI) algorithm while LP approach is used to find optimal scheduling
policies for constrained MDP. In unconstrained MDP optimization, weighted sum
of three QoS parameters average power, average delay and average packet drop-
ping probability are minimized. However, in constrained MDP formulation each of
the objective is minimized one by one while enforcing constraints on the remaining
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parameters. Although unconstrained MDP produce superior deterministic policies
as compared to constrained MDP which produce randomized policies, solution of
constrained MDP using LP is computationally fast as compared to RVI algorithm
and also able to handle large number of constraints. For cases involving limited
resources where its not possible to use optimal policies, the authors propose an sub
optimal log scheduling policy that is independent of the wireless channel statis-
tics. The performance of sub optimal scheduler is shown to be close to optimal
scheduler over different fading rates, number of action sets and type of arrivals at
input of buffer. The work provides great insights into modeling of slowly faded
Rayleigh distributed channel and buffer occupancy as a MDP and optimization of
various QoS parameters are also represented in detail which provides significant
help in developing a new system model for biosensor networks.
A large amount of work in optimizing the transmit power control for wireless
ad-hoc networks is already done in [15] [16] [17]. They propose various optimal
transmission policies under various constraints. Authors in [12] deal with the op-
timization of cellular networks by considering an uplink power control problem.
QoS of the cellular networks is improved by maximizing network lifetime and
throughput with the help of controlling a discrete set of power levels for trans-
missions based on available channel state information. Two cases for acquiring
channel state information are considered, centralized and decentralized. In decen-
tralized case, a single mobile unit chooses its power level based on the information
from its channel to base station information. However, in centralized case, all the
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channel information of mobile units in the system is captured by the base station
and based on that, an optimum power level is chosen for each of the mobile units.
In both the cases, two type of optimizations are proposed;i.e., Cooperative and
non cooperative optimizations. In cooperative optimization a common objective
is chosen to optimize whereas in non cooperative optimization each mobile unit
optimizes its own objective independent of the status of other mobile units. The
system is formulated as a linear programming problem and is solved to obtain
optimal policies that maximize the objective. The authors also provide a numer-
ical example for communication between two mobile units with the base station.
Power control is one of the objectives that are considered in this thesis during the
development of optimal policies for bio-sensor network and non cooperative opti-
mization provide ample benefits in developing the MDP models biosensor network
that we present.
2.2 Optimization in Wireless Sensor Networks
Various design metrics have been used in optimization of WSN e.g. mean square
error [18], [19], throughput [11], and network lifetime [20], [21], [22], [23]. Wireless
sensor network are operated on battery’s and need to operate for long period of
times since most of the applications requires remote deployment. So saving the
power consumption and maximizing network lifetime is of prime importance.
Maximizing network life time of a wireless sensor network is dealt in [13] by
presenting optimal transmission scheduling policies for sensor nodes. The prob-
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lem is formulated as a shortest path MDP. The paper introduce three different
channel information structures: global Channel State Information (CSI), channel
statistics, and local CSI. The system is assumed to be time-slotted. The Access
Point (AP) initiates the data collection process in each time slot by selecting a
subset of sensors for transmission according to an optimum policy. In global CSI
structure, the scheduler has channel realization information of all nodes in the
network which causes increased implementation overhead. Whereas, in channel
statistics structure, channel distribution of various nodes in the network is realized
by the scheduler in finding the optimal policies. Local CSI provides the advan-
tages of using CSI without the implementation overhead. Each node, based on
its own channel state information and residual energy, determines and efficiency
index. The nodes with high efficiency index are scheduled for transmission in the
next time slot using distributed opportunistic carrier sensing scheme [24]. The ef-
ficiency index is calculated according to a scheduling algorithm developed in [25]
called Dynamic Protocol for Lifetime Maximization (DPLM). Various trade-off’s
between the channel information structures are discussed to maximize network
lifetime. In our work, the biosensor nodes use local CSI in order to develop an
optimal scheduling policy under various conflicting constraints.
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2.3 Optimal Power Control in Wireless Body
Area Networks
Body Area Sensor Networks (BASN) also known as Wireless Body Area Networks
(WBAN) is also a relevant field in health monitoring using wireless technologies.
Small and lightweight sensors are attached to the outer surface of the subject
[26]. These networks have less effect on tissues as compared to biosensor networks
therefore not much research has been done in temperature control for such net-
works. Various prototype devices have been developed for WBAN, such as MicaZ
motes [27] which are part of Harvards CodeBlue project [28] and Toumaz Sensium
Digital Plaster chips which are operated by small printed batteries [29]. These
sensor devices have very limited energy resources and since communication is the
most energy consuming operation which they perform [30], careful transmission
power control is required to operate the devices.
As far as WBAN are concerned, Authors of [9] optimize the network life time
of WBAN by the use of dynamic radio transmit power control. Potential gains of
using dynamic radio transmission to achieve better network lifetime are quantified
by comparing them against oﬄine energy saving policies under a given reliabil-
ity. The authors provide oﬄine transmission policy by providing a comprehensive
research regarding rapid change in wireless channel quality. The Received Signal
Strength Indicator (RSSI) is used to explain the states of wireless channel when
subject is observing three scenarios;i.e., normal walk, slow walk and resting. The
optimal transmission power is defined as the lowest transmit power required to
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achieve a minimum required RSSI. In off-line optimal transmission scheduling the
choice of optimal power is done off-line by observing the RSSI of different sce-
narios. Through empirical evidence, it is reported that the ideal environment for
reducing the energy consumption is when the patients are at rest. In developing
online power control policies, the channel state information is provided by the
base station through a feedback channel which is assumed to be perfect. The
base station measures the RSSI for each packet and transmits the information
back to the sensor mote in acknowledgement packet. The online policy is built by
maintaining a running average of RSSI and comparing it against certain thresh-
old parameters to increase or decrease the transmit power. The parameters are
adjusted to obtain trade-offs between energy savings and reliability of the system
which make them suitable for different applications depending on operating con-
ditions. The proposed scheme is practically tested on real WBAN motes at the
end. The paper provides a detailed information regarding the changing statistics
of the wireless channel and shows that power control is an important parameter
in maximizing system performance in WBAN.
2.4 Linear Programming Solvers for MDP’s
Most of the systems proposed in previous work use MDP to for obtaining optimal
policies. Normal approaches to solution of MDP use policy iteration and value
iteration methods. But these methods suffer when the system state space increase
or the number of constraints are increased. LP approaches have been used in the
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past to solve system with large constraints and state space. So, we will use LP
approaches on the MDP formulated system model. The authors of [7] propose
linear programming (LP) solvers for MDPs. The solvers are developed in Java
and work for the discounted cost as well as average cost criteria in MDPs. The
results obtained are compared with value and policy iteration algorithms for the
solution of MDPs and indicate a significant performance boost when using LP
solvers. The papers describes in detail how to formulate constrained MDP with
average cost criterion as a LP model and setup its parameters.
2.5 Performance Optimization in Biosensor
Networks
In bio-sensor networks, additional constraints are introduced which increase the
complexity in developing optimal policies for providing QoS [31] [32]. Most im-
portant of these is the temperature constraint. Radio transmissions in biosensor
networks cause increase in temperature of the tissues surrounding the subject.
Ensuring the system operates in safe operating zone is of prime importance in
biosensor networks.
Cluster based approaches to handle the temperature increase in biosensor net-
works have also been proposed in literature. Specific Absorption Rate (SAR) is
parameter used in literature to represent the rate at which radiation energy is
absorbed by human tissues. It is shown in literature that exposure to to SAR
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of 8W/Kg in single gram of tissue for 15 minutes may result in tissue damage
in the head or torso of subject [33]. Similarly sensitive organs having biosensor
nodes implanted inside them are even more sensitive to temperature increase and
might be damaged with lesser increase in SAR [34]. Temperature Increase Po-
tential (TIP) is parameter introduced in [35] to reflect an estimated increase in
temperature of biosensor nodes in the network. TIP based on Pennes bioheat
equation [36] and the Finite Difference Time-Domain (FDTD) method [37]. The
authors use SAR to model the exact temperature increase in biosensor networks
by taking into consideration the heating effects caused by the power dissipation
due to recharging of biosensor nodes, sample transmissions and losses in sensor
circuitry. TIP is used to estimate the temperature increase value of each sensor
node by taking into account the rotation sequence, sensor location and effect of
other nodes in the network. Pij is defined as TIP at node j due to node i. By
taking the effect of all other biosensor nodes in the network, TIP for node j can
be calculated. A rotating cluster policy for optimization of thermal management
of the biosensor network is proposed . Since the cluster selection process requires
significant resources, a genetic algorithm is proposed at the end which provides a
near optimal rotation sequences that minimizes temperature increase. This paper
provides an detailed model for predicting the temperature increase in biosensor
nodes but doesn’t take into account the changing statistics of the wireless channel
and the limited buffer space. In our work we present an abstract value of tem-
perature increase instead of getting the exact value to simulate the behaviour of
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optimal policy.
The heating issue of biosensor nodes is addressed in [5] [4]. The authors
optimize the network lifetime under strict temperature constraints by considering
different amounts of initial energy. The system consists of sensor nodes whose
transmissions affect the temperature level of surrounding sensors as well. The
system is modeled as a discrete time MDP that grows in discrete time steps over
time. During each time slot, the scheduled sensor undergoes a change in its energy
and temperature according to its action. The unaffected biosensors temperature
is assumed to decrease constantly whereas temperature increase for those that
are affected is considered to be directly related with the scheduled sensor for
transmission. The system is solved to obtain an optimal operating policy that
maximizes the network lifetime while keeping the system in safe temperature
zone to avoid tissue damages.The optimal policy obtained by solving the MDP is
compared with the TIP and residual energy based transmission scheduling policies.
The results obtained indicate that the optimal policy performs better as compared
to other two policies. Fig. 2 shows the system observed in maximization of
network life time.
Optimization of biosensor networks by increasing the number of transmitted
samples is addressed in [6]. Since biosensor networks operate in a real time envi-
ronment, increasing the robustness of the system by providing timely and accurate
readings certainly improves the performance of the system. The model of the bio-
sensor network proposed is shown in Fig. 3. Biosensor is implanted inside the
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Figure 2.1: Network Lifetime Optimization in Biosensor Networks
body of the subject. The control signals are initiated by the base station which
also controls the power source. This system is modeled as a discrete time MDP
having current energy and transmission power as system states. Temperature is
also introduced as a strict constraint and is part of states set. The actions are
controlled by the base station and consists of transmit sample, sleep and recharge
biosensor node. The authors evaluate an optimal policy by solving the system
using value iteration algorithm with average reward criteria that maximizes the
samples transmitted by a biosensor network against greedy and heuristic policies.
The heuristic policy presents two control parameters that allow dynamic selection
of actions. The results achieved through heuristic policies are very close to the
optimal one and can be used where evaluation of optimal policy is not feasible.
The model, however, does not take into account the changing state of wireless
channel and the varying amount of traffic input to the biosensor nodes.
The papers discussed in [5], [4] and [6] provide an accurate model for biosensor
networks by considering both power and energy constraints. The models, however,
does not consider the effect of changing wireless channel as well as the traffic input
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Figure 2.2: Maximizing Sample Transmissions in Biosensor Networks
at the biosensor network. In this thesis work, we propose a new model for biosensor
networks that incorporates traffic and changing wireless channel statistics into the
system. New constraints are introduced by the addition of traffic, which are then
solved to obtain optimal operating policies. The optimal policies are simulated
and results are compared with a greedy policy to investigate the effect on QoS.
The thermal effect of obtained policies and how it can limit the performance is
also discussed at the end.
2.6 Summary
In this chapter, research and previous work related to QoS provisioning in biosen-
sor networks are presented. In literature, there isn’t much work done in providing
better QoS for biosensor networks. However, work done in the field of other wire-
less network provide ample base to propose a new model for biosensor networks
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that is able to provide varying QoS requirements. Thus contribution of this thesis
work adds a new dimension in biosensor networks that is able to handle various
issues related to packet loss and changing wireless channel statistics.
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CHAPTER 3
BACKGROUND
This chapter presents the background information about the tools used to study
the new system model proposed for the biosensor networks. We shall use the
framework of MDP to study interaction between the different components in the
system. In order to solve the MDP representation of the system we use LP
approach in MATLAB[8]. Some background information on both these topics is
discussed in this chapter.
3.1 Markov Decision Processes
MDP have been used widely in solving variety of problems related to data com-
munication, computer networks and robotics. MDP are used in modeling of time
varying dynamic systems. A necessary property that any markov process or a
chain satisfies is that the effects of an action taken in a state depend only on that
state and not on the prior history of the system. This property is called markov
property. In short, the markov property means the memory-less property of a
21
Figure 3.1: Solving Discrete Markov Chains
stochastic process. In a simple discrete markov chain, given the current state of
the system, a one-state transition matrix gives the probabilities for what the state
will be next time. Given this transition matrix, one can describe the behavior of
the system by finding the steady state probabilities. Many queuing systems can
be modeled using markov chains. This process is shown in Fig. 3.1.
Now in order to design the operation of a discrete time Markov chain so as
to optimize its performance, rather than passively accepting the design of the
Markov chain and the corresponding fixed transition matrix, we get proactive.
For each possible state of the Markov chain, we make decision about which one
of several alternative actions should be taken in that state. The action that is
chosen affects the transition probabilities of the system as well as the immediate
costs (or rewards) and subsequent costs from operating the system. We want to
choose the optimal set of actions for all the states of the system when considering
both the immediate and subsequent costs. The decision process for doing this is
referred to as a Markov Decision Process (MDP). So to summarize, we can say
that a Markov Decision Process (MDP) model contains:
1. A set of possible system states S,
2. A set of possible actions A,
22
Figure 3.2: General Description of Markov Decision Process
3. A real-valued reward or cost function for all the possible state-action pairs
and
4. A system state transition probability matrix for all the system states.
Fig. 3.2 gives a general description of various components of a MDP model.
Solving the MDP model ends up with a rule that provides information re-
garding which action to choose in each state of the system. So given an MDP
our objective is to determine an optimal policy according to some cost criterion
that will maximize our reward. Once the optimal policy is determined, it will
decide which action to perform in each state of the system such that it maximizes
our reward criteria. The optimal policy will help to build an optimal transition
probability matrix that can optimally describe the behaviour of the system and
improve its performance. Fig. 3.3 shows this optimal policy behaviour and how
it builds optimal transition probability matrix.
In terms of System state probabilities, the optimal transition probability ma-
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Figure 3.3: Optimal Transition Probability Matrix
trix is formed by picking for each system state the optimal row from all the
transition probability matrices formed for all actions.
Objective functions map the infinite sequence of rewards to real valued num-
bers e.g. total reward, average reward and discounted reward can be considered
as objective functions to obtain the policy. In this thesis work we consider the
average reward criterion to solve the MDPs. In order to solve the system for
optimization, it is required to solve the Bellman’s equation . The standard form
of this equation is represented as
Vn(s) =
max /min
a ∈ A
[
R(s, a) + γ
∑
s′∈S
P (s′|s, a)× Vn−1
]
(3.1)
where γ is the discount factor and for average reward criteria it’s value is one.
R(s, a) represent the reward for performing action a in state s, P (s′|s, a) represents
the transition probability of choosing action a in state s of the system and moving
to a new state s′. n represents the iteration index during optimization process.
There are various methods of deriving an optimal policy for an MDP like
exhaustive enumeration, linear programming, value iteration and policy iteration.
In policy iteration we start with an arbitrary policy pi0 and carry out multiple
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iterations. In each iteration we calculate the reward of following the current policy
and compare it with the current reward of the system. If the action suggested
improves the reward, we update the policy and start next iteration. The process
stops when there is no improvement in policy possible.
In iterative approaches to solve the MDP models, one needs to incorporate
all the constraints in the system into the cost function as a weighted form. This
can be difficult if the number of constraint is large. For such type of problems
LP approaches are able to better handle the large number of system states and
constraints. In this thesis work we use LP approach for solving MDPs to efficiently
control the constraints in the system.
3.2 Linear Programming
LP is a technique for determining optimal solutions to mathematical problems
which can be expressed as linear equations. A linear program consists of a set
of variables, a linear objective function which indicates the effect of each variable
on the required outcome, and a set of linear constraints which limit maximum or
minimum values the variables can take. Finding the optimal solution of the prob-
lem involves determining the values of these variables that optimize the objective
function and keeps all the constraints within bounds. The most important part
of LP is formulating a real world problem into a linear program. Formulation is
the process of translating a real-world problem into a linear program. Once the
problem is accurately formulated according to LP requirements, the process of
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obtaining the solution can be done simply through a computer program. There
are many LP tool boxes available in various programming languages like C++,
JAVA, MATLAB etc. This helps the researchers to focus on accurate modeling
of the system, the rest is handled by the tool box. The essential parts of a linear
program are explained below.
3.2.1 Decision Variables
The variables in a linear program are the set whose values need to be determined
in order to find the optimal solution. These variables are also called decision vari-
ables because the optimal solution is determined based on there values. Decision
variables represent the utilization of resources. For example, in biosensor networks
a decision variable might indicate the average cost of transmitting certain number
of samples in a particular system state. Defining decision variables is of prime
importance in accurate modeling of real world problems as a linear program.
3.2.2 Objective Function
The objective function in a LP model is the parameter that we want to optimize.
The optimization can be maximization or minimization of the objective function.
The values of decision variables are determined so as the objective is achieved.LP
modelling is a extremely general technique, and its applications are limited mainly
by our imaginations. In our work the objective functions are the average trans-
mission power and average sample transmissions which will be discussed later. In
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short the objective function indicates how each variable contributes to the value
to be optimized in solving the problem. The general form for optimization of
objective function in a linear program is shown in.
max /min
∑
i∈N
xi ×Ri (3.2)
Where xi represent the i
th decision variable and Ri represent the objective function
coefficient matrix corresponding to ith variable. The coefficients of the objective
function indicate there contribution to the decision variables respectively.
3.2.3 Constraints
Constraints in LP model are used to limit the values of the decision variables.
They typically represent limiting values of the resources used in the problem. In
our study constraints can be applied to average loss rate, buffer delay, average
power consumption etc. The general form of constraints can be
∑
i∈N
xi × aij ≤ bj (3.3)
where j ∈ 1....m represents the m constraints, aij represents the coefficient of
constraint j on decision variable i and bj represent the limit on constraint j.
Besides these resource constraints there are also constraint on decision variable.
Since most of the LP models represents real life systems, decision variables are
required to have positive values. Also in most of the cases the decision variables
usually represent a probability values of choosing a particular action in various
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states of the system, so another default constraint on decision variable requires
the sum of decision variable values to be equal to one.
∑
i∈N
xi > 0 (3.4)
∑
i∈N
xi = 1 (3.5)
3.2.4 General Linear Programming Problem
A general LP problem can be summarized as
max /min
∑
i∈N
xi ×Ri (3.6)
∑
i∈N
xiaij ≤ bj ∀ j ∈ N (3.7)
∑
i∈N
xi > 0 (3.8)
∑
i∈N
xi = 1 (3.9)
A LP formulation thus consists of the following elements:
1. Identifying the decision variables,
2. Defining the objective function,
3. Formulating the constraint variables and there limits and
4. Ensuring default limits on decision variables
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3.2.5 Linear Programming Formulation for Markov Deci-
sion Processes
The formulation of MDP using LP model relies on dynamic programming ap-
proach. The exact proof of formulation of constrained MDP problem as a LP
model is beyond the scope of this work. The breif process of converting the MDP
model with average reward criteria for optimization to approximate LP model is
explained below.
Let pis indicate the stationary distribution of state s ∈ S of system, then the
expected average reward criteria v for the system in all states can be defined as
v =
∑
s∈S
pisr(s) (3.10)
r(s) represents the expected reward seen by the system whenever it visits the state
s and be defined as
r(s) =
∑
a∈A
h(s, a)r(s, a) (3.11)
Here r(s, a) represents the reward for performing action a in state s and h(s, a)
indicates a randomize policy representing the probability that an action a is chosen
in state s of the system. The objective function of the linear program can thus
be represented as
max/min
∑
s∈S
∑
a∈A
pish(s, a)r(s, a) (3.12)
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The decision variable thus can defined as
x(s, a) = pish(s, a) (3.13)
The remaining default constraints on linear program that ensures the average
criteria and minimum value of decision variables can thus be written as
∑
a∈A
x(j, a)−
∑
i∈S′
∑
a∈A
pijx(i, a) j ∈ S (3.14)
∑
s∈S
∑
a∈A
x(s, a) = 1 (3.15)
x(s, a) ≥ 0, ∀s,∀a (3.16)
The first constraint provides the approximation of the bellman’s equation in LP
approximation which ensures that the value found must use the average reward
criteria and be optimal. The second constraint provides the default constraint on
the decision variable that it’s sum must be equal to one since its a probability
distribution. The last constraint ensures that the decision variables take non-
negative values.
The various resource constraints can be provided to the LP formulation by
∑
s∈S
∑
a∈A
x(s, a)× C(s, a) ≤ CO (3.17)
C(s, a) represents the value of constraint variable for system state s and action
a while CO gives the limit on the constraint variable. Once the system model
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is complete, the parameters are passed to the LP Solver to get the value of the
decision variable x(s, a). In order to obtain the policy from the decision variable
matrix we select the action in each state that has the maximum probability. States
having same decision variable values for all actions can take any action possible.
3.2.6 Solving LP Model in Matlab
MATLAB [8] has a tool box for solving the MDP models. The general form of
LP solver in MATLAB is represented as
x = linprog(f, A, b, Aeq, beq, lb, ub) (3.18)
The linprog function solves min f ′ ∗ x problem such that A ∗ x ≤ b. Where f
represents the reward function, x represents the decision variable, A represents
the inequality value matrix for the constraint variable and b represents the limits
on the inequality constraints while Aeq and beq represents the equivalent equality
constraints respectively. lb and ub provide the lower and upper bounds on the
decision variable x. Based on these parameters the system is solved and decision
variable values are obtained which are then used to find the optimal policy.
3.3 Summary
This chapter provides basic background into MDP and LP formulation. The for-
mulation of MDP consists of identifying the system states, transition probability
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matrices, set of actions and reward functions to optimize. Similarly the formu-
lation of LP problem consists of identifying the objective function, the decision
variables, setting up the constraints and the providing default decision variable
constraints.
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CHAPTER 4
SYSTEM MODEL
QoS in biosensor networks requires a careful management of the resources under
strict and average constraints. In applications that require a high response time,
the average buffer delay should be kept within a bound to ensure a certain level of
QoS. Similarly, tasks that need a large number of samples require a high system
throughput to ensure enough data is available when making decisions. Losses at
the inputs of buffers can also affect the performance of biosensor networks. Since
biosensor networks have limited supply of energy and can cause heating of the
tissues surrounding them, controlling the power consumption is another significant
QoS constraint. In this thesis work, our objective is to optimize the average
sample transmissions and average power consumption while putting constraints
on the remaining QoS parameters like average loss rate and average delay etc.
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Figure 4.1: System model for a biosensor node
4.1 Physical Model
The biosensor network is assumed to be a decentralized system such that each
biosensor has its own system state information based on which the optimal policy
is determined. Biosensors communicate over a correlated fading channel that con-
nects them to a BS. Each biosensor node has a limited size buffer. Fig. 4.1 shows
the internal structure of a biosensor node in this network. The traffic at the input
of the buffer represents the samples generated by the biosensing elements. These
arriving samples experience delay and loss while travelling through the biosensor
node. We assume that the current CSI and buffer state is known by the biosensor.
The controller, based on the state of biosensor, is responsible for determining an
efficient policy that optimizes certain QoS parameters. In each time slot, based on
the decision by the controller, the transmitter either sends the required number
of samples through the wireless channel to the base station or remains asleep. In
this thesis we discuss the trade-off between various QoS parameters like average
transmissions rate, loss rate, delay and power consumption. This is accomplished
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by varying different system parameters and studying their effect on the thermal
state of the biosensor.
4.2 Mathematical Model
For mathematical modeling of the system, the channel is assumed to be slowly
varying Rayleigh fading channel that can be modeled as a FSMC [38]. FSMC
models accurately depict the correlation between different channel states for block
level user communication. We assume that the time is slotted and each time slot
is further partitioned into F channel uses. The incoming traffic is assumed to be
Poisson distributed with average arrival rate λ. In order to study the temperature
effects on biosensor networks and the corresponding impact on the QoS, we present
two mathematical formulations. The two models differ in how they capture the
temperature variations in the system.
4.2.1 Average Thermal Increment Model
In this system model, the temperature variations are analysed by constricting
average thermal increment of the biosensor network. A thermal increment corre-
sponds to an abstract temperature increase caused by the energy used to transmit
a symbol during a channel use within a time slot. The temperature variations are
not part of the system state. Only the average thermal constraint is included
while calculating optimal policies. The state of the system is characterized by
two variables;i.e., the current state of the buffer and current channel state. This
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helps in reducing the state space of the system and utilizes less resources while
computing the optimal policies. Since the thermal state of the biosensor is not
included as a state variable, the biosensor node is bound to eventually reach the
temperature threshold after certain period of time.
4.2.2 Strict Temperature State Model
In this model the temperature changes of the biosensor node are included as part
of the system state. This puts a strict limitation on the allowed temperature
variations. A minimum and maximum range of temperature levels is defined and
the temperature states as part of the system states are chosen accordingly. The
system states in this model consists of the current temperature level, channel state
and buffer state. This model provide a strict constraint on the temperature but
has the disadvantage of increased number of system states which can affect the
performance if the computational resources are limited.
Both the models differ only in how temperature is captured into the model.
The previous model handled the temperature variations by constricting the av-
erage thermal increment as a constraint in the biosensor network. In this model
the states of the system are characterized by three variables;i.e., current temper-
ature, current buffer state and current channel state. The process of capturing
the temperature as a state variable is discussed later. In the next few sections
we represent mathematical models for channel state, buffer states and sample
transmissions which are common to both the cases.
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4.2.3 Channel State Model
We consider a slotted Rayleigh fading channel with Additive White Gaussian Noise
(AWGN)No and channel bandwidthW . The Rayleigh faded channel is assumed to
be slowly varying so that the received Signal to Noise Ratio (SNR) remains within
a certain limit during a single slot and transitions are only allowed to current or
adjacent states. This slowly varying discrete time Rayleigh fading process can
be represented by a FSMC having K channel states [39]. The channel states are
numbered from 0 to K − 1. The channel gain for each state c, c ∈ (0, ...., K − 1),
is represented by θc. The channel state transition probability during time slot i is
given by
PC(c, c
′) = P [Ci = c′|Ci − 1 = c] (4.1)
PC(c, c
′) can be calculated by partitioning the range of channel gains into finite
number of intervals and using the fading process information given in [40]. We
assume that the channel state transition probabilities for all channel states are
available(e.g, see [11]).
4.2.4 Buffer State Model
Data measured by sensing elements arrive at the input of a finite buffer of size
Bsize. Let σt indicate the number of arrivals at the input of buffer between time slot
t− 1 and t. The samples arriving in current time slot can be transmitted at least
in the next time slot [41]. The arrivals are assumed to be Poisson distributed and
independent of the channel fading and noise process[42]. Let the average arrival
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rate be λ = E[σt]. We consider a truncated Poisson distribution which can be
calculated as follows.
pa(σt = i) = e
−λλ
i
i!
, i = {0, 1, ..., Z − 1} (4.2)
pa(σt = Z) = 1−
Z−1∑
i=0
pa(i) (4.3)
Where Z indicates the maximum number of incoming samples. The controller of
the biosensor node is responsible for determining the optimal action to take based
on the current state of the wireless channel and number of samples in the buffer.
Let B = B0, B1, ...., Bsize denotes the state space of the buffer that is of size
Bsize. The number of samples in the buffer at time slot t+ 1 can be calculated by
Bt+1 = min{Bt − At + σt+1, Bsize} (4.4)
Based on the average arrival rate, the value of Z, action taken in current time
slot and current buffer state, we can calculate the transition probability matrix of
changes in the buffer states corresponding to the actions performed from Eq.(4.2).
4.2.5 Transmission Model
The transmitter is responsible for taking certain number of samples from the buffer
and transmit them over the correlated faded channel. Let A = a0, a1, a2, ..., aA
indicate the set of actions performed by the transmitter where a1 indicates one
sample is transmitted , a2 indicates two samples are transmitted and so on. a0
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represents the sleep action;i.e., no sample is transmitted by the biosensor node in
this state.
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Figure 4.2: Change in transmission power for different actions for the same channel
state (c = 3)
• Transmission Power
Let P (Ck, a
j) indicate the power required to take action j when the channel state
is k. Power required to take a certain action in slot t must belong to Pt(c, a) ∈ Pop,
where Pop indicates the set of power levels supported by the transmitter. Further-
more, we enforce a fixed Bit Error Rate (BER) constraint on all the transmissions
done by the transmitter. Assuming an adaptive M-ary Quadrature Amplitude
Modulation (MQAM) modulation scheme with ideal coherent phase detection,
the power required to satisfy a particular BER can be evaluated by using the
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Figure 4.3: As channel state improves, less transmission power is needed for the
same action (a3)
equation from [11].
P (c, a) ≥ W.NO
θc
.(
−(2a−1) log(5.Eb)
1.5
) (4.5)
In (4.4) NO represents the channel noise, Eb represents the fixed BER constraint
that is satisfied assuming coherent phase detection, θc represents the channel
gain when the channel state is c and W represents the bandwidth of wireless
transmission. If the required power is less than that described in (4.4) , it means
that action is not feasible. Power calculated in (4.4) give a pessimistic estimate
of the power required to achieve a certain BER for different channel states and
actions. The plot for variations in transmission power for varying system states is
plotted in Fig. 4.2 and Fig. 4.3. It can be seen in Fig. 4.2 that the transmission
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power increases as the number of samples required for transmission increases.
Fig. 4.3 shows the effect of changing the channel states on the transmission power
requirement. As the channel gain improves and thus as we move from worst to
best channel state, the transmission power required decreases.
• Transmission Rate
The rate of transmission for F channel uses in each time slot can be calculated as
In each time-slot the biosensor node’s rate of transmission can be calculated by
Rate =
G.Φ(At)
F
(4.6)
Where Φ represents the number of bits per symbol used for transmission of At
samples during the next F channel uses. G represents the size of incoming samples
in terms of bits. If we set G = F , rate can be computed as equal to Φ. We can
transmit different number of samples by changing the number of bits per symbol.
If we set number of bits per symbol equal to number of samples transmitted in a
time slot, then Φ(At) = At;i.e., the transmission rate becomes equal to the action
suggested by the optimal policy.
Rate = At (4.7)
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4.2.6 General MDP Formulation
The formulation of the system as a MDP requires the system states, the possible
actions, system state transition probabilities for all possible actions, and the cost
function. Then, based on the current state of the system, possible actions and
cost of each action, a certain objective is maximized.
• System States for Average Thermal Increment Model
In this model, we formulate the problem as an average cost MDP having system
state space S given by
S = B × C = s1, s2, ........, sQ (4.8)
where
Q = Bsize ×K
So the total number of system states is equal to the size of buffer states space times
the size of channel states space. Each of the system state consists of channel state
information and buffer states information.
si = (bi, ci) i ∈ {1, 2, .....Q} (4.9)
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• System States for Strict Temperature Model
In this model, the problem is formulated as an average cost MDP having system
state space S given by (4.9)
Sv = B × C × T = sv1, sv2, ........, svQ′ (4.10)
where
Q′ = Bsize ×K × Tsize
So the total number of system states is equal to the size of buffer states space
times the size of channel states space times the temperature states space. Each of
the system state consists of channel state information, current temperature state
information and buffer states information.
svi = (bi, ci, ti) i ∈ {1, 2, .....Q′} (4.11)
• Transition Probabilities for Average Thermal Increment Model
State transition probabilities describe how the system transitions from one state
to another. Since the system state depends on buffer state and state of the wireless
channel which are independent, the state transition probability of the system can
be calculated by simple multiplication of the transition probabilities of channel
and buffer states.
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PS[s
′|s, a] = PC [c′|c]× PB[b′|b, a] (4.12)
Where s, c and b represent the current state of the system, wireless channel and
buffer respectively. On the other hand, s′, c′ and b′ represent the next state of the
system, wireless channel and buffer when action a is performed.
• Transition Probabilities for Strict Temperature Model
In the second formulation, the system states consist of current temperature along-
side buffer and channel states. Since in this work we assume that the temperature
variations are not random and are caused by the action chosen in each of the
system state, the transition probability matrix of the system is thus independent
of the temperature state of the system.
P vS [s
v′ |sv, a] = PC [c′|c]× PB[b′|b, a] (4.13)
sv, c and b represent the current state of the system, wireless channel and buffer
respectively. Whereas sv
′
, c′ and b′ represent the next state of the system, wireless
channel and buffer when action a is performed.
• Actions
Action in each system state corresponds to transmission of certain number of
samples. The transmission in turns depends on the power required to take a
particular action. So the transmission model proposed in previous section can
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be used here to represent the actions taken. The action state space consists of
A actions with 0 indicating the sleep action;i.e., no transmission, 1 representing
transmission of one sample, up to A representing transmission of A samples.
• Policies
Let µ denote the set of all policies which describe certain action to take in every
state of the system µ = pi1, pi2, .......pii, ....... having state space S ×A. Each of the
policies corresponds to a sequence of actions taken in each system state. Our goal
is to find optimal policies pi∗ for various QoS goals. The cost function depends on
the QoS parameter we want to control. These QoS parameters are discussed in
next section.
• Average Transmission Power Optimization
Transmission power is one of the major causes of heat that effect the tissues
surrounding the biosensor node. The RF waves generated by each transmission
increases the surrounding temperature of the biosensor node. So keeping the aver-
age power consumption within certain bounds can certainly improve the battery
life of a biosensor node and thermal state of the subject in which they are present.
So when seeking optimal policies, minimization of average power consumption can
play an important role in improving the performance of a biosensor network. The
expected long term average transmission power while following a certain policy
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can be calculated as.
PAvg(pi) = lim
n→∞
1
n
E
n∑
i=1
[P (ci, pi(ai, ci))] (4.14)
where pi(ai, ci) represents the action suggested by policy pi while P represents the
transmission power shown in (4.4).
• Average Transmission Rate Optimization
The transmission rate in a biosensor network plays an important role in improv-
ing the robustness of the system. The disadvantage, however, of successive trans-
missions is the increase in temperature of the surrounding tissues. The idea of
proposing two separate mathematical models is based on the fact that how they
handle the optimization of average sample transmissions. The thermal model
tackles the increase in temperature caused by these transmissions using average
thermal increment constraint while the strict temperature model handles the is-
sue by introducing the temperature as a system state. The expected long term
average transmission rate while following a certain policy can be calculated as.
RAvg(pi) = lim
n→∞
1
n
E
n∑
i=1
[R(si, pi(ai, si))] (4.15)
where pi(ai, si) represents the action suggested following policy pi while R repre-
sents the reward for transmission rate.
The transmission rate in (4.6), however, doesn’t take into consideration the
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loss rate at the input of the buffer. So the reward for average transmission rate
optimization can be represented as
R = At − Lt (4.16)
where Lt represents the loss rate at input of buffer which is discussed next.
4.2.7 QoS Metrics
Different QoS metrics are controlled in such a way that the service requirements for
objective functions in both the mathematical formulations are optimized. These
QoS constraints are discussed next.
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Figure 4.4: Effect of increasing sample transmission on loss rate with fixed average
arrivals (λ = 3) and channel state (c = 3)
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• Average Loss Rate
Average loss rate represents the expected number of samples that are dropped
due to buffer overflow. Loss rate at the buffer input is itself a random variable
which is dependent on the arrivals, current state of the buffer and action taken in
a certain time slot t.
Lt(s, a) = max {bt + σt − at −Bsize, 0} (4.17)
In (4.13) σt represents the number of arrivals at input of buffer at time slot t which
are calculated using (4.2) with maximum arrivals Z, bt represent buffer state at
time slot t, at represents the action taken at time t and Bsize represents the buffer
capacity. The variations in loss rate with changing actions and buffer states are
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plotted in Fig. 4.4 and Fig. 4.5 respectively. It can be seen that increase in
number of sample transmission causes a decrease in the loss rate while increase
in number of samples in the buffer causes a rise in the loss rate at buffer input of
biosensor node. Finally, the average loss rate L can evaluated by calculating the
first moment of (4.16);i.e.,
LAvg(s, a) = E(Lt(s, a)) (4.18)
• Average Delay
Average sample delay represents the delay experienced by the samples when they
arrive at the input of the buffer. Buffer delay at time slot t + 1 is related to the
buffer occupancy by Little’s theorem as
dt+1(b, a) =
1
λ
E[bt] (4.19)
Thus the instantaneous buffer delay can be calculated as
Dt+1(b, a) =
bt
λ
(4.20)
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And the long term average delay for following a certain policy i ∈ pi is calculated
by
DAvg(pi) = lim
n→∞
1
n
E
n∑
i=1
[D(bi, pi(ai, bi))] (4.21)
• Average Thermal Increment
Another important QoS constraint required to keep the temperature changes of
the system in check during average throughput maximization is the average tem-
perature change. The actual values of temperature variations are quite small
which can be calculated by Pennes bioheat equation[36] and FDTD [37] method.
For simplicity and abstraction we define average thermal increase as a QoS param-
eter. A thermal increment state represents the abstract increase in temperature
caused by energy utilization of a symbol during channel uses within each time
slot. Abstractly, this constraint represents the average increase in thermal state
of the system during each channel use.
In the proposed model, each action a ∈ 1 to M increases the thermal state
of the system by equivalent amount e.g. transmission of one sample increase
the thermal state of the system by one unit. The thermal increase also depends
on the state of the channel K with 0 being the worse channel state and K − 1
being the best channel state. Transmission in worst channel state adds further
units of thermal increase to the equation proposed in (4.21). The first case in
(4.21) indicates the sleep action which causes the thermal state of the system to
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decrease by one unit. The long term average thermal increment for following a
certain policy pi can thus be evaluated in (4.22).
Tt+1(s, a) =

−1 a ∈ a0
at +K − ct − 1 a ∈ a1, a2, .....aA
(4.22)
TAvg(pi) = lim
n→∞
1
n
E
n∑
i=1
[T (si, pi(ai, si))] (4.23)
4.2.8 Constrained MDP Formulation for Average Temper-
ature Increment Model
In this section we formalize the problem as a constrained MDP where a particular
objective function is optimized while putting various constraints on other QoS
parameters . The first MDP formulation maximizes the system transmission rate
while keeping the average power, delay, thermal increment and loss rate within
bounds. The second MDP formulation optimizes the system power consumption
while keeping a minimum Transmission rate constraint alongside QoS constraints
and keeps the biosensor network in safe operating zone.
• Average Transmission Power for Thermal Increment Model
Minimizing the system average transmission power has the benefit of minimizing
the thermal increment as well. So in this optimization there is no need to ex-
plicitly introduce the average thermal increment as a constraint since the average
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transmission power minimization automatically handles that. Thus, our objective
function in described as
min
pi
Jp(pi) = lim
n→∞
1
n
E
n∑
i=1
[P (si, pi(ai, si))] (4.24)
Constrained to :
lim
n→∞
1
n
E
n∑
i=1
[R(si, pi(ai, si))] ≥ RO (4.25)
lim
n→∞
1
n
E
n∑
i=1
[L(si, pi(ai, si))] ≤ LO (4.26)
lim
n→∞
1
n
E
n∑
i=1
[D(si, pi(ai, si))] ≤ DO (4.27)
where pi(ai, si) represents the action suggested by policy i in system state si where
si = (bi, ci) i ∈ {1.....Q} . LO and DO define the limits on average loss rate and
average delay while the first constraint defines the minimum average transmission
rate objective the system is required to maintain.
• Maximizing Average Transmission Rate for Average Thermal In-
crement Model
Increasing the transmission rate causes an increase in the system temperature. In
average temperature increment model we handle the increase in temperature by
putting a constraint on the average thermal increment which is defined previously
in (4.22). Besides the regular QoS metrics, average power consumption is also
constrained to make sure that the system utilization doesn’t exceed the threshold.
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The objective in this case along with the constraints is now defined as
min
pi
Jp(pi) = lim
n→∞
1
n
E
n∑
i=1
[R(si, pi(ai, si))] (4.28)
Constrained to :
lim
n→∞
1
n
E
n∑
i=1
[P (si, pi(ai, si))] ≤ PO (4.29)
lim
n→∞
1
n
E
n∑
i=1
[L(si, pi(ai, si))] ≤ LO (4.30)
lim
n→∞
1
n
E
n∑
i=1
[D(si, pi(ai, si))] ≤ DO (4.31)
lim
n→∞
1
n
E
n∑
i=1
[T (si, pi(ai, si))] ≤ TO (4.32)
where pi(ai, si) represents the action suggested by policy i in system state si where
si = (bi, ci), i ∈ {1.....Q}. On the other hand, LO, PO, TO and DO define
the limits on average loss rate, transmission power, thermal increment and delay
respectively.
4.2.9 Constrained MDP Formulation for Strict Tempera-
ture Model
The objective of minimizing average transmission power while keeping the system
is achieved in thermal increment state model. However, in average transmission
rate maximization, although we are able to partially control the increase in tem-
perature by constricting the average thermal increment, the system will eventually
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cross the temperature threshold after some time. In order to handle this issue we
for average transmission rate maximization strict temperature model is used. We
don’t use this for average transmission power minimization because that objective
already handles the temperature increase accurately, so there is no need to add
an extra state variable and increase the load on resources.
• Maximizing Average Transmission Rate for Strict Temperature
Model
For strict temperature model we handle the increase in temperature by including
temperature as a state variable in the system. The state variable has a strict
minimum and maximum range which limits the temperature increase. Besides the
regular QoS constraints, average power consumption is also constrained to make
sure that the system utilization doesn’t exceed the threshold. We can further
control the temperature increase within the strict temperature range by using
the average temperature constraint that works similar to the thermal increment
constraint in previous model. The objective in this case along with the constraints
is now defined as
min
pi
Jp(pi) = lim
n→∞
1
n
E
n∑
i=1
[R(sti, pi(ai, s
t
i))] (4.33)
Constrained to :
lim
n→∞
1
n
E
n∑
i=1
[P (svi , pi(ai, s
v
i ))] ≤ P vO (4.34)
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lim
n→∞
1
n
E
n∑
i=1
[L(svi , pi(ai, s
v
i ))] ≤ LvO (4.35)
lim
n→∞
1
n
E
n∑
i=1
[D(svi , pi(ai, s
v
i ))] ≤ DvO (4.36)
lim
n→∞
1
n
E
n∑
i=1
[T (svi , pi(ai, s
v
i ))] ≤ T vO (4.37)
where pi(ai, s
v
i ) represents the action suggested by policy i in system state s
v
i
where svi = (bi, ci, ti), i ∈ {1.....Q′}. On the other hand, LvO, P vO, T vO and DvO
define the limits on average loss rate, transmission power, temperature and delay
respectively..
4.2.10 LP Formulation for Thermal Increment Model
QoS provisioning in biosensor networks requires providing application specific op-
timal services while keeping other system parameters within bound. The model for
biosensor network proposed in the previous section can be solved using different
MDP algorithms like Value Iteration, Policy Iteration and Linear Programming.
Since our problem is constrained MDP, the optimal policies obtained by solv-
ing the system proposed are random[43]. Linear programming techniques have
significantly similar correspondence for solving constrained MDP. Also choosing
linear programming techniques allow us to easily enforce multiple constraints to
the system at once. Policies obtained by this method are feasible as long as the
constrained MDP is feasible itself.
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• General LP Formulation
Let x(s, a) indicate the decision variable in solving the MDP models obtained in
previous section. x(s, a) represents the steady state probability distribution when
the system is in state (s = (b, c)) and action a is performed. Based on different
rewards and depending on the QoS parameters, we want to optimize x(s, a) to
obtain an optimal policy which describes what action to take when the system is
in state s. The MDP model proposed is solved using LP techniques in MATLAB
[8]to obtain optimal operating policies for correlated wireless channel. The default
mode for LP solver is to minimize the reward function.
Since the problem is formulated as an average cost constrained MDP, there
are certain basic constraints that must applied for each implementation.
∑
s∈S
∑
a∈A
x(s, a) = 1 (4.38)
∑
a∈A
x(j, a)−
∑
i∈S
∑
a∈A
pij(a)× x(i, a) = 0 j ∈ S (4.39)
x(s, a) ≥ 0 ∀ s ∈ S, ∀ a ∈ A (4.40)
(4.37) ensures the x(s, a) is an probability distribution with its sum over all system
states s ∈ S and actions a ∈ A is equal to one. The second constraint in (4.38)
ensures that we are solving an average cost constrained MDP and the third con-
straint (4.39) enforces that the decision variable x(s, a) is always positive. These
basic LP constraints are applicable to all the policies obtained in the next sections.
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• Maximizing Average Transmission Rate
System throughput maximization is an important QoS guarantee requirement in
applications requiring accurate and abundant data at base station to process.
So the reward criteria for maximization of average transmission rate obtained in
(4.14) can be translated into LP model as
maxx
∑
s∈S
∑
a∈A
x(s, a)×R(s, a) (4.41)
subject to the following minimum QoS constraints:
∑
s∈S
∑
a∈A
x(s, a)× P (s, a) ≤ PO (4.42)
∑
s∈S
∑
a∈A
x(s, a)× L(s, a) ≤ LO (4.43)
∑
s∈S
∑
a∈A
x(s, a)× T (s, a) ≤ Th (4.44)
∑
s∈S
∑
a∈A
x(s, a)×D(s, a) ≤ DO (4.45)
Inequalities in (4.40) , (4.41), (4.42)and (4.43) provide the constraint that the
average values of power consumption P (s, a), loss rate L(s, a), thermal increment
T (s, a)and delay D(s, a) do not exceed by a certain threshold PO, LO,Th and
DO respectively. Since the default mode of LP solver used in MATLAB is to
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minimize. The reward matrix is multiplied by negative one to convert this into
a maximization problem. The policy obtained by solving the LP model and the
effects of changing the system parameters on the policy are discussed in the next
chapter.
• Minimizing Average Transmission Power
The objective function obtained for minimization of average transmission power
from (4.23) is translated into LP model and solved under remaining system con-
straints to obtain an optimal policy that minimizes the average transmission power
of the system.
minx
∑
s∈S
∑
a∈A
x(s, a)× P (s, a) (4.46)
subject to the following minimum QoS constraints:
∑
s∈S
∑
a∈A
x(s, a)×R(s, a) ≥ RO (4.47)
∑
s∈S
∑
a∈A
x(s, a)× L(s, a) ≤ LO (4.48)
∑
s∈S
∑
a∈A
x(s, a)×D(s, a) ≤ DO (4.49)
Here (4.46)and (4.47) provide the constraint that the average values of loss
rate L(s, a) and delay D(s, a) do not exceed by a certain threshold LO and DO
respectively. The constraint in (4.45) ensures that there is a minimum average
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throughput requirement RO satisfied by the policy. The LP solver excepts the
constraints to be upper bounded. In order to lower bound the average throughput,
the constraint in (4.45) is multiplied by negative one and passed to the LP solver.
4.2.11 LP Formulation for Strict Temperature Model
LP formulation for strict temperature model is similar to the thermal increment
model. The system state s is replaced with sv having temperature as part of the
system state. Since we are only considering optimization of average transmission
rate in this model, the LP formulation can be represented as
maxx
∑
s∈S
∑
a∈A
x(sv, a)×R(sv, a) (4.50)
subject to the following minimum QoS constraints:
∑
s∈S
∑
a∈A
x(sv, a)× P (sv, a) ≤ P vO (4.51)
∑
s∈S
∑
a∈A
x(sv, a)× L(sv, a) ≤ LvO (4.52)
∑
s∈S
∑
a∈A
x(sv, a)× T (sv, a) ≤ T vh (4.53)
∑
s∈S
∑
a∈A
x(sv, a)×D(sv, a) ≤ DvO (4.54)
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x(sv, a) represents the decision variable for the optimization of average trans-
mission rate. P vO, L
v
O, T
v
h and D
v
O represents the thresholds on the average values
of transmission power. loss rate, temperature and delay. The policy obtained by
solving the LP model and the effects of changing the system parameters on the
policy are discussed in the next chapter.
4.2.12 Computation of Optimal Policy
The LP solution computed for optimization of average transmission power and
average transmission rate gives an optimal value of decision variable x(s, a) which
can be used in finding the optimal policy. The optimal policy for every state of
the system is computed as follows
pi∗(s, a) =
x∗(s, a)
As∑
i=1
x∗(s, ai)
∀ a ∈ As and s ∈ S (4.55)
Here, As represents the set of feasible actions in each system state s. An optimal
action in each state is chosen having maximum probability in the optimum decision
variable matrix calculated through LP.
4.3 Summary
This chapter provides an detailed insight into the new model proposed for the
biosensor network. Both physical and mathematical representations are given to
support the viability of the model. We propose two different schemes for mathe-
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matical representation of the model based on the optimization requirements;i.e.,
thermal increment model and strict temperature model. The MDP framework is
used to study the behaviour of the proposed mathematical models. As for solving
the MDP models to obtain an optimal operating policy, we use LP formulation for
constrained MDP. The implementation of the models developed and the results
obtained are analysed and discussed in the next chapter.
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CHAPTER 5
RESULTS AND DISCUSSION
In this chapter we solve the model proposed in the previous chapter to obtain the
optimal policies and then simulate them. We analyse the effect of various QoS
constraints on the optimal policies. Then, we study the different optimal policies
obtained by solving the average thermal increment and strict temperature models.
The thermal behaviour of the obtained policies is also discussed.
5.1 Configuration
Parameter Value
G 100 bits
Bsize 8 Samples = 800 bits
K 8
Tsize 4
A 8
λ 3 Samples
W 100 MHz
NO 10
−12
fD 10 Hz
θavg 0.8
Table 5.1: Simulation parameters
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Channel states c 0 1 2 3 4 5 6 7
θc 0 0.1068 0.2301 0.3760 0.5545 0.7847 1.1090 1.6636
Pc,c 0.9359 0.8552 0.8334 0.8306 0.8420 0.8665 0.9048 0.9639
Pc,c+1 .0641 .0807 .0859 .0835 .0745 .0590 .0361 0
Pc,c−1 0 .0641 .0807 .0859 .0835 .0745 .0590 .0361
Table 5.2: Channel states and transition probabilities
The following system parameters are used in the model formulation and sim-
ulation. Arrivals at the buffer input are assumed to be Poisson with an average
arrival rate of three. Buffer size is set to eight samples. Eight channel states are
considered. The state zero is assumed to be the worst with a very small gain.
There are eight possible actions in each state of the system;i.e., transmitting from
one up to seven samples or no transmission. Based on these system parameters,
the MDP model is formulated as a linear program and solved using MATLAB.
The slowly varying Rayleigh model is described in Table 5.2. It has an average
power gain of 0.8 and a Doppler frequency of 10 Hz. Next, the effect of var-
ious parameters like arrival rate, delay and loss rate on the optimal policies is
described.
5.2 Analysis and Insights
For the purpose of analysing the effect of various constraints on the optimization of
average transmission rate and average power consumption, we vary the magnitude
of the constraints on the average loss rate, delay and thermal increments to study
their effects on the objective function. Values of the input parameters are also
varied and their effects on both the constraints and objective function are studied.
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5.2.1 Average Transmission Power
The objective function for the average transmission power provided in (4.45) is
implemented in MATLAB with each constraint (i.e. (4.46), (4.47) and (4.48)
) applied one at a time. The effect of each constraint on the average power
consumption is studied.
• Effect of Average Loss Rate
The loss rate constraint provided in (4.47) is applied to the objective function in
(4.45). The value of constraint LO is varied. As a result, a new policy along with
values for decision variables x(s, a) are obtained which are applied to (4.45) to get
the value of the average transmission power. The results are then plotted in Fig.
5.1. It can be seen that the average transmission power decreases as the average
loss rate constraint increases. Since more samples are allowed to drop when the
loss rate constraint is increased, the controller will use the least amount of power
possible for transmission.
Next, the effect of changing the average arrival rate λ is studied. Fig. 5.1 shows
the variations in average loss rate constraint and optimal average transmission
power due to changing average arrival rates. It can be observed that increasing
the arrival rate increases the average power consumption of the system. This is
because there will be more samples in the buffer which need to be transmitted.
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Figure 5.1: Reduction in the optimal average transmission power as the average
loss rate constraint (LO) is varied
• Effect of Average Delay
The delay constraint provided in (4.48) is applied separately to the objective
function in (4.45). The value of the constraint DO is varied and each time a
new policy along with values for decision variables x(s, a) are obtained. The
optimal solution is applied to (4.45) to get the value of the optimal average power
consumption. The results are then plotted in Fig. 5.2. It can be seen that the
value of the optimal average transmission power decreases as the average delay
constraint is increased. This indicates that as the constraint on average delay is
increased, samples are allowed to experience more delays which results in lesser
average power consumption.
Next, The effect of changing the average arrival rate λ is studied for average
delay constraint. Fig. 5.2 shows the variations in average delay constraint and
optimal average transmission power due to changing average arrival rates. The
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Figure 5.2: Optimal average transmission power reduces as the average delay
constraint (DO) increases
delay and average arrival rate are related inversely to each other (4.19). For
example, for a fixed DO, the left side of the delay constraint in (4.48) will be
reduced if we increase the average arrival rate. This in turn should increase
the optimal average power consumption to achieve the same delay constraint.
However, the behaviour observed in Fig. 5.2 is the opposite. This can be explained
by observing the Little’s formulae in (4.19) which states that delay is also directly
proportional to the buffer occupancy while inversely proportional to the average
arrival rate. Also in (4.4), we can observe that the buffer occupancy is directly
proportional to average arrival rate. So, based on the results obtained in Fig. 5.2,
we can conclude that the effect of the increased delay dominates the reduction
effect caused by increasing average arrivals which thus reduces the average power
consumption.
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Figure 5.3: Increase in the minimum average transmission rate constraint (RO)
causes increase in the optimal average transmission power utilized
• Effect of the Minimum Transmission Rate
Now, the effect of having a minimum average transmission rate requirement on
the optimization of average power consumption is studied. The behaviour ob-
tained after applying the minimum average transmission rate constraint (4.46)
is shown in Fig. 5.3. It can be seen that as the values of constraint increases,
the optimal average power consumption increases. This happens because the in-
crease in the minimum average transmission rate constraint requires the biosensor
node to transmit more samples. As a result, the optimal values of average power
consumption increases.
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5.2.2 Average Transmission Rate
The objective function for average system transmission rate provided in (4.40) for
thermal model is implemented in MATLAB with each constraint applied one at
a time. The effect of each constraint on the average transmission rate is studied.
• Effect of Average Power Consumption
The average power constraint provided in (4.41) is applied to the objective func-
tion in (4.40). The value of constraint PO is varied and each time a new policy
along with values for decision variables x(s, a) are obtained. These values are
applied in (4.40) to get the value of the optimal average transmission rate. The
results are then plotted in Fig. 5.4. It can be seen that the optimal average
transmission rate increases as the average transmission power PO increases. This
indicates that as the constraint on average power is increased, more power is avail-
able which can be used to transmit increased number of samples which results in
high average transmission rates.
The effect of increasing the arrival rate on average transmission rate is depicted
in Fig. 5.4. It can be seen that as the average arrival rate increases the average
transmission rate decreases. This is due to the fact that increase in average arrival
rate cause an increase in loss rate which reduces the average transmission rate of
the biosensor network.
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Figure 5.4: Effect of increasing the average arrival rate (λ) on the optimal average
transmission Rate as the average power constraint (PO) increases
• Effect of Average Thermal Increment
As will be discussed when simulating the optimal policies, average transmission
rate maximization can cause the temperature of the system to increase by a large
amount and this can effect the tissues of the subject. The average transmis-
sion power minimization objective indirectly minimizes the systems thermal state
increase by minimizing the power consumption. However, for the average trans-
mission rate maximization objective we need to explicitly include a constraint
that controls the increase in the thermal state of the system at symbol level. The
constraint on thermal increment provided in (4.43) is applied to the objective in
(4.40). The value of the constraint Th is varied to obtain various optimal policies,
the results of which are used to calculate the optimal average transmission rate.
Fig. 5.5 shows that the average transmission rate increases as the average thermal
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Figure 5.5: Increase in optimal average transmission rate as average thermal in-
crement (Th) increases
increment increases at the cost of damaging the tissues. So, we should try to keep
the thermal increase constraint as small as possible for practical implementations
for the average transmission rate maximization.
• Effect of Average Delay
Change in the average delay constraint does not effect the average transmission
rate. The reason for such behaviour is that the delay depends on the buffer state
and the average arrival rate. If we keep the average arrival rate constant the delay
becomes directly related to the state of the buffer. But changes in the buffer state
also cause similar changes in the transmission rate, as a result, the optimal average
transmission rate remains constant for varying average delay constraint. However,
if we increase the arrivals at the input of the buffer, the average loss rate and the
delay increases which cause a reduction in the optimal average transmission as
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Figure 5.6: The average transmission rate remains constant for increasing average
delay constraint (DO) but decreases as the average arrival rate (λ) increases
depicted by Fig. 5.6
5.3 Optimal Policies for the Thermal Increment
Model
In this section, we discuss the behaviour of the optimal policies obtained by solving
the LP model proposed in the previous chapter. We provide the optimal policies
for the thermal increment model and study how the thermal increment constraint
affect the optimal policies. The effect of the strict temperature constraint to
control the temperature increase is discussed in the next section.
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Figure 5.7: Optimal policy for minimizing average power consumption with RO =
0.07, DO = 10msec and LO = 2Samples
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Figure 5.8: Increase in the minimum average transmission rate constraint (RO =
0.35) results in increased number of samples transmissions in the optimal policy
for average power minimization
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5.3.1 Average Transmission Power Minimization
The optimal policy that results from solving the LP model in (4.45) - (4.48) is
plotted in Fig. 5.7. The minimum average transmission rate constraint RO is
set to 0.07, average delay constraint DO is set to 10msec and average loss rate
constraint LO is set to 2Samples. The 3-D plot indicates that as the channel
state improves from worst to better the policy suggest to transmit samples. Simi-
larly, increased number of samples in the buffer also indicates that the transmitter
should start sending more samples to the base station. However, since the ob-
jective here is to minimize the average power consumption and minimum average
transmission rate constraint is quite small, maximum of one sample is transmitted
even in the best channel case. This has the advantage of reducing the tempera-
ture increase of the biosensor node. However, if we increase the minimum average
transmission constraint to 0.35, it can be seen in Fig. 5.8 that the number of
samples transmitted as the buffer state improves is increasing.
5.3.2 Average Transmission Rate Maximization
The model proposed in (4.40) is solved using the constraints given in (4.41) -
(4.44) and the obtained policy is plotted in Fig. 5.9. The average power constraint
PO is set to 2 dBm, average delay constraintDO is set to 100msec and average
loss rate constraint LO is set to 2 Samples. No thermal constraint is applied
to the policy obtained. The 3-D plot indicates once again that as the channel
state improves from worst to better the policy transmits more samples. Similarly,
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Figure 5.9: Optimal policy for average transmission rate maximization
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Figure 5.10: Number of sample transmissions decreases with inclusion of the aver-
age thermal increment constraint for the average transmission rate maximization
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increased number of samples in the buffer also indicates that the transmitter
should start sending more samples to the base station. However, in contrast
with the average power minimization policy, the maximum number of samples
transmitted in the best channel state with maximum number of samples in the
buffer is six. This happens since we are maximizing the average transmission
rate.The policy transmits as many samples as possible within the constraints.
Another thing to note particularly in the policy obtained in Fig. 5.9 is that in any
state of the system the number of samples transmitted is always less then or equal
to the current state of the buffer. This happens because of the natural constraint
applied during the simulation;i.e., number of samples transmitted should always
be less then or equal to current state of the buffer.
Although, the policy plotted in Fig. 5.9 provides a better system throughput, it
suffers from the fact that it can cause the thermal state of the system to increase
and thus damage the subject tissues in the biosensor is implanted. In order
to address this issue, the average thermal constraint given in (4.43) with the
constraint parameter Th set to 1 is included in the optimization. The optimal
policy obtained is shown in Fig. 5.10. The policy indicates that when applying
the thermal increment constraint, the number of samples generated in each system
state is reduced. This decreases the average system throughput. The advantage
however of applying this thermal constraint is that the system operates in the safe
temperature zone without burning any subject tissues.
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5.3.3 Monotonicity
The optimal policies obtained for the different objectives have unique behaviours.
They are observed to be monotonically increasing in the channel and buffer state
of the system. This means that as the channel state improves from the bad to best
or the buffer state increases from empty to full, the optimal policy also increases
monotonically. When embedding these policies into actual hardware, we can define
the actions in terms of increasing values of channel and buffer state information.
The controller can make an easy decision based on these thresholds defined by the
optimal policy. This behaviour can thus help in the practical implementation of
these optimal policies on biosensor hardware.
5.3.4 Comparison with the Greedy Policy
The optimal policies computed in the previous section are simulated using MAT-
LAB and the results are compared with a greedy policy. In case of the transmission
rate maximization, the greedy policy works on the principle that it always tries to
transmit the maximum number samples that are allowed under the given system
state without exceeding the constraints of the average loss rate, average thermal
increment, average delay and average transmission power. As for the transmis-
sion power minimization, greedy policy works by transmitting the least number of
samples possible without dropping below the required average transmission rate.
The simulation is run five times for each number of calculation and the average
results are calculated. Both policies are simulated for a different number of time
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Figure 5.11: Comparison of sample transmissions for different policies with varying
number of time slots
slots and their results are compared. The performance of the average transmission
rate maximization policy against the greedy policy is shown in Fig. 5.11. The
plot indicates that the optimal policy outperforms the greedy policy in terms of
total samples transmitted. Similarly, the performance comparison of the average
transmission power minimization policy is shown in Fig. 5.12. The system starts
with a certain amount of initial energy and evolves based on the actions suggested
by the optimal and greedy policies. The policy that makes the system run for the
largest number of time slots provide a better performance. It can be observed in
Fig. 5.12 that the optimal policy again outperforms the greedy policy for life time
maximization and power minimization.
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5.4 Thermal Behaviour of Optimal Policies for
the Thermal Increment Model
In this section we discuss the thermal behaviour of the proposed optimal policies.
To simulate the thermal behaviour of the system, we start by assuming the biosen-
sor is at normal body temperature which corresponds to zero. Each transmission
increases the thermal state depending on the number of samples and the state of
the wireless channel in which the transmission occurs. The step size is assumed,
based upon practical observations, to be .005 degrees Celsius. A total of 600 steps
causes the temperature to exceed the threshold at which the tissues start burning.
Although the average transmission rate maximization policy improves the QoS by
transmitting as many samples as possible, it is affected by the shear increase in
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Figure 5.13: Comparison of thermal state changes for different policies
thermal state of the system.
5.4.1 Thermal Behaviour of the Average Transmission
Power Minimization Policy
The thermal variation caused by the average power minimization policy are plot-
ted against greedy policy in Fig. 5.13. The graph shows that, although, power
minimization policy provides less system throughput, it can still attain better QoS
by providing increased network lifetime and better thermal management. How-
ever, after certain number of time slots the system will still attain the specified
threshold and the biosensor will shut down and remain in sleep mode till the
temperature drops to a nominal value. This is indicated by running a long term
simulation for the optimal policy in Fig. 5.14.
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Figure 5.14: Simulated behaviour of the thermal state changes for optimal policy
with the average transmission power minimization objective
5.4.2 Thermal Behaviour of Average Transmission Rate
Maximization Policy
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Figure 5.15: Thermal increments for optimal policy with the average transmission
rate maximization
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Figure 5.16: Thermal increments for optimal policy with the average transmission
rate maximization, Th = 1
The effect of adding the thermal increment constraint as part of the average
transmission rate maximization reduces the system performance but is able to
manage the temperature increase efficiently. This keeps the thermal increment
constraint within bounds as shown in Fig. 5.15. The plot in Fig. 5.15 indicates
that the instantaneous thermal increment oscillates around the average constraint
Th = 1 and the running average for thermal increment calculated from simulation
is within bounds. The instantaneous variations in the thermal behaviour of the
optimal policy are shown more accurately in Fig. 5.16. The plot of Fig. 5.16 is a
zoomed view of the thermal behaviour for small number of time slots.
5.5 Strict Temperature Model
In this section we discuss the results obtained after implementing the strict tem-
perature model for the average transmission rate maximization proposed in (4.49).
81
The results obtained are simulated and the temperature variations are observed.
In the end comparison is performed with a greedy policy which indicates that the
optimal policy provides better performance.
5.5.1 Average Transmission Rate Maximization
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Figure 5.17: Optimal Policy for the average transmission rate maximization in
the strict temperature state model,(Temperature State = 1)
We choose four temperature levels to represent temperature states in the three
state model proposed for the strict temperature model. The lower and upper
bounds on the temperature are set to 37oC and 40oC. The number of channel
and buffer states are set to eight. The average arrival rate at the input of buffer
is set to three. Fig. 5.17 shows the policy obtained when the objective function
proposed in (4.49) is optimized subject to the constraints given in (4.50) - (4.53).
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The values of the average power constraint P vO , temperature constraint T
v
h , delay
DvO and loss rate L
v
O are set to 1dBm, 38.0
oC, 10ms and 1Samples respectively.
The optimal policy calculated allows transmissions only when the temperature is
in state one. For higher temperature states, the policy chooses the sleep action to
keep operating within the provided constraints.
5.5.2 Monotonicity
Once again the behaviour of the optimal policy obtained is observed to be mono-
tonic in channel and buffer states. The policy ensures that more samples are
transmitted as the channel and buffer state improves while keeping the average
temperature and power constraints within bound. It is also observed that when
the temperature is in its worst state the policy suggests to not transmit any sam-
ples in order to save the biosensor from going into threshold state. So the policy
is also monotonic in terms of temperature states for the three state model.
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Figure 5.18: Simulated behaviour of temperature changes for optimal policy
with average transmission rate maximization objective in strict temperature state
model
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5.5.3 Temperature Behaviour for Strict Temperature
Model
Based on the parameters used in the previous section, the temperature changes of
the system are simulated. Fig. 5.18 which shows that for the average transmission
rate maximization the system temperature remains within bounds. Also it can
be concluded that the temperature oscillates around the average temperature
constraint provided in the optimization model. This model has the advantage of
ensuring that the temperature never exceeds the specified bounds but it suffers
from the computation point of view by requiring additional resources because of
increased system states.
5.5.4 Comparison with the Greedy Policy
The optimal policy calculated for the transmission rate maximization is compared
with a greedy policy that satisfies the given constraints. The greedy policy works
by always trying to transmit maximum number of samples available while keeping
the QoS constraints in check. A running average for all the constraints is used
to make the decision in each time slot. The simulation is run five times for each
number of slots and the average results are calculated. Fig. 5.19 shows the results
obtained by running the simulation for up to 10000 time slots. The results indicate
that the optimal policy once again outperforms the greedy policy in terms of total
number of sample transmissions. However, the difference between the two is small
as compared to the optimal policy for the average thermal increment model.
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by the average transmission rate maximization
5.6 Summary
This chapter provides an in depth analysis of the result calculated for different op-
erating policies for biosensor networks. The thermal increment model provides an
efficient utilization of resources by having less number of system states but suffers
during average transmission rate maximization. The strict temperature model, on
the other hand, is able to handle the temperature changes in the biosensor node
more accurately but has the disadvantage of requiring more resources as compared
to the thermal increment approach.
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CHAPTER 6
CONCLUSIONS AND FUTURE
WORK
In this work, we have presented a new system model for biosensor networks that
utilizes varying channel and buffer states information. The system is analysed
using slowly varying MDP and solved with LP techniques to calculate optimal
operating policies that maximize system transmission rate and lifetime under dif-
ferent QoS constraints. The calculated policies are then simulated and compared
with greedy policy to show the viability of the proposed system.
In order to handle temperature increase in biosensor network, two approaches
are proposed to solve the new system which differ in the way they handle the
temperature variations of the biosensor nodes. The first, average thermal incre-
ment model, deals with the temperature increase in biosensor networks by adding
a constraint on average thermal increment to the MDP model. The second, strict
temperature model, introduces strict temperature variations as part of the system
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states during MDP formulation. The system is solved alongside temperature con-
straints to calculate optimal policies which outperform greedy policy for network
life time and transmission rate maximization objectives. The optimal policies are
also observed to be monotonic in channel and buffer states.
The simulation of the thermal behaviour of the optimal policies indicate that
strict temperature model provides better control over temperature increase as
compared to average thermal increment model. However, strict temperature
model has the disadvantage of requiring high computation power which can be
vital for battery operated biosensor nodes that have limited energy. Average
thermal increment model shows promising results for average transmission power
minimization since transmission power is indirectly related to thermal increase.
6.1 Future Work
The optimal policies developed provide an accurate representation of real life
biosensor nodes having different QoS requirements. In the future, there is still
room for improvement in the system model developed. Biosensor batter energy
level is not included as part of the system state in the current model. This can
be added alongside other system states to further increase the accuracy of the
model. Similarly the recharge action can also be taken into consideration for
biosensor networks that have wireless recharging source available. The model
currently proposed is for a decentralized system in which each biosensor node
have it’s own system state information based on which decisions are made. The
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case of centralized system where a root node is responsible for gathering the state
information from all the nodes and develop optimal operating policies for each
node is yet to be explored.
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