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Abstract
In continuation of Part (I) of this paper in issue of JMAA, properties of Spatial Vibration
Methods (SVM) and corresponding solutions are subsequently presented. Additionally,
SVM is qualitatively compared with the Finite Element Method and its applications to
other problem areas are listed.
 2002 Elsevier Science (USA). All rights reserved.
4. Introduction
In Part (I) of this paper [2], constructive methods and their motivations are pre-
sented concerning spatially one-dimensional transient problems in Elastodynam-
ics; PDEs are used accounting for a continuous distribution of internal damping,
and a separation of the variables, e.g., y(x, t,µ)= αeµtA(x,µ). Here, α denotes
a free Fourier coefficient; A is an explicitly represented solution of a boundary
value problem, see the Appendices A and B. For externally forced periodic so-
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lutions, µ = ikΩ with k ∈ Z, Ω > 0 fixed, and i = √−1. For eigensolutions,
µ = α + iβ and the vector x of the Fourier-coefficients are determined by use
of a Homotopy Method concerning nonlinear matrix eigenvalue problems. In the
subsequent continuation of Part (I),
(i) properties of SVM and corresponding solutions are presented and
(ii) as supplements, there are a qualitative comparison with the Finite Element
Method (FEM) and a list of possible applications to other problem areas.
Part (I) of the paper contains the Sections 1–3. The present Part (II) contains the
Sections 4–7 and the Appendices A and B. In subsequent quotations of sections,
there is no additional indication of Part (I) or Part (II).
5. The energy balance concerning the asymptotic stability of free vibrations
of the truss of Section 3
The truss of Section 3 is reconsidered, initially assuming built-in endfaces
x = ±L of the lower girder with, therefore, no exchange of a rate of work with
the environment. For kw > 0, the asymptotic stability of an eigensolution will be
shown as follows:
(i) initially without an employment of the separation (1.5) of the variables;
(ii) with attention to the lower girder as clamped to one vertical beam, thus
yielding an elastic body represented by an inverted letter T ;
(iii) with attention to the transverse deformation y = y(x, t) of the girder with
x ∈ [−L,L] and the longitudinal deformation η = η(xˆ, t) with xˆ ∈ [0, Lˆ]
of the vertical beam; consequently, only one degree of freedom of the
connecting joint at x = xˆ = 0 is considered in an incomplete version of the
matrix in (B.3), which accounts for three degrees of freedom;
(iv) with an employment of the boundary conditions concerning η and the
boundary and coupling conditions concerning y , see (B.1):
The investigation of the case (ii), (iii) serves to demonstrate qualitatively
(v) the treatment of the analogous ones of the other two degrees of freedom of
the connecting joint and
(vi) of the analogous ones of the dynamic and the kinematic interactions of the
vertical beam with the upper girder.
Two virtual interfaces are introduced at the joint to separate
• the vertical beam at xˆ = 0 from the girder and
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• the girder’s portion with x > 0 from the one with x < 0.
Concerning the variables in (1.3) or (1.4),
• the positive directions are as follows (compare [11, pp. 295–339]): upward
for both y and η,
• upward for the force S(xˆ = 0, t) = EF̂ (η′(0, t) + kwη˙′(0, t)) acting on the
vertical beam
• upward for the shear force Qsh(x = 0+, t)=EI(y ′′′(0+, t)+ kwy˙ ′′′(0+, t))
acting at the interface x = 0+ of the right portion (x > 0) of the girder;
correspondingly, Qsh(x = 0−, t) downward for the shear force acting on the
left portion (x < 0).
Corresponding to (B.1) and (B.2), therefore,
y(x = 0, t)= η(xˆ = 0, t) such that y˙(x = 0, t)= η˙(xˆ = 0, t), (5.1)
and there must be an equilibrium of S(xˆ = 0, t) and δQsh(x = 0, t) :=Qsh(x =
0+, t)−Qsh(x = 0−, t):
−δQsh(x = 0, t)+ Sc(xˆ = 0, t)= 0. (5.2)
For the PDEs (1.1), (1.2), and the listed boundary or coupling conditions,
now an arbitrary eigensolution is considered. The PDE (1.1) is multiplied by
the velocity η = ¯˙η(x, t) and the PDE (1.2) by ¯˙y = ¯˙y(x, t), where η¯ denotes the
conjugate complex quantity concerning η. These equations hold identically for
all xˆ, t and x, t , respectively; they are integrated with respect to xˆ ∈ [0, Lˆ] or
x ∈ [−L,L], respectively, and then subtracted. Because of (1.1) and (1.2), this
yields
A(t) :=
L∫
−L
(
EI(y ′′′′ + kwy˙ ′′′′)+ qBy¨
) ¯˙y dx
−
Lˆ∫
0
(
EF̂ (η′′ + kwη˙′′)− qLη¨
) ¯˙η dxˆ = 0. (5.3)
An integration by parts concerning the second integral yields
(vii) a term at xˆ = 0 to be taken into account subsequently and
(viii) a term at xˆ = Lˆ which is treated according to (vi), i.e., not considered
explicitly in the special case under investigation.
Two integrations by parts of the first integral in (5.3) yield
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(ix) shearing forces and bending moments at the built-in supports x = ±L
multiplied by vanishing deformations and
(x) a term with δQsh at x = 0± to be taken into account by use of (5.2) and
a term with δM not considered because of (iii).
Therefore,
A(t)= Γ (t)+
L∫
−L
(
∂
∂t
(
EI
2
(
y ′′(x, t)
)2 + qB
2
(
y˙(x, t)
)2)
+EIkw
(
y˙ ′′(x, t)
)2)
dx
+
Lˆ∫
0
(
∂
∂t
(
EF̂
2
(
η′(xˆ, t)
)2 + qL
2
(
η˙(xˆ, t)
)2)
+EF̂kw
(
η˙′(xˆ, t)
)2)
dxˆ = 0, (5.4)
where
Γ (t) := (−δQsh(x = 0, t)+ Sc(xˆ = 0, t)) ¯˙y(0, t)
+Qsh(x, t) ¯˙y(x, t)|L−L −M(x, t) ¯˙y′(x, t)|L−L
− (M(x = 0+, t)−M(x = 0−, t)) ¯˙y′(0, t), (5.5)
with M :=EI(y ′′ + kwy˙ ′′). In both integrands in (5.4), the three terms represent
the derivative with respect to t of the sum Sp + Sk of the potential and the kinetic
energies, respectively, and the dissipation term.
The occurrence of the sum of these energies confirms the choice of the sign of
the second integral in (5.3). In (5.5), Γ (t)= 0 because of (5.2), (ix), and (x). For
kw > 0 and any (nontrivial) eigensolution y = y(x, t) and η = η(xˆ, t), therefore,
∂(Sp(t)+ Sk(t))/∂t must be nonpositive. For any fixed kw > 0, this
(I) implies essentially a monotonic temporal decrease of the total energy for the
special problem (ii), (iii) being considered explicitly, provided the temporal
initial values are those of the eigensolution and
(II) this can be generalized to cover all beams of the truss with their three
(continuously distributed) degrees of freedom; consequently, then the sum
of all integrals vanishes identically for all t  0.
Concerning the total truss, its eigensolutions are now confined to their
representation (1.5) by means of separations of the variables x, t or xˆ, t . Then
there are the following additional results:
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(III) α < 0 for any fixed kw > 0 because of (I);
(IV) α = 0 for kw = 0 since the derivative of the total energy in (5.4) then
vanishes for all t  0, which requires µ = iβ , (see (A.3) and (A.4)), i.e.,
eigensolutions periodic with respect to t and satisfying (1.5) are obtained if
and only if kw = 0.
Remarks. (1) According to (A.9) and its discussion, the eigensolution does not
approach the one for kw = 0 as kw → 0+.
(2) Either (I) or (III) correspond to the property of asymptotic stability in the
sense of Lyapunov [9, p. 5]. The replacement of kw = 0 by kw > 0 then causes a
“stabilization” provided there is no possibility of an exchange of energy (work) at
the supports.
(3) In the case of supporting springs at x =±L, there is the possibility of an
exchange of a rate of work with the environment. Depending on their coefficients
of stiffness, a boundary of stability (Minj αj (εˆ) = 0) may then be determined
homotopically.
(4) Just as in the case of the example with (5.1)–(5.5), the result α < 0 for
kw > 0 is also true for any other submatrix of F since it is cut off from the
remainder of (1.6).
(5) Under the conditions in this section, SVM-simulations under consideration
are properly posed in the sense of [12, p. 227] because of (III), (IV), and the
existence of a unique forced solution with frequency kΩ if kΩ /∈ sing.F , see
(3.3).
6. Comparison of FEM and its usual algorithms with SVM and the
homotopies
According to [5] and Sections 1 and 3, an FEM-simulation of vibrating systems
employs (piecewise) elastostatic elements and discretized masses, thus yielding
an ODE-system for the vector u of the kinematic variables of these masses (see
Sections 1 and 3),
M ¨u+C ˙u+K u= r(t), ˙u := d u/dt, (6.1)
with M the mass matrix, C the damping matrix, K the stiffness matrix, and r the
force vector. In the usual engineering applications to be considered here, M and
K are symmetric and positive definite. By means of r(t) = 0 and the candidate
u(t)= veiλt , (6.1) yields the FEM-eigenvalue problem(−Mλ2 + iCλ+K)v = 0 (6.2)
with λ ∈ R an eigenfrequency if C is ignored. The size of C, K , and M
depends on the number of replacing geometrical entities (elements) due to, e.g.,
a partitioning of a beam, see Section 3.
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Remark. In applications of SVM to frames or trusses the corresponding
dimension of the matrix F may be smaller than the ones of M , C, K since
entire beams are the geometric entities and since certain Fourier coefficients can
be expressed by others, see Section 3 and Appendix B. However, there are 3× 21
coefficients for each girder in Section 3, yielding the ones of the vertical beams,
compare Section 3.
Concerning (6.2) with C = 0, the major practical methods in literature for the
determination of the eigenvalues λ and the eigenvectors v are
(i) the Krylov subspace method [21],
(ii) the Lanzcos subspace method [5, p. 597], and,
as recommended in [5, p. 666] for the case of large matrices,
(iii) DSM, the “Determinant Search Method” for individual eigensolutions, [5,
p. 667] and
(iv) SIM, the “Subspace Iteration Method” for tuples of eigensolutions, [5,
p. 672].
Concerning DSM, since −Mλ2 +K in (6.2) is symmetric, orthogonal transfor-
mations yield a tridiagonal matrix allowing a recursive stable determination of
the characteristic polynomial and its Sturm sequence by use of (costly) algebraic
operations. According to [5, p. 674], SIM rests on the choice of q linearly inde-
pendent vectors, the inverse vector iteration Kvk+1 =Mvk for every one of these
vectors, and a Ritz method to extract the best approximation from the q iteration
vectors. The convergence and the number of iterations depend on the proximity
of the approximating subspace to the one of interest concerning the eigenspace,
[5, p. 675]. There hold:
• SIM involves a simultaneous determination of several eigensolutions in
a chosen subspace;
• DSM and SIM are confined to problems with λ ∈R, i.e., C must be ignored;
since it employs determinants, DSM is generally unstable;
• these methods may fail numerically or computationally in the case of large
dimensions of K and M , [5, p. 697].
Remark. For a FEM vibrational analysis of bridges, the computation of the
eigenfrequencies is by far the most costly part [13], whose replacement by
Homotopies is correspondingly desirable [13].
According to Section 2, the homotopic SVM-determination of the eigensolu-
tions y of F = F(µ) proceeds individually by use of small determinants and an
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ODE-solver; i.e., the total cost is proportional to the number of computed solu-
tions. There is no need for a replacement of a true physical parameter generating,
e.g., the discretized mass of an element. There would be a uniform reliability con-
cerning low and high eigenfrequencies if numerical errors could be ignored, see
the Appendices A and B regarding the (numerical) condition of the computations.
Remarks. (1) Because of the nonlinear dependency of F on µ in SVM, the
methods (i)–(iv) then cannot be applied as presented in [5]; e.g., the Sturm
sequences cannot be used.
(2) The Homotopies of Section 2 are directly applicable in the case of (6.2),
even under the admission of the matrix C.
(3) DSM, SIM, and the Homotopies may fail to discover all eigensolutions.
7. On some other possible applications of SVM in Mechanics or Physics
The presented combination of SVM and Homotopies is applicable with
respect to the eigenfrequencies of systems modelled by linear PDEs with
constant coefficients and one spatially independent variable. Examples are the
eigenfrequencies of
(i) gear drives (e.g., [3,15]) or other rotor systems consisting of (perhaps
relatively thin and long) shafts and attached heavy rigid bodies;
(ii) railroad pantographs in their interaction with the (long and thin) catenaries
[13,22];
(iii) the telegraph equation [25, p. 291] as applied to corresponding electric
networks.
Remarks. (1) The presented Homotopies are expected to be directly applicable
in the case of (large) classical matrix eigenvalue problems, e.g., those induced by
difference methods.
(2) Nonperiodic events can be treated by use of artificial (virtual) repetitions
admitting the employment of Fourier series, see [4] for the treatment of the
moving train.
(3) Both (i) and (ii) involve an internal temporal “on–off” contact giving rise
to periodic coefficients and a corresponding stability problem. This will be treated
in a subsequent paper.
For demonstration purposes, the preceding presentation of SVM is confined
to spatially one-dimensional problems in Solid Body Mechanics. More generally,
corresponding examples concerning spatially multidimensional linear problems
in box-like domains are:
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(iv) vibrations of membranes [19,25] or in acoustics, the Schrödinger equation
with a piecewise constant potential function [20, p. 435], the PDE-system of
the Maxwell equations [20, p. 393], and the linear Hydrodynamic Stability
Theory [10], [14, p. 490].
Remarks. (1) For the problems in (iv), eigensolutions usually are determined by
use of separated variables, since mostly wave-like solutions are of interest.
(2) See [8, pp. 203–204] for the employment of separated variables in nonlinear
Fluid Mechanics.
Subsequently, a corresponding problem [1] from contemporary research will
be outlined briefly, the one of the diffraction of x-rays in deformed crystals.
Concerning a perfect crystal with a spatially periodic electron density, insertion
of Bloch waves into the Maxwell equations yields an infinite homogeneous
linear algebraic system for the corresponding Fourier coefficients. Concerning
a deformed crystal with a spatially periodic distortion, the Takagi-theory [23]
(i) replaces the Fourier coefficients of the Bloch waves by r-dependent
functions where r denotes the three-dimensional position vector,
(ii) modifies the exponents of the Bloch waves by an additional displacement
vector, thus yielding
(iii) a linear hyperbolic system of PDEs with constant coefficients containing
the said algebraic system in the right-hand side and the three-dimensional
directional derivative in the left-hand side, whose norm must be sufficiently
small for this physical approximation to be valid.
In a four-dimensional r − t-space, the extended Takagi-theory [1] employs an
additional free phase function eiϕ(r,t) to make the said norm as small as possible.
At least for a suitable subclass of problems, it is expected that this can be executed
by use of Fourier expansions for eiϕ(r,t) and the functions in (i), thus yielding
a homogeneous linear algebraic system. Periodicity may allow a truncation of
this system. For any one of its (homotopically determined) eigensolutions, the
said left-hand side is evaluated with an additional minimization of the norm of
the directional derivative by use of the free Fourier coefficients of eiϕ(r,t).
Appendix A. Supplement concerning the mathematical model and
properties of the functions A, B , and b
In (1.1) and (1.2), there are the following positive constants (with units in
brackets to indicate the physical dimension): Young’s modulusE [N/m2], F̂ cross
sectional area of a beam [m2], I moment of inertia concerning bending [m4],
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kw coefficient of internal damping [s], ρˆ density [kg/m3], and qL = qB =
ρˆF̂ [kg/m]; kw is chosen according to the model of Voigt [11,16–18].
Remark. For small and medium frequencies |β|, values kw of the order of
10−5 [s] have been identified in [6], making use of SVM and time domain results
for the periodically forced solutions of gear drives [15].
In (1.5), the Fourier coefficients are nondimensional and the functions A, B ,
and b have the dimension of a length. In (1.6), therefore
(i) the elements of F and the components of f possess this dimension or they
are nondimensional, see (B.3);
(ii) F is not a stiffness matrix;
(iii) the values of A, B , or b represent dynamical generalizations of the
(elastostatic) Maxwell influence coefficients [7, p. 103]; e.g., b(x,µ) in
(1.5) characterizes the deformation η(x, t,µ) which is due to a unit force
S =EF̂T eµtb′(x0,µ) acting at x0 on a beam, with T in (1.4).
For solutions with small spatial wavelengths, (1.2) should be replaced by the
PDE of the Timoshenko theory of bending [16, p. 156]:
Γ1
....
y + y¨ + Γ2y ′′′′ − Γ3y¨ ′′ = 0 (A.1)
with positive constants Γ1, Γ2, Γ3 and the possibility of an additional internal
damping term with coefficient kw . By use of y = A(x,µ)eµt , there follows an
ODE for A.
Replacing η = γˇ b(x,µ)eµt in (1.5) by η = g(x,µ)f (t,µ), (1.1) yields linear
ODEs with constant coefficients for f and g, respectively. The corresponding
candidates f = eµt and g = e±
√
λx yield
λ= qˆµ
2
1+µkw =: (ρ + iσ )
2, qˆ := qL/EF̂ = ρˆ/E. (A.2)
Therefore, the fundamental system concerning b consists of the functions
exp(±(ρ + iσ )x) where
±(ρ(µ)+ iσ (µ))=±√(qˆ/D̂ )µ2(1+ kwµ¯)=: ±√γˆ + iδˆ
=±
(√
1
2
(
γˆ +
√
γˆ 2 + δˆ2
)
+ i(sgn δˆ)√1
2
(
−γˆ +
√
γˆ 2 + δˆ2
))
,
D̂ := (1+ αkw)2 + (βkw)2, γˆ =
(
qˆ/D̂
)(
α2 − β2 + αkw
(
α2 + β2)),
δˆ = (qˆ/D̂ )(2αβ + βkw(α2 + β2)), (A.3)
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(ρ + iσ )/√β →√qˆ/2kw(1+ i) for |β| →∞ with α and kw > 0 fixed.
This fundamental system is not valid in the elastostatic limit µ = 0 of the
vanishing double root or as |µ| = |α+ iβ|→∞ since then ρ(µ)+ iσ (µ)→∞.
A replacement of β by −β
(i) preserves γˆ and changes sgn δˆ,
(ii) preserves ρ and changes sgnσ .
This validates the replacement of η = γˇ b(x,µ)eµt by the corresponding conju-
gate complex expression η¯. Consequently, real-valued functions follow from b+ b¯
and (b− b¯)/i .
Remark. For kw = 0, (A.3) yields α + iβ =±(ρ + iσ )/
√
qˆ .
From (1.2) and (1.5), there follows an obvious ODE for A and B . Analogously
to (A.2) and (A.3), this yields
(ρ + iσ )4 =− qˆµ
2
1+µkw =−
(
γˆ + iδˆ), qˆ := qB
EI
= ρˆF̂
EI
, (A.4)
with ρ, σ , γˆ and δˆ in (A.2), (A.3), provided qˆ is replaced by qB/EI .
Consequently, (ρ+ iσ )2 is then given by the right-hand side of (A.3) as multiplied
by i . For kw = 0, the four roots are ρ = ±qˆ1/4|β|1/2, σ = 0 and ρ = 0, σ =
±qˆ1/4|β|1/2. For kw = 0, these four roots yield the fundamental system for A
and B .
These systems for A, B , and b are subject to dynamic coupling and/or
boundary conditions where only one of these conditions is nonhomogeneous in
each case, e.g., (A.5) and (A.6). This yields a nonhomogeneous linear algebraic
system for the coefficients of the functions in the fundamental system. These
systems possess a (2× 2)-matrix Q2 in the case of b and a (4× 4)-matrix Q4 in
the cases of A or B . The solutions of the boundary value problems are inversely
proportional to the power of ρ+ iσ appearing in the formal evaluation of the unit
nonhomogeneous coupling or boundary condition.
Remark. Concerning bending of a beam clamped to two adjacent beams, there
are four functions A or B , each possessing one unit dynamic boundary value.
Also for the elements employed in FEM, the elastostatic solution of (1.2) uses four
functions of x , each satisfying three homogeneous kinematic boundary conditions
and precisely one unit kinematic boundary value.
Example. The function b = b(x,µ, kw) is considered which solves the corre-
sponding ODE and the boundary conditions
b′(−L,µ,kw)= b′(L,µ, kw)= 0. (A.5)
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Additionally, the following coupling conditions are chosen:
b(0+,µ, kw)− b(0−,µ, kw)= 0,
EF̂
(
b′(0+,µ, kw)− b′(0−,µ, kw)
)= 1. (A.6)
The solution of this boundary value problem yields b= b(x,µ, kw) with
b(0,µ, kw)=−
(
2EF̂
)−1(2+ e2τL+ e−2τL)/D,
τ := ρ(µ)+ iσ (µ), D(τ, kw) := τ
(
e2τL − e−2τL), (A.7)
b(−L,µ,kw) ≈ (EF̂ /√β )−1e−τ̂
√
βL → 0 for |β| → ∞ with τ̂ := √qˆ/2kw ×
(1+ i) and with α and kw > 0 fixed. With µ a result of Stage (0) in Section 2. In
the limit
D(τ)→ 0 ⇒ (i) τ → 0 or (ii) e2τL − e−2τL → 0
⇒ (i) ρ + iσ → 0 or (ii) ρ(α,β, kw)→ 0, and
sin
(
4σ(α,β, kw)L
)→ 0,
cos
(
4σ(α,β, kw)L
)→ 1. (A.8)
For kw = 0, there is a denumerable infinity of eigensolutions due to roots τ of
D(τ) = 0. In fact, then γˆ < 0 and δˆ = 0 because of (A.3) and ρ = 0 such that
α = 0 for kw = 0. For kw > 0, ρ(α,β, kw)= 0 due to δˆ = 0 yields
α = α(β) := −k−1w ±
√
k−2w − β2 for kw > 0 and all β
with (kwβ)2  1 such that
σ = σ(β) := ±√(2qˆ/Dkw)(−α(β))
 . (A.9)
Therefore,
• for (kwβ)2 > 1, there are no eigensolutions concerning (A.7) and b(x,µ, kw)
is bounded;
• for (kwβ)2 < 1, there are pairs of eigensolutions concerning (A.7) which
merge at (kwβ)2 = 1;
• for δ = 0 in the execution of the Homotopy Stage (0), the condition
(δkwβ)
2  1 is satisfied for all fixed β ∈ R; as δ increases, there is a δˆ  1
such that (δˆkwβ)2 = 1 provided |β| is sufficiently large;
• i.e., for any fixed δkw > 0, there is a bounded number of eigensolutions
concerning (A.7);
• for kw → 0 and any β such that (kwβ)2  1, α(β)→−∞ for one of these
roots and then |σ(β)|→∞ in (A.9);
• i.e., the corresponding sequence of eigensolutions (A.7) does not approach
the one for kw = 0 satisfying (ρ+ iσ )=±qˆ1/2(α+ iβ); this implies that the
boundary value problem under investigation is singularly perturbed [24]. ✷
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Conclusion. Since the solution b = b(x,µ, kw) of that boundary value problem
contributes to the values of several elements of F in (3.1), the corresponding
problem F x = f is singularly perturbed as kw → 0.
Remarks. (1) For any kw  0, there hold (i) |b(0,µ, kw)| →∞ for µ→ 0 and
(ii) b(0,µ, kw)→ 0 for |β| →∞ provided (A.9) is valid.
(2) The computational determination of b = b(x,µ, kw) is more and more ill-
conditioned as |β| increases.
The candidate for η in (1.5) is replaced as follows:
η(x, t,µ)= eµt(γˇ1b1(x,µ)+ γˇ2tb2(x,µ)). (A.10)
Due to (1.1) and (A.10), then there hold
γˇ1
(
EF̂ (1+µkw)b′′1 − qLµ2b1
)= γˇ2(−EF̂kwb′′2 + 2qLµ2b2),
γˇ2
(
EF̂ (1+µkw)b′′2 − qLµ2b2
)= 0. (A.11)
The previously employed coupling and/or boundary conditions are prescribed
independently for b2 and b1. The corresponding boundary value problems possess
the matrix Q2. Assuming µ /∈ sing.Q2, there are unique solutions for b1 and b2.
Corresponding to (A.10), two-term candidates are chosen for all beams of the
truss. Their employment and ordering concerning the factors t0 and t1 yields
the following linear algebraic systems for the vectors x2 and x1 of the Fourier
coefficients such as γˇ2 and γˇ1:
F(µ) x2 = 0, F (µ) x1 =K12(µ) x2, (A.12)
with F(µ) singular andK12 following from the right-hand sides such as in (A.11).
Provided (A.12) has two linearly independent solutions ( x1, x2), the employed
µ ∈ sing.F is said to have a multiplicity of at least two. This qualifier is due to
the possibility that there may be candidates for eigensolutions such as (A.10) with
functions γˇj bj (x,µ) for j = 1,2, and 3; then
F(µ) x3 = 0, F (µ) x2 =K23(µ) x3,
F (µ) x1 =K12(µ) x2 +K13(µ) x3, (A.13)
or analogously for j = 1,2,3, and 4, etc. Provided (A.13) has three linearly
independent solutions (x1, x2, x3), the employed µ ∈ sing.F is said to have
a multiplicity of at least three. This suggests a tentative corresponding general
definition of the multiplicities of the employed valuesµ ∈ sing.F of the nonlinear
matrix eigenvalue problems under investigation. For this tentative definition of the
multiplicities of µ ∈ sing.F , a lack of space does not allow an investigation of the
consequences concerning Homotopies.
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Remarks. (1) There is a direct correspondence of this definition with the theory
of linear ODEs and their fundamental systems.
(2) In fact, the generalization of (A.13) for ν = 1, . . . ,N can be arranged
by use of a large matrix L with a block upper triangular structure and identical
diagonal blocks F(µ). As shown by (B.3), the off-diagonal blocks of L are more
complicated than the ones of a usual Jordan matrix.
(3) Obviously, (A.12) has a solution (x1, x2) with x2 = 0 only for exceptional
µ ∈ sing.F , which is also true for (A.13).
In the expressions for the candidates such as in (A.10), the terms with factor
t0 are spatially prescribed at t = 0. The terms with factors tν , ν  1, have to
be activated by use of an external energy supply and transfer which is excluded
by assumption in Section 4; see [25, p. 141] for a condition of this kind. In the
case of supporting springs, a transfer of energy is possible. Its activation requires
additionally an instability of the system under consideration, according to the
theory of self-exciting systems in Mechanics or Electrical Engineering, [25].
Concluding this appendix, the following example from [6, pp. 37–45] provides
a quantitative comparison of results due to SVM or an FEM-like analysis.
Example. Forced and free vibrations of a straight beam with constant circular
cross section are investigated whose endfaces x = ±L are built-in. The beam
is periodically excited by an external transverse force acting at x = 0. Because
of the symmetry of the first eigensolution with respect to x = 0, the analysis is
confined to x ∈ [−L,0]. Equivalent to FEM, the elastostatic solution of (1.2)
is employed in conjunction with the equation of motion of the beam’s mass as
concentrated at x = 0. The computed eigenfrequencies are Ω1 = 5.59c due to
SVM and Ω˜1 = 3.46c due to FEM, where c denotes a parameter defined by use of
the beam data. This large difference is caused by the concentration of the beam’s
mass at x = 0, i.e., at the point of the maximal amplitude of the investigated first
eigensolution. ✷
Appendix B. On the composition of the beams and on general planar
trusses
As a supplement to Sections 3 and 5, the dynamic and the kinematic
composition of the straight horizontal lower girder (subscript l) with one straight
vertical beam (subscript c) will now be investigated. Whereas only one degree
of freedom is considered in this context in Section 5, now all three degrees are
admitted. The coordinates x and xˆ are used as in Section 5. Concerning (1.3)
and (1.4), the positive directions are chosen according to [11, pp. 297–304]. The
dynamic equilibrium conditions are according to (5.2) with T := 1+ kw∂/∂t and
Qc, Ql (=Qsh of Section 5) representing shear forces:
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δQl − Sc = 0, δSl +Qc = 0, δMl +Mc = 0,
δQl :=EIlT
(
y ′′′l (0+, t,µ)− y ′′′l (0−, t,µ)
) != (1+µkw)αˇl · 1,
Qc :=EIcTy ′′′c (0, t,µ) != (1+µkw)αˇc · 1,
δMl :=EIlT
(
y ′′l (0+, t,µ)− y ′′l (0−, t,µ)
) != (1+µkw)βˇl · 1,
Mc :=EIcTy ′′c (0, t,µ) != (1+µkw)βˇc · 1,
δSl :=EF̂lT
(
η′l (0+, t,µ)− η′l (0−, t,µ)
) != (1+µkw)γˇl · 1,
Sc :=EF̂cT η′c(0, t,µ) != (1+µkw)γˇc · 1, (B.1)
where != involves the corresponding nonhomogeneous unit dynamic coupling or
boundary condition concerning A, B , or b, e.g., EIcA′′′c (0,µ)= 1. According to
(5.1), the kinematic composition yields
yl(0, t,µ)= ηc(0, t,µ), ηl(0, t,µ)= yc(0, t,µ),
ϕl(0, t,µ)= ϕc(0, t,µ), (B.2)
where y ′ = tanϕ ≈ ϕ because of the assumed small deformations. Due to the first
line in (B.1), γc = αl, βc = βl , and αc =−γl . Because of (B.2), this implies(
(Al(0,µ)−bc(0,µ)) Bl (0,µ) 0
A′l (0,µ) (B ′l (0,µ)+B ′c(0,µ)) A′c(0,µ)
0 Bc(0,µ) (Ac(0,µ)+bl(0,µ))
) αˇlβˇl
γˇl
=( 00
0
)
.
(B.3)
In the context of this composition at one joint, the employed functionsA, B , and b
possess homogeneous dynamic boundary conditions at the free endfaces x =±L
and xˆ = Lˆ, respectively.
In Section 3,
(i) the matrix in (B.3) is denoted by Dqmm and
(ii) the Homotopy Stage (I) is started by the determination of the roots of
detDqmm = 0 for kw = 0 and any m ∈ {1, . . . ,21}.
These roots are purely imaginary as is shown by the generalization of Section 5
to the case of three degrees of freedom.
Remarks. (1) According to Remark (2) following (A.9), the computational
determination of the elements in (B.3) is more and more ill-conditioned as |β|
increases.
(2) In a small neighborhood of any fixed µ0, the elements in (B.3) of F
can be approximated by use of linear Taylor-polynomials. This yields a linear
eigenvalue problem with the linear eigenparameter µ− µ0. The avoidance of an
approximation of this kind is one of the purposes of the present paper.
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More general planar trusses are now considered possessing in particular
(i) one horizontal straight girder (subscript l) with n= 1, . . . ,N different joints
between its endfaces and
(ii) at the nth joint a total of Pn individual straight beams with a one-sided
attachment by clamping at Pn different angles ϕjn ∈ (0,π).
For bridges, Pn is at most three. For the girder, separate triples of functions
Anjn , Bnjn , and bnjn are introduced for n = 1, . . . ,N and jn = 1, . . . ,Pn. The
girder’s deformations are represented by use of (1.5), however, with double sums
concerning n and jn. Through the dynamic coupling conditions and for any fixed
pair n, jn, the Fourier coefficients concerning (ii) can be expressed by those
for (i). At any joint, there are Pn triples of equations expressing the kinematic
composition of the girder with the individual inclined beams. Consequently, (B.3)
is replaced by a (3Pn × 3Pn)-matrix.
The presented semiexplicit analysis admits some qualitative (a priori) obser-
vations on properties of the solutions under investigation:
(i) As µ approaches a beam value µ(0)n, there is a relatively strong change of
that solution b, A, or B , see [6, pp. 109–120] for quantitative results. These
changes favor the local existence of roots of the determinants concerning
(B.3) or F in (3.1). For µ→ 0 there is a simultaneous increase of |b|, |A|,
and |B| due to a factor following from the nonhomogeneous side condition,
e.g., the factor τ of D(τ) in (A.7).
(ii) For any solution A or B , its minimal β(0)0 and the distances of its subsequent
β(0)n increase with the geometric parameter I of that beam, see (A.2)–
(A.4). Therefore, long and thin beams possess relatively many bending
eigenfrequencies β(0)n in any frequency interval of practical interest. See
Section 3 for the asymptotic decoupling of eigensolutions of subsystems.
(iii) Consequently, long and thin beams may possess strongly different elastosta-
tic and elastodynamic responses, see [4]. This is due to the matrix elements
of F depending on the solution, e.g., (B.3).
(iv) Generally and for µˆn ∈ sing.F , there is a simultaneous increase of kw > 0
and min
kˆ,n
|µˆn − kˆΩ | in (3.3). This favors a decrease of the number and the
intensities of the induced significant resonance excitations, as is shown by
the computed results for gear drives in [6, pp. 183–185]. Correspondingly,
as kw > 0 decreases, there is an increase of the number of these excitations.
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