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Abstract—Unreliable fading wireless channels are the main
challenge for strict performance guarantees in mobile com-
munications. Diversity schemes including massive number of
antennas, huge spectrum bands and multi-connectivity links are
applied to improve the outage performance. The success of
these approaches relies heavily on the joint distribution of the
underlying fading channels. In this work, we consider the ε-
outage capacity of slowly fading wireless diversity channels and
provide lower and upper bounds for fixed marginal distributions
of the individual channels. This answers the question about the
best and worst case outage probability achievable over n fading
channels with a given distribution, e.g., Rayleigh fading, but not
necessarily statistically independent. Interestingly, the best-case
joint distribution enables achieving a zero-outage capacity greater
than zero without channel state information at the transmitter for
n ≥ 2. Furthermore, the results are applied to characterize the
worst- and best-case joint distribution for zero-outage capacity
with perfect channel state information everywhere. All results
are specialized to Rayleigh fading and compared to the standard
assumption of independent and identically distributed fading
component channels. The results show a significant impact of
the joint distribution and the gap between worst- and best-case
can be arbitrarily large.
Index Terms—Diversity methods, Fading channels, Network
reliability, Joint distributions, Outage capacity.
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I. INTRODUCTION
With advances in communication technology, more crit-
ical applications start to rely on wireless transmission,
e.g., car-to-car communication and medical applications [1].
These areas make high demands on reliability. Therefore,
research started to focus on problems like ultra-reliable
communications where very low error-rates of less than
10−3 are required [2]. In order to understand the trade-
offs and efficient operating points for ultra-reliable com-
munications, [2] develops a framework by listing enabling
technologies and methods as well as their application in
the use cases 1) enhanced Mobile Broadband (eMBB), 2)
massive Machine-Type Communication (mMTC), and 3)
ultra-reliable low latency communication (URLLC) [3].
In mobile wireless settings, the communication channel is
usually modeled as a (slow) fading channel [4]. In this type
of channel, one cannot transmit code words with an arbitrarily
small error probability even for an infinite blocklength [5,
Chap. 5]. Therefore, the ε-outage capacity is used as a
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performance metric. It is defined as the largest transmission
rate for which the outage probability is still less than ε [5].
Various techniques to lower the outage probability or to
increase the diversity order are developed [6] including all
available dimensions, temporal diversity, spectral diversity [7],
spatial and multi-connectivity diversity [8]. The underlying
idea is simple: if one symbol or codeword travels along
several fading paths to the receiver, the probability that it
is received correctly is increased. However, this conclusion
depends heavily on the underlying joint probability density.
In order to motivate the work in this paper, consider the
situation where we have a standard probability space (Ω,F ,P)
with n random variablesX1, ..., Xn, each with fixed univariate
marginal distribution Xi ∼ Fi, i = 1, ..., n. Question 1: What
can we say about the distribution of S = X1 + ... + Xn
when the dependence structure among the random variables
is arbitrary?
In our reliable communication over fading channels sce-
nario, this corresponds to the situation where we have collected
many fading channel gain Xi measurements at n specific
points in space and/or frequency, from which we can deduce
the marginal distribution Fi of the fading channels at these
points. Question 2: What can we say about the achievable
outage performance P(S < r) for r > 0 and S = X1+...+Xn,
if we employ a receive diversity system at these points and, e.g.,
perform coherent combining?
Obviously both Questions 1 and 2 above are closely related.
Let us illustrate the importance of these questions with a sim-
ple dichotomy example from [9] with n = 2 and Rayleigh fad-
ing channels, i.e., standard exponentially distributed random
variables X1 and X2 for the so-called zero-outage capacity:
if X1 and X2 are completely dependent, i.e., X1 = X2 with
probability one, then the zero-outage capacity is zero, while
if X1 and X2 are completely negatively dependent, the zero-
outage capacity is strictly larger than zero.
For frequency diversity, [10] and later [11], have shown
that it is possible to design negatively correlated branches
by selecting frequency differences properly. Indeed, average
error probabilities for frequency-shift keying (FSK) receiver
and square-law combiner [10], coherent and non-coherent
FSK, and differential and coherent PSK with maximum ratio
combining [11] are shown to vanish at certain frequency
spacings. In [12], it is observed that negatively correlated
branches in Rician fading can lead to an increase in the ergodic
capacity compared to the uncorrelated case. Different diversity
combiner schemes in lognormal fading channels are analyzed
in [13] and it is observed that negatively correlated lognormal
channels can outperform the independent channels.
2From the theoretical side, the impact of the joint distribution
on different performance metrics is studied in the context of en-
tropy in [14] and for performance bounds in [15]. The problem
of optimizing the joint distribution given marginal distributions
can be formulated by the copula1 approach [16]. Recently,
[17] exploits copulas and coupling to derive stochastic orders
for multi-user fading channels to characterize ergodic capacity
regions of multi-user channels [18].
However, most of the previous work on performance of
diversity systems in fading wireless channels only considers
the case of independent or positively correlated fading pro-
cesses [19]. In this work, we will partly answer the Question
2 above and provide bounds for cases which are relevant for
the fading wireless channels. However, please note that the
related Question 1 is still open in general, even for the case
n = 2 [20].
In this work, we adapt fundamental results from opera-
tions research to the reliability of wireless communication
links and based on this transfer, it is possible to obtain the
characterization of worst- and best-case fading correlations in
diversity systems. We provide both upper and lower bounds
on various performance metrics for fading wireless channels
with monotone marginal densities allowing dependent fading
processes. The performance metrics include ε-outage capacity
and, as a special case, the zero-outage capacity. The main
contributions are summarized in the following.
• In Theorem 4, we provide lower and upper bounds for
fading channels where all fading coefficients |hi|2 ∼ F
follow the same distribution with a monotone density.
The bounds are tight and are achieved by a certain joint
distribution.
• We show the surprising results that the best-case distri-
bution achieves strictly positive values for all monotone
fading gain distributions.
• Theorem 7 extends the result from Theorem 4 to channels
with arbitrary and different monotone marginal densities
|hi|2 ∼ Fi. In general, these bounds are not tight.
• For perfect channel-state information at the transmitter (CSI-T),
the best and worst-case are shown where the worst case
corresponds to completely dependent, i.e., comonotonic
fading channels.
• The derived results are applied to the typical Rayleigh
fading model and the bounds are stated explicitly, includ-
ing channels with different large-scale fading.
• From the numerical assessment, the two most interesting
observations are 1) the large impact of the joint distribu-
tion on the ε-outage capacity and 2) for the best-case joint
distribution, the zero-outage capacity, with and without
CSI-T, converges with increasing diversity dimension n.
The paper is organized as follows. In Section II,
preliminaries and the system model are introduced. The
main results of bounds on the ε-outage capacity with
only channel-state information at the receiver (CSI-R) are
presented in Section III. Results for the zero-outage capacity
with additional CSI-T are shown in Section IV. An example
1A copula is basically a mapping from a set of marginal distributions to a
joint distribution.
of the application of all results for the special case of
Rayleigh fading channels is given in Section V including
numerical assessment of the impact of different system
parameters on the bounds and the state of the art, mainly
the independent and identically distributed (i. i. d.) case.
Section VI concludes the paper.
Notation
Throughout this work, we will use F and f for a probability
distribution and its density, respectively. The expected value
is denoted by E and the probability by P. The function
G = F−1 denotes the inverse of F . It is assumed that all
considered distributions are continuous. Real-valued Gaussian
and complex circularly symmetric Gaussian random variables
with mean µ and covariance matrix Σ are denoted as N (µ,Σ)
and CN (µ,Σ), respectively. The uniform distribution on the
interval [a, b] is denoted as U [a, b].
II. PRELIMINARIES AND SYSTEM MODEL
A. System Model
Throughout this work, we consider the complex flat fading
channel [5, Ch. 5.4] with n receive dimensions. These could
be n antennas placed spatially or n distributed receivers like
in multi-connectivity, or n time or frequency instances, over
which the same symbol x is transmitted. The received signal
at discrete time k is given by the vector y with n components
as
y[k] = h[k]x[k] +w[k], (1)
where h[k] = [h1[k], . . . , hn[k]] represents the fading channel
and w[k] ∼ CN (0, N0) is i. i. d. complex Gaussian noise with
zero mean and variance N0. In the following, we will drop
the time instance k since we assume that h is constant for the
code word length and the corresponding rate expressions are
achievable.
If the transmitter has no CSI-T, and the receiver has perfect
channel-state information (CSI) on the slow-fading channel,
then the definition of the ε-outage capacity Rε for this channel
model is given as [5]
Rε = sup
R≥0
{
R ∈ R : P
(
n∑
i=1
|hi|2 < 2
R − 1
ρ
)
< ε
}
(2)
for a certain signal-to-noise ratio (SNR) ρ. The SNR of the
channel is defined as P/N0 where P is the transmit power. The
ε-outage capacity is the transmission rate which results in an
outage probability of at most ε, if the next channel realization
is used.
One extreme case of ε-outage capacity is the zero-outage
capacity [21] or delay-limited capacity [22], where ε is set to
zero. This means the rate R0 is achievable for all channel
realizations. It is well known that without CSI-T, this is
not possible (at least for i. i. d. fading with the non-negative
real numbers as support), while with perfect CSI-T it can
be achieved with a long-term power constraint and channel
inversion [23]. More general, it is known that the zero-outage
capacity only depends on the support of the joint distribu-
tion [24].
3B. Problem Statements
In this work, we are interested in the following problem
statements:
P1 For no instantaneous CSI-T and perfect CSI-R, and
for fixed and known marginal distributions of the
channel gains |h1|2, ..., |hn|2, what is the worst-case
and best-case ε-outage capacity over all possible joint
distributions?
P2 For perfect CSI at both transmitter and receiver and
long-term power constraint, and for fixed marginal
distributions of the channel gains, what is the worst-
case and best-case zero-outage capacity over all
possible joint distributions?
As a follow up question, we are also interested in the compar-
ison between the two cases of zero-outage capacity.
C. Bounds on the Outage Performance or Risk
In many different areas, the sum of multiple random vari-
ables with (unspecified) dependency structure is of interest.
An example is the total risk in risk management [25]. Since
the dependency between the different variables is usually
unknown, bounds like the worst and the best case are of
particular interest. In [26], the authors provide bounds on the
probability of the sum of dependent variables Xi ∼ Fi with
monotone marginals
m(s) = inf
FX1,...,Xn
{
P
(
n∑
i=1
Xi < s
)
: Xi ∼ Fi
}
, (3)
where a distribution Fi is referred to as monotone marginal,
if its density is monotone on its support. In [26], a bound for
m(s) is provided, which we restate in the following theorem.
Theorem 1 ([26, Thm. 2.6.1]). Suppose the distributions
F1, . . . , Fn are continuous, then the following holds
m(s) ≥ Φ−1(s) , (4)
where Φ is the conditional moment function, given as
Φ(a) =
n∑
i=1
EXi∼Fi [Xi|Xi ≥ Gi(a)] , (5)
with Gi = F
−1
i being the inverse of the
cumulative distribution function (CDF) Fi.
For the homogeneous case F1 = · · · = Fn = F with
monotone density, the authors of [26] provide a formulation
of a function φ such that (4) is fulfilled with equality. In order
to do this, they prove the existence of an optimal coupling
between the dependent variables by a joint distribution QFn .
In order to construct this joint distribution and the function
φ, we need the following functions cn and H . For decreasing
densities, cn and H are defined as (6) and
Ha(x) = (n− 1)G(a+ (n− 1)x) +G (1− x) , (7)
with a ∈ [0, 1] [26].
For increasing densities, cn and H are given as (8) and
Ha(x) = G(a+ x) + (n− 1)G (1− (n− 1)x) , (9)
with a ∈ [0, 1] [26].
Combining (6)-(9) into one function φ, gives the following
definitions for decreasing densities
φ(a) =
{
Ha(cn(a)) if cn(a) > 0
nE [X |X > G(a)] if cn(a) = 0
, (10)
and increasing densities
φ(a) =
{
Ha(0) if cn(a) > 0
nE [X |X > G(a)] if cn(a) = 0
. (11)
As mentioned earlier, the inverse of φ gives the tight lower
bound on the probability of the sum of the random variables.
We restate this central result from [26] in the following
theorem. Please refer to [26], [27] for the proofs and further
details.
Theorem 2 ([26, Thm. 3.4]). Suppose the distribution function
F has a decreasing density on its support and φ(a) is defined
in (10), or F has an increasing density on its support and
φ(a) is defined in (11). Then
φ−1(s) = m(s) (12)
holds.
The important result in (12) characterizes the worst-case
joint distribution in computable, almost closed-form.
In [27, Sect. 3], a specific joint distributionQFn (c) for n ≥ 2
is constructed for some 0 ≤ c ≤ 1
n
, where (U1, . . . , Un) ∼
QFn (c) satisfy one of the following two cases:
1) For each i = 1, ..., n, the joint density of (U1, . . . , Un)
given Ui ∈ [0, c] is uniformly supported on line seg-
ments uj = 1− (n− 1)ui, for all j 6= i, and
2) G1(U1)+ . . . +Gn(Un) is a constant when Ui ∈ (c, 1−
(n− 1)c) for any i = 1, ..., n.
The intuition behind this construction is that for realizations
of Ui which lie in the medium area (c, 1 − (n − 1)c) a
complete mix is created for which the sum of the realizations
is constant. While outlier realizations Ui ∈ [0, c] close to zero,
are compensated by the other Uj , j 6= i. In [27, Thm. 3.4], the
authors use this joint distribution QFn to solve the following
minimization problem.
Theorem 3 ([27, Thm. 3.4]). Suppose F is a distribution
function with increasing density. Then for any convex function
g
min
X1,...,Xn∼F
E [g(X1 + · · · +Xn)] = EQFn [g(X1 + · · · +Xn)]
(13)
cn(a) = min
{
c ∈
[
0,
1− a
n
]
:
∫ 1−a
n
c
Ha(t)dt ≥
(
1− a
n
− c
)
Ha(c)
}
(6)
4cn(a) = min
{
c ∈
[
0,
1− a
n
]
:
∫ 1−a
n
c
Ha(t)dt ≤
(
1− a
n
− c
)
Ha(c)
}
(8)
holds.
If X ∼ F has a decreasing density f(x), −X has an
increasing density. In the following, φ− denotes the function
φ from (10) and (11) for the random variable −X ∼ F with
the density f(−x). Note that if φ is defined according to (10),
φ− will be evaluated according to (11). More details on the
calculations and relations between the different functions are
listed in the appendix.
III. BOUNDS ON THE ε-CAPACITY FOR MONOTONE
MARGINALS AND PERFECT CSI-R
In this section, upper and lower bounds for fading channels
with fixed marginals and possibly dependent fading coeffi-
cients are derived. Throughout this section, only perfect CSI-R
is assumed. By this we are able to answer problem statement
P1 completely. Let us stress that the solution builds on, but
also extends the results from operations research reviewed
in Section II significantly, because we are able to consider
the typical properties of our fading channel gain distributions.
Therefore, we can characterize the upper and lower bounds
easier and more efficiently compute interesting asymptotic
cases.
Throughout this section, we will give short examples il-
lustrating how the derived theorems can be used to actually
calculate the bounds on the ε-outage capacity. You can also
find all calculations in detail and with interactive plots at [28].
A. Identical Marginals
At first, we will derive an upper and a lower bound on the
outage capacity for the scenario where all fading coefficients
hi have the same marginal distribution, i.e., |hi|2 ∼ F, i =
1, . . . n.
Theorem 4 (Bounds on the ε-outage capacity for identi-
cal monotone marginals). The ε-capacity Rε of n multi-
connectivity fading links with monotone marginal distributions
|hi|2 ∼ F and perfect CSI-R can be bounded by
Rε ≤ Rε ≤ Rε . (14)
The worst-case ε-capacity Rε is given as
Rε(ρ) = log2 (1− ρ · φ−(1− ε)) , (15)
and the best-case ε-capacity Rε is given as
Rε(ρ) = log2 (1 + ρ · φ(ε)) , (16)
where ρ is the SNR and φ is defined in Eq. (10) and (11).
Proof. The proof consists of two parts in which the lower and
upper bound are derived.
1) At first, we will prove the lower bound. For the outage-
capacity defined in (2), the upper bound is determined by the
worst-case2 probability,
M(s) = sup{P(S < s) : Xi ∼ F},
with Xi = |hi|2, S =
∑n
i=1Xi, and s =
2R−1
ρ
.
This yields the following expression
s⋆(Rε) = sup
s≥0
{s :M(s) < ε} (17)
= sup
s≥0
{s : 1− inf{P(−S < −s)} < ε} (18)
= sup
s≥0
{
s : 1− φ−1− (−s) < ε
}
(19)
where φ−1− denotes the inverse of the function φ from (10)
and (11) for −Xi ∼ F . The last transformation is satisfied by
(12). The supremum is attained for equality
1− φ−1− (−s⋆) = ε,
and therefore
s⋆ = −φ−(1− ε) = 2
Rε − 1
ρ
.
Solving for Rε gives (15).
2) Next, we will prove the upper bound in an analogue way.
Instead of an upper bound on the probability, a lower bound
is used,
m(s) = inf{P(S < s) : Xi ∼ F}. (20)
This gives the following expressions of s⋆
s⋆(Rε) = sup
s≥0
{s : m(s) < ε} (21)
= sup
s≥0
{
s : φ−1(s) < ε
}
(22)
= φ(ε) (23)
=
2R
ε − 1
ρ
. (24)
Solving for Rε gives (16).
Since (12) holds with equality, the derived bounds in
Theorem 4 are tight, i.e., an optimal coupling exists for which
the ε-outage capacity is achieved.
Example 1. For illustrating the results from Theorem 4,
we give a simple example. Consider the linearly decreasing
probability density function (PDF) from zero to a maximal
value b > 0, i.e., fXi(x) =
2
b
(
1− x
b
)
, x ∈ [0, b]. The inverse
CDF is then given as G(x) = F−1(x) = b(1 − √1− x).
The function φ that we need for Rε, is calculated according
to (10). Ha(x) is given by (7) as Ha(x) = b(1 − √x) +
b(n − 1)(1 −√1− a− (n− 1)x). Solving the inequality in
2Note that the worst-case outage probability is the supremum while the
best-case outage probability corresponds to the infimum in m(s).
5(6) shows that c = 0 always fulfills it for n ≥ 3 and therefore
cn(a) = 0. According to (10), φ now follows as φ(a) =
nE [X |X > G(a)] = nb
(
2− 11−a − 23
√
1− a+ a1−a
)
.
We can now plug this into (16) to get Rε. The same steps
can be repeated for the negative distribution with f−(x) =
2
b
(
1 + x
b
)
, x ∈ [−b, 0].
In communications, we usually have to deal with decreasing
densities over the non-negative real numbers, e.g., Rayleigh
fading which will be discussed in Section V. For this type
of distributions, more precise statements about the bounds in
Theorem 4 can be given.
Proposition 5. The upper bound on the zero-outage capacity
R0 is always positive in the case of monotone decreasing
densities over the non-negative real numbers and perfect
CSI-R.
Proof. Using (16), the statement to prove
R0(ρ) = log2 (1 + ρ · φ(0)) > 0
is equivalent to
φ(0) > 0.
For decreasing densities, φ is defined according to (10). First,
we will prove φ(0) > 0 for the cn(0) = 0.
1) In the case of cn(0) = 0, φ(0) is given as
nE [X |X > G(0)]. Since G is the inverse of the CDF, this
can be simplified to the expectation nE [X ]. This is greater
than zero by the assumptions we had on the distribution.
2) In the case of cn(0) > 0, φ(0) is given as
H0(cn(0)) = (n− 1)G((n− 1)cn(0)) +G(1 − cn(0)) > 0.
Since G is the inverse of the CDF, we observe the following
properties for the assumed distributions. The first extreme case
is given as G(0) = 0, since our support are the non-negative
real numbers. And second, if the support is upper-bounded,
the value G(1) is equal to that value. Otherwise G(1) goes
to infinity. In both cases, the above H0(cn(0)) is greater than
zero.
Proposition 6. The lower bound on the zero-outage capacity
R0 is always zero in the case of monotone decreasing densities
over the non-negative real numbers and perfect CSI-R.
Proof. If Xi ∼ F with density f(x), then −Xi ∼ F has the
density f−(x) = f(−x). Starting with this relation, φ− can
be written as
φ−(a) =
{
− (G(1− a) + (n− 1)G(0)) if c−n (a) > 0
−nE [X |X < G(1 − a)] if c−n (a) = 0
,
(25)
where c−n (a) is the only value evaluated according to f−.
For the lower bound in (15) from Theorem 4, φ− is
evaluated at 1 − ε. Observing that G(0) = 0, it can easily
be seen that for zero-outage
φ−(1) = 0.
Combining this with (15) completes the proof.
B. Different Marginals
We now extend the results from the previous section to
the case where all coefficients are allowed to have different
monotone densities, i.e., |hi|2 ∼ Fi. Again, we are interested
in the best- and worst-case bounds.
Theorem 7 (Bounds on the ε-outage capacity for arbi-
trary monotone marginals). The ε-capacity Rε of n multi-
connectivity fading links with monotone marginal distributions
|hi|2 ∼ Fi and perfect CSI-R can be lower bounded by
Rε(ρ) = log2 (1− ρ · Φ−(1− ε)) , (26)
and upper bounded by
Rε(ρ) = log2 (1 + ρ · Φ(ε)) , (27)
where ρ is the SNR and Φ− is the function Φ from (5) for
− |hi|2 ∼ Fi.
Proof. The proofs are identical to the ones of Theorem 4. The
only difference is that Φ is used instead of φ. This is done
using (4), which gives looser bounds in Theorem 7 compared
to the ones in Theorem 4.
It can be clearly seen that the structure of the bounds in
Theorems 4 and 7 is the same. The only difference is the
use of Φ instead of φ. Combining (4) and (12) gives φ−1 ≥
Φ−1, which shows that the bounds in Theorem 7 are looser
compared to the ones in Theorem 4. However, (12) only holds
for the homogeneous case (F1 = F2 = . . . = F ). Therefore,
Theorem 7 can be applied in the more general case of arbitrary
monotone marginals.
Example 2. Consider the same PDF as in Example 1 but now
with different bi > 0, i.e., fXi(xi) =
2
bi
(
1− xi
bi
)
, xi ∈
[0, bi]. The function Φ, as defined in (5), needs the condi-
tional expectation which is calculated for our example as
E [Xi|Xi > Gi(a)] = bi
(
1− 23
√
1− a). The upper bound is
now evaluated according to (27) as
Rε(ρ) = log2
(
1 + ρ
(
1− 2
3
√
1− ε
) n∑
i=1
bi
)
.
Again, the calculations are analogue of Φ− and R
ε. You can
find an interactive step-by-step version at [28].
Remark 1. For cn(a) = 0, φ defined in (10) and (11) reduces
to nE [X |X > G(a)]. This is obviously very similar to the
definition of Φ in (5). In fact, they are the same in the
homogeneous case. In this case, the bounds from Theorem 4
and 7 are identical. An example where this happens will be
given in the next section.
Proposition 5 can also be extended to arbitrary monotone
decreasing marginals on the non-negative real numbers as
follows.
Proposition 8. The upper bound on the zero-outage capacity
R0 is always positive in the case of n arbitrary monotone
decreasing densities over the non-negative real numbers and
perfect CSI-R.
6Proof. Similar to Theorems 4 and 7, the proof is analogue to
the one of Proposition 5. However, in this case, we only need
to prove that Φ(0) > 0.
Following the definition of Φ from (5) and the argumenta-
tion in the proof of Proposition 5 yields
EXi∼Fi [Xi|Xi > Gi(0)] = EXi∼Fi [Xi] > 0,
where the last inequality follows from the assumptions on the
marginal distributions.
Please note that Proposition 8 only states that the upper
bound on the zero-outage capacity is positive. Since the bound
might be loose due to (4), this does not necessarily mean that
the actual zero-outage capacity is positive in the best case.
IV. ZERO-OUTAGE CAPACITY FOR PERFECT CHANNEL
STATE INFORMATION
A special case of the ε-outage capacity, which is of par-
ticular interest, is the zero-outage capacity. In this section,
we will take a closer look at it and show how additional
perfect CSI at the transmitter can improve the bounds from
the previous section, where only perfect CSI at the receiver
was assumed. Throughout this section, we will assume that the
fading coefficients |hi|2 have the same monotone decreasing
density over the non-negative real numbers. An example for
Rayleigh fading will be given in Section V-C.
As shown in [29], the zero outage capacity R0 with perfect
CSI at the transmitter can be written as
R0CSIT = log2

1 + ρ
(
E
[
1∑n
i=1 |hi|2
])−1 . (28)
A. Best Case
The best case is obtained when E
[
1∑
n
i=1
|hi|
2
]
is minimized.
This problem is solved in [27], where the authors show that
the minimum of the expected value of a convex function of the
sum of random variables with a monotone density is attained
for a particular dependence structure, see (13).
Lemma 9. The best-case zero-outage capacity for fading
channels with monotone decreasing densities and perfect CSI
at the transmitter is given by
R0CSIT = log2

1 + ρ ·H(cn)
H(cn)n
∫ 1
1−cn
1
H(1−x)dx+ 1− ncn

 ,
(29)
where H and cn are given by H0 from (7) and cn(0) from (6),
respectively.
Proof. Using the minimization problem in (13) and [26, Proof
of Prop. 3.1], the relation in (30) at the bottom of the page
can be derived, where g is a convex function. The detailed
derivation can be found in Appendix E. According to (28), we
set g(x) = 1
x
for our considered problem, and get (29).
Based on this lemma, we are able to make the following
statement about the best-case zero-outage capacities in the
scenarios with and without perfect CSI at the transmitter.
Theorem 10. In the case of fading coefficients |hi|2 with
monotone decreasing densities, perfect CSI at the transmitter
can increase the highest achievable zero-outage capacity
R0CSIT ≥ R0 (31)
Proof. For cn = 0, the proof is trivial.
For cn > 0, R0CSIT in (29) can be easily compared to the
best-case zero-outage capacity R0 in the case of no CSI at the
transmitter from Theorem 4
R0 = log2 (1 + ρ ·H0(cn(0))) .
We observe that (31) holds, if
1 ≥ H(cn)n
∫ 1
1−cn
1
H(1− x)dx+ 1− ncn .
Using some minor manipulations as well as the mean value
theorem, this can be restated as
ncn ≥ ncn H(cn)
H(1− ξ) , (32)
where ξ ∈ [1− cn, 1] is the mean value (and therefore 1− ξ ∈
[0, cn]). As stated in [26, Lemma 3.3], H(x) is decreasing for
x ∈ [0, cn] and attains its minimum at cn. Therefore,H(cn) ≤
H(1− ξ) holds, which completes the proof.
B. Worst Case
We need the maximum of E
[
1
X1+···+Xn
]
for minimizing
the zero-outage capacity with perfect CSI at the transmitter.
The following corollary provides the corresponding joint dis-
tribution which achieves this maximum.
Corollary 1. The maximum of E
[
1
X1+···+Xn
]
is achieved
for comonotonic (X1, ..., Xn), i.e., for F (X1, ..., Xn) =
min{F1(X1), ..., Fn(Xn)}, or alternatively if Xi ∼ F−1i (U)
for i = 1, ..., n and uniform U ∼ U [0, 1].
Proof. The corollary follows from [30, Theorem 2.1]. It is
also mentioned in [20, Section 4.1].
The comonotonicity of (X1, ..., Xn) means that all variables
are completely dependent or completely coupled [31], i.e.,
U1 = . . . = Un = U with probability one and Xi = Gi(U).
Instead of diversity, this provides only the n-fold sum of the
signal.
min
|hi|
2∼F
E
[
g
(
n∑
i=1
|hi|2
)]
= n
∫ 1
1−cn(0)
g (H0(1− x)) dx+ g (H0(cn(0))) (1− ncn(0)) (30)
7V. RAYLEIGH FADING CHANNELS
In this section, the special case of Rayleigh fading is con-
sidered. This channel model is commonly used for modeling
mobile channels [4].
Besides Rayleigh fading, other fading distributions with
monotone marginals are known, e.g., Weibull-fading [32] and
α-µ-fading [33]. In this section, we only show the example
of Rayleigh fading in detail, however, all calculations can be
adapted for other fading distributions.
In this case, the amplitude of the fading coefficients |hi| fol-
lows a Rayleigh distribution. Recall that the ε-outage capacity
can be determined as
Rε = sup
R≥0
{
R ∈ R : P
(
n∑
i=1
|hi|2 < 2
R − 1
ρ
)
< ε
}
. (33)
Since |hi| is Rayleigh distributed, |hi|2 is exponentially dis-
tributed with |hi|2 ∼ exp(λi) [34, Ch. 39].
The exponential distribution has a monotone decreasing den-
sity f(x) = λ exp(−λx) which allows us to apply Theorems 4
and 7 to determine lower and upper bounds for the outage
capacity.
The expressions for the different functions necessary to
compute the following examples are listed in Appendix D.
The details, including Python code, for reproducing all of the
calculations in this section can be found at [28].
A. Identical Distributions
At first, the case of perfect CSI-R and where all λi = 1 are
the same is considered. In this case, Theorem 4 can be applied.
In the following, the resulting bounds on the ε-outage capacity
are shown along with the i. i. d. case.
1) Upper Bound: The upper bound Rε on the ε-outage
capacity is calculated according to (16). In order to do this, φ
needs to be calculated according to (10) since |hi|2 ∼ exp(1)
has a decreasing density. Hence, cn(a) needs to be determined
according to (6). In the case of exponentially distributed
variables, this yields the following inequality
(a− 1) log
(
1− a− (n− 1)c
c
)
≥ n(a+ cn− 1). (34)
However, this cannot be solved by a closed-form expression
but rather numerically. Figure 1 shows the calculated values
of cn(a) for different n over a. After determining cn(a), they
are used to calculate φ and Rε. For our considered case, φ
can be expressed as
φ(a) =
{
Ha(cn(a)) if cn(a) > 0
n(1− log(1− a)) if cn(a) = 0
. (35)
For a ∈ [0, 1), it can be seen from (34) that cn(a) > 0.
Therefore, φ can be simplified to
φ(a) = Ha(cn(a))
= −(n− 1) log(1− a− (n− 1)cn(a))− log(cn(a)).
(36)
An example for Rayleigh fading with n = 5 is presented in
Fig. 2 and 3 later. As described in Proposition 5, the capacity
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Figure 1. Computed values of cn(a) according to (6) over a for different n
with |hi|
2 ∼ exp(1), i = 1, . . . , n.
in the best case is always positive and even the zero-outage
capacity has a value of around 4.06 bits per channel use. It
increases with increasing ε and tends towards infinity for ε→
1. Please note that the usual operating point is ε < 10−2 or
smaller for URLLC.
Corollary 2 (Best-case Zero-Outage Capacity of Rayleigh
Fading Links). For n Rayleigh fading links with perfect CSI-R,
the best-case zero-outage capacity R0 is upper-bounded by
R0(ρ) ≤ log2 (1 + ρ · n log(n)) . (37)
Proof. As stated in [26, Lemma 3.3], φ(a) is strictly increas-
ing. By definition (cf. (6)), cn(a) ≤ 1n holds. Combining this
with (36) gives,
φ(0) ≤ n log(n). (38)
Applying this to (16) yields (37).
Example 3 (Two User Rayleigh Fading). As a short example
of the above corollary, we consider the two-user scenario with
Rayleigh fading links. In this example, the CDF and its inverse
are defined as F (x) = 1 − exp(−x) and G(x) = − log(1 −
x), respectively. Solving (6) for n = 2 and a = 0 gives the
solution c2(0) = 12 . This yields
φ(0) = H0
(
1
2
)
(39)
= 2 log (2) , (40)
and
R0(ρ) = log2 (1 + 2ρ log(2)) . (41)
The same result of this special case is also derived in [9] by
direct methods and a special construction of joint distribution
for two random variables. Note that in this case of n = 2, the
upper bound formulated in the previous corollary is tight.
82) Lower Bound: The lower bound Rε on the ε-outage
capacity is calculated according to (15). The approach is
very similar to the one of calculating the upper bound in
the previous section. However, φ− is required and all nec-
essary steps have to be calculated for the random variables
− |hi|2 ∼ exp(1). The distribution of these variables has the
increasing density f−(x) = exp(x) on the support (−∞, 0].
Using this gives the following inequality to be solved for c
according to (8)
n(a+ nc− 1)
1 + (n− 1)a ≤ log(a+ c)− log(1− (n− 1)c) . (42)
Depending on cn(a), φ− can be expressed as
φ−(a) =
{
log(a) if cn(a) > 0
n · a−a log(a)−11−a if cn(a) = 0
. (43)
Remark 2. It should be noted that in this case the solution
cn(a) = 0 occurs, if the following holds
n(a− 1)
1 + (n− 1)a ≤ log(a). (44)
This inequality can be solved numerically and gives a min-
imum a, which is decreasing with n. As an example, the
minimum a for which the inequality holds is around 0.117
and 4.56 · 10−5 for n = 3 and n = 10, respectively. For
the lower bound on the outage-capacity in Theorem 4, φ− is
evaluated at the argument 1 − ε. An interesting application
of the outage-capacity is URLLC, where ε close to zero are
considered [2]. In this case, 1−ε is close to one and therefore
the above inequality holds. Therefore, cn(1−ε) is zero in this
case.
The calculated Rε for a Rayleigh fading channel with n = 5
and ρ = 5dB is shown in Fig. 2 and 3. One noticeable point is
that the worst-case zero-outage capacity is zero. However, for
positive ε, it attains positive values and tends towards infinity
for ε→ 1. This is expected since a value of ε = 1 implies that
an arbitrarily large number of transmission errors is tolerated.
3) Comonotonic Coefficients: One special case are comono-
tonic coefficients, i.e., |hi|2 ∼ G(U) with U ∼ U [0, 1]. In this
case, the following holds
P
(
n∑
i=1
|hi|2 ≤ 2
R − 1
ρ
)
= P
(
n∑
i=1
|h1|2 ≤ 2
R − 1
ρ
)
= P
(
|h1|2 ≤ 2
R − 1
nρ
)
= F
(
2R − 1
nρ
)
,
which combined with (2) yields the following expression for
the ε-outage capacity
Rεcomon = log2 (1− ρ · n log(1− ε)) . (45)
The outage capacity for this case is also shown for comparison
in Fig. 2 and 3.
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Figure 2. Lower and upper bound on the ε-outage capacity of a Rayleigh
fading channel with |hi|
2 ∼ exp(1), i = 1, . . . , 5 at ρ = 5dB. In addition,
the special cases of independent and comonotonic |hi|
2 are shown.
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Figure 3. Lower and upper bound on the ε-outage capacity of a Rayleigh
fading channel with |hi|
2 ∼ exp(1), i = 1, . . . , 5 at ρ = 5dB. In addition,
the special cases of independent and comonotonic |hi|
2 are shown.
4) Independent Coefficients: In the case of i. i. d. fading
coefficients hi, the outage capacity can be given as a closed-
form expression. Since the sum of independent exponentially
distributed random variables with the same mean is Gamma-
distributed [34, Ch. 17.2], the ε-outage capacity in the inde-
pendent case is given as
Rεiid = log2
(
1 + ρP−1 (n, ε)
)
, (46)
where P (a, x) is the regularized incomplete Gamma-
function [35, Eq. 6.5.1] (which is the CDF of the Gamma-
distribution [34]).
5) Summary: Figures 2 and 3 show the ε-outage capacity
for Rayleigh fading coefficients with n = 5 and an SNR of
ρ = 5dB in the best case and worst case, along with the cases
of i. i. d. and comonotonic coefficients.
9As expected, the i. i. d. and comonotonic cases lie in be-
tween the other two and show a similar behavior. All curves
increase with increasing ε and tends towards infinity for ε→ 1.
For small ε, the outage capacity for comonotic coefficients
is smaller than for independent ones. However, there is a ε
for which the curves meet and the capacity of the i. i. d. case
becomes smaller. For the interesting operating region shown
in Fig. 3, the i. i. d. case performs better than the comonotonic
case with a significantly higher ε-outage capacity.
Interestingly, all zero-outage capacities are zero except in
the best case. This is due to the considered model of no CSI at
the transmitter. In the case of perfect CSI at the transmitter, the
zero-outage capacity in the i. i. d. case increases to a positive
value, which will be shown in Section V-C.
Since we are often interested in ε close to zero, e.g., in
the context of URLLC, a interesting property of the different
curves in Fig. 2 is the slope at ε = 0. As can be seen from
the figure, the slope in the worst case is the lowest with nρ2 log 2 .
For comonotonic coefficients, the slope increases to nρlog 2 . In
the case of i. i. d. coefficients, the slope at ε = 0 approaches
infinity. This means that allowing even a very small outage
probability increases the ε-outage capacity drastically in the
case of independent coefficients.
B. Different Marginals
Next, a more general scenario of Rayleigh fading channels
is considered. In this setting, we now consider different
fading variances λ−1i for the users. For a fair comparison, we
constrain the sum of the variance to be constant and equal to
the number of users, i.e.,
∑n
i=1 λ
−1
i = n with |hi|2 ∼ exp(λi).
This could happen when one user moves closer toward the base
station while another one moves away [36].
1) Upper Bound: The upper bound on the ε-outage capacity
for different marginal distributions is calculated according to
(27). Therefore, we need to calculate Φ(ε) first. The function
Φ is given in (5) and can be determined as follows for the
exponential distribution
Φ(ε) =
n∑
i=1
EXi∼exp(λi) [Xi|Xi ≥ Gi(ε)] (47)
=
n∑
i=1
E [Xi] +Gi(ε) (48)
= (1 − log(1− ε))
n∑
i=1
1
λi
(49)
= (1 − log(1− ε)) · n (50)
where the “lack of memory property” of the exponential
distribution [37] and our assumption of the constant sum of
the expected values are used.
Finally, the upper bound Rε can be formulated according
to (27) as
Rε(ρ) = log2 (1 + ρ · n · (1− log(1 − ε))) . (51)
2) Lower Bound: The lower bound Rε can be determined
in an analogue way according to (26). In order to do this, the
function Φ− has to be calculated. This can be done as follows
Φ−(a) =
n∑
i=1
E−Xi∼exp(λi) [Xi|Xi ≥ Gi(a)] (52)
=
n∑
i=1
∫ ∞
−∞
xifXi|Xi≥Gi(a)(xi)dxi (53)
=
n∑
i=1
1
P(Xi ≥ Gi(a))
∫ ∞
Gi(a)
xifXi(xi)dxi (54)
=
n∑
i=1
1
1− Fi(Gi(a))︸ ︷︷ ︸
a
∫ 0
Gi(a)
xiλi exp(λixi)dxi (55)
=
a− a log(a)− 1
1− a
n∑
i=1
1
λi
(56)
=
a− a log(a)− 1
1− a · n (57)
Therefore, the lower bound on the ε-outage capacity can be
formulated as
Rε(ρ) = log2
(
1 + ρ · n · ε+ (1 − ε) log(1− ε)
ε
)
. (58)
Remark 3. As mentioned in Remark 1, it is possible that
the in general looser bounds from Theorem 7 for different
marginals are identical to the ones from Theorem 4 for
identical marginals.
The given example of Rayleigh fading shows this behavior
for the lower bound Rε. In the homogeneous case of |hi|2 ∼
exp(1), φ−(a) is given by (43). For cn(a) = 0, this is identical
to Φ−(a) for Rayleigh fading with different marginals |hi|2 ∼
exp(λi) and
∑n
i=1 λ
−1
i = n shown in (57).
This means that, in the case of cn(a) = 0, the lower
bounds Rε in the cases of identical and different marginals
are the same. Equation (44) states the condition that the case
cn(a) = 0 occurs. As stated in Remark 2, there is a minimum
a (decreasing with n) for which the condition holds.
Since we are usually interested in the ultra-reliable sce-
narios, our considered ε are close to zero. Hence, a =
1 − ε is close to one and greater than the minimum a such
that condition (44) holds. Therefore, cn(1 − ε) is zero and
φ−(1 − ε) = Φ−(1 − ε).
C. Perfect CSI at the Transmitter
We now go back to the assumption from the previous section
that |hi|2 ∼ exp(λ), but now also assume that the transmitter
has perfect CSI. In the following, we will only focus on the
zero-outage capacity and compare it to the scenario without
CSI-T.
For convenience, we will restate the zero-outage capacity in
the case of perfect CSI-T given in (28)
R0CSIT = log2

1 + ρ
(
E
[
1∑n
i=1 |hi|2
])−1 .
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1) Upper Bound: The upper bound on the zero-outage ca-
pacity with perfect CSI-T for Rayleigh fading can be evaluated
according to (29) in Lemma 9. The expression for H in this
case is given in Table I in the appendix. Figure 4 shows this
upper bound on the zero-outage capacity for an SNR of 5 dB
for different n. Since there exists no closed-form solution for
determining cn, the values are evaluated numerically.
2) Lower Bound: As stated in Corollary 1, the lower bound
is attained for comonotonic variables (|h1|2 , . . . , |hn|2). In our
case, |hi| ∼ exp(λ) = G(U) with U ∼ U [0, 1] which gives
the following solution to the maximum value of the expected
value
maxE|hi|2∼exp(λ)
[
1∑n
i=1 |hi|2
]
= EU∼U [0,1]
[
1∑n
i=1G(U)
]
(59)
=
1
n
∫ 1
0
1
G(u)
du (60)
= − 1
n
∫ 1
0
λ
log(1− u)du .
(61)
Since this grows to infinity, the zero-outage capacity from (28)
goes down to zero in this worst-case scenario of comonotonic
fading coefficients, i.e., R0CSIT = 0.
3) Independent Coefficients: As stated previously, the sum
of independent exponentially distributed random variables
Xi ∼ exp(λ) follows a Gamma-distribution
∑n
i=1Xi ∼
Γ(n, λ−1) (shape and scale) [34, Ch. 17.2]. In our case, we
need the expected value of the inverse of such a Gamma-
distributed variable. This is distributed according to an inverse-
gamma distribution IG(n, λ−1) which has the expected value
of [34, Ch. 22.4]
ES∼Γ(n,λ−1)
[
1
S
]
=
λ
n− 1 .
Combining this expression with (28) gives the zero-outage
capacity with perfect CSI-T for independent Rayleigh fading
coefficients |hi| ∼ exp(λ) as
R0CSIT, iid = log2
(
1 +
ρ(n− 1)
λ
)
. (62)
4) Summary: Figure 4 shows the best-case and i. i. d. case
zero-outage capacities with perfect CSI-T for varying n and
|hi|2 ∼ exp(1). For comparison, the best-case curve from the
scenario without CSI-T is also given. Note that the zero-outage
for i. i. d. coefficients is always zero in this case.
The first obvious thing which can be seen is that there
is a gap between the i. i. d. and the best-case zero-outage
capacity in the case of perfect CSI-T. More interestingly, the
gap between the best-case with and without perfect CSI-T
vanishes as n grows. This behavior is expected according to
Theorem 10 and the fact that cn approaches zero for increasing
n. In the case of cn = 0, the gap would be equal to zero. In
conclusion, this shows that the benefit of having perfect CSI-T
vanishes with increasing n in the best-case scenario.
However, it should be emphasized that this is only true for
the best case scenario. Without perfect CSI-T, the zero-outage
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Figure 4. Comparison of the best-case and iid case zero-outage capacity with
and without perfect CSI at the transmitter for |hi|
2 ∼ exp(1) and ρ = 5dB.
capacity drops to zero for many other dependence structures
of the fading coefficients, e.g., the independent case. However,
with perfect CSI-T the zero-outage capacity is positive in the
i. i. d. case.
VI. CONCLUSION
In this work, lower and upper bounds on the ε-outage capac-
ity including the zero-outage capacity of fading channels with
monotone marginal densities are derived. Since the individual
fading coefficients were not assumed to be independent, these
bounds hold for the general case of arbitrary dependency
between the fading channels.
A remarkable result is that the zero-outage capacity of n ≥
2 Rayleigh fading links without instantaneous CSI-T can be
greater than zero. However, a particular dependence structure
between the fading coefficients is required. In the worst-case
(and even the i. i. d.) case, the zero-outage capacity is equal
to zero. Note that one challenge follows from the fact that
[26] only proves the existence of such a dependence structure.
Deriving an explicit form remains an open problem, not to
speak about the ‘practical construction’ of the corresponding
propagation scenario.
This leads to the question about the scenario in which the
channel gains are negatively dependent. As described in the
introduction, [10], [11] have shown how to create negatively
correlated diversity branches in the frequency domain. Depend-
ing on the propagation environment, the careful placement
of antennas and nodes can lead to negative dependencies.
The fading parameters related to geometry can be negatively
dependent, e.g., in an opportunistic beamforming scheme with
power control the signal strength of different beamforming
vectors are negatively dependent. Finally, recent results on
reconfigurable meta-surfaces [38] indicate the possibility of
tuning the propagation environment and form the resulting
wireless channels in a smart and flexible way.
The work can be extended to non-monotone densities, i.e.,
to tail-monotone densities, e.g., Nakagami-m fading channels.
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We leave this as future work, because the bounds do not carry
over to this case immediately [26, Section 3.3].
For practical applications, a finite blocklength is required.
Especially in the context of URLLC, short blocklengths are
needed to ensure a low latency. Therefore, it will be interesting
for future work to extend the results to finite blocklengths, e.g.,
by using Polyanski’s work on finite blocklength communica-
tion [39], [40].
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APPENDIX
In the appendix, we state some derivations and relations
which are needed in the main part.
Table I lists the different functions for the specific example
of Rayleigh fading presented in Section V.
A. Expressions for −X
If X ∼ F is distributed according to a monotone decreasing
density f(x), −X has a monotone increasing density f−(x) =
f(−x). This yields the following relations
F−(x) =
∫ x
−∞
f(−t)dt (63)
=
∫ ∞
−x
f(a)da (64)
= 1− F (−x) , (65)
where F (x) is the CDF of X . For the inverse G−, it directly
follows that
G−(x) = F
−1
− (x) (66)
= (1− F (−x))−1 (67)
= −F−1(1− x) (68)
= −G(1− x) (69)
We assume that f(x) is a decreasing density function.
Therefore, Ha(x) is defined according to (7). Since f− is
increasing, H−a (x) is defined according to (9), which can be
rewritten using the above relations as follows
H−a (x) = G−(a+ x) + (n− 1)G− (1− (n− 1)x) (70)
= −G(1− a− x)− (n− 1)G(1− 1 + (n− 1)x)
(71)
= −
(
G(1− a− x) + (n− 1)G((n− 1)x)
)
(72)
using only the function G of the original density f .
B. Conditional Expectation
The function φ defined in (10) and (11) is calculated
according to the conditional expectation E [X |X > G(a)], if
cn(a) = 0. This conditional expectation is calculated as
follows
E [X |X > G(a)] =
∫ ∞
−∞
xfX|X>G(a)(x)dx (73)
=
1
P(X > G(a))
∫ ∞
G(a)
xf(x)dx (74)
=
1
1− F (G(a))︸ ︷︷ ︸
a
∫ ∞
G(a)
xf(x)dx . (75)
Applying the previously stated relations between X and −X
gives the following expression
E−X∼F [−X | −X > G−(a)] =
∫ ∞
−∞
xf−X|−X>G
−
(a)(x)dx
(76)
=
1
P(X > G(a))
∫ ∞
G
−
(a)
xf−(x)dx (77)
=
1
1− F (G(a))︸ ︷︷ ︸
a
∫ ∞
G
−
(a)
xf(−x)dx (78)
=
1
1− a
∫ −∞
−G
−
(a)
tf(t)dt (79)
=
−1
1− a
∫ G(1−a)
−∞
tf(t)dt (80)
=
−1
1− a (F (G(1− a)) · EX∼F [X |X < G(1− a)])
(81)
= −EX∼F [X |X < G(1 − a)] (82)
C. Function φ
For decreasing densities, the function φ is defined according
to (10). Therefore, φ− is defined according to (11). Combining
the above derivations yields the following expression
φ−(a) =
{
− (G(1 − a) + (n− 1)G(0)) if c−n (a) > 0
−nE [X |X < G(1− a)] if c−n (a) = 0
,
(83)
where c−n (a) is defined according to (8) for f−(x).
D. Rayleigh Fading
In the specific example of Rayleigh fading, we have |hi|2 ∼
exp(λi). The different functions derived in the previous sec-
tions are listed in Table I.
E. Convex Minimization Problem
In [27, Thm. 3.4], the following solution to the minimization
problem is proven for Xi ∼ F with a monotone density
min
X1,...,Xn∼F
E [g(X1 + · · · +Xn)] = EQFn [g(X1 + · · · +Xn)] ,
(84)
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min
X1,...,Xn∼F
E [g(X1 + · · · +Xn)] = n
∫ cn
0
g (H(x)) dx+ (1− cn)g (H(cn)) . (85)
Table I
EVALUATED FUNCTIONS FORX ∼ exp(λ)
Function Expression
f(x) λ exp(−λx)
F (x) 1− exp(−λx)
G(x) − log(1−x)
λ
Ha(x) −(n− 1)
log(1−a−(n−1)x)
λ
− log(x)
λ
EX [X|X > G(a)]
1
λ
+G(a)
φ(a)
{
Ha(cn(a)) if cn(a) > 0
n
1−log(1−a)
λ
if cn(a) = 0
f
−
(x) λ exp(λx)
F
−
(x) exp(λx)
G
−
(x) log(x)
λ
H−a (x)
log(a+x)
λ
+ (n− 1)
log(1−(n−1)x)
λ
E
−X [−X| −X > G−(a)]
a−a log(a)−1
1−a
· 1
λ
φ
−
(a)
{
H−a (0) if c
−
n (a) > 0
a−a log(a)−1
1−a
· 1
λ
if c−n (a) = 0
where QFn is the particular dependency structure constructed
in [27] and g is a convex function. The minimal value in the
case of increasing densities is stated in [27, Thm. 3.5] as (85)
on top of the page.
In Lemma 9, we need the solution to this optimization prob-
lem for decreasing densities. By combining the above with the
proof of [26, Prop. 3.1], this can be derived as follows. Based
on the properties of the dependency structure (U1, . . . , Un) ∼
QFn for decreasing densities stated in [26, Sec. 3.1], set
Ai = {Ui ∈ [1− c, 1]} and Bi = {Ui ∈ [0, (n− 1)c]}. The
variables Ui ∼ U(0, 1) are independent uniformly distributed
random variables, such that Xi = G(Ui). Define Di = Ai∪Bi
and therefore D∁i = {Ui ∈ ((n− 1)c, 1− c)}. Because of the
structure of QFn , the sum is a constant on the set D
∁
i equal
to H0(cn). Based on the proof of [27, Thm. 3.5], this can be
used to derive the minimum value for decreasing densities
min
X1,...,Xn∼F
E [g(X1 + · · · +Xn)] (86)
= EQFn [g(G(U1) + · · · +G(Un))] (87)
= nEQFn [g(G(U1) + · · · +G(Un))1A1 ]
+ EQFn
[
g(G(U1) + · · · +G(Un))1D∁
1
] (88)
= nEU [g(H0(1− U1))1A1 ] + EU
[
g(H0(cn))1D∁
1
]
(89)
= n
∫ 1
1−cn
g(H0(1 − x))dx + (1− cn)g(H0(cn)) . (90)
All details and rigorous proofs needed for the above can be
found in [26], [27]. Especially the proofs of [27, Thm. 3.5]
and [26, Prop. 3.1] have been used here.
REFERENCES
[1] J. G. Andrews, S. Buzzi, W. Choi, S. V. Hanly, A. Lozano,
A. C. K. Soong, and J. C. Zhang, “What Will 5G Be?”, IEEE
Journal on Selected Areas in Communications, vol. 32, no. 6,
pp. 1065–1082, Jun. 2014. DOI: 10.1109/JSAC.2014.2328098. arXiv:
1405.2957 [cs.IT].
[2] M. Bennis, M. Debbah, and H. V. Poor, “Ultrareliable and Low-
Latency Wireless Communication: Tail, Risk, and Scale”, Proceedings
of the IEEE, vol. 106, no. 10, pp. 1834–1853, Oct. 2018. DOI:
10.1109/JPROC.2018.2867029.
[3] ITU Working Party 5D, Minimum Requirements Related to Technical
Performance for IMT-2020 Radio Interface(s), 2017.
[4] E. Biglieri, J. Proakis, and S. Shamai, “Fading channels: information-
theoretic and communications aspects”, IEEE Transactions on In-
formation Theory, vol. 44, no. 6, pp. 2619–2692, 1998. DOI:
10.1109/18.720551.
[5] D. Tse and P. Viswanath, Fundamentals of wireless communication.
Cambridge University Press, 2005.
[6] G. Wornell, “Linear diversity techniques for fading channels”, in.
in Wireless Communications, Signal Processing Perspectives, Editors
Poor, V. and Wornell, G., 1998, ch. 1.
[7] A. T. P. Nguyen, R. Le Bidan, and F. Guilloud, “Confidence Level
for Finite Blocklength Ultra Reliable Communication over Fading
Channels”, in IEEE INTERNATIONAL SYMPOSIUM ON PERSONAL,
INDOOR AND MOBILE RADIO COMMUNICATIONS (PIMRC), Is-
tanbul, Turkey, Sep. 2019.
[8] M. Simsek, T. HÃu˝Ã§ler, E. Jorswieck, H. Klessig, and G. Fettweis,
“Multiconnectivity in multicellular, multiuser systems: A matching-
based approach”, Proceedings of the IEEE, vol. 107, no. 2, pp. 394–
413, Feb. 2019. DOI: 10.1109/JPROC.2018.2887265.
[9] E. Jorswieck and P.-H. Lin, “Ultra-Reliable Multi-Connectivity With
Negatively Dependent Fading Channels”, in 2019 16th International
Symposium on Wireless Communications Systems (ISWCS), IEEE,
2019.
[10] F. Haber and M. Noorchashm, “Negatively correlated branches in
frequency diversity systems to overcome multipath fading”, IEEE
Transactions on Communications, vol. 22, no. 2, pp. 180–190, Feb.
1974. DOI: 10.1109/TCOM.1974.1092173.
[11] A. Akki, “Negatively correlated diversity branches using various mod-
ulation methods and maximal ratio combining”, IEEE Transactions
on Communications, vol. 33, no. 12, pp. 1323–1326, Dec. 1985. DOI:
10.1109/TCOM.1985.1096242.
[12] K. A. Hamdi, “Capacity of MRC on correlated rician fading channels”,
IEEE Transactions on Communications, vol. 56, no. 5, pp. 708–711,
May 2008. DOI: 10.1109/TCOMM.2008.060381.
[13] B. Zhu, J. Cheng, J. Yan, J. Wang, L. Wu, and Y. Wang, “A new asymp-
totic analysis technique for diversity receptions over correlated lognor-
mal fading channels”, IEEE Transactions on Communications, vol. 66,
no. 2, pp. 845–861, Feb. 2018. DOI: 10.1109/TCOMM.2017.2767039.
[14] T. M. Cover and Z. Zhang, “On the maximum entropy of the sum of
two dependent random variables”, IEEE Transactions on Information
Theory, vol. 40, no. 4, pp. 1244–1246, 1994. DOI: 10.1109/18.335945.
[15] E. Biglieri and I. Lai, “The impact of independence assumptions
on wireless communication analysis”, in 2016 IEEE International
Symposium on Information Theory (ISIT), Jul. 2016, pp. 2184–2188.
DOI: 10.1109/ISIT.2016.7541686.
[16] R. B. Nelsen, An introduction to copulas. Springer Series in Statistics,
2006.
[17] P.-H. Lin, E. A. Jorswieck, R. F. Schaefer, M. Mittelbach, and C. R.
Janda, On stochastic orders and fast fading multiuser channels with
statistical CSIT, 2017. arXiv: 1712.03692 [cs.IT].
[18] P.-H. Lin, E. Jorswieck, R. Schaefer, C. Janda, and M. Mittelbach,
“On stochastic orders and fading Gaussian multi-user channels with
statistical CSIT”, in Proc. IEEE ISIT, 2019.
[19] M.-S. Alouini and M. K. Simon, “Dual diversity over corre-
lated log-normal fading channels”, IEEE Transactions on Com-
munications, vol. 50, no. 12, pp. 1946–1959, Dec. 2002. DOI:
10.1109/TCOMM.2002.806552.
[20] B. Wang and R. Wang, “Joint mixability”, Mathematics of Op-
erations Research, vol. 41, no. 3, pp. 808–826, 2016. DOI:
10.1287/moor.2015.0755.
[21] L. Li and A. J. Goldsmith, “Capacity and optimal resource allocation
for fading broadcast channels - part II: Outage capacity”, IEEE Trans.
on Information Theory, vol. 47, pp. 1103–1127, 2001.
13
[22] S. Hanly and D. Tse, “Multiaccess fading channels: Part II: Delay-
limited capacities”, IEEE Trans. on Information Theory, vol. 44,
pp. 2816–2831, Nov. 1998.
[23] A. J. Goldsmith and P. P. Varaiya, “Capacity of fading channels with
channel side information”, IEEE Trans. on Information Theory, vol.
43, pp. 1986–1992, Nov. 1997.
[24] S. Verdu and Te Sun Han, “A general formula for channel capacity”,
IEEE Transactions on Information Theory, vol. 40, no. 4, pp. 1147–
1157, Jul. 1994. DOI: 10.1109/18.335960.
[25] P. Embrechts and G. Puccetti, “Risk Aggregation”, in Copula Theory
and Its Applications, P. Jaworski, F. Durante, W. K. HÃd’rdle, and
T. Rychlik, Eds., Springer Berlin Heidelberg, 2010, pp. 111–126. DOI:
10.1007/978-3-642-12465-5_5.
[26] R. Wang, L. Peng, and J. Yang, “Bounds for the sum of dependent
risks and worst Value-at-Risk with monotone marginal densities”,
Finance and Stochastics, vol. 17, no. 2, pp. 395–417, Apr. 2013. DOI:
10.1007/s00780-012-0200-5.
[27] B. Wang and R. Wang, “The complete mixability and convex min-
imization problems with monotone marginal densities”, Journal of
Multivariate Analysis, vol. 102, no. 10, pp. 1344–1360, Nov. 2011.
DOI: 10.1016/j.jmva.2011.05.002.
[28] K.-L. Besser. (2019). Reliability bounds for dependent fading
wireless channels, Supplementary material, [Online]. Available:
https://gitlab.com/klb2/reliability-bounds-dependent-fading-channels.
[29] E. Jorswieck and H. Boche, “Delay-limited capacity: multiple antennas,
moment constraints, and fading statistics”, IEEE Transactions on
Wireless Communications, vol. 6, no. 12, pp. 4204–4208, Dec. 2007.
DOI: 10.1109/TWC.2007.05867.
[30] G. Puccetti and R. Wang, “Extremal dependence concepts”, Statist. Sci.,
vol. 30, no. 4, pp. 485–517, Nov. 2015. DOI: 10.1214/15-STS525.
[31] H. Thorisson, “Coupling”, in Probability Towards 2000, L. Accardi
and C. C. Heyde, Eds. New York, NY: Springer New York, 1998,
pp. 319–339. DOI: 10.1007/978-1-4612-2224-8_19.
[32] M. D. Yacoub, “The α-µ distribution: A general fading distribution”,
in The 13th IEEE International Symposium on Personal, Indoor
and Mobile Radio Communications, IEEE, 2002, pp. 629–633. DOI:
10.1109/PIMRC.2002.1047298.
[33] G. C. Alexandropoulos, N. C. Sagias, and K. Berberidis, “On the
multivariate weibull fading model with arbitrary correlation matrix”,
IEEE Antennas and Wireless Propagation Letters, vol. 6, pp. 93–95,
2007. DOI: 10.1109/LAWP.2007.893093.
[34] C. Forbes, M. Evans, N. Hastings, and B. Peacock, Statistical Distri-
butions, 4th Ed. John Wiley & Sons, Inc., 2010.
[35] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Func-
tions: With Formulas, Graphs, and Mathematical Tables, 10th Ed.
1972.
[36] E. A. Jorswieck, M. Bengtsson, and B. Ottersten, “On the interplay
between scheduling, user distribution, CSI, and performance measures
in cellular downlink”, in 2006 14th European Signal Processing
Conference, IEEE, 2006.
[37] B. Everitt and A. Skrondal, The Cambridge Dictionary of Statistics,
4th Ed. Cambridge: Cambridge University Press, 2010, vol. 4.
[38] M. D. Renzo et al., “Smart radio environments empowered by ai re-
configurable meta-surfaces: An idea whose time has come”, EURASIP
Journal on Wireless Communications and Networking, 2019.
[39] Y. Polyanskiy, H. V. Poor, and S. Verdu, “Channel Coding Rate
in the Finite Blocklength Regime”, IEEE Transactions on Infor-
mation Theory, vol. 56, no. 5, pp. 2307–2359, May 2010. DOI:
10.1109/TIT.2010.2043769.
[40] W. Yang, G. Durisi, T. Koch, and Y. Polyanskiy, “Quasi-Static Multiple-
Antenna Fading Channels at Finite Blocklength”, IEEE Transactions
on Information Theory, vol. 60, no. 7, pp. 4232–4265, Jul. 2014. DOI:
10.1109/TIT.2014.2318726.
