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Abstract
Using certain series which occur in quantum electrodynamics (qed)
as a prototype, we provide a pedagogic review of asymptotic and diver-
gent series and some of their applications in physics. We first review
the concept of asymptotic series, and a few of its associated deep con-






divergent series and their limitations. In the core of the paper, it is
shown that Tao’s recent method of smoothed sums, which conveys a
precise mathematical sense to the “sums of the series” obtained by
some of these summability methods, also provides a rigorous math-
ematical theory of an important effect in non-perturbative qed, the
Casimir effect for perfectly conducting parallel plates.
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1 Introduction
One of the most impressive measurements in physics is of the electron anoma-
lous magnetic moment of the electron, which is known with a precision of a
few parts in 1014 [1]. On the other hand, the theoretical prediction needed
to match this result requires the use of perturbation theory containing up to
five loop contributions. As is well known [2], higher order contributions in
systems containing an infinite number of degrees of freedom lead to the ap-
pearance of divergences which are usually taken care by the renormalization
procedure. In addition to these, the perturbation series for the renormalized
gyromagnetic ratio g of the electron (see [3], p. 79, 109) is a prototype of














where α = 1
137.0···
denotes the fine-structure constant. As remarked by Wight-
man [4], which we now follow, the series is likely to be an asymptotic series,
defined as below.
In mathematics, divergent series have been studied since the XVIIIth cen-
tury and many summability methods have been developed; see for instance
[5]. In particular, Terence Tao [7] suggested a powerful smoothing method
which explains the numbers obtained by these summability methods. On
the other hand, one of the simplest physics problems in which a divergent
series appears is the calculation of the force between two infinite conducting
planes, also known as the Casimir effect [6]. Here, the zero point energy of
the electromagnetic field diverges due to the existence of an infinite number
of normal modes.
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Our goal in this work is to study the Casimir effect using rigorous math-
ematical tools, in particular Tao’s summation method. This paper is orga-
nized as follows: to set the stage, we recapitulate the concepts of asymptotic
and divergent series in Section 2. Section 3 is devoted to the presentation
of inconsistencies in the treatment of divergent series by the Euler and Ra-
manujan summation methods, as well as a brief review of Tao’s method of
smoothed sums. Section 4 contains a mathematically precise evaluation of
the Casimir effect using Tao’s summation method. We discuss the results,
paying special attention to the residual divergence and its interpretation in
Section 5.
2 Basic facts: asymptotic and divergent se-
ries
In this section we introduce the concept of asymptotic series. Although the
whole paper is intended to be mathematically rigorous, only elementary real
analysis is used, as is the case in Tao’s lectures [7]. Given a function f ,
defined on an open interval a < x < b, one says that a function fN defined






where x → a+ means that x tends to a from the right. This general definition











to f of order N at a for all N = 0, 1, 2, · · · , then one says that the series
∑∞
n=0 an(x− a)








−N = 0, then it follows that limx→a(f(x)−
fN(x))(x−a)





is asymptotic to f of order N at a,
lim
x→a+
f(x) = a0 = f(a+)
lim
x→a+


















(x− a)−N = aN =
f (N)(a+)
N !
Above, and throughout the paper, the superscripts denote the orders of the
derivatives. Thus, when
∑N
n=0 an(x − a)
n is asymptotic to f of order N at
a, the function f has necessarily N derivatives from the right at a and the




for n = 0, 1, · · ·N .
Thus, as Wightman observes, the assertion, that the gyromagnetic anomaly
g−2
2
has the asymptotic series
∑∞
n=1 an(α/π)
n at 0, means “no more and no
less” than the fact that g−2
2
is defined for α in some interval 0 < α < α0, and
has derivatives of all orders from the right at 0: then the above formula for
the an holds for all N with f =
g−2
2








(x− a)n +RN (x) , (5)








RN(x) = O((x− a)
N+1) . (7)
Above, g(x) = O(h(x)) as x → a+ means that there exists an open interval











≤ A for all x ∈ [a, a0) . (8)
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totic to f at a+.
The above is an example of a power series: it may, or not, be convergent.
We come now to a general asymptotic series, which will be shown to be diver-
gent and will play an important role in section 3, the Euler-Maclaurin sum
formula ([5], Chap. XIII, p.318). Let a function f be given which satisfies
certain conditions [5]: we shall assume that f is infinitely differentiable to the





















Above, C is a constant, and the {Br} are the Bernoulli numbers, defined






Bk = s (11)










The first few Bernoulli numbers are






;B3 = 0;B4 = −
1
30
; · · · (13)
We refer to ([7], p. 7 or ([5], p.320)).








f (2r−1)(n) +RN(n) (14)











but, for each finite n,
lim
N→∞
RN (n) = ∞ (16)
(16) expresses the fact that, in general, the Euler-Maclaurin series diverges,
due to the fast increase of the Bernoulli numbers Br with r. For an example,
take a = 1 and f(x) = log x in (9). Then
g(n) = log(n!)− (n+
1
2




with C = 1
2












(2N + 1)(2N + 2)n2N+1
(19)
(see ([9], 6.1.42)). Therefore, both (15) and (16) are seen to hold. The zeroth
term in (17), which corresponds to set g(n) = 0 in (17), is the well-known
Stirling approximation, widely used in statistical mechanics.





as well as the fact that, even if the function f (as a function on the positive
reals) is analytic in a neighbourhood of the origin, and thus satisfies the
bound
|f (r)| ≤ r!cr (21)
for some constant c, by Cauchy’s integral formula, the r-th term of the series
is of order r! by (20). This is explicitly seen in the special case f(x) = log x
and a = 1 : (19) is obtained.
We now come back to the power series example (1). The first proof
of divergence of perturbation theory for a quantum field theoretic model
(scalar field Φ, with interaction term λΦ3) was given by Thirring [10] and is











in (1) is such that the an increase no worse than n!, that is, the RN(α),
defined by (6), is
RN(α) = O(N !α
N) (23)
One may try to find N such that this remainder after N terms is smallest
possible. By (23) and Stirling’s formula ((17), with g(n)=0), and treating N
as continuous parameter for simplicity, we find

















We now come to a fundamental question posed by Wightman in ([4], p.
994): if a series is asymptotic, is it useful theoretically or experimentally?
His answer is
Observation A “If one knows nothing about the function to which the
series is asymptotic, the answer is no”
We shall come to Observation A again later, but, for the moment, adopt
the “practical” attitude he advocates in ([4], p. 995): according to (24)-(26),
the description of the function f(α) in (22) should improve with the order
of approximation, until one gets to order N ≈ 137 by (25), and then one
should stop; by (26), beyond that order, the approximations will become
worse. Richard P. Feynman comments on this issue in the discussion in [11],
p. 226: “The question is whether this theory if carried out to the ultimate
in all orders will give a satisfactory series (I don’t mean in agreement with
experiments, but with logic). Is it unitary, for example, in the 137th order?
I do not know, and am not at all convinced that it is”. Gerard ’t Hooft [12]
also observes (p.11): “Fact is, however, that there is no proof of the existence
of such a model beyond its perturbation expansion”. These remarks suggest
that there are, indeed, deep issues associated to the (expected) divergence of
series such as (1).
We now come back to Observation A: what can be said about the function













0 (0+) = 0 for all n = 0, 1, 2, · · · (28)
There is, thus, in general, no unique function f to which a given series is
asymptotic, because the function f0 may be added to f , by (28). There are,
however, so-called summability methods : operations on infinite series, diver-
gent or convergent, which yield convergent series or functions. For functions,



























The above sum under the integral sign is understood as defined by analytic
continuation if necessary. As reviewed by Wightman in [4], there are prop-
erties which may be assumed on the function f in (3) which guarantee, for
instance, that the Borel summability method yields a unique answer, the
right one. They typically exclude functions of the form (27), but are very
difficult to prove in concrete situations such as (1), because, as remarked by
’t Hooft, in the case of qed nothing is known beyond the asymptotic series
on the right of (3) (or, in a concrete case, (1)).
One may also be concerned with associating a number (not a function) to
a given divergent series of scalars by a given summability method. A unicity
issue of a different kind arises: given one such series, does the possibility
exist that different summability methods yield different (finite) numbers?
This issue is, of course, not new, and is dealt at length, and with elegance,
in G. H. Hardy’s monograph on divergent series [5]. In [5], p.346, paragraph
13.17 Hardy observes that the summability methods of Euler and Ramanujan
“have a narrow range and demand great caution in their application”. Today,
it is well known that the usual rules of calculation cannot be used when
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handling divergent series (see, e.g., the introduction in [13]). We review the
subject, however, in subsection 3.1, as a useful introduction to Tao’s method
in subsection 3.2.
3 Divergent series and Tao’s method of smoothed
sums
3.1 Inconsistencies in the standard treatment of diver-
gent series
We now consider two examples, the divergent series S0 and S1:
S0 = 1 + 1 + 1 + · · · (29)
and
S1 = 1 + 2 + 3 + · · · (30)
Although divergent, the series S0 and S1 may be “evaluated” by certain
summability methods, two of which we now explain. For the first, consider








which converges for ℜ(s) > 1. As shown in [5], analytic continuation from
a certain complex integral representation for ζ(s) may be used to extend ζ
to values of s beyond ℜ(s) > 1. Let ζa.c. denote the analytically continued
function, and call Ramanujan sums, denoted by the symbol R, as in [5], the
corresponding sums, e.g., for (29) and (30),









For the second method, due to Euler, consider a (possibly divergent)
series S ≡
∑∞







for |t| ≤ 1. Assume that
∑∞
n=1 t
nan < ∞ if |t| < 1, and define the Euler sum

















and thus, by (35),
S0(E) = S1(E) = +∞ . (38)
Thus, the Euler sums of S0 and S1 disagree with their Ramanujan counter-
parts, as seen from (32), (33) and (38). We have, however, for ℜ(s) > 1,
1−s + 3−s + 5−s + · · · = (1− 2−s)ζ(s) (39)
2−s + 4−s + · · · = 2−sζ(s) (40)
Subtracting (40) from (39) we find
(1− 21−s)ζ(s) = 1−s − 2−s + 3−s − 4−s + · · · (41)
or
ζ(s) = (1− 21−s)−1(1−s − 2−s + 3−s − 4−s + · · · ) (42)
(42) expresses ζ(s) as an alternating series, to which, when Euler summation










What is, now, the Ramanujan sum associated to ζ , given by the r.h.s. of (42),







(1− 2 + 3− 4 + · · · ) (45)
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We find, however, that operations of the same type as those leading to (42)
(summation term by term, multiplication by a scalar) yield the following
Ramanujan sum values:















by (32) and (33); thus, by (45)























Therefore, although (42) coincides with (31) throughout the region of con-
vergence, its Ramanujan sum differs from the corresponding one for (31).
This means that the algebraic operations of scalar multiplication and term-
by-term summation are not preserved by analytic continuation, about which
we shall shortly say more. Incidentally, (49) and (44) imply
Observation B The Euler and Ramanujan summation methods may yield
different finite values for a given divergent series.
Observation B does not seem, surprisingly, to have been made before,
although Hardy ([5], p.345, paragraph 13.17) remarked the disagreement
between (33) and the second of (38).
There exists a way of reconciling (45) with (33), which is pointed out
by Hardy ([5], p.346, paragraph 13.17). Interpret, in (48), 1 + 3 + · · · as
1+0+3+0+ · · · , and 2+4+ · · · as 0+2+0+4+ · · · , which are consistent























which does agree with (33)! The value of S
′′
1 (R) depends, however, on the
bizarre properties (1 + 0 + 3 + 0 + · · · ) 6= (1 + 3 + · · · ), as well as (0 +
11
2 + 0 + 4 + · · · ) 6= (2 + 4 + · · · ), i.e., the sums are not invariant by the
addition of zeroes, or, alternatively, term-by-term summation is not allowed
(or does not hold). Summarizing, analytic continuation does not preserve the
fundamental algebraic properties of scalar multiplication and term-by-term
summation; as a consequence, Observation B holds. See also [13] about this
issue.


















oscillate between 1 and 0, so that the series is neither conditionally nor



















Equation (54) corresponds to the process of averaging the partial sums and











where E means “Euler”. Thus, for Grandi’s series, all three summability
methods, Ramanujan, Euler and Cesàro, yield the same sum 1
2
. It might be
expected, therefore, that this number 1
2
is indeed attached to the series G in
some way, particularly because the partial sums oscillate between one and
zero by (52). We shall see how in the next subsection.
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3.2 A new look at divergent series: Terence Tao’s method
of smoothed sums
The Ramanujan method of analytic continuation, when used in connection
with the zeta function for general s in (31), yields a generalization of (43)
and (44), namely

























N s−1 + · · ·+BsN (59)
























As remarked by Terence Tao [7], the partial sums Ss(N) do not ressemble


















Tao’s main observation is that, if N is viewed as a real number in (59),
Ss(N) has jump discontinuities at each positive integer N , which play a

















Above, η : R+ → R, the cutoff function, is a bounded function of compact
support, which we take, without loss of generality, to be the interval [0, 1],
i.e., η(x) = 0 if x /∈ [0, 1], and such that
η(0+) = 1 (67)
The values of η on the negative real axis are of no concern. We assume, for
simplicity, that η is smooth (infinitely differentiable) on the set (0, 1]: this
means that the function and all its derivatives at x = 1 are zero. The latter
behavior contrasts with that of the characteristic function χ of [0, 1], which
is defined to equal one if x ∈ [0, 1], and zero otherwise. If η is replaced by χ,
a finite (step) discontinuity at x = 1 takes place, and in (65) we recover the
traditional partial sums (59).
We now review the simplest case treated by Tao, that of Grandi’s series
(62), for which the corresponding smoothed sum (65) may be written by



























If η is twice continuously differentiable, it follows from the Taylor expansion
that each summand in G(ηN ) is O(
1
N2
) (because it is a double difference).
From the compact support of η the number of terms in the infinite sum in
14

















The common Ramanujan, Euler and Cesàro sum of G - namely, one half-
appears therefore as leading term in the smoothed asymptotics.

















is the Mellin transform of η (see, e.g., [14], p. 80, Chap. 3). By (66),
CηN ,s = Cη,sN
s+1 (71)




































Equations (72) and (73) should be compared with (32) and (33), respectively.




appear as the leading terms of
asymptotic expansions in N of S0(ηN) and S1(ηN ), respectively, for large N ,
which, as remarked by Tao, do not contradict the positivity of the summands
on the l.h.s. of (72) and (73), because the CηN ,s terms are, by (71), both
strictly positive and dominate for large N . In particular, the inconsistencies
pointed out in section 2.1 connected with term-by-term summation and scalar
multiplication, in the conventional treatment, disappear when definition (65)
of smoothed partial sums is adopted. The simplest example is that of the
scalar multiplication, take the first (innocent-looking) equation of (46):
2 + 4 + 6 + · · · = 2(1 + 2 + 3 + · · · )
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Similarly, term-by-term summation yields no contradictions, because of the
necessary associated shifts in the arguments of the function η.
We now come back to (69). This formula was proved by Tao as a corollary
of his very elegant and simple proof of the Euler-Maclaurin formula. Let f
satisfy
Assumption A f is a real valued function on (0,∞), at least continuously
differentiable up to order (s+ 2), vanishing, together with all its derivatives




















f (k−1)(0) +O(N ||f ||Cs+2) (75)
where s = 1, 2, · · · , and








we see from (74), the conditions on η stated between equations (65) and (67),
and (71) that the l.h.s. of (75) equals Cη,sN
s+1. It may be easily checked
that all terms in the sum in (75) vanish, except for the k = s+1 term, which
is Bs+1
s+1
. Applying the product rule and the chain rule to definition (76), and
using that η is supported on the interval [0, 1], we also check that















One should compare (79) with the result which follows from Faulhaber’s
formula (59), namely, Ss(N)−
Ns+1
s+1
→ ∞. This is because when η is replaced
by the characteristic function of [0, 1], Assumption A does not hold, due to
the boundary terms at N (see exercise 5 in [7]).
4 Application of Tao’s method to the Casimir
effect for perfectly conducting parallel plates
In this section, we demonstrate the applicability of Tao’s method to an im-
portant effect in nonperturbative qed, the Casimir effect ([15], [16], [17]. For
a review, see [18], for recent advances see [19], and for a pedagogical treat-
ment, [20]. We shall follow [21], see also [16], sec. 2.7. Only the very simplest
case, that of perfectly conducting parallel plates, will be considered.
Consider an empty cubic box Λ with perfectly conducting boundaries. It
has thickness d and lateral sizes of surface L2:
Λ = {~x = (x, y, z)|0 ≤ x ≤ d,−L/2 ≤ y ≤ L/2,−L/2 ≤ z ≤ L/2}
The electric field in the box is the solution of Maxwell’s equations, with
proper boundary conditions (see [21], and [16], section 2.7). It yields a clas-















Above, the modes (~k, λ) are described by a wave-number ~k = (kx, ky, kz) and
a polarization index λ = 1, 2, a†(~k), λ, a(~k, λ) are creation and annihilation
operators satisfying commutation relations [a(~k, λ), a†(~k′, λ
′
)] = δ~k, ~k′δλ,λ
′ ,
ω~k = c|
~k| is the photon energy and the prime in (~k, λ,′ ) means that only
one polarization is possible when one of the wave-numbers (kx, ky, kz) equals


























The boundary condition on the electric field, i.e., that its tangential com-
ponents vanish on the boundary of Λ, lead to the property of its y and z
components to be proportional to sin(kxx), with kx as above. The (infinite)
last term in the Hamiltonian represents the zero-point energy of the electro-














represents mean square fluctuations of the fields in the box Λ that exist
even in the absence of photons but may produce physically observable ef-
fects because they depend on the geometry (shape, size) of the spatial do-
main containing the field. Accordingly, let f(d) ≡ F (d)
L2
denote the force per
unit surface induced by these vacuum fluctuations between two faces of the
metallic box at distance d. since a real metal is characterized by a frequency-
dependent dielectric function ǫ(ω) such that ǫ(ω) → ∞ as ω → 0, but which
tends to the vacuum value ǫ0 as ω → ∞, namely, when ω ≫ ωa, with ωa
a characteristic atomic frequency, high enough frequencies should not con-
tribute to the force. For this reason, we introduce a cutoff function g(ω/ωa)
in the above formula for the zero point energy, such that







→ 0 as ω → ∞ (81)












The cutoff function will be removed at the end by letting ωa → ∞.






















































Above, ~q is the two-dimensional wave-number vector in the (y, z)-plane, q =
|~q|, and we have introduced polar coordinates in the (y, z) plane, with angular
sector 2π
4
. The prefactor 2 in ud is due to the two polarization states of the
photon an the prime in the sum means that the term n = 0 must have an
additional factor 1
2
. With the change of variable q → ω = ωn(q), ωdω =
































We now define the infinite sum in (83) in analogy with the smoothed sum






















gN(x) ≡ ηN (x) (87)
with ηN defined as in (66), (67). The force between the plates, assuming that




ud given by (85). There is, however, also a field in the space external to the
cavity: the external face of the plate at d will be subject to a force in the
opposite direction due to the vacuum fluctuations in the semi-infinite space

































as d → ∞, up to negligible corrections which are discarded. Note that this
Ansatz amounts to normalize the force in such a way that a single plate in
infinite space feels no resulting force. Define, thus, the total energy ut per
unit surface by
ut = ud − u
ext
d (91)



















Our main result is the following theorem, which is an application of Tao’s
method to a less trivial case then (65), i.e., in which the relevant function f











where B4 is a Bernoulli number (13).
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Above, as before, the superscripts denote the order of the derivatives.
From the above formulas, we find that F
(1)
N (0) = 0, F
(2)
N (0) = 0. Inserting







N (0) +O(N ||FN ||C5) (95)
where, from the above explicit formula for F
(5)
N ,













The explicit formula for F
(3)
N yields
F 3N (0) = −2η(0+) (97)











from which, together with (92), (94) follows.
5 Conclusion
We have shown that Tao’s method of smoothed sums yields the correct for-
mula (94) for the total energy density for the simplest Casimir effect, of
perfectly conducting parallel plates. Most proofs of this effect use the Euler-






(see, e.g., [22], p.171, (13.121), for a recent reference). If ut were a known
function, the r.h.s of (99) would be its usual asymptotic expansion, which
would determine it with any degree of precision. If, however, nothing is
known about the l.h.s. - as is the case with the Casimir effect - the r.h.s. of
(99) must be taken as the definition of ut, and then Wightman’s Observation
A applies. Indeed, by this definition, ut = +∞, since the O(d−4) term in (99)
indicates that one is supposed to sum the series, which, however, diverges,
whatever (nonzero) value of the small parameter is filled in. Due to (75) and
(80), every finite approximation to ut is independent of the cutoff g, but the
rest diverges as N → ∞. Taking a sufficiently large number of terms, even
the sign of ut eventually changes from negative to positive, in analogy to (72)
and (73).
It is to be remarked that the above-mentioned “residual divergence” is
not removed by any process of renormalization, and is, in this respect, quite
analogous to the situation in perturbative qed (1), which refers to the renor-
malized perturbation series (for the gyromagnetic ratio of the electron). It
is present in all approaches which use the Euler-MacLaurin series. This does
not, of course, mean that these approaches are “wrong”: it means that they
are not mathematically precise, the issue being one of striving towards a
higher level of understanding.
We should like to expand slightly on this important issue, because it
touches on the philosophy of science. As Jaffe observes in [23], lesson III,
p.7: “Arthur (Wightman) insisted: A great physical theory is not mature
until it has been put in precise mathematical form”. As discussed in section
1, perturbative qed is also, in a similar way, not mathematically precise,
in spite of remaining one of the greatest successes of physics, but, as Lieb
observes in [24], “it is as much an enigma as it is a success”. One important
point in this connection is that perturbation theory provides a wrong picture
of the photon cloud which surrounds an electron, see [24] and references given
there, as well as [25] and [26].
What can be said, in analogy, about the Casimir effect? It is, certainly,
a great physical theory, as one of the very few nonperturbative effects of
qed. As remarked in [22], p. 170, together with blackbody radiation, it
provides the most direct (experimental) evidence for the quantum nature of
the Maxwell field (to which one might add the phenomenon of spontaneous
emission, see [3]). On the theoretical side, there are strong conceptual ar-
guments which require that the electromagnetic field be quantized [36]. In
this same paper, Bohr and Rosenfeld point out that the square of the fields
22
at a single point, such as in the first expression for the vacuum energy ΣΛ,
are ill-defined. In fact, as discussed in [3], p. 33, what we measure by a test
body is the field strength averaged over some small region about a point:
fields are what is termed operator-valued distributions, a notion which is
basic to the axiomatic (or general) theory of quantized fields, according to
which only the so-called Wick dots : ( ~E(~x))2 : exist [27]. Building on this
notion, a few different approaches to the Casimir effect, which do not use the
Euler-MacLaurin series (see [28], [29], [30], [31]), arrive at the same result
independently. Of particular interest is the paper [29], which uses the image
method in a field theoretic context and arrives at (94) by summing a con-
vergent series. These different conceptual formulations are free of infinities,
even of these mentioned in connection with (99), but they are rather special,
in contrast to Tao’s formulation, which is quite general: there, the would-be
rest in (99) disappears in the limit N → ∞ (see Theorem 4.1).
In conclusion, the previously mentioned references, as well as Theorem
4.1, are mathematically precise statements of the Casimir effect. In different
ways, they introduce a “smoothing”, which has its roots in the previously
discussed singular nature of the quantum fields. This “smoothing” is familiar
from distribution theory, which is one of the basic mathematical pillars of
classical mathematical physics [32]. It also occurs in some of the simplest
applications in quantum mechanics, viz., to problems of completeness ([33],
see in particular the appendix). Coming back to sequences and series of
functions, as in section 1, consider the sequence of infinitely differentiable
functions fj(x) ≡ sin(jx), j = 1.2, · · · It certainly has no limit in the sense
of functions, but let φ be an infinitely differentiable function, equal to zero












where the prime indicates differentiation. Thus, limj→∞(Tj , φ) = 0. Similarly


















dxδj(x)φ(x) = φ(0) (101)
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that is, “δj” is a “delta-sequence”: the r.h.s of (100) becomes more and more
concentrated around the point x = 0 as j grows large, but the “distributional
limit” (101) does exist. That is, a smoothing around the singular point x = 0
enables the limit to exist. In analogy, with (95) and (97),
lim
N→∞
utN = const. η(0+) (102)
This means that a smoothing of the “steps” at each integer N also enables
the limit N → ∞ in Theorem 4.1 to exist. Since the derivative of the step
function is a “delta function” in the sense of distributions (see, e.g. [32], p.
82), the two notions are related.
One may hope that Tao’s method turns out to be useful in other areas, for
instance in conjunction with the impressive lore associated to summability
methods in physics and applied mathematics (see, e.g. [35]).
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