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Abstract 
In data networks, there are two types of flows, elastic and inelastic. Elastic flows can work with a wide 
range of throughput but inelastic flows can only proceed with a particular data rate, not higher and 
not lower. Elastic flows is the dominating type in the Internet. There is abundant prior work in the 
literature on how to regulate elastic data flows in the network. The introduction of inelastic flows to 
coexist with elastic flows creates a problem. Inelastic flows, by definition, do not want to be subjected 
to congestion control; yet without control, they are likely to compete unfairly with elastic flows. 
This thesis is a study of such traffic coexistence. We study several different control mechanisms 
that can be adopted by the inelastic flows, namely TCP-friendly congestion control, a variety of 
admission control and no control. We then formulate metrics and methodologies to evaluate these 
control mechanisms. Finally, we discuss the feasibility and concerns of implementing these control 
mechanisms to shed a light on the way to realise our proposals. 
Our work shows that in a traffic coexistence environment, the inelastic flows can use admission 
control besides congestion control to make the resource allocation fair. Moreover, admission control 
is more suitable for inelastic flows because it makes the throughput of inelastic flows predictable. 
According to our analysis, certain ways of doing admission control can perform no worse than TCP-
friendly congestion control in various metrics. Indeed, the methodology that we called the 'TCP-
friendly admission control' can do significantly better than other control methodologies discussed 
when the network capacity is close to saturation or even when the network is congested. Therefore, 
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Background on coexistence 
We study a network shared by two types of flows, elastic and inelastic flows. We investigate how they 
should compete with each other for limited bandwidth in a network. 
This chapter describes the terminology used as well as the required background knowledge to 
understand the problem. 
1.1 Data network 
1.1.1 Telephone network vs. data network 
Long boforo wc have the Internet, telephone network has been used for voice communication. Tele-
phone network is usually built with trunks of cables connecting the central officcs. Each cable of the 
telephone network provides one or more channels to the users, and each channel serves one conversa-
tion. Telephone network uses circuit switching. As the name implies, telephone network builds a circuit 
(or a loop, as used in telephone switching terminology) between two users when a call is requested. In 
the circuit, the channel is reserved and its bandwidth is sufficient by design to support their conver-
sation. In other words, the circuit is devoted to a conversation in telephone network. Because of that, 
established calls in telephone network do not see congestion. When there are more people who want 
to start a conversation than the number of circuits available, some of them will be blocked since the 
circuits cannot be established. 
In data networks, the information from a source to a destination is divided into small pieces and 
encapsulated as packets. We call such stream of packets a flow. Packets of a flow are sent through 
the network by packet switching. Usually the links in data network do not have parallel channels 
as telephone network does. The packets share the same link as a result of statistical multiplexing. 
Therefore, bandwidth in data network is shared by many users simultaneously instead of devoting the 
full bandwidth to a user. When the flows send packets at a rate that exceeds the capacity of a link, the 
network will generally discard or drop some of the packets instead of blocking some of the flows. Then 
the effective bandwidth allocated to a flow may not be sufficient to support its use. If that happens, 
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the link is congested. A flow that uses the congested link will lose part of the data as some packets 
are discarded. It is the responsibility of the flow to recover the lost data. 
1.1.2 Bandwidth in networks 
Telephone network is based on circuits. Each user of the telephone network has a devoted circuit and 
therefore the bandwidth allocated to a call is a circuit's worth. For example, the digitised telephone 
network such as T1 or ISDN has a bandwidth of 64 kbps per channel, which is enough for transmitting 
PCM-encoded human voice. Despite there are other uses of the telephone network besides voice, all 
users in the network get circuits of the same bandwidth. It is guaranteed such bandwidth is not shared 
with others. Therefore, the telephone network is homogeneous in terms of bandwidth allocation. 
On the contrary, data networks like the Internet cannot provide such guarantee. Bandwidth in 
Internet is usually higher than what is required for most applications. However, this does not mean it 
is sufficient. The links in Internet are shared by different flows and each flow has different data rate 
requirement. Therefore, the use of Internet is heterogeneous with diverse application and bandwidth 
demand. Bccaiiso Intornot is not circiiit-baaod, no user can reserve bandwidth by holding a circuit. In 
other words, tlie bandwidth that allocated to a user is not guaranteed. Therefore, the actual quality 
of service as percoivcd by a user is subjected to the network conditions. 
Usually, quality of service (QoS) of a data network is a term to represent the bandwidth share, delay, 
and packet loss rate as perceived by a user collectively. Since the service provided by Internet does not 
guarantee any quality of service, enormous effort has been made to remedy the case. For instance, IETF 
developed the Integrated Service (IntServ) and Differentiated Service (DifFServ) networks in 1990s to 
emulate the service provided by telephone networks by providing a virtual circuit to data flows with 
bandwidth guarantee. In late 1990s, Resource ReSerVation Protocol (RSVP) was developed to let a 
data flow reserve its bandwidth usage. Also, Asynchronous Transfer Mode (ATM) was developed in last 
twenty years as a new network technology to provide multiple services, so that it can support the flows 
with QoS guarantee and also the best-effort flows simultaneously. Although they enjoyed some success, 
but none of them achieved a widespread iiso. The reasons might due to tho cost of implementation, or 
resistance from changing an existing stable architecture. No matter what the reasons aro, it is unlikely 
that we can rely on any new technology that rcplaccs the currcnt infrastructure. Therefore, we assume 
a regular data network with no bandwidth guarantee and study how the iiscr-pcrccivcd service quality 
can be improved using different traffic regulation mechanisms. 
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1.2 Taxonomy of flows 
As described in section 1.1.2，Internet is used by heterogeneous applications, different application has 
different bandwidth requirement. To simplify our study, we classify different uses into two categories, 
namely, the elastic flows and inelastic flows. 
We consider a flow elastic if it does not have any constrain on the service quality. An example 
of elastic flow is file transfer. When a user transfers a file, he generally wants to finish it as soon as 
possible. If the network is fast enough, the transfer would finish in an instant; but if the network 
is slow, tho transfer may take minutes or hours. The variation of network throughput is a result of 
congestion control, which prevents the network being collapscd. If the file transfer takes a long time, 
users may not be happy but still enjoys the result of having the file transferred _ the contents are 
delivered in verbatim. 
Alternatively, some applications have a strong constrain on delay and bandwidth. They may have 
a specified data rate and a maximum tolerance on end-to-end delay. We call the data flows of this type 
inelastic. An example of inelastic flow is the real-time streaming of online radio. The voice is encoded 
in real-time using certain codec. This implies that even if the network has excessive bandwidth, we 
cannot deliver the data in a shorter time; but if the network cannot provide sufficient bandwidth, or 
the delay is higher than that can be tolerated by the codec, the data cannot be delivered on time and 
we may have difficulties in decoding the voice. Once that happens, even though part of the data are 
transmitted perfectly, they are not useful to the application. 
Such dichotomy of flows is qualitative. By referencing the above definition of elastic and inelastic 
flows, we can always give an example that fall into neither class exactly. In other words, there could be 
semi-elastic flows, such as those inelastic applications with a buffer so that some jitter of the network 
throughput can be tolerated. For clarity, we assume the division between elastic and inelastic flows is 
distinct. Quantitative classification of flows is not the focus of this thesis, but we will introduce the 
concept of degree of elasticity in section 5.2. 
1.3 Effect of heterogeneity and proposed solution 
1.3.1 Cause and effect of heterogeneity 
With a data network and two types of flows, a natural question is how to allocate bandwidth to the 
heterogeneous flows. 
Heterogeneity can cause unfair bandwidth allocation because elastic and inelastic flows handle 
congestion in different ways. As mentioned in section 1.2，elastic flows generally adopt some sort 
of congestion control, whereas inelastic flows may not. When a network has a high offered load, 
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the demand for network service is close to or even greater than its capacity. Then, the network is 
congested ad it will drop some packets. In this case, the congestion control mechanism of elastic flows 
will reduce their bandwidth share but the inelastic flows do not react to congestion. It turns out that, 
in a network with heterogeneous flows, the elastic flows will try to reduce their rate whenever the 
network is congested, but the inelastic flows always keep sending at their rates without considering 
the yield of successful transmission. So in the long run, the bandwidth share of elastic flows will 
decrease and the resources are dominated by the use by inelastic flows. 
Obviously, such allocation of bandwidth between elastic and inelastic flows is not desirable and we 
call this an unfair allocation. However, this is the outcome whenever the inelastic flows do not react to 
congestion and the total offered load to the network is high. Therefore, this is a problem that worries 
the Internet engineers for a long time [1]. Having over-provisioned bandwidth can prevent congestion 
to happen, but this does not solve the problem entirely. Since 1990s, people are looking for solutions. 
Those that require infrastructure support such as the IntServ and DiffServ architectures did not get 
wide adoption, so our focus is now shifted to look for a distributed solution. 
1.3.2 TCP-friendly congestion control as a solution 
The currcnt research effort is in designing a TCP-friendly congestion control for inolastic flows. Since 
late 1990s, numerous TCP-friendly congestion control algorithms are proposed. These research efforts 
are induced by the fear around the Internet engineers that the continuous growth of inelastic appli-
cations causes an unfair allocation of bandwidth and consequently induces a starvation against TCP 
flows, which is elastic, or even causing congestion collapse [2]. The aim of such research is to create 
a new framework that on one hand, suitable for the inelastic flows like multimedia streaming to use, 
and on the other hand, friendly to the existing TCP flows. 
Intuitively, behave exactly as TCP flows is friendly to them. However, designing a TCP-friendly 
protocol for inelastic applications is not as easy as implementing the core mechanism of congestion 
control in TCP flows, the AIMD algorithm, directly. AIMD causes the data rate fluctuating like a 
sawtooth curve but converges to the fair share [3]. However, having a sawtooth-like fluctuation is not 
desirable to the inelastic flows because the jitter affects the quality of the delivered multimedia content. 
Hence the focus of TCP-friondly protocol research is to reduce tho fluctuation or maintaining a smooth 
bandwidth transition, but at tho same time achicve the ultimate fairness with TCP flows [4,5]. Some 
proposals try to speed up the convorgcnco so that the fluctuation is a short-term effect (e.g. SIMD [G]). 
Another set of proposals try to use a formula to estimate the ultiiriatc bandwidth allocation and adapt 
to that rate directly without having fluctuation (e.g. TFRC [7]). These TCP-friendly congestion control 
algorithms are all trying to eliminate the adverse condition that affects the user-perceived quality of 
multimedia content. 
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The agreed definition of TCP-friendly flows is that their long-term throughput does not exceed the 
throughput of a conforming TCP connection under the same conditions [1]. Yet, in [8], a TCP-friendly 
flow is defined as a flow that does not reduce the long-term throughput of any coexistent TCP flow 
more than another TCP flow on the same path would do under the same network conditions. These 
two definitions arc two faccs of the same coin. Protocols and algorithms like TFRC [7], LDA+ [9], 
and RAP [10] are TCP-friendly protocols under similar definitions. 
1.3.3 Distributed admission control as a solution 
The definition of TCP-friendly flows does not explicitly require the flows to adopt congestion control. 
While we agree that inelastic flows should have a smooth transmission rate, it is wrong to require 
the inelastic flows to converge to the rate that TCP flows are using. We propose an alternative 
solution, TCP-friendly admission control, which does not require the inelastic flows to adapt to a 
lower bandwidth when congestion occurs. Instead, we require the newly arriving inelastic flows refrain 
from using the network when that happens, as what 'admission control' implies. 
We see admission control as a viable solution becanso the congestion in network is caused by a high 
offered load. Admission control can, by definition, reduce the actual offered load onto the network by 
removing some of the users and hence relieving the network from congestion. Performing admission 
control for flows is not a new idea. In early 1990s, people proposed IiitServ and it is aimed to implement 
admission control for those data flows that needs it [11], Nevertheless, this does not get widely adopted 
because we later on found out that, implementing IntServ requires a costly change in the Internet 
infrastructure. Our proposed solution, the TCP-friendly admission control, is a distributed, end-to-eiid 
version of admission control scheme, which requires no special equipment on the network. 
1.3.4 Evaluation methodology and organisation of this thesis 
The focus of this thesis is to show that using TCP-friendly admission control is no worse than using 
TCP-friendly congestion control. In order to show this, we compare the performance of different control 
mcchanisms using different mctrics. When comparing the performance of different control algorithms 
or protocols, it is common to use the metrics like stability, bandwidth share, and delay. Because we 
formulate the flows as fluid flows with stochastic arrival and finite size, we construct utility throughput 
as a new metric to evaluate the performance in addition to the traditional ones. 
In chapter 2，we formulate the flows as fluid flows, define different control mechanisms and con-
struct several Markov chains for the subsequent analysis. In chapter 3 to 7, we evaluate the control 
mechanisms that we defined by using the fluid model and Markov chains. The metrics for the evalu-
ation are stability (chapter 3), bandwidth share (chapter 4) and utility throughput (chapter 5). Our 
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admission control model can have different variations. So in chapter 6’ we study the performance of a 
variety of admission control by comparing their blocking probability, which is the probability that an 
inelastic flows can successfully access the network and finish its transfer. Due to the fluid nature of 
the flows, our analysis cannot reveal the delay properties. However, a long delay usually comes with 
a large numb or of users. In chapter 7, we compare the average number of elastic and inelastic users 
ill different networks that use different control mechanisms. 
Because we formulate the flows as fluid flows, the model that our analysis is an approximate to the 
Internet. However, the result of our analysis should reflect the performance of the control mechanisms 
in a packet-based network in certain extend. 
2 
Model of Heterogeneous Flows 
In this chapter, we define the model of our analysis. 
Our approach is to model the flows on data networks as fluid flows and assume data are transmitted 
continuously. This is an approximate to the packet-based data transfer in the real world, but this is 
done in favour of the convenience in analysis. 
2.1 The network 
We analyse flows in a single-bottleneck network. The single-bottleneck network we use is of a dumb 
bell topology and with a common source and a common destination, as illustrated in figure 2.1. In 
this topology, the bandwidth consumption on the bottleneck is the same as the total bandwidth usage 
by the flows coming out of the source node. 
bandwidth=C ^^^^^^^^ 
Figure 2.1. Single bottleneck network with common source and destination 
2.2 Elastic flows 
Nowadays, TCP/IP is the dominating protocol stack. The usual solution for file transfer is to use 
TCP streams. As its name implies, TCP is a protocol with traffic control. It presents the data in the 
correct order to the upper layers and maintains the connection states to regulate the communication 
between the connecting peers. One of the most important functions of TCP is congestion control. After 
the congestion collapso in Internet is reported in 1980s [2], people tried to implement something in 
the TCP/IP protocol stack to handle congestion circiimstciiiccs. In late 1980s, Van Jacobsoii brought 
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the congestion control algorithms into the specifications of TCP [12] and since then, this is widely 
adopted. The earliest implementation is in a version of BSD UNIX with the code name Tahoe, so we 
call that version of implementation as TCP Tahoe. 
TCP Tahoe, as well as the variants like TCP Reno and TCP Ncw-Rcno, uses additive increase-
multiplicative decrease (AIMD [3]) algoritliin to adjust the window size in real time. Different variants 
of TCP will have different definition of network congestion and different sensitivity to changes in 
network circumstance. However, all the TCP variants are implementing AIMD as the congestion 
control algorithm. It is shown in [3] that, AIMD algorithm is a distributed algorithm that eventually 
allocates bandwidth fairly among the flows and use up all the capacity of the network. In [13], it is 
further proved that such distributed congestion control algorithm can lead to bandwidth allocation 
that satisfies proportional fairness. Although proportional fairness does not mean sharing in equal 
proportions, it will be in equal proportions if all the flows are identical in route and path delay. 
We model the elastic flows by generalising the behaviour of TCP flows as follows. The elastic flows 
are sharing the common source and common destination in the single-bottleneck network. We assume 
all the flows are identical in nature and differ only by the data content they are going to transfer. 
Bocaiise of that, the resultant bandwidth allocation according to the AIMD algorithm should be 
equally allocating tho bandwidth among them. To further simplify the ease, we assume the convorgonce 
to the new allocation due to changes in circumstances is immediate. In other words, when the network 
condition changes, all the elastic flows will sense it instantaneously and their reaction is in effect 
immediately to achieve a new fair bandwidth allocation. 
During their transfer, the elastic flows can use any rate the network provides and their transfer is 
smooth and continuous. This means we do not assume sending in packets in our analysis, but rather, 
we assume the elastic flows are fluid flows. Hence there is no waste of network resource due to packet 
drop and retransmission, and the transmission has no jitters. In our model, the elastic flows are going 
to transfer a file in finite size. The transfer finishes whenever the flow accumulates enough quantity of 
bandwidth-time product. Specifically, if an elastic flow has file size S � a n d starts its transfer at time 




Due to the assumption of fluid flows, we do not include qiieueing delay or propagation delay in our 
model as well. 
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2.3 Inelastic flows 
We assume the inelastic flows in our model are real time multimedia streaming flows. The usual way 
for transmitting multimedia content across the Internet is to use UDP datagrams to send discrete 
packets. UDP does not have the concept of flows and hence it does not guarantee the packets are 
received in order nor the success of transfer. Due to the unreliable nature of the protocol, inherently, 
it does not sense for the network condition and it does not recover from the loss reactively. When 
a packet of a UDP transfer is dropped, it is not recovered by the UDP protocol. To handle these 
circumstanccs, RTP and RTSP are introduced on top of UDP to encapsulate the multimedia data. 
RTSP reports the network conditions [14], and with such signalling mechanism, the sender can adjust 
the sending parameters in RTP [15]. 
What we mean by a congested network is the scenario that too many packets are queued up in the 
network and hence the delay is lengthened. If serious, the number of queued packets in an intermediate 
router of the propagation path is greater than the buffer capacity of that router, then some of the 
packets will be dropped. It is reasonable to assume that the drop is random over the pool of inelastic 
flows and when the network is congested, the percentage of packets dropped as sensed by each inelastic 
flow should be about the same. 
With reference to the UDP transfer of multimedia traffic, we can model the inelastic flows in our 
analysis as follows. Firstly, same as the model of elastic flows, we also model the inelastic flows as 
fluid. This means we do not consider queueing delay, propagation delay and jitters in our model and 
the bandwidth consumption of the flows is smooth and continuous. Secondly, we assume that, if there 
arc any signals from the network, thoy are sensed by the flows instantaneously without any cost. 
Furthermore，any responses carriod out by the flows arc in offect immediately. 
For the simplicity of analysis, we assume there is only one type of inelastic flows, that is, the 
desired playback rate specified by the codec is identical across the flows. Hence the behaviour of 
different flows in the network should be identical. Similar to the model of elastic flows, we also model 
the inelastic flows as finite flows. Each of them has some specific content to be delivered during a 
specific interval of holding time. The holding time is the playback duration of the multimedia content 
they transfer, and it is a constant with respect to the content. They finish their service and leave 
the network when the interval elapsed. As the multimedia contents are different, the holding times 
of inelastic flows are different from one to another. If the network condition caused the bandwidth 
allocation to the inelastic flows less than the specified rate, the holding time is still the same and the 
actual data volume transferred to the destination would be smaller than the volume of source content, 
results in the deterioration in quality. 
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2.4 Stochastic Flows 
In the description of the models of elastic and inelastic flows, we emphasised that the flows are finite: 
Each elastic flow has a specified file size; and each inelastic flow has a specified holding time. Prom 
the point of view of the network, the flows are arriving and leaving randomly. 
Both types of flows arrive as stochastic processes. In analogy to the telephone networks, we model 
the arrival of flows as Poisson processes. After the flows arrive, as each of them has a specified file 
size or holding time, they will leave accordingly once they finish their transfer. We assume the file 
sizes of elastic flows and holding times of inelastic flows are exponentially distributed. However, the 
actual number of bytes that the inelastic flows transferred and the actual duration the elastic flows 
are using the network depends on the network condition throughout their interval of existence in the 
network. Precisely, this depends on tho way bandwidth is allocated to the flows. We name this the 
control mechanism of the flows or control in short. Wc assume the flows of the same type use the same 
control mechanism. 
By assuming the flows are stochastic with Poisson arrival and exponentially distributed job size, 
we see that our network can be described by an ordered pair (n’m), which we call the state of the 
network. The state space is: 
{(n，m) : n,m e Z j } (2.1) 
with n being the number of elastic flows in the network and m being the number of inelastic flows. 
Zq denotes the set of all integers greater than or equal to zero. 
The state of the network is a function of time and it can be modelled as a two-dimensional Markov 
chain. The transition rate from one state to another in the Markov chain is determined by the control 
mechanisms, the details of which are described in section 2.5. According to our description of the 
stochastic nature of flows, wo can further point out the following properties of the Markov chain: 
• The arrival of elastic flows is a Poisson process with parameter Ac. After an arrival of elastic flows, 
the time to wait for the next arrival t satisfies the density function f{t) = Aee一�' 
• The arrival of inelastic flow is also a Poisson process with parameter Ai. However, depends on the 
control mechanism, the arrival of the inelastic flow does not necessarily imply the flow is admitted 
and it can iiso the network. The admission of inelastic flows will be discussed in section 2.5. 
• Elastic flows leave the network once the transfer of file completes. Becausc the file lengths are 
exponentially distributed with mean l/",e，file length Se of a randomly picked elastic flow satisfies 
the density function / (5e ) = //ee—"�"^�. However, the service rate of the network is not constant. 
This results in the departure process of elastic flows to be noii-Markoviaii. 
• An inelastic flow leaves the network whenever its holding time expired. The holding time of inelas-
tic flows are exponentially distributed with parameter 内.Thus the holding time 7] of a randomly 
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picked inelastic flow satisfies the density function /(Tl) = "ie一"'了�Since the departure depends 
only on the holding time but not on the service rate to inelastic flows, the departure rate of inelastic 
flows is Markovian. If the network has currently m inelastic flows, according to the properties of ex-
ponential distributions, the inter-departure time t satisfies the density function f{t) = 亡. 
For convenience of discussion, we define p^ = Xc/fJ'c and pi = X-JWe investigate the properties of 
the Markov chain in detail in chapter 5. Table 2.1 summarised the properties of the Markov chain, 
regardless of the control mechanism being used. 
Table 2.1. Criteria for the transitions in the Markov chain 
Transition Occasion 
(n, m) — (n + 1，m) Arrival of an elastic flow 
(n, m) —> (n, m + 1) Arrival of an inelastic flow and it can successfully access the net-
work 
(n, m) 一 (n — 1, m) An elastic flow completes its transfer, i.e. it finished sending the 
whole file 
(n, m) —>• (n, m - 1) An inelastic flow completes its transfer, i.e. its holding time expires 
2.5 Controls 
Control is the term we use to represent the way a flow interacts with the network circumstances. As 
we classify the flows into elastic and inelastic, we have to describe the controls for each of them. In this 
section, we show the dominating control — AIMD-based congestion control — for elastic flows and 
four different types of control mechanisms for inelastic flows. In the subsequent parts of this thesis, 
analyse the network performance when each of these controls used for inelastic flows and compare the 
results. 
2.5.1 Congestion control for elastic flows 
As mentioned in section 2.2，the elastic flows used in the Internet is implemented by TCP. TCP is 
a protocol that uses AIMD as the congestion control algorithm. One of the features of AIMD is the 
convergence to a fair allocation of bandwidth [3]. In general, such fair allocation satisfies proportional 
fairness, which is the solution for the following optimisation problem: 
maximize 切j log(工j.) 
jeE 
subject to E Xj (2.2) 
jeE 
Xj > 0 y j e E 
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where E is the set of all flows, Wj is the weight and log(xj) is the utility function of flow j, which 
has the bandwidth share of Xj. The optimisation problem is meant to maximise the weighted sum of 
the utilities of flows, with tho constrain that, tho sum of bandwidth allocated to the flows does not 
exceod tho capacity C of the bottleneck and no negative bandwidth allocation is allowed. This is the 
proportional fairness in [13] simplified by applying to a single-bottleneck network. 
Ill our model, all elastic flows are identical and there is no eiid-to-eiid delay, thus we set wj = 1 
for all flows. Then the solution to (2.2) is to share the bandwidth in equal proportions. Therefore, we 
assume the congestion control that used by elastic flows in our model to be the following. Let C be 
the capacity and the network is solely used by n elastic flows, the bandwidth share allocated to each 
flow is C/n. Presumably, such bandwidth allocation is fixed and a flow will use this rate to send the 
data, until it completes the transfer of the file. However, if a new flow arrived when that elastic flow 
is on its way sending its file, the bandwidth share allocated to that flow and all other flows will be 
C/{n + 1) immediately. Alternatively, if one of the n flows left the network before the flow we are in 
concern finishes its transfer, the bandwidth share of all the flows in the network will become C/(n— 1) 
immediately. The immediate convergence is due to the modelling of flows as fluid flows. 
We define the term residual bandwidth to mean the bandwidth available for allocation to elastic 
flows. In the above description, the capacity C is the residual bandwidth. This is necessary becausc, 
if part of the bandwidth is occupicd or reserved, the bandwidth available for tho allocation to the 
elastic flows is the remaining quantity after the reservation. 
2.5.2 No control for inelastic flows 
As mentioned in section 2.3’ the intrinsic behaviour of inelastic flows is to ignore the network condition 
and carry on their transmission according to their specified rate. This means they do not try to recover 
from the loss due to packet drop during the transmission and they do not even know about the loss. 
If the inelastic flows are using such control and coexisting with the elastic flows, then we have the 
following situation. Firstly, when there are n elastic flows and m inelastic flows, and the specified data 
rate of each inelastic flow is a, the total bandwidth consumed by inelastic flows is ma and there is 
C — ma of the bandwidth left behind for all the elastic flows. In other words, the inelastic flows have 
priority in using the bandwidth. This is due to the conservative mechanism of elastic flows that try 
to rcdiice their use of bandwidth in order to prevent congestion collapse whereas the inelastic flows 
never concede. Secondly, according to our fluid model assumptions, whenever the number of flows is 
cliaiigccl, the bandwidth allocation is adjusted immediately. Thirdly, if the number of iiiclastic flows in 
the network exceeds the capacity of the bottleneck, there would be no residual bandwidth. However, 
we assume the elastic flows never abort their transfer and thus, even though the network gives no 
bandwidth to them at some instant, they wait until their file is completely transmitted. 
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Let the state space of the network be (2.1). The model of the coexistence of elastic flows under 
congestion control and inelastic flows under no control leads to the bandwidth allocations per flow to 
be functions of the state: 
/ 
C - ma 
, � / C-ma\ ^ - ： if ma < C 
ac(n, m) = max 0, = 几 
0 : otherwise 
V 
f 
/ Q\ a : if ma < C 
ai(n, m) = min a, — = < ^ 
— : o t h e r w i s e m 
where ae(n, m) and ai(n, rn) are the bandwidth allocations for oach elastic and inelastic flows respec-
tively. 
2.5.3 Congestion control for inelastic flows 
Despite AIMD is the norm in TCP, there is no de facto standard control mechanism for inelastic flows. 
We propose three distinct mechanisms for inelastic flows to handle congestion. The first one is to use 
the same congestion control as elastic flows. 
Section 2.3 mentioned that, the inelastic flows that use UDP as their transport protocol do not 
react to network congestion. Unless the application intentionally senses the congestion and adapts 
its sending rate, the transport protocol will only send at a specified rate persistently. RFC3448 [7] 
proposed that multimedia applications should sense the congestion and do adaptation. This is proposed 
as a solution to the coexistence problem and known as TCP-friendly congestion control. 
Because TCP-friendly congestion control is trying to make the inelastic flows mimic the behaviour 
of TCP flows, the ideal outcome should be the same as that of the congestion control inechanisni in 
TCP flows. Actually TCP-friendly congestion control is not exactly the same as the congestion control 
algorithm in TCP, but a modified one. This is tailor-made for the multimedia applications so that 
they are informed for an adaptation and the convergence to a new sending rate is gradual and smooth. 
We do not consider the process of convergence, thus the congestion control for inelastic flows in our 
model is the same as that for elastic flows. However, as multimedia streaming usually has a specified 
playback rate, there is a subtle difference in between. Using the similar terminologies as in section 
2.5.1, when the network has n elastic flows and m inelastic flows, the bandwidth allocated to each 
flow is C / (n + m). If such bandwidth share is greater than the specified rate a, the inelastic flows 
will only send at a but not higher. Therefore, the total bandwidth consumed by inelastic flows is ma. 
Once this happens, due to the adaptive window resizing algorithm of elastic flows, they will capture 
the iimisod bandwidth and results in the following bandwidth allocation 
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ae(n’m) = max ( — ~ — , ~ — ~ ) for each elastic flow; (2.3) 
\ n n + m 
( Q \ 
ai(n，m) = min a, for each inelastic flow. 
\ n + m J 
A feature of congestion control for inclastic flows is that, the bandwidth share of each inelastic flow 
will never be greater that of each elastic flow. 
2.5.4 Admission control for inelastic flows 
The second control applicable to the inelastic flows is admission control. This assumes the congestion 
control is not favoured by the inelastic flows and if they know they will not have enough bandwidth, 
they rather leave the network. Actually, admission control is the way a telephone network prevents 
overload. 
We model the admission control is as follows. If the network has coexisting elastic and inelastic 
flows, tho elastic flows will just do congestion control and inclastic flows are performing admission 
control. When the network is in state (n, m), the total bandwidth consumed by inclastic flows is rna. 
Hence the residual bandwidth is C - ma and the allocated bandwidth per elastic flow is 
/ � C - ma\ 
(2(3 (n’ m) = max 0’ ’ 
\ n ) 
which is the same as the ease when inclastic flows have no control. However, the maxiinuin number of 
inelastic flows is limited to |_^ 7爪」.In other words, we guarantee each inelastic flow on the network 
always has bandwidth a, which is achievable if the admission control ensures we do not have too many 
inelastic flows in the system. 
Whenever an inelastic flow is going to use the network, it will check for network state and use the 
network only if the admission function is satisfied. We assume the inelastic flows can obtain the current 
network state at no cost, and they have two control parameters e and a, which is the intended amount 
of bandwidth to reserve for each elastic flow and the bandwidth demanded for itself respectively. The 
inelastic flow admits itself only if it confirms that when each inelastic flow has bandwidth of a, each 
elastic flow can still have bandwidth of at least e after its admission. Therefore the admission function 
is defined as 
C-{m+l)a ^ 
> e or 
n 
ne + {m + l)a < C. (2.4) 
The admission control mechanism described above has a number of features. Firstly, the bandwidth 
allocated to each elastic flow is guaranteed to be no less than e whenever an inelastic flow is admitted 
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and the inelastic flows that is admitted can always enjoy the bandwidth of a. Secondly, because it is 
an admission control, inelastic flows are no longer guaranteed that they can use the network whenever 
they want. However, once they can use the network, they are guaranteed to have bandwidth a. Thirdly, 
unlike the one in [16], the admission is not probabilistic. Instead, the admission is deterministic and 
depends on the state of the network at the time the admission decision is made, but it does not 
estimate the state in the future. 
Such admission control mechanism has a guarantee of bandwidth for inelastic flows but not for 
elastic flows. If the bandwidth share per elastic flow is e at some instant, and subsequently a number 
of new elastic flows arrive in the network, then the bandwidth share per elastic flow will be less than 
e. This may happen because elastic flows are always admitted. Therefore, we prefer not to call e a 
bandwidth guarantee for elastic flows but instead, a parameter of the admission control algorithm for 
inelastic flows. 
We always assume e < a. This means the inelastic flows guarantee some bandwidth reserved for 
the elastic flows upon admission and the reservation is no greater than the specified bandwidth for 
streaming. Thus we have two extreme cases, one with e = a, which means the admission control takes 
a conservative stance that guarantees tho elastic flows will have the bandwidth share no less than 
the desired bandwidth for streaming upon the admission of an inelastic flow; and another for e � a , 
which admit inelastic flows aggressively and reserve only a little bandwidth for elastic flows. Later on, 
we will see how e affects the network as a whole. 
For comparison purposes, we look at a degenerated case of admission control where there is no 
elastic flows in the network. In this case, whether the admission is conservative or aggressive is no 
difference because of the absence of elastic flows. Whether an inelastic flow is admitted is base on the 
number of inelastic flows only, which (2.4) reveals with n = 0. Specifically, our network can support 
at most [C/a\ flows at any time. As we model the arrival of inelastic flows as Poisson process and 
holding times are exponentially distributed, the behaviour is exactly as that of a telephone network. 
Therefore, it is analogous to regarding each inelastic flow as telephone calls. 
2.5.5 Admission control for inelastic flows with continuous assurance 
Yet another control for inelastic flows is the admission control with continuous assurance. This is 
similar to the previous admission control that, there is an assurance fiiiictioii 
ne + ma< 1, (2.5) 
which is very similar to the admission function as (2.4). Admission control with continuous assurance 
is different from admission control in the sense that, inelastic flows observe the assurance function 
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at all time instead of just once upon their arrival, which we call it a continuous assurance. Thus it 
guarantees the elastic flows always have the bandwidth share of e or more. If the elastic flows have 
the per flow bandwidth less than e at any time, one of the inelastic flow must leave the network and 
abort its transfer. We emphasis, the assurance in admission control with continuous assurance means 
the inelastic flows to assure the elastic flows always have bandwidth share of e or more. 
Admission control with continuous assurance evolved from in the following scenario. When an 
inelastic flow undergoes congestion control as described in section 2.5.3’ it behaves as if it is an elastic 
flow and share the bandwidth equally with elastic flows. The bandwidth share is specified by (2.3). 
However, streaming has some desired data rate a. Once an inelastic flow found that its bandwidth 
share is less than a, it rather aborts its transfer. Hence the inelastic flows keep track on the network 
conditions for the fair-share bandwidth C/ (n + m). If it is greater than a, they continue their use. 
Otherwise, one of them will inform the user, abort the transfer and stop using the network immediately. 
Admission control with continuous assurance and admission control look alike because both of 
them have a rate-monitoring process. Specifically, if admission control with continuous assurance is 
used and an inelastic flow is admitted, then its admission may soon cause the rate for elastic flows to 
too low, and the inolastic flow will abort right after the admission. Usually, if the assurance function is 
not asserted, by aborting one of the inelastic flow, the assurance (2.5) will be satisfied again. In reality, 
it is hard to say which flow should bo aborted, but in our analysis, we assume a random inelastic flow 
is aborted. 
2.6 Markov chain model of control schemes 
So far, we described the congestion control for elastic flows and four controls for inelastic flows, namely, 
no control, congestion control, admission control, and admission control with continuous assuranco. 
In the subsequent chapters, we analyse the outconio of the use of different control iricchanisiiis for 
inelastic flows with the coexistence of elastic flows. The analysis is based on the fluid model using the 
dumbbell network with bottleneck bandwidth of C = 1. It is an approximation to the packet-based 
network but this can shed some light on the application of the mix of control mechanisms in the real 
world. 
2.6.1 Normalisation 
We use numerical simulation to help us analyse. For the convenience of analysis, we normalise the 
bottleneck bandwidth C = I. However, once we normalise, we have to modify the other parameters 
in the model as well. 
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In section 2.4，we constructed a fluid flow network which can be characterised by the parameters 
of the flows. The elastic flows arrive as a Poisson process with parameter Ag and the file sizes are 
exponentially distributed with parameter fi^. The inelastic flows arrive as a Poisson process with 
parameter Aj and the holding times are exponentially distributed with parameter //“ Furthermore, 
the admission control iriechaiiisrn and admission control with continuous assuraiicc have bandwidth 
parameters a and e. Thus if we normalise C to 1, these quantities should be expressed in terms of 
fractions of bottleneck bandwidth C. Moreover, the file size parameter jie should also be expressed in 
terms of multiples of C. Other parameters, namely, Ag, Ai, and /z,, are temporal constants which not 
affected by normalisation. 
In summary, the process of normalisation involves the scaling of parameters, according to table 
2.2. 
Table 2.2. Change of values of parameters in normalisation 
Before normalisation C Ae Ai ji^ ii\ a e p^ p\ 
After normalisation 1 Ac Ai iiq/C fii a/C e/C Pc/C p\ 
2.6.2 Control schemes and Markov chains 
We define the Markov chain model for each of the cases below. 
NC: No control for inelastic flows 
The first scheme is to apply congestion control on elastic flows but do not impose any control to 
inelastic flows. Hence this is similar to the case when we have file transfer by TCP and at the same 
time, the multimedia streaming use UDP at a specific rate for their transfers irrespective of the network 
conditions. We call this scheme the NC scheme. 
In the NC scheme, the residual bandwidth for elastic flows can be zero. If the network is currently 
in state (n, m), the bandwidth allocation to the m inelastic flows is always a because they do not 
exercise any control with respect to congestion. The residual bandwidth is therefore 1 - ma, results 
in the bandwidth allocation to each elastic flow to be (1 — ma)/n. However, if there are too many 
inelastic flows, namely m > 1 / a , the network cannot oven support all the inelastic flows. In such ease, 
the clastic flows concede and all the bandwidth will be coiisuiiicd by tlie inelastic flows. The inelastic 
flows will also face some loss during the transmission as their aggregated bandwidth is greater than 
the capacity. It turns out that, the bandwidth allocation for elastic and inelastic flows at state (n, m) 
is: 
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� f 1 - rnoi \ 
ae{n, m) = max , 0 and 
V n / 
ai(n, m) = min f a , — ) • 
\ 爪J 
Therefore, the rates of state transition of the Markov chain in scction 2.4 are: 
(n, m) —> (n 4-1, m) : Ae 
(71，m) —> (n,m + 1) : Ai 
(n, m) —> (n - l ,m) : max ((1 — ma)fic, 0) 
(n, m) —» (n,m - 1) : m/ii. 
Note, if rn — 0, the transition rate from state (n ’m) to (n - l’,m) is /ig- Hence the number of elastic 
flows n ill this case is an M / M / 1 processor-sharing queue with intensity pe = Ae//Xe- If 爪-> 0, then n is 
an M / M / 1 proccssor-shariiig queue with a processor slowed down by a factor of 1 — ma. Alternatively, 
the number of inelastic flows m always behaves as an M/M/oo processor-sharing queue with intensity 
Pi = IM, 
CC: Congestion control for both types of flows 
This scheme adopts congestion control for both elastic and inelastic flows. Hence both of them have the 
equal opportunity to use the network, although the inelastic flows may forgo some of the bandwidth 
that they cannot use. Apart from the over-provisioning scenario, which inelastic flows cannot fully 
utilise their share, the bandwidth allocation is generally a fair-share allocation. We name this scheme 
the CC scheme. 
The CC scheme tends to provide fair-share bandwidth to each flow. If the network is in state (n, m), 
the schome will tond to give each of the n + m flows the bandwidth share of l / ( n 4- m). However, if 
the playback rate a of inelastic flows is less than such allocation, inelastic flows will consume only a. 
So the bandwidth allocation for clastic and inelastic flows are 
广 1 一 1 \ 
ac(n, m) = max ’ and 
\ n n + m J 
( 1 \ 
ai(n, m) = min a, 
\ n + rn / 
respectively. Hence the corresponding transition rates of the Markov chain are given by 
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(n, rri) —(n + l,m) : Ag 
(n, m) (n, m + 1) ： Aj 
f n \ 
(n, m) (n — 1, m) : max 1 - ma, 厂c 
\ n m J 
(n ’m) —> (n,m - 1) : mfjr�. 
Again, we see that the number of elastic flows n behaves as an M / M / 1 processor-sharing queue with 
a server slowed down by a factor that depends on the state (n,m). The number of inelastic flows m 
is a typical M / M / o o processor-sharing queue, however. 
A C-A: Aggressive admission control for inelastic flows 
The third scheme is to use admission control for inelastic flows whereas the elastic flows keep using 
congestion control. The admission control for inelastic flows is in an aggressive manner such that the 
admission function when the network is in state (n, m) is 
ne + {m + l)a < 1, (2.6) 
with e � a . This scheme is named AC-A. 
The admission control models always guarantee that each admitted inelastic flows has the band-
width share equal to its playback rate a. So if the network is in state (n，m)’ the residual bandwidth 
1 — ma is shared by the n clastic flows. Therefore, the bandwidth allocation for elastic and inolastic 
flows in AC-A scheme is 
ae(n, m ) = - — — ^ ^ and 
n 
ai(n, m) = a 
respectively. Nevertheless, the arriving inelastic flows are not always admitted. So if we define I(n, m) 
to be an indicator function, such that 
‘ 
1 if ne + {m + l)a < 1; 
I{n, m)= 
0 otherwise, 
the transition rates of the Markov chain are 
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(n, m) -> (n + l ,m) : Ag 
(n, m) —> (n, m + 1) : / (n, m)Ai 
(n, m) —> (n - 1, m) : (1 - rna)fie 
(n,m) —> (n, m - 1) : mm. 
The number of inelastic flows no longer function as an M/M/oo processor-sharing queue in this scheme. 
AC-C: Conservative admission control for inelastic flows 
This scheme is similar to the AC-A scheme except we set e = a. Therefore the admission function is 
simplified to 
(n + m + < 1. (2.7) 
Setting e = a means the inelastic flows should measure the bandwidth share of elastic flow and ensure 
that their arrival do not cause the elastic flows to have a bandwidth share less than that of an inelastic 
flow. We call this the AC-C scheme. 
The bandwidth allocation for elastic and inelastic flows in AC-C scheme arc the same as AC-A 
scheme, namely, 
1-ma 
ac(n, m) and 
n 
a\{n, m) = a. 
For this scheme, the indicator function becomes 
1 if (n + m + l)a < 1; 
/ (n, m ) = < 
0 otherwise, 
and the transition rates of the Markov chain are in the same form as in AC-A, that is, 
(n，m) — (n + l，m) : Ae 
(n, m) (n,m + 1) : / (n, m)Ai 
(n, m) (n - l ,m) : (1 - ma')"e 
(n, m) —> (n, m - 1) : m/ij. 
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AA-A: Aggressive admission control for inelastic flows with continuous assurance 
This is same as AC-A, but instead of doing plain admission control, admission control with continuous 
assurance is applied. Which means, the assurance function 
ne + ma<l (2.8) 
is observed all the time by all inelastic flows until they finished their use of network or aborted their 
transfer. We reference to this scheme the A A-A scheme. 
Similar to the AC-A scheme, this scheme also have the indicator function defined as 
f 
1 if ne + (m + l )a < 1; 
/ (n, m ) = 
0 otherwise, 
but additionally, another indicator function J(n, m) is defined: 
f 
1 if (n + l)€ + m a < 1; 
J(n, m ) = 
0 otherwise. 
The transition rates of Markov chain in AA-A scheme are: 
(n, m) —> (n + l ,m) : J(n, m)Ae 
(n, m) —> (n,m + 1) : / (n, m)Ai 
(n ’m) 一（n — l ’ m ) : (1 - mQ;)/Lie (2-9) 
(n, m) (n, m - 1) : 
(n’ m) 一 (n + 1, m — 1) : (1 _ J(n, m)) Ae. 
The indicator function J(n, m) gives the value of 1 if the admission of a new elastic flow does not 
violate the condition (2.8) but gives 0 otherwise. If the admission of elastic flow cannot maintain (2.8), 
one of the inelastic flow would be aborted. This is represented by the last line of (2.9). 
AA-C: Conservative admission control for inelastic flows with continuous assurance 
This is AA-A with e = a. Therefore the assurance function becomes 
(n + m ) a < 1. (2.10) 
We reference to this scheme the AA-C scheme. 
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If we define 
1 if (n + m + < 1; 
/ (n, m ) = < 
0 otherwise, 
then the transition rates of the Markov chain are 
(n, m) —^  (n + 1, m) : / (n, m)Ae 
(n, m) —> (n,m + 1) : / (n, m)X\ 
(n’ m) —> (n - 1，m) : (1 - ma){ie (2.11) 
(n , m ) —y{n,m — l): mfj,\ 
(n, m) —> (n + 1, m — 1) : (1 — I{n, m)) Ac-
Similar to the case of A A-A scheme, if the admission of an elastic flow violates (2.10), one of the 
inelastic flows will be aborted immediately after the admission of the elastic flow. 
Table 2.3 summarises the transition rates of different control schemes. As examples, figures 2.2, 
2.3’ 2.4, 2.5, 2.6, and 2.7 illustrates the lower-left corner of a particular instance of the Markov chain 
in NC, CC, AC-A, AC-C, AA-A and AA-C schemes respectively, using a = 0.2 and e = 0.1. Although 
these Markov chains are very structural, they do not have product-form solutions in general and it 
is not easy to solve for the steady state probabilities analytically. In subsequent chapters, we will 
compare the above schemes by applying various techniques to mimerically solve these Markov chains. 
T a b l e 2 .3 . Summary of state transition rates under different schemcs 
(n,m) —> (n, m) —• (n, m) —> (n’m) — (n, m)—> 
(n+ l,m) (n’m + l) (n - l,m) (n’m —1) (n + l,m - 1) 
NC ma < 1 Ae Ai (1 - mQ:)/ie mfM 0 
ma > 1 Ae Ai 0 mm 0 
CC (n + m)a < 1 Ae Ai (1 - ma)fie m/ii 0 
(n + m)a > 1 Ae \i /ie rn/Xi 0 
rn + n 
AC-A ne + (m + 1)q： < 1 Ae Ai (1 — mix\ 0 
ne + (m + l)a > 1 Ac 0 (1 — ma)fXe m/M 0 
AC-C (n + m + l)a < 1 Ae Ai (1 — m a ) � mfM 0 
(n + m + l)a > 1 Ae 0 (1 - ma)/Ue mfi\ 0 
AA-A ne + {m+ l)a < 1 Ae Ai (1 - ma)fie mfM 0 
1 - a < 7ie + ma < 1 — e Ae 0 (1 - ma)ne m/Zi 0 
(n + l)e + ma > 1 0 0 (1 - ma)/Xe mfM Ac 
AA-C (n + m+ l)a < 1 Ae A； (1 - ma)ne mfM 0 
(n + m + 1)Q； > 1 0 0 ( 1 - ma)iJ.o m/ii Ac 
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Figure 2 .2 . Part of the Markov chain of NC scheme，with a = 0.2 
2.6 Markov chain model of control schemes 25 
Q o ^ C j i t ^ O O C j O C l l ^ C j ^ C J ^ 
A, 8/1, Ai 8/ii Ai 8/ii A| 8 叫 A, 8/i, Ai 8/ii A, 8/j, A, S/i, A‘ 8/ii 
X^  A» A» A» Ay 
C ^ ^ ^ ~ ^ ^ ~ ^ ^ ~ ~ ~ C ^ ~ “ 
AI 7"| A| 7/ii Ai 7/Ji Ai 7/it A, 7"i A, 7" ‘ A, 7fn A, 7/i, Ai 7", 
o^o ^Jo o o c^o 
A, 6/ii A, 6/1, AI 6/I, A, fi/n A| 6/i, A| 6/Xi A, G/i Ai G 叫 A. G/i 
I ^^^ A«i ^^  I I A» ^ ^^ .III A* 一 A^. 一 A«. ^^  A* 一 ___I 
C ^ G p C ^ 
Ai 5/n Ai Ai 5/it Ai 5/ii A‘ 5/i| Ai 5/i| A) 5/ii 5/ii Ai 
A<i A» A» A«. Ae 
O p Q p G p GO G p 
1 (1 -4a)/ i . I (1 -4a)/ i , I (I - 4tr)/i« J 、 (1 - 4a)/i„ j 、 （ 1 - 4 一 《 M (1 -4a)/ i . \ (1 - 4u)/i, [ 、 （1 - 4t0/ir | 
Ai 4/11 Ai 4/ii Ai 4/ii Ai 4 川 Ai 4/i ‘ Ai 4/“ Ai 4/ii Ai 4/it Ai 4/n I J ^^  •• 1 ^^  入It ^ Ap ^^  A» J 久， J ^ ^^  "r ^^  I 
~ t f p ~ Q p ~ ~ 
I (1 - 3«)/i. [ I (1 - / j (1 - f j (1 - 7 | (1 - 3f>)/i„ \ (1 - 3a)/i. \ (1 - \ (1 - 3a)/i<, j 
A, 3/i, A, 3/ii A, 3/i, A, 3/i. A, 3/ii A, 3/ii \ 3>i, At 3/j, A, 3/i, , A* Atf Ai» A» Ac 
C ^ ~ ^ ^ ~ t f p ~ ~ 
I (1 - M (1 -2a)/ i . M (I -2«)/ i . M (1 T | (1 T~T (I - 2 a K (1 M (1 j 
Ai 2/11 Ai Ai 2/ii Ai 2/i( A, 2/Ji Ai 2" ‘ Ai A, 2/i, Ai 2/ii Am A» A> A« A» A«. 
c f p o p o p o p o o o p o p C o g p ! 
(I - I ( 1 j (1-ft)"” j (1 -or)fi^ I (1 - a)fi„ j (1 j (1 - a)/j, j (1 - a)/^ 
A, fii Ai t't Ai 叫 Ai Ml Ai fn Ai "t A, … A, M Ai /幻 
t“ / “ /“ fi* /<«. /i« 知 
Figure 2 .3 . Part of the Markov chain of CC scheme, with a — 0.2 
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Figure 2 .4 . Part of the Markov chain of AC-A schcnie, with a = 0.2 and e = 0.1 
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Figure 2 .5 . Part of the Markov chain of AC-C schcinc, with a = 0.2 
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Stability of network under different controls 
The major purpose of traffic controls is to keep a network stable. We describe a network as stable 
if, in the long run, its population will not explode. In other words, the network does not indefinitely 
accumulate users and the amount of bandwidth provided to each user will not deteriorate with time. 
In this chapter, we analyse the stability regime of the control schemes proposed in section 2.6. 
3.1 Stability of queues 
It is well known in queueing theory that, whether a queue is stable depends on the offered load p, 
which is defined as the ratio of arrival rate A to the service rate ji, 
A 
P = 
If the offered load p is greater than the service capacity, the queue continuously accumulate users and 
the queue length increases indefinitely. According to our formulation in section 2.4, we can see the 
elastic flows is operating as an M/M/1 processor-sharing queue, which is discussed in detail in [17]. 
Because the queue in analogy is a single processor queue, the criterion for the number of elastic flows 
does not build up in an clastic-only network is p^ < 1. 
If the network is solely used by inelastic flows, it is analogous to an M/M/oo processor-sharing 
queue. The M/M/oo proccssor-sliariiig queue is always stable because the imiiiber of servers is infinite. 
The offered load p defined above represents the mean number of servers operating and this is a measure 
of the utilisation. 
When the network resources are fixed and shared by elastic and inelastic flows simultaneously, it 
is not easy to estimate the regime of stability. We conducted a simulation-based study on the stability 
regime. By using the Markov chain models introduced in section 2.6’ we can simulate the behaviour of 
the network and obtain the path of transition of the state space (n, m). Generally, the transition path 
of the state space is a two-dimensional random walk with transition rates correspond to the Markov 
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chain. If the control scheme is stable, the random walk should be bounded and neither the elastic 
population n nor the inelastic population m should explode. 
3.2 Stability of the Markov chain models 




Pi = _ ’ 
P = Pe + Otp\. 
The quantity p^  is the offered load by elastic flows, which means it represents the fraction of bottleneck 
capacity demanded by the clastic flows. The product OLp\ is the offered load by inelastic flows. Since pi 
is the traffic intensity of inelastic flows and each inelastic flow would require the bandwidth of a, their 
product is therefore tho demand of capacity. So tho sum p^  + ap[ is the total demand on bottleneck 
capacity, which we refers to as the workload of the network and use p to represent it. 
3.2.1 Observation of stability from simulation 
We investigate the stability of the heterogeneous network as follows. We simulate the Markov chains 
in section 2.6 using discrete-event simulation [18] for a sufficiently long time. The parameters used in 
three particular instances are listed in table 3.1. During the simulation, we sample the state at regular 
intervals. If the control scheme is stable for a particular scenario, then neither n nor m is forever 
increasing and wo should be able to observe an average population. It turns out that, NC scheme is 
stable only if the total offered load p < 1, but for all other schemes, the stability regime is pe < 1 and 
it depends on the offered load of elastic flows only. 
Table 3 .1 . Parameters of the Markov chain used in the simulation for stability study 
Figures Ac Aj /ie /^ i ot e Pc 明 p 
3.1(a), 3.2(a) 17.5 350 50 10 0.01 0.0002 0.35 0.35 0.7 
3.1(b), 3.2(b) 27.5 550 50 10 0.01 0.0002 0.55 0.55 1.1 
3.1(c), 3.2(c) 55.0 1100 50 10 0.01 0.0002 1.10 1.10 2.2 
Figure 3.1 shows the plots of population of elastic flows against time. In figure 3.1(a), the simulation 
has Pe = ap\ = 0.35 and hence p = + oip\ — 0.7. Because this is a light offered load, the population 
of elastic flows is maintained at a low level. We can read from the figure that the number of elastic 
flows is between 0 and 5 for most of the time. Figure 3.1(b) shows another case with p � = ctpi = 0.55 
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Figure 3.1. Population of elastic flows 
and f) = 1.1. The network in this ease is slightly overloaded and if we arc using the NC scheme, tho 
iminbcr of claatic flows is accumulating with time. Therefore, we can sec tlic curve that correspond 
to NC scheme in figure 3.1(b) is approximately a straight line, which the slope is positive and agrees 
with 
Ae -api) , (3.1) 
the difference between the mean arrival and service rate for elastic flows with the residual bandwidth 
1 - api. On the other hand, the network under other control schemes is still stable and we see a steady 
population of elastic flows in figure 3.1(b). In the figure, we see that CC, AC-C and AA-C schemes 
keep the number of elastic flows small but AC-A and AA-A schemes maintain the population of elastic 
flow at a significantly higher level. 
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When Pe = ocp\ = 1.1 and p = 2.2, the offered loads from both elastic and inelastic flows exceed 
the capacity of the network. As we expect, the network is unstable and the population of elastic flows 
is increasing steadily regardless of the control schomo used, which is illustrated in figure 3.1(c). In 
this case, tho slope of tho curvc that corresponds to the NC schcme agrees with (3.1), and all other 
scliciiies shown has the slope of 
Ae - /^ e, 
which means the bandwidth of the network is virtually dedicated to the elastic flows completely. 
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Figure 3.2. Population of inelastic Hows 
Figure 3.2 shows the population of inelastic flows in the same set of simulations. The patterns 
of figures 3.2(a) (which corresponds to pc = ap\ = 0.35, p = 0.7) and 3.2(b) (which corresponds to 
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Pe = OLP\ = 0.55, p = 1.1) are alike except the magnitude of the vertical axes. These two plots show 
that, for all control schemes concerned, the population of inelastic flows are comparable. Figure 3.2(c) 
shows the cases with pe = ctPi = 1.1 and p = 2.2, the overload cases. Since the network cannot get 
rid of the clastic flow faster than they arrive, there is no room for inelastic flows unless under the NC 
and CC. Anyway, figure 3.2 shows that the steady state mean population for inelastic flows is always 
finite. 
3.3 Informal discussion of stability 
We can explain the stability regime informally without rigorous treatment. In all the control schemes 
defined in section 2.6，the inelastic flows in the network operates as an M/M/oo processor sharing 
queue, unless admission control is applied. If the offered load by inelastic flows is ap\, the expected 
number of inelastic flows in the network in steady state is at most p\ for any bandwidth allocation 
of the inelastic flows. In other words, the inelastic flows are definitely bounded, and the stability of 
network depends only on whether the number of elastic flows is bounded. 
If NC scheme is used, we must satisfy the bandwidth demand of both elastic and inelastic flows or 
otherwise tho inclastic flows will loavo no bandwidth for the elastic flows. Henco when NC scheme is 
used, the stability regime is p < 1. 
If CC sclieiiie is used, however, an inelastic flow will use no more bandwidth than that of an elastic 
flow. If tho bandwidth at the bottlcncck is not sufficient, the inclastic flows will send less data and 
with a lower rate. Consequently, the total bandwidth consumption is reduced. So, the CC scheme can 
withstand p > I. 
If we look at the bandwidth allocation when the network is in state (n, m), the total bandwidth 
used by elastic flows is n/{n + m) and that by inelastic flows is m/ (n + m). For a congested network, 
such allocation to elastic flows may not be enough to satisfy their demand. If so, the population of 
elastic flows will increase. However, 
lim ~ - ~ = 1. 
n—>oo n + m 
So if the number of elastic flows keeps increasing, the bandwidth consumed by elastic flows asymp-
totically approaches to 1, which moans all the bottleneck capacity will be used to serve the elfustic 
flows eventually. Therefore whether n contimios to increase forever is determined by whether it will 
increase when tho bandwidth is solely allocated to the elastic flows. According to tho result of M/M/1 
proccssor-sliariiig queue, a network in CC scheme is stable if and only if pe < 1 • 
AC and AA schemes reject inelastic flows when the network has too many elastic flows. Assume 
the service rate to elastic flows is lower than their arrival rate initially, the population of elastic flows 
accumulates. At some instant t\ we will see 
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n{t)e > 1 Vi > t/ 
where n{t) denotes the number of elastic flows at time t and e is the parameter of bandwidth reser-
vation, which equals to a if AC-C or AA-C is used. Once that happens, no more inelastic flows are 
admitted, i.e. 
/ ( n � ’ m⑴）=0. 
If the situation persists, the number of inelastic flows will eventually go to zero and the network serving 
only the clastic flows. Hence whether the network under AC or AA scheme is stable is determined by 
the offered load of elastic flows. In conclusion, the sufficient condition for the network to be stable is 
Pe < 1 when the network is operating under AC or AA schcines. 
From another point of view, if the mean number of inelastic flows is m, the bandwidth allocated to 
the inelastic flows is ma if AC or AA scheme is used. Hence the mean residual bandwidth is 1 - fha 
and the network under AC or AA scheme is stable only if the residual bandwidth can support the 
elastic flows, that is 
Pe < 1 - ma < 1. 
Now, we come to the following conclusion: 
Proposition 3.1 (Stability). When the network is operating under CC, AC, or AA scheme, it is 
stable if and only if pc < 1. 
By looking at stability regime, CC, AC, and AA are better than NC because they have a wider 
stability regime than that of NC. Specifically, the CC, AC, and AA schemes are stable if the network 
without any inelastic flow is stable. Their stability is independent of the inelastic flows. 
4 
Bandwidth allocation 
In this chapter, we investigate the aggregated bandwidth allocation, which is defined as the sum of 
bandwidth allocated to users of the same type. In our network model, there are elastic and inelastic 
users. Intuitively, if all users are equal, the aggregated bandwidth allocated to elastic users and that 
allocated to inelastic users should be proportional to their offered load. 
4.1 Aggregated bandwidth 
T a b l e 4 .1. Parameters of the Markov chain used in the simulation for bandwidth study 
Figures Ae A； fie fM ct e p pe ： api 
4.1(a) various various 50 10 0.01 0.0002 0 - 2 . 0 ^ ~ 
4.1(b) various various 50 10 0.01 0.0002 0-2.0 5:5 
4.1(c) various various 50 10 0.01 0.0002 0-1.5 7:3 
Figure 4.1 shows the aggregated bandwidth allocation to elastic and inelastic flows under various 
workload. The plots are obtained by simulating the Markov chains of different schemes introduced in 
section 2.6. The workload used in the simulation is tabulated in table 4.1. 
The bandwidth allocation shows that, although the control schemes are different, the aggregated 
bandwidth allocation is more or less the same. The only exception is in the NC case, which becomes 
unstable when p > I and the long-term aggregated bandwidth allocated to elastic flows reduce to zero. 
We can also see that, the aggregated bandwidth allocated to the elastic flows increases as the offered 
workload p increases. However, the aggregated bandwidth allocated to the inelastic flows attains its 
peak value around p = 1. Such peak value is estimated to be 
B- - ^ (4 1) 
P 
The bandwidth curvcs for elastic and inclastic flows as shown in figure 4.1 are not always comple-
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when the offered load is small and it is 1 only when p > 1, which means the network is fully utilised 
and congestion occurs. In such occasions, we see all the controls that working against inelastic flows 
show their effect and favouring the allocation of bandwidth to elastic flows. Hence, we see the curves 
for inelastic flows in CC, AC, and AA schemes are bent at /? = 1 and bandwidth for inelastic flows 
decreases as the offered load increases for p > 1. By looking at the curves, we can see their steady-state 
bandwidth allocations are: 
Bg = Pe 
oip\ if P < 1 
By = < 
1 - Pc if > 1. 
Surprisingly, the curves in figure 4.1 do not show a difference between different controls (with 
the exception of NC when p > 1). Later on, we will show that, although the aggregated bandwidth 
allocation is roughly the same, the bandwidth allocated to each flow will have a big difference because 
the number of flows existing in the network depends on the control scheme applied. Details about the 
number of flows will be described in chapter 7. 
4.2 Bandwidth per flow 
In the previous section, we see the surprising result that different controls partition the bandwidth in 
the same way between the two types of flows. We can further compare the bandwidth allocation to 
each flow. 
Figure 4.2 shows the mean bandwidth allocated to each flows in the network. The data is obtained 
from the same simulation as used in figure 4.1. We call these the per flow bandwidth because they are 
the mean bandwidth allocated to the flows of the same class divided by the mean number of flows in 
the network. For AC and AA schemes, the aborted or rejected flows are excluded from this calculation. 
By definition, the per-flow bandwidth of inelastic flows is always a (which is 0.01) in the networks 
that use AC or AA schemes. The per-flow bandwidth of inelastic flows under the CC scheme is a 
decreasing function of p when p > 1. This is expectod because the CC scheme tries to allocate less 
bandwidth to every flows when tho network is overloaded. For the clastic flows, wc can see dearly 
how the bandwidth allocation is affected by the use of different scheiiies. Generally speaking, when 
the network is not congested, no scheme is different from another. When the network is overloaded 
[p > 1), AC-C and AA-C guarantee the mean bandwidth allocated to elastic flows to be approximately 
a (which is 0.01 in simulation) whereas the AC-A and AA-A schemes keeps the per-flow bandwidth 
to e (which is 0.0002 in our simulation). Both AC and AA schemes, regardless the aggressiveness, try 
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to keep the per-flow bandwidth for elastic flows roughly constant for p > 1. However, the CC scheme 
allocates decreasing bandwidth as p increases. In figures 4.2(b) and 4.2(c), we observe the per-flow 
bandwidth allocated to elastic flows in CC scheme may becomo lower than that of the AC-A and 
A A-A schemes whon the network is severely congested. 
Of course, the AC and AA schemes can keep the per-flow bandwidth constant when the offered 
load is high because the inelastic flows may not be able to use the network. In the next chapter, we 
see that sacrificing a fraction of the inelastic users is beneficial, because the inelastic flows are not 
functioning well when the bandwidth allocated to them is lower than a. 
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Figure 4 .2 . Bandwidth allocation to individual elastic (left) and inelastic flows (right) 
5 
Evaluation based on utility functions 
Utility function is widely used in economics to represent how happy a consumer is when certain option 
is chosen. In this chapter, we use utility in the similar way to evaluate the contentment of the user 
when the application uses different control schemes to deliver his data [13,19]. However, as we model 
the network as a stochastic process, the way we measure the utility somewhat different from the way 
it is used in economics. 
5.1 Properties of utility function 
The utility of a flow is a quantitative measure of user satisfaction. Hence the utility should have a 
similar characteristics as the perceived quality of a flow. For example, if a flow with a finite lifetime 
T is enjoying the service a{t), where the allocated bandwidth is expressed as a function of time to 
reflect the time-variable nature of bandwidth share in the stochastic model, then the utility of that 
flow can be generally expressed as 
U = u{{a{t) :0<t< T}). 
The above notation means that, the utility of a flow U is obtained by putting the life-long bandwidth 
share history a{t) into a utility function u(-). As we model all flows to have finite file size or finite 
holding time, a flow with a larger file or longer holding time can be naturally assumed to achieve a 
higher utility. To simplify the way of computing utility, we represent the total utility of a flow as a 
sum of many iiifiiiitesiinal utility units. 
5.1.1 Utility for elastic flows 
Elastic flows have fixed amount of data to transfer. Hence they are characterised by the file size. The 
file is transferred by an elastic flow as a stream of bytes in an orderly manner. Hence, for each byte 
we can find the rate at which it is transferred. If an elastic flow transfers a file of N bytes, and the 
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time at which the jth byte transferred is tj, then the utility of transferring the jth byte under the 
rate ttg (tj) is given by 
Ue {ae{tj)). (5.1) 
So tho total utility for that flow after tho whole file is transferred is 
N 
Uc = . 
The function Ue(-) in (5.1) converts the effort of sending one byte at rate ae{tj) into utility, hence its 
value bears the unit of utility per byte. 
5.1.2 Utility for inelastic flows 
Inelastic flows, on the other hand, are characterised by the holding time. The amount of data trans-
ferred by an inelastic flow varies with the quality of the link, although there is a maximum data size, 
namely the product of the playback rate a and the holding time 7]. 
The holding time of an inelastic flow is exponentially distributed. Consider a particular inelastic 
flow whose holding time is TJ and playback rate is a. If the rate at time t is a\{t) under a given control, 
then the utility of that flow is given by 
U i = [ ' W i ( a i � ) 成 
Jo 
where Ui(-) is a function converting the instantaneous sending rate a\{t) into utility. Hence the value 
of Ui(-) is in the unit of utility per unit time. 
5.1.3 Utility throughput 
The conventional way of comparing utility, like the one in [13,19], is not applicable to our model. 
The difficulties arise from the finite nature of flows. As the flows are finite, a flow is different from 
another by the file size or holding time. Hence comparing the utilities of two flows that differ in file 
size or holding time is not justified, not to mention summing up the utilities of different flows and 
then compare. 
To handle the case with finite and stochastic flows in our model, we use utility throughput as the 
metric. Utility throughput is defined as the total utility of a class of flows per unit time. By analogy, we 
can imagine the network as a factory, flows as workers, and utility of a flow as the revenue generated 
by a worker; then the utility throughput is the revenue per unit time the factory creates. For an clastic 
flow transmitting at fle�’ it lias the utility throughput a e � W e ( a e �)，w h i c h is the product of the 
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per-byte utility at rate ae(t) and the number of bytes transmitted per unit time, which is the rate. 
So in the set of all elastic flows E�the utility throughput of the whole class of elastic flows at current 
instant t is 
Ge = ^ ae(t)Ue (G,e � ) • 
jeE 
In our network model, all elastic flows are identical in route and delay, hence the summation is simply 
multiplying the utility throughput of each flow by the count of flows in E. The value of Gg is in utility 
per unit time, so wc call it a throughput. 
Considering inelastic flows, we define the utility function Ui{-) to be the utility per unit time and 
this is actually the utility throughput for one flow. Similar to the case of elastic flows, if the set of all 
inelastic flows is / , the utility throughput of the whole class of inelastic flows at t is: 
= (ai � ） . 
j&i 
As mentioned before, the bandwidth allocations a^ and a\ are identical among the flows of the 
same type. Moreover, the allocations are time-variable but depending on the current state (n, m). So 
wo can express the steady state allocations as functions of state, ae(n, m) and 04 (n, m), and the utility 
throughput at (n, m) becomes: 
Gc{n, m) = ^ Oc(i)we (a。⑴） 
3€E 
=nae{n, m)ue (ae(n, m))； 
Gi(n,m) = ^Wi (ai(t)) 
J€I 
=mui (ai(n, rn)). 
Hence, the expected utility throughputs over time is their probability-weighted average. If we denote 
P[n，m] to be the probability of state (n，m) of the network, the expected utility of elastic and inelastic 
flows are respectively, 
Ge = ^ nae{n, m)ue (ae(n, m)) P[n, m] and 
nj^ O m 
Gi = ^ ^ mu[ (ai(n, m)) P[n,m]. (5.2) 
n m^O 
The values Ge and Gi are average and hence they depend only on the parameters of flows but 
not on the state of the network. The physical meaning of these quantities is the amount of utility-
generated per unit time. Intuitively, if we treat the flows better by providing more bandwidth, the 
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utility throughput shall be higher. Therefore, with the same set of flow parameters, the better control 
should give a higher utility throughput. 
By using utility throughput, wc can define the notion of TCP-friendliness as tho existence of 
inelastic flows having the same or better effect on the utility throughput of elastic flows as if they 
were elastic flows. If this goal is achieved, we say the bandwidth allocation is fair. Obviously, such 
fairness is from a global perspective because we are looking at the sum of utility throughput of all 
the flows. Such fairness is different from that of max-min fairness or proportional fairness, which is 
from an individual perspective. The proportional fairness in [13], or the solution of (2.2), requires the 
bandwidth allocation to each flow to be similar in some sense. Our definition of fairness relaxed this 
restriction. 
5.1.4 Choice of utility function 
The definition of utility throughputs involve utility functions Ue(-) and Ui(-). An appropriate utility 
function should reflect the user-perceived quality. Specifically, the utility function for elastic flows, 
Ue(a), should have the following properties: 
1. The utility function should map the bandwidth allocation a, ranges from zero to the capacity 
limit, to a value; 
2. Due to the absence of desired playback rate in elastic flows, the utility function should vary steadily 
and free from any sharp jump. Moreover, more bandwidth is always better then less, hence the 
function should be monotonically increasing; 
3. Similar to the use of utility functions used in economics, the increase of bandwidth should obey 
the law of diminishing returns, i.e. the derivative - ^ u J a ) should be a decreasing function. In 
da 
other words, We(a) is a concave function. 
Any function that satisfies the above criteria should be justifiable as a utility function. A common 
utility function used for elastic flows is log(-) [13]: 
log(l + a) 
We normalise (5.3) to the range from 0 to 1. The function Uc{a) is a monotonically increasing concave 
function and increases from 0 when a = 0 up to 1 when the flow used up all the bottleneck capacity, 
with o = C = 1. 
For inelastic flows, we expect the utility function u\{a) has the following properties: 
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1. The utility function should, as We(a) does, map the bandwidth allocation a to a value. However, 
if a is greater than the desired playback rate a, the utility should stay at its maximum. That is, 
u\{a) = K for some constant K whenever a > a; 
2. Since giving more bandwidth to an inelastic flow should never be worse than giving less, the 
function should be irioiiotoriically increasing for a > 0; 
3. It is a general behaviour of multimedia codecs that, if the transmission rate drops below the 
playback rate a for a moderate amount, the user-perceived quality deteriorates a lot. Hence u\{a) 
should have some sharp change in utility at the left side of a = a. 
4. If Ui{a) is twice-differentiable, the second derivative of Wi(a) should have a turning point. Precisely, 
the first derivative of Ui(a) should always be positive as Ui{a) is monotonically increasing, but the 
change in the first derivative should be increasing at small a but decreasing at a close to a. The 
function with such property is in a [shape. 
In fuzzy mathematics, there is a similar requirement for certain membership functions — which are 
used to extend the Boolean truth values to include partial truth. They call such membership functions 
the sigmoidal functions to represent the sigma-shaped {<;) curve. One of the very common sigmoidal 
functions used in fuzzy mathematics is sine. Borrowing from it, we set the utility function for inelastic 
flows to 
0 a = 0 
• ) = < s i n & ’ （ [芸） 0 < a < a (5-4) 
1 a > a. 
Again, we normalise Ui(a) to the range from 0 to 1. In (5.4), the constant A; is a skewness constant 
that determines how sharp the change is when bandwidth allocation a increases toward the desired 
playback rate a. Figure 5.1 shows a family of such utility function with different skewness. We can 
see from the figure that, u['{a) has an turning point in 0 < a < a only when skewness A; > 1. Hence 
this is the only reasonable range for Ui(-). When k < 1, the utility function becomes concave. Such a 
function can also serve as a utility function for elastic flows, although not used in our analysis. 
Figure 5.2 shows the plot of and Ui(-), which we use in our analysis, i.e. 
log(l + a) 
她 = 
乂 2 Q / 
We normalised the bottleneck capacity to C = 1 and therefore, the bandwidth allocation a and the 
playback rate of inelastic flows a are expressed as a relative measure with respect to the bottle-
5.2 Degree of elasticity 45 
疆 
0 ^ ^ ： 乂 
0 0.25a 0.5a 0.75a a 1.25a 
a 
Figure 5 .1 . A family of sigmoidal utility function txi(a), with different skewness k. 
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Figure 5 .2 . Utility functions for elastic (left) and inelastic flows (right). 
neck capacity. The skewness A; = 50 is chosen subjectively, which we believe can best represent the 
deteriorated quality when a < a. 
5.2 Degree of elasticity 
The skewness constant in the utility function of inelastic flows as mentioned in section 5.1.4 can 
characterise the codec used in the inelastic flows. 
The codecs used in multimedia contents can be classified into two camps, the variable bit rate 
(VBR) and constant bit rate (CBR). The two kinds of codecs differ by whether the data rates for 
their content are a constant over time. Obviously, if the multimedia content is encoded using a VBR 
codec, our assumption of playback rate o： being a constant no longer holds — indeed, the playback 
rate fluctuates with timo. However, as most multimedia applications would implement some buffering, 
we can redefine the playback rate a as the average playback rate for the flow for the VBR case. 
Under this definition, whenever the codec needs a higher data rate than a at some instant, it can 
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get the data from the buffer, which accumulates when the data rate required lower than a. Actually, 
even the CBR applications can implement buffers to work around the data rate fluctuation due to 
jitters. Additionally, certain codec includes forward error correction (FEC) data so that a minor loss 
of data can be recovered by the receiver. Furthermore, different codec or different parameters used 
by the codec will have different degree of deterioration in quality when the bandwidth allocation 
is insufficient. All these factors can cause the ideal shape of the utility function different from one 
inelastic application to another. 
To be flexible, the skewness constant is a parameter for one to tune the shape, so as to reflect the 
quality of a specific codec use by an inelastic application. When the skewness constant is smaller, the 
shape of the utility function is more like the concave function used in elastic utility measurement. On 
the other hand, the smaller the skewness constant, the better the tolerance of bandwidth fluctuation 
an inelastic flow is. By using such relation, we can extend the taxonomy of flows in section 1.2 into a 
quantitative classification as follows: 
• The quality of any flow can be measured by the same utility function (5.4), with a different skewness 
constant. 
• If the flow does not have a predefined playback rate, we set a = C = 1. 
• Considering the skewness constant A;, if A; < 1 the flow is elastic as defined by section 1.2 and if 
k > 1, the flow is inelastic as defined by section 1.2. 
• The smaller the skewness constant, the more elastic the flow is. 
So we can define the skewness constant k of the utility function applied as the measure of elasticity 
of the flow. According to the utility function in (5.4), it is a constant with Ui{a)三 1 if A; == 0 iii one 
extreme, and a unit step function at a = o： if /c = oo in the other extreme. By selecting an appropriate 
skewness, the utility function (5.4) can represent the whole spectrum of flows with different elasticity. 
We assume the elasticity is the same for each class of flows. The case with different elasticity 
deserves further study. 
5.3 Homogeneous environment 
We begin our analysis with the homogeneous eiiviroiiinent, that is, a network that serves only the 
inelastic flows. In such network, we can aggregate the controls mentioned in section 2.6 into two 
controls, namely, the fair-share scheme and the admission control scheme. 
For the NC and CC schemes, if there are no elastic flows present, the bandwidth will be allocated 
in equal proportions to each inelastic flow. Therefore they are fair-share schemes and the bandwidth 
share of each flow is therefore, 
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ttj (m) = mill ( —, a I . 
Vm ) 
Because there are no elastic flows, the AA schemes are identical to AC schemes. Comparing the 
aggressive schemes (i.e. AA-A and AC-A) and conservative schemes (i.e. AA-C and AC-C), they 
function identically and the bandwidth allocated to the admitted flows is always a. However, some 
inelastic flows may not be able to use the network. 
If we consider the network as a queue with inelastic flows as customers, a fair-share scheme like 
NC or CC operate the queue as an M/M/oo processor-sharing queue. Hence the probability for having 
m users is specified by the probability mass function 
P w = ^ (5.5) 
where p\ = \\/i-L\ is the offered load to the network by inelastic flows. Similarly, the admission control 
schemes will operate the queue as an M/M/h/h processor-sharing queue, with h = \C/ot\ = [ l / a j 
being the maximum number of inelastic flows that the network can support, and the probability for 
having rti users is given by 
释 C e � 告 I t (5.6) 
So, the network operates with admission control scheme is similar to a telephone network with capacity 
for h users. One can even verify that P{h) according to (5.6) is the blocking probability according to 
the Erlang-B formula. 
Since there are no clastic flows, wc can rewrite the utility throughput (5.2) as 
G\ = ^ mWi(ai(m))P(m). 
The bandwidth allocation a\{7n) should nevor exceed the playback rate a. But the utility, Ui(ai) is the 
same for all values of o-j greater than or equal to a. Therefore we can write the utility throughput for 
the fair-sliaro sclicincs (NC and CC) as 
G f s = y ^ mui f — ^ P(m) 
^ f l \ pY'e-P^ 
=V rtiu-i — ~— u � \m J ml 
m = l \ ‘ 
= V Wi - • p （ 5 . 7 ) 
\my ( m - 1 ) ! 
and that for the admission control sclicincs (AA and AC) as 
5.4 Heterogeneous environment 48 
G'AC = ^ mui{a)P{7n) 
m^ O 
A / J L .m 
= [ ( … _ ^ 
m = l \k=Q / 
h / h -1 rn 
m = l \k=Q J \ ‘ 
m=0 \k=0 / 
= ( 1 - P(/7,)). 
Since 叫⑷= 1，w e have 
GAC = Pi{l-P{h)) 
銷 、 ) . （5.8) 
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Figure 5 .3 . Utility throughput of a network serving solely inelastic flows 
In figure 5.3, we compared (5.7) and (5.8) against different values of p\ with different skewness of 
utility functions. The figure shows that the utility throughput for the admission controlled network, 
(5ac, increases monotonically with p\ and reaches a saturated level eventually. The saturation means 
a further increase in the traffic intensity cannot make the network more useful because the capacity 
of the network has been exhausted. This is an expected behaviour of an M/M// i / / i queue. 
When a fair-share scheme is applied, the situation becomes interesting. The shape is highly de-
pending on the skewness k of the utility function. If the function has k = 1, which is a concave function 
showing the flow is elastic (see figure 5.1 for reference), the utility throughput Gps has the similar 
increasing trend as Gac and it always gives a higher utility throughput. For higher skewness, such 
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as A; = 2, the utility function represents flows that are mildly inelastic. The curves of Gps and Gac 
intersects at p\ = 23 roughly. We call this point of intersection the crossover point. Before pi reaches 
that point, the fair-share schemes can give a utility throughput no less than that of the admission 
control schemc. However, when pi goes beyond the crossover point, it is better to apply admission 
control. With a higher skewness, or the flows are more inelastic, the crossover point appears closer to 
the left. That is, admission control is asymptotically better than fair share, such as congestion control, 
when the skewness constant k becomes large. 
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i\ 100 i \ GAC>C7ps 
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Figure 5 .4 . Crossover position at different skewness k 
Figure 5.4 shows the crossover position as the ordered pair (pi, k). The curve shows the position of 
crossover point at different skewness k. It is also a dividing line: It is better to use fair-share allocation 
for the ordered pairs below the curve; but better to use admission control for those above the curve, 
in order to have a better utility throughput. Unless the flows are elastic, admission control generally 
yields a higher utility throughput whereas fair-share schemes is justified only for very lightly loaded 
scenario. However, oven for the points below the curve, it is also reasonable to use admission control. 
One can soe this from figure 5.3 that at small pi, tho ciirvcs are almost completely overlapping. Thus 
the utility throughput of fair-share scheme does not have incaiiingful advantage over that of admission 
control. 
The figures 5.3 and 5.4 are obtained numerically by fixing a to 0.1. We verified that the results do 
not change when we change to other values of a. 
5.4 Heterogeneous environment 
Given the admission controlled schcme is a viable solution for inelastic flows in a homogeneous on-
viroriirient, wc now study how it perforins when the network traffic is heterogeneous. As mentioned 
5.4 Heterogeneous environment 50 
before, we have a Markov chain in a two-dimensional state space (n, m) for each control scheme. 
However, the Markov chains do not have a close form solution in general. 
Because tho dose form solutions do not exist, we resort to numerical methods. We simulate the 
Markov chains in different controls, and different workload compositions for each control, to obtain 
the steady state probabilities of F[n, m]. The workload composition p^  : ap\ represents the traffic 
intensities from both elastic and inelastic flows. 
5.4.1 Comparison for different offered load 
After obtaining the probabilities P[n, m] by simulation of Markov chains at different workloads and 
control schcmos, wo computed the average utility throughput according to (5.2). The workload sets 
used in simulation is shown in Table 5.1. 
Table 5 .1 . Parameters of the Markov chain used in the simulation for utility throughput study 
Figures Ae Aj /Xe fM a e pe ap\ p pe ： api 
5.5(a) various various 10 1 0 ~ 0 . 0 0 1 0 . 0 - 0 . 6 0.0-1.4 0 . 0 - 2 . 0 ^ ~ 
5.5(b) various various 10 10 0.05 0.001 0.0-1.0 0.0-1.0 0.0-2.0 5:5 
5.5(c) various various 10 10 0.05 0.001 0.0-1.0 0.0—0.5 0.0-1.5 7:3 
5.6(a) various various 20 10 0.025 0.0005 0.0-0.6 0.0-1.4 0.0-2.0 3:7 
5.6(b) various various 20 10 0.025 0.0005 0.0-1.0 0.0-1.0 0.0-2.0 5:5 
5.6(c) various various 20 10 0.025 0.0005 0.0-1.0 0.0-0.5 0.0-1.5 7:3 
5.7(a) various various 50 10 0.01 0.0002 0.0-0.6 0.0-1.4 0.0-2.0 3:7 
5.7(b) various various 50 10 0.01 0.0002 0.0-1.0 0.0-1.0 0.0-2.0 5:5 
5.7(c) various various 50 10 0.01 0.0002 0.0-1.0 0.0-0.5 0.0-1.5 7:3 
5.8(a) various various 5 10 0.1 0.002 0.0-O.G 0.0-1.4 0.0-2.0 3:7 
5.8(b) various various 5 10 0.1 0.002 0.0-1.0 0.0-1.0 0.0-2.0 5:5 
5.8(c) various various 5 10 0.1 0.002 0.0-1.0 0.0-0.5 0.0—1.5 7:3 
5.y(a) 21 980 50 10 0.01 0.00-0.01 0.42 0.98 1.4 3:7 
5.9(b) 35 700 50 10 0.01 0.00-0.01 0.70 0.70 1.4 5:5 
5.9(c) 49 420 50 10 0.01 0.00-0.01 0.98 0.42 1.4 7:3 
5.10(a) 14.25 6G5 50 10 0.01 0.00-0.01 0.285 0.GG5 0.95 3:7 
5.10(b) 23.75 475 50 10 0.01 0.00-0.01 0,475 0.475 0.95 5:5 
5.10(c) 33.25 285 50 10 0.01 0.00-0.01 0.665 0.285 0.95 7:3 
5.11(a) 21 various 50 10 0.01-0.99 0.02a 0.42 0.98 1.4 3:7 
5.11(b) 35 various 50 10 0.01-0.99 0.02a 0.70 0.70 1.4 5:5 
5.11(c) 49 various 50 10 0.01-0.99 0.02a 0.98 0.42 1.4 7:3 
Figure 5.5 shows the utility throughput for elastic and inelastic flows, with different ratios of elastic 
offered load Pe to inelastic offered load api. According to the figures, different control schemes do not 
have observable differences if the offered load is light, such as p < 0.7. For light workloads, the network 
capacity is not fully utilised and hence the problem of congestion is not severe enough to make any 
difference. Furthermore, when the workload is light, any increase in the offered load increases the 
utility throughput bccause the network is ovcr-provisioiicd. However, at some point, we begin to see 
the utility throughput starting to decrease as the workload is further increased. In all the figures, we 
cannot proceed with the NC scheme when p>l because of its instability. For all other schemes, the 
utility throughput eventually decreases when p is increased beyond certain point. 
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Figure 5 .5 . Utility throughput of elastic (left) and inelastic (right) flows 
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Figure 5.5(b) shows the case when pe = OLp\ or the offered load from elastic and inelastic flows are 
equal. We find the utility throughput of inelastic flows under the CC scheme is not as favourable as 
that under the AC and AA schemes. The utility throughput of inelastic flows under the CC scheme 
drops rapidly when p > 1 and stays at nearly zero when p > 1.4. Although AC and AA schemes 
have the utility throughput decreasing more steadily, we can see that AC-A and AA-A schemes gives 
slightly higher utility throughput then AC-C and AA-C schemes around p = I. The AC-A and AA-A 
schemes or AC-C and AA-C schemes show no observable differences for other values of p. 
Consider the corresponding curves for the utility throughput of elastic flows, all the schemes show 
a decreasing utility throughput when p > 0.7, but the utility throughput for the AC-A and AA-A 
schemes drops more rapidly. In contrast to the case of inelastic flows, the utility throughput of elastic 
flows under the CC scheme is higher than that of AC-A and AA-A schemes, but still lower than that 
of AC-C and AA-C schemes. Combining the result from elastic and inelastic flows, we conclude that 
the AC-C and AA-C schemes almost always provide a higher utility throughput than the CC scheme. 
The NC scheme cannot work in a wide range of workload in our simulation study and even in the 
case that the NC scheme can have a stable behaviour, the other schemes never perform worse than it 
does. In summary, letting inelastic flows adopt admission control or admission control with contimious 
assurance in a conservative manner can yield a better performance in term of utility throughput than 
adopting congestion control or no control. When AC-A and AA-A arc compared to the CC scheirio, 
neither kind of strategy always dominate the other. 
In figure 5.5’ the cases when the composition ratio pe : api equals to 3:7 and 7:3 are also illustrated. 
Similar trends are observed and our conclusion about the superiority of AC-C and AA-C schemes does 
not change in these cases. However, from the magnitude of utility throughput, we see that when the 
composition of a type of flows increases, the magnitude of the corresponding utility throughput also 
increases. The rise in magnitude and the rise in composition are roughly in proportion. Therefore, we 
can estimate the utility throughput in other compositions as well. 
5.4.2 Effect of scaling 
The result illustrated in figure 5.5 uses the particular values of parameters, namely, a 二 0.05 and 
e = 0.001. If wo regard the network used in generating those result as a reference point, we can speed 
up the network by changing tho values of the parameters. We compare the result for a network that 
is a 2- and 5-timcs speed up of the rcforcnce network. The way we speed up the network is to increase 
the bandwidth by multiples of 2 and 5, lieiicc the new values of a and e are decreased by the same 
factor because they are the bandwidth expressed as fractions of the bottleneck capacity. Similarly, 
the values of Ag, Ai, and fie are increased by the same factor in order to keep the workload identical 
the reference case. The value of fii is unchanged because this is a parameter to time, representing the 
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Figure 5 .7 . Utility throughput of elastic (left) and inelastic (right) flows, after speeding up for 5 times 
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mean holding time of an inelastic flow. Table 5.2 illustrates the changes of the parameters in general 
after the network is scaled by a factor of (p while keeping the offered load constant. 
Table 5 .2 . Changes of the parameters in scaling by a factor of 0 
Before scaling Ag Ai He (J-i oc e pe Pi P 
After scaling (f)X\ /^ i cv/0 e/0 Pe Pi P 
Figures 5.6 and 5.7 show the utility throughput in the cases with a 2- and 5-times speed up 
respectively. Again, the scaling up of bandwidth does not change our conclusion about the relative 
superiority among different schemes. However, by scaling up the bottleneck bandwidth, we can see 
that the curves of the utility throughput of inelastic flows under AC-C and AA-C are more and more 
close to that of the AC-A and AA-A scheme. So as the network scales up, we can conclude that, 
asymptotically, 
1. When the AC or A A sclieine is applied, utility throughput of inelastic flows are identical; 
2. All the different schemes are identical when the network has light workload, for example, when 
p < 0.7; 
3. When the network has workload p�1’ AC-C and AA-C are more superior in comparison to the 
CC scheme in terms of utility throughput. 
Considering the utility throughput of elastic flows, the scaling does not have any significant impact in 
the general shape nor relative positions of the curves. However, the scaling obviously bold the boundary 
of congestion. In figures 5.G and 5.7, the curves duster together and there is no observable difference 
in different scaling factors when 0 < p < 1, but all utility throughput curves level off when p > 1. 
By scaling up the network, the throughput curves are closer and closer to the x-axis, which means 
the utility throughput asymptotically approaches zero in that region. The comparative advantage of 
using AC-C and AA-C is less and less significant as the network is scaled up. Unfortunately, none 
of the control schemes mentioned above can maintain the utility throughput for elastic flows when 
the workload increases. As the case with p > 1 means the network is congested and the bandwidth 
demand cannot be fulfilled, we should expect the control prevents the network from break down rather 
than satisfying users. Hence we still found the controls other than NC are acceptable. 
Figure 5.8 shows the case with the network slowed down by half. In figure 5.8, the relative position 
of curves still not changed and our conclusion about the superiority of controls still valid. However, 
the difference between controls is better observed. By looking at figures 5.8, 5.5, 5.6, 5.7 in order, we 
can SCO the effect of scaling up more clearly. 
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Figure 5 .8 . Utility throughput of elastic (left) and inelastic (right) flows, after speeding up for 0.5 limes 
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5.4.3 Sensitivity to a and e 
In the figures mentioned above, the particular ratio of e/a = 1/50 is chosen, which means AC-A 
and AA-A schomcs 'reserve' bandwidth for elastic flows which is 1/50 of the desired playback rate 
of inelastic flows. This is a svibjcctive decision on the relative amount of bandwidth to be reserved 
for the elastic flows upon inelastic admission. If the ratio of e /a becomes 1, the aggressive schemes 
become the conservative ones. Therefore we can take the ratio e/a, which is in the range of 0 to 1, as 
a measure of the aggressiveness. 
We conducted a study of the effect of e to the controls. We use the same simulation as in section 
5.4.1 but let the value of e vary from O.Olo； to a. Figure 5.9 shows that, by varying e/a from 0 to 1， 
the utility throughput of elastic flows increases linearly. With a higher proportion of inelastic flows 
in the total offered load, the curve of elastic utility throughput becomes more of a straight line. On 
the other hand, the utility throughput of inelastic flows does not vary much with the ratio of e/a, 
as shown in figure 5.9. Compared to AC-A and AA-A schemes, the AC-C and AA-C schemes, which 
both have e = a, can yield a better elastic utility throughput while having negligible impact on the 
inelastic flows. 
As mentioned in scction 5.4.1, whon the total offered load p is small, all the control schcmes look 
similar. In the study of sensitivity to the e : a ratio, we see that only the case with p> I shows the 
effect of the reserved bandwidth e. Figure 5.10 shows the utility throughput when p 二 0.95. We can 
hardly see the linear increase relationship of elastic utility throughput with e/a in the figures. This 
says the difference between aggressive and conservative mechanisms is minimal when p < 1. We also 
see this in figures 5.5 to 5.8. 
Additionally, we investigate the trend of utility throughput as the desired playback rate a varies. 
By decreasing the value of a from 1 to nearly zero, we can see the effect of scaling up the network 
from another angle. 
Figure 5.11 shows that, when a is large, the utility throughput of inelastic flows of different control 
schemes are about the same. But as we reduce a, the CC scheme still achieves low utility throughput 
while the AC and AA schemes can achieve higher levels by maintaining the number of inelastic flows 
at an acceptable level. For the elastic utility throughput, we see the general trend is that all curves 
increase as a incrofusos. This is a reasonable result because of two factors: 
1. Under the AC or A A schemes, having a greater a means the inelastic flows are harder to admit. 
As the admission requires the flow to ensure the network has enough bandwidth for the existing 
flows, a large a means the requirement is more difficult to meet. Therefore, the residual bandwidth 
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Figure 5 .11 . Utility throughput of elastic (left) and inelastic (right) flows, ai p = 1.4 
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2. Under the CC scheme, no flows would be blocked from using the network. The offered load by 
inelastic flows is ap\ and we keep it constant. Hence pi, which is the mean number of inelastic 
flows, is smaller when a is larger. Because the bandwidth in CC is allocated in equal share to the 
flows, the smaller number of inelastic flows means the aggregated bandwidth allocated to elastic 
flows is larger. So we have a higher utility throughput. 
The curves of the elastic utility throughput under the CC scheme is a smooth one while that of 
AC and AA schemes are in a zig-zag form. In the subsequent chapters, we see the figures plotting a 
property of elastic flows against the values of a often result in zig-zag curves (for example, figures 6.5 
and 7.7). This is a result of discretisation. The positions that we see the corners are those where 1/a 
is an integer. Under the AC and AA schemes, the maximal capacity for inelastic flows, which is the 
maximum mimbor of inelastic flows that the network can support if the whole bandwidth is devoted 
to tiie inelastic flows, is given by [ l / a j . If we plot [1/aJ against a, wo can see the similar zig-zag 
pattern as those in figure 5.11. In figure 5.11(c), the zig-zag pattern disappears because the workload 
in that case is mostly composed of elastic flows. Therefore, discretisation effect from inelastic flow 
does not have a strong effect on the elastic flows. 
6 
Blocking probability 
We concluded in the chapter 5 that admission control is a viable solution in the sense of utility-
throughput. We may want to ask how to configure the admission function in the admission control 
schemes to achieve the best performance. If we consider only the admission control schemes, we 
know that the utility of an admitted inelastic flows is always 1. So the number of admitted inelastic 
flows determines the aggregated network utility. However, the number of admitted inelastic flows is 
determined by the admission function. From the point of view of a prospective inelastic flow that is 
going to acccss the network, whether it would be admitted is rather probabilistic although the decision 
is exact and depended on the state (n，m). If we do not know the current state of the network before 
admission is attempted, we can see that, due to the property of Poisson arrival sees time average 
(PASTA), whether an incoming inelastic flow can be admitted to the network can be described by a 
probability. We borrow from telephone networks and call such probability the blocking probability of 
inelastic flows. 
6.1 Formulating admission behaviour into PCDSDE 
We now use the Poisson Counter Driven Stochastic Differential Equations (PCDSDE) to investi-
gate the admission behaviour of inelastic flows in the admission control schemes. An introduction to 
PCDSDE is presented in appendix B. 
Let Ne{t) and N-�{t) model the arrivals of elastic and inelastic flows respectively. That means, Nc{t) 
and N\{t) are both positive integers and they denote the number of arrivals of respective flows in [0, t). 
We further define Tj{t) to be the amount of data to be sent by flow j at time t. Obviously, Tj{t) is 
defined in the time interval where the flow j is using the network. The number of flows at any time t 
is variable but the aggregated amount of data to bo sent by all the flows at t, 
n+m 
r{t) = Tjif) 
j=i 
is well-defined. 
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Considering the generic admission control scheme, there are two types of flows in the network, 
namely elastic and inelastic flows. In the admission control models, the bandwidth allocated to each 
admitted inolastic flow is a and thus, the bandwidth allocated to each elastic flow is (1 - ma)/n if 
the network is in state (71’ rn). Thus if a flow j is an elastic flow, we have 
d 1 — ma 
ZjjTj � = • 
dt J�' n 
The above notation moans the elastic flow j is transmitting data at rate (1 — ma)/n, consequently, 
the amount of data to be sent by flow j is decreasing at that rate. Similarly, if flow j is an inelastic 
flow, we have 
h ⑷=-。. 
Therefore, we have 
, n + m , 
丢 〜 � j=i 
{ 1 - moc\ , 、 = n +m(—a) 
\ n ) 
=—1. 
The admission control schemes have a characteristic that, whenever an inelastic flow is admitted, 
all its data are guaranteed to be transmitted. For elastic flows, their congestion control algorithm 
guaranteed the delivery of data without loss. As the result, whenever there is an elastic flow arrives, 
T(t) increases by a random amount Sg, which denotes the size of the file to be transmitted by that 
elastic flow; and whenever there is an inelastic flow arrives, T(t) increases by a random amount S\� 
the amount of data to be sent by that inelastic flow. If the holding time of tliat inelastic flow is T\, we 
can write S\ = otT\. So we can formulate the behaviour of r � as 
dr{t) = _ l ( r � > 0)dt + SodN^ + /(n, rri)S�dN\ 
=-l(r⑴ > 0)dt + SodN^ + r{n,m)aTidNi, (6.1) 
with Se and 5, are raiidoiii variables, N^ and are Poisson counters, and / (n , m) is the admission 
function defined in (2.4). The function 1(.) is an indicator function such that 
f 
1 i f T � > 0 , 
1 ( T � > 0 ) = 
0 otherwise. 
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Equation (6.1) says that, the change in 丁(t) is the sum of the changes by all the factors, including the 
use of bandwidth to transmit data and the arrival of flows. 
6.2 Evaluation of the blocking probability 
We are interested in the steady state behaviour, in that case, the expected value of r(i) should be 
invariant with time. By writing T(<) as r, 
dE[T] = > 0)dt] + ElSedNe] + ElI(n,m)aTidNi] 
= - E [ l ( r > + •^[•Sel^ l^dyVe] + E[I{n, m)]a£;[Ti]£;[diVi] ((J.2) 
However, we have 
E[1{T > 0)] = Pr[r > 0] 
He 
E[Si] = aE[Ti\ =-
Mi 
= Kdt 
即y V i ] = Xidt, 
thus we can rewrite (6.2) as 
dE[T] = — Pr[r > 0]dt + —dt + Bll(n,m)]a-dt 
" e " i 
= - P r [ r > 0]dt + pcdt + E[I{n, m)]apidt 
. . . ^ ^ = - Pr[r > 0] + pe + E{I{n, m)]ap；. 
Because the expected value of T{t) is invariant with time, dE[T]/dt should be zero, hence we have 
0 = - Pr[T > 0] + Pe + E[I{n, m)]api 
ocpi 
Since the admission function / ( n ’ m ) is cither 0 or 1, £"[/(n，m)] 二 Pr[ / (n ’m) = 1] represents the 
probability of admission. Hence we have 
Theorem 6.1 (Admission probability). The probability R of admission to the network under ad-
mission controlled scheme is given by 
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R — Pr[r > 0 ] - p e 
Qpi . 
Note, Pr[r > 0] is the probability that the network is not idle. Prom queueing theory, this is 
also the utilisation of the network. Hence if we denote Prfr > 0] by p'’ which represents the actual 
utilisation or the load with the rejected flows excluded, we have p' < p and 
(6.3) 
Oipx 
If we regard p' as the actual utilisation, we can approximate it as 
f 
p if p < 1; 
P « (6.4) 
1 otherwise. 
The above approximation means, when p is small, the system is lightly loaded and rejections are rare, 
so the actual load is approximately the offered load, p' « p. On the other hand, when p > 1, the 
offered load exceeds capacity, so we expect the system to be fully utilised, i.e. p' w 1. Putting (6.4) 
into (6.3), we have the following corollary. 
Corollary 6.2. The admission probability of inelastic flows into the network is approximately 
api 
Furthermore, by having the mean number of inelastic flows in the network to be the m = Rpi, we 
have 
Corollary 6.3. The mean number of inelastic flows in the network is approximately 
- p' -Po � m i n ( l , p ) - Pe ir 
m = » . (6.6) a ot 
The important result from the above is that, we do not have e involved in (6.5). The absence of 
e means the admission probability is the same for AC-A and AC-C. Moreover, this result does not 
assume any distribution for the file size or holding time, hence this is true even if the job size is not 
exponentially distributed. 
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Table 6 .1 . Parameters of the Markov chain used in the simulation for blocking probability study 
Figures Ae Aj � f i j a e p p^ : apj 
6.1’ 6.2 various various 10 1 0 ( X 0 5 0 .0010 .0 -2 .0 1:9’ 3:7’ 5:5, 7:3’ 9:1 
6.3 various various 20 10 0.025 0.0005 0.0-2.0 1:9’ 3:7, 5:5’ 7:3’ 9:1 
6.4 various various 50 10 0.01 0.0002 0.0-2.0 1:9，3:7’ 5:5’ 7:3’ 9:1 
6.5 various various 50 10 0.01-0.99 0.02a 1.4 1:9, 3:7, 5:5, 7:3 
6.6 various various 50 10 0.01 0.00-0.01 1.4 1:9, 3:7, 5:5, 7:3 
6.3 Verification by simulation 
6.3.1 Comparison for different offered load 
The accuracy of (6.5) is verified by simulation. Figure 6.1 illustrates the experimental admission rate 
obtained by simulation of Markov chains of different control schemes. The experimental admission 
rate is calculated by finding the number of inelastic flows admitted into the network divided by the 
total number of admission attempts. For admission control schemes with continuous assurance like 
AA-A and AA-C, the rate counts the number of inelastic flows successfully finished their transmission 
(i.e., cxcludod those aborted) divided by the total number of admission attempts. The approximation 
by using (6.5) is included as well for comparison. 
From the figure we see that, the approximation (6.5) agrees with the simulation result. In all plots, 
the admission probability is decreasing as the total offered load p increases. However, the higher the 
percentage of inelastic flows in the offered load, the better the approximation. Furthermore, we can 
see the approximation (6.5) fits the simulated behaviour of aggressive models, AC-A and AA-A, even 
better. Nevertheless, some discrepancies occur around p = 1 and the approximation (6.5) always serves 
as an upperbound for the experimental results. 
From another angle, we can see the curves for the AC-A and AA-A schemes coincide and that of 
AC-C and AA-C coincide, which means whether the guarantee ne+ma < 1 is observed upon admission 
attempt (admission control) or all the way during the transmission (admission control with continuous 
assurance) does not affect the admission probability R. Because of the way we calculate the admission 
probability in AA-A and AA-C, one may argue that tho admission control with continuous assurance 
is better bccaiiso some flows may be admitted and part of their contont has been transmitted before 
aborting the flow. Figure 6.2 shows the probability of au admitted flow being aborted. We found that 
probability is roughly zero when pe : api = 1 : 9. This means the abortion of an admitted flow is rare 
and if the network is congested, it is very likely that a flow is aborted right after the admission attempt 
一 which looks exactly like admission control. In other compositions, we see the probability of aborting 
a flow is zero when the offered load is small but increases as the offered load increases. However, at 
any offered load, the probability is always less than a few percent. In other words, when we are using 
admission control with continuous assurance, the admitted inelastic flows is very likely to finish their 
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Figure 6 .1 . Admission probability at different workload 
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transfer without being aborted. Because of that, we can see admission control and admission control 
with continuous assurance are about the same, at least for the workload concerned so far. Nevertheless, 
admission control estimates the bandwidth allocation only once, before the transmission starts, while 
the admission control with continuous assurance has to estimate the bandwidth very frequently. Hence 
if we iinpleiiient the iiiechaiiisiiis in protocols, admission control is computationally less intensive then 
admission control with continuous assurance and if there is not a strong reason, admission control is 
preferred. 
6.3.2 Effect of scaling 
Similar to section 5.4.2, we also compared the result for a scaled network. Figure 6.3 and figure 6.4 
shows the admission probability obtained from the simulation of a network with a 2 times and 5 
times speed-up respectively. Although the curves from simulation and the approximation still slightly 
disagree around p = 1, we can see the approximation (6.5) is better for speed-up network. Hence we 
draw the conclusion 
Claim. The approxiiuatioii (6.5), i.e. 
—min(l,p) - Pc 
•^approx — 1 
Oip\ 
is an uppcrbouiid for the admission probability and asymptotically agrees with the experimental result 
as the network scales up. 
6.3.3 Sensitivity to a. and e 
We can see how the scaling of network affects our estimation by varying the value of a as well. 
Figure 6.5 shows that, approximation (6.5) is asymptotically correct as the desired playback rate a 
is decreasing. Although our estimation deviates a lot from the simulation result when a is large, we 
feel that case is of less concern. If there are only few large inelastic flows in the network (which a. is 
large), then it is easier to find other solutions to isolate the inelastic traffic. 
By comparing tho admission probabilities for a fixed at a reasonably small value, we can see our 
estimation is invariant to the aggressiveness of controls by varying the e/a ratio. Figure 6.6 shows 
the case when p = 1.4, which is a very congested network, the admission probabilities of AC-A and 
AA-A schemes with the value of e varying from 1% to 100% of a. The case with small e/a ratio 
means the control is aggressive but if e = a, the AC-A and AA-A schemes become AC-C and AA-C 
schemes respectively. The curves are plotted with a equals to 1% of the bottleneck bandwidth and 
they show that, for any e/a ratio, the admission probability is always the same and agrees very well 
with approximation (6.5). Hence our conclusion of aggressiveness invariance is confirmed. 
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7 
Population 
In chapter 6, we introduced the formula (6.6) to approximate the average number of inelastic flows. We 
show that AC and AA models are roughly the same, especially for a high-speed network, which has a 
small a. In this chapter we further study the approximation of (6.6) by simulating the mean population 
of flows in the network. Afterwards, we show why we call AC-C (also AA-C) the TCP-friendly control 
schemes. 
7.1 Mean number of inelastic flows 
Table 7.1. Parameters of the Markov chain used in the simulation for population study 
Figures Ae Aj � I M a e p pe : afh 
7.1, 7.3 various various 10 1 0 O S 0 .0010 .0 -2 .0 1:9, 3:7，5:5’ 7:3’ 9:1 
7.2, 7.4 various various 50 10 0.01 0.0002 0.0-2.0 1:9’ 3:7，5:5, 7:3’ 9:1 
7.5 various various 100 10 0.005 0.00001 0.0-2.0 1:9，3:7, 5:5, 7:3, 9:1 
7.6 various various 50 10 0.01 0.00-0.01 1.4 1:9’ 3:7, 5:5’ 7:3 
7.7 various various 50 10 0.01-0.99 0.02a 1.4 1:9, 3:7, 5:5，7:3 
Figure 7.1 shows the plot of mean population size of inelastic flows m versus total offered load p, 
with different percentage of elastic flows in the offered load. Obviously, for the NC schemes we cannot 
plot the curve when p > I. But for 0 < p < 1, because the network is not very congested, the number 
of inelastic flows in tho network is more or less the same for all the different schemes. Around p = 1, 
we start to see the difference between schemes. 
Under tho CC and NC scheincs, because they do not limit the arrival, the mean number of inelastic 
flows is always increasing as p increases (so as p\). The increase is linear and agrees with the result of 
M / M / o o processor-sharing queue, which says 
rh = p\. 
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Under the AC and A A schemes, the curves are not linear. When p increases and approaches 1, the 
conservative schemes, AC-C and AA-C will start limiting the arrival of inelastic flows and hence 
reducing the mean number of inelastic flows in the network. However, the AC-A and AA-A schemes 
will only limit the arrival when the network is severely congested. Therefore, the curvcs of aggressive 
schemes arc generally positioned higher than that of the conservative schemes around p = 1. When 
p increases more, the difference between the aggressive and conservative schemes vanishes. This is 
because a high p means the network is always very congested and the arrivals of both types of flows 
are very frequent. Hence, as predicted by the analysis in chapter 6, the inelastic population of the 
admission control model is independent of the aggressiveness. 
In summary, the mean population of inelastic flows in AC and AA schemes agrees with (6.6), 
especially when p is small enough or large enough. These schemes show that the number of inelastic 
flows attained a maximum at p = 1, where the bandwidth is sufficient to fulfil the demand of both 
type of flows and the demand can fully utilise the network. When p further increases, the schemes 
will start to limit the arrival of inelastic flows significantly in favour of providing bandwidth to elastic 
flows. Hence for p > 1, m decreases. 
We can further see the effect by scaling up the network. Figure 7.2 shows the case with the 
network bandwidth sealed up for 5 times. In the plots, we see tho difference between the aggressive 
and conservative sclicincs diininishcd and the curves of AC and AA sclieines are about to coincide 
together with the approximation (6.6). So (6.6) is accurate asymptotically as the network scales up. 
7.2 Mean number of elastic flows 
Given the mean number of inelastic flows is roughly the same for different AC and AA schemes, we 
are going to investigate tho ease for elastic flows. 
Figure 7.3 gives the plot of elastic populations under different control schemes. Note that the ？乂-axis 
is ill logarithinic scale. Unlike the plots in figure 7.1，we can sec the curves are distinguished. The 
curves that correspond to the NC scheme can only be obtained for < 1 because the network becomes 
unstable beyond that. The curves for the NC scheme show that the number of elastic flows increases 
very fast when the network is congested. This is expected because the NC scheme favours the use of 
bandwidth by inelastic flows. Hence the bandwidth left for elastic flows is small and the elastic flows 
accumulate. 
The curves for the other schemes are available for p > 1, but all of them show the elastic popula-
tion is ever increasing as p increases. Among them, the AC-A and AA-A schemes, whose curves are 
coincided, give the highest mean number of elastic flows most of the time when p is large. The curve of 
the CC scheme is generally positioned lower than that of the AC-A and AA-A schemes. But for larger 
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values of p, the elastic population for CC exceeds that for AC-A or AA-A. It is because the CC scheme 
does not limit the arrival of inelastic flows but guarantees fair-share allocation of bandwidth among 
elastic and inclastic flows. When the network is highly congested with total offered load significantly 
exceeded the capacity of the network, the elastic flows do not get enough bandwidth as there is also a 
large number of inelastic flows. Consequently, the elastic flows accumulate in the network under CC 
scheme. However, if the offered load does not exceed the capacity much, because the bandwidth for 
inelastic flows in a network that uses AC-A or AA-A scheme is guaranteed to be a, which can be 
significantly greater than that of elastic flows, the elastic flows may not get enough bandwidth to use. 
So the curves of AC-A and AA-A are positioned higher than that of CC when p is slightly above 1. 
The curves that correspond to the AC-C and AA-C schemes always show the lowest mean number 
of elastic flows. This is because the schemes will limit the arrival of inelastic flows whenever the elastic 
bandwidth does not get enough bandwidth. Given we concluded that the behaviour as perceived by 
the inelastic flows is the same for AC-A and AC-C schemes, or similarly for AA-A and AA-C schemes, 
a much higher elastic population in the aggressive schemes means the bandwidth allocated to elastic 
flow is smaller with no inelastic user has any advantage by switching away from a conservative scheme. 
Therefore, wo claim that, the AC-C and AA-C schomos are preferable over AC-A or AA-A because 
they show a more friendly nature to the clastic (TCP) flows. 
7.2.1 Elastic population after scaling 
By scaling up the network in simulation, we confirm that our conclusion does not change. Figure 7.4 
and 7.5 show the case with bottleneck bandwidth scaled up for 5 and 10 times respectively. The general 
shape does not change but it is clearer to see that, the population of elastic flows in the aggressive 
schemes is two orders of magnitude higher than that of the conservative schemes. 
7.2.2 Effect of aggressiveness 
Figure 7.6 shows the population of elastic flows at p = 1.4 with different aggressiveness. The aggres-
siveness is represented by the e /a ratio, the smaller the fraction, the lesser the bandwidth is reserved 
for clastic flows, lioiice the more aggressive. From the plots, we see the AC and AA models are in-
different ill the mean iiuiiibcr of elastic population. The plots further show that, as e/a increases, 
the population of elastic flows decreases rapidly. With the conclusion that the service as perceived by 
inelastic flows are constant for different e, this shows the elastic flows will be served better at greater 
values of e. This is a strong motivation for the adoption of a conservative scheme rather than an 
aggressive one. 
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7.2.3 Effect of a 
We next consider the effect of a on n as well. Figure 7.7 shows a similar trend as figure 7.6, but with a 
zig-zag form. Specifically, when a is approximately the whole bandwidth, the mean elastic population 
n is smallest because this makes it harder to admit the inelastic flows into the network under the AC 
and AA schemes and additionally, pi is smaller because api is constant. In these cases, the residual 
bandwidth is large and this keeps the mean population n small. However, as a becomes smaller, the 
inclastic flows would be more easily admitted and tho residual bandwidth would be smaller. Therefore, 
n will be significantly larger. 
Figure 7.7, wc soc the zig-zag curvcs clearly only when p^ : ap\ is 1:9 and 3:7. When Pq : api = 5 : 5, 
the curves of AC-C and AA-C still have zig-zags but the curves of AC-A and AA-A are quite smooth 
already. When pe : api = 7 : 3 , no more zig-zag curves can be observed. However, at large values of a, 
we see n levels off. As a is large, most bandwidth would be allocated to the elastic flows. If we regard 
the elastic flows as an M/M/1 processor-sharing queue, the mean population would be Pe/(1 _ Pc). 
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We verified that, the position where n levels off in figure 7.7 agrees with Pe/{1 - Pe). This means the 
residual bandwidth for those traffic ratios is nearly the capacity. 
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Rocall that, tho objective of this thesis is to investigate how heterogeneous flows sharing a congested 
network should compctc for the bandwidth. In chapter 2, we introduced approximate fluid models to 
study several different ways the elastic and inolastic flows interact. In these models, all the elastic flows 
adopt congestion control by reacting to the congestion feedback from the network. However, there is 
not a single way for inelastic flows to react to network congestion that earned wide acceptance. The 
different control that inelastic flows can adopt are: 
1. No control. The inelastic flows do not react to the network congestion level. However, the network 
may drop tho packcts whon it is severely congested. Although in real life, TCP flows recover losses 
by retransmission, our fluid model assumes there is no loss in bandwidth for this purpose. We 
assume elastic flows will wait until thoy finish traiisinittiiig their content (for example, a file) 
with whatever bandwidth they are allocated with but inelastic flows will try their best to get the 
required bandwidth to transmit the content for a definite amount of time, known as the holding 
time. 
2. Congestion control. Both inelastic and inelastic flows are doing congestion control. That means, all 
the flows in the network will react to the network congestion. We assume the result of congestion 
control is to equally divide the bandwidth among all the users. However, as all inelastic flows have 
a fixed playback rate, they may not be able to use up all the bandwidth allocated by equal sharing. 
In that case, inelastic flows use bandwidth up to the playback rate and the remaining bandwidth 
will be shared by the elastic flows. In the fluid model, we assume immediate convergence to the 
fair share. 
3. Admission control. Similar to the case with no control, the inelastic flows do not react to the 
network congestion but always try to get enough bandwidth (tho playback rate) for their transfer. 
However, before an inelastic flow starts its transfer, it first estimates if its arrival would cause the 
network to be overly congested. The definition of overly congested depends on whether after the 
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newly arrived inelastic flow consumes its desired rate, there is still sufficient bandwidth left for 
elastic flows so as to achieve some level of fairness. We call this check the admission function and 
the inelastic flow admits itself into the network only if the admission function is met, so that a 
minimum bandwidth for elastic flows is guaranteed. 
4. Admission control with continuous assurance. This is very similar to the admission control. The 
inelastic flows will also check if their presence will leave a coexisting elastic flow with bandwidth 
above the specified threshold. Instead of checking before starting their transmission, the inelastic 
flows in admission control with continuous assurance will check this condition all the time until 
they finish their transmission. Whenever the condition is violated during their transfer, they will 
abort the transmission and leave the network. In a sense, the admission control with continuous 
assurance discriminates against the inelastic flows since they are allowed to stay only if all elastic 
I 
flows can get bandwidth above some specified threshold. Nevertheless, it achieves the same utility-
throughput as any admission control we considered. 
In order to facilitate our analysis, we construct Markov chains for each of the above control schemes 
in chapter 2 and compare their performance. 
The admission control and admission control with continuous assurance can have different ag-
gressiveness. The aggressiveness is quantified by the threshold rate for elastic flows when we admit 
inclastic flows. Intuitively, the more aggressive you are, or the smaller the threshold for elastic flows 
€ is, the higher chance you can get in. However, we show in chapter 6 that it is not the case. As 
the provisioned bandwidth increase (that is, as we scale up the network), we find the probability of 
admission to the network is independent of the aggressiveness asymptotically. After all, we see the 
aggressiveness in admission control or admission control with continuous assurance does not change 
the quality of service as perceived by the inelastic flows. 
To evaluate and compare the different schemes, we introduce several metrics and a methodology 
for comparison: 
In chapter 3’ we show that the 'no control' scheme is unstable for p > 1 whereas the other schemes 
can maintain the stability until Pe > 1-
In chapter 4, we demonstrated by simulation that the aggregated bandwidth allocation is the same 
for different schomos cxcept the 'no control' schemo. The identical aggregated bandwidth means the 
control schcmos partitioned the bottleneck bandwidth for elastic and inelastic flows in the same way. 
Tho only difference between tho control schemes is therefore, how many users are using the bandwidth. 
Ill chapter 5’ we introduced the metric called utility throughput. Utility throughput is to measure 
how well the network can generate satisfaction by allocating its bandwidth to different flows. Generally, 
the more bandwidth provided to the flows, the higher the utility generated. By using a suitable 
utility function that models the satisfaction of a flow as a function of bandwidth allocation, we 
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can calculate the total satisfaction in the network collectively. The utility throughput is useful for 
comparing networks with stochastic arrival of finite flows. Using utility throughput, we show that the 
admission control and admission control with continuous assurance with low aggressiveness, which 
we call them the conservative admission control and conservative admission control with continuous 
assurance respectively, always give the highest utility throughput for both elastic and inelastic flows. 
This means, from the point of view of either elastic or inelastic flows, the conservative admission 
control or conservative admission control with continuous assurance always perform better than any 
other scheme, under various workload. Prom this, we confirmed the admission control and admission 
control with continuous assurance at a suitable aggressiveness is superior to other control schemes. 
The remaining question is about the optimal aggressiveness for admission control and admission 
control with continuous assurance. From the analysis of chapter 6, we see the aggressiveness does not 
change the quality of service as perceived by the inelastic flows. That means, the number of inelastic 
flows in the network and the probability of admission of an arriving inelastic flow are constant across 
different level of aggressiveness. 
In chapter 7, we compare the mean number of elastic flows in the network under different control 
schcmcs. Wo find that the more aggressive the control, the higher the mimbor of clastic flows stays in 
the network, and honce the worse oach clastic flow receives service. Becaiiso of this reason, switching 
from an aggressive version of admission control to a conservative version is a pseudo-Nasli-cquilibriuin 
strategy for inelastic flows, in the sense that the inelastic flow do not gain or lose anything but the 
elastic flows will benefit a lot. 
8.2 Implication 
According to tho results in this thesis, wo have a strong reason for the adoption of conservative 
adiiiissioii control (or admission control with continuous assuraiicc) as described in section 2.5.4. Wc 
show that this is beneficial to both elastic and inolastic flows: Thoy will both get a higher utility 
throughput than by using congestion control (e.g. TCP-friendly congestion control). When compared 
to other admission control, it is also better to be less aggressive because of the pseudo-Nash-equilibrium 
condition. 
Admission control with continuous assurance is described in RFC3714 [20], which states 
regarding the best-effort flows with a minimum sending rate, a packet drop rate must he spec-
ified, such that the best-effort flow terminates, or suspends sending temporarily, when the 
steady-state packet drop rate significantly exceeds the specified drop rate. 
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Virtually, this says the inelastic flow should be aborted whenever we see the network is too congested. 
We show that, it is not necessary to monitor the network condition constantly. By checking the network 
condition once before the flow starts, we can achieve a similar result^ 
Considering the admission control we uphold, it is not difficult to implement. A skeleton algorithm 
for inelastic flows is provided as algorithm 8.1. The implementation of a distributed admission control 
may be fairly complicated, considering the engineering trade offs between the cost of probing and the 
accuracy of the control. However, this algorithm may be a useful basis for a practical implementation. 
Algor i thm 8.1 Skeleton algorithm of TCP-friendly admission control for inelastic flows 
Require: rate a > 0 and playback time 
1： Set probe time base on the playback time, e.g. set to be a fraction of playback time 
2: Start transmission using TCP-like AIMD algorithm 
3: loop 
4: if bandwidth attained now > a then 
5: Stop the AIMD algorithm 
6： Start the transmission at constant rate a until the playback time expired 
7： else if current time > probe time then 
8: Stop transmission 
9: Leave the network and notify user 
10: else 
11： Continue bandwidth-probing with AIMD algorithm 
12: end if 
13: end loop 
8.3 Future Work 
In this thesis, wc have not evaluate the schemes in real-life packet network. All our evaluation is done 
using a fluid model approximation. Although the result is convincing, a packcts-bascd simulation is 
useful to reinforce our evaluation. Another criticism may be that the single-bottleneck network model 
is over-simplified. Hence a more extensive study may be required to see how the scheme works in a 
general topology network. 
Although it is still a long way to go for having all inelastic flows in the Internet using conservative 
admission control, we see the result is promising. Furthermore, as we see in the skeleton algorithm, 
we can have the admission control done in a distributed, end-to-end and simple manner. Hence we 
are optimistic that this can be implemented by most of the inelastic applications in the future. 
There are also various extensions we wish to make to our assumption. We see in figures 5.5(a), 
5.6(a), 5.7(a), and 5.8(a) that the utility throughput for elastic flows in AC-C and AA-C schemes 
arc slightly going up when p > 1.5. Although the increase is slight, we have no explanation why 
1 Admission control with continuous assurance implies it needs to be checked continuously, which is likely an 
overhead. On the other hand, it is probably something that can be readily done in the application, or even 
by the end user. 
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that happens. In addition, we want to have a close-form solution or approximation to the utility-





Admission control with continuous assurance. A control scheme proposed in this thesis that limits 
the arrival of inelastic flows when the network is too congested. This scheme provide a continuous 
assurance to the elastic flows such that whenever the network is too congested, one of the inelastic 
flows would be aborted to make sure every elastic flow has bandwidth of e or more allocated. This 
scheme ensures ne + ma < 1 all the time. It can have different aggressiveness. 
AC 
Admission control. A control scheme proposed in this thesis that limits the arrival of inelastic flows 
when the network is too congested. It uses an admission function to decide whether an arriving inelastic 
flow can be admitted. Whenever the inelastic flow is admitted, it ensures ne + ma < 1 right after the 
admission. It can have different aggressiveness. 
Actual offered load 
The actual utilisation of bottleneck bandwidth by both elastic and inelastic flows. Because the inelastic 
flows in our model may not be admitted in AA and AC models and in NC and CC models, their desired 
bandwidth allocation may not be satisfied. Hence the actual amount of resource used by inelastic flows 
may different from their demand. The actual offered load shall be less then or equal to the total offered 
load and this reflects the actual utilisation from both elastic and inelastic flows. 
AIMD 
Additive increase multiplicative decreaso. This is the algorithm used in TCP flows (elastic flows) that 
avoids congestion collapse. This algorithm is proven to allocate bandwidth efficiently to the elastic 
flows so that the network resources can be fully utilised on one hand and prevents the network from 
overloading on the other hand. In this thesis, we assume the elastic flows converge to the bandwidth 
allocation as the AIMD algorithm would do. 
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Application 
A computer program or software. In this thesis, we consider an application as the software that uses 
the network for some purpose. Therefore, the application controls a flow, which can be clastic if it 
wants to send a file (e.g. wob browsing or email) or inelastic if it wants to send some multimedia 
content (e.g. video steaming or VoIP). We call the application that uses elastic flow and inelastic flow 
as elastic application and inelastic application respectively. 
Block 
The action by a control mechanism that prevents a user from using the network. In telephone network, 
this is done by the switch whenever a user cannot establish a circuit for telephone conversation. In the 
data network that we models, the admission control or admission control with continuous guarantee 
would block an inelastic flow when the network is too congested. In other words, if an inelastic flow 
that arrives cannot admit, it is blocked. 
CC 
Congestion control. A control scheme proposed in this thesis that ensures the bandwidth allocation to 
inelastic flows no more than that of elastic flows. This control scheme makes the inelastic flows behave 
as if they were clastic flows. We model this base on TCP-friendly congestion control. 
Circuit switching 
The way telephone networks build up a connection. Telephone network is circuit-based. When a user 
wants to set up a call, the network has to establish a circuit between that user and his peer. We call 
this procedure circuit switching. 
Congestion 
A condition of the network such that the offered load to the network is very high. In the real life, the 
network is congested if the network routers' buffers are used close to their capacity. If the network 
is congested, we will experience a long delay and high dropping rate. The throughput of a flow in a 
congested network is low. Hence in our model, a network is congested if the total offered load is high 
and bandwidth per (elastic) flow is low. In terms of utility throughput, a congested network has a 
decreasing utility throughput for both elastic and inelastic flows as offered load increases. 
Control mechanism 
The algorithm implemented in a protocol that regulates a flow. 
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Control scheme 
In a network with coexisting heterogeneous flows, a control scheme is the scenario that elastic flows 
iiso a specific control mechanism and the inelastic flows use another specific control mechanism. If 
the control schemc is defined, we can tell how the network would operates precisely and how the 
bandwidth is allocated to the flows. In this thesis, we defined a Markov chain to each of the control 
scheme to facilitate the analysis. 
Discretisation 
The effect that involves the round-off of a real number to an integer. In the analysis in this thesis, 
the maximum number of inelastic flows that the network can accommodate is specified by [ l / a � . 
Therefore, the number of inelastic flows that the network can accommodate with respect to the value 
of a is not continuous but in a discrete form with jumps. If we adjust the value of a, we usually see 
the effect on other metrics is in a zig-zag curve. We call this the effect of discretisation. 
Elastic flows 
The flows that do not have specific constrain on the bandwidth or delay. An example of elastic flow 
is file transfer. 
Fairness 
A bandwidth allocation is fair if the allocation satisfies some criteria. Two coimnon fairness criteria 
is the max-miri fairness, which says the bandwidth allocation of a flow cannot be increased without 
decreasing the allocation of another flow that currently has a lower bandwidth allocation, and the 
proportional fairness as proposed in [13]. In a network serving only elastic flows, the ultimate band-
width allocation according to AIMD algorithm is proved to be proportionally fair. Therefore, using 
the terminologies in this thesis, the bandwidth allocation under CC scheme is fair. Therefore, we 
define the bandwidth allocation under a control scheme is fair if the utility throughput of elastic and 
inelastic flow is no less than that under CC scheme. 
Fluid flows 
The way we model the flows in this thesis. A fluid flow sends data in a continuous manner, like a 
fluid. Hence we do not have packcts or delay in fluid flows. Moreover, the fluid flows can sense the 
network conditions at no cause and react immediately. If they adjust their sending rate, it is done in 
an instant. 
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Inelastic flows 
The flows that have a constrain on bandwidth or delay. In our model, we say a flow is inelastic if 
they have a specific demand a on bandwidth consumption. An example of inclastic flow is multimedia 
streaming. 
NC 
No control. A control scheme proposed in this thesis that does not have any restriction on the inelastic 
flows. When the elastic flows and inelastic flows coexist, the inelastic flows will try to capture all the 
bandwidth to fulfil their demand and the elastic flows tends to use what is left over. Therefore, in this 
scheme, the elastic flows will have no bandwidth share if the network is severely congested. 
Offered load 
In queueing theory, it is the workload imposed on a queue. If we treat a network as a processor-sharing 
queue, the offered load can be interpreted as the total resource demanded by the flows. 
Over-provisioning 
The practise of providing a bandwidth that is more than enough. If a network with a bandwidth that is 
greater than the usual demand, we call the network a over-provisioned network. By over-provisioning, 
we usually avoids the problem of congestion. However, as the usage grows, the congestion may occur 
again. 
Packet switching 
The way a data network transmit data. In data network, the data is usually encapsulated in packets. 
The packets than transverse across the network and reach the destination. The way a router or switch 
at the middle forwards a packet is called packet switching. Because of that, there is no devoted circuit 
to a user and we cannot block a user as the telephone network does. However, if the network is 
congested, the networking devices may drop packets when their buffers overflowed. 
PCDSDE 
Poisson counter driven stochastic differential equation. A technique that can be used to analyse a 
queue. 
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Residual bandwidth 
The aggregated bandwidth allocated to elastic flows. This is 'residual' because in our models, the 
iiidastic flows usually do not react to congestion. If the network has coexisting flows, the bandwidth 
that captured by inelastic flows would not be released even if the network becomes severely congested 
later on. Therefore, what the elastic flows can share is the residual — those bandwidth the inelastic 
flows left behind. 
Stability of queue 
A quouo is said to be stable if the queue length is not growing. In other words, the number of customers 
is not increasing with time. If WG treat the network as a processor-sharing queue, the network is stable 
if the number of flows does not increase with time. 
Streaming 
A kind of application that sends multimedia content across the network. The multimedia content has 
a particular data rate, which denotes by a in this thesis. Usually, we do not wait for the streaming 
content to be totally transferred. The content could be played back once part of it is delivered to the 
destination. Therefore, its playback quality depends on the rate that it is transferred and we model 
the streaming as an inelastic flow. 
TCP 
Transmission control protocol. It is the protocol used by most of the transfers in the Internet. TCP 
will recover from the loss and guarantee the data are delivered correctly and in order. A flow that 
uses TCP is by definition elastic because TCP implements AIMD to regulate the transfer. 
TCP-friendly 
A flow that do not use TCP is said to be TCP-friendly if it docs not harm the TCP flow. The 
exact definition varies from context to context. In this thesis, we define flows as TCP-friendly if their 
existence does not have an more adverse effect than as if they were elastic flows in the long run. 
TFRC 
TCP Friendly Rate Control. A TCP-friendly congestion control protocol proposed in [7] that requires 
the inelastic flows to adapt to the congestion by using the rate a TCP flow would use. 
Total offered load 
The offered load from both elastic and inelastic flows. 
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Unreliable 
A protocol is unreliable if it does not guarantee and does not check whether the data it sent is 
successfully delivered. 
Utility throughput 
A new metric defined in this thesis. If a network has flows with infinite holding time, we can tell 
whether the way bandwidth allocates is fair by using some utility function, which in turn models the 
total happiness of flows with different bandwidth allocation. In our thesis, the flows are modelled as 
stochastic flows, which has finite holding time and stochastic arrival. We define utility throughput as 
the metric that tells the mean utility generated per unit time, as flows come and leave. 
B 
Introduction to Poisson counter driven stochastic 
differential equations 
Stochastic calculus arose from the study of differential behaviours of stochastic models. It has been 
developed since the beginning of 20th century and found extensive usage in investment and molecular 
mechanics. Poisson counter driven stochastic differential equation (PCDSDE [21]) is a branch of 
stochastic calculus that focuses on discrete random variables rather than continuous random variables. 
The discrote random variable is called the Poisson counter, which models the Poisson arrivals to a 
queue and hencc its value is a positive integer. Reference [22] first introduced the use of PCDSDE to 
the analysis of queue. 
Poisson counter takes on non-negative integral values. And it is a function of time. The epoch of 
increasing count is separated by a random interval, which is exponentially distributed. Therefore, a 
Poisson counter is counting the number of Poisson arrivals since a particular moment. If N{t) is a 
Poisson counter, we have the following properties: 
1. N{0) = 0; 
2. For any t, lim N(t + r) - N(t) is either 1 or 0. 
. T — 0 十 
The 'counts' occur according to an exponential distribution. Specifically, for any Poisson counter N{t), 
we have a parameter A, such that 
]?v{N{t + T)> N{t)] 二 1 — e-AT 
for any t. Therefore, the expected value of N{t) is E[N{t)] = Xt. So that we have 
E[N{t + T ) - N{t)] 二 入r. 
Therefore, we also call A the counting rate of N(t). 
Now consider the differential of Poisson counter, dN. The physical meaning of such differential 
shall be the change of N{t) in an infinitesimal interval. However, the Poisson counter takes on integers 
because it is counting. Therefore, the difference N(t + dt) — N{t) for an infinitesimal time dt is either 
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1 if it counts or 0 if it does not count. Thus we have 
1 ： arrival right after t 
dN = 
0 : no arrival. 
Moreover, we have 
E[dN] = Xdt 
because the expectation represents the expected number of counts in an infinitesimal interval dt. 
Sometimes, a function is a sum of several components, some of which are deterministic and others 
are stochastic. If the stochastic components are Poisson counter driven, that is, those components 
affect the function in a discrete manner once in a while according to a Poisson process, then we can 
formulate that function as a stochastic equation: 
rr(0 = x(0) + j : / ( x ( r ) , r)dT + E / d M r ) , t)dNi. (B.l) 
i— 1 0 
The above equation means the function x{t) is affected by a deterministic component f{x, t) and k 
stochastic components gi{x,t). Each of the stochastic components are driven by a Poisson counter 
Ni{t). The solution of the above equation in the Ito sense means that, when none of those Poisson 
counter 'jumps', it should satisfies 
= f{x{t),ty, 
however, if a Poisson counter Ni{t) jumps at i ' ’ it should satisfies the cadlag property: 
lim x{t) = lim x{t) + g{ lim x{t),t'), 
t—¥t+ t — t- t — t-
which the function x(t) is continuous at right hand side and limit exists on left hand side (continue a 
droit, limite a gauche). Usually, the equation (B.l) is written as the differential equation: 
k 
dx = f[x,t)dt + 人T�t�dNi. (B.2) 
i=l 
Such equation is a Poisson counter driven stochastic differential equation. We can apply various tech-
nique to solve for x{t), but which shall be a stochastic function because of the stochastic component. 
However, sometimes it is easier and more useful to find the expectation: 
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k 
dE[x] = E[f{x, t)]dt + Y^ E{gi{x, t)dNi] 
i=l 
i = l 
where At is the counting rate of iVj. 
Example: Pollaczek-Khinchin Formula (from [22]) 
Consider a M / G / 1 queiie. The arrival of customers are modelled by a Poisson counter N{t) with 
arrival rate A. Denote the general servico time per customer by a random variable X. If w{t) is the 
amount of work in the system, which represents the total service time required to dispatch all the 
customers that currently in the queue at time t, then we have the PCDSDE according to (B.2) written 
as 
—dt + XdN{t) w{t) > 0 
dw{t)= 
XdN{t) w{t) = 0 
\ 
=-l{w{t) > 0)dt + XdN{t) 
where l{w{t) > 0) is an indicator function that evaluates to 1 if w(t) > 0 and 0 otherwise. 
Taking the expectation, we have 
= - ? 柳 ） > 0 ] + 入 刚 . 
So if the system is ergodic and stable, the offered load is p = XE[X] < 1 and the expected amount of 
work keeps constant. Therefore 
dE[w{t)] _ 0 
dt 
：.-Fr[w{t)>0] + XE[X]=Q 
？i-[w{t) > 0 ] = XE[X] = p. 
Similarly, the second moment of w{t) satisfies 
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I 2 
dw^{t) = {-liw{t) > 0)) dt + [(ii；� + Xf - w'^it)] dN(t) 
aw L � 
=-2w{t)l{w{t) > 0)dt + [w^{t) + 2Xw{t) + - w^{t)] dN{t) 
=-2w{t)l{w{t) > 0)dt + [2Xw{t) + dNit)] 
二⑴丨 = - 2 E [ w { t ) l { w { t ) > 0)] + A {2E[w{t)X] + E[X^]) 
=-2E[w{t)] + A {2E[w{t)]E[X] + ^[X^]) 
=-2E{w{t)] + 2pE[w{t)] + 入£；[；^"21 
=2E{w{t)]ip - I) + XE[X% 
In steady state, the expectation of the second moment E[w'^{t)] keeps constant. So it yields the 
Pollaczek-Khinchin formula as follows: 
0 = 2E[w{t)]{p - I) + XE[X'^] 
2(1 — p)E[w{t)] = XEiX"^] 
c 
Simulation 
In this thesis, an extensive amount of result is based on simulation. The way we conduct the simulation 
is to implement several programs that stimulates the Markov chains of different schemes. We use a 
discrete-event simulation [18] to perform the two-dimensional random walk according to the Markov 
transitions as described in section 2.6. The simulation is to obtain the steady-state probability of each 
state of the Markov chain. Outline of the simulation algorithm is illustrated in algorithm C.l. 
To avoid the cffect of transient states, the simulation will run for a short period and discard the 
result. Ill the simulation, several other information are collected: 
• The total number of arrivals of each type of flows 
• In AC and AA schemes, the number of blocked inelastic flows 
• In AA schemes, the number of aborted inelastic flows 
With the steady-state probabilities and these additional iiiforination, we can calculate other data. For 
example, the experimental blocking probability in AC model is the number of blocked inelastic flows 
divided by the total number of inelastic arrivals. The data used in this thesis is collected in a similar 
manner. 
In order to make the results accurate, the simulation is repeated for sufficient number of times to 
make the standard error is within one percent of the mean: 
^ < 0.01’ 
which, according to Student's t-distribution, usually gives 95% confidence interval for a 士2% variation 
around the mean. 
Because of such careful handling of the simulation data, the plots shown in this thesis is neat and 
tidy, which is obtained in the expense of extensive computation. 
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Algorithm C . l Outline of the simulation 
/ * expo() generates random value according to exponential distribution * / 
/* Be{n,m) gives the aggregate bandwidth of elastic flows at state (n,m) * / 
Require : Simulation time T 
Require : Warm-up time T' 
1: Initialise 2D array matrix 
2： n 0; m 0 
3： now <— 0 / * Initialise current time * / 
4: while now < T d o 
5： (elastic arrival 一 e x p o ( A e ) 
6： ^inelastic arrival e x p o ( A i ) 
7： iclastic departure 一 expo(5e(n , m ) " � ) 
8： 亡inelastic departure — e x p o ( m " , i ) 
9: if c^lastic arrival is the minimum then 
10： matrix[n, m j ieiastic arrival + matrix[n, m] 
11: n <— n + 1 
12: n o w n o w + (clastic arrival 
13: if using admission control with continuous assurance 
and m > 0 and ne + ma > 1 then 
14: m <— m — 1 
15: end if 
16: e l se if 亡inelastic arrival is the minimum 
and using admission control with or without continuous assurance 
and ne + {m + l)a； < 1 then 
17: matrix[n, m] <— tindastic arrival + matrix[n, m] 
18: m m + 1 
19: n o w < - n o w + (inelastic arrival 
20: e l se if ^clastic departure is the minimum and n > 0 t h e n 
21: rnatTix[n, m] �elastic departure + matnx[n, m] 
22: n n - 1 
23: now — now + (elastic departure 
24： else if iineiastic departure is the minimum and m > 0 then 
25: matrix[n, m] iineiastic departure + matrix[n, m] 
26: m m - 1 
27： now now + iinelastic departure 
28: end if 
29： if now < T' then 
30： Discard the result: initialise matrix to zero 
31: end if 
32: end while 
33: for every entry of matrix d o 
34： pro6[n’m] =m(iM:r[n’ml/T 
35: end for 
36： Output steady state probability prob[n, m] 
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