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Asymptotic stability of strong contact discontinuity for full
compressible Navier-Stokes equations with initial boundary
value problem
Tingting Zheng∗†‡ Yurui Lin
Computer and Message Science College, Fujian Agriculture and Forestry University,
Fuzhou 350001, P. R. China
Abstract. This paper is concerned with Dirichlet problem u(0, t) = 0, θ(0, t) = θ− for one-
dimensional full compressible Navier-Stokes equations in the half space R+ = (0,+∞). Because
the boundary decay rate is hard to control, stability of contact discontinuity result is very dif-
ficult. In this paper, we raise the decay rate and establish that for a certain class of large
perturbation, the asymptotic stability result is contact discontinuity. Also, we ask the strength
of contact discontinuity not small. The proofs are given by the elementary energy method.
Keywords: Strong contact discontinuity, Dirichlet problem , Navier-Stokes equations, Asymp-
totic stability
1 Introduction
We consider one-dimensional compressible viscous heat-conducting flow in the half space R+ =
[0,∞), which is governed by the following initial-boundary value problem in Eulerian coordinate
(x˜, t): 

ρ˜t + (ρ˜u˜)x˜ = 0, (x˜, t) ∈ R+ × R+,
(ρ˜u˜)t + (ρ˜u˜
2 + p˜)x˜ = µu˜x˜x˜,(
ρ˜
(
e˜+
u˜2
2
))
t
+
(
ρ˜u˜
(
e˜+
u˜2
2
)
+ p˜u˜
)
x˜
= κθ˜x˜x˜ + (µu˜u˜x˜)x˜,
(ρ˜, u˜, θ˜)|x˜=0 = (ρ−, 0, θ−),
(ρ˜, u˜, θ˜)|t=0 = (ρ˜0, u˜0, θ˜0)(x˜)→ (ρ+, 0, θ+) as x˜→∞,
(1.1)
where ρ˜, u˜ and θ˜ are the density, the velocity and the absolute temperature, respectively, while
µ > 0 is the viscosity coefficient and κ > 0 is the heat-conductivity coefficients, respectively. It
is assumed throughout the paper that ρ± and θ± are prescribed positive constants . We shall
focus our interest on the polytropic ideal gas with |θ+− θ−| and |ρ+− ρ−| are general constants
, so the pressure p˜ = p˜(ρ˜, θ˜) and the internal energy e˜ = e˜(ρ˜, θ˜) are related by the second law of
thermodynamics:
p˜ = Rρ˜θ˜, e˜ =
R
γ − 1 θ˜ + const., (1.2)
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where γ > 1 is the adiabatic exponent and R > 0 is the gas constant.
The boundary condition (1.1)4 implies that, through the boundary x˜ = 0, the fluid with
density ρ− flows into the region R+ at the speed u = 0. So the initial-boundary value problem
(1.1) is the so-called impermeable wall problem. In terms of various boundary values, Mat-
sumura [9] classified all possible large-time behaviors of the solutions for the one-dimensional
(isentropic)compressible Navier-Stokes equations.
To state our main results we first transfer (1.1) to the problem in the Lagrangian coordinate
and then make use of a coordinate transformation to reduce the initial-boundary value problem
(1.1) into the following form:


vt − ux = 0, (x, t) ∈ R+ × R+,
ut +
(
Rθ
v
)
x
= µ
(ux
v
)
x
,
R
γ − 1θt +R
θ
v
ux = κ
(
θx
v
)
x
+ µ
u2x
v
,
(v, u, θ)|x=0 = (v−, 0, θ−), t > 0,
(v, u, θ)|t=0 = (v0, u0, θ0)→ (v+, 0, θ+) as x→∞,
(1.3)
where v± and θ± are given positive constants, and v0, θ0 > 0. In fact v = 1/ρ(x, t), u =
u(x, t), θ = θ(x, t) and Rθ/v = p(v, θ) are the specific volume, velocity , temperature and
pressure as in (1.1).
There have been a lot of works on the asymptotic behaviors of solutions to the initial-
boundary value (or Cauchy) problem for the Navier-Stokes equations toward basic waves or
their viscous versions, see, for example, [3–26] and the reference therein. In terms of various
boundary values, Matsumura and Nishihara [8] classified all possible large-time behaviors of
the solutions for one-dimensional (isentropic) compressible Navier-Stokes equations. In the
case where u(0, t) = 0, the problem is called impermeable wall problem. Inflow problem is
one of Dirichlet problems with u(0, t) < 0. Matsumura and Nishihara [8] have obtained the
stability theorems on both the boundary layer solution and the superposition of a boundary-
layer solution and a rarefaction wave for inflow problem. Due to Huang et al. [19] in which the
asymptotic stability on both the viscous shock wave and the superposition of a viscous shock
wave and a boundary-layer solution are studied. However, the problem of stability of contact
discontinuities are associated with linear degenerate fields and previous results are less stable
than the nonlinear waves for the inviscid system (Euler equations). It was observed in [13, 15],
where the metastability of contact waves was studied for viscous conservation laws with artificial
viscosity, that the contact discontinuity cannot be the asymptotic state for the viscous system,
and a diffusive wave, which approximated the contact discontinuity on any finite time interval,
actually dominates the large-time behavior of solutions. The nonlinear stability of weak contact
discontinuity for the (full) compressible Navier-Stokes equations was then investigated in [20,21]
for the free boundary value problem , [22,23] for the Cauchy problem and [28,31] for the inflow
problem. In [22] they point out because of the decay rate problem, viscous contact discontinuity
for Dirichlet impermeable wall problem becomes difficulty.
Except Dirichlet impermeable wall problem, recently, some problems are call stability of
strong viscous waves(see [18]– [27], [30]). These stability results (to Cauchy problem or free
boundary problem) are shown with some special conditions. Especially, zero dissipation result
is shown in [26] and γ → 1 in [18] or [25]. Base on small oscillation, initial smallness perturbation
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or zero dissipation (and so on), Navier-Stokes equations stability results can be obtained with
some skills.
The main purpose of this paper is to improve the previous studies for Dirichlet problem .
Base on the new estimates on the heat kernel in [29], the decay rate can be promote. Then,
we justify that the solution (v, u, θ) of the Navier-Stokes system (1.3) tends asymptotically to
contact discontinuity which is the Riemann solution (2.2) in R+. For the strength of the contact
discontinuity is not small, we call it strong contact discontinuity . Also, we get rid off smallness
‖(ϕ0x, ψ0x, ζ0x)‖L2 and γ → 1, i.e., for the Direchlet problem (1.3), it is possible to be resolved
and stable and the solution approximate the strong contact discontinuity .
Notation. Throughout this paper, we shall denote H l(R+) the usual l − th order Sobolev
space with the norm
‖f‖l =
( l∑
j=0
‖∂jxf‖2
)1/2
, ‖ · ‖ := ‖ · ‖L2(R+).
For simplicity, we also use C or Ci (i = 1, 2, 3.....) to denote the various positive generic constants.
C(δ0) stands for suitably small constant about δ0 and Cv =
R
γ − 1 . ǫ and ǫi(i = 1, 2, 3.....) stand
for suitably small positive constant in Cauchy-Schwarz inequality and ∂ix =
∂i
∂xi
.
2 Reformulation and main result
As shown in previous studies, the asymptotic behavior is well characterized by the solutions to
the corresponding Riemann problem for the hyperbolic part of (1.3) (that is, Euler system):

vt − ux = 0,
ut + p(v, θ)x = 0,
R
γ − 1θt +R
θ
v
ux = 0,
(v, u, θ)(x, 0) = (v−, 0, θ−) if x < 0,
(v, u, θ)(x, 0) = (v+, 0, θ+) if x > 0,
(2.1)
The Riemann problem of system (2.1) admits a contact discontinuity
(
V ,U,Θ
)
=
{
(v−, 0, θ−), x < 0,
(v+, 0, θ+), x > 0,
(2.2)
provided that
p− = R
θ−
v−
= p+ = R
θ+
v+
. (2.3)
As that in [21] we conjecture a pair of (V,U,Θ)(x, t) is as follows
P (V,Θ) = R
Θ
V
= p+, U(x, t) =
κ(γ − 1)Θx
γRΘ
, (2.4)
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and 

Θt = a(lnΘ)xx, a =
κp+(γ − 1)
γR2
> 0,
Θ(0, t) = θ−,
Θ(x, 0) = Θ0(x)→ θ+, as x→ +∞,
(2.5)
with Θ0(x) =
(
2√
π
(θ
1/δ0
+ − θ1/δ0− )
∫ ln(x+√1+x2)
0
exp{−y2}dy + θ1/δ0−
)δ0
. Here δ0 is a suitably
small constant and 1/δ0 is an integer.
According to the smallness δ0, we can find Θ0(x) is nearly like a function f(x) =
{
θ+, x > 0;
θ−, x = 0.
That means Θ0(x) satisfying the following properties.
Lemma 2.1
‖Θ0x‖L1 ≤ C, |Θ0x| ≤ Cδ0, |Θ0xx| ≤ Cδ0, ‖Θ0x‖2 ≤ Cδ20 ,
‖Θ0xx‖2 ≤ Cδ20 , ‖Θ0xxx‖2 ≤ C, ‖Θ0 − θ+‖L1 ≤ C. (2.6)
Proof. In fact, if K(x) = ln(x+
√
1 + x2), we can get
∫
R+
exp{−K2(x)}dx =
∫
R+
exp{−K2(x)}
√
1 + x2√
1 + x2
dx
=
∫
R+
exp{−K2(x)}
√
1 + x2dK(x)
≤
∫
R+
exp{−K2(x)} exp{K(x)}dK(x)
≤
∫
R+
exp{−K2(x) +K(x)}dK(x) ≤ C. (2.7)
Set
H(x) = Θ
1/δ0
0 =
θ
1/δ0
+ + θ
1/δ0
−
2
+
θ
1/δ0
+ − θ1/δ0−√
π
∫ K(x)
0
exp{−x2}dx, (2.8)
from Kx = (1 + x
2)−1/2 and
Θ0x = δ0H
δ0−1(x)Hx(x) = δ0H(x)δ0−1
θ
1/δ0
+ − θ1/δ0−√
π
Kx(x) exp{−K2(x)} > 0, x ∈ R+, (2.9)
we can get ‖Θ0x‖L1(R+) < C.
When x > 0, K(x) > 0, we can know
θ
1/δ0
+ − θ1/δ0−
H(x)
≤ C θ
1/δ0
+ − θ1/δ0−
θ
1/δ0
+ + θ
1/δ0
−
≤ C. (2.10)
Because
θ
1/δ0
− ≤ H(x) ≤ θ1/δ0+ , (2.11)
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from (2.9) and Kx(x) =
1√
1 + x2
, we can get |Θ0x| ≤ Cδ0. Also from (3.1),(3.2), (2.9) and (3.3)
we can get ‖Θ0x‖ ≤ Cδ0. Similar as above estimates, it is easy to check ‖Θ0xx‖ ≤ Cδ20 and
‖Θ0xxx‖ ≤ C.
When δ0 =
1
2k + 1
, k ∈ {1, 2, 3...} is a suitably large constant, from the equality an − bn =
(a− b)
n−1∑
i=0
an−1−ibi, ∀a > 0, b > 0, n ∈ {1, 2, 3...} and (3.1),(2.9), (3.3), we can get that
∫
R+
|Θ0 − θ+|dx =
∫
R+
|Hδ0 − θ+|dx
=
∫
R+
|H − θ1/δ0+ |
2k∑
i=0
H(2k−i)/(2k+1)θi/(2k+1)+
dx
≤ C
∫
R+
(θ
1/δ0
+ − θ1/δ0− ) exp{−CK2(x)}
2k∑
i=0
H(2k−i)/(2k+1)θi/(2k+1)+
dx
≤ C(θ1/δ0+ − θ1/δ0− ) sup
x∈R+
H1/(2k+1)−1 ≤ C(θ+ + θ−). (2.12)

In summary we have constructed a pair of functions (V,U,Θ) such that

R
Θ
V
= p+,
Vt = Ux,
Ut + P (V,Θ)x = µ
(
Ux
V
)
x
+ F,
R
γ − 1Θt +R
Θ
V
Ux = κ
(
Θx
V
)
x
+ µ
U2x
V
+G,
(V,U,Θ)(0, t) = (v−,
κ(γ − 1)
γR
Θx
Θ
|x=0, θ−),
(V,U,Θ)(x, 0) = (V0, U0,Θ0) = (
R
p+
Θ0,
κ(γ − 1)
γR
Θ0x
Θ0
,Θ0)→ (v+, 0, θ+), as x→ +∞,
(2.13)
where
G(x, t) = −µU
2
x
V
= O((lnΘ)2xx),
F (x, t) =
κ(γ − 1)
γR
{
(lnΘ)xt − µ
(
(lnΘ)xx
V
)
x
}
=
κa(γ − 1)− µp+γ
Rγ
(
(lnΘ)xx
Θ
)
x
. (2.14)
Denote
ϕ(x, t) = v(x, t)− V (x, t),
5
ψ(x, t) = u(x, t)− U(x, t),
ζ(x, t) = θ(x, t)−Θ(x, t). (2.15)
Combining (2.13) and (1.3), the original problem can be reformulated as

ϕt = ψx,
ψt − (RΘ
vV
ϕ)x + (
Rζ
v
)x = −µ(Ux
vV
ϕ)x + µ(
ψx
v
)x − F,
R
γ − 1ζt +
Rθ
v
(ψx + Ux)− RΘ
V
Ux = κ(
ζx
v
)x − κ(Θxϕ
vV
)x + µ(
ux
2
v
− Ux
2
V
)−G,
(ϕ,ψ, ζ)(0, t) = (0, ub − U(0, t), 0) = (0,−κ(γ − 1)Θx(0, t)/(γRθ−), 0),
(ϕ,ψ, ζ)(x, 0) = (ϕ0, ψ0, ζ0) = (v0 − V0, u0 − U0, θ0 −Θ0),
(2.16)
Under the above preparation in hand, we assume throughout of this section that
(ϕ0, ζ0)(x) ∈ H10 (0,∞), ψ0(x) ∈ H1(0,∞).
Moreover, for an interval I ∈ [0,∞) , we define the function space
X(I) =
{
(ϕ,ψ, ζ) ∈ C(I,H1)|ϕx ∈ L2(I;L2), (ψx, ζx) ∈ L2(I;H1)
}
.
Our main results of this paper now reads as follows.
Theorem 2.1 If (v0 − v+, u0, θ0− θ+) ∈ H2(R+)∩L1(R+), ‖(v0 − V , u0 −U, θ0 −Θ)‖ suitably
small,
v−
θ−
=
v+
θ+
and |θ+−θ−| not small, (1.3) has a global solution (v, u, θ) satisfying (ϕ,ψ, ζ) ∈
X([0,∞)), and when t→∞,
‖(v − V , u− U, θ − U)‖L∞(R+) → (0, 0, 0).
3 Preliminary
In this section, to study the asymptotic behavior of the solution to the Cauchy problem (1.3),
we provide some preliminary lemmas and list the a priori estimate that are important for the
proof of Theorem 2.1.
Lemma 3.1 If δ0 and Θ0 satisfying the condition in Theorem 2.1 and
θ2(x, t) =
∫ +∞
0
(4πat)−1/2(Θ0(h)− θ−)
{
exp{−(h− x)
2
4at
} − exp{−(h+ x)
2
4at
}
}
dh+ θ−,
we can get
θ2t = aθ2xx;
θ2(0, t) = θ−;
θ2(x, 0) = θ20(x) =
{
Θ0(x)→ θ+, x > 0;
−Θ0(−x) + 2θ− → 2θ− − θ+, x ≤ 0, (3.1)
and ∫ t
0
‖θ2x‖2dt ≤ C(1 + t)1/3, (3.2)
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Proof. Because θ2(x, t) can be rewrite to
θ2(x, t) =
∫ +∞
−∞
(4πat)−1/2θ20(h) exp{−(x− h)
2
4at
}dh,
and θ20(x) ∈ C1(R), we find that θ2(x, t) is a fundamental solution of (3.1), it is easy to check
lim
t→0
θ2(x, t) = θ20(x), so we finish (3.1).
Because
θ2x =
∫ +∞
0
(4πat)−1/2 (Θ0(z)− θ−)
{
exp{−(z − x)
2
4at
}z − x
2at
+ exp{−(z + x)
2
4at
}z + x
2at
}
dz
=
∫ ∞
0
(4πat)−1/2Θ0z(z)
{
exp{−(z − x)
2
4at
} − exp{−(z + x)
2
4at
}
}
dz
=
∫ +∞
0
(4πat)−1/2 (Θ0(z)− θ+ + θ+ −Θ0(x))
×
{
exp{−(z − x)
2
4at
}z − x
2at
+ exp{−(z + x)
2
4at
}z + x
2at
}
dz, (3.3)
By using Ho¨lder inequality , Fubini Theorem and ‖Θ0 − θ+‖L1(R+) < C , we can get from
(3.3) that∫ t
0
∫ ∞
0
θ22xdxdt ≤ C
∫ t
0
∫ ∞
0
(4πat)−1
{∫ ∞
0
Θ0z
(
exp{−(z − x)
2
4at
} − exp{−(z + x)
2
4at
}
)
dz
}2
dxdt
≤ C
∫ t
0
∫ ∞
0
(4πat)−1
∫ ∞
0
|Θ0z|
{
exp{−(z − x)
2
4at
}+ exp{−(z + x)
2
4at
}
}
dz
×
∫ +∞
0
(4πat)−1/2 |Θ0(z)− θ+ + θ+ −Θ0(x)|
{
exp{−(z − x)
2
4at
}|z − x|
2at
+exp{−(z + x)
2
4at
}|z + x|
2at
}
dzdxdt
+C
∫ 1
0
∫ ∞
0
(4πat)−1/2
∫ ∞
0
|Θ0z|
{
exp{−(z − x)
2
4at
}+ exp{−(z + x)
2
4at
}
}
dzdxdt
≤ C
∫ t
1
∫ ∞
0
(4πat)−1
∫ +∞
0
(4πat)−1/2 |Θ0(z) − θ+|
×
{
exp{−(z − x)
2
4at
}|z − x|
2at
+ exp{−(z + x)
2
4at
}|z + x|
2at
}
dxdzdt
+C
∫ t
1
∫ ∞
0
(4πat)−1
∫ +∞
0
(4πat)−1/2 |θ+ −Θ0(x)|
×
{
exp{−(z − x)
2
4at
}|z − x|
2at
+ exp{−(z + x)
2
4at
}|z + x|
2at
}
dzdxdt+ C
≤ C‖Θ0 − θ+‖L1(R+) ln(1 + t) +C ≤ C(1 + t)1/3.
So we finish this lemma.
From (2.4) and (2.13), we obtain
(|Vx|+ |U |) ≤ C|Θx|, |Θx|2 ≤ C‖(lnΘ)x‖‖(lnΘ)xx‖, |Ux|2 ≤ C‖(lnΘ)xx‖‖(lnΘ)xxx‖. (3.4)
According to the definition of (V ,U,Θ) in (2.2), when the time t→∞ and x ∈ R+, it is easily
check that (V,U,Θ) is nearly close to the contact discontinuity (V ,U,Θ) by the following lemma.
7
Lemma 3.2 There exist a positive constant C such that
‖(lnΘ)x‖2 + a
∫ t
0
‖(lnΘ)xx‖2 dt ≤ Cδ20 . (3.5)
(see(3.13)−(3.14))
‖Θ− θ2‖2 +
∫ t
0
‖(lnΘ)x‖2 dt ≤ C(1 + t)1/3. (3.6)
(see(3.15)−(3.16))
‖(lnΘ)x‖2 ≤ C(1 + t)−2/3. (3.7)
(see(3.17)−(3.20))
‖(lnΘ)xx‖2 ≤ C(1 + t)−5/3. (3.8)
(see(3.21)−(3.25))
‖(lnΘ)xx‖2(1 + t) +
∫ t
0
‖∂3x lnΘ‖2(1 + t) dt ≤ Cδ20 . (3.9)
(see(3.26))
‖∂3x lnΘ‖2 ≤ C(1 + t)−8/3. (3.10)
(see(3.27)−(3.29))
‖Θ− θ+‖2L∞ ≤ Cδ1/40 (1 + t)−1/24. (3.11)
(see(3.31)−(3.33))
Proof. From (2.5) we know
(lnΘ)t = a
(lnΘ)xx
Θ
, (3.12)
both side of it multiply by (lnΘ)xx and integrate in R+ × (0, t) we can get
‖(lnΘ)x‖2 + a
∫ t
0
‖(lnΘ)xx‖2 dt
≤ ‖(lnΘ0)x‖2 +
∫ t
0
(lnΘ)t(lnΘ)x
∣∣∞
0
dt. (3.13)
Then from (2.6) and (3.13) we can get
‖(lnΘ)x‖2 + a
∫ t
0
‖(lnΘ)xx‖2 dt ≤ Cδ0. (3.14)
Then, if
∫ t
0
∫
R+
((2.5)1 − (3.1)1) × (Θ − θ2)dxdt combine with Cauchy-Schwarz inequality
we can get
‖Θ− θ2‖2 +
∫ t
0
‖(lnΘ)x‖2 dt ≤ C
∫ t
0
‖θ2x‖2dt. (3.15)
Use (3.2) to (3.15) we can get
‖Θ− θ2‖2 +
∫ t
0
‖(lnΘ)x‖2 dt ≤ C(1 + t)1/3. (3.16)
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That is (3.6).
Next, from ∫ t
0
∫
R+
(2.5)1 ×Θ−1(lnΘ)xx(1 + t)dxdt,
we can get ∫ t
0
(1 + t) ((lnΘ)t(lnΘ)x) (0, t) dt
= a
∫ t
0
∫ ∞
0
(lnΘ)2xx
Θ
(1 + t) dxdt+
∫ t
0
∫ ∞
0
(
(lnΘ)2x
)
t
(1 + t) dxdt. (3.17)
Because ∫ t
0
(1 + t)(lnΘ)t(lnΘ)x(0, t) dt = 0, (3.18)
we can get
(1 + t)‖(lnΘ)x‖2 +
∫ t
0
∫ ∞
0
(1 + t)(lnΘ)2xx dx dt
≤ C‖Θ0x‖2 +
∫ t
0
∫ ∞
0
(lnΘ)2x dx dt. (3.19)
Combine with (3.16) we can get
(1 + t)‖(lnΘ)x‖2 +
∫ t
0
∫ ∞
0
(1 + t)(lnΘ)2xx dx dt
≤ C(1 + t)1/3. (3.20)
That means ‖(lnΘ)x‖2 ≤ C(1 + t)−2/3, which is(3.7).
Again from (2.5)1 we can get
(lnΘ)xt = a
(
(lnΘ)xx
Θ
)
x
. (3.21)
Both side of (3.21)multiply ∂3x lnΘ and get
(
(lnΘ)xt∂
2
x(lnΘ)
)
x
− 1/2(∂2x lnΘ)t = a
(
(lnΘ)xx
Θ
)
x
∂3x(lnΘ). (3.22)
Because (
(lnΘ)xt∂
2
x(lnΘ)
)
x
(1 + t)2
= ((lnΘ)xt(lnΘ)xx)x (1 + t)
2
= a−1 ((lnΘ)xtΘt)x (1 + t)
2,
both side of (3.22) multiply (1+ t)2 , then integrate in R+× (0, t) and combine with Θt(0, t) = 0,
Θt(∞, t) = 0, Θx(∞, t) = 0 and Cauchy-Schwarz inequality to get for some small ǫ > 0 we have
0 ≥ a
∫ t
0
∫ ∞
0
(lnΘ)2xxx
Θ
(1 + t)2 dx dt
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−ǫ
∫ t
0
∫ ∞
0
(1 + t)2(lnΘ)2xxx dx dt− Cǫ−1a
∫ t
0
∫ ∞
0
(1 + t)2(lnΘ)2xx(lnΘ)
2
x dx dt
+1/2‖(lnΘ)xx‖2(1 + t)2 − 1/2‖(ln Θ0)xx‖2 −
∫ t
0
‖(lnΘ)xx‖2(1 + t) dx
≥ Ca
∫ t
0
∫ ∞
0
(lnΘ)2xxx
Θ
(1 + t)2 dx dt
−Cǫ−1a
∫ t
0
∫ ∞
0
(1 + t)2‖(lnΘ)xx‖‖(lnΘ)xxx‖(lnΘ)2x dx dt
+1/2‖(lnΘ)xx‖2(1 + t)2 − 1/2‖(ln Θ0)xx‖2 −
∫ t
0
‖(lnΘ)xx‖2(1 + t) dx. (3.23)
Take (3.20) into (3.23) we can get
‖(lnΘ)xx‖2(1 + t)2 +
∫ t
0
∫ ∞
0
(1 + t)2(lnΘ)2xxx dx dt
≤ C(1 + t)1/3, (3.24)
which also means
‖(lnΘ)xx‖2 ≤ C(1 + t)−5/3, (3.25)
so we finish (3.8).
If both side of (3.22) multiply by (1 + t), similar as the proof of (3.24), when combine with
(3.14) we can get
‖(lnΘ)xx‖2(1 + t) +
∫ t
0
∫ ∞
0
(1 + t)(∂3x lnΘ)
2 dx dt ≤ Cδ20 , (3.26)
which means (3.9).
From (3.21) we can get
∂t(lnΘ)xx = a∂
2
x
(
(lnΘ)xx
Θ
)
. (3.27)
Because
((lnΘ)xxt(lnΘ)xxx)x =
(
a−1Θtt(lnΘ)xxx
)
x
,
when both side of (3.27) multiply (∂4x lnΘ)(1 + τ)
3, then integrate in R+ × (0, t), we can get
∫ t
0
∫ ∞
0
(
a−1Θtt(lnΘ)xxx
)
x
(1 + τ)3dxdτ
=
∫ t
0
∫ ∞
0
a∂2x
(
(lnΘ)xx
Θ
)
∂4x lnΘ(1 + τ)
3dxdτ
+
∫ t
0
∫ ∞
0
1
2
(
(∂3x lnΘ)
2
)
t
(1 + τ)3dxdτ. (3.28)
So from (3.20) and (3.24), we can get that for a small ǫ > 0, (3.28) can be change to
‖∂3x lnΘ‖2(1 + t)3 + C
∫ t
0
(1 + τ)3‖∂4x lnΘ‖2 dτ
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≤ C + C
∫ t
0
∫ ∞
0
(∂3x lnΘ)
2(lnΘ)2x(1 + τ)
3 dx dτ + C
∫ t
0
∫ ∞
0
(lnΘ)4xx(1 + τ)
3 dx dτ
+C
∫ t
0
∫ ∞
0
(∂2x lnΘ)
2(lnΘ)4x(1 + τ)
3 dx dτ + C
∫ t
0
∫ ∞
0
(∂3x lnΘ)
2(1 + τ)2 dx dτ
≤ C
∫ t
0
‖(lnΘ)x‖2‖∂3x lnΘ‖‖∂4x lnΘ‖(1 + τ)3 dτ + C
∫ t
0
‖(lnΘ)xx‖3‖∂3x lnΘ‖(1 + τ)3 dτ
+
∫ t
0
‖(lnΘ)xx‖4‖(lnΘ)x‖2(1 + τ)3 dτ + C(1 + t)1/3
≤ ǫ
∫ t
0
‖∂4x lnΘ‖2(1 + τ)3 dτ + Cǫ−1
∫ t
0
‖∂3x lnΘ‖2(1 + τ)2 dτ
+Cǫ−1
∫ t
0
‖∂2x lnΘ‖2(1 + τ) dτ + C(1 + t)1/3.
Again using (3.20) and (3.24) we can get
‖∂3x lnΘ‖2(1 + t)3 +
∫ t
0
(1 + τ)3‖∂4x lnΘ‖2 dτ ≤ C(1 + t)1/3. (3.29)
This means (3.10) finished.
Similar as above, when both side of (3.27) multiply (∂4x lnΘ)(1 + τ)
2, then integrate in
R+ × (0, t) we can get
‖∂3x lnΘ‖2(1 + t)2 +
∫ t
0
(1 + τ)2‖∂4x lnΘ‖2 dτ ≤ C. (3.30)
From (2.4) we can get
(Θ−Θ0)t(Θ−Θ0) = a ((lnΘ)x(Θ−Θ0))x − a(lnΘ)x(Θ−Θ0)x.
When integrate both sides of it integrate in R+ × [0, t], we can get
‖Θ−Θ0‖2 ≤ C‖Θ0x‖L1
∫ t
0
‖Θx‖L∞dτ ≤ C‖Θ0x‖L1
∫ t
0
‖Θx‖1/2‖Θxx‖1/2dτ. (3.31)
From Lemma 2.1,(3.31), (3.7) and (3.8) we can obtain
‖Θ− θ+‖2 ≤ C(1 + t)5/12 + ‖θ+ −Θ0‖2 ≤ C(1 + t)5/12. (3.32)
So from (3.5) and (3.7),
‖Θ − θ+‖2L∞ ≤ C‖Θ− θ+‖‖Θx‖3/4‖Θx‖1/4 ≤ Cδ1/40 (1 + t)−1/24. (3.33)
So we finish this lemma.
We can obtain from |(V − v+, U,Θ − θ+)|2(x, t) ≤ C‖(V − v+, U,Θ − θ+)‖‖(Vx, Ux,Θx)‖,
(3.4) and Lemma 3.2 that for x ∈ R+,
lim
t→∞
|(V,U,Θ)|(x, t) = (v+, 0, θ+). (3.34)
If
‖(v − V, u− U, θ −Θ)‖L∞(R+) → 0, t→∞,
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we can get that the asymptotic stability results to (v, u, θ) is (v+, 0, θ+). This stability result
can be obtained at the end of the paper.
We shall prove Theorem 2.1 by combining the local existence and the global-in-time a priori
estimates. Since the local existence of the solution is well known (see, for example, [21]), we
omit it here for brevity. to prove the global existence part of Theorem 2.1, it is sufficient to
establish the following a priori estimates.
Proposition 3.1 (A priori estimate) Let (ϕ,ψ, ζ) ∈ X([0, t]) be a solution of problem (2.16) for
some t > 0.Set C is a positive constant only depends on Cv, R, µ, θ±, v± and ‖(ϕ0, ψ0, ζ0)‖1,
C0 > 2
(
C‖(ϕ0, ψ0, ζ0)‖21 + C + 1
)1/2
. If ‖(ϕ0, ψ0, ζ0)‖ is a suitably small constant,
N¯1(t) = max{m−1ρ ,Mρ,m−1θ ,Mθ, ‖(ϕ,ψ, ζ)‖1} ≤ C0,
with 0 < mρ = v
−1(x, t) ≤ ρ(x, t) ≤ Mρ, 0 < mθ ≤ θ(x, τ) ≤ Mθ, then (ϕ,ψ, ζ) satisfies the a
priori estimate
‖(ϕ,ψ, ζ)‖21 +
∫ t
0
{‖ϕx‖2 + ‖(ψx, ζx)‖21} dτ ≤ C‖(ϕ0, ψ0, ζ0)‖21 + C < C20/4, (3.35)
and N¯1(t) ≤ C0/2.
4 Proof of Theorem 2.1
Under the preparations in last section, the main task here is to finish Proposition 3.1 by the
following lemmas.
Lemma 4.1 If C(δ0) > 0 is a small constant about δ0∫ t
0
∫
R+
Θ2x(ϕ
2 + ζ2)dxdτ ≤ C(δ0)
∫ t
0
‖(ϕx, ζx)‖2dτ.
Proof. ∫ t
0
∫
R+
Θ2x(ζ
2 + ϕ2)dxdτ
≤
∫ t
0
∫
R+
Θ2x(‖ζ‖‖ζx‖+ ‖ϕ‖‖ϕx‖)dxdτ
≤ C
∫ t
0
(‖ζx‖+ ‖ϕx‖)2‖Θx‖1/4dτ + C
∫ t
0
‖Θx‖15/4dτ.
From (3.7) and (3.5) we can get
∫ t
0
∫
R+
Θ2x(ζ
2 + ϕ2)dxdτ ≤ C(δ0)
∫ t
0
(‖ζx‖+ ‖ϕx‖)2dτ + C(δ0).
That we finish this lemma. 
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Lemma 4.2 If C(δ0) > 0 is small constant about δ0, we can get∫
R+
(
ϕ2 + ψ2 + ζ2
)
dx+
∫ t
0
‖(ψx, ζx)‖2 dτ
≤ C(δ0) + C(δ0)
∫ t
0
(‖ϕx‖2 + ‖ψxx‖2) dτ + C‖(ϕ0, ψ0, ζ0)‖2. (4.1)
Proof. Set
Φ(z) = z − ln z − 1,
Ψ(z) = z−1 + ln z − 1,
where Φ′(1) = Φ(1) = 0 is a strictly convex function around z = 1. Similar to the proof in [21],
we deduce from (2.16) that(
ψ2
2
+RΘΦ
( v
V
)
+ CvΘΦ
(
θ
Θ
))
t
+µ
Θψ2x
vθ
+ κ
Θζ2x
vθ2
+Hx +Q = µ
(
ψψx
v
)
x
− Fψ − ζG
θ
, (4.2)
where
H = R
ζψ
v
−RΘϕψ
vV
+ µ
Uxϕψ
vV
− κζζx
vθ
+ κ
Θxϕζ
vθV
,
and
Q = p+Φ
(
V
v
)
Ux +
p+
γ − 1Φ
(
Θ
θ
)
Ux − ζ
θ
(p+ − p)Ux − µUxϕψx
vV
−κΘx
vθ2
ζζx − κΘΘx
vθ2V
ϕζx − 2µUx
vθ
ζψx + κ
Θ2x
vθ2V
ϕζ + µ
U2x
vθV
ϕζ
=:
9∑
i=1
Qi.
Note that p = Rθ/v, p+ = RΘ/V and (2.4), use integrate by part and Cauchy-Schwarz inequality
can get
Q1 +Q2 = Ra
(
Φ
(
V
v
)
(lnΘ)x
)
x
+
Ra
γ − 1
(
Φ
(
Θ
θ
)
(lnΘ)x
)
x
−aR(lnΘ)x
(
V ϕxϕ− Vxϕ2
V v2
)
−a p+
γ − 1(lnΘ)x
(
Θζxζ −Θxζ2
Θθ2
)
≥
(
p+Φ
(
V
v
)
U +
p+
γ − 1Φ
(
Θ
θ
)
U
)
x
−ǫ(ζ2x + ϕ2x)− Cǫ−1Θ2x(ζ2 + ϕ2). (4.3)
Similarly, using p− p+ = Rζ − p+ϕ
v
, we can get
Q3 ≥ Rζ − p+ϕ
v
(
ζ
θ
Ux) ≥
(
Rζ2U
vθ
− p+ζϕU
θv
)
x
−C(δ0)(ζ2x+ϕ2x)−C−1/2(δ0)Θ2x(ζ2+ϕ2). (4.4)
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And
(Q4 +Q7) + (Q5 +Q6 +Q8) +Q9 ≥ −CC−1/2(δ0)(lnΘ)2xx − C1/2(δ0)ψ2x
−C1/2(δ0)ζ2x − CC−1/2(δ0)Θ2x(ζ2 + ϕ2)
−CC−1/2(δ0)|(lnΘ)xx|2(ζ2 + ϕ2). (4.5)
At the end we use the definition of F and G in (2.14) then combine with the general inequality
skills as above to get
− Fψ −Gζ
θ
= −κa(γ − 1)− µp+γ
Rγ
(
(lnΘ)xx
Θ
)
x
ψ
+
µp+
RΘ
(
κ(γ − 1)
Rγ
(lnΘ)xx
)2 ζ
θ
≤ −κa(γ − 1)− µp+γ
Rγ
(
(lnΘ)xx
Θ
ψ
)
x
+
κa(γ − 1)− µp+γ
Rγ
(lnΘ)xx
Θ
ψx
+
µp+
RΘ
(
κ(γ − 1)
Rγ
(lnΘ)xx
)2 ζ
θ
≤ −κa(γ − 1)− µp+γ
Rγ
(
(lnΘ)xx
Θ
ψ
)
x
+C1/2(δ0)ψ
2
x + CC
−1/2(δ0)(lnΘ)2xx.(4.6)
Integrating (4.3) to (4.6) over R × (0, t) , using Lemma 3.2 and the boundary condition about
(ϕ,ψ, ζ) of (2.16) to estimate the terms µ
(
ψψx
v
)
x
,
(
(lnΘ)xxψ
Θ
)
x
and Hx, in the end combine
with Cauchy-Schwarz inequality we know that for a small C(δ0) > 0 which is about δ0, we have∫
R+
(
RΘΦ
( v
V
)
+
1
2
ψ2 + CvΘΦ
(
θ
Θ
))
dx+
∫ t
0
∥∥∥(ψx/(√vθ), ζx/(θ√v))∥∥∥2 dτ
≤ C−1/2(δ0)
{∫ t
0
∫ +∞
0
Θ2x(ϕ
2 + ζ2) dxdτ + ‖Θ0x‖2
}
+ C
{
C1/2(δ0)
∫ t
0
‖ϕx‖2 dτ + ‖(ϕ0, ψ0, ζ0)‖2
}
+C−1/2(δ0)
∫ t
0
ψ2(0, τ)dτ + C1/2(δ0)
∫ t
0
ψ2x(0, τ)dτ + C
−1/2(δ0)
∫ t
0
(lnΘ)2xx(0, τ)dτ + C(δ0).(4.7)
Using the definition about ψ(0, t) in (2.16), then combine with (2.13)5,Cauchy-Schwarz
inequality and Lemma 3.2 we can get∫ t
0
ψ2(0, τ)dτ +
∫ t
0
(lnΘ)2xx(0, τ)dτ
≤ C
∫ t
0
(‖(ln Θ)x‖1/2‖(lnΘ)x‖7/2 + ‖(lnΘ)xx‖1/15‖(lnΘ)xx‖19/15)dτ
+
∫ t
0
(‖(lnΘ)xx‖2 + ‖∂3x(lnΘ)‖2)dτ
≤ C(δ0). (4.8)
Because ∫ t
0
ψ2x(0, τ)dτ ≤ C
∫ t
0
(‖ψx‖2 + ‖ψxx‖2)dτ,
combine with (4.8) and Lemma 4.1, (4.7) can be change to (4.1).
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Lemma 4.3 If ǫ is a positive constant, δ > 0 stands for a small constant about ‖(ϕ0, ψ0, ζ0)‖
and δ0, we can get
‖(ϕ,ψ, ζ)‖2 + ‖(ψx, ζx)‖2 +
∫ t
0
‖(ψxx, ζxx)‖2dτ
≤ C‖(ψ0x, ζ0x)‖2 + Cδ +Cǫ−1
∫ t
0
‖ϕx‖2dτ.
.
Proof. First to get the estimate of ‖ψx(t)‖ ,multiply both side of (2.16)2 by ψxx to get(
ψ2x
2
)
t
+ µ
ψ2xx
v
= µ
ψxvx
v2
ψxx + µ
(
Uxϕ
vV
)
x
ψxx
−R
(
Θϕ
vV
)
x
ψxx +R
(
ζ
v
)
x
ψxx + Fψxx + (ψtψx)x :=
6∑
i=1
Ii.
When we integrate it in R+ × (0, t) , we get
‖ψx(t)‖2 +
∫ t
0
‖ψxx(τ)‖2dτ
≤ C‖ψ0x‖2 + C
6∑
i=1
∣∣∣∣
∫ t
0
∫ ∞
0
Iidxdτ
∣∣∣∣ . (4.9)
Now we deal with
∫∫ |Ii|dxdτ in the right side of (4.9). Using v = ϕ + V , RΘ/V = p+ ,
Lemma 3.2, we can get∫ t
0
∫ +∞
0
|I1|dxdτ ≤ C
∫ t
0
∫ +∞
0
|Vx||ψx||ψxx|dxdτ + C
∫ t
0
∫ +∞
0
|ϕx||ψx||ψxx|dxdτ
≤ C
∫ t
0
‖Vx‖‖ψx‖L∞‖ψxx‖dτ + C
∫ t
0
‖ψx‖L∞‖ϕx‖‖ψxx‖dτ
≤ C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C−1/2(δ0)
∫ t
0
‖ψx‖2‖Vx‖4dτ + C
∫ t
0
‖ψx‖1/2‖ϕx‖‖ψxx‖3/2dτ
≤ C(δ0)
∫ t
0
‖ψxx‖2dτ + C(δ0)
∫ t
0
‖ψx‖2dτ + C−1/4(δ0) sup
t
‖ϕx‖4
∫ t
0
‖ψx‖2dτ. (4.10)
Because N1(t) ≤ C0 and ‖(ϕ0, ψ0, ζ0)‖ is small, we can get from Lemma 4.2 that∫ t
0
∫
R+
|I1|dxdτ ≤ C(δ0)
∫ t
0
‖ψxx‖2dτ + Cδ
∫ t
0
‖ϕx‖2dτ + Cδ
∫ t
0
‖ψxx‖2dτ + δ.
Next we use the definition of (V,U,Θ) (see (2.4), (2.13) and (3.4)), Cauchy-Schwarz inequality
and Lemma 3.2 to get∫ t
0
∫ ∞
0
|I2|dxdτ
≤ C
∫ t
0
∫ ∞
0
(|Uxx||ϕ|+ |Ux||ϕx|+ |Ux||Vx||ϕ|+ |Ux||ϕ||ϕx|) |ψxx|dxdτ
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≤ C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C
C1/2(δ0)
∫ t
0
‖ϕ‖2L∞‖Uxx‖2dτ +
C
C1/2(δ0)
∫ t
0
‖Ux‖2L∞‖ϕx‖2dτ
+
C
C1/2(δ0)
∫ t
0
‖ϕ‖2L∞‖Vx‖2‖Ux‖2L∞dτ +
C
C1/2(δ0)
∫ t
0
‖ϕ‖2L∞‖Ux‖2L∞‖ϕx‖2dτ
≤ C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C(δ0) + C(δ0)
∫ t
0
‖ϕx‖2dτ. (4.11)
The same as (4.10) and (4.11), we use Lemma 4.1, the definition of F in (2.14), Lemma 3.2 and
(3.4) we can get the estimates about I3 to I5 as following.∫ t
0
∫ ∞
0
(|I3|+ |I4|+ |I5|)dxdτ
≤ C
∫ t
0
∫ ∞
0
(|Θx||ϕ|+ |Θ||ϕx|+ |Θ||Vx||ϕ|+ |Θ||ϕ||ϕx|) |ψxx|dxdτ
+C
∫ t
0
∫ ∞
0
(|ζx|+ |ζ||Vx|+ |ζ||ϕx|) |ψxx|dxdτ
+C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C
C1/2(δ0)
∫ t
0
‖F‖2dτ
≤ C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + CC−1/2(δ0)
∫ t
0
‖ϕx‖2dτ + C
C1/2(δ0)
∫ t
0
‖ϕx‖2dτ
+
C
C1/2(δ0)
∫ t
0
∫ ∞
0
V 2x ϕ
2dxdτ + C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C
C1/2(δ0)
∫ t
0
∫ ∞
0
(
ζ2x + V
2
x ζ
2
)
dxdτ
+
C
C1/2(δ0)
sup
t
‖(ϕ, ζ)‖‖(ϕx , ζx)‖
∫ t
0
‖ϕx‖2dτ +C1/2(δ0)
∫ t
0
‖ψxx‖2dτ + C(δ0). (4.12)
Because N1(t) ≤ C0 and ‖(ϕ0, ψ0, ζ0)‖ is small, we can get from Lemma 4.2 that
C
C1/2(δ0)
sup
t
‖(ϕ, ζ)‖‖(ϕx, ζx)‖
∫ t
0
‖ϕx‖2dτ ≤ Cδ
∫ t
0
‖ϕx‖2dτ + Cδ
∫ t
0
‖ψxx‖2dτ + δ,
Therefore∫ t
0
∫ ∞
0
(|I3|+ |I4|+ |I5|)dxdτ
≤ ǫ
∫ t
0
‖ψxx‖2dτ + C
ǫ
∫ t
0
∫ ∞
0
(ζ2x + ϕ
2
x)dxdτ + Cδ
∫ t
0
‖ψxx‖2dτ + C(δ0) + δ.
At last we use integration by parts to the term about I6 to get∣∣∣∣
∫ t
0
∫ ∞
0
I6dxdτ
∣∣∣∣ =
∣∣∣∣
∫ t
0
(ψtψx)(0, τ)dτ
∣∣∣∣ ≤ CC1/2(δ0)
∫ t
0
ψ2x(0, τ)dτ + C
1/2(δ0)
∫ t
0
ψ2τ (0, τ)dτ
≤ C−1/2(δ0)
∫ t
0
‖ψx‖2 dτ + 1/16
∫ t
0
‖ψxx‖2 dτ + C1/2(δ0)
∫ t
0
ψ2τ (0, τ)dτ. (4.13)
Using the definition of U in (2.4), ψ = u− U and (3.26) to get
ψt(0, t) = −k(γ − 1)
γR
(lnΘ)xt(0, t)
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= −ak(γ − 1)
γR
∂x
(
(lnΘ)xx
Θ
)
(0, t). (4.14)
Combine with Lemma 3.2 and (3.30) we get
∫ t
0
‖(lnΘ)xτ‖2L∞(0, τ)dτ ≤ C
∫ t
0
‖(lnΘ)xxx‖2dτ + C
∫ t
0
‖∂4x(lnΘ)‖2dτ
+C
∫ t
0
‖(lnΘ)x‖L∞‖(lnΘ)xx‖L∞ ≤ C. (4.15)
So combine with Lemma 4.2, (4.13), (4.14) and (4.15) we get∣∣∣∣
∫ t
0
∫ ∞
0
I6dxdτ
∣∣∣∣
≤ C
C1/2(δ0)
∫ t
0
‖ψx‖2 dτ + 1/16
∫ t
0
‖ψxx‖2 dτ + C(δ0)
≤ δ + Cδ
∫ t
0
‖ϕx‖2 + 1/16
∫ t
0
‖ψxx‖2 dτ. (4.16)
In all, there exist a small constant δ which is about ‖(ϕ0, ψ0, ζ0)‖ and δ0, such that
∫ t
0
∫ +∞
0
6∑
i=1
|Ii| dx dτ
≤
∫ t
0
1/2‖ψxx‖2dτ +Cǫ−1
∫ t
0
‖ϕx‖2 dτ + Cδ. (4.17)
So (4.9) can be change to
‖ψx(t)‖2 +
∫ t
0
‖ψxx(τ)‖2dτ
≤ Cδ + Cǫ−1
∫ t
0
‖ϕx‖2dτ + C‖ψ0x‖2. (4.18)
The estimate about ‖ζx‖ is similar to ‖ψx‖, use (2.16)3 multiply ζxx then integrate in
Qt = R+ × (0, t) to get
‖ζx‖2 +
∫ t
0
‖ζxx‖2 dτ
≤ C‖ζ0x‖2 + C
∫ t
0
∫ ∞
0
(
ψ2x + ζ
2ψ2x + ζ
2U2x + U
2
xϕ
2
)
dxdτ
+C
∫ t
0
∫ +∞
0
|ζx|(|ϕx|+ |Vx|)|ζxx|dxdτ + C
∫ t
0
∫ ∞
0
∣∣∣∣
(
Θxϕ
vV
)
x
∣∣∣∣
2
dxdτ
+C
∫ t
0
∫ +∞
0
(U4x + ψ
4
x)dxdτ + C
∫ t
0
‖G‖2dτ
=: C‖ζ0x‖2 +
5∑
i=1
Ji. (4.19)
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Use the same method as (4.10)–(4.13) and combine with Lemma 4.2
J1 ≤ C(1+N2(t))
∫ t
0
‖ψx‖2dτ+CN2(t)
∫ t
0
‖Ux‖2dτ ≤ Cδ
(
1 +
∫ t
0
‖ψxx‖2dτ +
∫ t
0
‖ϕx‖2dτ
)
+C(δ0).
Again use the same method as (4.10)–(4.13) and combine with Lemma 4.2
J2 ≤ C
∫ t
0
‖ζx‖L∞‖ϕx‖‖ζxx‖dτ + C
∫ t
0
‖Vx‖‖ζx‖L∞‖ζxx‖dτ
≤ C
∫ t
0
‖ζx‖1/2‖ζxx‖3/2‖ϕx‖dτ + 1/16
∫ t
0
‖ζxx‖2dτ + C(δ0)
∫ t
0
‖ζx‖2dτ
≤ 1/8
∫ t
0
‖ζxx‖2dτ + C(δ0)
∫ t
0
‖ζx‖2dτ + C sup
t
‖ϕx‖4
∫ t
0
‖ζx‖2dτ
≤ Cδ
(
1 +
∫ t
0
‖ψxx‖2dτ +
∫ t
0
‖ϕx‖2dτ
)
+ C(δ0) + 1/8
∫ t
0
‖ζxx‖2dτ.
Because ∣∣∣∣
(
Θxϕ
vV
)
x
∣∣∣∣
2
= |Θxxϕ
vV
+
Θxϕx
vV
+
Θxϕ
vV
(−Vx + ϕx
v2
− Vx
V 2
)|2
≤ CΘ2xxϕ2 + CΘ2xϕ2x + CΘ2xV 2x ϕ2 + CΘ2xϕ2ϕ2x,
combine with RΘ/V = p+, use the same method as (4.10)–(4.13) to get
J3 ≤ C
∫ t
0
‖ϕ‖2L∞‖Θxx‖2dτ + C
∫ t
0
‖Θx‖2L∞‖ϕx‖2dτ
+C
∫ t
0
∫ +∞
0
Θ2xV
2
x ϕ
2 dx dτ
≤ C(δ0)
∫ t
0
‖ϕx‖2dτ + C(δ0).
Use the definition U and similar as (4.10) (4.11) that we combine with Lemma 3.2 to get
J4 ≤ C(δ0) + C
∫ t
0
‖ψx‖2L∞‖ψx‖2dτ
≤ C(δ0) + C
∫ t
0
‖ψx‖3‖ψxx‖dτ
≤ C(δ0) + C
∫ t
0
(‖ψx‖2‖ψx‖4 + 1/16‖ψxx‖2) dτ
≤ CδN4(t)
(
1 +
∫ t
0
‖ψxx‖2dτ +
∫ t
0
‖ϕx‖2dτ
)
+ C(δ0) + 1/16
∫ t
0
‖ψxx‖2dτ.
Use the definition G in (3.1) combine with Lemma 3.2
J5 = C
∫ t
0
‖G‖2dτ ≤ C(δ0).
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Use the results from J1 to J5, the inequality (4.19) can be change to
‖ζx‖2 +
∫ t
0
‖ζxx‖2 dτ
≤ C‖ζ0x‖2 + Cδ
(
1 +
∫ t
0
‖ψxx‖2dτ +
∫ t
0
‖ϕx‖2dτ
)
+ 1/16
∫ t
0
‖ψxx‖2dτ. (4.20)
In fact when combine with Lemma 4.2–4.1, (4.18) and (4.20), it is easy to get
‖(ϕ,ψ, ζ)‖2 + ‖(ψx, ζx)‖2 +
∫ t
0
‖(ψxx, ζxx)‖2dτ
≤ C‖(ψ0x, ζ0x)‖2 + Cδ +Cǫ−1
∫ t
0
‖ϕx‖2dτ.

Lemma 4.4 For a small C(δ) > 0 stands for constant about ‖(ϕ0, ψ0, ζ0)‖ and δ0, and C(δ0) >
0 is a small constant about δ0 , we can get
‖ϕx‖2 +
∫ t
0
‖ϕx‖2dτ ≤ C‖(ϕ0x, ψ0x, ζ0x)‖2 + Cδ. (4.21)
Proof. Set v¯ =
v
V
, take it into (2.16)1, (2.16)2 (p = Rθ/v) to get
ψt + px = µ
( v¯x
v¯
)
t
− F.
Both sides of last equation multiply v¯x/v¯ to get(
µ
2
( v¯x
v¯
)2
− ψ v¯x
v¯
)
t
+
Rθ
v
( v¯x
v¯
)2
+
(
ψ
v¯t
v¯
)
x
=
ψ2x
v
+ Ux
(
1
v
− 1
V
)
ψx +
Rζx
v
v¯x
v¯
− Rθ
v
(
1
Θ
− 1
θ
)
Θx
v¯x
v¯
+ F
v¯x
v¯
. (4.22)
Because v|x=0 = V |x=0 = v−, we can get(
ψ
v¯t
v¯
) ∣∣∣
x=0
= 0.
On the other hand if we integrate (4.22) in R+×(0, t), combine with Cauchy-Schwartz inequality,
(4.22) is changed to
∫
R+
(
µ
2
( v¯x
v¯
)2
− ψ v¯x
v¯
)
dx+
∫ t
0
∫
R+
Rθ
v
( v¯x
v¯
)2
dxdτ
≤ C−1/2(δ0)
(∫ t
0
‖(ζx, ψx)‖2 dτ +
∫ t
0
∫ +∞
0
Θ2x(ϕ
2 + ζ2) dx dτ
)
+C
∫ t
0
∫ +∞
0
U2xϕ
2dxdτ +C
∫ t
0
∫ +∞
0
|F |2dxdτ + 1/2
∫ t
0
‖
√
Rθ√
v
v¯x
v¯
‖2 dτ.
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Furthermore, because C1(ϕ
2
x) − C2V 2x ≤ (
v¯x
v¯
)2 ≤ C3ϕ2x + C4V 2x (C1, C2, C3, C4 stands for con-
stants about v), combine with Lemma 4.1, Lemma 4.2 and Lemma 4.3 we can get∫ t
0
‖ϕx‖2 dτ + ‖ϕx‖2 ≤ C‖(ϕ0x, ψ0x, ζ0x)‖2 + Cδ. (4.23)
So we finish this lemma.
From Lemma 4.2 to Lemma 4.4 we know when δ0 and ‖(ϕ0, ψ0, ζ0)‖ suitably small there
exist a suitably small positive constant δ such that
‖(ϕ,ψ, ζ)‖2 +
∫ t
0
‖(ψx, ζx)‖2dτ ≤ Cδ,
Then we can get
|v − V |2 ≤ ‖ϕ‖‖ϕx‖ ≤ Cδ,
which means C5 ≤ |v| ≤ C6. Use this result to Lemma 4.3, we can get there exist a positive
constant C independent of v(x, t),u(x, t) and θ(x, t) such that
‖(ϕx, ψx, ζx)‖2 +
∫ t
0
‖(ψxx, ζxx)‖2 ≤ C‖(ϕ,ψ, ζ)‖21.
Similar as the estimates for the upper and lower of v, when we combine ‖ζx‖ ≤ C with Lemma
4.2, we can obtain C7 ≤ |θ| ≤ C8 . Here C5, C6, C7 and C8 are constants independent of v(x, t),
u(x, t) and θ(x, t) .So we finish Proposition 2.2 .
To finish Theorem 2.1 now we will proof sup
x∈R+
|(ϕ,ψ, ζ)| → 0, as t→∞.
Because
∫ +∞
0
∂x(2.16)1 × 2ϕx dx equals to
0 = 2
∫ ∞
0
ϕxψxxdx− d
dt
‖ϕx‖2, (4.24)
use Cauchy-Schwarz inequality we get
2
∫ ∞
0
ϕxψxxdx ≤ C
(‖ϕx‖2 + ‖ψxx‖2) ,
again using Lemma 4.3–4.4 and (4.24), then we get∫ ∞
0
∣∣∣∣ ddt‖ϕx(t)‖2
∣∣∣∣ dt
≤ C
∫ ∞
0
(‖ϕx‖2 + ‖ψxx‖2) dt
≤ C‖(ϕ0, ψ0, ζ0)‖21 + Cδ. (4.25)
Similar as above, from Lemma 4.2−4.4 and combine with Sobolev inequality we get∫ ∞
0
(∣∣∣∣ ddt‖ψx(t)‖2
∣∣∣∣+
∣∣∣∣ ddt‖ζx(t)‖2
∣∣∣∣
)
dτ ≤ C‖(ϕ0, ψ0, ζ0)‖21 + Cδ. (4.26)
It means
‖(ϕ,ψ, ζ)(t)‖2L∞ ≤ 2‖(ϕ,ψ, ζ)(t)‖‖(ϕx , ψx, ζx)(t)‖ → 0 when t→∞.
Now when we combine with (3.34) we finish the theorem.
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