Image databases will require a completely new organization due to the unstructured and "perceptual" structure of the data they contain. We argue that similarity measures, rather than matching, will be the organizing principle of image databases. Similarity is a very elusive and complex judgment, and typical databases will have to rely on a number of different metrics to satisfy the different needs of their users. This poses the problem of how to combine different similarity measures in a coherent and intuitive way. In this paper we propose our solution, which is loosely based on ideas derived from fuzzy logic in that it uses the equivalent in the similarity domain of the and, or, and not operations. The approach is much more general that that, however, and can be adapted to work with any operation that combines together similarity judgment.
Introduction
Traditional databases emerged as an aid and an improvement for the work of the clerk that scanned file cabinets looking for documents responding to some specific criteria. Because of the type of work they are supposed to do, and the nature of the input data, they work on a paradigm not dissimilar to that of the higher logical functions of the human brain. Matching is the result of a process of reasoning on the input data, and on inferences based on structured data encoded in high level symbols. The process of extracting the high level structure from the raw sensory data is not modeled, and is left to the person who creates the database (e.g. records are encoded in highly symbolic ASCII codes, and not as the retinal impression caused by the characters on the page).
Image databases (and, more in general, multimedia databases) on the other hand, operate upon a massive amount of unstructured data, whose only organization is spatial, conceptually not dissimilar from the distribution of radiant energy immediately before the retina [13, 3, 2] . These databases must deal with the new problem of extracting useful information from raw "sensory" input. Since these activities are, in humans, considered as part of perception, we call the new type of databases: perceptual databases. A perceptual database is a system that answers queries on data that have not been pre-processed by humans to transform them in a symbolic representation. The database is allowed to do so if it needs to create an internal representation, but this internal representation will never be seen outside the system.
In addition to this, we believe that future image databases should abandon the matching paradigm, and rely instead on similarity searches [14] . In a similarity search, we don't postulate the existence of a target image in the database. Rather, we order the images with respect to similarity with the query, given a fixed similarity criterion. A consequence of this is that, in principle, the answer to any query is the whole database. In practice, of course, we are interested only in a tiny fraction of the database: the images most similar to the query.
A possible solution is to retain the matching assumption but to require that the matching be robust with respect to certain differences between the query and the image [18, 24, 25, 17] . This solution has been used for recognition problems with excellent result, but it might not be the best solution for search in a database. It is still based on the idea of matching, and it states basically that the image retrieved from the database and the query ought to be equal; they just happen to be slightly different due to some accident or imperfection. The idea behind this approach is that the user wants to retrieve, say, Magritte's Le château des Pyrénées. The user knows that there is a grayish sea at the bottom of the painting, a blue sky in the back, and a a big rock that dominates the center of the painting. A typical sketch query to retrieve the château could be that of Fig. 1 . The user knows roughly what colors and objects are in the image, but his memory is not perfect, he will make some mistakes, misplace some objects, ask for a color distribution that is slightly different from that in the painting. However, it is a priori known that the user wants to retrieve that particular painting, and not something merely similar to it.
In some cases, this assumption is not correct. Consider a designer that is looking for a texture for a dress. He/she knows the general tone of color for the dress, and has probably some rough idea of the grain of the texture. There is, however, no a priori "correct" answer in the database: what we want is a series of textures that, although definitely different from that sketched by the designer, are similar to it with respect to some specific criterion. Even in a case like Les château des Pyrénées above, in which there is a "correct" answer, it is not clear Figure 2 : Pre-attentively, these images are similar enough, but try to turn them upside-down! whether a distortion robust matching could do a good job when the query is such a schematic representation of the image we intend to retrieve: although there are undoubtedly some similarities in the distribution of color between the two images, the differences are overwhelming, and it is not clear what kind of matching could recognize that the two images are intended to represent the same thing.
We can state the main difference between match-based and similarity searches as follows: the result of a match-based search is a partition of the database in the set of images that match the query, and the set of images that don't; the result of a similarity search is a permutation (in particular, a sorting with respect to the similarity criterion), of the whole database.
It is obvious that similarity measurement is fundamental in perceptual databases. In particular, we look for a measure that replicate as well as possible human similarity assessment. The concept of perceptual similarity can be quite elusive (see [14, 20, 19, 1, 6, 23, 22] ), and it is a good idea to spend a few words on it before we proceed further, since it will play a role in the definition of visual languages to interact with perceptual databases.
A broad distinction can be made between pre-attentive (or non-interpretative) similarity and attentive (or interpretative) similarity [10, 5] .
Attentive similarity determines the similarity between two stimuli after they have been interpreted and classified, while pre-attentive similarity determines the similarity of the stimuli without attempting their interpretation. As it often happens in psychology, the boundaries between these two modes are fuzzy, and in most real life situations we can observe a cooperation of both. There are however striking examples of the differences in the way these two modes operate. One of the most famous is reported in Fig. 2 . At a first glance, the two faces in Fig. 2 should appear quite similar. Now, turn this page upside down and look at them again. The difference between the two should be striking now! In the first case, you were looking at two very unfamiliar images (or, which is the same, at two familiar images in an unfamiliar context). The similarity assessment you were doing in that case was essentially pre-attentive that is, it was done without focusing on any particular part of the image and without the intervention of the recognition machinery in your brain 1 . In the second case, the stimuli were very familiar, and the similarity assessment was essentially attentive. As such, it was influenced by higher level recognition mechanisms. These mechanisms place great importance in areas like the eyes and the mouth when recognizing a face, and this is he reason why the dissimilarity appeared so striking. In a sense, while in pre-attentive mode you were trying to determine the similarity between the two images, in the second case you were misled by trying to determine the similarity of the two faces evoked by these two images. The fact that one of the two faces looked "wrong" in several important areas obfuscated the underlying similarity of the images.
We make the following conjecture: attentive similarity is based on features specific of the recognition process, while pre-attentive similarity is based on image features only, and is computed at an earlier stage in the visual pathways, maybe as early as the striate cortex [11, 5] .
This has some important consequences for the database (and, in general, for the pattern recognition) designer. Attentive similarity involves the recognition process, and is based upon the interpretation of the color patches in the scene as object. Because of this, mathematical measurements of attentive similarity must be based on features specific of the domain of the objects to be recognized. For instance, if we have a catalog of mechanical parts, similarity will be essentially based on contour features, while if we have satellite images of agricultural ares, similarity of areas will probably be based on texture features.
The features on which attentive similarity is based are not necessarily the prominent features in the color patch interpretation of the image. For instance, the image of a red wrench on a yellow background is certainly different from the image of a pale blue wrench on a gray background, but if you are working on a mechanical parts database, the two could be essentially identical, providing their contours are the same.
Pre-attentive similarity, on the other hand, is based on prominent features in the images. If the images of the two wrenches are flashed in front of your eyes for a few milliseconds, you are more likely to notice the difference in color than the similarity of the contours. If the two wrench images are part of an art collection, or has to be used for decoration, this color difference counts much more than the similarity of the contours.
This brief discussion should show how, in many applications, we must expect to see several similarity criteria involved, possibly in the same query. In general, there will be no such a thing as "the" similarity but, just as in the case of the wrenches above, the same two images can be very similar in a given context and very dissimilar in a different context. Pre-attentive similarity will play an important role in general-purpose image databases. Using attentive similarity for a generic database would be equivalent to solving the unconstrained object recognition problem, which, as of today, is far from being solved satisfactorily. Because of this, we rely on the color patch paradigm for general purpose databases, and use similarity measures like color distribution, texture, image structure, that can be derived directly from the image without the need of an interpretation. Some of these measures can be learned from the statistical distribution of features in the database [15] , or can be related to mechanisms in the early visual system [21, 9, 7] . Restricted databases, in which images belong to some specific class and the queries will focus on specific types of similarity, will use ad-hoc similarity criteria.
the similarity assessment was already done before you recognized the faces, and you didn't change it afterwards.
The availability (or the necessity) of several similarity measures poses the problem of combining them. We call complex query a query requiring the application of either two distinct similarity measures, or of the same similarity measure referred to two different reference images.
This paper discusses the issues connected to the specification and management of complex queries. Sect. 2 introduces briefly some solutions proposed to manage complex queries, and outlines our solution. Sect. 3 is a short introduction to the architecture of our database system, limited to the aspects relevant for the specification of the query. Sect. 4 is a formal description of the language we use to describe a query and its semantics. Sect. 5 is a more informal description of how queries are actually created using the system interface. Conclusions are drawn in Sect. 6.
Complex Queries
The simplest similarity query that we can imagine uses a reference image (either an image or a sketch drawn by the user), and a similarity measure. The contents of the whole database are ordered according to similarity with respect to the given reference and criterion.
In some situation, we want to create more complex queries looking, for instance, for similarity with respect to several criteria.
One simple way to do this is by successive refinements: we create a first query with respect to one of the criteria, and order the whole database with respect to this. Then we take a portion of the database, corresponding to the elements more similar to the reference of the first query, and order this portion with respect to the second similarity criterion, and so on. Systems allowing several types of queries, but with no special provision for combining them, like [3] , can be easily adapted to this mode of operation. This simple mode is quite limited, since it only allows the user to express joint similarity with respect to all the criteria and not, for instance, similarity with respect to either one of the criteria.
A second approach, used in [4] , is to create a composite similarity criterion by weighting all the simple criteria on which the query is based. This is a simple and expressive way to create queries, but setting the weights can be difficult.
In this paper we will use the ideas developed in [16] : under certain conditions, we can consider a similarity measure s(I 1 , I 2 ) as the truth value of the fuzzy predicate Image I 1 is similar to image I 2 (according to the criterion on which the measure is based) [14, 12, 8] . If this is the case, we can create complex queries simply by inserting fuzzy predicates like and, or, and not into the query.
Each fuzzy predicate can be defined as a function that takes the two values corresponding to "Image I 1 is similar to image I 2 according to criterion A" and "Image I 1 is similar to image I 2 according to criterion B" and determine the truth value of the combined predicate (e.g. in the case of the and function, "Image I 1 is similar to image I 2 according to both criteria A and B").
Operators and similarity measures can be combined and cascaded to form complex queries. The rules of composition of logic predicates and similarity measures give form to a characteristic query shape that we analyze in the following. Before doing that, in the next section we describe the architecture of our database system. 
System Architecture
This section will briefly introduce the architecture of our database system, limited to aspects which are relevant for the query specification.
Interaction with an image database is largely an interactive job. A query will be specified, and the database will return an ordering that satisfies that query (the concept of query satisfaction will be introduced later in this section; for the moment the intuitive notion of "images similar to the query first" will do). If the result is not satisfactory, the user may choose to refine the query, possibly choosing one of the images returned by the database and using it to specify another query or changing somehow the original query to aim it better at the desired result. This process might be repeated several times before an image that the user deems "interesting" is retrieved.
Recent standardization efforts have made possible to export complex interactive interfaces to remote sites, and our database is designed to take advantage of this. The overall architecture of the system is presented in Fig. 3 .
The database runs on a server which can be interrogated via a number of clients through the Internet. Each remote site connects through a WWW browser and receives a copy of the interface, which is written in Java. Together with the interface, the client also receives a browser with a first sample of images taken at random from the database.
The client composes the query using the query specification format described in the next section and the graphical user interface, and submits a formal description of the query to the server. The server, which is written in C++, contains the images database and the similarity engines, and serves the query by ordering the whole database according to similarity with the query, and returning the N images.
The client runs the user interface displayed in Fig. 4 The area on the upper left of the interface is a browser which displays the images currently selected by the database. The area in the bottom left allows the user to select similarity measures and operations to compose a query, while the area on the right of the interface is a work are where the query is composed (see in the following for details on how the query is composed). The query is then sent to the server which processes it and sends back to the client a new list of images, containing the portion of the database that better matches the query. The process can be repeated iteratively.
From this brief description of the architecture, we can conclude that our query specification language should:
• Allow a compact description of the query, to reduce the traffic towards the server.
• Allow a graphical specification, to exploit the possibilities offered by interactive WWW browsers.
The language we use to describe our queries is based on a graph of similarity measures and pseudo-logic operators. As such, a query definition is easily transmitted on the WWW using standard graph representation techniques, and a query can be easily created using a graphical interface.
Definitios and Properties
This section defines our query language for image databases. We first give an intuitive description of the language, and then formalize it.
Our language tries to preserve as much as possible the intuitive semantics of conventional query specification languages. We use two types of operations: similarity measures and logic operations.
A similarity measure compares (ideally) all the images in the database with a certain reference, and orders all the database according to the similarity with the query. Similarity is specified by a certain criterion characteristic of the similarity measure. For instance, we can have similarity measures that consider similarity in color distribution, in texture, in image structure, and so on. The reference used to compare the database against can be specified either as a sketch drawn by the user or as an image taken from the browser.
The comment in parentheses in the first sentence of the previous paragraph is there to indicate that in reality things will not be quite like this. For large databases it is impractical to measure exactly the similarity with the query for all the images in the database. Since, in general, we are interested in a small portion of the database (the images more similar to the reference), we can avoid measuring the similarity if an image appears to be very different from the reference.
Logic operations combine together the result of two similarity measures. There are two logic operations: logical and and logical or (for reasons of convenience, the logical not is implemented as part of the similarity measures, simply considering the inverse of the similarity while ordering the database). The semantics of the logical and is "give me the images that are similar to this reference and to that reference," where the two similarities can be with respect to two separate criteria. For instance, a user could draw a sketch, pick the image of a texture, and formulate a query like "give me the image with a structure similar to this sketch and with texture similar to this."
Remember that, according to our interpretation, the result of a similarity query is a permutation of the whole database, and not a subset of the database; this requires some care in the definition of logic operations: a logic operation must take two permutations of the database and the relative sequences of similarities with the reference, and return a permutation and a sequence of similarity. The definition we use is based on fuzzy logic, and is described in [16] .
Complex queries can be obtained by cascading logical operations and similarity measures. In the remaining of this section we define more formally the meaning of a similarity query and of logical operations on similarity measures. The definitions we give in this section are slightly different from those given in [16] since the emphasis here is on the construction of a query rather than on its computation. 
Definition 4.2 A query state is a couple (π, Σ) ∈ Q = Π × IR
n where π is a permutation of {1, . . . , n}, and Σ = {σ 1 , . . . σ n } ∈ IR n is the set of scores such that σ i is the score of the image I i , and for all i,
If the number of elements in the database needs to be specified, we will use the notation Q n .
In other words, a query state is a reordering of the database in such a way that the images are ordered with respect to the scores assigned to them.
Definition 4.3 The natural ordering associated to a similarity measure is
such that σ i = s(I i , I), where I is the reference associated to the similarity measure, and s the similarity measure. This is the ordering of the database generated by a similarity measure. Note that the database on which the ordering is done does not appear as a parameter in any way. In some cases, it will be useful to have the database on which we operate as a parameter and, at the same time, it would be useful to have a similarity measure operate as a filter, that takes a query state and transforms it into another query state. We do this with the following definition: where σ i = s(I i , I) and π is such that
The following property holds for every similarity measure:
is an arbitrary query state, and F (s, I)(π,Σ) = (π, Σ), then (π, Σ) is a natural ordering for the similarity measure (s, I)
Proof (sketch):
The proof relies on the fact that the function F , as defined above, is independent of its argument, and always generates the same query state, which satisfies the definition for a natural ordering. 2
The idea behind the transfer function is the same as successive refinements of a query in traditional database. Some previous operation has left the database in a given state (in traditional databases: a certain subset of the database has been chosen; in perceptual databases: a certain ordering has been established), and the similarity operation changes the state of the database. This can be better seen with the following definition of the transfer function for the logic operations:
Definition 4.5 A logical operation characterized by a function
where 
3. ∀u ∈ U r : I(u) = ι [u] , and ∀u ∈ U m : I(u) ∈ {0, 1}
There is exactly one node such that O(u) = ∅.
The graph G describes the structure of a query. Each node in U r represents a relation, and every node in U m represents a similarity measure.
Vertices representing similarity measures (measure verteces) have their outputs connected to vertices representing relations only, while vertices representing relations (relation verteces) can have their output connected to vertices of any type. The one node such that O(u) = ∅ is the result node. The label ι[u] has no meaning for a measure vertex, while it indicates the number of required inputs for a relation vertex. The first of the conditions 3 guarantees that every relation node has the right number of inputs, while the second condition guarantees that every measure node has either zero inputs (it generates its natural ordering) or one input (it generates the output of its transfer function). Fig 5 contains an example of query. Nodes represented by a single circle are similarity measures, while nodes represented by a double circle are logic operations. The numbers inside the logic operations represent the required number of inputs ι. This query makes two independent orderings of the database, according to the two similarity measures A and B, then combines these two ordering with a logical operation C, obtaining a new ordering, and finally combine this new ordering with the ordering B via the logical operation D.
The graph G is a static description of the query that doesn't tell us anything about the effects of a query on a database. To do this, we must invoke the transfer function of the various operations. First of all, we associate to every node u such that λ[u] = m a similarity measure (φ u , I u ), and to every node such that λ[u] = r a logical relation φ u . D with n items, and a query G, a solution of the query is an edge labeling ζ : E → Q such that, for every edge e = (u, v)
Definition 4.7 Given a database
• If λ[u] = r, and I(u) = {e 1 , . . . , e p }, then
is the natural ordering of the similarity measure associated with (φ u , I u ).
In other words, the labeling ζ associates to every edge the query state generated by the node from which the edge originates.
If u 0 is the result node, we can add a dummy node d and an edge ρ = (u 0 , d) to the graph. The label ζ[ρ] is the result of the query. 
λ[u]
= m, and I(u) = e j . Since the graph is topologically sorted, it is j < i and, by the choice of e i , it must be ζ [e j ] = ζ [e j ] = ζ. Therefore we have
which is a contradiction.
= r, with I(u) = {e j 1 , . . . , e jp } Because of the topological sorting, j k < i and, for the choice of i, we have
Therefore it must be ζ [
But since e i was assumed to be the first edge for which the two were different, the labeling must be equal. 2 This is a very important property, since it tells us that every graph uniquely determines a permutation of the database that is, every query will provide us a unique answer.
Queries can be modified in a number of ways leaving certain results unchanged. The following two definitions give us the necessary invariances: Note that strong equivalence requires that the labeling of all the edges be the same, while weak equivalence requires that the labeling of the result node be the same. It is easy to see that strong equivalence requires that the graphs underlying G and G be equal.
Approximation and Optimization
As we noticed in the introduction, ideally the answer to a query will be the whole database ordered according to the query specification. This is a useful way to look at a query from a theoretical standpoint, but it's hardly a practical and effective way to implement it. Re-ordering the database at every operation in the query would be unacceptable for all but the most trivial applications. In general, we want to retain only a portion of the database: the images that better satisfy the query. We introduce a new type of node in the graph that will take care of that: 
where
The rules for the insertion of a cut node into a query are the same as those for the insertion of a logical operation.
A cut node can be a useful device for query optimization. If we can transform the query of Fig. 6 .a into that of Fig 6. b, the logical operation will have to operate on part of the database only, rather than on the whole database. The operation u is said to be cut-invariant if the graph G is weakly equivalent G, where G is obtained from G in the following way:
• All the nodes v i are removed.
• The edges (u, v i ) and (v i , w i ) are removed and edges (u, w i ) are inserted into their place.
• Every edge (z i , u) is removed, |I(u)| cut nodes c i are inserted with the edges (z i , c i ), and c i , u).
This definition states that we can remove the cut node from after the node u and substitute it with a suitable number of cut nodes before the node u leaving the result of the query unchanged. This is a strong requirement, and sometimes we can settle for less. 
Specification of the Query
Queries are specified using a graphical interface. Icons representing similarity measures and relational operations can be arranged and connected to form the query graph 2 . In our language, we use three logic operations: and, or, and not. The first two functions take two arguments (that is, vertices corresponding to and and or in the query have ι[u] = 2). The and operator is characterized by the function
and the or operator by the function
the not function takes one argument and is characterized by the function
An important property for optimization is the following: n } be the scores of the labels of the edges entering the or operations. If the output of the or is truncated to the first p elements, it will be composed of the biggest p elements drawn from
therefore the biggest p α i must be included either in the biggest p σ 1 i or in the biggest p σ 2 i . Because of this, we can truncate the incoming edges to the p element without losing any of the α i .
2. In addition to these operations, a number of similarity measures are provided. Additional similarity measures can be easily incorporated to satisfy specific needs. Similarity measures and logic operations can be selected from a panel in the lower left portion of the interface (Fig. 7) . Selection causes an icon corresponding to the selected operator to appear in the work area. Icons in the work area can be manipulated and connected to create the query graph. An example of this is shown in Fig. 8 , where the query asks for similarity either with respect to both criteria A and B, or with respect to criterium A but not to criterium B. Note that, in twovalued logic this is simply equivalent to similarity with respect to criterion A (by distributivity Once the query is completed, it can be encoded using standard graph representation and sent to the server using the FORM capability of the browser. Similarity measure nodes need to be labeled with the similarity measure they use and the reference image. If the reference image is an image taken from the database, only its identifier is sent. If, however, the reference is a sketch, the whole sketch must be sent. This is the part of the graph that generates the most network traffic.
On the server side (Fig. 9) , the graph is reconstructed and some query optimization is performed. Query optimization is an important issue that goes beyond the scope of this paper and on which we still have a lot to learn. One of the simple optimizations we make in this version is to eliminate all the not operations, replacing them with a modification of the previous operation. So, for instance, a similarity measure s followed by a not will be replaced by the similarity measure 1 − s.
After optimizing the query, the similarity engine computes the permutation of the database that satisfies the query, and sends the best scores back to the client for displaying in the browser.
Conclusions
In this paper, we have discussed the specification of similarity queries. Similarity queries substitute similarity for matching as a paradigm for operation in image databases. The result of a similarity operation is no longer a filtering in which part of the database is retained and part is discarded, but a permutation of the whole database which orders it with respect to a given similarity criterion.
The need to use different similarity measures, adapted to the different situations one might encounter faces us with the problem of creating complex queries: queries in which similarity with respect to different reference images, or with respect to different similarity measures has to be considered. In this paper we proposed one possible approach to the specification of complex queries that makes use of pseudo-logical operators. The operators we use currently are derived from fuzzy logic once the similarity measures are normalized to (0, 1) and interpreted as the truth of the statement "the two images are similar." The framework is, however, much more general, and allows the creation of virtually unlimited operators.
With the use of these operators a query can be seen as a directed acyclic graph, and the answer to a query as a suitable labeling of the edges of the graph.
