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Abstract
The potential function of the optimistic limit of the colored Jones polynomial and the
construction of the solution of the hyperbolicity equations were defined in the authors’
previous articles. In this article, we define the Reidemeister transformations of the
potential function and the solution by the changes of them under the Reidemeister
moves of the link diagram and show the explicit formulas. These two formulas enable
us to see the changes of the complex volume formula under the Reidemeister moves.
As an application, we can simply specify the discrete faithful representation of the link
group by showing a link diagram and one geometric solution.
1 Introduction
1.1 Overview
One of the fundamental theorem of knot theory is the Reidemeister theorem, which states two
links are equivalent if and only if their diagrams are related by finite steps of the Reidemeister
moves. Therefore, one of the most natural method to obtain a knot invariant is to define
a value from a knot diagram and show that the value is invariant under the Reidemeister
moves. However, some invariants cannot be defined in this way, especially the ones defined
from the hyperbolic structure of the link. This is because, the hyperbolicity equations1 and
their solutions do not change locally under the Reidemeister moves. Especially, when a
solution of certain hyperbolicity equations is given, we cannot see how the equations and
the solution change under the Reidemeister moves. This is one of the major obstructions to
develop a combinatorial approach to the hyperbolic invariants of links.
On the other hand, the optimistic limit method was first introduced at [9]. Although
this method was not defined rigorously, the resulting value was optimistically expected to
be the actual limit of certain quantum invariants. The rigorous definition of the optimistic
1Hyperbolicity equations are the gluing equations of the edges of a given triangulation together with the
equation of the completeness condition. Each solution of the equations determines a boundary-parabolic
representation and some of them determines the hyperbolic structure of the link.
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limit of the Kashaev invariant was proposed at [13] and the resulting value was proved to
be the complex volume of the knot. Although this definition is rigorous and general enough,
they requires some unnatural assumptions on the diagram and several technical difficulties.
Therefore it was modified to more combinatorial version at [4]. The optimistic limit used in
this article is the one defined at [5] and the main results are based on [2].
In our definition, the triangulation is naturally defined from the link diagram and its
hyperbolicity equations, whose solutions determine the boundary-parabolic representations2
of the link group, are the partial derivatives exp(wk
∂W
∂wk
) = 1 (k = 1, . . . , n) of certain potential
function W (w1, . . . , wn). Note that this potential function is combinatorially defined from
the link diagram, so it changes naturally under the Reidemeister moves. Then the optimistic
limit is defined by the evaluation of the potential function (with slight modification) at certain
solution of the hyperbolicity equations. (Explicit definition is the equation (4).)
Let P be the conjugation quandle consisting of the parabolic elements of PSL(2,C) pro-
posed at [6]. The shadow-coloring of P is a way of assigning elements of P to arcs and regions
of the link diagram. The elements on arcs are naturally determined from ρ and the ones on
the regions are from certain rules. According to [6] and [2], we can construct the developing
map of a given boundary-parabolic representation ρ : pi1(L) → PSL(2,C) directly from the
shadow-coloring. (The explicit construction is in Figure 11. Note that this construction is
based on [11] and [14].)
This construction of the solution has two major advantages. At first, if a boundary-
parabolic representation ρ is given, then we can always construct the solution corresponding
to ρ for any link diagram. (This was the main theorem of [2].) In other words, for the
hyperbolicity equations of our triangulation, we can always guarantee the existence of a geo-
metric solution,3 which is an assumption in many other texts. Furthermore, the constructed
solution changes locally under the Reidemeister moves on the link diagram D. Note that the
variables w1, . . . , wn of the hyperbolicity equations are assinged to regions of the diagram.
(See Section 1.2 below.) Assume the solution (w
(0)
1 , . . . , w
(0)
n ) is constructed from the diagram
D together with the representation ρ.
Definition 1.1. A solution (w
(0)
1 , . . . , w
(0)
n ) is called essential when w
(0)
k 6= 0 for all k =
1, . . . , n and w
(0)
k 6= w(0)m for the pairs w(0)k and w(0)m assigned to adjacent regions of the
diagram D.
According to Lemma 3.1, essentialness of a solution is generic property, so we can always
construct uncountably many essential solutions from any D and ρ. From now on, solutions in
this article are always assumed to be essential and the Reidemeister transformations are de-
fined between two essential solutions. (This assumption is guaranteed by Corollary 3.2.) Note
2 A representation ρ : pi1(L) → PSL(2,C) of the link group pi1(L) := pi1(S3\L) is boundary-parabolic
when any meridian loop of the boundary-tori of the link complement S3\L maps to a parabolic element in
PSL(2,C) under ρ.
3 Geometric solution is a solution of the hyperbolicity equations which determines the discrete faithful
representation. (Unlike the standard definition, we allow some tetrahedron can have negative volume. If we
consider the triangulation of S3\(L ∪ {two points}), the negative volume tetrahedra are unavoidable.) Note
that geometric solution in our context is not unique.
2
that essentialness of the solution guarantees that the shape parameters defined in Section 3.3
are not in {0, 1,∞}.
Let D′ be the link diagram obtained by applying one Reidemeister move to D. In this ar-
ticle, we will show that if a new variable wn+1 is appeared in D
′, then the values w(0)1 , . . . , w
(0)
n
of the newly constructed solution from D′ and ρ are preserved and the value w(0)n+1 is uniquely
determined by the other values w
(0)
1 , . . . , w
(0)
n . (The explicit relations are in Section 4.) Also,
if a region with wk is removed in D
′, then we can easily get the solution by removing the
value w
(0)
k of the variable wk. These changes of the solution will be called the Reidemeister
transformations of the solution in Section 1.2.
Using the Reidemeister transformations of the potential function together with the solu-
tion, we can see how the complex volume formula changes under the Reidemeister moves. (See
Theorem 1.4.) As an application, we can easily specify the discrete faithful representation
by showing one link diagram D and one geometric solution corresponding to the diagram.
In particular, if we have another diagram D′ of L, then we can easily find the geometric
solution corresponding to D′, without solving the hyperbolicity equations again, by applying
the Reidemeister transformations of the solution.
Many results of the optimistic limit and other concepts used in this article are scattered
in the authors’ previous articles. Referring all of them might be quite confusing for readers,
so we added many known results here, especially in Sections 2-3, and sometimes we reprove
the known results to clarify the discussion.
1.2 Reidemeister transformations
To describe the exact definition of the Reidemeister transformation, we have to define the
potential function first. Consider a link diagram4 D of a link L and assign complex variables
w1, . . . , wn to regions of D. Then we define the potential function of a crossing j as in Figure
1.
In the definition above, Li2(z) := −
∫ z
0
log(1−t)
t
dt is the dilogarithm function. Although it
is a multi-valued function depending on the choice of the branches of log t and log(1− t), the
final formula in (4) does not depend on choice of the branches. (See Lemma 2.1’s of [4] and
[3]).
The potential function of D is defined by
W (w1, . . . , wn) :=
∑
j : crossings of D
W j, (1)
and we modify it to
W0(w1, . . . , wn) := W (w1, . . . , wn)−
n∑
k=1
(
wk
∂W
∂wk
)
logwk. (2)
4 We always assume the diagram D does not contain a trivial knot component which has only over-
crossings or under-crossings or no crossing. If it happens, we change the diagram of the trivial component
slightly by adding a kink.
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Figure 1: Potential function of the crossing j
Also, we define the set of equations
I :=
{
exp
(
wk
∂W
∂wk
)
= 1
∣∣∣∣ k = 1, . . . , n} . (3)
Then I becomes the set of the hyperbolicity equations of the five-term triangulation defined
in Section 2. (See Proposition 2.1.)
Consider a boundary-parabolic representation ρ : pi1(L) → PSL(2,C). Then, using the
shadow-coloring of P induced by ρ, we can construct the solution w(0) = (w(0)1 , . . . , w(0)n )
of I satisfying ρw(0) = ρ up to conjugation, where ρw(0) is the representation induced by
the five-term triangulation together with the solution w(0). (The detail is in Section 3. See
Proposition 3.4. We will also show that any solution of I can be constructed by this method
in Appendix A.) Furthermore, the solution satisfies
W0(w
(0)) ≡ i(vol(ρ) + i cs(ρ)) (mod pi2), (4)
where vol(ρ) and cs(ρ) are the hyperbolic volume and the Chern-Simons invariant of ρ, re-
spectively, which were defined in [10] and [14]. We call vol(ρ)+i cs(ρ) the (hyperbolic) complex
volume of ρ and define the optimistic limit of the colored Jones polynomial by W0(w
(0)).
The oriented Reidemeister moves defined in [12] are in Figure 2. We define the potential
functions VR1, VR1′ , VR2 , VR2′ , VR3 and VR3′ of Figure 2 as follows:
VR1(wa, wb, wc) =Li2(
wb
wa
) + Li2(
wb
wc
)− Li2( w
2
b
wawc
)
− Li2(wa
wb
)− Li2(wc
wb
) +
pi2
6
− log wa
wb
log
wc
wb
,
4
VR1′(wa, wb, wc) =− Li2(wb
wa
)− Li2(wb
wc
) + Li2(
w2b
wawc
)
+ Li2(
wa
wb
) + Li2(
wc
wb
)− pi
2
6
+ log
wa
wb
log
wc
wb
,
VR2(wa, wb, wc, wd, we) =
Li2(
wa
wd
) + Li2(
wa
we
)− Li2(wawc
wdwe
)− Li2(wd
wc
)− Li2(we
wc
)− log wd
wc
log
we
wc
− Li2(wc
wb
)− Li2(wc
we
) + Li2(
wawc
wbwe
) + Li2(
wb
wa
) + Li2(
we
wa
) + log
wb
wa
log
we
wa
,
VR2′(wa, wb, wc, wd, we) =
Li2(
wc
wd
) + Li2(
wc
we
)− Li2(wawc
wdwe
)− Li2(wd
wa
)− Li2(we
wa
)− log wd
wa
log
we
wa
− Li2(wa
wb
)− Li2(wa
we
) + Li2(
wawc
wbwe
) + Li2(
wb
wc
) + Li2(
we
wc
) + log
wb
wc
log
we
wc
,
VR3(wa, wb, wc, wd, we, wf , wh) = −pi
2
2
− Li2(we
wd
)− Li2(we
wf
) + Li2(
wewh
wdwf
) + Li2(
wd
wh
) + Li2(
wf
wh
) + log
wd
wh
log
wf
wh
− Li2(wf
wa
)− Li2(wf
wh
) + Li2(
wbwf
wawh
) + Li2(
wa
wb
) + Li2(
wh
wb
) + log
wa
wb
log
wh
wb
− Li2(wh
wb
)− Li2(wh
wd
) + Li2(
wcwh
wbwd
) + Li2(
wb
wc
) + Li2(
wd
wc
) + log
wb
wc
log
wd
wc
,
V(R3)−1(wa, wb, wc, wd, we, wf , wg) = −pi
2
2
− Li2(wf
wa
)− Li2(wf
we
) + Li2(
wgwf
wawe
) + Li2(
wa
wg
) + Li2(
we
wg
) + log
wa
wg
log
we
wg
− Li2(we
wd
)− Li2(we
wg
) + Li2(
wcwe
wdwg
) + Li2(
wd
wc
) + Li2(
wg
wc
) + log
wd
wc
log
wg
wc
− Li2(wg
wa
)− Li2(wg
wc
) + Li2(
wbwg
wawc
) + Li2(
wa
wb
) + Li2(
wc
wb
) + log
wa
wb
log
wc
wb
.
Note that VR1 is the potential function of the diagram obtained after applying R1 move in
Figure 2(a). All others are defined in the same ways, for example, VR3 and VR3′ are the
potential functions of the right-hand and the left-hand sides of Figure 2(c), respectively.
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Figure 2: Oriented Reidemeister moves
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Definition 1.2. The Reidemeister transformations TR1, T(R1)−1 , ..., TR3, T(R3)−1 of the poten-
tial function W (. . . , wa, wb, . . .) are defined as follows:
TR1(W )(. . . , wa, wb, wc, . . .) = W + VR1,
T(R1)−1(W )(. . . , wa, wb, . . .) = W − VR1,
TR1′(W )(. . . , wa, wb, wc, . . .) = W + VR1′ ,
T(R1′)−1(W )(. . . , wa, wb, . . .) = W − VR1′ ,
TR2(W )(. . . , wa, wb, wc, wd, we, . . .) = W + VR2, (5)
T(R2)−1(W )(. . . , wa, wb, wc, . . .) = W − VR2, (6)
TR2′(W )(. . . , wa, wb, wc, wd, we, . . .) = W + VR2′ , (7)
T(R2′)−1(W )(. . . , wa, wb, wc, . . .) = W − VR2′ , (8)
TR3(W )(. . . , wa, wb, wc, wd, we, wf , wh, . . .) = W + VR3 − V(R3)−1 ,
T(R3)−1(W )(. . . , wa, wb, wc, wd, we, wf , wg, . . .) = W − VR3 + V(R3)−1 .
Note that, when applying R2 (or R2′) move in (5) (or (7)), we replace wb of W with wd for
the potential functions of the crossings adjacent to the region associated with wd. Also, when
applying (R2)−1 (or (R2′)−1) move in (6) (or (8)), we replace wd of W with wb.
Remark that the Reidemeister transformations of the potential function is nothing but
the changes of the potential function defined in (1) under the corresponding Reidemeister
moves.
Definition 1.3. The Reidemeister transformations TR1, T(R1)−1 , ..., TR3, T(R3)−1 of the essen-
tial solution (. . . , w
(0)
a , w
(0)
b , . . .) of I in (3) is defined as follows: for the first Reidemeister
moves
TR1(. . . , w
(0)
a , w
(0)
b , . . .) = TR1′(. . . , w
(0)
a , w
(0)
b , . . .) = (. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .),
where w
(0)
c = 2w
(0)
b − w(0)a , and
T(R1)−1(. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .) = T(R1′)−1(. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .) = (. . . , w
(0)
a , w
(0)
b , . . .).
For the second Reidemeister moves, we put TR2(W ) (or TR2′(W )) be the potential function
in (5) (or (7)). Then
TR2(. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .) = (. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , . . .)(
or TR2′(. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .) = (. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , . . .)
)
,
where w
(0)
d = w
(0)
b and w
(0)
e is uniquely determined by the equation
exp(wb
∂TR2(W )
∂wb
) = 1
(
or exp(wb
∂TR2′(W )
∂wb
) = 1
)
, (9)
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and
T(R2)−1(. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , . . .) = (. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .)(
or T(R2′)−1(. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , . . .) = (. . . , w
(0)
a , w
(0)
b , w
(0)
c , . . .)
)
.
Note that the equation (9) can be expressed explicitly by using the parameters around the
region of wb. (Explicit expression of (9) is in Lemma 5.3.)
For the third Reidemeister moves,
TR3(. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , w
(0)
f , w
(0)
g , . . .)
= (. . . , w(0)a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , w
(0)
f , w
(0)
h , . . .),
T(R3)−1(. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , w
(0)
f , w
(0)
h , . . .)
= (. . . , w(0)a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , w
(0)
f , w
(0)
g , . . .),
where w
(0)
h or w
(0)
g is uniquely determined by the equation
w
(0)
d w
(0)
g − w(0)c w(0)e = w(0)a w(0)h − w(0)b w(0)f . (10)
Theorem 1.4. For a link diagram D of L, let w = (. . . , wa, wb, . . .) and put W (w) be
the potential function of D. Consider a boundary-parabolic representation ρ : pi1(L) →
PSL(2,C) and let w(0) be the solution of I constructed by the shadow-coloring of P satisfying
ρw(0) = ρ, up to conjugation. (See Proposition 3.4 for the actual construction of w
(0).) Then,
for any Reidemeister transformation T , T (w(0)) is also a solution5 of I and the induced
representation ρT (w(0)) satisfies ρT (w(0)) = ρ, up to conjugation. Furthermore,
T (W )0(T (w
(0))) ≡ W0(w(0))) ≡ i(vol(ρ) + i cs(ρ)) (mod pi2), (11)
where T (W )0 is the modification of the potential function T (W ) by (2).
Proof. This follows from Lemma 4.2, Lemma 4.3, Lemma 4.4 and Proposition 3.4.
Note that when some orientations of the strings in Figure 2 are reversed, the Reidemeister
transformations of the solutions can be defined by the exactly same formula. (It will be
proved in Section 5.) If we change the potential function according to the changes of the
orientation, then Theorem 1.4 still works. Therefore, it defines the un-oriented Reidemeister
transformations6 of the solutions. We will discuss and prove the un-oriented ones in Section
5. Also, the mirror images of the Reidemeister moves will be discussed in Section 5.
As an example of the Reidemeister transformations, we will show the changes of the
geometric solution of a diagram D of the figure-eight knot to its mirror image D in Section
6.
5 The resulting solution of a Reidemeister transformation on an essential solution can be nonessential.
However, essential solutions are generic, so we can deform both solutions to essential ones by changing the
region-colorings slightly. (See Corollary 3.2.) Therefore, we assume the solutions are always essential.
6 The Reidemeister triansformations of the potential function still depend on the orientation. As a matter
of fact, it is possible to define the potential function of the un-oriented diagram using Section 3.2 of [5].
However, the formula will be redundantly complicate than the one defined in this article, so we do not
introduce it.
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2 Five-term triangulation of S3\(L ∪ {two points})
In this section, we describe the five-term triangulation of S3\(L∪{two points}). Many parts
of explanation come from [3].
We place an octahedron AjBjCjDjEjFj on each crossing j of the link diagram as in Figure
3 so that the vertices Aj and Cj lie on the over-bridge and the vertices Bj and Dj on the
under-bridge of the diagram, respectively. Then we twist the octahedron by gluing edges
BjFj to DjFj and AjEj to CjEj, respectively. The edges AjBj, BjCj, CjDj and DjAj are
called horizontal edges and we sometimes express these edges in the diagram as arcs around
the crossing in the left-hand side of Figure 3.
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 
 
 
 
 
 
 
@
@
@
@
@
@
@
@
Aj Bj
CjDj
j
Aj Bj
CjDj
Ej
Fj
Bj=Dj
Aj=Cj
Figure 3: Octahedron on the crossing j
Then we glue faces of the octahedra following the edges of the link diagram. Specif-
ically, there are three gluing patterns as in Figure 4. In each cases (a), (b) and (c), we
identify the faces 4AjBjEj ∪ 4CjBjEj to 4Cj+1Dj+1Fj+1 ∪ 4Cj+1Bj+1Fj+1, 4BjCjFj ∪
4DjCjFj to4Dj+1Cj+1Fj+1∪4Bj+1Cj+1Fj+1 and4AjBjEj∪4CjBjEj to4Cj+1Bj+1Ej+1∪
4Aj+1Bj+1Ej+1, respectively.
Aj
Bj
Cj
Dj+1
Cj+1
Bj+1
(a)
Bj
Cj
Dj
Dj+1
Cj+1
Bj+1
(b)
Aj
Bj
Cj
Cj+1
Bj+1
Aj+1
(c)
Figure 4: Three gluing patterns
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Note that this gluing process identifies vertices {Aj,Cj} to one point, denoted by−∞, and
{Bj,Dj} to another point, denoted by ∞, and finally {Ej,Fj} to the other points, denoted
by Pk where k = 1, . . . , s and s is the number of the components of the link L. The regular
neighborhoods of −∞ and ∞ are 3-balls and that of ∪sk=1Pk is cone over the tori of the link
L. Therefore, if we remove the vertices P1, . . . ,Ps from the octahedra, then we obtain a
decomposition of S3\L, denoted by T . On the other hand, if we remove all the vertices of
the octahedra, the result becomes an ideal decomposition of S3\(L ∪ {±∞}). We call the
latter the octahedral decomposition and denote it by T ′.
To obtain an ideal triangulation from T ′, we divide each octahedron AjBjCjDjEjFj in Fig-
ure 3 into five ideal tetrahedra AjBjDjFj, BjCjDjFj, AjBjCjDj, AjBjCjEj and AjCjDjEj.
We call the result the five-term triangulation of S3\(L ∪ {±∞}).
Note that if we assign the shape parameter u ∈ C\{0, 1} to an edge of an ideal hyperbolic
tetrahedron, then the other edges are also parametrized by u, u′ := 1
1−u and u
′′ := 1 − 1
u
as
in Figure 5.








A
A
A
A
A
A
A
A
A



Q
Q
Q
Q
Q
QQ
u
u
u′
u′u′′
u′′
Figure 5: Parametrization of an ideal tetrahedron with a shape parameter u
To determine the shape of the octahedron in Figure 3, we assign shape parameters to
edges of tetrahedra as in Figure 6. Note that wawc
wbwd
in Figure 6(a) and wbwd
wawc
in Figure 6(b) are
the shape parameters of the tetrahedron AjBjCjDj assigned to the edges BjDj and AjCj.
Also note that the assignment of shape parameters here does not depend on the orientations
of the link diagram.
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(b) Negative crossing j
Figure 6: Assignment of shape parameters
To obtain the boundary parabolic representation ρ : pi1(S3\(L ∪ {±∞})) −→ PSL(2,C),
we require two conditions on the ideal triangulation of S3\(L∪{±∞}); the product of shape
parameters on any edge in the triangulation becomes one, and the holonomies induced by
meridian and longitude of the boundary torus act as non-trivial translations on the torus
cusps.
Note that these conditions are all expressed as equations of shape parameters. The former
equations are called (Thurston’s) gluing equations, the latter is called completeness condition,
and the whole set of these equations are called the hyperbolicity equations. Using Yoshida’s
construction in Section 4.5 of [8], an essential solution w(0) of the hyperbolicity equations
11
determines a representation
ρw(0) : pi1(S3\(L ∪ {±∞})) = pi1(S3\L) −→ PSL(2,C).
Proposition 2.1 (Proposition 1.1 of [3]). The set I defined in (3) is the set of the hyperbol-
icity equations of the five-term triangulation, where the shape parameters are assigned as in
Figure 6.
The proof of this proposition is quite complicate and technical, so we refer [3] and [5].
The following lemma was stated and used in [3] without proof because it is almost trivial.
To avoid confusion, we add the proof here.
Lemma 2.2. The holonomy of a meridian induced by an essential solution w(0) = (w
(0)
1 , . . . , w
(0)
n )
of I is always non-trivial.
Proof. At first, note that we assumed any component of the link diagram contains the gluing
pattern in Figure 4(a). (See Footnote 4.) For the local diagram with the meridian loop
m and the variables wa, wb in Figure 7(a), the corresponding cusp diagram of the five-term
triangulation becomes Figure 7(b).
mwa
wb
(a) Local diagram of the link
wb(0)
wa(0)
wb(0)
wa(0)
m
(b) Local cusp diagram
Figure 7: Holonomy of the meridian m
Note that the same shape parameter
w
(0)
b
w
(0)
a
is placed in two different positions in Figure
7(b). The essentialness of the solution w(0) guarantees
w
(0)
b
w
(0)
a
6= 0, 1,∞, so the holonomy cannot
be trivial.
From Proposition 2.1 and Lemma 2.2, a solution w(0) = (w
(0)
1 , . . . , w
(0)
n ) of I induces a
boundary-parabolic representation ρw(0) . We will make a special solution w
(0) from the given
representation ρ in the next section, which satisfies ρw(0) = ρ up to conjugation.
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3 Construction of the solution
3.1 Reviews on shadow-coloring
This section is a summary of definitions and properties we need. For complete descriptions,
see Section 2 of [1]. (All definitions and Lemma 3.1 originally came from [6].)
Let P be the set of parabolic elements of PSL(2,C) = Isom+(H3). We identify C2\{0}/±
with P by (
α β
)←→ ( 1 + αβ β2−α2 1− αβ
)
, (12)
and define operation ∗ by
(
α β
) ∗ ( γ δ ) := ( α β )( 1 + γδ δ2−γ2 1− γδ
)
∈ P ,
where this operation is actually induced by the conjugation as follows:(
α β
) ∗ ( γ δ ) ∈ P ←→ ( γ δ ) ( α β ) ( γ δ )−1 ∈ PSL(2,C).
The inverse operation ∗−1 is expressed by
(
α β
) ∗−1 ( γ δ ) = ( α β )( 1− γδ −γ2
δ2 1 + γδ
)
∈ P ,
and (P , ∗) becomes a conjugation quandle. Here, quandle implies, for any a, b, c ∈ P , the
map ∗b : a 7→ a ∗ b is bijective and
a ∗ a = a, (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c)
hold. Conjugation quandle implies the operation ∗ is defined by the conjugation.
We define the Hopf map h : P → CP1 = C ∪ {∞} by(
α β
) 7→ α
β
.
Note that the image is the fixed point of the Mo¨bius transformation f(z) = (1+αβ)z−α
2
β2z+(1−αβ) .
For an oriented link diagram D of L and a given boundary-parabolic representation ρ,
we assign arc-colors a1, . . . , ar ∈ P to arcs of D so that each ak is the image of the meridian
around the arc under the representation ρ. Note that, in Figure 8, we have
am = al ∗ ak. (13)
We also assign region-colors s1, . . . , sn ∈ P to regions of D satisfying the rule in Figure
9. Note that, if an arc-coloring is given, then a choice of one region-color determines all the
other region-colors.
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Figure 8: Arc-coloring
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s ∗ ak
ak
Figure 9: Region-coloring
Lemma 3.1 (Lemma 2.4 of [1]). Consider the arc-coloring induced by the boundary-parabolic
representation ρ : pi1(L)→ PSL(2,C). Then, for any triple (ak, s, s∗ak) of an arc-color ak and
its surrounding region-colors s, s ∗ ak as in Figure 9, there exists a region-coloring satisfying
h(ak) 6= h(s) 6= h(s ∗ ak) 6= h(ak).
Proof. For the given arc-colors a1, . . . , ar, we choose region-colors s1, . . . , sn so that
{h(a1), . . . , h(ar)} ∩ {h(s1), . . . , h(sn)} = ∅. (14)
This is always possible because, each h(sk) is written as h(sk) = Mk(h(s1)) by a Mo¨bius
transformation Mk, which only depends on the arc-colors a1, . . . , ar. If we choose h(s1) ∈ CP1
away from the finite set ⋃
1≤k≤n
{
M−1k (h(a1)), . . . ,M
−1
k (h(ar))
}
,
we have h(sk) /∈ {h(a1), . . . , h(ar)} for all k.
Now consider Figure 9 and assume h(s ∗ ak) = h(s). Then we obtain
h(s ∗ ak) = âk(h(s)) = h(s), (15)
where âk : CP1 → CP1 is the Mo¨bius transformation
âk(z) =
(1 + αkβk)z − α2k
β2kz + (1− αkβk)
(16)
of ak =
(
αk βk
)
. Then (15) implies h(s) is the fixed point of âk, which means h(ak) = h(s)
and this contradicts (14).
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We remark that Lemma 3.1 holds for any choice of h(s1) ∈ CP1 with only finitely many
exceptions. Therefore, if we want to find a region-coloring explicitly, we first choose h(s1) /∈
{h(a1), . . . , h(ar)} and then decide h(s2), . . . , h(sn) using
h(s1 ∗ a) = â(h(s1)), h(s1 ∗−1 a) = â−1(h(s1)). (17)
If this choice does not satisfy Lemma 3.1, then we change h(s1) and do the same process
again. This process is very easy and it ends in finite steps. If proper h(s1) is chosen, then
we can easily extend the value h(s1) to a region-color s1 and find the proper region-coloring
{s1, . . . , sn}. This observation implies the following corollary.
Corollary 3.2. Consider a sequence of diagrams D1, . . . , Dm, where each Dk+1 (k = 1, . . . ,m−
1) is obtained from Dk by applying one of the Reidemeister moves in Figure 2 once. Also
assume arc-colorings of D1, . . . , Dm are given by certain boundary-parabolic representation
ρ : pi1(L) → PSL(2,C). (Note that a region-coloring of D1 determines the region-colorings
of D2, . . . , Dm uniquely.) Then there exists a region-coloring of D1 satisfying Lemma 3.1 for
all region-colorings of D1, . . . , Dm.
Proof. Let s1 be the region-color of the unbounded region of D1, . . . , Dm. For each Dk, the
number of values of h(s1) ∈ CP1 that does not satisfy Lemma 3.1 is finite. Therefore, we can
choose h(s1) so that Lemma 3.1 holds for all D1, . . . , Dm. By extending h(s1) to a region-color
s1, we can determine the region-colorings of D1, . . . , Dm satisfying Lemma 3.1 uniquely.
The arc-coloring induced by ρ together with the region-coloring satisfying Lemma 3.1 is
called the shadow-coloring induced by ρ. We choose an element p ∈ P so that
h(p) /∈ {h(a1), . . . , h(ar), h(s1), . . . , h(sn)}. (18)
The geometric shape of the five-term triangulation in Section 2 will be determined by the
shadow-coloring induced by ρ and p in the next section.
From now on, we fix the representatives of shadow-colors in C2\{0}. As mentioned
in [1], the representatives of some arc-colors may satisfy (13) up to sign, in other words,
am = ±(al ∗ ak). However, the representatives of the region-colors are uniquely determined
due to the fact s ∗ (±a) = s ∗ a for any region-color s and any arc-color a.
For a =
(
α1 α2
)
and b =
(
β1 β2
)
in C2\{0}, we define determinant det(a, b) by
det(a, b) := det
(
α1 α2
β1 β2
)
= α1β2 − α2β1.
Then the determinant satisfies det(a∗c, b∗c) = det(a, b) for any a, b, c ∈ C2\{0}. Furthermore,
for v0, . . . , v3 ∈ C2\{0}, the cross-ratio can be expressed using the determinant by
[h(v0), h(v1), h(v2), h(v3)] =
det(v0, v3) det(v1, v2)
det(v0, v2) det(v1, v3)
.
(For the proofs, see Section 2 of [1].)
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3.2 Geometric shape of the five-term triangulation
Note that the five-term triangulation was already defined in Section 2. Consider the crossings
in Figure 10 with the shadow-colorings induced by ρ, and let wa, . . . , wd be the variables
assigned to regions of D.
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(a) Positive crossing
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(b) Negative crossing
Figure 10: Crossings with shadow-colorings and the region variables
We place tetrahedra at each crossings of D and assign coordinates of them as in Figure 11
so as to make them hyperbolic ideal tetrahedra in the upper-space model of the hyperbolic
3-space H3.
Proposition 3.3 (Proposition 2.3 of [2]). All the tetrahedra in Figure 11 are non-degenerate.
According to Section 2 of [7] and the proof of Theorem 5 of [6], the five-term triangulation
defined by Figure 11 induces the given representation7 ρ : pi1(L)→ PSL(2,C) and the shape
parameters of this triangulation satisfy the gluing equations of all edges. (The face-pairing
maps are the isomorphisms induced by the Mo¨bius transformations of a1, . . . , ar ∈ PSL(2,C).
Note that this construction is based on the construction method developed at [11] and [14].)
Furthermore, the representation ρ is boundary-parabolic, which implies the shape-parameters
satisfy the hyperbolicity equations of the five-term triangulation.
3.3 Formula of the solution w(0)
Consider the crossings in Figure 10 and the tetrahedra in Figure 11. For the positive crossing,
we assign shape parameters to the edges as follows:
• wd
wa
to (h(ak), h(s ∗ ak)) of (h(p ∗ ak), h(p), h(ak), h(s ∗ ak)),
7The triangulation of [7] is different from ours. However, the fundamental domain obtained by the five-
term triangulation coincides with that of [7], so it induces the same representation. (Our triangulation is
obtained by choosing different subdivision of the same fundamental domain. See Section 2.2 of [2] for details.)
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(a) Positive crossing (b) Negative crossing
Figure 11: Five-term triangulation at the crossing in Figure 10
• wb
wc
to (h(ak), h((s ∗ al) ∗ ak)) of −(h(p ∗ ak), h(p), h(ak), h((s ∗ al) ∗ ak)),
• wb
wa
to (h(p), h(al ∗ ak)) of (h(p), h(al ∗ ak), h(s ∗ ak), h((s ∗ al) ∗ ak)) and
• wd
wc
to (h(p), h(al)) of −(h(p), h(al), h(s), h(s ∗ al)), respectively.
On the other hand, for the negative crossing, we assign shape parameters to the edges as
follows:
• wa
wb
to (h(ak), h((s ∗ al) ∗ ak)) of −(h(p), h(p ∗ ak), h(ak), h((s ∗ al) ∗ ak)),
• wc
wd
to (h(ak), h(s ∗ ak)) of (h(p), h(p ∗ ak), h(ak), h(s ∗ ak)),
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• wc
wb
to (h(p), h(al ∗ ak)) of (h(p), h(al ∗ ak), h((s ∗ al) ∗ ak), h(s ∗ ak)) and
• wa
wd
to (h(p), h(al)) of −(h(p), h(al), h(s ∗ al), h(s)), respectively.
Note that these assignments coincide with the one defined in Figure 6.
Proposition 3.4 (Theorem 1.1 of [2]). For a region of D with region-color sk and region-
variable wk, we define
w
(0)
k := det(p, sk). (19)
Then, w
(0)
k 6= 0 and w(0) = (w(0)1 , . . . , w(0)n ) is an essential solution of the hyperbolicity equa-
tions in I of (3). Furthermore, the solution satisfies ρw(0) = ρ up to conjugation and
W0(w
(0)) ≡ i(vol(ρ) + i cs(ρ)) (mod pi2). (20)
Proof. The first property w
(0)
k 6= 0 is trivial from the definition of p in (18). From the
discussion below Proposition 3.3, the shape parameters of the five-term triangulation defined
by Figure 11 satisfy the hyperbolicity equations and the fundamental domain induces the
boundary-parabolic representation ρ.
On the other hand, direct calculation shows the values w
(0)
k defined in (19) determines the
same shape parameter of the five-term triangulation defined by Figure 11. Specifically, for the
first two cases of the positive crossing, the shape parameters assigned to edges (h(ak), h(s∗ak))
and (h(ak), h((s ∗ al) ∗ ak)) are the cross-ratios
[h(p ∗ ak), h(p), h(ak), h(s ∗ ak)] = det(p ∗ ak, s ∗ ak) det(p, ak)
det(p ∗ ak, ak) det(p, s ∗ ak)
=
det(p, s) det(p, ak)
det(p, ak) det(p, s ∗ ak) =
w
(0)
d
w
(0)
a
,
[h(p ∗ ak), h(p), h(ak), h((s ∗ al) ∗ ak)]−1 = det(p ∗ ak, ak) det(p, (s ∗ al) ∗ ak)
det(p ∗ ak, (s ∗ al) ∗ ak) det(p, ak)
=
det(p, ak) det(p, (s ∗ al) ∗ ak)
det(p, s ∗ al) det(p, ak) =
w
(0)
b
w
(0)
c
,
respectively, and all the other cases can be verified by the same way. From Proposition 2.1,
we conclude that w(0) = (w
(0)
1 , . . . , w
(0)
n ) is an essential solution of I.
Finally, the identity (20) was already proved in Theorem 1.2 of [3].
In Appendix A, we will show that any essential solution of I can be constructed by certain
shadow-coloring.
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4 Reidemeister transformations on the solution
In this section, we show how the solution w(0) of I defined in Proposition 3.4 changes under
the Reidemeister moves. We assume all the region-colorings in this and later sections satisfy
Corollary 3.2 so that the original and the transformed solutions are both essential.
At first, we introduce very simple, but useful lemma. Recall that, according to Proposition
2.1, the set I defined in (3) is the set of the hyperbolicity equations. The following lemma
shows the hyperbolicity equations do not change under the change of the orientation.
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(b) Negative crossing
Figure 12: Change of orientation
Lemma 4.1. For the potential function W j(wa, wb, wc, wd) and W
j′(wa, wb, wc, wd) of Figure
12(a) and (b), respectively, we have
exp(wk
∂W j
∂wk
) = exp(wk
∂W j
′
∂wk
),
for k = a, b, c, d.
Proof. It is easily verified by direct calculation. For example,
exp(wa
∂W j
∂wa
) =
(wb − wa)(wd − wa)
wbwd − wcwa = exp(wa
∂W j
′
∂wa
).
4.1 Reidemeister 1st move
Consider the Reidemeister 1st moves in Figure 13. Let α ∈ P be the arc-color, s, s ∗ α, (s ∗
α) ∗ α ∈ P be the region-colors and wa, wb, wc be the variables of the potential function.
Then, by (19),
w(0)a = det(p, s), w
(0)
b = det(p, s ∗ α), w(0)c = det(p, (s ∗ α) ∗ α). (21)
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wa wb wa wb
wc
wa wb
wc
R1
α
α
α α
α α
α
α α
α α
α α
(R1)-1
R1’
(R1’)-1
Figure 13: First Reidemeister moves
Lemma 4.2. The values w
(0)
a , w
(0)
b , w
(0)
c defined in (21) satisfy
w(0)c = 2w
(0)
b − w(0)a .
Proof. Using the identification (12), let
α =
(
α1 α2
)←→ A = ( 1 + α1α2 α22−α21 1− α1α2
)
.
Then s ∗ α = sA ∈ P and (s ∗ α) ∗ α = sA2 ∈ P holds by the definition of the operation ∗.
Furthermore, by the Cayley-Hamilton theorem, the matrix A satisfies
A2 − 2A+ I = 0,
where I is the 2× 2 identity matrix. Using these, we obtain
w(0)c = det(p, (s ∗ α) ∗ α) = det(p, sA2) = 2 det(p, sA)− det(p, sI) = 2w(0)b − w(0)a .
4.2 Reidemeister 2nd moves
Consider the Reidemeister 2nd moves in Figure 14. Let α, β, α ∗ β ∈ P be the arc-colors,
s, s ∗ α, s ∗ β, (s ∗ α) ∗ β ∈ P be the region-colors and wa, . . . , we be the variables of the
potential function. Then, by (19),
w(0)a = det(p, s ∗ β), w(0)b = w(0)d = det(p, (s ∗ α) ∗ β), w(0)c = det(p, s ∗ α), w(0)e = det(p, s)
for the case of R2 move in Figure 14(a), and
w(0)a = det(p, s ∗ α), w(0)b = w(0)d = det(p, s), w(0)c = det(p, s ∗ β), w(0)e = det(p, (s ∗ α) ∗ β)
for the case of R2′ move in Figure 14(b).
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(a) R2 move
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wa wb wc wa wc
wd
wb
we
α
α
α
β
β
α β
α
α β
β
βα
β α β
(R2’)-1
(b) R2′ move
Figure 14: Second Reidemeister moves
Lemma 4.3. Let T (W )(..., wa, wb, wc, wd, we, ...) be the potential function (5) (or (7)) of the
diagram in Figure 14(a) (or (b)) after applying R2 (or R2′) move. Then w(0)d = w
(0)
b and
w
(0)
e is uniquely determined from the values of the parameters around the region of wb by the
equation
exp(wb
∂T (W )
∂wb
) = 1.
Proof. At first,
exp(we
∂T (W )
∂we
) =
wawc − wbwe
wawc − wdwe = 1
induces w
(0)
d = w
(0)
b .
Consider the case of Figure 14(a). The variable we of the potential function T (W ) appears
only inside the function VR2(wa, wb, wc, wd, we) defined in Section 1.2, and direct calculation
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shows
exp(wb
∂VR2
∂wb
) =
wawc − wbwe
(wc − wb)(wa − wb) .
Therefore, the equation exp(wb
∂T (W )
∂wb
) = 1 is linear with respect to we and it determines w
(0)
e
uniquely.
The case of Figure 14(b) is trivial from Lemma 4.1 and the above.
Remark that the equation exp(wd
∂T (W )
∂wd
) = 1 also determines the same value w
(0)
e .
4.3 Reidemeister 3rd move
Consider the Reidemeister 3rd move in Figure 15. Let α, β, γ, β ∗ γ, (α ∗ β) ∗ γ = (α ∗
γ) ∗ (β ∗ γ) ∈ P be the arc-colors, s, s ∗ α, s ∗ β, s ∗ γ, (s ∗ α) ∗ β, (s ∗ α) ∗ γ, (s ∗ β) ∗ γ,
((s ∗ α) ∗ β) ∗ γ ∈ P be the region-colors and wa, . . . , wg, wh be the variables of the potential
function. Then, by (19),
w(0)a = det(p, s), w
(0)
b = det(p, s ∗ γ), w(0)c = det(p, (s ∗ β) ∗ γ), (22)
w
(0)
d = det(p, ((s ∗ α) ∗ β) ∗ γ), w(0)e = det(p, (s ∗ α) ∗ β),
w
(0)
f = det(p, s ∗ α), w(0)g = det(p, s ∗ β), w(0)h = det(p, (s ∗ α) ∗ γ).
wa
wf
we
wd
wb
wc
wg
wa wf wd
wb
wh
we
wc
γα β
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α β
α
α β
α β γ
β
γα β
γ
β γ
R3
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γα β
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γα β
γ
γ β γ β γγα
γα
α γ
Figure 15: Third Reidemeister move
Lemma 4.4. The values w
(0)
a , . . . , w
(0)
h defined in (22) satisfy
w
(0)
d w
(0)
g − w(0)c w(0)e = w(0)a w(0)h − w(0)b w(0)f .
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Proof. Using the identification (12), let
α↔ A, β ↔ B, γ ↔ C,
and
A =
(
1 + a1a2 a
2
2
−a21 1− a1a2
)
, B =
(
1 + b1b2 b
2
2
−b21 1− b1b2
)
, C =
(
1 + c1c2 c
2
2
−c21 1− c1c2
)
.
Also, put
p =
(
p1 p2
)
and s =
(
s1 s2
)
.
Then direct calculation shows the following identity:
det(p, sABC) det(p, sB)− det(p, sBC) det(p, sAB)
= −(c2p1 − c1p2)2(a2s1 − a1s2)2
= det(p, s) det(p, sAC)− det(p, sC) det(p, sA).
(Although this identity looks very elementary, the authors cannot find any other proof except
the direct calculation.) Applying (22) to this identity proves the lemma.
5 Orientation change and the mirror image
The proofs of the relations of solutions in Lemma 4.2-4.4 needed orientation of the link
diagram. However, we can show that the same relations still hold for any choice of orientations
and for the mirror images. (Exact statements will appear below.) These results are very useful
when we consider the actual examples because they reduce the number of the Reidemeister
moves.
Lemma 5.1 (Uniqueness of the solution). Let w = (w
(0)
1 , . . . , w
(0)
n ) be the solution of the
hyperbolicity equations obtained by the shadow-coloring induced by ρ. (See Proposition 3.4 for
the construction.) After applying one of the Reidemeister moves R1, R1′, R3 and (R3)−1 to
the link diagram once, assume the new variable wn+1 appeared. Then the value w
(0)
n+1 satisfying
(w
(0)
1 , . . . , w
(0)
n+1) to be a solution of the hyperbolicity equations is uniquely determined by the
values w
(0)
1 , . . . , w
(0)
n . Likewise, if new variables wn+1 and wn+2 appeared after applying R2
or R2 ′ move once, then the values w(0)n+1 and w
(0)
n+2 satisfying the hyperbolicity equations are
uniquely determined by the values w
(0)
1 , . . . , w
(0)
n .
Proof. Note that the main idea was already appeared in the proof of Lemma 4.3.
Let T (W ) be the potential function of the link diagram obtained after applying the
Reidemeister move once. Now consider Figure 2. In Figure 2(a), the value w
(0)
c is uniquely
determined by the equation exp(wa
∂T (W )
∂wa
) = 1. In Figure 2(b), the equation exp(we
∂T (W )
∂we
) =
1 uniquely determines the value w
(0)
d = w
(0)
b and w
(0)
e is uniquely determined by the equation
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exp(wb
∂T (W )
∂wb
) = 1. In Figure 2(c), the values w
(0)
g and w
(0)
h are uniquely determined by the
equations exp(wd
∂T (W )
∂wd
) = 1 and exp(wa
∂T (W )
∂wa
) = 1, respectively.
Now we introduce the local orientation change and show how the arc-color changes. From
(12), we obtain
±i ( α β )←→ ( 1− αβ −β2
α2 1 + αβ
)
=
(
1 + αβ β2
−α2 1− αβ
)−1
and s ∗−1 (±iak) = s ∗ ak. Therefore we define the local orientation change as in Figure 16.
Note that the arc-color of the reversed orientated arc changes to ±iak, but the region-colors
are still well-defined. Therefore, the invariance of the region-colors shows the invariance of
the solution under the local orientation change.
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Figure 16: Local orientation change
Proposition 5.2. Consider the un-oriented Reidemeister moves in Figure 17 and a link
diagram D containing one of Figure 17. Let (. . . , w
(0)
a , w
(0)
b , . . .) be the solution of the hyper-
bolicity equations obtained by the shadow-coloring induced by ρ. Then, for Figure 17(a), the
values of the variables satisfy
w(0)c = 2w
(0)
b − w(0)a , (23)
and, for Figure 17(c), the values satisfy
w
(0)
d w
(0)
g − w(0)c w(0)e = w(0)a w(0)h − w(0)b w(0)f . (24)
Proof. By applying the local orientation change whenever it is necessary, we can assign the
local orientation of Figure 2 to the un-oriented diagrams in Figure 17. Then, from the
oriented Reidemeister transformations, we obtain the relations (23) and (24). The solution
of the hyperbolicity equations is invariant under the local orientation change, so the relations
are independent with the choice of the orientations.
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wc r1
(a) First moves
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(b) Second moves
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wf wd
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wh
we
wc
(c) Third move
Figure 17: Un-oriented Reidemeister moves
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As a result of Proposition 5.2, we define the un-oriented Reidemeister 1st and 3rd trans-
formations of solutions by the same formulas of the oriented version in Definition 1.3. On the
other hand, the formula of the oriented Reidemeister 2nd move in Definition 1.3 needed an
explicit potential function, which depends on the orientation. However, we can formulate the
Reidemeister 2nd move without orientations using the following lemma. At first, we define
the weight of the corner as in Figure 18.
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xja
j
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Figure 18: Weight xja assigned to the corner of the crossing j
Lemma 5.3. For an oriented link diagram D, let W be the potential function of D and
choose a region R assigned with variable wk. Then,
exp(wk
∂W
∂wk
) =
∏
j
xjk,
where j is over all the crossings adjacent to the region R.
Proof. The proof can be easily obtained by direct calculations. In the case of Figure 1(a),
exp(wa
∂W j
∂wa
) =
(wb − wa)(wc − wa)
wbwd − wcwa = x
j
a, exp(wb
∂W j
∂wb
) =
wawc − wdwb
(wa − wb)(wc − wb) = x
j
b,
exp(wc
∂W j
∂wc
) =
(wb − wc)(wd − wc)
wbwd − wawc = x
j
c, exp(wd
∂W j
∂wd
) =
wawc − wbwd
(wa − wd)(wc − wd) = x
j
d,
and the case of Figure 1(b) can be obtained from Lemma 4.1. The main equation is obtained
by
exp(wk
∂W
∂wk
) = exp(wk
∂(
∑
jW
j)
∂wk
) =
∏
j
exp(wk
∂W j
∂wk
) =
∏
j
xjk,
where j is over all the crossings adjacent to the region R. (Note that if j is not adjacent to
the region R, then wk
∂W j
∂wk
= 0.)
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wd
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Figure 19: Mirror image of Figure 17(c)
The weight does not depends on the orientation, so we can describe the equation exp(wb
∂W
∂wb
) =
1 in the right-hand side of Figure 17(b) without orientation. This equation determines the
value w
(0)
e uniquely and it defines the un-oriented Reidemeister 2nd move of the solution.
Now consider a link diagram D and its mirror image8 D. When the variables wa, wb, . . .
are assigned to D, we always assume the same variables are assigned to the same mirrored
regions. Let W (wa, wb, . . .) be the potential function of D. Then, from the definition of the
potential functions in Figure 1, the potential function of D becomes −W (wa, wb, . . .). (Note
that we are using here the invariance of the potential functions in Figure 1 under wb ↔ wd.)
This suggests that the hyperbolicity equations in I are invariant under the mirroring.
Lemma 5.4. Consider the diagrams in Figure 19 and let (. . . , w
(0)
a , . . . , w
(0)
f , w
(0)
g , . . .) and
(. . . , w
(0)
a , . . . , w
(0)
f , w
(0)
h , . . .) be the solutions of the hyperbolicity equations obtained by the
shadow-coloring induced by ρ. The the values satisfy the equation (24).
Proof. For Figure 17(c), the relation (24) holds. The hyperbolicity equations are invariant
under the mirroring, so a solution on the diagram D is also a solution on D. Therefore, a
pair of solutions related by the relation (24) on Figure 17(c) is also a pair of solution on
Figure 19 related by the same relation. From the uniqueness of the solution in Lemma 5.1,
this is the only relation induced by a shadow-coloring.
Proposition 5.5. Consider a diagram D′ is obtained from D by applying one un-oriented
Reidemeister move, assume variables w1, . . . , wn are assigned to regions of D and wn+1 is
assigned to a newly appeared region of D′. Then Lemma 5.1 showed that the value w(0)n+1
is uniquely determined from w
(0)
1 , . . . , w
(0)
n by a certain equation. If we consider the mirror
image D
′
obtained from D, then the value w
(0)
n+1 of the mirror image is uniquely determined
by the same equation.
8The mirror image is defined as follows: assume the link is in the (x, y, z)-space and the diagram D is
obtained by the projection along z-axis to the (x, y)-plane. Then D is the mirror image of D by the reflection
on the (y, z)-plane. For an example, see Figure 17(c) and Figure 19.
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Proof. The mirror images of the un-oriented Reidemeister 1st and 2nd moves are just pi-
rotations of the original moves, so the same equation holds for each cases. The mirror image
of the un-oriented Reidemeister 3rd move was already proved in Lemma 5.4.
Example 5.6. Consider Figure 19 and let (. . . , w
(0)
a , . . . , w
(0)
f , w
(0)
g , . . .) and (. . . , w
(0)
a , . . . , w
(0)
f , w
(0)
h , . . .)
be the solutions of the hyperbolicity equations of each diagrams obtained by the shadow-
colorings induced by ρ. The the variables satisfy
w
(0)
d w
(0)
g − w(0)c w(0)e = w(0)a w(0)h − w(0)b w(0)f ,
which is the same equation with (24).
6 Examples
Example 6.1. Consider the twisting move in Figure 20 and let (. . . , w
(0)
a , w
(0)
b , w
(0)
c , w
(0)
d , w
(0)
e , . . .)
and (. . . , w
(0)
a , w
(0)
c , w
(0)
d , w
(0)
e , w
(0)
f , w
(0)
g , . . .) be the solutions of the hyperbolicity equations of
each diagrams obtained by the shadow-colorings induced by ρ.
wa
wb
wgwd
wc
we wf
wdwc
we
wa
Figure 20: Twisting move
If we apply the twisting move from the left to the right, then w
(0)
f and w
(0)
g are uniquely
determined by
w
(0)
f = 2w
(0)
a − w(0)b and w(0)d w(0)g − w(0)c w(0)e = w(0)f w(0)b − (w(0)a )2,
and if we apply it from the right to the left, then w
(0)
b is uniquely determined by
w
(0)
b = 2w
(0)
a − w(0)f .
Proof. By adding a kink from the left-hand side of Figure 20, we obtain Figure 21 and the
equation
w
(0)
f = 2w
(0)
a − w(0)b .
Applying Example 5.6 to Figure 21, we obtain another equation
w
(0)
d w
(0)
g − w(0)c w(0)e = w(0)f w(0)b − (w(0)a )2.
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wf
wb
wd
we
wc
wa
Figure 21: Adding a kink
Now we will show the changes of the solution from one figure-eight knot diagram to its
mirror image. At first, consider Figure 22.
s1 s2
s3
s4
s5
s6
w1
w2
w3
w4
w5
w6
Figure 22: Figure-eight knot 41 with parameters
Let ρ : pi1(41) → PSL(2,C) be the boundary-parabolic representation defined by the
arc-colors
a1 =
(
0 t
)
, a2 =
(
1 0
)
, a3 =
( −t 1 + t ) , a4 = ( −t t ) ,
where t is a solution of t2 + t+ 1 = 0, and let one region-color s1 =
(
1 1
)
. Then the other
region-colors become
s2 =
(
0 1
)
, s3 =
( −t− 1 t+ 2 ) , s4 = ( −2t− 1 2t+ 3 ) ,
s5 =
( −2t− 1 t+ 4 ) , s6 = ( 1 t+ 2 ) .
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The potential function W (w1, . . . , w6) of Figure 22 is
W =
{
Li2(
w1
w2
) + Li2(
w1
w4
)− Li2(w1w3
w2w4
)− Li2(w2
w3
)− Li2(w4
w3
) +
pi2
6
− log w2
w3
log
w4
w3
}
+
{
Li2(
w3
w2
) + Li2(
w3
w6
)− Li2(w1w3
w2w6
)− Li2(w2
w1
)− Li2(w6
w1
) +
pi2
6
− log w2
w1
log
w6
w1
}
+
{
−Li2(w4
w3
)− Li2(w4
w5
) + Li2(
w4w6
w3w5
) + Li2(
w3
w6
) + Li2(
w5
w6
)− pi
2
6
+ log
w3
w6
log
w5
w6
}
+
{
−Li2(w6
w1
)− Li2(w6
w5
) + Li2(
w4w6
w1w5
) + Li2(
w1
w4
) + Li2(
w5
w4
)− pi
2
6
+ log
w1
w4
log
w5
w4
}
.
By putting p =
(
2 1
)
, we obtain
w
(0)
1 = det(p, s1) = 1, w
(0)
2 = det(p, s2) = 2, w
(0)
3 = det(p, s3) = 3t+ 5, (25)
w
(0)
4 = det(p, s4) = 6t+ 7, w
(0)
5 = det(p, s5) = 4t+ 9, w
(0)
6 = det(p, s6) = 2t+ 3,
and (w
(0)
1 , . . . , w
(0)
6 ) becomes a solution of I = {exp(wk ∂W∂wk ) = 1 | k = 1, . . . , 6}. Furthermore,
we obtain
W0(w
(0)
1 , . . . , w
(0)
6 ) ≡ i(vol(ρ) + i cs(ρ)) (mod pi2),
and numerical calculation verifies it by
W0(w
(0)
1 , . . . , w
(0)
6 ) =
{
i(2.0299...+ 0 i) = i(vol(41) + i cs(41)) if t =
−1−√3 i
2
,
i(−2.0299...+ 0 i) = i(−vol(41) + i cs(41)) if t = −1+
√
3 i
2
.
Note that the above example was already appeared in Section 3.1. of [2]. From Theorem
1.4, we can easily specify the discrete faithful representation by Figure 22 together with
the solution (25). (The explicit construction of the representation can be done by applying
Yoshida’s construction of [8] to the five-term triangulation defined in Figure 6.)
Now we will apply (un-oriented) Reidemeister moves to the solution in (25). Consider
the changes of the figure-eight knot diagrams in Figure 23.
Note that Figure 23(c) is obtained by the Reidemeister 3rd move, Figures 23(d)-(e) are
obtained by the twist move defined in Figure 20 and Figure 23(g) is obtained by the rotation.
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w1
w2
w3
w4
w5
w6
(a)
w1
w2
w3
w4
w5
w6
w7
w8
(b)
w1
w2 w3
w9
w5
w6
w7
w8
(c)
w1
w2
w10
w9
w5
w6
w7
w8
w11
(d)
w1
w2
w10
w9
w12
w6w7
w11
(e)
w1
w2
w10
w9
w7
w11
(f)
w1
w7
w9
w11
w10
w2
(g)
Figure 23: Changing the figure-eight knot diagram to its mirror image
Then the values of the variables are determined by
w
(0)
7 =
w
(0)
1 w
(0)
5 (w
(0)
3 − w(0)4 )2 − (w(0)1 w(0)3 − w(0)2 w(0)4 )(w(0)3 w(0)5 − w(0)4 w(0)6 )
w
(0)
4 (w
(0)
3 − w(0)4 )2
=
6t2 + 37t+ 36
(3t+ 2)2
= −5t− 3,
w
(0)
8 = w
(0)
4 = 6t+ 7,
w
(0)
9 =
w
(0)
4 w
(0)
7 − w(0)1 w(0)5 + w(0)2 w(0)6
w
(0)
3
=
−30t2 − 53t− 24
3t+ 5
= −7t− 3,
w
(0)
10 = 2w
(0)
2 − w(0)3 = −3t− 1,
w
(0)
11 =
w
(0)
3 w
(0)
10 − (w(0)2 )2 + w(0)1 w(0)9
w
(0)
6
=
−9t2 − 25t− 12
2t+ 3
= −6t− 5,
w
(0)
12 = 2w
(0)
1 − w(0)8 = −6t− 5 = w(0)11 .31
(Here, w
(0)
7 is calculated by the partial derivative of the potential function with respect to
w4.)
The potential function of Figure 23(g) becomes −W (w1, w7, w9, w2, w10, w11) and the fol-
lowing numerical calculation
−W0(w(0)1 , w(0)7 , w(0)9 , w(0)2 , w(0)10 , w(0)11 ) =
{
i(2.0299...+ 0 i) if t = −1−
√
3 i
2
i(−2.0299...+ 0 i) if t = −1+
√
3 i
2
= W0(w
(0)
1 , w
(0)
2 , w
(0)
3 , w
(0)
4 , w
(0)
5 , w
(0)
6 )
confirms Theorem 1.4.
A Shadow-coloring induced by a solution
In [2] and this article, we always start from a given boundary-parabolic representation
ρ : pi1(L)→ PSL(2,C) and construct a solution (w(0)1 , . . . , w(0)n ) of the hyperbolicity equations
I using (19). In other words, for any representation ρ, we can always construct a solution
that induces ρ. Therefore natural question arises that whether any essential solution of I can
be constructed by the formula (19) of certain shadow-coloring. This question is important
because, if it is true, then any essential solution of I is governed by the Reidemeister trans-
formations. Furthermore, we can characterize the solutions of I by the choices of certain
shadow-coloring.
Theorem A.1. For any essential solution w(0) = (w
(0)
1 , . . . , w
(0)
n ) of I, there exist an arc-
coloring {a1, . . . , ar}, a region coloring {s1, . . . , sn} and an element p ∈ C2\{0} satisfying
w
(0)
k = det(p, sk),
for k = 1, . . . , n.
Proof. From the discussion above of Proposition 2.1, the solution w(0) induces the boundary-
parabolic representation ρ. After fixing an oriented diagram D of the link L, the repre-
sentation ρ induces unique arc-coloring {a1, . . . , ar} up to conjugation. By using proper
conjugation, we may assume
∞ /∈ {h(a1), . . . , h(ar)}.
Then we define p =
(
1 0
)
.
The main idea of this proof is to show the following region-coloring
sk = w
(0)
k
(
h(sk) 1
)
for k = 1, . . . , n, is what we want. To prove rigorously, assume the regions with s1 and s2
are adjacent, as in Figure 24.
Define s1 by
s1 = w
(0)
1
( (
αlβl − 1 + w
(0)
2
w
(0)
1
)
/β2l 1
)
.
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 
 
 
 
 	
s1
s2
al =
(
αl βl
)
Figure 24: Defining the region-color s1
Then h(s1) =
(
αlβl − 1 + w
(0)
2
w
(0)
1
)
/β2l . We can decide h(s2), . . . , h(sn) from h(s1) using the
arc-coloring {a1, . . . , ar} together with (17), and we denote the region-colorings by
sk = xk
(
h(sk) 1
)
(26)
for k = 1, . . . , n. (Therefore, x1 = w
(0)
1 and x2, . . . , xn are uniquely determined.) Then, from
the second row of the following matrices
s2 = x2
(
h(s2) 1
)
= s1 ∗ αl = x1
(
h(s1) 1
)( 1 + αlβl β2l
−α2l 1− αlβl
)
,
we obtain
x2 = x1(β
2
l h(s1) + 1− αlβl) = x1
w
(0)
2
w
(0)
1
= w
(0)
2 .
Now let the developing map induced by the solution w(0) be D1, and the one induced by
the shadow-coloring {a1, . . . , ar, s1, . . . , sn, p} together with (26) be D2. (The definition of the
developing map we are using here is Definition 4.10 from Section 4 of [14].) Note that D1 can
be constructed by gluing tetrahedra with the shape parameters determined by w(0), and D2
is constructed explicitly at Figure 11. (The developing map D2 satisfies the condition (4.2)
in Proof of THEOREM 4.11 of [14].) To make D1 = D2, consider the five-term triangulation
defined in Section 2 and see Figure 25.
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(a) Positive crossing j
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(b) Negative crossing j
Figure 25: Figure 24 together with the crossing j
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We also consider the octahedron AjBjCjDjEjFj at the crossing j as in Figure 6. (Note
that Figure 25 is the left-hand side of Figure 6.) The property x1 = w
(0)
1 and x2 = w
(0)
2
imply that, in case of Figures 6(a) and 25(a), the shape parameter of ∆DjBjFjAj assigned
to FjAj is
w
(0)
1
w
(0)
2
and the shape parameter of ∆DjEjAjCj assigned to DjEj is
w
(0)
2
w
(0)
1
. These shape
parameters coincide with the shape parameters determined by the solution w(0). Hence, for
the lifts A˜j, B˜j, ..., F˜j of the vertices, we can put
D1(D˜j) = D2(D˜j), D1(B˜j) = D2(B˜j), D1(F˜j) = D2(F˜j), D1(A˜j) = D2(A˜j) (27)
in the case of Figures 6(a) and 25(a), and put
D1(D˜j) = D2(D˜j), D1(E˜j) = D2(E˜j), D1(A˜j) = D2(A˜j), D1(C˜j) = D2(C˜j) (28)
in the case of Figures 6(b) and 25(b).
Note that the developing maps D1 and D2 are defined from the same representation ρ.
Therefore, from the uniqueness theorem of the developing map in THEOREM 4.11 of [14],
D1 and D2 agree on the ideal points corresponding to the nontrivial ends. (See Definition
4.3 of [14] for the definitions of the nontrivial and trivial ends.) Furthermore, the five-term
triangulation we are using has two trivial ends and we denoted the corresponding points by
±∞ in Section 2. At the octahedron in Figure 6, the ideal points A˜j and C˜j corresponds
to ∞ and B˜j and D˜j corresponds to −∞. From (27) and (28), the two developing maps D1
and D2 coincide not only at the points corresponding to the nontrivial ends, but also at the
points corresponding to the trivial ends. Therefore, we obtain D1 = D2.
The coincidence of the two developing maps implies the shape parameters of the tetrahe-
dra in the five-term triangulation coincide everywhere. Therefore, from (19), we obtain
xk
xm
=
w
(0)
k
w
(0)
m
for any adjacent regions with wk and wm. (Note that
(
xk
xm
)±
is the shape parameter
determined by the formula (19) and the developing map D2.) We already know x1 =
w
(0)
1 and x2 = w
(0)
2 , so we obtain xk = w
(0)
k for k = 1, . . . , n, and the shadow-coloring
{a1, . . . , ar, s1, . . . , sn, p} is what we want.
Acknowledgments The first author is supported by Basic Science Research Program through
the National Research Foundation of Korea funded by the Ministry of Education (NRF-
2015R1C1A1A02037540). The appendix is motivated by the discussion with Christian Zick-
ert and the authors appreciate him. The authors also show gratitude to the anonymous
reviewer who suggested better proof of Lemma 3.1 than the original.
34
References
[1] J. Cho. Quandle theory and optimistic limits of representations of link groups.
arXiv:1409.1764, 09 2014.
[2] J. Cho. Optimistic limit of the colored Jones polynomial and the existence of a solution.
Proc. Amer. Math. Soc., 144(4):1803–1814, 2016.
[3] J. Cho. Optimistic limits of the colored Jones polynomials and the complex volumes of
hyperbolic links. J. Aust. Math. Soc., 100(3):303–337, 2016.
[4] J. Cho, H. Kim, and S. Kim. Optimistic limits of Kashaev invariants and complex
volumes of hyperbolic links. J. Knot Theory Ramifications, 23(10):1450049 (32 pages),
2014.
[5] J. Cho and J. Murakami. Optimistic limits of the colored Jones polynomials. J. Korean
Math. Soc., 50(3):641–693, 2013.
[6] A. Inoue and Y. Kabaya. Quandle homology and complex volume. Geom. Dedicata,
171:265–292, 2014.
[7] Y. Kabaya. Cyclic branched coverings of knots and quandle homology. Pacific J. Math.,
259(2):315–347, 2012.
[8] F. Luo, S. Tillmann, and T. Yang. Thurston’s spinning construction and solutions to
the hyperbolic gluing equations for closed hyperbolic 3-manifolds. Proc. Amer. Math.
Soc., 141(1):335–350, 2013.
[9] H. Murakami. Optimistic calculations about the Witten-Reshetikhin-Turaev invariants
of closed three-manifolds obtained from the figure-eight knot by integral Dehn surg-
eries. Su¯rikaisekikenkyu¯sho Ko¯kyu¯roku, (1172):70–79, 2000. Recent progress towards
the volume conjecture (Japanese) (Kyoto, 2000).
[10] W. D. Neumann. Extended Bloch group and the Cheeger-Chern-Simons class. Geom.
Topol., 8:413–474 (electronic), 2004.
[11] W. D. Neumann and J. Yang. Bloch invariants of hyperbolic 3-manifolds. Duke Math.
J., 96(1):29–59, 1999.
[12] M. Polyak. Minimal generating sets of Reidemeister moves. Quantum Topol., 1(4):399–
411, 2010.
[13] Y. Yokota. On the complex volume of hyperbolic knots. J. Knot Theory Ramifications,
20(7):955–976, 2011.
[14] C. K. Zickert. The volume and Chern-Simons invariant of a representation. Duke Math.
J., 150(3):489–532, 2009.
35
Busan National University of Education
Busan 47503, Republic of Korea
E-mail: dol0425@bnue.ac.kr
Department of Mathematics, Faculty of Science and Engineering, Waseda University
3-4-1 Ohkumo, Shinjuku-ku, Tokyo 169-855, Japan
E-mail: murakami@waseda.jp
36
