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Abstract
Generating effective and efficient inlet boundary conditions for Large Eddy Sim-
ulation (LES) is a challenging problem. The most accurate way of achieving this is
to run a precursor calculation to generate a library of turbulence, either prior to
the simulation or concurrently with it, and to transfer the data from the library
simulation to the main domain inlet. In this paper we investigate a variant of this,
in which the precursor calculation is subsumed into the main domain, its function
being adopted by a mapping of data from a specified plane downstream of the inlet
back to the inlet. Within this inlet section of the main domain, the flow can be
affected by a number of computational manipulations, including the introduction of
artificial body forces, modification of the mapped data, and direct correction of the
velocity data. These modifications can be linked to feedback control algorithms to
drive the solution towards specified characteristics, including mean and turbulent
flow profiles, and bulk properties of the flow such as swirl. Various variants of the
basic technique incorporating different levels of complexity in the control are imple-
mented and tested on simulation of flow in a rectangular channel and in a circular
pipe.
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1 Introduction
Turbulence is a complex state of fluid motion, usually described in terms of
pseudo-random coherent motions on a range of spatial and temporal scales
superimposed on some ’mean’ flow. The range of motions is fairly continuous
between large scales determined by the geometry of the problem and small
scales determined by the viscosity of the fluid, and this range is sufficiently
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wide that for most cases of interest, direct numerical simulation of the full
Navier-Stokes equations is impossible. Hence to solve turbulent flow problems
we rely on turbulence modelling techniques, in which the number of degrees
of freedom of the problem is substantially reduced by applying some averag-
ing process : the resulting averaged Navier Stokes equations are then solved
together with modelled equations for quantities representative of the fluctua-
tion around this average. Hence in Reynolds Averaged Navier Stokes (RANS)
methods, an ensemble average is applied to the flow to divide it into a mean
flow and fluctuations around this mean, which we choose to label as ’tur-
bulence’. The RANS equations are then solved together with equations for
quantities such as the turbulent kinetic energy k which are expected to be
universal. Implicit within this method is the assumption of a scale separation
between ’turbulent’ and ’non-turbulent’ scales in the flow. In practice we of-
ten take the ensemble average to be equivalent to a time-average, and assume
that the timescale for the fluctuations around the mean that we are labelling
as ’turbulence’ is considerably shorter than any timescale for variation of the
mean flow, which may in fact be time-independent.
An alternative approach to turbulence modelling, which is gaining in pop-
ularity as increasing computational power makes it more accessible, is that
of Large Eddy Simulation (LES). Here the averaging applied to the flow is
a spatial averaging in the form of a convolution with a spatial filter G, sep-
arating the flow into grid scale (GS) and sub-grid scale (SGS) components
u = u + u′ , where u = G ∗ u =
∫
D G(ζ,∆)u(ζ, t)d
3ζ , ∆ is a characteristic
scale of G, referred to as the filter width, and D is the computational domain.
Conventionally we assume that the filter width is the same as the cell size ∆x,
hence the labels Grid Scale and Sub-Grid Scale. In this case the averaged, or
filtered Navier-Stokes equations take the form
∇.u = 0, (1)
∂tu +∇.(u ⊗u ) = ∇.(S −B),
given that the differential operators commute with the filtering, i.e. [G∗,∇]u =
0 [6] : u is the velocity field, ν the molecular viscosity, S = −pI + 2νD with
p the specific pressure, and D = 1
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(∇u + ∇uT ). The convolution process
generates an additional term, the SGS stress tensor :
B = u⊗u − u ⊗u = L+C+R, (2)
where L is the Leonard stress, C the cross stress and R the Reynolds stress
tensor (e.g. [8]). Different modelling of these terms generates the different
turbulence models.
There are several advantages of adopting this formulation. In particular, no
assumption is being made concerning scale separation. In fact, it is commonly
2
assumed that the energy in the motions in the flow is continuously distributed
in the conventional −5/3 power law spectrum of turbulence, and this energy
spectrum is being truncated somewhere in the turbulent cascade, with the
larger turbulent scales being explicitly simulated whilst the smaller, more uni-
versal scales are being replaced by the SGS turbulence model. Since we are
often interested in the effects of the larger scales of the turbulence (but less
often in the very smallest scales), then this leads to a more accurate representa-
tion of the transitory component of the flow, irrespective of whether we choose
to label it ’turbulence’ or not. This can be valuable in cases such as turbulent
combustion [29] where additional physics is linked to the actual (fluctuation)
flow, not simply the ‘mean’ flow. However it does present problems when we
need to apply boundary conditions. In RANS, because of the scale separation,
all quantities specified on boundaries are constants, or at most slowly varying
in time in comparison with the simulation timestep. In LES however, the GS
variables always include some time-varying component, stochastically varying
on all scales down to the spatial scale (the grid scale ∆x) and the temporal
scale (the timestep ∆t) of the simulation. Put simply, at an inlet turbulent
fluctuations are present on the grid scale, and some method must be found for
generating stochastic fluctuations in the grid scale quantities that ’look’ like
turbulence. Although in some problems (such as bluff-body flows), turbulence
at the inlet is not a significant contribution to the turbulence within the do-
main, in a lot of cases the inlet conditions will have a significant impact on
the flow dynamics, and thus the correct implementation of inlet conditions is
of significant importance.
There are basically two approaches available for generating inlet conditions
for LES; library lookup, in which a separate calculation of turbulent flow is
performed for a simpler case and mined to extract information for the inlet,
and synthesis methods, in which random fluctuations are generated at the inlet
with specific numerical character, e.g. specified correlation lengths or Gaussian
distributions [17, 24, 19, 16]. Synthesis techniques have some advantages, but
because of the problems with generating correlations between locations and
components, can only ever provide an approximation of turbulence at the inlet.
This approximation serves to trigger the development of true turbulence, and
a section of domain must be provided for this to develop its full character.
Library lookup techniques use genuine turbulence, and thus in general the
flow entering the domain is computationally correct; no further development
section is necessary. However there is the issue of how to generate the library
to the correct specifications, and how to store and manipulate the potentially
large quantity of data necessary for the simulation. Typically the library is
created by simulating a simple precursor case, eg. a short cyclic duct [8] which
can be manipulated in various ways in order to affect its velocity profile [25,
26, 27] or to introduce mean flow conditions such as swirl [20]. The library
generation can be run as a precursor calculation, in which case there is the
problem of storage of the data to be used and its recalculation (or in some cases
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manipulation [22]) if the turbulence conditions alter. Alternatively the library
generation can be run concurrently with the main simulation [18, 4], which
avoids the problem of storing a large but finite database of turbulence, but does
involve simultaneous simulation on separate meshes. Comparisons between the
different techniques – particularly between synthesis and library techniques
– are rare, but have been published for the case of flow in a rectangular
channel [15, 30].
In this paper we investigate a variant of the library lookup technique, in which
flow properties are sampled on a plane downstream of the inlet and mapped
back to the inlet. A similar method was adopted by Lund, Wu and Squires [18],
in which two computational domains were used; a shorter precursor domain
in which data from the centre plane is mapped (with some modification) back
to the inlet; the same data is also mapped from this plane to the inlet of
the main (much longer) computational domain. However there is no intrinsic
reason why two domains need to be used for this. Hence in this paper, the
mapping takes place on the main domain [31, 30] and no separate precursor
calculation is necessary. The simple procedure of mapping the data back to the
inlet will create a section of the main mesh where fully developed turbulent
flow develops. However in many cases we would not want fully developed flow
but turbulent flow that matches some predefined parameters, such as a known
turbulence profile or bulk swirl. This can be achieved by modifying the flow,
either by introducing artificial body force terms into this section, or by explicit
correction of the velocities within this section, or by suitable modification of
the mapped data. By linking these techniques to a feedback control algorithm
based on the discrepancy between computed values and desired values at a
given location in the flow, it is possible to drive the flow towards the required
flow conditions. Several of these techniques have been introduced before in
other contexts, for example Pierce and Moin’s [20] methodology for generating
swirl in a cyclic cylindrical domain using a constant body force. Here we
combine these different elements to create a methodology for generating inlet
conditions which is elegant, efficient, easily modifiable, and which generates
genuine turbulent flow without the need for a development section of the mesh,
since even the flow in the mapped section is genuinely turbulent.
The format of the paper is as follows. In section 2 we introduce the details
of the method and its variants, together with numerical details of the code
used for the demonstration cases. In section 3, results for the most basic im-
plementation are compared with experimental and DNS data for the case of
channel flow between two flat plates. Then in section 4, the case of flow in
a circular pipe is considered. Successively more complex variants of the basic
method with more refined correction and control methodology are used to
compute flow for this case and compared with internally generated results for
a short cyclic pipe, and with literature data. The accuracy of the results and
the impact of the mapping and flow correction techniques on the flow within
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and downstream of the mapping section are investigated to demonstrate the
accuracy of the basic technique, and to compare variants.
2 Computational Methodology
2.1 Basic mapping method – Method A
As briefly explained above, existing library lookup methods consist of running
a separate, precursor case to generate turbulence data. This typically involves
a calculation on a cyclic domain, or one where data is sampled at an interior
plane and mapped back to the inlet. Then, the velocity field in one plane
normal to the streamwise direction is stored at each time step. The sequence
of planes is then read in as inflow data for a separate calculation of the flow of
interest. However there is no reason why the mapping has to be performed on
a separate flow case rather than on the main domain itself. This eliminates the
need for running a separate case and in turn reduces the cost of calculation
both in terms of computational time and memory requirement. In this case,
by mapping flow data from a cutting plane somewhere in the body of the
computational domain, an inlet section is created in which the flow is forced
to become fully-developed. At the same time, the flow conditions within this
section are automatically fed into the main domain.
There remain two questions to answer here; what properties of the flow need
to be mapped to the inlet, and how to drive the flow within the mapping sec-
tion to create a non-zero and specified flow in this region? Clearly, since there
are dissipative processes occurring within the mapping section (viscous dissi-
pation and wall friction), if the flow parameters are mapped back unchanged
the total flow through the section, and thus through the domain as a whole,
will eventually drop to zero. To avoid this, the velocities being mapped must
be corrected to ensure a specified inlet flux of fluid Qin,0 The Method of Char-
acteristics [5] can be used to determine the number of variables to be specified
at particular boundaries in a CFD simulation; specify too many or too few
and the resulting system of equations will be over- or under-determined, re-
spectively. For an inlet condition, this typically translates into a specification
of the inlet velocity normal to the boundary; although this can also be spec-
ified as an inlet flux or as an inlet pressure (which will then be converted to
an equivalent velocity and flux). Thus the simplest approach will be to map
the GS velocity from the sampling plane back to the inlet, scaling this by a
multiplicative factor Qin,0/Qin to ensure the desired integrated inlet flux is
always achieved. If the pressure field p is mapped then this can be converted
to a velocity field which can then be similarly scaled. Continuity applied to
the inlet section will then guarantee the maintenance of the flow through the
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inlet section – if an amount of fluid Qin,0 is always entering the domain, the
same amount must always be flowing through it. The SGS turbulence proper-
ties will also be mapped to the inlet; for the 1-equation eddy viscosity model
being used here, this involves mapping the SGS k back to the inlet. k should
be a balance between generation (from the walls and across the filter cut-off
from the GS turbulence) and viscous dissipation, and so should stabilise at a
physical level.
2.2 Mapping with axial body force – Method B
Method A represents the simplest form of mapping that can be introduced,
and also the weakest feedback system providing control over the minimum
number of parameters of the flow (basically just the inlet flux). In order to
improve its performance, and in particular to allow other parameters of the
flow to be controlled, we need to introduce further forcing mechanisms into
the system. This can be done by applying a virtual body force to the flow in
the mapping section, whose characteristics (magnitude and direction) can be
controlled to achieve the desired result. In method B, inflow conditions are
constructed using axial body forces inside the mapping section, whilst at the
same time transferring data from the mapping surface to the inlet boundary.
The momentum equation in (1) now includes a body force term :
∂tu +∇.(u ⊗u ) = ∇.(S −B) + F , (3)
where F is an artificial axial body force of the form
F = kFz (4)
with Fz =
∂p
∂z
. This axial body force added to the momentum equations is
applied just to the mapping section and represents the mean pressure gradi-
ent that drives the flow inside the mapping section. Because of the stronger
forcing in the system, deviation from the desired flow is corrected faster than
in method A, and thus the dependency of this method on initial conditions
should be less than for the previous case. Since the force is restricted to be
entirely axial, this method is only applicable for fully developed parallel flow.
2.3 Explicit Velocity Correction – Method C
The introduction of axial body forces alone is not necessarily enough to gener-
ate the desired mean velocity profiles exactly and there are found to be some
discrepancies from the target profiles. Therefore, as a second level of control,
a velocity correction relation is introduced for each velocity component.
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u ∗ = u + (udes − û ), (5)
and the GS velocities u replaced with these corrected velocities u ∗ for all
cells in the inlet mapping section. Here, udes is the target mean flow profile
and u the instantaneous GS velocity, whilst û is the time average of the
GS velocity, evaluated by taking a running average on the GS velocity. The
correction term in this relation approaches zero as the the sampled velocity
profile û approaches the desired velocity profile udes. Hence this correction
assists the convergence to the desired mean velocity profile and reduces the
number of timesteps needed to achieve the desired result.
2.4 Virtual axial and azimuthal body forces – Method D
To apply the Mapping method to spatially developing turbulent flows such as
swirling flows, further modifications are needed. For these cases, all velocity
components are important and should be considered and manipulated in the
mapping section. Hence the artificial body forces added to momentum equa-
tions should be in three dimensions. Method D extends the virtual body force
used in method B, using a control algorithm to generate the correct 3-d mean
flow, but also includes a modified version of the velocity correction method of
method C in order to generate specified turbulence profiles.
Pierce and Moin [20] developed a method for generating swirling flow in a
periodic domain in which virtual axial and azimuthal body forces are added
to the momentum equations. The axial force represents the mean pressure
gradient that drives the flow in the mapping section, whilst the azimuthal body
force overcomes the drag from walls and drives the azimuthal flow. Pierce and
Moin used this as the basis for a library lookup method to generate swirling
inlet flow [20] which was then used as an inlet flow for a confined coaxial
jet. Method D uses a similar approach, with two differences. As before, the
inlet generation is embedded in the main domain rather than applied to a
separate computation. Also, in Pierce and Moin’s method, the body forces
are selected as constant, linear and/or quadratic functions of radial locations
and are independent of velocity conditions, whereas in the present work, the
body forces are functions of the velocity conditions in the mapping section as
defined below.
Again, the modified governing equations (3) are used, but now with the addi-
tional body force F defined as
F =
Ub
L
[
α(udes − û ) + (udes − u )
]
, (6)
inside the mapping section and F = 0 outside the mapping section (the main
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flow). Here Ub and L are the bulk velocity and the length of the forcing re-
gion respectively. In equation (6), the first term in the bracket i.e. α(udes− û )
provides feedback control, with α setting the magnitude of the feedback. How-
ever, early in the simulation udes − û is large, with potentially unfortunate
consequences. Thus at the start of the simulation, the value α = 0 is chosen.
As the simulation progresses udes− û decreases towards zero, so the value of α
can be increased. To achieve this, α is set equal to the timestep number, thus
ramping its value as the simulation progresses. The deviation of each individ-
ual component of the time-averaged GS velocity û is monitored, and whilst
|udes− û |/Ub > 0.0001 the value of α is increased linearly with timestep num-
ber. In any case the maximum value of α is limited to α = 2000. The reason
for these two limiting procedures is that there will always be a discrepancy
between the target and computed mean flow velocities at some points in the
mesh. Thus udes− û 6= 0. If α was allowed to increase without limit, the force
contribution from this term would eventually come to dominate the equation
for no physical reason, and the simulation would fail.
This body force/feedback control system generating the mean flow is supple-
mented by a modified velocity correction procedure designed to drive the flow
towards the correct turbulence flow profile. The new velocity correction term
takes the form
u ∗ = udes + (u − û )×
(
(τdes)ii
τii
)1/2
, (7)
where τdes is the desired Reynolds stress and τ is the calculated Reynolds
stress in the mapping section. Here Einstein summation convention is not
used; τii ≡ τ11 or τ22 or τ33 according to which velocity component is being
corrected. To explain the relation we observe that:
(
(τdes)ii
τii
)1/2
=
√
u′2i des√
u′2i
, (8)
Because of the fluctuations, the term (u − û ) is never exactly zero, and so the
term
(
(τdes)ii
τii
)1/2
drives the turbulent fluctuations to provide the target root
mean square velocity components and in turn the target axial components of
the Reynolds stress. This can be seen more clearly by rearranging Eqn.(7).
Subtracting udes from both sides gives
u∗ − udes = (u − û )×
(
(τdes)ii
τii
)1/2
, (9)
Now squaring both sides and averaging,
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〈
(u ∗ − udes)
2
〉
=
〈(
u − û
)2 〉
×
(
(τdes)ii
τii
)
, (10)
The terms
̂
(u ∗ − udes)
2 and
̂(
u − û
)2
represent velocity fluctuations around
the mean which are the basis of the Reynolds stresses, and thus we see that
they are being scaled by the ratio of the desired turbulence level to the sampled
turbulence level. This relation was first implemented in [22] to generate a
database for lookup based on an a priori RANS calculation; here it is applied
directly to control the flow.
2.5 Computational Details
The filtered Navier-Stokes equations, (1) together with (2), are solved using
the CFD code library OpenFOAM. This is a C++ code library of classes for
writing CFD codes, which includes a well-tested and validated LES capability
[8, 7, 9, 10]. Equations (1) are discretised using the finite volume method,
where the domain D is divided into cells δVi so that
⋃
i(δVi) = D ∪ ∂D and⋂
i(δVi) = ∅. Integration of the dependent variables over each cell δVi, together
with application of Gauss’ theorem, generates a set of discretised equations
with the divergence terms in Eqn. (1) represented as fluxes across the cell faces,
evaluated using appropriate interpolation schemes; we use centred second or-
der interpolation and NVD-derived interpolation (gamma scheme, see [14]).
Time integration is carried out by the Crank-Nicholson scheme, which is 2nd
order in time. Following the procedure of Rhie and Chow [21], discretisation
of the ∇p term is left; a Poisson equation is constructed which implements
the incompressibility condition ∇.v = 0, and the equation set solved sequen-
tially using the resulting PISO algorithm [12]. Solution is performed implicitly
by matrix inversion using Incomplete Cholesky Conjugate Gradient methods.
SGS modelling is provided by the dynamic 1-equation model, in which a trans-
port equation is provided for the sub-grid turbulent kinetic energy k, and the
resulting model coefficients can be determined by introducing a second, grid-
scale level of filtering [11]. The one-equation approach may allow for coarser
grids than can be used for a comparable problem with a zero-equation model
because some sub-grid information is available for the formulation of sub-grid
scale models. All of this has been implemented in OpenFOAM previously and
extensively validated [8].
3 Channel flow case
As a preliminary test case, method A is applied to simulate fully-developed
turbulent flow in a channel bounded by infinite walls at y = ±d. This is a
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typical test case for which a wide range of data is available; We compare with
DNS data published by the Kasagi-Suzuki/Shikazono Lab [13] which provides
profiles of velocity and higher moments for various Reynolds numbers, and
with LES data from shorter, cyclic channels [8]. The geometry consists of
a domain of 20 m in length between two flat plates 2 m apart, as shown
in figure 1; the channel is therefore 10 channel-widths or 7900 wall units in
length. The mean flow velocity and fluid viscosity are arranged to create a flow
at Reynolds number Re = 13750 based on the channel half-width, equivalent
to a friction Reynolds number Reτ = 400 based on the friction velocity. The
flow is in the x-direction, and the domain boundaries are symmetry planes at
z = 0 and z = 2 m, giving (in effect) an infinite domain in this direction. The
mesh is generated from two blocks in the y direction, allowing mesh grading
towards the walls coupled with van Driest damping to deal with the near-wall
flow. The basic mesh resolution is 60× 50× 30 (x× y× z) = 90, 000 cells,
with the first near-wall layer of cells being of width ∆y+ = 2, a resolution
which has been found to give good results [7]. Outlet conditions were simply
implemented as zero gradient for velocity and k, and fixed value for pressure.
Figure 2 shows time-averaged mean velocity and fluctuating velocity compo-
nents plotted as profiles against distance from the wall, for various locations
away from the inlet. The mean velocity profile plus the primary components
of the grid scale turbulent stress are plotted, where
T̂ij = û′iu
′
j and u
′
i = ui − ûi
so these represent the streamwise, cross, and spanwise turbulent stresses. Also
shown are results from the literature DNS reference data [13], and from our
own cyclic channel LES calculation. The matrix of results shows graphs at
various points along the duct, from x/d = 1, close to the inlet itself, to x/d =
20 which is at the outlet. The mean velocity profile generated is close to the
DNS data, and little evolution is seen downstream of the inlet. Of greater
importance is the reproduction and evolution of the streamwise, spanwise and
cross components of the stress. The simple mapping method is generating the
Txx and Txy components well. The shape of the Tyy profiles is well reproduced,
but the magnitude is over-predicted, at least initially.
To evaluate effects of mesh size on the precision of results for a long channel,
the same method was used to generate inlet conditions for LES of turbu-
lent flow for the same long channel with different resolutions in the x, y, z
directions. Figure 3 shows the effect of mesh sizes on accuracy of results in
comparison with results obtained from the short cyclic channel. As can be
seen the stress profiles improve as the mesh is refined; on the highest reso-
lution mesh there is a very good agreement between results obtained by the
Mapping method compared to the cyclic channel.
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4 Pipe flow
In this section, methods A-D are applied to LES of parallel pipe flow. Accurate
DNS data for turbulent pipe flow is much less common than for the parallel
plate case [32], although some DNS and experimental data is available in the
literature [32, 23]. For comparisons between methods A-D, results generated
by a cyclic short pipe for the same flow conditions and the same grid struc-
ture are calculated and used as reference data. In addition the results from
this preliminary computation are used to provide target profiles udes and τdes
for the control algorithm to aim at. Flow data such as mean velocity pro-
file, Reynolds stress profiles, enstrophy, vorticity and time series spectra are
presented and discussed. The validation test case is a turbulent parallel pipe
flow with Reynolds number Re = 30, 000 where Reynolds number is calcu-
lated based on diameter of the pipe D. A fairly coarse mesh was used with
2176 cells covering the cross section and 10 cells per meter of length in the
z-direction (435, 200 cells in total). The short cyclic pipe reference data had
the same mesh structure in cross section but used 196, 800 cells in total. Very
recently a study of turbulent pipe flow at Re = 44, 000 has been published by
Wu and Moin [33], and a further computation has been performed comparing
our method D and the short cyclic reference flow data with this data. The
same mesh was used for the long pipe as for the previous case, with the DNS
data used as the target and for comparison at various points along the pipe.
Since in the Mapping method, all flow conditions generated in the mapping
section are automatically fed to the main flow, it is necessary to compare those
with flow conditions in the main domain and reference data to check them.
Before discussing the results, it is necessary to clarify what will be regarded as
the inlet and what the main section of the computational domain. In method
A, no additional terms are introduced into the equations or to modify the
flow, so there is no reason why the mapping cannot take place within the flow
analysis section of the mesh. However, in methods B, C and D some additional
terms are added to the governing equations and also, for methods C and D,
the velocity components are corrected to get the target velocity profiles. We
are interested in the impact of these changes on the flow, and so for this
study we wish to distinguish between the flow in the mapped section where
the additional terms are included, and the flow downstream where the flow
is allowed to evolve naturally. The geometry used here for the comparisons
consists of a pipe with the same mesh density and cross section but different
length for various methods. For the reference cyclic short pipe, the geometry
consists of a pipe of diameter D = 2 m and length 2D. For method A, the
length of the pipe is 10D, whilst for the other methods (B, C and D) this
length is 12D, thus providing a 10D main domain and a 2D mapping section.
For all cases then, there is a 10D section in which the flow is allowed to
evolve naturally and which is completely comparable. To evaluate effects of
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the additional artificial forces and velocity corrections on the flow, the flow
conditions for the mapping section are presented as well and compared with
those in the main domain and with results from the cyclic short pipe. The
structure of the mesh is shown in figure (4), with a central rectangular block
surrounded by four blocks adapting to the cylindrical outside of the domain;
this eliminates any singular mesh behaviour on the central axis of the domain.
The same outlet conditions were used as for the channel flow calculation.
4.1 Comparison of Flow Profiles
Figure 5 shows the mean velocity profiles for the methods A-D at 7 different
locations along the pipe. The graphs show excellent agreement with reference
data for all methods. Figures 6 - 9 show Reynolds stress components τzz, τrr, τθθ
and τzr respectively. As can be seen the graphs show a very good agreement
for τzz, τrr and τθθ for methods A, B and D. The graphs related to method C
also shows there is no significant negative effect on the flow due to the use
of the velocity correction relations. Figure 9 presents the results for τzr. The
graphs show good agreement for methods A and B, although there are weak
results for method D around the inlet. This can be explained by referring to
Eqn.(7). Since the chosen parameters for rescaling various velocity components
are different, so the cross correlations between the velocity components are
destroyed whilst the autocorrelations are saved during the inflow generation
process. An interesting point however, as can be seen in the graphs, is that
the cross correlations approach to the real values rapidly downstream of the
inlet. The results presented here indicate that if turbulent fluctuations are
generated accurately at the inflow, weak cross correlations rapidly improve
to correct values downstream of the inlet without producing any significant
negative effects on the main flow.
Results at the higher Reynolds number are shown in figure 10. at various lo-
cations along the pipe. The mean flow profile is reasonably well reproduced
for all sections along the pipe. For the turbulent parameters, the profiles sam-
pled close to the mapping plane are very well reproduced indeed, although
the solution shows a tendency to evolve away from the DNS solution fur-
ther downstream from the mapping section near the wall (τzz and τrz) and
across the flow (τrr particularly). The change is not large and it stabilises
further downstream; it is likely that there are problems with the near-wall
mesh resolution which are causing this effect. We suggest that given suitable
near-wall resolution and/or better wall modelling we would be able to obtain
much better agreement with the DNS reference data. However, the intention
in this paper is to investigate the behaviour of the inlet conditions rather than
achieve the highest possible accuracy of the LES simulation itself. With this in
mind, the other point to note is that the LES profiles stabilise after z/D = 2.5
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and remain essentially unchanged with distance down the pipe; again the inlet
is generating turbulent flow structures which behave correctly right from the
inlet; there is no need for any adaption of the inlet flow as is the case for
synthesis methods.
4.2 Time-series spectra
Time series energy spectra for the different methods are presented in figures 11-
12, showing large eddy behaviour at low frequency, a power law section and
a steep drop at the filter cut-off. This drop off is a feature of the FV LES
numerics rather than any issue relating to the inlet conditions. The filter width
as well as the details of the filter shape are free parameters in LES and these
can be used both to control the effective resolution of the simulation and to
establish the relative importance of different portions of the resolved spectrum.
However due to the lack of a straightforward and robust filtering procedure
for inhomogeneous flows, most large eddy simulations performed to date have
not made use of explicit filtering. The nearly universal approach for LES in
complex geometries is to argue that the finite support of the computational
mesh together with the low pass characteristics of the discrete differencing
operators, effectively act as a filter. This procedure is typically referred to
as implicit filtering since an explicit filtering operation never appears in the
solution procedure. In finite volume methods where volume averaging is used
to determine properties at cell centres, the effect of the implicit filter can be
represented by the top-hat filter [1].
De Stefano et al. [28] showed that in explicit filtering LES, the subgrid scale
stress tensor strongly depends on the assumed filter shape, which causes the
SGS model to be filter dependent. Depending on the choice of the filter, the
corresponding model should satisfy very different requirements in terms of
large scale dynamics and kinetic energy budget. In the same reference they
showed that the application of a smooth filter such as the top hat filter strongly
affects the shape of the energy spectrum. In other words, for this kind of filter,
even when LES is conducted with the ideal SGS model, the resolved field loses
some important features of the real field. In particular, the slope corresponding
to the inertial range is clearly misrepresented. In their paper, they compared
the energy spectra corresponding to LES using sharp cut-off filtering and top
hat filtering. They showed for sharp cut-off filtering, there is a sharp cut-off
in the energy spectrum while for top hat filtering there is a smooth decrease
in energy spectrum for high frequencies.
Bearing this in mind, the smooth decrease in the energy spectrum at high
frequencies which can be seen in figures 11-12 for methods A, B and C is
reasonable for finite volume method LES. However figure 12 shows different
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results for Method D. Here, for all sample locations downstream of the inlet
except right close to the outlet, we see a sharp truncation of the energy spec-
trum. Since all flow conditions and mesh structure are the same for all test
cases, this suggests that the difference may be related to the rescaling process
used in this method. Since this rescaling process is a common approach used
elsewhere, these results should be examined in more detail in future work.
4.3 Enstrophy and Vorticity
In this section the results for enstrophy and vorticity are presented for meth-
ods A-D. These contour plots present a qualitative comparison to examine the
effects of the different elements of the different mapping methods. Since there
are no additional terms or changes introduced to the governing equations for
method A, in this comparison the results from method A are used as a base-
line to evaluate results from the other methods. Figures 13.a. and 13.b. show
contour plots of enstrophy and vorticity for the methods A-D respectively.
The figures show qualitatively, in comparison with method A, that there is
no significant negative effect due to the different control algorithms used in
methods B-D. In particular, the plots do not show any significant difference
between results before and after the mapping surface, and there is a steady
flow from mapping section to main section. This can also be seen in figure 14
which plots level of enstrophy as a function of distance down the pipe for the
various methods. This plot was produced by sampling the enstrophy field at a
number of equivalent points at each x-location and averaging them. Although
there is some degree of variation in the level, there is no overall trend for any
of the methods, thus demonstrating that true turbulence is being generated
at the inlet; no further processing is occurring in the domain, and there is no
significant change in the level at or across the mapping plane.
5 Discussion
There are clearly a number of questions to be answered when introducing a
new LES inlet condition. Here, the most significant questions are; how well
does the condition reproduce the turbulence at the inlet, how easy is it to
implement and manipulate, and what impact do the correction and control
elements have on the flow. The results presented here suggest that the sim-
ple baseline technique, Method A (introduced by de Villiers [31] and similar
to recycling techniques used elsewhere in auxiliary calculations to generate
turbulence libraries [18]) performs very creditably on both channel flows and
pipe flows. On its own this is highly suitable for generating inlet turbulence
where a particular volumetric flow rate, but no additional information can
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be specified; by performing the mapping directly on the main computational
mesh the method is simplified in implementation, and there is no evidence that
this causes any problems with the flow in the mapped section or immediately
downstream of the mapping plane. Mean and grid scale turbulent flow prop-
erties are all generated accurately or evolve rapidly towards the anticipated
values, and turbulent spectra and enstrophy/vorticity seem well generated
throughout the domain.
Methods B-D are all variants of the basic method, where we have linked in
correction and control elements in order to be able to specify desired flow and
turbulence properties. Hence in Method B we introduce a constant axial body
force which seems to aid convergence towards the desired volumetric flow. In
Method C we introduce a velocity correction algorithm which updates the flow
within the mapping section based on the error between the sampled profile
and a desired mean flow profile. This enables us to control the flow to gener-
ate a required velocity profile. In Method D elements of both algorithms are
combined, using a 3d virtual body force with a control algorithm to generate
a desired mean velocity profile, and a velocity correction combined with a con-
trol algorithm to generate a desired turbulence profile. In all three cases good
results are produced on the parameters examined; mean and most turbulent
quantities are well reproduced, and the turbulent energy spectrum is unaf-
fected by the methodology used. Distinctions between the different methods
are difficult to draw; the choice would be more predicated on the necessity
to match available data. We do notice that the method C seems to enhance
the turbulence in the domain more than the other methods; this is seen in
figures 6-9. This may be due to the explicit velocity correction used in this
method generating velocities which are no longer a direct solution of the gov-
erning equations; this may provide further random fluctuations around the
actual solution which enhance the turbulence in the domain. As seen in figure
10 our underresolved LES is systematically underpredicting the turbulence, so
this might fortuitously aid the solution. Care must be taken not to make the
control algorithms too efficient; if the velocity control is too good then it can
have the effect of completely destroying fluctuations in the velocity, thus un-
intentionally relaminarising the flow. Again, there is no evidence of significant
change in flow properties between the mapped section and the main part of the
flow, or across the mapping surface, despite the alteration of the mathematical
system being simulated in the mapped section. Thus, although we have drawn
a distinction between the two parts of the mesh in order to investigate this
issue, this is probably not necessary; the additional terms in the equations will
probably have little impact on the modelling except in cases where significant
additional physics is involved, eg. in combustion. In most cases it would not
be necessary to artificially lengthen the domain to incorporate the evolution
of the inlet conditions, as is the case for synthesis methods [15].
There is the issue of where to obtain the target flow and turbulence pro-
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files. For simplicity we have used statistics garnered from our comparison LES
simulations using cyclic domains, or from the target DNS, but in reality any
source would do. The methodology could be applicable for Hybrid RANS/LES
approaches where the Reynolds averaged flow statistics delivered by a RANS
flow solver are used to guide the inflow conditions for a LES flow solver. In
this case one would have to take care with the distinction between RANS and
LES concepts of turbulence, and quite likely introduce assumptions about the
anisotropy and/or length scale of the turbulence; however these are not insur-
mountable issues. In a similar way, experimental data could be used to define
LES inflow conditions, and again this method could be used to incorporate
the experimental conditions into the inlet flow. The bulk flow profiles may
also involve significant large-scale motion such as swirl, something which we
investigate elsewhere [3, 2]; it is also plausible that this methodology could
be adapted to introduce a low frequency, deterministic (i.e. non-turbulent)
variation into the flow.
6 Conclusions
We present variants of a basic technique for generating inlet turbulence for
LES calculations by mapping data from downstream back to the inlet; this
mapping is performed on the main domain of the calculation, thus obviating
the need for an auxiliary calculation to generate a turbulence library. The
fluctuations coming into the domain behave like true turbulence, unlike syn-
thesis methods where an adaption region is frequently necessary for actual
turbulence to evolve. The basic method (Method A) allows the specification
of the overall flow rate; in addition, various correction terms are introduced
and linked to control algorithms allowing prescribed mean flow and turbulence
profiles to be specified in a straightforward manner, something which other
inlet techniques do not do. The resulting techniques are powerful, simple to
manipulate, and perform well in all tested aspects.
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Fig. 1. Geometry for the channel; a 20 m long channel between two walls; flow is in
the x-direction.
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Fig. 4. Geometry for LES of the turbulent parallel pipe flow. Top figure (a). shows
the geometry and block structure of the case, including the locations of the mapping
surface and the sample locations. Centre figure (b). shows a cross-section of the mesh
structure, and the bottom figure (c). an axial view of the mesh
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Fig. 5. Mean velocity profile ûz at different distances from the inlet of the main
domain. Full lines: Cyclic short Pipe, dotted lines: Method A, short dash lines:
Method B, long dash lines: Method C, and double-dot-dash lines: Method D
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Fig. 6. Reynolds stress τzz at different distances from the inlet of the main domain.
Lines are defined as in Fig. (5)
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Fig. 7. Reynolds stress τrr at different distances from the inlet of the main domain.
Lines are defined as in Fig. (5)
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Fig. 8. Reynolds stress τθθ at different distances from the inlet of the main domain.
Lines are defined as in Fig. (5)
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Fig. 9. Reynolds stress τzr at different distances from the inlet of the main domain.
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25
0 0.5 1 1.5
u
zz
-1
-0.5
0
0.5
1
r/R
0 0.05 0.1 0.15 0.2
τ
zz
0 0.02 0.04 0.06
τ
rr
0 0.03 0.06
τθθ
-0.002 0 0.002
τ
rz
DNS data
z/D=-0.5
z/D=0.0
z/D=0.5
z/D=2.5
z/D=5.0
z/D=7.5
z/D=9.5
Fig. 10. Comparison of method D against DNS data [33] for Re = 44, 000. Mean
velocity and fluctuating components are shown at various points along the pipe
(z/D = 0.0 is the mapping plane).
26
z/D=-1.0
z/D=0.5
z/D=5.0
log f
0.001 0.01 0.1 1 10
z/D=9.5
10-12
10-8
10-4
100
z/D=1.0
10-12
10-8
10-4
100
log E
z/D=2.0
10-12
10-8
10-4
100
z/D=5.0
10-12
10-8
10-4
100
0.001 0.01 0.1 1 10
z/D=9.5
Fig. 11. Energy spectra generated from time series data at different distances from
the inlet of the main domain. a) Left side figures: Method A, b) Right side figures:
Method B.
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Fig. 12. Energy spectra generated from time series data at different distances from
the inlet of the main domain. c) Left side figures: Method C, d) Right side figures:
Method D.
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Fig. 13. a. Enstrophy plotted on the channel centre plane. b. Vorticity plotted on
the channel centre plane. Downward from top: Methods A, B, C and D.
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line: Method B, Dashed line: Method C, and Dot/dash: Method D
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