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Chapter 1
Introduction
1.1 Quantum Chromodynamics and its phase di-
agram
It is accepted that the strong interaction is described by Quantum Chromody-
namics (QCD), the Lagrangian of which is
L(x) = − 1
2g2
TrFµνFµν − ψ¯(6D +m)ψ + (possible gauge fixing terms). (1.1)
QCD has many interesting perturbative features, like asymptotic freedom
[1], which means that the coupling constant of QCD decreases with the growth
of energy scale, so that QCD fields, gluons and quarks are decoupled from each
other. Likewise, QCD at high energy scale becomes a free gas of these degrees
of freedom.
In this thesis, we will focus on some non-perturbative features of QCD in the
phase transition/crossover like confinement, which makes we observe hadrons
instead of gluons and quarks in the QCD Lagrangian, and chiral symmetry
breaking, which contributes the majority of light hadron masses. Let me intro-
duce them below.
The fermion part of the QCD Lagrangian ψ¯(γµDµ+m)ψ has two terms, the
chiral transformation
ψ → eiγ5θψ (1.2)
keeps the ψ¯iγµDµψ term invariant but changes the mass term ψ¯mψ. So the
QCD Lagrangian is chirally symmetric in the massless limit (chiral limit).
We know the quark masses do not vanish, the light and strange quark masses
are mu = 1.7 ∼ 3.3MeV, md = 4.1 ∼ 5.8MeV and ms = 101+29−21MeV, so the
quark mass terms break chiral symmetry explicitly. Given that the masses of
the u quark and the d quark are very small and the s quark mass is not large,
chiral symmetry is an approximate symmetry of QCD.
But even in the chiral limit mq = 0, where the Lagrangian is chirally sym-
metric, the quark condensate 〈ψ¯ψ〉, which is not a chiral symmetry conserving
operator has a non-vanishing vacuum expectation at low temperature, this is
the spontaneous breaking of chiral symmetry.
1
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Figure 1.1: Conjectured QCD Phase diagram, from [2].
Confinement means that, at low temperature, one can not find a free quark
or other free color charged particles in nature but only color neutral states they
form, the hadrons.
Quark confinement is due to that the long range potential of a heavy q¯q pair
is (approximately) proportional to the distance between them
Vq¯q(R) ≈ σR. (1.3)
If we want to free a quark from this q¯q pair, which means moving one of the
quarks to infinity (R → ∞), we will find we have to face the dilemma that,
with the increasing of R, the energy of q¯q rises almost linearly with R, we
want to increase R infinitely to free a quark, but after a threshold Rc where
Eq¯q(Rc) > 2Eq¯q(R0) (R0 is that of the ground state), the q¯q pair decays into
two q¯q pairs. So if the potential of a q¯q pair is proportional to R (although we
only need V (R)|R→∞ > 2Eq¯q(R0)), we can not get a free quark anyway.
Fig. 1.1 shows a commonly conjectured phase diagram of QCD in the µ-T
plane, where µ is the chemical potential and T is the temperature. Let us have
a brief look at it. Moving rightwards along the µ axis from the origin (µ = T =
0), we travel from QCD vacuum where quarks form hadrons to nuclei, quark
matter, and finally enter a (conjectured) color-flavor locking phase of color-
superconductivity at very high chemical potential. If we move along the T axis
from the origin, as µ = 0 on this axis, there is no favor on quarks or anti-quarks.
At low temperature, we have a confined phase of the QCD vacuum, it undergoes
a crossover to a deconfined phase at approximately T = 150 ∼ 200MeV, where
it turns into a plasma of quarks, anti-quarks and gluons there (QGP), which is
similar to the early universe. Currently, heavy ion colliders including RHIC and
LHC are exploring the phase diagram.
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1.2 Order parameters of the QCD phase transi-
tion
The QCD phase transition needs observables to manifest it, these observables
are order parameters of the QCD phase transition. Polyakov loops and Wilson
loops for quark confinement and chiral condensate for chiral symmetry breaking
are the most important observables, which will be discussed now.
The Polyakov loops are path ordered exponentials of the gauge field in com-
pact Euclidean time,
L(~x) = P exp
(
i
∫ β
0
A0(~x, t)dt
)
, (1.4)
where the β = 1/T is the time extension of space-time at finite temperature
T . The Polyakov loop gives information of the free energy of a static, infinitely
heavy quark, its relation to the free energy of such a quark is
〈TrL〉 ∝ e−βF . (1.5)
In the deconfined phase, as the free energy of such a quark is finite, the Polyakov
loop is also finite, while in the confined phase the free energy is infinite and the
Polyakov loop vanishes,
〈TrL〉 =
{
0 confined phase
finite deconfined phase
. (1.6)
A detailed proof of the connection between the Polyakov loop and the quark
free energy can be found in [3] or [4].
The Wilson loops are rectangular loops extending in space and time direc-
tion,
W (C) = P exp(
∮
C
iAµ(x) · dxµ), (1.7)
where C is the loop. It gives information about the binding energy of an in-
finitely heavy quark pair q¯q in the long time limit (mq, T →∞ ):
〈TrW (R, T )〉 ∝ e−Vq¯q(R)T , (1.8)
where R and T are the lengths of spatial and temporal sides of the loop respec-
tively. If the potential of the q¯q pair at a large distance R is approximately
proportional to the distance,
Vq¯q(R) ≈ σR (1.9)
we have Vq¯q(R)T ≈ σA, where A = RT is the area of the rectangle. So an area
law in the Wilson loop gives confinement while a perimeter law gives deconfine-
ment
〈TrW 〉 ∝
{
e−σA confined phase
e−cP deconfined phase . (1.10)
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A detailed proof of the connections between the Wilson loop and the potential
Vq¯q(R) of a heavy quark pair can be found in [4] or [5].
The chiral condensate is the quark condensate in the chiral limit
χψ¯ψ = lim
m→0
lim
V→∞
〈ψ¯ψ〉. (1.11)
We know that in the chiral limit, the QCD Lagrangian is chirally symmetric,
but the quark condensate 〈ψ¯ψ〉 is not, so a non-vanishing chiral condensate
means a spontaneous chiral symmetry breaking.
〈ψ¯ψ〉 =
{
finite chiral symmetry breaking phase
0 chiral symmetric phase
. (1.12)
1.3 Lattice QCD
Asymptotic freedom says the QCD coupling constant decreases with the growth
of temperature, so that the perturbation theory works well at high tempera-
tures. On the other hand, lower temperatures increase the coupling constant,
the perturbation theory does not work at low temperature.
There are several methods to deal with low temperature QCD, like QCD
sum rules, Dyson-Schwinger equations and lattice QCD simulations, the one we
are going to give a brief introduction in this section. In contrast to the other
methods, lattice QCD allows calculations from the first principle.
In lattice QCD, fermions reside on the sites only, gluons are replaced by the
links between adjacent sites, differential operators by difference operators and
the covariant derivative by a difference operator with links.
ψ(xµ) ⇒ ψ(nµ) nµ ∈ {1...Nµ}
Aµ ⇒ Uµ(x) = P exp(−i
∫ xµ+aµ
xµ
Aµ(y)) · dyµ
Dµψ(x) ⇒ 1
2a
(Uµ(x)ψ(x+ µˆ)− U†µ(x− µˆ)ψ(x− µˆ)) (1.13)
The QCD action in eqn. (1.1) becomes
S = −
∑
x,µ,ν
1
g2ρa4
Tr(1− Uµν(x))
−
∑
x,µ
1
2a
(ψ¯(x)γµUµ(x)ψ(x+ µˆ)− ψ¯(x+ µˆ)γµU†µ(x)ψ(x))
−
∑
x
ψ¯(x)mψ(x) (1.14)
where the first term replaces the pure gauge field term in the continuous action,
the second one replaces the covariant derivative term and the last one is the
discretized version of the mass term. There are many lattice actions, eqn. (1.14)
is the Wilson action for the links and the naive one for the quarks, we will come
back to this in section 5.4.
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Monte Carlo simulations need real partition functions, but as we know, the
generating function in Minkowski space time is not purely real:
ZM =
∫
DADψ¯Dψ ei
∫
d4xL(x). (1.15)
One can continue the time to the imaginary direction t → −iτ where τ is the
Euclidean time, so we have −id4xE = d4xM , if we define LE = −LM , the
generating functional becomes
ZE =
∫
DADψ¯Dψ e−
∫
d4xELE(x). (1.16)
Comparing it with the partition function of the statistical mechanical systems
Z = Tr[e−
∫
d3xH/T ], (1.17)
it is very clear that the QCD on Minkowski space-time becomes a statistical
mechanics system on Euclidean space-time with HE = −LM and T = 1/β
where β is the extension of the lattice in time direction. Lattice QCD simulates
this statistical mechanical system.
1.4 Center symmetry and its breaking
The center transformation acts on all the time-like links in one time slice
U0(~x, t = t0)→ zU0(~x, t = t0), (1.18)
where z is a center element of the gauge group. SU(N) groups have N − 1
center elements,
Zk = e
2piik
N 1N k ∈ {0, ..., N − 1}. (1.19)
Center transformations preserve all the plaquettes, so the (quenched) action
is center invariant, and it obvious that the Wilson loops are also center invariant.
But the Polyakov loop as a gauge invariant observable is not invariant in center
transformations. A Polyakov loop on the lattice is
TrL(x) = Tr
(
U0(~x, 1)U0(~x, 2)...U0(~x,Nt − 1)
)
, (1.20)
so the center transformation gives an additional z to the Polyakov loops, P (x)→
zP (x). A similar transformation will be used in the dual observables of Chap-
ter 5.
We see that although center transformation changes the Polyakov loop [6],
but it preserves the action and all the Wilson loops, it is a symmetry of the
(quenched) action.
In the disordered phase of QCD, the expectation of the Polyakov loop van-
ishes, so the center symmetry is preserved in the confined phase (these con-
siderations hold in the quenched systems, the fermion determinants will break
center symmetry), and the center symmetry is broken in the deconfined phase,
as given in eqn. (1.6).
6 CHAPTER 1. INTRODUCTION
! !
!
!
!
!!
!!
!!
!
!
!
!!
!
!
"
"
"
"
"
"
""
"
"
"
""
"
"
"
"
!
"
stout continuum
asqtad Nt!8
p4 Nt!8
140 160 180 200 2200.0
0.1
0.2
0.3
0.4
0.5
T !MeV"R
en
orm
ali
ze
dP
oly
ak
ov
loo
p
! !
!
!!
!
!
!
!
!
!
!
!
!!
! !!!
"
"
"
"
"
"
"
"
"
""
"""
" "
!
!
!
!
!!
!
!
! !
! !
! ! !
#
#
#
#
#
#
#
!
"
!
Continuum
Nt"16
Nt"12
Nt"10
Nt"8
100 120 140 160 180 200 220
0.0
0.1
0.2
0.3
0.4
T!MeV"
#
Ψ
Ψ
%
R
Figure 1.2: The QCD crossover at finite temperature as seen by the renormalized
Polyakov loop (left) and light quark condensate (right), from [9].
1.5 Phase transition in finite temperature QCD
As direct calculations are very hard for QCD when the coupling constant is
large, Monte Carlo simulations of lattice QCD mentioned in section 1.3 is the
method of choice for studies of QCD in the confined phase and near the phase
transition.
Recent fully dynamical QCD simulations of the Wuppertal-Budapest collab-
oration [7, 8, 9] and the hotQCD collaboration [10] on QCD phase transition
using staggered fermions show that the transition is a crossover (µ = 0). The lat-
est crossover temperatures 1 of the Wuppertal-Budapest collaboration are (see
also Fig. 1.2): 155(3)(3)MeV from renormalized light quark condensate 〈ψ¯ψ〉R,
170(4)(3)MeV from renormalized Polyakov loop 〈L〉R, 147(2)(3)MeV from chi-
ral quark susceptibility χψ¯ψ/T
4, 157(3)(3)MeV from ∆l,s (see eqn. (3.3) of [8])
and 165(5)(3)MeV from strange quark number susceptibility χs2/T
2.
We still have many questions on the QCD phase transition, like: What
are the basic degrees of freedom in the confined phase and the mechanism by
which they give confinement and chiral symmetry breaking? How to relate these
degrees of freedom in confined phase with the QCD Lagrangian? How to relate
chiral symmetry breaking and confinement from both the observables and the
low temperature degrees of freedom in QCD?
Topological objects are candidates for the degrees of freedom in the confined
phase. The most important topological objects include instantons, monopoles
and vortices. In Chapter 2, we will introduce these topological objects and dis-
cuss their relations with confinement and chiral symmetry breaking – instantons
have close relations to chiral symmetry breaking, while monopoles and vortices
are closer related to confinement.
But what are the relations between different topological objects? The rela-
tion between monopoles and center vortices and the relation between instantons
and monopoles given in section 2.8 are well established. In this thesis, we will
explore the relation between instantons (of finite temperature, called calorons)
and center vortices in SU(2) and SU(3) gauge theory in Chapter 3 and Chap-
ter 4, respectively.
1Simulations with other lattice fermion actions are on the way to cross check these results
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The question “How to relate chiral symmetry breaking and confinement?”
can be asked in another aspect, the order parameters. The dual condensate
introduced in [11, 12] is a novel observable that relates the order parameter of
chiral symmetry breaking (chiral condensate) and confinement (Polyakov loop).
In this thesis, we will investigate the dual condensate on dynamical staggered
fermions and explore a new dual operator: the dual quark density.
This thesis is organized as follows: Chapter 2 introduces the basics of topol-
ogy (homotopy groups) and different topological objects. Chapter 3 contains
the findings about the center vortex contents of SU(2) calorons and caloron
ensembles published in [13, 14, 15]. Chapter 4 gives results about center vor-
tices in SU(3) calorons (which are not finally settled because of an ambiguity).
Chapter 5 investigates dual condensate and dual quark density theoretically and
numerically. In the end, we summarize the results and give a brief outlook.
8 CHAPTER 1. INTRODUCTION
Chapter 2
Topological objects
Topological objects are classical solutions of Quantum Field Theory (QFT).
One might be surprised why classical solutions of QFT are important. We
know that QFT is very successful, it interprets quantum excitations of fields
as point particles (and the basic degrees of freedom), it gives anomalous mag-
netic momentum of e and µ, CP violation, asymptotic freedom and many other
important phenomena that can not be explained in classical field theory.
Then why do we need classical solutions of QFT? Let us consider QCD,
which has a non-Abelian gauge group and the coupling constant is large at low
temperature. Strong coupling changes the basic degrees of freedom, making
quarks and gluons at low temperatures not point particles. On the other hand,
topological objects are of non-perturbative origin and best candidates for non-
perturbative effects.
The fundamental concept of topology is to identify mappings from one man-
ifold to another as ”homotopic” if they can be deformed one to another contin-
uously. Mappings from k dimensional spheres into a manifold M are the most
important cases and form the homotopy groups pik(M), which give information
about k + 1 dimensional holes in M and are the basis of topological objects.
2.1 Basics of Topology
2.1.1 Homotopy groups
The simplest homotopy group is the first homotopy group pi1, which is also
called the fundamental homotopy group.
Let us begin with the definition of pathes. A path is a continuous mapping
f from I = [0, 1] to M , where the image of f is a curve in M . A loop is a path
whose start point and end point are the same. Then this loop which starts and
ends at x0 is called a loop with base point x0.
f : [0, 1]→M
f(0) = f(1) = x0. (2.1)
If a loop f can continuously deform into another loop g, which means there
exist an interpolating
F : [0, 1]× [0, 1] →M (2.2)
9
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x0
f1
f2
Figure 2.1: Two loops with base point x0 on I
2 with a hole, where the two
loops can be snapped to the point x0 and surround the hole, respectively, thus
belonging to different equivalence classes.
satisfying
F (0, λ) = f(λ), F (1, λ) = g(λ) and F (a, 0) = F (a, 1) = x0 (2.3)
then they are homotopic. Loops are collected into homotopy equivalence classes.
We can choose one of the loops, say f , in the homotopy equivalence class to
represent it.
We can define the product h = f ◦ g by circulating through f and g after
each other, this is also a loop with base point x0, and it is easy to confirm that
the product of loops can be generalized to corresponding homotopy equivalence
classes.
With this definition of product, the set of all the homotopy classes on the
manifold M with the base point x0 forms a group. We can confirm that it
satisfies all the conditions a group needs. The identity elements is the constant
loop at x0. The inverse loop of f is given by running through f in the opposite
direction (so that the product of a loop and its inverse loop is homotopic to
the identity). Associativity of three loops holds. These properties can easily
be extended to equivalence classes and the first homotopy group of the image
manifold M is denoted by pi1(M,x0). It is actually independent of the base
point x0 if M is path connected.
One of the most important first homotopy groups is that of the circle S1,
it is isomorphic to the group of integers, pi1(S
1) = Z, the equivalence classes
of pi1(S
1) are shown in Fig. 2.2. The plane with one point removed from it,
M = R2\{0} has the same first homotopy group Z.
As we mentioned earlier, the kth homotopy group of a manifold M reflects
the topological barriers for continuous mappings from Sk to M . Higher homo-
topy groups are defined in close analogies, by virtue of mappings from Ik to
M ,
f : Ik →M, f(∂Ik) = x0. (2.4)
The homotopy classes of k dimensional loops on base point x0 with a suitable
definition of the equivalence class product form again a group, pik(M), which
again is independent of the base point if the manifold M is path connected.
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x0 x0 x0
x0
Figure 2.2: Representatives of homotopy classes in pi1(S
1, x0), from left to right,
they wind −1, 0, 1 and −2 times.
An important difference between the fundamental homotopy group pi1(M)
and higher homotopy groups pik(M) (k > 1) is that fundamental homotopy
group can be non-Abelian while higher homotopy groups are always Abelian.
The homotopy group related to many topological objects in this chapter are
Abelian, like pi2(S
2) for ’t Hooft–Polyakov monopoles in section 2.5 and pi3(S
3)
for instantons in section 2.6.
2.1.2 Winding numbers
The winding number is the topological index number for mappings from Sn to
Sn as the homotopy groups are isomorphic to the group of integers. We can
define it in the language of differential geometry: Let M and N be compact,
connected, orientable n dimensional manifolds. We have a differentiable map-
ping between these two manifolds f : M → N , and we have a n form ω on N ,
which is the normalized volume form satisfying∫
N
ω = 1. (2.5)
We pull ω back to M , the integral of f∗ω on M is the Brouwer index of map f .
deg(f) =
∫
M
f∗ω ∈ Z. (2.6)
If two maps f and g are homotopic, their winding numbers are the same
deg(g) = deg(f), (2.7)
We have several examples for winding numbers. The set of unit module
complex numbers is isomorphic to S1, the winding numbers of the simplest
examples are:
f1(z) = z
n deg(f1) = n
f2(z) = (z
†)n deg(f2) = −n (2.8)
as shown in Fig. 2.2.
The set of SU(2) group elements, r = x01 + ixiσ
i (with σi the Pauli ma-
trices), is isomorphic to S3, so the winding number of two mappings g1 and g2
belonging to pi3(S
3) are:
g1(r) = r
n deg(g1) = n
g2(r) = (r
†)n deg(g2) = −n. (2.9)
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2.2 Solitons: an example in 1 + 1 dimension
In this section, we will give a simple example of a soliton solution in low dimen-
sions, in which the non-linear interaction disables the superposition principle.
This is an interesting feature of topological objects, and an important difference
from solutions of linear interaction systems.
The example is a 1 + 1 dimensional system of a scalar field with the La-
grangian
L =
1
2
∂µφ∂
µφ− 1
b4
(
1− cos(bφ)). (2.10)
The Euler-Lagrange equation of this system is the sine-Gordon equation
∂2φ
∂t2
− ∂
2φ
∂x2
+
1
b3
sin(bφ) = 0. (2.11)
It possesses solitons (or solitary wave) solutions:
φ(x, t) = f(x− vt) = f(τ) (2.12)
where
fn,±(τ) =
2pin
b
+
4
b
arctan exp(±γ
b
τ) n ∈ Z, γ = 1√
1− v2 . (2.13)
One can find that the soliton solution fn,± connects φ(τ → −∞) = 2pin/b
and φ(τ → +∞) = 2pi(n± 1)/b, which are minima of the potential 1− cos(bφ).
It is almost a constant except in the region near τ = 0 where energy density
concentrates there. If there are p f+ like solitons and q f− like solitons in the
system, the difference of φ between τ = −∞ and τ =∞ is 2pi(p− q)/b.
2.3 Vortex
Vortices are 2 dimensional static topological objects carrying quantized electro-
magnetic flux. A solenoid has magnetic flux through it as shown in Fig. 2.3. A
vortex is somehow similar, but with quantized magnetic flux like that trapped
in the hole on a superconductor in the Meissner effect.
Consider a U(1) gauge theory of a “Higgs” field φ [17]
L = −1
4
F 2µν + |Dµφ|2 − V (φ) (2.14)
where V (φ) = −σ2(φ∗φ) + λ(φ∗φ)2. Obviously, a static solution with finite
action should reach the minima of V (φ) at infinity, which is the “vacuum ex-
pectation value” of φ:
|φ(r)| r→∞−−−→ σ√
λ
(inpolarcoordinates). (2.15)
Let us choose a topological nontrivial φ(∞), which is a mapping in pi1(S1) with
winding number n:
φ(r →∞) = einθ, (2.16)
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Figure 2.3: The left panel shows a solenoid, the right panel shows a cross section
of the solenoid, the magnetic flux in the solenoid and the gauge field are similar
to a vortex.
and solve the equations of motion
DµDµφ = σ
2φ− 2λφ(φ∗φ)2
ie(φ∂µφ
∗ − φ∗∂µφ) + 2e2Aµ|φ|2 = ∂νFµν . (2.17)
The first equation at infinity becomes Dµφ = 0, it gives
Aθ(r →∞) = − n
er
Ar(r →∞) = 0, (2.18)
which looks just like the cross section of the solenoid we show in Fig. 2.3.
By Stokes theorem, the magnetic flux through an area S is Φ =
∫
S
B · dS =∮
∂S
A · dl, so the magnetic flux of the vortex,
Φ =
∮
∂S
A · dl = −2pin
e
, (2.19)
is a quantized flux.
2.4 Dirac monopoles
The idea of magnetic monopole was given by Dirac in 1931 [18]. By inserting
a magnetic charge term, one can make the Maxwell equations symmetric with
respect to their magnetic and electric parts.
The “improved” Maxwell equations are
O · E = 4piρe, −O× E = ∂B
∂t
+ 4pijm
O ·B = 4piρm, O×B = ∂E
∂t
+ 4pije (2.20)
where the ρm and the jm are the density and the flux of magnetic charge re-
spectively. We can write eqn. (2.20) in the covariant tensor language as
∂Fµν
∂xµ
= Jeµ,
∂F˜µν
∂xµ
= Jmµ (2.21)
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where J = (ρ, j) and F˜µν =
1
2µνρσF
ρσ is the dual field strength.
If magnetic charge exists, it is a magnetic monopole, and the magnetic field
around it should be
B = g
~r
4pi|~r|3 . (2.22)
so that the magnetic flux from a sphere surrounding this magnetic charge is
non-zero.
The elementary magnetic charge is determined by the basic electric charge,
this is the Dirac quantization condition
g =
1
2e
(2.23)
In U(1) gauge theory, the gauge field Aµ can not be written in an expression
continuous everywhere on a closed surface S wrapping the magnetic monopole.
It is very clear from the fact that the magnetic flux through S is
Φ =
∫
S
(O× ~A) · d~S = 0 (2.24)
if ~A is differentiable everywhere. Because the integration of a curl of a dif-
ferentiable vector function ~f(x) on a surface S with boundary C = ∂S equals
the integration of ~f(x) along the boundary C, this is the Stokes Theorem in 2
dimensions: ∫
S
O× ~f · dS =
∮
C
~f · d~C. (2.25)
As the boundary C = ∂S of a closed surface wrapping the magnetic charge
vanishes, we get the (absurd) conclusion that the magnetic flux through S van-
ishes. We know that the magnetic flux through the surface S equals the magnetic
charge inside, so ~A does not have an everywhere differentiable expression on S.
If we try to write it this way, we will get a singular point on S. Usually, this
singularity can be gauged to a Dirac string with one end on the magnetic charge
and the other end at infinity as shown in the right panel of Fig. 2.4.
The mathematically correct way to describe magnetic monopoles are fibre-
bundles [19]. Use two charts R1 and R2 to cover S, we have differentiable A
1
µ
and A2µ on the two charts respectively, and a transformation V on the overlap
of the two charts that connects A1µ and A
2
µ as shown in the left panel of Fig. 2.4.
We can choose that the first chart R1 is the north hemisphere including the
equator, and R2 is the south hemisphere, also including the equator. The gauge
fields on R1 and R2 are [17]
A1r = A
1
θ = 0, A
1
φ =
g
r
1− cos(θ)
sin(θ)
A2r = A
2
θ = 0, A
2
φ = −
g
r
1 + cos(θ)
sin(θ)
(2.26)
The gauge transformation connects them on the equator E, being the overlap
of R1 and R2:
V = e2igeφ, A2µ = A
1
µ −
i
e
V ∂µV
† (2.27)
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Figure 2.4: The left panel shows the Wu-Yang monopole [19], the right panel
is a U(1) magnetic monopole with a Dirac string, where O is the center of the
monopole.
Then we find the total magnetic flux through the sphere S2 is
Φ =
∫
S2
B · dS =
∫
R1
B · dS +
∫
R2
B · dS
=
∫
∂R1
A1 · dl +
∫
∂R2
A2 · dl = i
e
∫
E
V ∂µV
†dl (2.28)
note that ∂R1 = E and ∂R2 = −E are in opposite directions. We can find that
pi1(U(1)) ∼= pi2(S2) = Z determines the quantization of the magnetic charge.
2.5 ’t Hooft–Polyakov monopoles
The Dirac monopoles gives a higher symmetry of the magnetism and the elec-
tricity, but it has so far not been found experimentally. In 1974, ’t Hooft and
Polyakov [20, 21] discovered another kind of magnetic monopole which is a
classical solution of the equation of motion in non-Abelian gauge theories.
The model is a SU(2) gauge theory with a Higgs field φ in the adjoint
representation and a Mexican hat potential for it.
L = −1
4
Fµνa F
a
µν +
1
2
(Dµφ)
a(Dµφ)a − λ
8
(φ · φ− υ2)2 (2.29)
where F aµν and (Dµφ)
a are the field strength and the adjoint covariant derivative
of φ in SU(2):
F aµν = [Dµ, Dν ]
a = ∂µA
a
ν − ∂νAaµ + eabcAbµAcν
(Dµφ)
a = ∂µφ
a + eabcAbµφ
c ∼ [Dµ, φ]a (2.30)
Let us consider the static solutions of this system, with vanishing A0, spon-
taneous symmetry breaking of φ and the equation of motion (EOM).
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Figure 2.5: The 2d projected Higgs field φ of a ’t Hooft–Polyakov monopole in
the hedgehog gauge.
A finite action solution needs the asymptotic φ in a minimum of the po-
tential, which will give the “vacuum expectation value” |φ| = υ at infinity. it
spans a S2 in color space. The gauge symmetry remaining after the symmetry
breaking is a U(1) subgroup of SU(2) locally, which can depend on the loca-
tion ~x. But if the direction of φ in color space at infinity ~nφ(~nx) (~nx = ~x/|x|,
~nφ = ~φ/|φ|) is a trivial mapping from S2 to S2, the remaining U(1) symmetry
can be gauged to a fixed direction, which is completely the same to a U(1) gauge
theory. So we choose a nontrivial φ(x) that ~nφ(~nx) = ~nx, meaning a hedgehog
φa = υxa/|x| as shown in Fig. 2.5.
The EOM of φ is then
(DµD
µφ)a = −1
4
(φ · φ− υ2)φa, (2.31)
the left hand side vanishes at infinity, so the equation can be reduced Dµφ = 0,
and we can get the solution at infinity
Aai = −iab
xb
e|x|2 (|x| → ∞)
φa = υ
xa
|x| (|x| → ∞) (2.32)
We can also consider the solution of the ’t Hooft–Polyakov monopole by
minimizing the energy [22, 23]
E =
∫
d3x
(
(Dµφ)
2 +B2 + V (φ)
)
=
∫
d3x
(
(Dφ∓B)2 + V (φ)± 2B ·Dφ)
≥ 2∣∣ ∫ d3xB ·Dφ∣∣ = 2∣∣ ∫ d3xOB · φ∣∣ = υ∣∣ ∫
S2∞
dSi(B · nφ)i
∣∣ (2.33)
in whose deduction, DiBi = ijkD
iDjDk = 0 and Bai (A
iφ)a = abcB
a
i A
ibφc =
(AiBi)
aφa are used. The last expression is the magnetic flux of the magnetic
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field after spontaneous symmetry breaking (projected to the remaining gauge
symmetry direction) through S2∞, giving
E ≥ υ|qmag| (2.34)
The minimum of the energy E is proportional to υ and the magnetic charge of
the monopole 4pi/e.
The condition for E to reach the minimum is
Dφ = ±B, (2.35)
the analytical solution of this equation is given in [22, 23] in the limit of vanishing
potential.
Aai = aij
xj [1−K(|r|)]
e|r|2 , φ
a =
xaH(|x|)
e|x|2 (2.36)
where
K(|x|) = eυ|x|
sinh(eυ|x|) , H(|x|) = eυ|x| coth(eυ|x|)− 1. (2.37)
An interesting feature of this static ’t Hooft–Polyakov monopole solution is that
if we replace the φ in Dφ = ±B by A0, it becomes the duality condition of gauge
fields in section 2.6
Fµν = ±F˜µν . (2.38)
This kind of monopoles with A0 instead of φ are called ’dyons’ because they have
both magnetic and electric charges. They are constituents of calorons which will
be introduced in section 2.7.
It can be shown that the magnetic charge is proportional to the winding
number of the mapping ~nφ(~nx) from the S
2 at |x| → ∞ in coordinate space
to the S2 in color space, see Appendix 7.1. So the topological feature of the ’t
Hooft–Polyakov monopoles is this S2 winding number.
2.6 Instantons
Instantons are prominent topological objects in gauge theories, they naturally
exist in Euclidean space time as minima of the action.
The boundary of Euclidean space time R4 is S3, so it is possible to find
topological objects of S3 windings in Euclidean space time. The Lagrangian of
the gauge field in Euclidean space time is
L =
1
2
Tr(FµνFµν) =
1
2
(E2 +B2). (2.39)
We can find that the lower bound of the action is
S ≥ |
∫
d4x
1
2
Tr(Fµν F˜µν)| = 8pi
2
g2
|Q| (2.40)
where Q is the topological charge
Q =
g2
16pi2
∫
d4xTrFµν F˜µν . (2.41)
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Fµν 6= 0
Aµ ≈ igS∂µS−1
Fµν = 0
S3
|r|2 =∞
Figure 2.6: The feature of instantons on the S3 boundary, from [17].
The topological charge is determined by the boundary behavior, this can be
seen by writing the topological charge density TrFµν F˜µν as the total divergence
of the Chern-Simons current:
Kµ = µνσλTr(
1
2
Aν∂σAλ − ig
3
AνAσAλ), ∂µK
µ =
1
4
TrF˜µνF
µν . (2.42)
Then we rewrite the definition of topological charge in eqn. (2.41) in terms of
Kµ
Q =
g2
16pi2
∫
d4x 4∂µK
µ =
g2
4pi2
∫
S3∞
Kµ · d3Sµ (2.43)
On the other hand, if we want the action of the solution to be finite, we need
r2Fµν |r→∞ → 0 (2.44)
so the gauge field approaches a pure gauge field at infinity
Aµ =
i
g
T∂µT
† = − i
g
(∂µT )T
† (2.45)
as shown in Fig. 2.6.
Then what is the topological charge of a gauge field like this? The Kµ in
eqn. (2.42) of the pure gauge field in eqn. (2.45) is
Kµ =
1
6e2
µνσλTr(T
−1∂νT )(T−1∂σT )(T−1∂λT ). (2.46)
Putting it into the topological charge definition of eqn. (2.43), we get
Q =
1
24pi2
∫
S3∞
d3SµµνσλTr(T
−1∂νT )(T−1∂σT )(T−1∂λT )
=
1
24pi2
∫
S3∞
d3S∞ det
∂T (S3∞)
∂S3∞
=
1
24pi2
∫
G
dT (S3∞), (2.47)
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is proportional to the winding number of the gauge transformation T (S3∞),
which is a mapping from the S3∞ in coordinate space to the gauge group space
given by pi3(G).
Let us calculate an SU(2) example of an instanton. We choose SU(2) be-
cause its elements can be parameterized easily as
g = gµσµ (|g| = 1) (2.48)
where σµ = (12, i~σ) and ~σ = (σ1, σ2, σ3), so it is clear that SU(2) ' S3. The
gauge field at infinity approaches a pure gauge field given by eqn. (2.45) where
the gauge transformation T is the identical mapping of a hedgehog
T =
x012 + i~x · ~σ
x
. (2.49)
Then the asymptotic gauge field on S3∞ is
Aµ =
2
g
η¯aµνσa
xν
x2
(2.50)
where η¯αβ is the self-dual ’t Hooft tensor
η¯αβ = η¯
γ
αβσγ = σ¯[ασβ], (2.51)
and the Kµ is
Kµ =
2xµ
g2x4
(2.52)
which has an obvious ’hedgehog’ behavior on S3∞. The topological charge of
this system is
Q =
g2
4pi2
∫
S3∞
K · d3S = 1
2pi2
∫
S3∞
xµ
g2x4
d3Sµ = 1. (2.53)
One can extend the gauge field expression in eqn. (2.50) into the bulk of the
instanton [24]
Aµ =
2
g
ηaµνσa
xν
x2 + ρ2
, (2.54)
where ρ is the size of the instanton. The topological charge density (action
density) of it is
TrF 2µν =
1
g2
ρ4
(x2 + ρ2)4
, (2.55)
which is obviously a single lump in R4, meaning it is an “instantaneous” object.
Another parameter of a general charge one instanton solution is the location of
instanton center yµ. For higher charge instantons composed of several lumps,
there are |Q| locations and the color orientations are additional parameters of
the moduli space.
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2.7 SU(2) calorons
In this section we are going to introduce calorons, which are instantons at finite
temperature. In other words, their base space is R3×S1 where the circle S1 has
circumference β = 1/kBT as usual. In this section we only discuss the SU(2)
calorons which are much simpler than the general SU(N) calorons which will
be introduced in section 4.1.
As it turns out from the explicit solutions in [25, 26, 27], calorons consist
of localized lumps of topological charge density, which – due to self duality –
are lumps of action density, too. For the gauge group SU(N) one can have up
to N lumps per unit topological charge. When well separated, these lumps are
static, although the gauge field, generically, can and will be time dependent,
see section 2.7.2 and section 4.3. Moreover, they possess (quantised) magnetic
charge equal to their electric charge and hence are called dyons as discussed in
section 2.5. Consequently, the moduli of calorons are the spatial locations of
the dyons, which can take any value, plus phases [28].
Another important parameter of the solutions by Kraan/van Baal and Lee/Lu
[26, 27] is the holonomy, the limit of the (untraced) Polyakov loop in eqn. (1.4)
at spatial infinity,
P∞ = lim|~x|→∞L(~x). (2.56)
Due to the magnetic neutrality of the dyons within a caloron, this limit is
independent of the direction the limit is taken. (In our convention the gauge
fields are hermitian, we basically follow the notation of [26] but multiply their
anti-Hermitian gauge fields by i and reinstate β.)
In SU(2) we diagonalise P∞,
P∞ = exp (2piiωσ3) (2.57)
Note that ω = 0 or 1/2 amount to trivial holonomies P∞ = ±12, whereas the
case ω = 1/4, i.e. TrP∞ = 0 is referred to as maximal nontrivial holonomy.
As we mentioned in section 1.2, 〈TrL〉 = 0 confines infinitely heavy quarks.
ω = 1/4 calorons therefore should have close relations to the confined phase
while ω 6= 1/4 calorons to the deconfined phase.
The constituent dyons have fractional topological charges (“masses”) gov-
erned by the holonomy, namely 2ω and 2ω¯ ≡ 1− 2ω, cf. Fig. 2.7 left panel. The
topological charges of the dyons are identical in the case of maximal nontrivial
holonomy ω = 1/4.
To be more concrete, the gauge field of a unit charge caloron in the periodic
gauge 1 is given by
A3µ = −
1
2
η¯3µν∂ν log φ−
2piω
β
δµ,0
A1µ − iA2µ = −
1
2
φ (η¯1µν − iη¯2µν)(∂ν +
4piiω
β
δν,0) χ˜ ,
(2.58)
where η¯ is the ’t Hooft tensor and φ and χ are (x0-periodic) combinations of
trigonometric and hyperbolic functions of x0 and ~x, respectively, see section 2.7.1
1This gauge is in contrast to the non-periodic “algebraic gauge” where A0 asymptotically
vanishes and the holonomy is carried by the transition function.
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Figure 2.7: Action density (left, shown in logarithmic scale and cut below e−12)
and Polyakov loop (right) in the (x1, x3)-plane (measured in units of β) at
x0 = x2 = 0 for a caloron with intermediate holonomy ω = 0.12 and size
ρ = 0.9β as discretized on a 8 × 482 × 80 lattice. The dyon locations are
~y1 = (0, 0,−0.61) and ~y2 = (0, 0, 1.93).
and [26]. They are given in terms of the distances
r = |~x− ~y1| , s = |~x− ~y2| (2.59)
from the following constituent dyon locations
~y1 = (0, 0,−2piωρ2/β), ~y2 = (0, 0, 2piω¯ρ2/β) , (2.60)
which we have put on the x3-axis with the center of mass at the origin (which
can always be achieved by space rotations and translations) and at a distance
of d ≡ piρ2/β to each other.
In case of large ρ, the action consists of approximately static lumps (of radius
β/4piω and β/4piω¯ in spatial directions) near ~y1 and ~y2. In the small ρ limit
the action profile approaches a single 4d instanton-like lump at the origin. In
Ref. [26] one can find more plots of the action density of SU(2) calorons with
different sizes and holonomies.
In the far-field limit, away from both dyons the function χ˜ behaves like
χ˜ =
4d
(r + s+ d)2
{
re−4piω¯r/βe−2piix0 + se−4piωs/β
}
×[1 +O(e−min(4piω¯r/β,4piωs/β))] , (2.61)
and hence the off-diagonal part of Aµ decays exponentially, while the Abelian
part from
φ =
r + s+ d
r + s− d +O(e
−min(4piω¯r/β,4piωs/β)) (2.62)
becomes a dipole field [26].
The Polyakov loop in the bulk plays a role similar to an exponentiated
Higgs field in the gauge group: it is +12 and −12 in the vicinity of ~y1 and ~y2 2,
respectively, cf. Fig. 2.7 right panel. The existence of such points is of topological
origin [30, 31, 32]. Thus the Polyakov loop is a more suitable pointer to the
2On the line connecting the dyons the Polyakov loop can actually be computed exactly
[29].
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constituent dyon locations, which agrees with the maxima of topological density
for the limiting case of well-separated dyons, but is valid even in case the two
topological lumps merged into one for small ρ.
2.7.1 Auxiliary functions in caloron
Here we give the functions necessary for the gauge fields of calorons [26] including
β and their form in the limits described earlier in this section. The first set of
auxiliary dimensionless functions is
ψ = − cos(2pix0/β) + cosh(4piω¯r/β) cosh(4piωs/β)
+
r2 + s2 + d2
2rs
sinh(4piω¯r/β) sinh(4piωs/β)
+d
(
sinh(4piω¯r/β)
r
cosh(4piωs/β) + cosh(4piω¯r/β)
sinh(4piωs/β)
s
)
(2.63)
ψˆ = − cos(2pix0/β) + cosh(4piω¯r/β) cosh(4piωs/β)
+
r2 + s2 − d2
2rs
sinh(4piω¯r/β) sinh(4piωs/β) . (2.64)
We remind the reader that r = |~x − ~y1| and s = |~x − ~y2| are the distances to
the dyon locations and d = |~y1 − ~y2| = piρ2/β is the distance between the dyon
locations, the “size of the caloron”. The next set of auxiliary functions entering
eqn. (2.58) are
φ =
ψ
ψˆ
, χ˜ =
1
ψ
d
(
sinh(4piω¯r/β)
r
+ e−2piix0/β
sinh(4piωs/β)
s
)
(2.65)
For the twist in next subsection we will analyze the limit of large size d β
here. For points ~x = ~y1 + ~δ near the location of the first dyon, r = |~δ| is small
and s = d− δ3 +O(|δ|2/d) is large. Hence the argument 4piωs/β is much larger
than 1 (unless trivial holonomy ω = 0) and the hyperbolic functions can be
replaced by exponential functions with exponentially small corrections. On the
other hand, no manipulations are made in all functions with argument 4piω¯r/β,
such that we get the exact expressions in terms of the distance r,
ψ = e4piωs/β
d
r
sinh(4piω¯r/β) (2.66)
ψˆ =
1
2
e4piωs/β
(
cosh(4piω¯r/β)− δ3
r
sinh(4piω¯r/β)
)
(2.67)
The exponentially large prefactors cancel in the functions φ and χ˜:
φ(~x = ~y1 + ~δ) ' 2d|δ| coth(4piω¯|δ|/β)− δ3 , (2.68)
χ˜(~x = ~y1 + ~δ) ' e−2piix0/β 1
2d
|δ|
sinh(4piω¯|δ|/β) . (2.69)
where we have replaced r by |~δ|.
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For points ~x = ~y2 + ~δ near the location of the second dyon, s = |~δ| is small
and r = d+ δ3 +O(δ
2/d) is large leading to
ψ = e4piω¯r/β d
sinh(4piωs/β)
s
(2.70)
ψˆ =
1
2
e4piω¯r/β
(
cosh(4piωs/β) +
δ3
s
sinh(4piωs/β)
)
(2.71)
and
φ(~x = ~y2 + ~δ) ' 2d|δ| coth(4piω|δ|/β) + δ3 , (2.72)
χ˜(~x = ~y2 + ~δ) ' 1
2d
|δ|
sinh(4piω|δ|/β) . (2.73)
2.7.2 The twist
A less-known feature of the caloron we want to describe next is the Taubes
twist. It basically means that the gauge field3 of one of the dyons is rotated by a
time dependent gauge transformation (rotated in the direction of the holonomy,
here the third direction in color space) w.r.t. the gauge field of the other dyon
when they are combined into a caloron. This is the way the dyons generate
the unit topological charge [26]. And generically, the topological charge can be
constructed from relative twisting monopoles.
The simplest way to reveal the twist is to consider the limit of well separated
dyons, i.e. when their distance d is much larger than their radii β/4piω and
β/4piω¯. Let us consider points near the first dyon, ~x = ~y1+~δ, where the distance
δ ≡ |~δ| is small compared to the separation d, but not necessarily compared to
the dyon size. In the last section we have derived the form of the functions φ
and χ˜ in this limit, see eqn. (2.68) and (2.69). The large factors of 2d cancel
in the ∂µ log φ and φ∂µχ˜ terms in the caloron gauge field formula eqn. (2.58).
The χ˜ near this dyon has a phase factor e−2piix0/β which does not appear in the
χ˜ near the other dyon, this phase factor will enter non-diagonal entries of Aµ,
and this factor reflects the twist of this dyon as we will see later.
In the vicinity of the other dyon, ~x = ~y2 +~δ, we get very similar expressions
with ω¯ replaced by ω and δ3 by −δ3, but the time-dependent phase factor is
absent as given in eqn. (2.72) and (2.73). This staticity of course also holds for
Aµ near this dyon and all quantities computed from it.
Inserting the auxiliary functions into the gauge field of eqn. (2.58) one can
find that the corresponding gauge field components are connected via a PT
transformation, and the exchange of ω and ω¯
(A1µ − iA2µ)(x0, ~y2 + ~δ;ω) = −(A1µ − iA2µ)(−x0, ~y1 − ~δ; ω¯)e−2piix0/β (2.74)
A3µ(x0, ~y2 +
~δ;ω) = −A3µ(−x0, ~y1 − ~δ; ω¯)−
pi
β
δµ,0 , (2.75)
plus a gauge transformation, namely
Aµ(x0, ~y2 + ~δ;ω) = − TAµ(−x0, ~y1 − ~δ; ω¯) (2.76)
3The twist can be formulated in a gauge-invariant way by field strength correlators between
points connected by Schwinger lines [33].
24 CHAPTER 2. TOPOLOGICAL OBJECTS
with the time-dependent twist gauge transformation
T(x0) = exp(−piix0
β
σ3) . (2.77)
This gauge transformation is non-periodic, T(β) = −12 (but acts in the adjoint
representation). It enters the non-diagonal entries of the gauge field near the
first dyon in eqn. (2.74) and gives the e−2piix0/β factor to it.
The Polyakov loop values inside the dyon centers are obtained from χ˜(~x =
~y1,2 + δ) = O(δ2) and
φ(~x = ~y1 + δ) =
2d
β/4piω¯ − δ3 +O(δ2) , (2.78)
φ(~x = ~y2 + δ) =
2d
β/4piω + δ3 +O(δ2) , (2.79)
which results in
A0(~y1) = −pi
β
σ3 P(~y1) = −12 , (2.80)
A0(~y2) = 0 P(~y2) = +12 . (2.81)
Actually, the gauge field around ~y2 is that of a static magnetic monopole with
the Higgs field φ identified with A0 through dimensional reduction. Indeed, it
vanishes at the core according to (2.81) and approaches the “vacuum expectation
value” |φ| = 2piω/β away from the core. Accordingly, Diφ is identified with
DiA0 = Fi0 = Ei, and the Bogomolnyi equation with the self duality equation.
The gauge field around ~y1 is that of a twisted monopole, i.e. a monopole
gauge rotated with T. The corresponding Higgs field is obtained from that of
a static monopole by the same T, transforming in the adjoint representation.
Therefore, the Higgs field φ of the twisted monopole agrees with the gauge field
A0 apart from the inhomogeneous term in eqn. (2.75). φ vanishes at the core,
too, and approaches the vacuum expectation value 2piω¯/β.
The electric and magnetic charges, as measured in the φ direction through
the ’t Hooft field strength tensor, are equal and the same for both dyons. This
is consistent with the fact that selfdual configurations fulfilling the BPS bound
must have positive magnetic charge.
These fields are in some unusual gauge: around the dyon cores the Higgs
field has the hedgehog form φa ∼ (~x − ~y1,2)a which is called the radial gauge.
Far away from the dyons the Higgs field φ becomes diagonal up to exponentially
small corrections. Indeed, if one neglects the exponentially small χ˜’s of (2.69)
and (2.73) and replaces the hyperbolic cotangent by 1 in the denominator of
(2.68) and (2.72), this would be the so-called unitary gauge with diagonal Higgs
field (in section 2.5) and a Dirac string singularity (along the line connecting
the dyons). Far away from the caloron’s dyons, however, the “hedgehog” φ is
not “combed” completely and there is no need for a singularity4. In other words
the covering of the color space happens in an exponentially small but finite solid
angle.
More precisely, the Higgs field φ approaches −2piωσ3/β and +2piω¯σ3/β away
from the static and twisting dyon, respectively, for almost all directions. These
4In contrast, the gauge field A4 written down in section IIA of [34] is diagonal and Aϕ has
a singularity at the x3-axis.
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values differ by piσ3/β, and hence the corresponding A0’s can be glued together
(apart from a gauge singularity at the origin). Moreover, in A0 the leading
far field corrections to the asymptotic value, namely monopole terms, are of
opposite sign w.r.t. the fixed color direction σ3 and therefore do not induce a
net winding number in the asymptotic Polyakov loop. Hence the holonomy is
independent of the direction.
We remind the reader that this subsection has been dealing with the limit of
well-separated dyons, i.e. all formulas are correct up to exponential corrections
in β/d and algebraic ones in δ/d.
2.8 Relations between topological objects
2.8.1 Relation between instantons and monopoles
Instantons have been found to induce Abelian projected monopoles, both by
topological arguments using the Hopf invariant [35, 36, 37] as well as through
empirical studies on the lattice [38, 39, 40].
As we have discussed in section 2.7, the relation between calorons and
monopoles/dyons is much clearer, the latter are constituents of the former,
visible through e.g. the action density.
2.8.2 Monopole and vortices
In section 2.3, 2.4 and 2.5, we have seen that vortices are magnetic fluxes while
monopoles are sources of magnetic fluxes (the vortices in space-time directions
correspond to magnetic fluxes, purely spatial vortices do not, examples will be
given and discussed in section 3.3). Then it is quite natural to think that the
vortices are magnetic fluxes connect monopoles, or in other words, monopoles
reside on vortex surfaces.
In the upcoming section 2.9, monopoles identified by Laplace Abelian gauge
always reside on vortex sheets identified by Laplacian center gauge [41]. In
indirect maximal center gauge, although it does not provide such a close relation,
but the SU(2) results of [42] find that almost all (97%) the monopoles lie on
vortex sheets.
2.9 Finding topological objects on the lattice
We have learned instantons, monopoles and vortices in previous sections. In
this section, we will introduce the methods to find monopoles and vortices on
the lattice by Abelian and center projections respectively. Instantons can be
found on the lattice after cooling/smearing etc. [43].
2.9.1 Direct maximal center gauge
We know in section 2.3 that vortices are quantised magnetic fluxes. In a gauge
group G, the quantized magnetic fluxes ΦB of
eigΦB = ZG, (2.82)
where ZG are center elements of G, are called center vortices.
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Figure 2.8: An SU(2) example of a center configuration and its vortices. The
dashed lines on the plane are trivial +1 links, while the solid lines on the plane
are −1 links, and the fat line is the vortex penetrating this plane. In short,
vortices penetrate the non-trivial plaquettes (in SU(2) just −1 plaquettes).
To find the center vortices on lattice, one needs to project the gauge config-
urations onto center degrees of freedom by removing the non-confining fluctua-
tions which are supposed to have no influences on the far-infrared physics [6].
Direct maximal center gauge (DMCG) [44] is an intuitive method to reveal the
center vortices. It gauge transforms the configuration of adjoint links as close to
a trivial configuration (all the links are 1) as possible, because center elements
of a group G are the identity in the adjoint representation.
We maximize
R =
∑
x,µ
Tr[UAµ(x)], (2.83)
where UAµ are links in the adjoint representation. In SU(N), the expression of
R can be simplified to
R =
∑
x,µ
Tr[Uµ(x)]Tr[U
†
µ(x)] + const. (2.84)
by virtue of
∑
k(Tk)ab(Tk)cd =
1
2δadδbc − 12N δabδcd and (UA)ab = Tr[TaUTbU†].
After the gauge transformation by maximizing R, the configuration (in fun-
damental representation) is in the possible closest form to a center configuration.
We decompose the links into the center part Zµ and the remaining fluctuation
part Vµ as
Uµ(x)→ Zµ(x)Vµ(x). (2.85)
In SU(2), this decomposition is done by Zµ(x) = sign(Tr[Uµ(x)]). Note that
the vortices are not the non-trivial center element links, but the plaquettes on
the dual lattice that penetrate the non-trivial plaquettes as shown in Fig. 2.8.
An advantage of DMCG is that if one “inserts” some center vortices to the
configuration by hand, which means to change some links U → ZkU , these
’inserted’ vortices will be detected because the configuration in the adjoint rep-
resentation is the same to that before the insertion.
DMCG has a weakness, the Gribov copy problem [45]. It happens in the
procedure of maximizing R in eqn. (2.84), that R as a function of the gauge
transformation has many local maxima. In numerical simulations, it is practi-
cally impossible to find the global maximum and one ends up in a local one.
This influences the location and further properties of center vortices.
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2.9.2 Indirect maximal center gauge
Indirect maximal center gauge (IMCG) [46] is very useful in exploring the con-
nection between Abelian monopoles and vortices [6]. It has two steps, the
first step is the maximal Abelian gauge (MAG) [47], which minimizes the non-
diagonal elements of the links. In SU(2), it maximizes
R =
∑
x,µ
Tr[Uµ(x)σ3U
†
µ(x)σ3], (2.86)
this is equivalent to minimizing the non-diagonal elements because
1
2
Tr[σµσ3σ¯
νσ3] =
 1 (µ = ν = 0, 3)0 (µ 6= ν)−1 (µ = ν = 1, 2) . (2.87)
After having maximized R, one decomposes the links U ′µ(x) = Cµ(x)Dµ(x)
into an Abelian part Dµ(x) and the background part Cµ(x) where
Dµ =
1√
|U ′µ11||U ′µ22|
(
U ′µ11 0
0 U ′µ22
)
. (2.88)
Exploiting the remaining U(1) gauge freedom, which amounts to a shift
θµ(x)→ αθµ(x) = −α(x) + θµ(x) + α(x+ µˆ), where θµ(x) = arg (Uµ(x)11), the
second step maximizes the IMCG functional
FIMCG[U ] =
∑
µ,x
(cos(αθµ(x)))
2
, (2.89)
that serves the same purpose as the R in eqn. (2.83).
Finally, the projected Z(2) gauge links are defined as
Zµ(x) = sign (cos(
αθµ(x))) . (2.90)
2.9.3 Laplacian center gauge
Laplacian center gauge (LCG) [41], which avoids the Gribov copies problem,
utilizes the two eigenmodes φ(1) and φ(2) of the gauge covariant lattice Laplacian
operator in the adjoint representation:
−∆[UA]φ(1,2) = λ1,2φ(1,2) (2.91)
∆abxy[UA] =
1
a2
∑
µ
(
UAµ(x)
abδx+µˆ,y + UAµ(x− µˆ)baδx−µˆ,y
−2δabδxy
)
a, b = 1, 2, nA , (2.92)
where nA is the dimension of adjoint representation. Consider that vortices
should reflect the infrared feature of the gauge field, the lowest two eigenmodes
are preferred.
The first step of LCG, which is also called Laplacian Abelian gauge (LAG)
[48], transforms the lowest eigenmode Φ(1) = φ
(1)
a T a diagonal,
Φ(1)
′
(x) = Ω(x)Φ(1)(x)Ω†(x) Φ(1)
′
i,j (x) = 0 (i 6= j). (2.93)
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The gauge transformation Ω(x) is not unique, it is easy to find that gauge trans-
formations keeping Φ(1)
′
diagonal, namely in the Cartan subgroup of SU(N)
matrices, are
V (x) = exp
(
diag
(
iα1(x), ..., iαN (x)
))
,
N∑
i=1
αi(x) = 0. (2.94)
An additional freedom we need to fix in the first step is the exchange of the non-
diagonal entries of Φ(1)
′
– the eigenvalues of Φ(1). The gauge transformations
exchanging the eigenvalues are not in the U(1)N−1 Cartan subgroup, so we
should fix the order of the eigenvalues ascending or descending.
We can also identify the remaining symmetry after the first step of LCG by
the number of free parameters. An SU(N) matrix has N2 − 1 real parameters,
from eqn. (2.93) we can find the number of real conditions is N(N − 1)/2× 2 =
N(N − 1). So the remaining number of free parameters is N − 1 and Cartan
subgroup is the remaining symmetry.
As the first step has restricted the remaining symmetry to the Cartan sub-
group, the second step fixes the remaining U(1)N−1 symmetry to ZN . Now we
see why to choose the adjoint representation, because the adjoint fields are blind
to the centers of SU(N)
ZkΦ
(1,2)Z†k = Φ
(i) (2.95)
The first excited eigenmode after the first step is
Φ(2)
′
(x) = Ω(x)Φ(2)(x)Ω†(x). (2.96)
The second step applies the gauge transformation V (x) ∈ U(1)N−1 to Φ(2)′(x),
Φ(2)
′′
(x) = V (x)Φ(2)
′
(x)V †(x). (2.97)
The remaining U(1)N−1 symmetry is fixed by rotating N − 1 non-diagonal en-
tries of Φ(2)
′′
real and positive.
Defects can occur in the procedure of LCG. In the first step, if Φ(1) has two
equal eigenvalues, or in the second step, if any of the N −1 non-diagonal entries
of Φ(2)
′
vanishes.
The defects of these two LCG steps can be related to monopoles and vortices.
The defects of the first step is very obvious in an SU(2) monopole configuration,
whose lowest eigenmode is a zero mode, the scalar field φ itself (see section 3.3.1)
which vanishes at the center of the monopole. So we expect the defects in
the first LCG step to be the world lines of monopoles. Indeed, the hedgehog
like lowest mode has an S2 winding number, the first LCG step rotates this
lowest mode to a fixed direction meaning the gauge transformation Ω around
the monopole reflects an S2 winding, which will appear in the Aµ from this
gauge transformation. In SU(N), the defect promotes the remaining symmetry
from U(1)N−1 to SU(2)× U(1)N−3.
Let us consider the defects of the second LCG step in SU(2). If one finds
Φ
(2)′
1,2 (xV ) = 0 on the plane that passes through xV and extends in the e1 =
Oφ(2)
′
1 (xV ) and e2 = Oφ
(2)′
2 (xV ) directions (O is the gradient operator), the
Taylor expansion of Φ
(2)′
1,2 around xV is
Φ
(2)′
1,2 (x) = (x− xV ) · e1 + i(x− xV ) · e2 +O((x− xV )2) ≈ f(r, θ)eiθ, (2.98)
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which has a hedgehog form around xV on this plane. In SU(2), the gauge
transformation V around xV on this plane is
V (θ) = diag(e−
iθ
2 , e
iθ
2 ). (2.99)
While applying the gauge transformation V , the gauge field Aµ around xV on
this plane becomes
Aµ → V AµV † + i
g
V ∂µV
† (2.100)
where the second term reflects the topological features of V and gives a vortex
flux penetrating the e1 − e2 plane at xV .
2.10 Topological objects and the QCD phase tran-
sition
2.10.1 Center vortices and confinement
The relation of center vortices and confinement was first proposed by ’t Hooft
in [49], there is a nice review of center vortex confinement in [6].
To find the role of center vortices in confinement, let us consider center vortex
configurations superimposed on non-confining configurations, the Wilson loop
of a loop C is
W (C) = Z(C)w(C), (2.101)
where w(C) is the contribution from the non-confining configuration, and Z(C)
is the contribution from the center vortices penetrating C.
If different contributions satisfy the two conditions below, the center vortex
contributions give the confinement:
1. The non-confining background contribution w(C) and the center vortices
contribution Z(C) are weakly correlated if C is a large loop.
2. The correlation between the center vortex contributions to two non-
overlapping large loops C1 and C2 is weak, or say, the correlation between
Z(C1) and Z(C2) is weak (not 〈Z(Ci)〉).
The first condition says the two parts of contributions can be decoupled
〈W (C)〉 = 〈Z(C)〉〈Tr[w(C)]〉 (2.102)
where the contributions from non-confining background satisfies a perimeter
law.
Then let us consider the second condition. First, we divide the area enclosed
by C into N subareas, each subarea enclosed by a sub loop Ci, the subareas
are of the same rectangular shape so that their areas equal A/N . The second
condition decouples the vortex contributions from different sub loops. Consider
translational symmetry, the expectation of vortex contributions to the sub loops
should be the same.
〈Z(C)〉 = 〈
∏
i
Z(Ci)〉 ≈
∏
i
〈Z(Ci)〉 = 〈Z(Cj)〉N (2.103)
Vortices are D − 2 dimensional continuous objects, the correlation of penetra-
tions through two large surfaces must be stronger than that through two small
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surfaces, so the second condition provides us that the penetration correlations
of smaller surfaces are weak.
Then we can continue this procedure and get
〈Z(C)〉 = (〈Zp〉)
A(C)
a2 = exp[−σA(c)] (2.104)
where σ = − lnZp/a2 is the string tension and Zp is the expectation of center
vortex contributions to one plaquette.
In SU(2), the center of the gauge group is −12, and the Zp of a single
plaquette is −1 if it is penetrated by vortices and it is 1 if not. So the expectation
of Zp is
〈Zp〉 = (1− d)(+1) + d(−1) (2.105)
where d is the probability of a plaquette being penetrated by vortices. The
string tension in SU(2) is then
σ = − ln(1− 2d)
a2
. (2.106)
We can write the second condition in another way: the vortices penetrations
of an area are basically independent. Let us consider the ideal case in which
the penetrations are perfectly independent of each other so that the number of
penetrations follows a Poisson distribution in the continuum limit
P (n) =
(Ada2 )
n
n!
e−
Ad
a2 (2.107)
In SU(2) the expectation of vortex contributions is
〈Z(C)〉 =
∞∑
n=0
(−1)nP (n) = e− 2Ada2 , (2.108)
it gives the string tension
σ =
2d
a2
. (2.109)
This result is the continuum limit of eqn. (2.106) as d → 0 in the continuum
limit.
But obviously, the penetrations can not be completely independent because
vortices form a closed continuous D−2 dimensional surface in the D dimensional
space time. The penetrations of an area by a continuous closed surface can not
be completely independent. Then what is the feature for the confining vortices?
The answer is percolating vortices.
A percolating vortex surface means it is not a local one but crosses the lattice
boundary, or in other worlds, the cluster extension of the vortex surface is the
lattice size.
Consider a Wilson loop extending in space and time direction and let us
compare a vortex configuration with non-percolating vortex surfaces only with
another which includes percolating vortex surfaces as shown in Fig. 2.9.
If the Wilson loop C is large enough, the vortex penetrations of the area
spaned by C are correlated except those near the boundary of the area if the
vortex surface does not percolate, and Wilson loop is proportional to e−dP (C)
in this case, where P (C) is the perimeter of the loop (deconfined phase). The
2.10. TOPOLOGICAL OBJECTS AND THE QCD PHASE TRANSITION31
space
time
space
time
Figure 2.9: The left panel shows non-percolating vortices penetrating the area
enclosed by a loop. The penetrations are correlated except those near the edges,
thus the vortex only Wilson loop obeys a perimeter law. In contrast, the right
panel shows percolating vortices which give the Wilson loop an area law.
percolating vortex surfaces extend to the boundary after penetrated the area
and come back to the area only from the other side of the area because of
periodic lattice space. So that the penetrations are independent of each other
and the Wilson loop gives an area law (confined phase).
Now we see percolation of purely spatial vortex surfaces is the feature of
the confined phase. Ref. [50] has compared the vortex cluster extension in the
confined phase and the deconfined phase, finding that most vortices belong to a
large cluster in the confined phase, while in the deconfined phase most vortices
belong to very small clusters.
Several approaches are adopted to verify if vortices are the physical degrees
of freedom responsible for confinement, like center dominance and scaling be-
havior. Center dominance means the vortices alone should recover most of the
string tension. The logic of scaling behavior is that, if the vortex contents of
configurations reflect physical degrees of freedom, they should have a continuum
limit, and quantities like the area of the vortices should approach a constant in
the continuum limit.
SU(2) results [46] [44] [51] [52] [53] show that both DMCG and LCG ap-
proximately recover the full string tension, but only the DMCG gives the right
scaling behavior. In SU(3) [54], DMCG gives the right scaling behavior but
does not recover the full string tension, while LCG can recover the full string
tension but has a wrong scaling behavior.
2.10.2 Monopoles and confinement
The confinement picture by monopoles is called Dual Superconductor. In su-
perconductors, electrons form weakly bounded states called Cooper pairs, which
condensate and squeeze magnetic field into flux tubes. In a dual superconductor,
the role of electric parts and magnetic parts are exchanged. Magnetic monopoles
condensate and squeeze chromoelctric fluxes. Different from the magnetic fluxes
in the superconductor case which form closed loops, chromoelectric fluxes con-
nect chromoelectric charges. Then we find the energy contributions of a flux
tube to a q¯q pair is proportional to the length of the flux tube (if the radius of
the flux tube is independent of the flux tube length), and the flux tube gives a
confining potential. Kronfeld et al. found the color magnetic monopole currents
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percolate only in the confined phase [55], it confirms that the dual supercon-
ductor picture works also in SU(2).
In section 2.7.2, we have seen the magnetic monopoles in calorons are ’t
Hooft–Polyakov monopoles with the adjoint scalar field φ replaced by A0, so the
magnetic monopoles exist in theories without the adjoint scalar field φ as dyons.
So the role of the Higgs field is played by the holonomy at finite temperature.
The monopole condensation picture has some problems, like the representa-
tion dependence of the string tension in it seems incorrect [6].
2.10.3 Instantons, calorons and the QCD phase transition
The fermion Lagrangian is
LF = ψ¯(iγ
µDµ + im)ψ (2.110)
In the chiral limit m→ 0 where the left hand fermions and right hand fermions
decouple with each other, the fermions have definite chirality. With an instanton
background, there is a left hand fermion zero mode which satisfies
σ¯µDµψL = 0 (2.111)
and on the anti-instanton background resides a right hand fermion zero mode
that satisfies
σµDµψR = 0. (2.112)
The more general conclusion is the Atiyah-Singer index theorem [56]:
Q = nL − nR (2.113)
where Q is the topological charge, nL and nR are the number of left hand and
right hand fermion zero modes respectively.
The chiral condensate 〈ψ¯ψ〉m→0 is the order parameter of chiral symmetry
breaking for the QCD phase transition. According to the Banks-Casher relation
[57] in eqn.(5.17), the chiral condensate is proportional to the spectral density
at origin.
In an instanton liquid [58], if all the instantons and anti-instantons are well
separated, each of them contributes a quasi-zero mode (not exact zero mode
because of the interaction with other instantons). According to the instan-
ton liquid model, suppose the shifted quasi-zero modes in the multi-instanton
background are superpositions of the old exact zero modes of single instanton
backgrounds, the shift of such a mode is proportional to
T =
∫
d4xψ†j (x− y′)iγµ∂µψk(x− y) (2.114)
where y and y′ are the locations of instantons. In the instanton liquid model,
the result for the average shift is
〈T 2〉 ∼ n
V
ρ2 (2.115)
and then the spectral density is
ρ(λ = 0)
V
∼
√
n
V
1
ρ
∼ 1
R¯2ρ¯
(2.116)
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where ρ¯ is the average size of the instantons and R¯ is the average distance
between the instantons. Hence instantons of realistic sizes and density are able
to generate the chiral condensate. However, attempts to generate confinement
from instanton models failed (unless unnatural relations between the instantons
are assumed).
Calorons [25, 26, 27], as we have introduced in section 2.7, are the finite
temperature versions of instantons. Calorons have zero modes like instantons,
so that in a liquid of calorons and anti-calorons at finite temperature, they
will contribute to the ρ(0) and cause chiral symmetry breaking. The holon-
omy makes calorons different from instantons. Under the conjecture that the
asymptotic Polyakov loop (holonomy) is related to the average Polyakov loop,
the order parameter of confinement, calorons are sensitive to the phase of QCD
under consideration.
2.11 The unknown relation – caloron and vortex
First, we want to summarize the topological objects that appeared in this
chapter. Basically there are three kinds of topological excitations that have
been intensively examined over the years to answer the question of what drives
confinement and other non-perturbative effects in QCD: instantons, magnetic
monopoles and center vortices.
As we introduced in section 2.6, instantons as solutions of the equations
of motion are special, in contrast to monopoles or center vortices, which occur
only through gauge fixing or projections, they are the relevant objects in a semi-
classical approach. While the generation of a chiral condensate is very natural
via the (quasi) zero modes, confinement remained unexplained in this model.
At finite temperature, where the classical solutions are called calorons, the
asymptotic Polyakov loop as a parameter of calorons makes them sensitive
to the phases of QCD. The calorons with nontrivial holonomy consist of N
dyons/magnetic monopoles for the gauge group SU(N) (see section 4.1). In
this way, contact is seemingly made to the Dual Superconductor scenario. We
stress that the dyon constituents of calorons appear in a unambiguous way as
classical objects.
The last observation suggests an overall description of confinement [59] and
deconfinement in terms of calorons’ dyon constituents as independent degrees
of freedom. The proposed generalized (approximative) moduli space metric,
however, presents some difficulties [60] which are not yet overcome.
Since calorons unify instanton and monopoles, and monopoles generically
reside on vortex sheets, it is natural to ask for the relation between calorons
and center vortices. What is the vortex content of calorons and what is role
of these vortices in the confinement/deconfinement phase? We will start with
SU(2) calorons in the next chapter.
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Chapter 3
Vortex content of SU(2)
calorons
In this and the subsequent chapter we will merge the caloron and vortex picture
focusing on two aspects: (i) to demonstrate how the vortex content of individ-
ual calorons depends on the parameters of the caloron solution – in particular
the holonomy – and (ii) to obtain the vortices in corresponding caloron ensem-
bles and analyze their percolation properties. In this chapter we will restrict
ourselves to the simplest case, a quenched system with gauge group SU(2).
We will mainly use LCG, which has found a correlation of vortices to in-
stantons cores in [61, 62]. We recall that LCG has been abandoned for finding
vortices in SU(2) Monte Carlo configurations because the vortex density did
not possess a good continuum limit [52]. This observation does not invalidate
the application of LCG to smooth (semi-classical) field configurations. We also
compare with results obtained by DMCG and IMCG. In order to enable the
application of these gauge-fixing techniques we discretize calorons on a lattice,
which is known to reproduce continuum results very well.
This chapter is organized as follows. In the next two sections 3.1 and 3.2
we describe technicalities of how to discretize calorons on the lattice and the
SU(2) version of LCG. In section 3.3 we discuss the vortex content of single
calorons, in particular how the vortex properties change with the holonomy
parameter. In section 3.4, we continue with the vortex content of caloron gases
and analyze the consequences for the physical mechanism. At the end of this
chapter, we conclude with a short summary. The content of this chapter has
basically appeared in our publication [14] and the proceedings [13, 15].
3.1 Discretization of calorons
In order to perform the necessary gauge transformations or diagonalizations of
the Laplacian operator in numerical form we translate the caloron solutions –
and later caloron gas configurations – into lattice configurations.
For a space-time grid (with a temporal extent Nt = 8 and spatial sizes of
Ni = 48, . . . , 80, see specifications later) we compute the links Uµ(x) as path-
ordered exponentials of the gauge field Aµ(x) (for single-caloron solutions given
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by eqn. (2.58)). Practically, the integral
Uµ(x) = P exp
(
−i
∫ x+aµˆ
x
Aµ(y)dyµ
)
(3.1)
which has appeared in eqn. (1.13) is decomposed into at least N = 20 subinter-
vals, for which this exponential is obtained by exponentiation of iAµ(y˜)a/N with
Aµ(y˜) evaluated in the midpoint of the subinterval. These exponential expres-
sions are then multiplied in the required order (from x left to x+ aµˆ right). A
necessary condition for the validity of this approximation is that a/N  ρ with
ρ characterizing the caloron size or a typical caloron size in the multicaloron
configurations.
Still this might be not sufficient to ensure that the potential Aµ(y) is rea-
sonably constant within the subinterval of all links and gives a converged result.
In particular, the caloron gauge field (2.58) is singular at the origin and has
big gradients near the line connecting the dyons, as visualized in Fig. 2 of [63].
Hence we dynamically adjust the number of subintervals N for every link, ensur-
ing that further increasing N would leave unchanged all entries of the resulting
link matrix Uµ(x).
The discretized caloron constructed this way is not strictly periodic in the
space. The resulting mismatch on a periodic lattice, however, is not big for
the lattices at hand with Ni  Nt because the caloron gauge field far from the
dyons decays fast. The action is already very close to the continuum value 8pi2,
the maximal deviation occurs for large calorons (ρ & 0.9β) and is about 15 %.
Later on, we will make heavy use of the lowest Laplacian eigenmodes in
the LCG. When computing these modes in the caloron backgrounds we enforce
spatial periodicity by hand. In Maximal Center gauges we also consider the
caloron gauge field as spatially periodic.
3.1.1 Caloron ensembles
The caloron gas configurations considered later in this chapter have been created
along the lines of Ref. [64]. The four-dimensional center of mass locations of the
calorons are sampled randomly as well as the spatial orientation of the “dipole
axis” connecting the two dyons and the angle of a global U(1) rotation around
the axis σ3 in color space. The caloron size is sampled from a suitable size
distribution D(ρ, T ).
The superposition is performed in the so–called algebraic gauge with the
same holonomy parameter ω taken for all calorons and anti-calorons1. Finally,
the additive superposition is gauge-rotated into the periodic gauge. Then the
field Aµ(x) is periodic in Euclidean time and possesses the required asymptotic
holonomy. We have applied cooling to the superpositions in order to ensure
spatial periodicity of the gauge field.
In section 3.4 we will compare sequences of random caloron gas configura-
tions which differ in nothing else than the global holonomy parameter ω.
1Superposing (anti)calorons with different holonomies would create jumps of A0 in the
transition regions.
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3.2 SU(2) Laplacian center gauge
To detect center vortices, we will mainly use the LCG procedure [41], and will
compare our LCG results to vortices from the maximal center gauges DMCG
and IMCG in section 3.3.5.
As we mentioned in section 2.9.3, LCG needs the two lowest eigenmodes of
the gauge covariant Laplacian operator in eqn. (2.92) in the adjoint representa-
tion which we calculate by virtue of the ARPACK package [65].
For the SU(2) vortex detection, the lowest mode φ(1) (in the column vector
form) is rotated to the third color direction (diagonalised, in the language of
SU(N) LCG),
Vφ(1) = |φ(1)|σ3 . (3.2)
The remaining Abelian freedom of rotations around the third axis, V → vV
with v = exp(iασ3) is fixed (up to center elements) by demanding for φ
(2) a
vanishing second component and positive first component, respectively,
(vVφ(2))a=2 = 0 , (vVφ(2))a=1 > 0 . (3.3)
Defects of the gauge fixing procedure in SU(2) appear when φ(1) and φ(2)
are collinear, because then the Abelian freedom parametrized by v remains
unfixed. In [41], it was shown that the points x, where φ(1)(x) and φ(2)(x)
are collinear, define the generically two-dimensional vortex surface, as the Wil-
son loops in perpendicular planes take center elements. This includes points
x, where φ(1) vanishes, φ(1)(x) = 0, which define monopole worldlines in the
Laplacian Abelian Gauge (LAG) [66] in SU(2).
We detect the center vortices in LCG with the help of a topological argument:
after having diagonalised φ(1) by virtue of V , eqn. (3.2), the question whether
φ(1) and φ(2) are collinear amounts to Vφ(2) being diagonal too, i.e. having
zero first and second components. We therefore inspect each plaquette, take all
four corners and consider the projections of Vφ(2) taken in these points onto the
(σ1, σ2)-plane, see Fig. 3.1.
By assuming continuity2 of the field Vφ(2) (more precisely, its (σ1, σ2) projec-
tion) between the lattice sites of this plaquette, we can easily assign a winding
number to it. By normalization of the two-dimensional arrows this is actually a
discretization of a mapping from a circle in coordinate space to a circle in color
space. In the continuum this could give rise to any integer winding number,
while with four discretization points the winding number can only take values
{−1, 0, 1}. This winding number can easily be computed by adding the angles
between the two-dimensional vectors on neighbor sites.
A nontrivial winding number around the plaquette implies that the (σ1, σ2)-
components of Vφ(2) have a zero point inside the plaquette, which in turn means
that the two eigenvectors are there collinear in color space. In this case we can
declare the midpoint of that plaquette belonging to the vortex surface. The
vortex surface is a two-dimensional closed surface formed by the plaquettes of
the dual lattice. The plaquettes of the dual lattice are orthogonal to and shifted
by a/2 in all directions relative to the plaquettes of the original lattice.
2The continuity assumption underlies all attempts to measure topological objects on lat-
tices. For semi classical objects it is certainly justified.
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VΦ(2)
′ VΦ(1)
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Figure 3.1: The topological argument to detect SU(2) vortices on a given pla-
quette: The transverse components of the first excited mode φ(2) to the direction
of the lowest mode φ(1) (after both have been gauge transformed by V ) are plot-
ted for the four sites of a plaquette. The configuration shown here has a non
vanishing winding number, which implies that the two eigenvectors are collinear
in color space somewhere inside the plaquette.
At face value the above procedure is plagued by points where the lowest
eigenvector φ(1) is close to the negative σ3-direction. Such situations are in-
evitable when φ(1) has a hedgehog behavior around one of its zeroes, i.e. for
monopoles in the LAG. Then the diagonalising gauge transformation V changes
drastically in space. The corresponding transformed first excited mode Vφ(2)
may give artificial winding numbers and thus unphysical vortices if we insist on
the continuity assumption in this case.
Actually, to detect vortices, the lowest eigenvector can be fixed to any color
direction [41], i.e. to different directions on different plaquettes. Using this we
rotate φ(2) plaquette by plaquette to the direction of the average φ¯(1) over the
four corners of the plaquette. This gauge rotation is in most cases a small
rotation. Afterwards we inspect φ(2)’s color components perpendicular to the
average direction (this can be done by inspecting Vφ(2) in the (σ1, σ2)-plane af-
ter diagonalising the four-site averaged lowest eigenvector, the resulting gauge
transformation now changes only mildly throughout the four sites of the pla-
quette).
Note that the winding number changes sign under φ(1) → −φ(1), but not
under φ(2) → −φ(2) (both changes of sign do not change the fact that these
fields are the lowest eigenmodes of the Laplacian operator). Hence the global
signs of φ(1), φ(2) and also the signs of the winding numbers are ambiguous.
3.3 Vortices in individual calorons
The following results are obtained for single calorons discretized on space-time
lattices with Nt = 8 (meaning that our lattice spacing is a = β/8) and N1 =
N2 = 48, N3 = 80 or N1 = N2 = N3 = 64 points.
For the LCG vortices of calorons we have to take an ambiguity into ac-
count, namely the dependence of the adjoint Laplacian spectrum on the lattice
discretization, in particular the ratio N3/N1,2. From experience we can sum-
marize that the lowest adjoint eigenmode φ(1) is rather independent of that
“aspect ratio”. The first excited mode φ(2) depends on it in the following way,
cf. Fig. 3.2: for large N3/N1,2 the first excited mode φ
(2) is a singlet, whereas
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Figure 3.2: The lowest 30 eigenvalues of the adjoint Laplacian operator for a
caloron with ω = 0.12 and ρ = 0.7β discretized on a 8×482×80 lattice (left) and
a 8×642×64 lattice (third from left). Two-fold degeneracies are plotted as bold
lines (and some eigenvalues have been slightly shifted to be distinguishable at
this resolution). For comparison we plotted in the right panels the free spectra
on the same lattices marking their degeneracies by numbers. The lowest singlets
on the right panels always belong to the eigenvalue λ = 0.
for intermediate and small N3/N1,2 it is a doublet.
This ambiguity reflects the fact that we are forcing states of a continuous
spectrum into a finite volume, which – like waves in a potential well – are then
sensitive to the periodic boundary conditions3. Localized bound states, on the
contrary, should not depend much on the discretization.
Indeed, the absolute values and degeneracies of the eigenvalues can be un-
derstood by mimicking the caloron with constant links,
U0 = exp(2piiωσ3/Nt) , Ui = 12 , (3.4)
that reproduce the holonomy and have zero action. For Laplacian modes in the
fundamental representation this approximation was shown to be useful in [67].
In this free-field configuration the eigenmodes are waves proportional to∏
µ exp(2piinµxµ/Nµa) with integer nµ. At nontrivial holonomies and on our
lattices with Nt  N1,2 ≤ N3 one can easily convince oneself, that the lowest
part of the spectrum is formed by modes in the third color direction, φ ∼
σ3, which do not depend on x0, n0 = 0. The eigenvalues are then given by
trigonometric functions of 2pini/Ni, which for large Ni can be well approximated
by
λ ' 1
a2
∑
i
(
2pi
ni
Ni
)2
(lowest λ) . (3.5)
In other words, a wave in the ith direction contributes n2i “quanta” of (2pi/Ni)
2
to the eigenvalue. The lowest eigenvalue in this approximation is always zero.
This fits our numerical findings quite well, see Fig. 3.2.
3A similar effect has been observed in Fig. 1 of [36], where the adjoint modes in the
background of an instanton over the four-sphere have been shown to depend on the radius of
the sphere.
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In the asymmetric case, N3 = 80, N1,2 = 48 obviously the “cheapest exci-
tation” is a wave along the x3-axis (connecting the dyons), i.e. n3 = ±1. This
gives a doublet, which in the presence of the caloron is split into two lines, see
Fig. 3.2 left, the first excited mode is thus a singlet (the next modes are those
with nontrivial n1 = ±1 or n2 = ±1 forming an approximate quartet and so
on).
In the symmetric case, Ni = 64, on the other hand, excitations along all xi
give equal energy contribution. For the excited modes this gives a sextet, which
is again split by the caloron, see Fig. 3.2 right. It turns out that the first excited
mode remains two-fold degenerate. The eigenmodes are close to combinations
of waves with nontrivial n1 = ±1 and with nontrivial n2 = ±1, reflecting the
calorons’ axial symmetry around the x3-axis.
This finally explains the different spectra and different shape of the eigen-
modes on the different lattices.
3.3.1 The lowest eigenvector and the LAG monopoles
As it turns out, away from the dyons the lowest mode φ(1) becomes diagonal4
and constant, for normalisability reasons it is then approximately (0, 0, 1/
√
Vol)T
with Vol = NtN1N2N3.
Near each dyon core we find a zero of the third component of the lowest mode,
φ
(1)
a=3, see Fig. 3.3 left panel. Together with the first and second component being
very small on the whole x3-axis, we expect zeroes in the modulus |φ(1)| at the
constituent dyons, which means that the dyons are LAG-monopoles, cf. Fig. 3
in [61] and Fig. 10 in [67].
Such zeroes can be unambiguously detected by a winding number on lattice
cubes similar to that of section 3.2. As a result we find almost static LAG-
monopole worldlines for large calorons at the locations of their dyons, while
4The third direction in color space is distinguished by our (gauge) choice of the holonomy,
Eqn. (2.57).
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Figure 3.3: Left: The third component of the lowest mode, φ(1)a = 3, along the
x3-axis (in units of β at x0 = β/2) for a caloron with intermediate holonomy
ω = 0.1 and size ρ = 1.0 discretized on a 8 × 482 × 80 lattice. The dyons have
x3-locations −0.63β and 2.51β. Note that for that lattice 1/
√
Vol = 0.00082, a
value that is indeed taken on by the lowest mode far away from the dyons. The
other components φ
(1)
a=1,2 are found to be of order 10
−8 [not shown]. Right: the
gauge field Aa=30 (in units of inverse β), which is related to the Higgs field Φ
used to explain the behavior of the lowest mode around the dyons (see text).
Note that A30 takes the value −pi/β near the twisting dyon.
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monopole loops around the caloron center of mass are seen for small calorons
(with ρ . 0.5, where the action density is strongly time-dependent as well),
see Fig. 3.4. Note that these locations are part of the LCG vortex surface by
definition. Similar monopole worldlines have been obtained in the MAG [68, 69].
Adjoint fermionic zero modes, on the other hand, detect the constituent dyons
by maxima [70].
The lowest mode also reflects the twist of the caloron: the first and second
component of φ(1) near the dyon core are either static or rotate once with time
x0 evolving from 0 to β. Fig. 3.5 shows this for the lowest mode as well as for
the first excited mode. Our results are essentially equal to Fig. 9 of [67], just
with a resolution of Nt = 8 (instead of Nt = 4) more clearly revealing the sine-
and cosine-like behaviors.
In order to understand the behavior found for the lowest adjoint mode φ(1),
we propose to compare it to the Higgs field Φ as discussed in section 2.7.2. For
the static dyon one has from time-independence D0Φ = 0 and from the equation
of motion Di(DiΦ) = DiFi0 = 0. Therefore Φ of a single static dyon is a zero
mode of the adjoint Laplacian operator −∆ = −D2µ. For the twisting dyon the
same equations apply due to the transformation properties of Φ (under T, the
twist gauge transformation in eqn. (2.77) and the latter is again a zero mode
of the Laplacian operator. These zero modes approach a constant (the vev)
asymptotically, so they are normalizable like a plane wave.
Around each dyon core, the lowest adjoint mode φ(1) behaves similar to Φ
of that dyon: it vanishes at the dyon core, becomes constant and dominated by
the third component away from the dyons, it reveals the Taubes twist (around
the twisting dyon) and is in the same gauge as Φ. Since the latter are zero
modes of −∆ in the background of isolated dyons, a combination of them is a
natural candidate to be the lowest mode of that (non-negative) operator in the
caloron background.
-3 -2 -1 0 1 2 3
-0.4
-0.2
0.2
0.4
-3 -2 -1 0 1 2 3
-0.4
-0.2
0.2
0.4
Figure 3.4: Zeroes of the lowest adjoint mode, i.e. monopoles in Laplacian
Abelian Gauge, in the (x0, x3)-plane (both in units of β, x3 horizontally, at
x1 = x2 = 0) for calorons of holonomy ω = 0.1 and sizes ρ = 0.5β (upper
panel, ~y1 = (0, 0,−0.16), ~y2 = (0, 0, 0.63)) and ρ = 0.9β (lower panel, ~y1 =
(0, 0,−0.51), ~y2 = (0, 0, 2.04)). At the origin a closed monopole wordline of
minimal size occurs, which we ascribe to the gauge singularity in the caloron
gauge field.
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Figure 3.5: The twist of the caloron gauge field reflected in the behavior of the
adjoint Laplacian modes. Shown are the individual color components of the
lowest mode (left) and the first excited mode (right) as a function of time x0 in
the vicinity of the twisting dyon at ~y1. The dashed curve depicts the (almost
constant) third color component. The corresponding plots in the vicinity of the
static dyon would simply show static lines.
The lowest adjoint mode φ(1) for calorons with well-separated dyons is there-
fore best described in the following way, cf. Fig. 3.3: Around the static dyon
at ~y2 one has φ
(1) ∼ Φ = A0, where the proportionality constant of course
disappears from the eigenvalue eqn. (2.91), but is approximately given by the
normalization: |φ(1)| → (0, 0, 1/√Vol)T . Around the twisting dyon at ~y1, one
has to compensate for the inhomogeneous term φ(1) ∼ Φ = A0 + σ3 (pi/β) (cf.
eqn. (2.75)). The proportionality constant there turns out to be negative, such
that the lowest mode is able to interpolate between these shapes with a rather
mild variation throughout the remaining space, see Fig. 3.3 left panel.
3.3.2 Dyon charge induced vortex
In the following we present and discuss one part of the calorons’ vortex that is
caused by the magnetic charge of constituent dyons. Our findings are summa-
rized schematically in Figs. 3.6 and 3.8.
The ambiguity of the first excited mode φ(2) of the adjoint Laplacian operator
influences this part of the vortex most such that we have to discuss the singlet
and doublet cases separately. We find that for the singlet φ(2), e.g. for N3/N1,2 =
80/48, the vortex consists of the whole (x0, x3)-plane at x1 = x2 = 0 only, see
Figs. 3.6 and 3.7. Hence this part of the vortex is space-time like. It includes the
LAG-monopole worldlines, which are either two open (straight) lines or form
x0
x3
β/2
−β/2
0twisting dyon static dyon 
x0
x3
β/2
−β/2
0
Figure 3.6: The dyon charge induced part of the vortex in case the first excited
mode is a singlet: for a large caloron (left) and for a small caloron (right), shown
schematically in the plane x1 = x2 = 0.
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one closed loop in that plane. In other words, the space-time vortex connects
the dyons once through the center of mass of the caloron and once through the
periodic spatial boundary of the lattice.
The magnetic flux (measured through the winding number as described in
section 3.2) at every time slice points into the ±x3-direction. Its sign changes
at the dyons as indicated by arrows5 in Fig. 3.6. The flux is always pointing
towards the twisting dyon.
Independently of the flux one can investigate the alignment between the
lowest and the first excited modes. It changes from parallel 6 to anti parallel
near the static dyon, because the lowest mode φ(1) vanishes there (i.e. the dyon
is a LAG-monopole) [41]. In addition we find two other important facts not
mentioned in [41]: the alignment does not change at the twisting dyon since
both modes φ(1) and φ(2) vanish there and it changes at some other locations
outside of the calorons’ dyons because φ(2) has another zero there [not shown].
For the doublet excited mode, i.e. at smaller N3/N1,2 = 64/64, the dyon
charge induced vortex is slightly different: again it connects the dyons, but now
(for a fixed time) via two lines in the “interior” of the caloron, passing near the
center of mass, see Figs. 3.8 and 3.9. These lines exist for all times for which
the monopole worldline exists, that is for all times if the caloron is large and
for some subinterval of x0 if the caloron is small (and the monopole worldline
is a closed loop existing during the subinterval).
These two vortex surfaces spread away from the x3-axis which connects the
dyons. The axial symmetry around this axis is seemingly broken. However,
5We have fixed the ambiguity in the winding number described in section 3.2 by fixing the
asymptotic behavior of the lowest mode.
6In itself, calling φ(1) and φ(2) parallel is ambiguous as that changes when one of these
eigenfunctions is multiplied by -1. The transition from parallel to anti parallel or vice versa,
however, is a unambiguous statement.
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Figure 3.7: The dyon charge induced part of the vortex from the singlet first
excited mode as measured in a caloron with holonomy ω = 0.25 and ρ = 0.6β
in a time slice. The outcome is identical to the x3-axis and the same for all
time slices. The dots denote points on the vortex (lines along x0) where the flux
changes, i.e. the LAG-monopoles.
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Figure 3.8: The dyon charge induced part of the vortex from the doublet first ex-
cited mode for a large caloron (left) and for a small caloron (right) schematically
at x2 = 0.
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Figure 3.9: The dyon charge induced part of the vortex from the doublet first
excited state as measured in a caloron with holonomy ω = 0.25 and ρ = 0.6β
(same as in Fig. 3.7) at a fixed time slice. Like in Fig. 3.7 the dots denote points
on the vortex where the flux flips. The x3-axis has been added to guide the eyes,
it is not part of the vortex surface here.
using other linear combinations of the doublet in the role of the first excited
mode (keeping the lowest one) in the procedure of center projection, the vor-
tex surface is rotated around the x3-axis. The situation is very similar to the
“breaking” of spherical symmetry in the hydrogen atom by choosing a state of
particular quantum number m out of a multiplet with fixed angular momentum
l. The magnetic flux flips at the dyons, just like in the case with singlet φ(2).
Notice that these vortices are predominantly space-time like, but have parts
that are purely spatial, in particular for small calorons, namely at minimal and
maximal x0 of the dyon charge induced vortex surface (and at other locations in
addition, when the smooth continuum surface is approximated by plaquettes).
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Figure 3.10: Twist-induced part of the vortex (“bubble”) from singlet first ex-
cited modes for calorons of size ρ = 0.6β and holonomies from left to right:
ω = 0.1, 0.12, 0.16 (upper row) ω = 0.2, 0.25, 0.3 (middle row) and ω = 0.34
(lower row, left panel). The plot in the lower right panel summarises the results
for ω = 0.1, 0.12, 0.16, 0.2, 0.25, 0.3, 0.34, at x1 = 0, i.e. the bubbles are cut
to circles. The plane near the boundary in the ω = 0.25 picture is an artifact
caused by periodic boundary conditions.
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Figure 3.11: Spatial part of the vortex (“bubble”) for calorons of fixed interme-
diate holonomy ω = 0.12 and sizes from left to right: ρ = 0.6β, 0.7β, 0.9β.
The panel on the very right shows a summary of the bubbles for ρ =
0.6β, 0.7β, 0.8β, 0.9β at x1 = 0. That the bubble for ρ = 0.9β is much bigger
than that for ρ = 0.7β, 0.8β is probably a finite volume effect. For small sizes
ρ (and also in the limiting cases of holonomy ω close to the trivial values 0 and
1/2) we have met difficulties in resolving the corresponding small bubbles in the
lattice discretization.
3.3.3 Twist-induced vortex
In this section we will discuss the second part of the LCG vortex surfaces we
found for individual calorons. We start again by discussing the singlet case.
The twist-induced vortex in the singlet case appears at a fixed time slice and
hence is a purely spatial vortex. In contrast to the space-time part, this vortex
surface does not contain the monopole/dyon worldlines. Hence it is not obvious
that this part of the vortex structure is caused by them.
The properties of this spatial vortex depend strongly on the holonomy, which
will be very important for the percolation of vortices in caloron ensembles in
section 3.4.
In short, our finding is that the twist-induced part of the vortex is a closed
surface around the twisting dyon as long as the holonomy parameter is ω < 1/4,
and becomes a closed surface around the static dyon for ω > 1/4, we will refer
to these surfaces as “bubbles”. For maximal nontrivial holonomy ω = 1/4
the vortex is the x3 = 0 plane, i.e. the mid plane perpendicular to the axis
connecting the dyons, we will refer to it as “degenerate bubble”.
The bubble depends on the holonomy ω as shown in Fig. 3.10. For two
complementary holonomies ω = ω0 and ω =
1
2 − ω0 the bubbles are of same
shape just reflected at the origin, thus one of them encloses the static dyon and
another encloses the twisting dyon. This is to be expected from the symmetry
of the underlying calorons. In the limit of ω → 1/4 the bubbles grow to become
a flat plane which enables to turn over to the other dyon.
In our ω = 0.25 data we find another piece of the vortex near the boundary of
the lattice, see Fig. 3.10. It is an artifact of the finite periodic volume. Likewise,
very large bubbles in our results have deformations since they come close to the
boundary of the lattice. The intermediate bubbles shown in these figures are
generally free from discretization artefacts and can easily be extrapolated (at
least qualitatively) to these limits.
The size of the bubble also depends on the size parameter ρ of the caloron,
i.e. the distance between the dyons, as shown in Fig. 3.11.
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The time-coordinate of LCG bubbles in large calorons is always consistent
with x0 = 0.5β. For small calorons, on the other hand, x0 = 0 is the exclusive
time slice: the action density peaks there and the LAG monopoles are circling
around it (cf. Fig. 3.4). However, the bubbles of small calorons are too small to
be detected.
In the case of the first excited mode being a doublet, similar bubbles have
been found. They also enclose one of the dyons and degenerate to the mid plane
for ω = 1/4. Their sizes, however, may be different and they are distributed over
several time slices. Considering the collection of all time slices, these fragments
add up to full bubbles.
Analytic considerations
In the following we present two analytic arguments – relying on the twist – that
support the existence of the bubbles (playing the role of spatial vortices) and
help to estimate their sizes.
The first one is specific for vortices in LCG. As we have demonstrated in
section 3.3, the lowest mode φ(1) twists near the twisting dyon and is static near
the static dyon. The same holds for the first excited mode φ(2), see Fig. 3.5.
Then a topological argument shows that they have to be (anti)parallel some-
where in between, cf. Fig. 3.12. As φ(1), φ(2) and the diagonalising gauge trans-
formation V are static around the static dyon, so is Vφ(2) and its projection
along the third direction (see the right part of Fig. 3.12). We assume that this
projection is nonzero, otherwise the two states are obviously (anti)parallel and
σ3
Figure 3.12: Behavior of the non-diagonal elements of V transformed first ex-
cited mode Vφ(2) in the twisting region (left) and in the static region (right)
with time x0 evolving upwards. The lattice sites in between are indicated only
at x0 = 0. On the entire discretized rectangle the field has winding number 1,
meaning it contains the twist-induced vortex. More precisely, it is the “plaque-
tte” marked with filled circles that contains the winding (in analogy to Fig. 3.1)
and thus the vortex (in all other plaquettes the field performs a partial winding
but then winds back).
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the point would belong to the vortex already7.
In the twisting region called S, the two lowest modes behave like (suppressing
arguments ~x)
φ(1)(x0) = T(x0)φ
(1)(x0 = 0)T
†(x0)
φ(2)(x0) = T(x0)φ
(2)(x0 = 0)T
†(x0) (3.6)
with the twisting transformation/rotation from eqn. (2.77). The time depen-
dence of the diagonalising V can be deduced easily 8,
V (x0) = T(x0)V (x0 = 0)T
†(x0) , (3.7)
such that
Vφ(2)(x0) = T(x0)
Vφ(2)(x0 = 0)T
†(x0) . (3.8)
Again we assume that the two modes are not (anti)parallel at x0 = 0. Then
Vφ(2)(0) has a non-vanishing component perpendicular to σ3. According to
eqn. (3.8) this component then rotates in time x0 around the third direction
(left part of Fig. 3.12). This immediately implies that there is a space-time
“plaquette” (in the sense of Fig. 3.1, marked in Fig. 3.12 with filled circles) that
contains a point where the two modes are collinear. Notice the similarity of
Figs. 3.12 and 3.1.
This argument applies to all pairs of points with one point in the twisting
region S and one point in the static region (its complement) S¯: on any line
connecting the two there exists a point which belongs to the vortex. This
results in a closed surface at the boundary between S and S¯ (see below). The
time-coordinate of this surface is not determined by these considerations.
Our argument can be extended to vortices beyond LCG. For that aim we
mimic the caloron gauge field by A0 = 0, Ai = 0 in the static region S¯ and
A0 = −σ3(pi/β), Ai = 0 in the twisting region S (cf. eqn. (2.75)) [13].
In this simplified gauge field vortices can be located directly by the definition
that −1 Wilson loops are linked with them. Obviously rectangular Wilson loops
connecting (0, ~x1), (β, ~x1), (β, ~x2), (0, ~x2) and (0, ~x1) are −12 if and only if ~x1
belongs to S and ~x2 belongs to S¯ (or vice versa). This again predicts spatial
vortices at the boundary between the twisting and the static region.
Actually, this argument is exact if one chooses for the points ~x1,2 the dyon
locations ~y1,2: the path ordered exponentials at fixed ~x1,2 are the Polyakov
loops ∓12 and the remaining spatial parts are inverse to each other because of
periodicity and cancel. Hence there should always be a spatial vortex between
the two dyons.
Thus the twist in the gauge field of the caloron itself gives rise to a spatial
vortex. This vortex extends in the two spatial directions perpendicular to lines
connecting S and S¯, just like a bubble.
Note that the two arguments above do not work purely within the twisting
region or purely within the static region.
It remains to be specified where the boundary between the twisting region S
and its complement S¯ is. To that end one should consider the competing terms
7in particular to the space-time part since then the two modes are (anti)parallel for all x0
8The first factor is necessary, otherwise V is singular around the north pole and non-
periodic.
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Figure 3.13: The bubbles measured for calorons with holonomy ω = 0.12, size
ρ = 0.6β (left) and ρ = 0.9β (right) respectively as a function of x2 (vertically)
and x3 (horizontally) at x1 = 0 compared to the boundary of the twisting region
S, the smooth curve computed from the equality in eqn. (3.11).
– twisting vs. static – in the relevant function χ˜, see eqn. (2.65). Actually its
derivatives enter the off-diagonal gauge fields, see eqn. (2.58). In the periodic
gauge we have used so far, there is an additional term proportional to χ˜ itself.
To decide whether the static or the twisting part dominates (at a given point) it
is better to go over to the algebraic gauge, where this term is absent and where
χ˜ must be replaced by χ = exp(4piiωx0/β)χ˜ [26]. The two competing terms
become
e4piiωx0/β
sinh(4piω¯r/β)
ψr
≡ fstatic (3.9)
e−4piiω¯x0/β
sinh(4piωs/β)
ψs
≡ ftwist (3.10)
with ψ given in eqn. (2.63). Note that the time dependence of these functions
still differs by a factor exp(2piix0/β).
We finally define the twisting region S as where the gradient of ftwist domi-
nates
|∂µftwist|2 ≥ |∂µfstatic|2 . (3.11)
and its boundary where the equality holds.
In two particular cases this can be determined analytically. For the case of
maximally nontrivial holonomy ω = ω¯ = 1/4, the two functions fstatic,twist only
differ by the arguments r vs. s. Then the boundary of S is obviously r = s,
which gives the mid plane between the dyons. This indeed amounts to our
numerical finding, the degenerate bubble for ω = 1/4.
In the large caloron limit and if we further assume the solutions of the
equality in eqn. (3.11) to obey ωr/β, ω¯s/β  1, it is enough to compare in
fstatic,twist the exponentially large terms in sinh and ψ. This yields for the
boundary of S the equation ω¯r = ωs, which can be worked out to give
x21 + x
2
2 + (x3 − Ωd)2 = (Ωd)2 , Ω ≡
2ωω¯
ω − ω¯ (3.12)
Thus the boundary of the twisting region S is a sphere with midpoint (0, 0,Ωd)
and radius |Ω|d. This sphere always touches the origin, is centered at negative
and positive x3 for ω < 1/4 and ω > 1/4, respectively, and again degenerates
to the mid plane of the dyons for maximally nontrivial holonomy ω = ω¯ = 1/4.
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In Fig. 3.13 we compare the boundary of S obtained from the equality in
eqn. (3.11) to the numerically obtained bubbles in LCG for two different values
of the caloron parameter ρ. The graphs agree qualitatively.
One could also think of characterising the locations ~x of the twist-induced
vortex by a fixed value of the traced Polyakov loop, say TrP(~x) = 0. This
also encloses one of the dyons and becomes the mid plane for ω = 1/4. In the
large separation limit, however, this surface is that of a single dyon of fixed size
set by β and ω (just like the topological density). It does not grow with the
separation d, which however seems to be the case for the measured vortices as
well as for the boundary of S using the far field limit, eqn. (3.12). Hence the
local Polyakov loop seems not a perfect pointer to the spatial vortex.
3.3.4 Intersection and topological charge
To a good approximation the dyon charge induced vortex extends in space and
time connecting the dyons twice, whereas the twist induced vortex is purely spa-
tial around one of the dyons. This results in two intersection points generating
topological charge as we will describe now.
The notion of topological charge also exists for (singular) vortex sheets. In
order to illustrate that let us choose a local coordinate system and denote the
two directions perpendicular to the vortex sheet, in which a Wilson loop is −1,
by µ and ν. The Wilson loop can be generated by a circular Abelian gauge field
decaying with the inverse distance, which generates a field strength Fµν (the
magnetic field, say B3 ∝ F12 for a static vortex in the x3-direction, is tangential
to the vortex, respectively). The corresponding flux is via an Abelian Stokes’
Theorem connected to the Wilson loop and is nothing but the winding number
used in LCG to detect the vortex.
In order to generate topological charge proportional to µνρσFµνFρσ, the vor-
tex thus needs to “extend in all directions”. This is made more precise by the
geometric objects called writhe and self-intersection. The relation to the topo-
logical charge including example configurations has been worked out for vortices
consisting of hypercubes in [71] and for smooth vortices in [72] , [73] and [74].
The result is that a (self)intersection point – where two branches of the vortex
meet such that the combined tangential space is four-dimensional – contributes
±1/2 to the topological charge. The contribution of the writhe is related to
gradients of the vortex’ tangential and normal space w.r.t. the two coordinates
parametrising the vortex. Two trivial examples are important for vortices in a
x3
x1
x2
x3
x1
x2
Figure 3.14: The intersection of the spatial bubble (at fixed x0 = β/2) for
ω < 1/4 with the space-time part of the vortex from the singlet (left) and the
doublet (right) excited mode (in the doublet case the bubble is distributed over
several time slices).
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caloron: a two-dimensional plane as well as a two-dimensional sphere embedded
in four-dimensional space have no writhe. Since the two parts of our vortex
are of these topologies, we immediately conclude that the topological charge of
vortices in calorons comes exclusively from intersection points.
We first discuss the position of the intersection points in the singlet case,
cf. Fig. 3.14 left panel. The twist induced bubble occurs at a fixed time slice
and so does any intersection point. The dyon induced vortex consists of two
static straight lines from one of the dyon to another and therefore intersects the
bubble twice on the x3-axis.
There are two exceptions to this fact: for small calorons (small ρ) the dyon
induced vortex exists in some time slices only and the number of intersection
points depends on whether the time-coordinate of the bubble is within that
time-interval (but the bubble is usually too small to detect when ρ is small).
The case of maximal nontrivial holonomy is particular because for the cor-
responding degenerate bubble there is only one intersection point at the center
of mass of the caloron, the other one moved to x3 → ±∞ as ω → 1/4 ± 0 in
infinite volume.
Concerning the sign of the contributions, it is essential that the relative sign
of the vortex flux is determined: the magnetic flux of the dyon induced vortex
flips at the dyons and hence is of opposite sign at the intersection points on the
bubble. One can depict the flux on the bubble by an electric field normal to
the bubble (i.e. hedgehog-like). It follows that in LCG the contributions of the
intersection points to the topological charge of the vortex are both +1/2.
The vortex in the caloron is thus an example for a general statement, that
a non-orientable vortex surface is needed for a non-vanishing total topological
charge. In our case the two branches of the dyon charge induced vortex have
been glued together at the dyons in a non-orientable way: the magnetic fluxes
start or end at the dyons as LAG-monopoles (this construction is impossible
for the bubble as the dyons are not located on them). Thus, vortices without
monopoles on them possess trivial total topological charge.
In the doublet case with its fragmented bubbles there are still two inter-
section points (cf. Fig. 3.14 bottom panel) which again contribute topological
charges of +1/2 each.
To sum up this section we have demonstrated that the vortex has unit topo-
logical charge like the caloron background gauge field. This result is not com-
pletely trivial as there is to our knowledge no general proof that the topological
charge from the gauge field persists for its vortex “skeleton” after center pro-
jection (P-vortices). Moreover, the topological density of the caloron is not
maximal at the two points where the topological density of the vortex is con-
centrated and the total topological charge of the caloron is split into fractions
of 2ω and 2ω¯ whereas that of the vortex always comes in equal fractions 1/2
from two intersection points, close to the static dyon if ω < 1/4 and close to the
twisting dyon if ω > 1/4.
3.3.5 Results from maximal center gauges
We have performed complementary studies of vortices both in the Direct and
in the DMCG and IMCG (see section 2.9) respectively.
In the background of calorons we tried to confirm both dyon charge induced
and twist-induced vortices seen in LCG. In DMCG, the dyon charge induced
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vortices are observed and the twist induced part splits into several parts in
adjacent time slices. Choosing the best among random gauge copies, the dyon
charge induced part disappears and the twist-induced vortex bubble occurs at
fixed time slice. In both cases, the bubble is much smaller than that found in
LCG.
In IMCG, the situation for dyon charge induced vortices is rather stable:
we find always a space-time vortex connecting the dyons or better to say the
Abelian monopoles representing the dyons in MAG [68, 69]. Similar to the LCG
doublet case two vortex lines pass near the center of mass of the caloron. This
structure propagates either statically or non-statically in time, depending on
the distance between dyons in the caloron.
Straight lines through the center of mass and through the outer space, as
found in the LCG singlet case, were never observed. One can convince one-
self, that it is actually impossible to get such vortex structures from Z(2) link
configurations.
The situation with twist-induced vortices is unstable, as a rule they do not
appear in IMCG. The reason for this could be partially understood in IMCG
considerations. Let us consider two gauge equivalent Abelian configurations
that generate local Polyakov loops 12TrP(~x) = cos(a(~x)) and how their tempo-
ral links contribute to the Abelian gauge functional FIMCG given in eqn. (2.89).
In the quasi-temporal gauge when all subsequent temporal links are the same,
they give a contribution equal to Nt cos(a(~x)/Nt)
2 to the corresponding part of
the functional. When, on the other hand, all but one temporal links are trivial,
the contribution is equal to Nt−1+cos(a(~x))2. For cos(a(~x)) 6= −1 and for suf-
ficiently large Nt we have Nt cos(a(~x)/Nt)
2 ' Nt− a(~x)2/Nt > Nt− sin(a(~x))2.
This means that after maximizing the functional (2.89) and projecting onto
Z(2), we get all temporal links trivial in all points ~x where the Polyakov loop
is not equal to −1. So, the twist-induced vortex shrinks to one point where the
(untraced) Polyakov loop is equal to −12.
Maximization of the functional (2.89) is equivalent to the minimization of
the functional
F [U ] =
∑
µ,x
(sin(αθµ(x)))
2
. (3.13)
If we would replace it by the functional
F ′[U ] =
∑
µ,x
√
(sin(αθµ(x)))
2
. (3.14)
the situation with the Z(2) projected Polyakov loop would change because
Nt
√
sin(a(~x)/Nt)2 >
√
sin(a(~x))2 on points where cos(a(~x)) < 0 and now we
would have −12 temporal links in some time slice and trivial temporal links in
all other time slices in the spatial region where the Polyakov loop is negative
as well as trivial temporal Z(2) links in all time slices in the region where the
Polyakov loop is positive. Numerical studies support the appearance of twist-
induced vortex on the boundary where initial Polyakov loop changes the sign
from negative to positive.
One may conclude from this section that the Gribov copy problems of DMCG
and IMCG persist for the smooth caloron backgrounds. The basic features of
the vortices can be reproduced, but for clarity we stick to the vortices obtained
in the Laplacian Center gauge.
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Figure 3.15: The space-time part of vortices in caloron ensembles in a
fixed time slice. Only the holonomy varies from left to right: ω =
{0.0625, 0.0125, 0.01875, 0.25} (from deconfined phase to confined phase). The
upper row shows the entire vortex content in each caloron ensemble, the lower
row shows the corresponding biggest vortex cluster.
3.4 Vortices in caloron ensembles
In this section we present the vortex content of ensembles of calorons. The
generation of the latter has been described in section 3.1.1. We superposed 6
calorons and 6 anti-calorons with an average size of ρ¯ = 0.6β on a 8×643 lattice.
The most important feature of these ensembles is their holonomy P∞ =
exp (2piiωσ3). In particular, caloron ensembles with maximally nontrivial holon-
omy ω = 1/4 mimic the confined phase with 〈 12 TrL〉 = 0.
For each of the holonomy parameters ω = {0.0625, 0.0125, 0.01875, 0.25}
we considered one caloron ensemble with otherwise equal parameters. Again we
computed the lowest adjoint modes in these backgrounds and used the routines
based on winding numbers to detect the LCG vortex contents.
In Figs. 3.15 and 3.16 we show the space-time part and the purely spatial
part of the corresponding vortices as a function of the holonomy ω respectively.
One can clearly see that with holonomy approaching the confining value 1/4 the
vortices grow in size, especially the spatial vortices start to percolate, which will
be quantified below.
Fig. 3.17 shows another view on this property. In these plots we have fixed
one of the spatial coordinates to a particular value, such that vortices become
line-like or remain surfaces (and may appear to be non-closed, when they ac-
tually close through other slices than the fixed one). These plots should be
compared to Fig. 7 of Ref. [50], which however does not show a particular vor-
tex configuration, but the authors’ interpretation of measurements (in addition,
the authors of [50] seem to have overlooked that vortices cut at fixed spatial
coordinate still have surface-like parts, i.e. dual plaquettes).
We find that vortices in the deconfined phase tend to align in the time-like
direction, while in the confined phase vortices percolate in the spatial directions.
We remind the reader that we distinguish the different phases by the values of
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Figure 3.16: The spatial part of vortices in the caloron ensembles of Fig. 3.15
(with the same values of the holonomy ω) summed over all time slices. Again the
upper row shows the entire vortex content and the lower row the corresponding
biggest vortex cluster.
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Figure 3.17: The vortex content of a caloron ensemble in the deconfined phase
(left panel, mimicked by holonomy ω = 0.0625 close to trivial) and in the con-
fined phase (right panel, maximal nontrivial holonomy ω = 0.25) in a lattice slice
at fixed spatial coordinate. The short direction is x0 while the other directions
are the remaining spatial ones, all given in units of β.
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Figure 3.18: The observable − log〈W (L, β)〉 as a function of L in units of lat-
tice spacing a = β/8 from vortices in caloron ensembles with holonomies as in
Figs. 3.15 and 3.16 (from left to right: ω = {0.0625, 0.0125, 0.01875, 0.25}).
Note the very different scales. Percolating vortices, i.e. random penetrations,
would give a linear behavior. The lines shown here are linear extrapolations of
the first data point. The caloron vortices follow this line for longer and longer
distances L when the holonomy approaches the confinement value 1/4, thus
inducing confinement in the Polyakov loop correlator (see text).
the holonomy, ω ' 0, ω ' 1/2 vs. ω = 1/4, and not by different temperatures,
which would lead to different caloron density and size distribution.
We start our interpretation of these results by the fact that the caloron
background is dilute in the sense that the topological density is well approxi-
mated by the sum over the constituent dyons of individual calorons (of course,
the long-range Aa=3µ components still “interact” with the short-range A
a=1,2
µ
components inside other dyon cores). Therefore it is permissible and helpful
to interpret the vortices in caloron ensembles as approximate recombination of
vortices from individual calorons presented in the previous sections.
Indeed, the space-time vortices resemble the dyon-induced vortices which are
mostly space-time like and therefore line-like at fixed x0. The spatial vortices,
on the other hand, resemble the twist-induced bubbles in individual calorons.
Following the recombination interpretation, the bubbles should become larger
and larger when the holonomy approaches the confining holonomy ω = 1/4,
where they degenerate to flat planes. This is indeed the case in caloron ensem-
bles: towards ω = 1/4 the individual vortices merge to form one big vortex, see
also the schematic plot Fig. 7 in [13]. In other words, the maximal nontrivial
holonomy has the effect of forcing the spatial vortices to percolate. Consequently
the vortices yield exponentially decaying Polyakov loop correlators, the equiva-
lent of the Wilson loop area law at finite temperature (see below).
Note also that there is no similar scenario for the space-time vortices. The
dyon-induced vortices in each caloron are either always as large as the lattice
(in the singlet case) or are always confined to the interior of the caloron (in the
doublet case). This is consistent with the physical picture, that spatial Wilson
loops do not change much across the phase transition.
holonomy parameter 0.0625 0.125 0.1875 0.25
space-time extension 47 56 56 56
spatial extension 20 35 56 56
Table 3.1: Extensions of the largest vortex cluster (see text) in the caloron
ensembles of Figs. 3.15 and 3.16. Note that the largest extension on a 8 · 643
lattice is
√
(8/2)2 + 3 · (32/2)2 = 55.6.
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Figure 3.19: The observable − log〈W (A)〉 as a function of the area A in lattice
units a2 = β2/64 from vortices in caloron ensembles with holonomy parame-
ters ω = 0.0625 (left) and ω = 0.25 (right). Percolating vortices, i.e. random
penetrations, would give a linear behavior. The lines shown here are linear
extrapolations of the first data point.
In order to quantify the percolation we measured two observables. The first
one concerns the spatial and space-time extensions of the largest vortices. We
have included plots of them in the second row of Figs. 3.15 and 3.16 respectively.
For the spatial extension we superpose the purely spatial vortex plaquettes of
all time slices in one 3d lattice, whereas for the space-time extension we remove
all purely spatial vortex plaquettes. Then we pick the largest connected cluster
in the remaining vortex structure.
Table 3.1 shows the extension of the largest spatial and space-time vortex
clusters for different holonomy parameters of otherwise identical caloron ensem-
bles. The purely spatial vortex cluster extension changes drastically with the
holonomy parameter ω whereas the space-time one almost keeps to percolate.
The second row in Table 3.1 is related to confinement generated by vortices.
If center vortices penetrate a Wilson loop with extensions T and L randomly,
the probability to find n vortices penetrating the area A = TL is given by the
Poisson distribution (see eqn. (2.107))
Pr(n;T, L) =
(pA)n
n!
e−pA (3.15)
as we described in eqn. (2.107), where p is the density of (spatial) vortices and
the Wilson loop in such a center configuration obtains an area law with a string
tension σ = 2p.
We explore space-time Wilson loops 〈W (L, β)〉, which amount to Polyakov
loop correlators at distance L and probe confinement, as well as purely spatial
Wilson loops as a function of their area, 〈W (L,L′)〉 ≡ 〈W (A = LL′)〉. As
Fig. 3.18 clearly shows, the values of log〈W (L, β)〉 show a confining linear be-
havior (like from random vortices) reaching longer and longer distances L when
the holonomy approaches the confinement value ω = 1/4. At the same time the
corresponding string tensions also grow by an order of magnitude.
One can also explain the deviation from the confining behavior in holonomies
far from 1/4. The probability P (2;L, β) for two vortices penetrating the Wilson
loop is found much larger than in the case of Poisson distribution [not shown].
This comes from small bubbles, which very likely penetrate a given rectangular
twice.
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References [75, 50] found that the spatial Wilson loop by vortices keeps
the area law in deconfined phase. Similarly the behavior of log〈W (A)〉 on the
other hand changes only slightly for different holonomies, see Fig. 3.19. The
corresponding slopes (“string tensions”) vary by a factor of approximately 2. For
holonomy ω = 0.25 we find an exponential decay stronger than proportional to
the area. A quantitative analysis of this effect needs to include suitable caloron
densities and size distributions around the critical temperature.
3.5 Summary
In this chapter we have extracted the vortex content of SU(2) calorons and
ensembles made of them, mainly with the help of the Laplacian Center Gauge,
and studied the properties of the emerging vortices. Our main results are
(1) The constituent dyons of calorons induce zeroes of the lowest adjoint
mode and therefore appear as monopoles in the Laplacian Abelian Gauge. The
corresponding worldlines are either two static lines or one closed loop for large
and small calorons, respectively.
(2) One part of the calorons’ vortex surface contains the dyon/monopole
worldlines. The vortex changes its flux there (hence the surface should be viewed
as non-orientable). These are general properties of LCG vortices. The specific
shapes of these dyon-induced vortices depend on the caloron size as well as on
the lattice extensions. These vortices are predominantly space-time like.
(3) Another part of the vortex surface consists of a “bubble” around one
of the dyons, depending on the holonomy. The bubble degenerates into the
mid plane of the dyon “molecule” in the case of maximal nontrivial holonomy
ω = 1/4. This part is predominantly spatial. We have argued that it is induced
by the relative twist between different dyons in the caloron.
(4) Both parts of the vortex together reproduce the unit topological charge
of the caloron by 2 intersection points with contributions 1/2.
(5) In dilute caloron ensembles – that differ only in the holonomy mimicking
confined and deconfined phase – the vortices can be described to a good ap-
proximation by recombination of vortices from individual calorons. The spatial
vortices in ensembles with deconfining holonomies ω ' 0 form small bubbles.
With the holonomy approaching the confinement value ω = 1/4, the spatial
bubbles grow and merge with each other, i.e. they percolate in spatial direc-
tions. We have quantified this by the extension of the largest cluster on one
hand and by the quark-antiquark potential revealed by the Polyakov loop cor-
relator on the other.
In particular the last finding is in agreement with the (de)confinement mech-
anism based on the percolation of center vortices.
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Chapter 4
Vortices in SU(3) calorons
4.1 SU(N) calorons
As explored in the previous chapter, a unit charge SU(2) caloron has two con-
stituent monopoles (dyons) with a relative twist between. An SU(N) unit
charge caloron [76] [77] has N constituent monopoles. I will describe it in detail
below.
SU(N) calorons are also governed by the holonomy (Polyakov loop at spatial
infinity) of the caloron, which we again diagonalise
P 0∞ = e
2piiµβ = diag(e2piiµ1β , ..., e2piiµNβ). (4.1)
where 2piµ (we take β = 1 for simplicity) is the A0 at infinity (in periodic gauge),
A0(t, ~x→∞) = 2piµ ≡ 2pidiag(µ1, ..., µN ). (4.2)
Without loss of generality, we can choose the ascending order of the µ’s, while
the trace of µ vanishes.
µ1 ≤ µ2... ≤ µN−1 ≤ µN ≤ µN+1 ≡ µ1 + 1,
N∑
i=1
µi = 0. (4.3)
The difference of two adjacent µ’s, say µm+1 and µm, is proportional to the mass
of the mth constituent dyon: νm = µm+1 − µm. The (diagonalised) holonomy
has N − 1 free parameters.
Parameters of an SU(N) unit charge caloron also include the spatial lo-
cations of the constituent dyons ~yi, which are 3N free parameters. The last
parameter is the period (β) of the SU(N) caloron, which is here taken as 1 for
convenience.
There are two different gauges for the caloron field Aµ, the algebraic gauge
and the periodic gauge, the former one has a simple form while the later one is
physical. The algebraic gauge means the caloron field Aµ is periodic up to the
holonomy (Aµ(β, ~x) = P
0
∞Aµ(0, ~x)P
0†
∞ ). In this gauge, A0 vanishes at infinity.
We apply V (t) to transform the gauge field to periodic gauge:
perAµ(x, t) = V (t)
algAµV
†(t)− 2piiµ, V (t) = exp(−2piitµ) (4.4)
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The caloron gauge field of a unit charge SU(N) caloron in the algebraic
gauge is
algAα(x) =
i
2
φ
1
2 (x)Cα(x)φ
1
2 (x) +
i
2
[φ−
1
2 (x), ∂αφ
1
2 (x)] (4.5)
where Cα is an N ×N matrix and φ is a positive definite N ×N matrix, their
definitions are
Cmkα (x) ≡ ζmη¯αβζ†k∂β fˆx(µm, µk), φ−1mk ≡ δmk − ζmζ†kfˆx(µm, µk). (4.6)
The ζ, η¯ and fˆ in the definitions of C and φ above are
ζ†mζm =
|~ρm|1− ~ρm · ~τ
2pi
(4.7)
where ~ρm is the relative coordinate of the mth dyon to the m − 1 th dyon
(~ρm ≡ ~ym − ~ym−1). In SU(3), without loss of generality, one can put all
the constituent dyons on the z = 0 plane and the formula for ζm becomes
ζm = (|~ρm|, iρ2m − ρ1m)/
√
2pi|~ρm|. η¯αβ is the self-dual ’t Hooft tensor defined in
eqn. (2.51). fˆx(z, z
′) with µm ≤ z′ ≤ z ≤ µm+1 (fˆx(z, z′)=fˆ∗x(z′, z)) is
fˆx(z, z
′) =
pie2piit(z−z
′)
rmψ
(e−2piit sinh(2pi(z − z′)rm)
+〈υm(z′)|Am−1...A1AN ...Am|ωm(z)〉) (4.8)
where rm = |~x− ~ym|. Am are 2× 2 matrices:
Am ≡ 1
rm
(
rm |~ρm+1|
0 rm+1
)(
cosh(2piνmrm) sinh(2piνmrm)
sinh(2piνmrm) cosh(2piνmrm)
)
. (4.9)
υm and ωm are column vectors
υm(z
′) ≡
(
sinh(2pi(z′ − µm)rm)
cosh(2pi(z′ − µm)rm)
)
, ωm(z) ≡
(
cosh(2pi(z − µm)rm)
− sinh(2pi(z − µm)rm)
)
(4.10)
and finally ψ is:
ψ(x) ≡ 1
2
Tr(AN ...A1)− cos(2pit) (4.11)
The SU(N = 2) caloron field Aµ formula degenerates to the caloron gauge
field formulae in [26] which we have shown in section 2.7 if we put the constituent
dyons on the z axis.
In [77], the definition of fˆx(z, z
′) is only given for the µm ≤ z′ ≤ z ≤ µm+1
(and the µm ≤ z ≤ z′ ≤ µm+1 ) case, but it is enough for SU(3), which only has
3 µ’s that any combination of 2 µ’s out of the 3 is an adjacent µ pair. fˆx(µ1, µ3)
is a bit different, it can be classified in the µN ≤ z′ ≤ z ≤ µ1 + 1 ≡ µN+1 case
that
fˆx(µ1, µ3) =
pie2piitν3
r3ψ
(e−2piit sinh(2piν3r3) + 〈υ3(µ3)|A2A1A3|ωm(µ1 + 1)〉).(4.12)
The action density of an SU(3) caloron has a simple form,
TrF 2µν(x) = ∂
2
µ∂
2
ν logψ(x). (4.13)
Generically, the action density has 3 lumps, corresponding to the 3 dyons.
These formulae will be used to discretize the caloron on a lattice (like we did
in the previous chapter) followed by a numerical calculation of the Laplacian
eigenmodes.
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4.2 SU(3) Laplacian center gauge and its ambi-
guity
Laplacian center gauge [41], as described in section 2.9.3, finds vortices as defects
in the gauge fixing of lowest eigenmodes of the adjoint Laplacian operator in
eqn. (2.92).
The adjoint representation is real, and the adjoint Laplacian operator and its
eigenmodes are all real, the eigenmodes of adjoint representation can be taken
as a column vector φ
(i)
a (x) or as a matrix Φ(i)(x) whose gauge transformation is
Φ(i)(x) = φ(i)a (x)T
a Φ(i)(x)
Ω−→ Φ(i)′(x) = Ω(x)Φ(i)(x)Ω†(x) (4.14)
where T a are the generators of SU(N) group. The adjoint matrix of a center
element of SU(N) gauge group is
UA(Z
k
N ) = 1N Z
k
N = e
2piki
N 1N . (4.15)
So one can reduce the gauge symmetry from SU(N) to ZN by fixing the eigen-
modes of the adjoint Laplacian operator which are blind to ZN .
Let us consider the LCG [41]. LCG, as introduced in section 2.9.3, consists
of two steps, the first step rotates the lowest eigenmode Φ(1)(x) diagonal, which
reduces the gauge symmetry from SU(N) to U(1)(N−1), the Cartan subgroup,
while the second mode is rotated to Φ(2)
′
accordingly. The second step rotates
N − 1 non-diagonal entries of Φ(2)′(x) from complex numbers to positive real
numbers, it reduces the symmetry from U(1)(N−1) to ZN .
In SU(3), the second mode after LCG is
Φ(2)
′′
=
φ
(2)′
3 +
1√
3
φ
(2)′
8 , (φ
(2)′
1 − iφ(2)
′
2 )e
3iα, (φ
(2)′
4 − iφ(2)
′
5 )e
3i(α+β)
(φ
(2)′
1 + iφ
(2)′
2 )e
−3iα, −φ(2)′3 + 1√3φ
(2)′
8 , (φ
(2)′
6 − iφ(2)
′
7 )e
3iβ
(φ
(2)′
4 + iφ
(2)′
5 )e
−3i(α+β), (φ(2)
′
6 + iφ
(2)′
7 )e
−3iβ , − 2√
3
φ
(2)′
8
 , (4.16)
which is the Φ(2)
′
(x) after we have applied
V (x) = diag(e2α(x)+β(x), ei(−α(x)+β(x)), e−i(α(x)+2β(x))). (4.17)
To the remaining symmetry of Cartan subgroup, which has two real parameters
in SU(3), one needs to gauge fix two of the non-diagonal entries of Φ(2)
′′
real
and positive, which means choosing two of the three conditions below
φ
(2)′′
1 (x) > 0 and φ
(2)′′
2 (x) = 0
φ
(2)′′
6 (x) > 0 and φ
(2)′′
7 (x) = 0 (4.18)
φ
(2)′′
4 (x) > 0 and φ
(2)′′
5 (x) = 0.
Note that back to the SU(2) case, Φ(2)
′′
has only one non-diagonal entry and
the gauge fixing needs also only one condition.
Defects of in the LCG procedure can occur in both steps. In the first step,
points where Φ(1) has degenerate eigenvalues are the defects. In SU(3), the
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diagonalized Φ(1) is
Φ(1)
′
(x) =

φ
(1)′
3 (x) +
1√
3
φ
(1)′
8 (x) 0 0
0 −φ(1)′3 (x) + 1√3φ
(1)′
8 (x) 0
0 0 − 2√
3
φ
(1)′
8 (x)
 ,(4.19)
so the defects appear where one of the following conditions is fulfilled
φ
(1)′
3 (x) = 0
φ
(1)′
3 (x) =
√
3φ
(1)′
8 (x). (4.20)
The number of real conditions for the defects in the first step of LCG seems
to be one and the monopole world lines would be D−1 dimensional. This is not
true because the real condition number of this defect condition is actually not
one. To see this, let us consider the SU(2) case, where to take equal eigenvalues
means that the matrix itself vanishes since φ as an element of the Lie algebra
is traceless. So the equivalence of eigenvalues of an su(2) matrix gives 3 real
conditions. Let us return to the SU(3) case and consider the first condition in
eqn. (4.20). First, we can gauge fix two non-diagonal entries (Φ
(1)
1,3 and Φ
(1)
2,3)
of Φ(1) to 0, which is equivalent to rotating the third eigenvector to the third
complex direction, then the first condition in eqn. (4.20) is equivalent to the
vanishing of the remaining su(2) sub-matrix, it gives 3 real conditions. Therefore
the defect of the first step is a 1 dimensional line in 4 dimensional space-time, if
one of the two conditions is satisfied, the local remaining gauge symmetry will
be promoted to SU(2). The same argument applies to the second condition in
eqn. (4.20) whose defects give another kind of monopole in SU(3).
The second step of the LCG procedure fixes N − 1 of the N(N − 1)/2
non-diagonal entries of Φ(2)
′′
real and positive. The defects of the second step
occur where some of these entries vanish. Let us discuss the SU(3) case in
detail. We take the first and the second gauge fixing conditions in eqn. (4.18),
means fixing V (x) by rotate Φ
(2)′′
1,2 = (φ
(2)′
1 (x) − iφ(2)
′
2 (x))e
3iα and Φ
(2)′′
2,3 =
(φ
(2)′
6 (x)− iφ(2)
′
7 (x))e
3iβ real positive. It gives
α(x) =
1
3
arg
(
φ
(2)′
1 (x) + iφ
(2)′
2 (x)
)
β(x) =
1
3
arg
(
φ
(2)′
6 (x) + iφ
(2)′
7 (x)
)
. (4.21)
If one of these two non-diagonal entries of Φ(2)
′
vanishes
φ
(2)′
1 (x) + iφ
(2)′
2 (x) = 0 or φ
(2)′
6 (x) + iφ
(2)′
7 (x) = 0, (4.22)
we can not fix V (x), and the remaining gauge symmetry is U(1) instead of Z3,
the number of real conditions is 2. Therefore the defects of the second step form
a 2 = 4− 2 dimensional vortex surface in the 4 dimensional space-time. So far,
the center projection works as it should.
However, Laplacian center gauge in SU(N) (N ≥ 3) has an ambiguity:
In higher SU(N) gauge groups (N ≥ 3) like SU(3), the second step of the
LCG has N − 1 conditions, rotates N − 1 of the N(N − 1)/2 non-diagonal
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entries of Φ(2)
′
real positive. The vanishing of any of these N − 1 conditions
gives a vortex. This immediately leads to the question, how to choose N − 1
conditions from the N(N − 1)/2. In SU(2), this ambiguity does not occur
because N − 1 = N(N − 1)/2 = 1, but in SU(3), the number of non-diagonal
entries becomes 3 while the number of remaining U(1) symmetries is 2. As there
is no restriction on the non-diagonal entries of Φ(2)
′
like
arg(Φ
(2)′
1,2 ) + arg(Φ
(2)′
2,3 ) + arg(Φ
(2)′
3,1 ) = 0 (4.23)
to assure different choices of entries give the same vortices, different choices of
the N − 1 conditions in SU(N) LCG give different results. In the next section,
we will see the consequences of this ambiguity in the vortex contents of SU(3)
calorons.
This ambiguity in SU(3) or higher gauge groups can be viewed in another
aspect. In the end of section 2.9.3, the argument for the existence of center
vortices in SU(2) was made explicit by the igV ∂µV
† contribution of the gauge
fixing transformation V around the defects where Φ
(2)′
1,2 (xV ) = 0. But in SU(3),
it has an ambiguity. Without loss of generality, let us choose the two conditions
in eqn. (4.22). If the first condition of eqn. (4.22) is satisfied on xV : Φ
(2)′
1,2 (xV ) =
0, like we argued in section 2.9.3, we find a plane through xV on which Φ
(2)′
1,2 =
f(r) exp(iθ) near xV . So the SU(3) gauge fixing transformation V is V (θ) =
exp{diag[i(2θ/3 + β), i(−θ/3 + β), i(−θ/3− 2β)]} which is not completely fixed
and does not give a definite igV ∂µV
† contribution. Because of this ambiguity,
we can not reproduce the arguments for the existence of center vortices as we
did in SU(2), and the flux penetrating the defect has an ambiguity.
This ambiguity can be fixed if the other condition is also satisfied. But
because each condition of eqn. (4.22) gives two real conditions, the defects where
both conditions are satisfied form a D − 4 dimensional object, this does not fit
the vortex surface dimension of D − 2.
In our private communications with Ph. de Forcrand, one of the inventors
of Laplacian center gauge in [41], he acknowledged that different choices of the
N − 1 conditions give different vortices, but also expected that their existence
is choice independent. The smooth and well-understood background of SU(3)
calorons should therefore be a good test to investigate the consequences of the
ambiguity for vortex mechanisms.
4.3 Twists and vortices in SU(3) calorons
In section 3.3, we have found that there are two part of vortices in SU(2)
calorons, the magnetic flux between the two dyons forms the space-time part,
monopole world lines resides on this part. The second part, whose percolation
is related to the confinement in Polyakov loop correlators, is induced by the
relative twists between the dyons.
Furthermore, we have found the lowest Laplacian modes inherit the twists
in the gauge field, and so does Φ(2)
′
. This is the reason why the boundary of
twists implies purely spatial vortices as we presented there.
The structure of an SU(3) caloron is similar to that of an SU(2) caloron. It
is composed of dyons and there are twists, so in particular, the purely spatial
vortices should occur and be related to the boundary of twists.
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The twists in SU(3) caloron can be revealed in the gauge field perAµ in
eqn. (4.4). It is immediately clear that both ingredients φ and C are given in
terms of the fˆ in which we will identify the twists in the caloron (in section 2.7.2,
we identified the twists in SU(2) calorons also by fˆ).
Let us specify the SU(3) formulae for fˆ from section 4.1 (algebraic gauge):
f2,1 ≡ fˆx(µ2, µ1) = pie
2piiν1t
r1ψ
(
e−2piits1 +
r1
r3
(s3(c2 +
ρ3
r2
s2) +
r3
r2
c3s2)
)
f3,2 ≡ fˆx(µ3, µ2) = pie
2piiν2t
r2ψ
(
e−2piits2 +
r2
r1
(s1(c3 +
ρ1
r3
s3) +
r1
r3
c1s3)
)
f1,3 ≡ fˆx(µ1, µ3) = pie
2piiν3t
r3ψ
(
e−2piits3 +
r3
r2
(s2(c1 +
ρ2
r1
s1) +
r2
r1
c2s1)
)
(4.24)
where si = sinh(2piνiri), ci = cosh(2piνiri) and ri = |~x− ~yi|.
The twists should be identified in the periodic gauge, which will give addi-
tional factors of e−2piiν1t, e−2piiν2t and e2piit−2piiν1t to f2,1, f3,2 and f1,3 respec-
tively. In the asymptotic limit where the distance to all dyons become large
(ri →∞), the fˆ s become:
f2,1 ∝ e−2piitK1 +O(r1, r2, r3, ρ3)K2K3
f3,2 ∝ e−2piitK2 +O(r2, r3, r1, ρ1)K3K1
f1,3 ∝ K3 +O(r3, r1, r2, ρ2)e2piitK1K2 (4.25)
where Ki = e
2piνiri and O s are fractional functions of ri and ρ. So the twists in
the off-diagonal gauge field entries A21, A32 and A13 in the ri → ∞ limit (far
from all dyons) are:
T (A21) =
{ −1 for ν1r1 > ν2r2 + ν3r3
0 for ν1r1 < ν2r2 + ν3r3
T (A32) =
{ −1 for ν2r2 > ν3r3 + ν1r1
0 for ν2r2 < ν3r3 + ν1r1
T (A13) =
{
0 for ν3r3 > ν1r1 + ν2r2
1 for ν3r3 < ν1r1 + ν2r2
(4.26)
where T (A) is the twist (winding number) in temporal direction, a field of
φ = e2piit has a twist of 1.
Let us consider some special cases. The first one is moving one of the dyons
to infinity. If we move the third dyon, which means r3 → ∞, the twists in the
rest part of the caloron is T (A21) = T (A32) = T (A13) = 0, i.e. the rest of the
caloron becomes static. If we move the second dyon, the result is a bit different,
T (A21) = 0, T (A32) = −1, T (A13) = 1, which means the rest of the caloron is
static up to a global gauge transformation V1 = exp[diag(
2pii
3 ,
2pii
3 ,− 4pii3 )t]. Sim-
ilarly, if we move the first dyon to infinity, we get T (A21) = −1, T (A32) = 0,
T (A13) = 1, and the rest part of the caloron is static up to a global gauge
transformation V2 = exp[diag(
4pii
3 ,− 2pii3 ,− 2pii3 )t]. At first, the twist considera-
tion seems to distinguish the third dyon from the others. However, the periodic
gauge we used so far is not unique, In SU(3) we can apply the gauge transfor-
mations exp[diag(−2piit3 ,
−2piit
3 ,
4piit
3 )] or exp[diag(
4piit
3 ,
−2piit
3 ,
−2piit
3 )] which are
exactly the V1 and V2, to the caloron (these transformations keep the gauge
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Figure 4.1: The 3 twist boundary conditions ri = rj + rk do not wrap any finite
volume but shrink to a circle around the center of mass.
field periodic and plaquettes invariant). These transformations exchange the
roles of the dyons, e.g. which one to move to infinity to end up the a static rest.
It shows that none of the dyons is special, their relation is democratic.
In the second case, we put the 3 dyons on the corners of an equilateral
triangle and the dyons of equal weights νi =
1
3 . In this case, there is no region
in space satisfying ri > rj+rk, but there are 3 curves with ri = rj+rk as shown
in Fig. 4.1. It is easy to prove that these 3 curves form a circle around the center
of mass that all the dyons sit on. As the condition of the twist boundaries in
eqn. (4.26) are approximate conditions in the ri →∞ limit, the vortices we get
by LCG procedures – numerically calculate the lowest modes and find defects
in the second step of LCG – do not degenerate to this circle but become small
bubbles around the corresponding ri = rj + rk curves, as shown in Fig. 4.2.
We can move one of the dyons a bit in the last case, toward the center of the
equilateral triangle or in the opposite direction. The twist boundaries of these
two cases are shown in Fig. 4.3 and Fig. 4.4 respectively, the former consists
of two surfaces from T (A2,1) and T (A3,2) and the latter consists of one surface
from T (A1,3).
The third case is that the weight of one dyon is 1/2, equal to the sum of
weights of the other two dyons. As shown in Fig. 4.5, the twist boundary of
one of the entries is close to a plane while the twist boundaries of the other
two entries vanish. This is very similar to our SU(2) purely spatial vortices, in
which case the weight of the two dyons are equal.
Fig. 4.3, 4.4 and 4.5 are twist boundaries by eqn. (4.26). The LCG vortices
follow the expectations up to some deformations, compare Fig. 4.1 with Fig. 4.2.
and Fig. 4.5 with Fig. 4.6.
As we mentioned in section 4.2, Laplacian center gauge suffers from an am-
biguity as one needs to choose 2 of the 3 non-diagonal entries of Φ(2)
′
, and the
corresponding zero points of the 2 entries are vortices. From Fig. 4.2 we see that
different choices gives different vortex contents indeed, also the twist boundaries
of different non-diagonal entries do not coincide with each other.
From the twist analysis above we see that, different from the SU(2) case
in which the twist centers coincide with the dyon centers, in SU(3) the twist
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Figure 4.2: The possible vortices of an SU(3) caloron with ν1 = ν2 = ν3 = 1/3,
y1 = (3/2, 3
√
3/2, 0), y2 = (3/2,−3
√
3/2, 0) and y1 = (−3, 0, 0). The upper
panel shows the vortices we get from Φ
(2)′
21 , the middle and lower panel shows
those from Φ
(2)′
32 and Φ
(2)′
13 , respectively. The right column gives the top view of
the left column.
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Figure 4.3: The twist boundaries of an SU(3) caloron of equal weight dyons,
ν1 = ν2 = ν3 = 1/3, at locations y1 = {2, 2
√
3, 0}, y2 = {2,−2
√
3, 0} and
y3 = {−3.5, 0, 0} as marked by the violet points. The third dyon is closer to the
center of the triangle. The first row shows 3D views of twist boundaries and the
second row shows corresponding intersections with the plane z = 0. The first
column and the second column are the twist boundary of T (A2,1) and T (A3,2),
respectively, while the twist boundary of T1,3 vanishes. The twists with in the
two bubbles are −1.
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Figure 4.4: The twist boundaries of an SU(3) caloron of equal weight dyons,
ν1 = ν2 = ν3 = 1/3, at locations y1 = {2, 2
√
3, 0}, y2 = {2,−2
√
3, 0} and
y3 = {−4.5, 0, 0} as marked by the violet points. the third dyon is a bit further
away from the center of the triangle. The left panel shows the 3D view of
T (A1,3) twist boundaries and the right shows the corresponding intersection
with the plane z = 0. the other two twist boundaries vanish. The twist with in
the bubble is 0 and is +1 outside of it.
Figure 4.5: The twist boundaries of T (A1,3) of an SU(3) caloron with dyons of
different weights, ν3 = 1/2 and ν1 = ν2 = 1/4, at locations y1 = {2, 2
√
3, 0}
y2 = {2,−2
√
3, 0} and y3 = {−4, 0, 0} as marked by the violet points. The
dyons are in the corners of an equilateral triangle.
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Figure 4.6: The possible vortices of an SU(3) caloron with ν1 = ν2 = 1/4,
ν3 = 1/2, y1 = (1,
√
3, 0), y2 = (1,−
√
3, 0) and y1 = (−2, 0, 0). The upper panel
shows the vortices we get from Φ
(2)′
21 , the middle and lower panel shows that
from Φ
(2)′
32 and Φ
(2)′
13 respectively. The right column gives the top view of the
left column. The last row has an artefact plane and some deformation near the
boundary as the lattice is periodic.
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centers (in our case are the volumes wrapped by the twist boundaries in Fig. 4.3,
Fig. 4.4 and Fig. 4.2) are between the dyon centers, and the accumulated twist
of one period T (β) of the 3 twist centers are the 3 center elements of SU(3)
gauge field.
In SU(2), it is very clear that just the calorons composed of equal weight
dyons extend their purely spatial vortices to infinity which eventually in caloron
ensembles yields percolations just in the confined phase. But how can we relate
the SU(3) caloron vortices with the different phases? We know that the calorons
in the confined phase should possess equal weight dyons (ν1 = ν2 = ν3 = 1/3),
because the trace of Polyakov loop vanishes in this phase. However, the vortices
we get for such SU(3) calorons in Fig. 4.2 are finite size bubbles.
The answer might be that the vortices in SU(3) calorons are not thin vor-
tices, as we see that twist boundaries of different Φ(2)
′
entries do not coincide
with each other. If we consider a big “plaquette” across two of the twist bound-
aries, say that of Φ
(2)′
1,2 and Φ
(2)′
2,3 , then on this plaquette there are two zeros
of Φ
(2)′
1,2 and Φ
(2)′
2,3 respectively, so that the V around this plaquette is com-
pletely determined, and the igV ∂µV
† contribution through Aµ to the Wilson
loop around this big plaquette is a center element of SU(3), and the argument
for center vortices stands.
Chapter 5
Dual condensate and dual
quark density
In the QCD phase transition at finite temperature, the most important phe-
nomena are deconfinement and chiral symmetry restoration. As we discussed
in Chapter 1, order parameters for these effects are the Polyakov loop and the
chiral condensate.
But how to connect confinement and chiral symmetry breaking? Or how
to connect order parameters of the two phenomena? In [11, 12] a novel order
parameter has been given, the dual condensate. It is the first Fourier component
of the quark condensate with respect to the boundary conditions. On the other
hand, it is sensitive to center symmetry like the Polyakov loop. We will discuss
the connection and the details of dual condensate in the next section, show our
numerical results of the dual condensate on dynamical lattice configurations
[8] using staggered fermions and explore a new dual operator, the dual quark
density, theoretically and numerically. Unsmeared dual condensate results can
be found in our proceedings [82].
5.1 Dual condensate and dressed Polyakov loop
5.1.1 Definitions and mechanisms
The chiral condensate, the massless limit of the quark condensate, is an impor-
tant order parameter of QCD phases. It breaks chiral symmetry spontaneously
as we mentioned in Chapter 1.
More generally, the quark condensate is the trace of quark propagator as
〈ψ¯ψ〉 =
∫
dA
∫
dψ¯dψ ψ¯(x)ψ(x)e−i
∫
d4xψ¯(D+m)ψ+....
V4Z
=
∫
dATr ( 1D+m )xxe
−iS
V4Z
=
1
V4
〈Tr 1
D +m
〉 (5.1)
On the lattice, the quark condensate as the trace of quark propagator, can
be obtained in two different ways. The first way estimates Tr (D + m)−1 by
iterative steps using stochastic vectors, see e.g. [78]. The second method which
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Figure 5.1: Loops with different powers of the boundary condition introduced
phase eiφ, horizontal lines are spatial links, vertical lines are temporal links. Blue
and green lines represent closed loops but only the green loops have winding
number 1 in the compact time.
we will adopt uses the spectral representation of the quark propagator:
Tr
1
D +m
=
∑
λ
1
iλ+m
. (5.2)
where iλ are eigenvalues of the massless Dirac operator D that need to be mea-
sured. The result is dominated by the infrared part of the spectrum. Consider
the fact that D is anti-Hermitian and anti-commutes with γ5, which means the
eigenvalues of D are imaginary and in ±iλ pairs, we have
Tr
1
D +m
=
∑
λ>0
2m
λ2 +m2
. (5.3)
It is clear that the ultraviolet contributions are suppressed by the denominator.
In the massless limit, the term in the sum approaches δ(λ). Hence the chiral
condensate is given by the eigenmode density at λ = 0, ρ(0), which is the famous
Banks-Casher relation [57].
The physical quark boundary condition without (imaginary) chemical po-
tential is the anti-periodic boundary condition
ψ(t+ β) = −ψ(t). (5.4)
The idea of [11] is to apply general phase boundary conditions. Then the
corresponding quark condensate is the general quark condensate [12, 92]
ψφ(t+ β) = e
iφψφ(t)
Dφψφ = ±iλφψφ
Σ(m,V, φ) ≡ 〈Tr 1
Dφ +m
〉
=
1
V
〈∑
λφ
1
iλφ +m
〉
. (5.5)
These boundary conditions are similar to an imaginary chemical potential of
µI = i(φ−pi)T , however, they are only applied on the valence quarks. Likewise,
the probe mass m does not need to agree with the mass of sea quarks.
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Figure 5.2: Individual and accumulated contributions to the (quenched) dual
condensates from different parts of the spectra by Bilgici et al [12].
On the lattice, one can implement the general boundary condition by giving
an additional phase φ to all the temporal links in the last time slice,
U(Nt, ~x)→ eiφU(Nt, ~x), (5.6)
visualised by the red lines in Fig. 5.1.
If the mass is large enough, one can expand the expression of general quark
condensate in eqn. (5.5) like:
Σ(m,V, φ) =
〈
Tr
1
D +m
〉
=
1
m
〈 ∞∑
i=0
(−1)iTr(Di)
(m)i
〉
. (5.7)
Tr(Di) in this expansion tells us that only closed loops contribute. Also in
general, the general quark condensate Σ(m,V, φ) consists of closed loops only,
because it is a gauge invariant functional of the links. Moreover, Tr(Di) contains
loops of length i (provided D contains just nearest neighbor links), these loops
are suppressed by factors (2am)i (with 1/2a coming from the Dirac operator,
cf. eqn. 5.44).
Through the implementation of the general boundary condition in eqn. (5.5),
closed loops get different powers of the boundary condition induced phase eiφ,
and the power of eiφ is its winding number in time direction as shown in Fig. 5.1.
Dual condensates are defined to be the Fourier components of the general
quark condensates with respect to φ [11]:
Σ˜k(m,V ) =
1
2pi
∫ 2pi
0
dφ e−ikφΣ(m,V, φ), (5.8)
picking out closed loops of winding number k. In particular, the first Fourier
component Σ˜1 is the “dressed Polyakov loop”, shown in Fig. 5.1 as green lines.
It follows immediately that Σ˜1 transforms under the center symmetry transfor-
mations like the Polyakov loop.
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In the large mass limit, the leading term of the dual condensate is Tr(DNt)/mNt
where Nt is the time direction size of the lattice. The leading contributions to
dual condensates are from the straight closed loops with winding number one,
the conventional Polyakov loops, see also [79]. Given that the dual condensate
includes contributions of longer loops of the same winding number (at higher
orders of inverse mass), it can be interpreted as a “dressed Polyakov loop”.
Another important aspect of the dual condensate is its IR dominance. We
know that the quark condensates are IR dominated (especially the chiral con-
densate). The dual condensate, which is the first Fourier component of the
general quark condensate, reflects the boundary condition phase dependence of
it. Given that the spectra of Dφ with different φ’s mainly differ in the lowest
part, the dual condensate is even stronger IR dominated [82]. Fig. 5.2 shows
that the dominating contributions are from the infrared part of the spectrum.
The renormalization of the quark condensate [9] is
ΣR = mq(ΣB(T )− ΣB(T = 0)), (5.9)
where mq is the bare quark mass, or normalize it to be dimensionless by m
4
X
where mX is a dimension 1 constant. The bare dual condensate vanishes in the
confined phase as ΣB(φ) is a flat curve there, we can see this in section 5.5.1.
Consider Σ˜B(T = 0) = 0, the renormalized dual condensate becomes
Σ˜1R(T ) = mqΣ˜1B(T ), (5.10)
We know that the Polyakov loop is proportional to e−βF where F is the free
energy of an infinitely heavy quark, so − 1β lnL = F (T ) + c reflects the change
of free energy. As the dual condensate is proportional to the dressed Polyakov
loop, we will also measure
− 1
β
ln(Σ˜1R/m
4
X) = F
′(T ) + c+ 4T lnmX , (5.11)
which is an analogue of the free energy.
Former results of the quenched dual condensates in [12] and [80], prelim-
inary unquenched SU(3) results in [81] and our unquenched SU(3) results of
unsmeared dual condensates in [82] confirm that the dual condensate is an in-
frared dominated order parameter.
5.1.2 Applications beyond the lattice and in other gauge
systems
There have been other investigations using the dual condensate to get a handle
on the phase transition in QCD and related gauge systems, which are briefly
summarized in this section.
By functional renormalization group methods, Braun et al. have computed
the partition function at imaginary chemical potential as well as the dual con-
densates [96].
Through Dyson-Schwinger equations, Fischer and Mu¨ller have incorporated
the boundary angle into the quark propagator via Matsubara frequencies and
obtained results for the general and dual condensate similar to ours [97].
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In the Nambu-Jona-Lasinio model and its Polyakov loop extended version,
Mukherjee et al. and Kashima et al. used the dressed Polyakov loop to inves-
tigate the chiral and deconfinement transition [99] [98]. Similarly, Gatto and
Ruggierri studied the effects of a magnetic field [100].
On the lattice, Danzer et al. used the dual condensate to investigate the
phase transitions of the G2 gauge theory [101] (which is interesting with respect
to the vortex picture since it has no nontrivial center) and Bilgici et al. used the
dual chiral condensate of SU(2) adjoint quarks [102] (where chiral restoration
and deconfinement occur at very different temperatures).
A related idea to dressed Wilson loops has recently been suggested in [103].
5.2 More fermionic observables
The chiral condensate 〈ψ¯ψ〉 is an order parameter for chiral symmetry breaking,
we will analyze and numerically measure more condensates 〈ψ¯Γψ〉 with Γ being
a matrix in the Clifford algebra to find other aspects of QCD phase transition.
5.2.1 General fermionic observables
Let us consider fermion operator condensates in the framework of the Path
Integral.
〈ψ¯Γψ〉 =
∫
dψ¯dψdA ψ¯Γψe−S∫
dψ¯dψdA e−S
(5.12)
Then one can find the expression for the numerator of eqn. (5.12) in terms
of eigenvalues and eigenvectors of D.∫
dψ¯dψ ψ¯Γψe−S =
∫
dψ¯
dΓψ
D[Γ]
ψ¯Γψe−[ψ¯(D+m)ψ+...]
=
∫
dψ¯
dψ
′
D[Γ]
ψ¯ψ
′
e−[ψ¯(D+m)Γ
−1ψ
′
+...]
=
∫
dψ¯dψ
′′
ψ¯D[Γ]ψ
′′
e−[ψ¯(D+m)Γ
−1D[Γ]ψ
′′
+...]
=
〈
Tr[((D +m)Γ−1)−1]
〉
=
〈
Tr[Γ(D +m)−1]
〉
, (5.13)
where ψ
′
= Γψ, ψ
′′
= ψ
′
D[Γ] (D[Γ] is the determinant of Γ), the spectral repre-
sentation follows immediately as
〈ψ¯Γψ〉 = 〈∑
λi
〈νi|Γ|νi〉
iλi +m
〉
(5.14)
where iλi are eigenvalues of D, νi are corresponding eigenmodes of D and Γi,j =
〈νi|Γ|νj〉. We can further simplify the results of eqn. (5.14) by using the relation
between |νi〉 and |ν−i〉=γ5|νi〉 (which is the eigenmode with eigenvalue −iλi)
〈ν−i|Γ|ν−i〉 = 〈νi|γ5Γγ5|νi〉 = ±〈νi|Γ|νi〉 (5.15)
where the minus sign applies for Γ’s that anti-commute with γ5 and plus sign
for Γ’s that commute with γ5, we will use this equation in section 5.4.4.
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Figure 5.3: The spectral density of D, red dashed columns show ρ(λ) at physical
boundary conditions, blue solid ones show that at periodic boundary conditions.
The temperature of these plots are: 78MeV (upper left), 152MeV (upper right),
172MeV (mid left), 250MeV (mid right) and 892MeV (last) respectively.
Eqn. (5.14) shows that we need both the spectra and the expectation values
of 〈νi|Γ|νi〉 to calculate the generalized fermionic condensates, the chiral con-
densate is an exception because its Γ = 1 always gives 〈νi|1|νi〉 = 1.
5.2.2 Susceptibilities
We know that the quark condensate 〈ψ¯ψ〉 = ∂V4∂m lnZ is the first derivative
of the logarithm of the partition function lnZ with respect to the mass. The
second derivative of lnZ is the conventional quark susceptibility. This generates
three terms [91]:
χψ¯ψ =
∂2
V4∂m2
lnZ =
1
V4
(∂2mZ
Z
− (∂mZ
Z
)2
)
=
1
V4
〈(Tr 1
D +m
)2〉 − 1
V4
〈Tr 1
(D +m)2
〉 − 1
V4
〈Tr 1
D +m
〉2. (5.16)
The sum of the first term and the last term is the squared standard deviation
of the quark condensate 〈Tr 1D+m 〉, in the chiral limit, it reflects the fluctuation
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T
λ
Tc
ρ = 0
ρ = ρT (0)
ρ = ρT (λ)
Figure 5.4: Schematical spectrum density ρ(λ, T ) with anti-periodic boundary
condition, the measured spectrum density results are shown in Fig. 5.3.
of chiral condensate, and is also called disconnected chiral susceptibility. The
second term is called the connected chiral susceptibility and corresponds to the
integrated scalar meson correlation function [91].
The chiral symmetry breaking/restoration signal in the chiral susceptibility
is a peak near Tc. In the disconnected part, it is easy to understand as it is
proportional to the squared standard deviation of the quark condensate. The
connected part peak can be understood with the Banks-Casher relation [57],
that the quark condensate.
〈ψ¯ψ〉 = 1
V4
〈Tr 1
D +m
〉 = 1
V4
∫
2mρ(λ)dλ
λ2 +m2
m→0−−−→ pi
V4
ρ(0). (5.17)
It gets ρ(0) in the chiral limit because 2mλ2+m2
m→0−−−→ piδ(λ). But for a finite
mass, 2m/(λ2 +m2) is a narrow peak (width equals m). So the integration of a
function f(λ) with weight factor 2m/(λ2+m2) is a kind of average of f(λ) within
the width of the peak. The chiral condensate as the order parameter of chiral
symmetry breaking is non-vanishing in the low temperature chirally symmetric
phase, but vanishes in the high temperature chiral symmetry breaking phase.
ρ(0) behaves accordingly as shown schematically in Fig. 5.4. The spectrum
density results of smeared Nf = 2 + 1 configurations from the Wuppertal-
Budapest collaborations [8] are shown in Fig. 5.3.
As the quark condensate with finite quark mass is actually an average of ρ(λ)
from λ = 0 to λ = m with weight function 2m/(λ2 +m2), the derivative of this
average should be small in the chiral symmetric phase because the lowest part
of the spectrum density in this phase is flat so the average changes slowly with
m. This average is also small in the chiral symmetry breaking phase because
the lowest part of the spectrum has a gap. The only peak comes from the phase
transition region T ≈ Tc where the lowest part of the spectrum is neither a gap
nor flat.
Our quark susceptibility result in Fig. 5.5 reproduces the chiral suscepti-
bility results of [8], One can find that the disconnected contributions and the
connected contributions are approximately of the same magnitude, which is dif-
78 CHAPTER 5. DUAL CONDENSATE AND DUAL QUARK DENSITY
50 100 150 200 250 300
T@MeVD
0
2.5
5
7.5
10
12.5
15
17.5
50 100 150 200 250 300
T@MeVD
0
2.5
5
7.5
10
12.5
15
50 100 150 200 250 300
T@MeVD
0
5
10
15
20
25
Χ
Figure 5.5: (Unrenormalized) conventional chiral susceptibility results measured
with the spectral method at low mass (m = 1MeV). The plots are, from upper
left clockwise: disconnected chiral susceptibility, connected chiral susceptibility
and full chiral susceptibility.
ferent from the conclusion by the hotQCD collaboration [91].
One can define general susceptibilities like the quark number susceptibility
similarly:
1
V4
∂2µ lnZ =
1
V4
∂µ(
∂µZ
Z
) =
1
V4
(∂2µZ
Z
− (∂µZ
Z
)2
)
=
1
V4
(〈[Tr γ0
D +m+ µγ0
]2〉 − 〈Tr[γ0 1
D +m+ µγ0
γ0
1
D +m+ µγ0
]〉
−〈Tr γ0
D +m+ µγ0
〉2), (5.18)
and the µ→ 0 limit is
1
V4
∂2µ lnZ
∣∣
µ→0
=
1
V4
(〈[Tr γ0
D +m
]2〉 − 〈Tr[γ0 1
D +m
γ0
1
D +m
]〉 − 〈Tr[ γ0
D +m
]〉2). (5.19)
For a general matrix Γ, the middle term will read in the spectral represen-
tation as
Tr[Γ
1
D +m
Γ
1
D +m
] =
∑
i
∑
j
1
(iλi +m)(iλj +m)
ΓijΓji, (5.20)
where Γij = 〈νi|Γ|νj〉.
This is the simplest form of this term, we can not further simplify by apply
formulas like
∑
α |α〉〈α| = 1. So we can not calculate a general susceptibility by
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having measured Γii only, except the Γ = 1 case of quark susceptibility which
has Γij = δij . But one can find that the rest two terms in the general suscep-
tibility that can be determined from our data are proportional to the squared
standard deviation of the corresponding condensate just like the disconnected
quark susceptibility.
5.3 Dual quark density
The condensate with Γ = γ0 is the quark density n = 〈ψ¯γ0ψ〉, it is of particular
interest as it couples to the chemical potential. Similar to the general quark
condensate, we can define the general quark density n(φ) = 〈ψ¯γ0ψ〉φ and its
dual n˜k. Different from the general quark condensate, which is renormalized by
the bare masses as shown in eqn. (5.9), the general quark density ∂µ lnZ does
not need renormalization [9].
5.3.1 The Stefan-Boltzmann limit of dual quark density
Let us discuss its high temperature limit first. We know that in the high tem-
perature limit, the QCD is asymptotically free, gluons and quarks decouple,
which means we can simulate the high temperature limit of QCD with a free
gas of gluons and quarks. Then the theoretical high temperature limit for n(φ)
and n˜k can be estimated in statistical mechanics.
In the free gas of gluons and quarks, the fermion part of the partition function
is
Z =
∏
i
(1 + e−(Ei−µ)/T )N(Ei) (5.21)
where our boundary condition ψ(β+x0) = e
iφψ(x0) equals an imaginary chem-
ical potential µI = i(φ−pi)T which only is felt by the valence quarks (vanishing
chemical potential µ = 0 corresponds to φ = pi), Ei runs over all energy eigen-
states and N(Ei) are the degeneracies.
The general quark density of the free quark gas system is
n(µ, T ) =
1
V4
T (
∂ lnZ
∂µ
)V,T =
1
V4
∑
i
N(Ei)
1 + e(Ei−µ)/T
(5.22)
and the continuous version of n(µ, T ) is
n(φ, T ) =
1
V4
∫ ∞
0
dE
( Dq(E)
1 + e(E−µ)/T
− Dq¯(E)
1 + e(E+µ)/T
)
(5.23)
where Dq(E) is the density of quark eigenstates and Dq¯(E) is that of the anti-
quarks.
Putting the imaginary chemical potential µI = i(φ − pi)T in and doing the
Fourier transformation, we get the dual quark density
n˜1(T ) =
∫ 2pi
0
e−iφdφ
2pi
∫ ∞
0
dE(
Dq(E)
1− eE/T e−iφ −
Dq¯(E)
1− eE/T eiφ ), (5.24)
The eigenstate density of the free quark gas is clearly
Dq(E) = Dq¯(E) =
4pip2
(2pi)3
d|~p|
dE
. (5.25)
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In the chiral limit where E = |~p| (could also be done for E =
√
p2 +m2
up to some numerical integrations), we do the tricks of changing the integral
variable to z = e−iφ and the order of integration, apply the residue theorem
and get
n˜1(T ) = −T
3
pi2
(5.26)
This result is the dual quark density of a single fermion freedom. Including
the flavor number Nf , 3 colors and two spin directions, the dual quark density
is
n˜1(T ) = −6NfT
3
pi2
. (5.27)
This results can be easily generalized to dual quark densities of higher wind-
ing numbers:
n˜k(T ) = −6NfT
3
pi2k3
. (5.28)
A sum of them can be connected to the connected part of quark number
susceptibility χ2 =
1
V4
∂2
∂µ2 lnZ
∣∣
µ→0 in [9, 8], given by eqn. (5.19) (note that
the disconnected part of quark number susceptibility contributes only near Tc,
does not contribute to the high temperature limit value of quark number sus-
ceptibility), which is a conventional operator, not a dual operator. At high
temperature, we recover its Stefan-Boltzmann limit by dual quark densities,
χ2 =
∑
k
k(−1)k−n˜k
T
= NfT
2 (5.29)
We see that the dual quark density has a nice high temperature limit, but
what is the physical meaning of dual quark density? We will discuss the leading
contribution to the dual quark density below.
Keeping the high temperature limit, and replace the Dirac-Fermi statistics
in eqn. (5.23) by Maxwell-Boltzmann statistics, one gets
n(φ) ≈
∑
α
Dq(α)e
−(E(α)−µ)/T −
∑
γ
Dq¯(γ)e
−(E(γ)+µ)/T
≈ eµI/Tnq(µ = 0)− e−µI/Tnq¯(µ = 0) (5.30)
where
nq(µ = 0) = nq¯(µ = 0) =
∑
α
Dq(α)e
E(α)/T (5.31)
are the densities of quarks and anti-quarks with µ = 0 in this statistics, nq(µ =
0) and nq¯(µ = 0) are the same because µ = 0 means no favor on quarks or
anti-quarks. We can simplify eqn. (5.30):
n(φ) ≈ −2i sinφ nq(0). (5.32)
Then it is clear that the leading contribution to the dual quark density (in the
high temperature limit) is nq(µ = 0) = nq¯(µ = 0), the density of quarks (or
anti-quarks) without chemical potential.
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Figure 5.6: The left and right panels in the first row are the accumulated and
individual contributions to n˜1 [GeV
3] at T = 182MeV and m = 1MeV, respec-
tively, the lower panel is 2iλD˜1(λ). Results in this figure use the lowest 1500
eigenmodes (the 500th eigenmode is around 0.33GeV).
5.3.2 Convergence problems of dual quark density
In the last subsection, we have found that the leading contribution to the dual
quark density is the density of quarks nq or the density of anti-quarks nq¯ without
chemical potential. This operator is obviously not IR dominated. Our numerical
results indeed show that the dual quark density n˜ converges slowly compared
to the dual condensate.
Let us start from the general quark density with Γ = γ0, which is (see details
in section 5.4.3)
n(φ) =
∑
λφj
〈νφj |γ0|νφj〉
iλφj +m
= −i
∑
λφj>0
2λφj〈νφj |γ0|νφj〉
λ2φj +m
2
. (5.33)
We can write it in the continuous form:
n(φ) = −i
∫ ∞
0
2λPφ(λ)ρφ(λ)
λ2 +m2
dλ (5.34)
where Pφ(λ) = 〈νλφ |γ0|νλφ〉 is the γ0 expectation value of fermion eigenmodes
and ρφ(λ) is the density of eigenmodes, both are φ dependent. The additional
factor of λ in the numerator hints on a worse IR dominance compared to the
dual condensates.
We can Fourier transform n(φ) and get the formula for the dual quark density
n˜1 =
∫ ∞
0
−2iλD˜1(λ)
λ2 +m2
dλ (5.35)
where
D˜1(λ) =
∫
Pφ(λ)ρφ(λ)
e−iφdφ
2pi
(5.36)
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is the first Fourier component of Pφ(λ)ρφ(λ). n˜1 is basically real because n(φ)
is odd around the φ = pi, as we will see in section 5.5.
The accumulated and individual contributions to n˜1 in Fig. 5.6 show that
the sum of the lowest 500 or even 1500 eigenmode contributions is not the really
well converged dual quark density. However, looking at just the term 2iλD˜1(λ)
suggests a method to estimate the upper limit of the higher mode contributions
beyond the 500 lowest modes.
Suppose that f(λ) = 2iλD˜1(λ) is less or equal to f(K) if λ > K as Fig. 5.6
shows such a trend to decrease with λ when it is large enough. Then we can
estimate the upper bounds of the higher spectrum contributions because∫ ∞
K
f(λ)dλ
λ2 +m2
<
f(K)
m
arctan(
m
K
). (5.37)
If K  m, we can simplify this upper limit to f(K)/K. This is a very conser-
vative estimation of the upper bounds of the higher spectrum contributions.
5.4 Technical details of staggered fermions
In this section, we collect some technicalities of staggered fermions, especially
those needed for the computation of 〈ψ¯Γψ〉 observables in section 5.2.
5.4.1 The staggered fermion action
The staggered fermion is a type of fermion in lattice QCD that reduces the
number of redundant fermion resonances from 16 to 4.
The fermion part of QCD Euclidean space-time Lagrangian is
Lφ(x) = −ψ¯(γµEDµ +m)ψ, (5.38)
where γ4E = γ
0 and γiE = iγ
i (for simplicity, we write γµ instead of γµE below),
and ψ¯ = ψ† for Lorentz invariance in Euclidean space-time. The naive lattice
Lagrangian is [83]
Lnaive =
1
2a
∑
µ
[ψ¯(x)γµUµ(x)ψ(x+ µˆ)− ψ¯(x)γµUµ(x− µˆ)ψ(x− µˆ)]
+m
∑
x
ψ¯(x)ψ(x). (5.39)
This naive lattice Lagrangian has a big difference from the continuum Lagrangian–
the doubling problem.
To show the doubling problem, let us begin with the propagator of a free
fermion.
1
a
S(p) = (iγµ sin pµa+m)
−1 =
−iγµ sin pµa+m∑
µ sin
2 pµa+m2a2
. (5.40)
Like atoms in crystals, the momentum space of lattice fermions also have a
Brillouin zone from −pi/a to pi/a. The continuum fermion propagator (iγµpµ +
m)−1 has large contributions from the small |p| region around pµ = (0, 0, 0, 0),
but the naive lattice fermion propagator in eqn. (5.40) has 15 more similar
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regions around pµ from (0, 0, 0, pi) to (pi, pi, pi, pi). The result is that a fermion
resonance in continuum has 16 “copies” of fermions on lattice if we adopt the
naive fermion Lagrangian.
One way to avoid the fermion doubling problem is to add some terms in the
Lagrangian to shift redundant “copies”, like that done in Wilson fermions. It
adds a second derivative term to the Lagrangian [83]
SW = rψ¯DWψ = − r
2a
∑
x,µ
ψx(ψx+µˆ − 2ψx + ψx−µˆ) ∼ − r
2a
ψ¯D2ψ (5.41)
but the price is the chiral symmetry, it is explicitly broken by the Wilson term.
The staggered fermion [88, 89] gives a method that can reduce the number
of fermion copies to 4 and keep the chiral symmetry. It starts with the naive
lattice fermion Lagrangian in eqn. (5.39), applies the redefinition of fermion
fields by ψx → Ωxχx and ψ¯x → χ¯′xΩ†x where
Ωx = (γ1)
x1(γ2)
x2(γ3)
x3(γ4)
x4 and Ω†x = (γ4)
x4(γ3)
x3(γ2)
x2(γ1)
x1 . (5.42)
Using the anti-commutation relation of γ matrices
{γµE , γνE} = 2gµνE 1 = 2δµν1, (5.43)
we can simplify the fermion field redefined Lagrangian to∑
x,µ
1
2a
ηµ(x)χ¯(x)1
(
Uµ(x)χ(x+ µˆ)− U†µ(x− µˆ)χ(x− µˆ)
)
+mχ¯(x)1χ(x).(5.44)
where
ηµ = (−1)x1+x2+...xµ−1 . (5.45)
The Dirac space structure of this Lagrangian is trivial. Restricting to one of the
Dirac components, we get the staggered fermion Lagrangian
L =
∑
x,µ
1
2a
ηµ(x)χ¯(x)(Uµ(x)χ(x+ µˆ)− U†µ(x− µˆ)χ(x− µˆ)) +mχ¯(x)χ(x).(5.46)
ηµ shows a mixture of Dirac index and spatial index, its sign alternates with a
period of 2 in all directions. This period suggests that 24-hypercubes are basic
units for staggered fermions. We will come to this later.
The remaining redundancies are called ’tastes’, one can confirm this 4 de-
generacy from the staggered fermion spectrum of smooth lattice configurations.
5.4.2 Properties of the staggered fermion Dirac operator
The massless Dirac operator D of a staggered fermion is
Dx,y =
1
2a
∑
µ
ηµ(x)
[
Uµ(x)δx+µˆ,y − U†µ(x− µˆ)δx−µˆ,y
]
. (5.47)
We can define a site of the lattice even or odd by
η5 = (−1)x1+x2+x3+x4 , (5.48)
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η5 = 1 sites are even sites and η5 = −1 sites are odd sites. Every even site is
surrounded by 16 odd sites and every odd site is surrounded by 16 even sites.
The hopping terms of Dx,y in eqn. (5.47) are always between adjacent sites,
means Dx,y is between odd sites and even sites. By moving all odd sites to the
upper half and all even sites to the lower half, the Dirac operator Dx,y is of the
form:
D =
(
0 R
−R† 0
)
(5.49)
where R is the part of Dx,y that includes all the links from even sites to odd sites
and −R† includes all the links from odd sites to even sites. Thus the matrix D2
is block-diagonal, negative definite and Hermitian:
D2 =
( −RR† 0
0 −R†R
)
. (5.50)
By projecting this D2 to the sub-lattice of odd sites (or the sub lattice
of even sites), the staggered fermion field becomes ν
′
= (1−η5)2 ν, D
2 becomes
D2o = D
2 1−η5
2 and clearly we can reduce the size of the matrix by half [84].
In numerical eigenvalue problems, reducing the dimension of the matrix is of
course very helpful.
The massless Dirac operator is anti-Hermitian, we can understand it from
both the continuous and the lattice form of D. The continuous D is D = γµ(∂µ+
iAµ), in which the γµ in Euclidean definition is Hermitian, and Dµ = ∂µ + iAµ
is anti-Hermitian, so D is anti-Hermitian. The staggered fermion massless Dirac
operator D in eqn. (5.47) between x and x+ µˆ is Dx,x+µˆ =
1
2aηµ(x)Uµ(x) and
Dx+µˆ,x = − 12aηµ(x + µ)U†µ(x), consider ηµ(x) = ηµ(x + µˆ), we get Dx,x+µˆ =
−D†x+µˆ,x. Thus D (or Dx,y) as an anti-Hermitian operator should have a purely
imaginary spectrum.
We can get more information from the fact that the massless Dirac operator
D anti-commutes with γ5 and D
2 commute with γ5
{D, γ5} = 0, [D2, γ5] = 0, (5.51)
the corresponding staggered relation is
{D, η5} = 0, [D2, η5] = 0. (5.52)
The (anti-)commutation relations above tells us:
1. We can choose eigenmodes of D2 to reside on the even sites only or on
the odd sites only to reduce the dimension of the matrix. A set of operators
commutating with each other makes these operators can have common eigen-
vectors. The eigenvectors of η5(x) reside on the odd sites only or on the even
sites only, and D2 commutates with η5, so we can choose the eigenmodes of D
2
on the odd sub-lattice or on the even sub-lattice (by linearly recombinations of
the degenerated eigenmodes of D2 on the full lattice), we have got this from the
block-diagonal structure of D2.
2. Eigenvectors of D come in pairs, a pair of eigenvectors has opposite
eigenvalues. If ν is an eigenvector of D: Dν = λν, then η5ν is the paired
eigenvector of D: D(η5ν) = −η5Dν = −λ(η5ν).
3. Eigenvectors of D2 are linear combinations of paired eigenvectors, which
means if we choose the eigenvectors of D2 on the odd (even) sub-lattice, these
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eigenvectors are not eigenvectors of D in general. On the other hand, an eigen-
vector of D is always an eigenvector of D2, and we know that eigenvectors of D
appear in pairs which have opposite and imaginary eigenvalues, then ν and η5ν
are non-degenerate modes of D but degenerate modes of D2. Consider D not
commuting with η5, eigenvectors of D
2 can only be the recombination of ν and
η5ν:
1+η5
2 ν and
1−η5
2 ν, their eigenvalues are negative and real.
We can recover the eigenvectors of D if we have both the spectrum and
eigenmodes of D2o = D
2 1−η5
2 (or D
2
e = D
2 1+η5
2 ). An eigenvector A =
1−η5
2 ν of
D2o, should satisfy
Dν =
(
0 R
−R† 0
)(
A
B
)
=
(
RB
−R†A
)
=
(
λA
λB
)
= λν (5.53)
where B = 1+η52 ν is the even site part of ν. So we get
λB = −R†A ⇒ B = −R
†
λ
A =
D
λ
A (5.54)
Let us summarize the method to calculate the eigenmodes and the eigenvec-
tors of D:
1. Calculate the eigenmodes and the spectrum of D2o.
2. An eigenmode νo of D
2
o with eigenvalue −λ2 corresponds to two eigen-
modes of D:
ν1 =
(
νo
D
iλνo
)
and ν2 =
(
νo
D
−iλνo
)
, (5.55)
their eigenvalues are λ1 = iλ and λ2 = −iλ, respectively.
5.4.3 Staggered fermion operators
As worked out in section 5.2, one needs the expectation values 〈νi|Γ|νi〉 for the
condensates 〈ψ¯Γψ〉. The definition of 〈νi|Γ|νi〉 is clear in the continuum and
for the naive lattice fermion, but is not straightforward for staggered fermions
because the spinor index is mixed with the space index. In other words, the
operator acting in staggered taste space needs to be determined. In this section
we will discuss the definition of 〈νi|Γ|νi〉 for staggered fermions.
The first possibility that comes to one’s mind is to apply the staggered field
redefinition in eqn. (5.42) to 〈ψ¯Γψ〉 just like we did to the naive lattice fermion
Lagrangian in eqn. (5.39).
Let us try Γ = γµ, the naive matrix element 〈ψ¯γµψ〉 after the redefinition is∑
x
ψ¯(x)γµψ(x)⇒
∑
x
η5(x)(−1)xµ χ¯(x)γµχ(x). (5.56)
We find that 〈ψ¯γµψ〉 after the redefinition has a non-trivial structure in the
spinor space, so we can not reduce the Dirac fermion operator to a staggered
fermion operator this way.
An alternative is to define from staggered fermions on a 24 hypercube, four
“tastes” of Dirac fermions (4 component in Dirac space) which transform like
fields on the base site of the hypercube [85, 89, 90]:
qcα,a(y) =
∑
ρ
(Uy)
c,c′(ρ)(Γρ)α,aχ
c′
y (ρ) (5.57)
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where α is the Dirac index, a is the taste index, and c is the color index. 2y is
the hypercube base site, while ρ (ρµ ∈ {0, 1}) is the relative coordinate of a site
(2y + ρ) in the hypercube to the hypercube base site. The staggered fermion
field χy(ρ) = χ(2y + ρ) and Uρ is the link from 2y + ρ to the base site of the
hypercube. There are two different possibilities to define Uρ, the first one is a
product of links along a definite path from ρ to {0, 0, 0, 0} like
Uy(ρ) = [U1(2y)]
ρ1 [U2(2y + ρ1)]
ρ2 [U3(2y + ρ1 + ρ2)]
ρ3 [U4(2y + ρ1 + ρ2 + ρ3)]
ρ4 ,
(5.58)
the second one is the permutation definition which is an average over different
pathes from ρ to {0, 0, 0, 0} :
Uy(ρ) =
1
N[C]
∑
[C]
UC(2y + ρ→ 2y). (5.59)
We will discuss the difference of these two definitions in detail in the end of this
subsection.
Similarly, Γρ is the product of γ matrices along the path from ρ to {0, 0, 0, 0}:
Γρ = [γ1]
ρ1 [γ2]
ρ2 [γ3]
ρ3 [γ4]
ρ4 . (5.60)
One can define “Dirac fermions” this way because the staggered fermion
Lagrangian equals the naive ’recovered’ Dirac fermion Lagrangian in the con-
tinuum limit [86, 87].
SF + Sm = (2a)
d
∑
y,µ
{q¯(y)(γµ ⊗ 1)∆µq(y)) + aq¯(y)(γ†5 ⊗ t†µt†5)δµq(y)}
+(2a)dm
∑
y
q¯(y)(1⊗ 1)q(y). (5.61)
where both
∆µf(y) =
1
4a
[f(y + µˆ)− f(y − µˆ)] (5.62)
and
δµf(y) =
1
4a2
[f(y + µˆ)− 2f(y) + f(y − µˆ)] (5.63)
have a finite continuum limit, which means the second term of eqn. (5.61) dis-
appears in the continuum limit.
The “recovered” Dirac fermions have a degeneracy of 4, for the tastes. Each
of these 4 tastes of fermions has 4 components in Dirac space. An operator
composed of “recovered” Dirac fermions includes a structure in taste space and
a structure in spinor space
〈q|OST |q〉 ≡ (q¯)aα(γS)αβqβb(γT )ba = Tr(q¯γSqγT ) = q¯(γS ⊗ γT )q. (5.64)
From the “recovered” Dirac fermions of eqn. (5.57), OST is a bilinear in
staggered fermion on each hypercube. For a conventional operator 〈ψ¯Γψ〉 in
the continuum, the corresponding staggered fermion operator OST should give
γS = Γ, but what is the taste space structure? Let us start with “local” denoted
observables, that couple staggered fermions from the same sites only. The term
χ¯(x)χ(x) is an example, χ¯(x)Uµ(x)χ(x+ µˆ) is not. The condition for a “local”
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operator is that its structure in taste space and in Dirac space are the same.
One can find this by expanding eqn. (5.64)
〈q|OST |q〉 =
∑
ρ,ρ′,y
χ¯y(ρ)U
†
y (ρ)Uy(ρ
′)χy(ρ′)Tr(Γ†ργSΓρ′γT ). (5.65)
Here, both γS and γT are 4 × 4 matrices, one can choose the Clifford algebra
as the basis for spinor and taste space matrices. Consequently, OST is non-zero
only if the numbers of all the 4 γµ matrices are even in the product Γ
†
AγSΓBγT .
So the condition for a “local” operators is γS = γT .
The advantage for “local” operators is that they are easy to compute, another
reason for choosing “local” operators is that particles defined this way usually
have the lowest mass among all the possible definitions [9].
The next question is the content of fermionic operators defined this way
in terms of staggered fermion fields. Let us expand the corresponding “local”
operator of ψ¯γµψ
q¯(γµ ⊗ γµ)q =
∑
y
q¯a,α(y)γ
µ
α,βqβ,b(y)γ
µ
b,a
=
∑
y
∑
ρ,ρ′
χ¯y(ρ)U
†
y (ρ)Uy(ρ
′)χy(ρ′)Γρ†a,αγ
µ
α,βΓ
ρ′
β,bχy(ρ
′)γµb,a
=
∑
y,ρ
4η5(x)(−1)4(−1)xµ−1χ¯y(ρ)U†y (ρ)Uy(ρ)χy(ρ)
= −
∑
y,ρ
4η5(x)(−1)xµ χ¯y(ρ)U†y (ρ)Uy(ρ)χy(ρ). (5.66)
If we adopt the definite path definition of Uρ in eqn. (5.57), one gets Uy(ρ)U
†
y (ρ) =
1 and can simplify this expression to
q¯(γµ ⊗ γµ)q = 4
∑
y
η5(x)(−1)xµ χ¯(x)χ(x). (5.67)
The condensates with trivial structure in taste space, γT = 1, is different:
q¯(γµ ⊗ 1)q =
∑
y
q¯a,α(y)γ
µ
α,βqβ,b(y)1b,a
=
∑
y
∑
ρ,ρ′
χ¯y(ρ)U
†
y (ρ)Uy(ρ
′)χy(ρ′)Γρ†a,αγ
µ
α,βΓ
ρ′
β,b1b,a
=
∑
y
∑
ρ,ρ′
4ηµ(ρ
′)χ¯y(ρ)U†y (ρ)Uy(ρ
′)χy(ρ′)(δρ+µ,ρ′ + δρ−µ,ρ′)
=
∑
y
∑
ρ,ρ′
4ηµ(ρ
′)χ¯y(ρ)U†y (ρ)Uy(ρ
′)χy(ρ′)(δρ+µ,ρ′ + δρ−µ,ρ′). (5.68)
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The staggered form of the simplest operator 〈q|q〉 is that of γT = γS = 1:
q¯(1⊗ 1)q =
∑
y
q¯a,α(y)1α,βqβ,b(y)1b,a
=
∑
y
∑
ρ,ρ′
χ¯y(ρ)U
†(ρ)U(ρ′)χy(ρ′)Γρ†a,α1α,βΓ
ρ′
β,b1b,a
=
∑
y
∑
ρ
4χ¯y(ρ)U
†(ρ)U(ρ′)χy(ρ′)δρ,ρ′
=
∑
x
4χ¯(x)χ(x) = 4, (5.69)
it telling us that we should normalize our results by 4 which is from the number
of tastes. Another operator with a simple form on the staggered fermion level
is 〈q¯γ0q〉 with γT = 1 (a particular case of eqn. 5.68):
q¯(γ0 ⊗ 1)q =
∑
y
∑
~ρ
4η0(~ρ)
(
χ¯y(0, ~ρ)Uy(0, ~ρ)χ(1, ~ρ) + c.c
)
. (5.70)
where ~ρ are the spatial components of ρ, and the Uy(0, ~ρ) is a single link rather
than a path of links in the general case in eqn. ((5.68)).
There is another way of defining ∂V4∂µ lnZ =
1
V4
〈Tr ((D+m)−1∂µ(D+m))〉,
which is purely on lattice and can be used to derive an expression for the quark
density of staggered fermions [9]. It implements the chemical potential by
U0(µ) = e
µU0, U
†
0 (µ) = e
−µU†0 . (5.71)
So the ∂µ(D +m) as a matrix on lattice is( ∂
∂µ
(D(µ) +m)
∣∣
µ→0
)
x,y
= η0(x)
(
δx,y+0ˆU
†
0 (y) + δx,y−0ˆU0(y − 0ˆ)
)
. (5.72)
which is the same to eqn. (5.70) (if we average eqn. (5.70) over all possible def-
initions of hypercubes). So the quark density at µ = 0 defined this way is the
same to ours (with γT = 1).
So far we did not discuss the link U(ρ) appearing in the operators above,
the problem is the definition of the link in eqn. (5.57).
To repeat, there are two possible choices, the first one in eqn. (5.58) is to
fix a path for each point x = 2y + ρ in the hypercube to the base site y of the
hypercube, the second one is the permutation definition which averages over all
pathes from x to y.
The latter [90] in eqn. (5.59) is smoother because it averages over many
pathes. But it also has a problem, the orthogonality problem. The correspond-
ing “recovered” Dirac fermions of two orthogonal staggered fermion fields are
not orthogonal anymore, We can find this by expanding 〈q1|q2〉:
〈q1|q2〉 =
∑
y
∑
ρ
χ¯1,y(ρ)U
†
y (ρ)Uy(ρ)χ2,y(ρ). (5.73)
If Uy(ρ) includes only one path, then it is a unitary matrix which gives
U†y (ρ)Uρ = 1 and consequently 〈q1|q2〉 = 〈χ1|χ2〉 = 0. But if Uy(ρ) includes
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Figure 5.7: Different pathes of links in the permutation definition of Uy(ρ) in a
cube from a site ρ to the base site O.
different pathes, Uy(ρ) is not unitary, and 〈q1|q2〉 6= 〈χ1|χ2〉. Starting with
orthogonal staggered fermion fields χ1 and χ2, we get non-orthogonal fermions
q1 and q2. Re-orthogonalization, which one might suggest, can give 〈q′1|q
′
2〉 = 0,
but will mix χ1 and χ2.
Along with the orthogonal problem is the normalization problem, replacing
q2 by q1 in eqn. (5.73), one finds that with permutation definition of Uy(ρ), the
“recovered” fermion fields are not properly normalized. One can normalize it,
but the factor depends both on the configuration and the fermion field.
5.4.4 General fermionic observables
We select 7 operators: {γS = 1, γ0, γ0γ5, γ5; γT = 1, γS}, all the other struc-
tures in the spinor space will give vanishing condensates because of rotational
invariance as they include γi (γ0 is distinguished at finite temperature). The
corresponding condensates of these 7 operators are
ΣST (φ) =
∑
λφ
〈νiλφ |OST |νiλφ〉
m+ iλφ
. (5.74)
These operator condensates are either purely real or purely imaginary as we will
find below.
The expectation values 〈ν|OST |ν〉 of a local operator (γS = γT ) is real
because the sum of the contributions from a pair of eigenmodes (±iλ) is real.
Using the relation ν− = η5ν+ (the continuous version is ν− = γ5ν+) between two
eigenmodes in a pair ν+ and ν− that satisfies Dν+ = iλν+ and Dν− = −iλν−
respectively, we find the expectation value of the ν− is
〈ν−|OS=T |ν−〉 =
∑
y
∑
ρ
ν¯+y(ρ)η5(ρ)η5(ρ)ν+y(ρ)Tr(Γ
†
ργSΓργS)
=
∑
y
∑
ρ
ν¯+y(ρ)ν+y(ρ)Tr(Γ
†
ργSΓργS)
= 〈ν+|OS=T |ν+〉. (5.75)
It is real because Tr(Γ†ργSΓργS) is always real.
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The sum of the contributions from this pair of eigenmodes ν+ and ν− to the
condensate 〈ψ¯OS=Tψ〉 is
〈ν+|OS=T |ν+〉
iλ+m
+
〈ν−|OS=T |ν−〉
−iλ+m =
〈ν+|OS=T |ν+〉
iλ+m
+
〈ν+|OS=T |ν+〉
−iλ+m
=
2〈ν+|OS=T |ν+〉m
λ2 +m2
, (5.76)
which is purely real. So we know that the general condensates ΣST (φ) of local
operators OS=T with arbitrary boundary angle φ are purely real.
Let us consider the other 3 condensates which γT = 1 namely γS = γ0, γ0γ5
or γ5. One will find the general condensates of these 4 operators are either
purely real or purely imaginary.
The proofs include two parts, the first part is the relation between 〈ν+|1T ⊗
γS |ν+〉 and 〈ν−|1T ⊗ γS |ν−〉:
〈ν−|1T ⊗ γS |ν−〉
=
∑
y
∑
ρ,ρ′
ν¯+y(ρ)η5(ρ)U
†
y (ρ)Uy(ρ
′)η5(ρ′)ν+y(ρ′)Tr(Γ†ρ1
TΓρ′γS)
= nγ(S)〈ν+|1T ⊗ γS |ν+〉 (5.77)
where nγ(S) is the number of γµ matrices in γS . nγ = 0 for 1, nγ = 1 for
γµ, nγ = 2 for σµ,ν , nγ = 3 for γµγ5 and nγ = 4 for γ5. So the sign between
〈ν−|1T ⊗ γS |ν−〉 and 〈ν+|1T ⊗ γS |ν+〉 is “−” for γS = γ0 and γ0γ5, is “+” for
γS = γ5.
The second part of the proof is that for any eigenmode ν, 〈ν|1T ⊗ γS |ν〉 is
either purely imaginary or purely real.
〈ν|1T ⊗ γS |ν〉
=
1
2
∑
y
∑
ρ,ρ′
[ν¯y(ρ)U
†
y (ρ)Uy(ρ
′)νy(ρ′)Tr(Γ†ρ1
TΓρ′γS)
+ν¯y(ρ
′)U†y (ρ
′)Uy(ρ)νy(ρ)Tr(Γ
†
ρ′1
TΓργS)]
=
1
2
∑
y
∑
ρ,ρ′
[Cy(ρ, ρ
′)Tr(Γ†ρΓρ′γS) + C
∗
y (ρ, ρ
′)Tr(Γ†ρ′ΓργS)]
=
1
2
∑
y
∑
ρ,ρ′
[Cy(ρ, ρ
′)Tr(Γ†ρΓρ′γS) + C
∗
y (ρ, ρ
′)Tr(Γ†ρΓρ′γ
S†)] (5.78)
where Cy(ρ, ρ
′) = ν¯y(ρ)U†y (ρ)Uy(ρ
′)νy(ρ′) is a complex number and Tr(Γ†ρΓρ′γS) ∈
{±4, 0} is real. In the Euclidean space time, (γ0)† = γ0, (γ5)† = γ5 and
(γ0γ5)
† = −γ0γ5. So we get 〈ν|1T ⊗ γS |ν〉 is purely real for the γS = γ0
and γ5 cases while it is purely imaginary for γS = γ0γ5 case.
The two parts of the proof together give a purely imaginary result for the
general condensate corresponding to OST = {γT = 1, γS = γ0} and purely real
results for OST = {γT = 1, γS = γ0γ5, γ5}. Table 5.1 summarizes the results of
the 7 general condensates, the conclusion is independent of φ.
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γT γS ΣST (φ)
1 1 purely real
1 γ0 purely imaginary
1 γ0γ5 purely real
1 γ5 purely real
γ0 γ0 purely real
γ0γ5 γ0γ5 purely real
γ5 γ5 purely real
Table 5.1: The 7 general condensates are either purely real or purely imaginary.
One should notice that the 7 condensates ΣST (φ) listed above being either
purely real or purely imaginary does not mean the corresponding dual observ-
ables Σ˜SF are purely real or purely imaginary.
The last operator OST = {γT = γ5, γS = γ5} vanishes generically. We first
simplify it:∑
y
q¯a,α(y)γ
5
α,βqβ,b(y)γ
5
b,a =
∑
y
∑
ρ
χ¯y(ρ)χy(ρ)Tr[Γ
ρ†γ5Γργ5]
=
∑
y
∑
ρ
χ¯y(ρ)η5(ρ)χy(ρ)
= χ¯η5χ. (5.79)
To this expression, only exact zero modes contribute, and they are absent for
generic staggered configurations.
5.5 Numerical results
We use smeared dynamical improved staggered fermion configurations from [8]
on lattices of size 8× 243, for temperatures ranging from 78 MeV to 890 MeV,
lattice spacings from 0.282 fm to 0.028 fm and β from 3.3226 to 4.66. We
compute the 500 lowest eigenmodes of the staggered Dirac operator D and the
corresponding expectation values 〈ν|Γ|ν〉 for the seven operators discussed in
the previous section for 8 equally spaced boundary conditions (see App. 7.2)
ϕ ∈ [0, 2pi] by PARPACK [65] on the supercomputer Athene at the Univer-
sity of Regensburg and on HLRB2 of Leibniz-Rechenzentrum Mu¨nchen (project
No.pr42ni).
Among the 7 dual observables of fermionic operator condensates in sec-
tion 5.4.4, we find that only the dual quark condensate and the dual quark
density have clear signals as order parameters of the QCD crossover.
5.5.1 General quark condensate
The general quark condensate Σ(φ) as a function of the boundary angle φ and
the temperature T is shown in Fig. 5.8, at specific temperatures it is also shown
in Fig. 5.9. φ = pi is the physical boundary condition, φ = 0 or 2pi is the peri-
odic boundary condition far from the physical one (valence quarks couple with
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Figure 5.8: (Unrenormalized) general quark condensate Σ˜1 as a function of the
temperature T and the boundary angle φ at probe mass m = 1MeV.
largest imaginary chemical potential). At low temperature, the general quark
condensate Σ(φ) is almost flat. With increasing temperature, Σ(φ) becomes a
curve with an almost perfect cosine behavior, compatible with the quenched
lattice data [12]. At very high temperature, Σ(φ) is flat everywhere except near
φ = 0.
5.5.2 Dual condensate
We get dual condensate results from the spectrum. Because of the limited com-
putational resources, we can only calculate the lowest parts of the spectra. It
means that we can only get the contributions from the lowest part of spectra, is
the result converged? Arguments in section 5.1.1 tell us that the dual conden-
sate is infrared dominated, quenched numerical results of the dual condensate
in [92, 93] have confirmed infrared dominance. Our results of accumulated con-
tributions to the dual condensate are shown in Fig. 5.10 and also confirm the
infrared dominance.
The dual condensate connects center symmetry breaking and chiral symme-
try restoration, we find its behavior in the small mass limit reflects this. In the
large mass limit, the dual condensate is proportional to Polyakov loop, so it
grows with the temperature increasing. In the small mass limit, there are two
trends for the dual condensate with the growth of temperature [104], the first
is caused by chiral symmetry restoration. Although the transition temperature
depends on the boundary condition, the chiral condensate with all the boundary
conditions decreases with the increasing temperature. This trend demands the
dual condensate to decrease with temperature increasing. On the other hand,
the dual condensate is the first Fourier component of the general quark conden-
sate, or in other words, it reflects the boundary condition angle φ dependence of
the chiral condensate, so center symmetry breaking wants the dual condensate
to grow with temperature increasing. Consider that the temperature of chiral
symmetry restoration and center symmetry breaking could be different, there
are two scenarios of the dual condensate in chiral limit as shown in Fig. 5.11.
Our numerical results for the dual condensates with different masses are
shown in Fig. 5.12 (left panel). They show that the dual condensates change
at the crossover like order parameters indeed. The dual condensate shows a
tendency to change with the mass, it is similar to the Polyakov loop shown in
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Figure 5.9: (Unrenormalized) general quark condensate Σ(φ) [GeV4] at temper-
atures T = 74MeV, T = 152MeV, T = 172MeV, T = 250MeV and T = 892MeV
from the first to the last row. The mass parameter is m = 1MeV for plots in
the left column, and m = 100MeV in the right column.
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Figure 5.10: Accumulated contributions of the renormalized dual condensate Σ˜R
[GeV4]. The temperature from the first row to the last is 129MeV, 172MeV,
197MeV and 250MeV, respectively. The masses ism = 1MeV for the left column
and is m = 100MeV for the right column.
5.5. NUMERICAL RESULTS 95
T [MeV]
Center Symmetry
Breaking
Chiral Symmetry
Restoration
T [MeV]
Center Symmetry
Breaking
Chiral Symmetry
Restoration
Figure 5.11: Both scenarios of the dual condensate in the chiral limit give a
peak between the chiral symmetry restoration temperature and center symmetry
breaking temperature [94]. TC(P ) > TC(χ) (left) and TC(χ) > TC(P ) (right).
Fig. 5.13 (left panel) for large masses, and gives a peak as we expected from
Fig. 5.11 in the chiral limit.
As we mentioned in section 5.1.1, the dual condensate is the dressed Polyakov
loop. We show its free energy using eqn. (5.11) with mX = 1GeV for simplicity
in Fig. 5.12 (right panel) and compare it to the free energy from the conventional
Polyakov loops in Fig. 5.13 (right panel). We find the crossover temperatures
in the dual condensate as the inflection points of the free energy (the 4T lnmX
term can dominate the scale, but as it is a linear term, the inflection point does
not feel it).
Table 5.2 shows the mass dependence of the crossover temperature, higher
crossover temperature for larger mass. It agrees with the expectation: in the
large mass limit, the dual condensate is proportional to Polyakov loop while in
chiral limit the dual condensate becomes dual (chiral) condensate and reflects
the features of chiral condensate. We can compare it with crossover temperature
from Wuppertal-Budapest group [9] results are TC(〈ψ¯ψ〉R) = 155(3)(3) and
TC(L) = 170(4)(3) (these are continuum limits, Nt = 8 ones are lower, TC(L) ≈
166MeV and TC(L) ≈ 151MeV, read from Fig.4 of [7]).
m[MeV] Tc[MeV]
1 128(12)
10 143(2)
100 156(4)
Table 5.2: Crossover temperature as the inflection points of −T ln Σ˜R with
m = 1 ∼ 100MeV (we get Tc by fitting the free energy as a fifth order polynomial
of temperature).
5.5.3 Dual quark density
The general quark density n(φ) is purely imaginary, its imaginary part is shown
in Fig. 5.14. It is odd around the physical boundary condition φ = pi on av-
erage, so it basically includes i sin kφ components only, which means the dual
quark density n˜k is approximately real. As the general quark density is less IR
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Figure 5.12: Renormalized dual condensate Σ˜R [GeV
3] and its “free energy” F ′+
4T lnM + c = −T ln Σ˜R in the left and right columns respectively (mX = 1GeV
for simplicity in this figure and we fitted the free energy curve as polynomials
of temperature). The mass is m = 1MeV for the upper panel, m = 10MeV and
m = 100MeV for the middle and lower panel respectively.
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Figure 5.13: The left panel shows renormalized Polyakov loop L and the right
panel shows F (T ) + c = −T lnL from [9].
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Figure 5.14: The imaginary part of general quark density n(φ) as a function of
the boundary angle φ. Bounds are estimated with eqn. (5.37). The temperature
is T = 129MeV (upper row), 172MeV (middle) and 250MeV (lower), while the
mass is m = 1MeV and 100MeV in the left and right column respectively.
dominated than the general quark condensate, Fig. 5.14 gives the upper and
lower bounds only, in which the higher spectrum contributions are estimated
using eqn. (5.37).
Fig. 5.15 shows the resulting dual quark density divided by T 3, −n˜1/T 3
for two different masses, and Fig. 5.16 shows dual quark densities of higher
windings −n˜2/T 3 and −n˜3/T 3 (related to the deviation of n(φ) from a pure
− sin(φ)). Similar to Fig. 5.14, we give the bounds only. The high temperature
limits agree with the Stefan–Boltzmann limit computed in eqn. (5.28) taking
into account the staggered fermion redundancy of 4 and an extra 1.28844 factor
from the lattice/continuous lnZ difference at Nt = 8 by dividing them. This
result is similar to the Stefan–Boltzmann limit of pressure in [95]. As the dual
quark densities are less IR dominated, we will use the stochastic vector method
to calculate the dual quark density in the future as the spectral method we are
using is not really suitable for less IR dominated observables like this one.
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Figure 5.15: Dual quark density divided by the third power of temperature
−n˜1(T )/T 3 as a function of temperature, the probe mass is m = 1MeV and
100MeV for the left and right panels respectively. Bounds are estimated with
eqn. (5.37). The horizontal line is the theoretical Stefan-Boltzmann limit of
−n˜1(T )/T 3
∣∣
T→∞ → 6/pi2.
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Figure 5.16: Dual quark density with higher windings, divided by the third
power of temperature, −n˜2(T )/T 3 (left) and −n˜3(T )/T 3 (right), the probe mass
ism = 100MeV. The horizontal lines are the theoretical Stefan-Boltzmann limits
given in eqn. (5.28).
Chapter 6
Summary
In this thesis, we have explored the relations between chiral symmetry breaking
and confinement in the QCD phase transition/crossover in two aspects.
The first one is the relation between different topological objects, which are
candidates for the non-perturbative degrees of freedom in the QCD vacuum.
The most important topological objects are vortices, monopoles and instan-
tons, calorons are finite temperature instantons. Among them, vortices and
monopoles are closely related to confinement, whereas instantons have closer re-
lations to chiral symmetry breaking (calorons are related to confinement through
their holonomy). The connections between calorons and monopoles (dyons as
their constituents) and between vortices and monopoles (in Abelian and center
projections) are well established. So in this thesis we investigated the remaining
connection between calorons and vortices.
We have determined the vortex content of SU(2) calorons and ensembles
made of them mainly by the virtue of Laplacian Center Gauge in Chapter 3.
The vortex surface from a single caloron has two parts. The first part are two
magnetic fluxes induced by the magnetic charges, generically they extend in
space and time. The purely spatial part of the vortex surface in a single caloron
is a “bubble” around one of the dyons, depending on the holonomy. We have
shown that it is induced by the relative twist between constituent dyons. The
two intersection points of these two parts of vortex surface reproduce the unit
topological charge of the caloron. The bubble degenerates into the mid plane of
the two constituent dyons in the case of maximal nontrivial holonomy where the
asymptotic Polyakov loop vanishes. In dilute caloron ensembles, the vortices
are approximately a recombination of vortices from individual calorons. The
spatial vortices in ensembles with close to trivial holonomies are small bubbles,
while with the holonomy approaching the maximal nontrivial case the bubbles
grow, merge with each other and form percolating vortex surfaces. Taking
trivial and maximal nontrivial holonomy as equivalent to the deconfined and
confined phase, respectively, this is exactly the feature of vortices expected
in these phases. It shows that calorons are suitable to facilitate the vortex
(de)confinement mechanism.
In Chapter 4 we have extended our findings to vortices in SU(3) calorons.
In this case, Laplacian center gauge was found to suffer from an ambiguity as
one needs to choose particular operators in the gauge fixing, here 2 of the 3
non-diagonal entries of the first excited mode. We have demonstrated, that
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spatial vortices again follow the relative twist, but also that different choices
give different vortex contents indeed. This and the relation of SU(3) caloron
vortices to percolation and to different phases still needs to be clarified. The
concept of thick vortices or other methods like IMCG and DMCG might be
helpful here.
The second part of this thesis is devoted to order parameters near the QCD
transition. The chiral condensate and the Polyakov loop are among the most im-
portant ones as they probe chiral symmetry breaking and confinement, respec-
tively. The dual condensate is an order parameter that connects the Polyakov
loop and the chiral condensate. It is the first Fourier component of the general
quark condensate with respect to the boundary conditions. Its use as an order
parameter had been demonstrated so far only in the quenched case. We have
investigated the dual condensate and another dual operator – the dual quark
density – in Chapter 5. The presented numerical results have been obtained
on dynamical lattice configurations with physical pion masses using staggered
fermions. We see that the dual condensate behaves as an order parameter. The
crossover from the dual condensate temperature shows a trend to increase with
the probe mass m, in which process the dual condensate moves from the chiral
limit, where it has a close relation to the chiral condensate to the heavy quark
limit, in which it can be shown to approach the Polyakov loop. The same trend
of crossover temperature has been observed in the conventional chiral, strange
condensates and Polyakov loop observables.
The dual quark density, although less IR dominated, displays a different
dependence on the boundary condition (which can be understood), but also has
a clear order parameter behavior. Interestingly, it is related to the quark number
susceptibility and approaches a Stefan-Boltzmann limit as we have expected
theoretically for different winding numbers.
More numerical efforts are needed to determine these quantities more pre-
cisely and to perform the continuum limit. Dual quantities are certainly useful
observables in the QCD phase crossover not only in lattice simulations but also
by other approaches like those mentioned in section 5.1.2. They might also be
useful to find the influence of e.g. an external magnetic field on the QCD phase
transition.
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Chapter 7
Appendix
7.1 Magnetic charge and winding number
This appendix will prove that the magnetic charge of a ’t Hooft–Polyakov
monopole is proportional to the winding number of ~nφ( ~nx) from the S
2
∞ of
|~x| = R → ∞ in coordinate space to the S2 of |~φ| = 1 in color space. All the
definitions can be found in section 2.5.
We can define the gauge field in the remaining U(1) direction as
A′µ = nφ ·Aaµ (7.1)
and consider ’t Hooft’s field strength tensor
F ′µν = nφ · Fµν −
1
e|φ|3 abcφ
a(Dµφ)
b(Dνφ)
c. (7.2)
We rewrite it in terms of A′µ and φ:
F ′µν = ∂µA
′
ν − ∂νA′µ −
1
e|φ|3 abcφ
a(∂µφ
b)(∂νφ
c). (7.3)
Plugging in the asymptotic form of the Higgs field φ
F ′ij = −
1
e|x|3 ijkx
k. (7.4)
The magnetic charge of the monopole is
qmag =
∫
S2∞
ijk
2
F ′jkd
2Si = − 1
2e
∮
S2∞
ijkabcn
a
φ∂jn
b
φ∂kn
c
φd
2Si, (7.5)
it is proportional to the S2 winding number of the nφ(nx) as a mapping from
the S2∞ in coordinate space to the S
2 in color space. So the topological feature
of the ’t Hooft – Polyakov monopole is an S2 winding number of the Higgs field
φ.
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7.2 Comparison of numerical integration meth-
ods for the Fourier transformation
One crucial task in the evaluation of dual observables is the numerical cal-
culation of the Fourier transformation, for which several methods exist. The
question is which one of the methods is the most efficient and gives the smallest
error. In this section, we compare Filon integration, Gauss-Legendre quadrature
with the default method with equal distances and weights for all the sampling
points.
In our first attempt [82], we calculated the Fourier transform to dual observ-
ables (cf. (5.8))
O˜k =
1
2pi
∫ 2pi
0
dφe−ikφO(φ). (7.6)
by taking 16 or 8 sampling points between φ = 0 and φ = 2pi with equal
distances and equal weights, the integration becomes a Riemann sum:
O˜ =
n−1∑
j=0
e−2piij/n
n
O(
2pij
n
). (7.7)
This is the “default” method for numerical integration, but it might be of low
efficiency and give large errors.
Adaptive methods could give a satisfactory result with high accuracy for the
numerical integration. However, we want to calculate the dual observables with
different masses from the same data. They result in very different φ depen-
dence, see Fig. 5.14 and 5.9. Adaptive sampling points might be good for some
integrations but bad for the others. Therefore we study some non-adaptive nu-
merical integration methods in this section, the Filon integration formula and
the Gauss-Legendre quadrature methods.
The Filon integration formula [105] is designed for high frequency Fourier
transformation
∫ x2n
x0
O(x) cos(tx)dx = h{α(th)[Ox2n sin(tx2n)−Ox0 sin(tx0)] + β(th)C2n
+ γ(th)C2n−1 +
2
45
th4S′2n−1} −Rn (7.8)
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Method |a 0.1 0.2 0.3 0.4 0.5 0.6 4.0
Default 3.554 1.790 1.233 1.049 1.007 1.0007 1.023
Filon 4.460 2.247 1.535 1.252 1.136 1.078 0.9931
Table 7.1: Comparison of the default method and the Filon integration (both
have 10 sampling points) normalized by the exact value of the integration.
where
C2n =
n∑
i=0
Ox2i cos(tx2i)−
1
2
[Ox2n cos(tx2n) +Ox0 cos(tx0)] (7.9)
C2n−1 =
n∑
i=0
Ox2i−1 cos(tx2i−1) (7.10)
S′2n−1 =
n∑
i=0
O(3)x2i−1 sin(tx2i−1) (7.11)
α(θ) =
1
θ
+
sin(2θ)
2θ2
− 2 sin
2(θ)
2θ2
(7.12)
β(θ) = 2[
1 + cos2(θ)
θ2
− sin(2θ)
θ3
] (7.13)
γ(θ) = 4[
sin(θ)
θ3
− cos(θ)
θ2
] (7.14)
Rn =
1
90
nh5O(4)(ξ) +O(th7). (7.15)
Here x0 ... x2n are equal distance sampling points, h is the step length and Rn
is the remainder.
We adopt a Gaussian test function f(φ) = e−
φ2
a2 , φ ∈ [−pi, pi) to mimic the
general condensate Σm(φ), a is the width parameter of the test function. A small
a mimics the general quark condensate with small mass at high temperature,
which is the case that we might have large errors in the dual condensate if we
adopt the “default” method. A large width a gives to an approximately constant
function in the given internal which is similar to the general quark condensates
at low temperature. The result of The Filon integration is not satisfactory, see
Table 7.1.
The Gauss-Legendre quadrature [105] is designed for the integration of poly-
nomials, with n sampling points it gives the exact result for the integrations of
polynomials of highest order 2n− 1.
The standard Gauss-Legendre quadrature is for an integration from −1 to
1,
∫ 1
−1 f(x)dx. Gauss-Legendre quadrature has some extended methods for∫ b
a
f(x)W (x)dx where W (x) is the weighting function [105]. In our case (dual
condensate), we use the standard Gauss-Legendre quadrature with W (x) = 1
and f(φ) = Σ(φ)e−iφ.
The rank n Gauss-Legendre quadrature formula is very simple:∫ pi
−pi
f(x)dx ≈
n∑
i=1
f(xi)w(xi) (7.16)
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Figure 7.1: Comparison of different Gauss-Legendre methods (10 sampling
points). Numerical integration as a function of the width of the test func-
tion normalized by the exact result. Green, blue and pink lines for standard,
shifted and double shifted Gauss-Legendre method respectively, the red line is
for the default method.
Method |a 0.1 0.2 0.3 0.4 0.5 0.6 4.0
Standard 2.9× 10−9 0.01991 0.2805 0.6200 0.8301 0.9309 1
Shifted 1.206 1.033 0.9688 0.9982 1.004 1.001 0.9724
Double 0.4746 1.219 1.119 1.006 0.9759 0.9821 1
Default 3.554 1.790 1.233 1.049 1.007 1.0007 1.023
Table 7.2: Comparison of the standard, shifted, double shifted Gauss-Legendre
method and the default method.
where f(xi) is the value of the function at the sampling points xi. xi are pi
times the roots of the Legendre polynomial Pn(x), and w(xi) are their weights,
w(xi) =
2
nPn−1(xi)P ′n(xi)
. (7.17)
The sampling points distribute densely around −pi and pi, while dilutely
around 0. We can change this by shifting the sampling points by x→ x+ pi to
move the dense part to around 0, called shifted Gauss-Legendre method, or by
x→ (x+ pi)/2 and x→ (x− pi)/2 to have two dense regions around ±pi and 0
respectively, called double Gauss-Legendre method.
Again, we adopt e−φ
2/a2 as the test function and consequently f(φ) =
cos(φ)e−φ
2/(2pia)2 . Table 7.2 and Fig. 7.1 shows the results of different Gauss-
Legendre methods normalized by the exact result.
Let us summarize the performance of the different numerical integration
methods. If the dual condensate Σm(ϕ) has an exact cosine behavior, Σ ∼
a+ b cos(φ), the default method will always give the exact result if the number
of sampling points is larger than 2.
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The Filon integration formula might be good for high frequency Fourier
transformations, but it seems to be always worse than the default method with
the test function is exp(φ2/a2).
The standard Gauss-Legendre method has a terrible performance in the
small a cases, but is perfect in the flat cases where a is large. The shifted
Gauss-Legendre method has good performance in the small a cases, but has
a non-vanishing error in the flat cases. The double shifted Gauss-Legendre
method have a “balanced” performance between the standard and the shifted
Gaussian-Legendre method.
The secret of different performance of the Gauss-Legendre methods might
reside in the dense region(s) of the sampling points and the region(s) of the
large integrand derivative(s). In cases they coincide with each other, the Gauss-
Legendre methods have a nice performance, otherwise they seem to give no
improvement.
Is it really necessary for us to adopt the Gauss-Legendre quadrature? From
the last plot (m = 10MeV, T = 892MeV) of Fig. 5.9, we can estimate that the
width of the lump is around a ' 0.3 ∼ 0.4, and the error should be less than
25%.
If we choose the Gauss-Legendre methods, which would have better perfor-
mances at high temperature, will have worse performances at low temperature
compared to the default method. Another advantage of the default method is
that it can be easily improved by measurements on additional sampling points
in the middle between the old ones. We stick to the default method in our
numerical calculations in Chapter 5.
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