Abstract. We develop Hamilton-Jacobi theory for Chaplygin systems, a certain class of nonholonomic mechanical systems with symmetries, using a technique called Hamiltonization, which transforms nonholonomic systems into Hamiltonian systems. We give a geometric account of the Hamiltonization, identify necessary and sufficient conditions for Hamiltonization, and apply the conventional Hamilton-Jacobi theory to the Hamiltonized systems. We show, under a certain sufficient condition for Hamiltonization, that the solutions to the Hamilton-Jacobi equation associated with the Hamiltonized system also solve the nonholonomic Hamilton-Jacobi equation associated with the original Chaplygin system. The results are illustrated through several examples.
1. Introduction 1.1. Background and Motivation. In 1911 S.A. Chaplygin published a paper (re-published in English in [8] ) introducing his theory of the "reducing multiplier" into the study of nonholonomically constrained mechanical systems. In his paper, Chaplygin showed that a two degree of freedom nonholonomic system possessing an invariant measure became Hamiltonian after a suitable reparameterization of time, a process we would like to refer to as Chaplygin Hamiltonization. Since then, Chaplygin's result has generated considerable interest and been extended [11, 14, 15, 19, 28] to more general settings.
However, a second contribution contained in Chaplygin's paper has been left undeveloped. In Section 5 of his paper, Chaplygin integrates the nonholonomic system now known as the Chaplygin Sleigh [3] by using the Hamilton-Jacobi equation for the Hamiltonized system. The aim of this paper is to develop this idea further to establish a link with the nonholonomic Hamilton-Jacobi equation in Iglesias-Ponte et al. [16] and Ohsawa and Bloch [25] .
Specifically, we first employ the technique called Chaplygin Hamiltonization to transform Chaplygin systems into Hamiltonian systems, and then apply the conventional Hamilton-Jacobi theory to the resulting Hamiltonian systems to obtain what we would like to call the Chaplygin HamiltonJacobi equation. This is an indirect approach towards Hamilton-Jacobi theory for nonholonomic systems, compared to the direct approach of extending Hamilton-Jacobi theory to nonholonomic systems, as in Iglesias-Ponte et al. [16] , de León et al. [9] , Ohsawa and Bloch [25] , and Cariñena et al. [7] .
1.2. Direct vs. Indirect Approaches. The indirect approach to nonholonomic Hamilton-Jacobi theory via Chaplygin Hamiltonization has both advantages and disadvantages. The main advantage is that we have a conventional Hamilton-Jacobi equation and thus the separation of variables argument applies in a rather straightforward manner compared to the direct approach in Ohsawa and Bloch [25] . A disadvantage is that the Chaplygin Hamiltonization works only for certain nonholonomic systems; even if it does, the relationship between the Hamilton-Jacobi equation and the original nonholonomic system is not transparent, since one has to inverse-transform the information in the Hamiltonized systems. Nevertheless, Hamiltonization is known to be a powerful technique for integration of nonholonomic systems [5, 8, 11, 12, 14] , and hence it is interesting to establish a connection with the direct approach.
Let us briefly summarize the differences between two approaches. Recall from Ohsawa and Bloch [25] that the nonholonomic Hamilton-Jacobi equation is an equation for a one-form γ on the original configuration manifold Q: H • γ = E, (1.1) along with the condition that γ, seen as a map from Q to T * Q, takes values in the constrained momentum space M ⊂ T * Q (see Eq. (2.4) below), i.e., γ : Q → M, and also that dγ| D×D = 0, i.e., dγ(v, w) = 0 for any v, w ∈ D, (1.2) where D ⊂ T Q is the distribution defined by nonholonomic constraints, and H : T * Q → R the Hamiltonian.
On the other hand, the Chaplygin Hamiltonization first reduces the system by identifying it as a so-called Chaplygin system with a symmetry group G, and then Hamiltonizes the system on the cotangent bundle T * (Q/G) of the reduced configuration space Q/G. The resulting system is a (strictly) Hamiltonian system on T * (Q/G) with another HamiltonianH C : T * (Q/G) → R; so we may apply the conventional Hamilton-Jacobi theory to the Hamiltonized system to obtain the Chaplygin Hamilton-Jacobi equationH C • dW = E, which is a partial differential equation for a functionW : Q/G → R. Therefore, the difference lies not only in the forms of the equations (the former involves the one-form γ, which is not even closed, whereas the latter invokes the exact one-form dW ), but also in the spaces on which the equations are defined. Furthermore, the Chaplygin Hamilton-Jacobi equation corresponds to the Hamiltonized dynamics and is related to the original nonholonomic one in a rather indirect way. Therefore, on the surface, there does not seem to be an apparent relationship between the two approaches.
Main Results.
The main goal of this paper is to establish a link between the two distinct approaches towards Hamilton-Jacobi theory for nonholonomic systems. To that end, we first formulate the Chaplygin Hamiltonization in an intrinsic manner to elucidate the geometry involved in the Hamiltonization. This gives a slight generalization of the Chaplygin Hamiltonization by Fedorov and Jovanović [11] and also an intrinsic account of the necessary and sufficient condition for Hamiltonizing a Chaplygin system presented in [14] . These results are also related to the existence of an invariant measure in nonholonomic systems (see, e.g., Kozlov [22] , Zenkov and Bloch [30] , and Fedorov and Jovanović [11] ).
We also identify a sufficient condition for the Chaplygin Hamiltonization, which turns out to be identical to one of those for another kind of Hamiltonization (which renders the systems "conformal symplectic" [15] ) obtained by Stanchenko [28] and Cantrijn et al. [6] . We then give an explicit formula that transforms the solutions of the Chaplygin Hamilton-Jacobi equation into those of the nonholonomic Hamilton-Jacobi equation (see Fig. 1 ). Interestingly, it turns out that the sufficient
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Hamiltonization / / Nonholonomic H-J Theory [16, 25] Hamiltonized Chaplygin System condition plays an important role here as well. We also present an extension of these results to a class of systems that are Hamiltonizable after reduction by two stages, following the idea of Hochgerner and García-Naranjo [15] . We illustrate, through several examples, that the Chaplygin Hamilton-Jacobi equation may be solved by separation of variables, and that the solutions are identical to those obtained by Ohsawa and Bloch [25] after the transformation mentioned above.
1.4. Outline. We begin with an overview of nonholonomic mechanical systems in Section 2.1, specializing to Chaplygin systems in Section 2.2. After discussing the relationship between the Hamiltonizability of a nonholonomic system and the existence of an invariant measure for it in Section 3.1, we derive necessary and sufficient conditions for a Chaplygin system to be Hamiltonizable in an intrinsic manner in Section 3.2. This result then leads to the development of Hamilton-Jacobi theory for Hamiltonizable Chaplygin systems in Section 4.2. Specifically, we relate the Chaplygin Hamilton-Jacobi equation for the Hamiltonized system with the nonholonomic Hamilton-Jacobi equation for the original system. A couple of examples are presented in Section 5 to illustrate the theoretical results. In Section 6, we introduce a further reduction of the reduced Chaplygin systems under certain conditions; the second reduction is employed to Hamiltonize those systems that are not Hamiltonizable after the first reduction. Then, in Section 7, we relate the Chaplygin Hamilton-Jacobi equation for such systems with the nonholonomic Hamilton-Jacobi equation. We then illustrate the theory in the Snakeboard example.
Chaplygin Systems

Hamiltonian Formulation of Nonholonomic Mechanics.
Consider a nonholonomic system on an n-dimensional configuration manifold Q with a constraint distribution D ⊂ T Q defined by the constraint one-forms {ω s } m s=1 as
and also with the Lagrangian L : T Q → R of the form
with the kinetic energy metric g defined on Q. Define the Legendre transform FL : T Q → T * Q by
where the last equality defines g : T Q → T * Q; hence we have FL = g . Also define the Hamiltonian
where v q = (FL) −1 (p q ) on the right-hand side. Then, Hamilton's equations for nonholonomic systems are written as follows:
along with
where π Q : T * Q → Q is the cotangent bundle projection. Introducing the constrained momentum space
the above constraints may be replaced by p ∈ M.
Chaplygin Systems.
Definition 2.1 (Chaplygin Systems). A nonholonomic system with Hamiltonian H and distribution D is called a Chaplygin system if there exists a Lie group G and a free and proper group action of it on Q, i.e., Φ : G × Q → Q or Φ h : Q → Q for any h ∈ G, such that (i) the Hamiltonian H and the distribution D are invariant under the G-action;
(ii) for each q ∈ Q, the tangent space T q Q is the direct sum of the constraint distribution and the tangent space to the orbit of the group action, i.e.,
where O q is the orbit through q of the G-action on Q, i.e.,
This setup gives rise to the principal bundle π : Q → Q/G =:Q and the connection A : T Q → g, with g being the Lie algebra of G such that ker A = D. So the above decomposition may be written as
Furthermore, for any q ∈ Q andq := π(q) ∈Q, the map T q π| Dq : D q → TqQ is a linear isomorphism, and hence we have the horizontal lift
We will occasionally use the following shorthand notation for horizontal lifts:
. Therefore, any vector W q ∈ T q Q can be decomposed into the horizontal and vertical parts as follows:
where wq := T q π(W q ) and ξ Q ∈ X(Q) is the infinitesimal generator of ξ ∈ g. We may then define the reduced Lagrangian
whereḡ is the metric on the reduced spaceQ induced by g as follows:
and the reduced potentialV :Q → R is defined such that V =V • π. This geometric structure is carried over to the Hamiltonian side (see Ehlers et al. [10] ). Specifically, we define the horizontal lift hl 8) or the diagram below commutes.
We will use the shorthand notation α h q := hl M q (αq) for any αq ∈ T * qQ . We also define the reduced HamiltonianH : T * Q → R bȳ
It is easy to check that this definition coincides with the following one by using the reduced LagrangianL:H (pq) := pq, vq −L(vq),
q (pq). Performing the nonholonomic reduction of Koiller [18] (see also Bates and Sniatycki [2] , Ehlers et al. [10] , and Hochgerner and García-Naranjo [15] ), we obtain the reduced Hamilton's equations for Chaplygin systems defined by iXΩ nh = dH (2.10) with the almost symplectic formΩ nh :=Ω − Ξ, (2.11) whereX is a vector field on T * Q andΩ is the standard symplectic form on T * Q ; the two-form Ξ on T * Q is defined as follows: For any αq ∈ T * qQ and Y αq , Z αq ∈ T αq T * Q , let Yq := T πQ(Y αq ) and Zq := T πQ(Z αq ) where πQ : T * Q →Q is the cotangent bundle projection, and then set 12) where J : T * Q → g * is the momentum map corresponding to the G-action, and B is the curvature two-form of the connection A. This is well-defined, since the Ad * -equivariance of the momentum map J and the Ad-equivariance of the curvature B cancel each other [19] : Writing hq := Φ h (q), we have, using Lemma A.1 and the G-equivariance of the momentum map J and the curvature B (see, e.g., Marsden et al. [24, Corollary 2.1.11] for the latter),
Chaplygin Hamiltonization of Nonholonomic Systems
This section discusses the so-called Chaplygin Hamiltonization of the reduced dynamics defined by Eq. (2.10). The results here are mostly a summary of some of the key results of Stanchenko [28] , Cantrijn et al. [6] , Fedorov and Jovanović [11] , and Fernandez et al. [14] . However, our exposition is slightly different from them, and also touches on those aspects that are not found in the above papers. Furthermore, our intrinsic account of the Hamiltonization provides us with a better understanding of the geometry involved in it, and then leads us to our main results on nonholonomic Hamilton-Jacobi theory in Sections 4 and 7.
3.1. Hamiltonization and Existence of Invariant Measure. We first discuss the relationship between Hamiltonization and existence of an invariant measure for nonholonomic systems. The next subsection will show how to Hamiltonize the reduced system, Eq. (2.10), explicitly.
Let f : T * Q → R be a smooth nowhere-vanishing function that is constant on each fiber, i.e., f (αq) = f (βq) for any αq, βq ∈ T * qQ . Therefore, we can write, with a slight abuse of notation, f (αq) = f (q); so f may be seen as a function onQ as well.
Remark 3.1. The above definition of the function f is essentially the same as that of Chaplygin [8] , where f is defined as a function on Q. However, in the present work, it is more convenient to formally define f as a function on T * Q.
Remark 3.2. In the discussion to follow, we derive certain conditions on the function f in order to Hamiltonize the system given by Eq. (2.10). It sometimes turns out that such f is nowherevanishing only on an open subset U inQ. In such cases, we redefineQ := U . Now, consider the vector fieldX
and let ΦX /f t : T * Q → T * Q be the flow defined by the corresponding vector field, i.e., for any αq ∈ T * Q ,
which is clearly a diffeomorphism with the inverse Ψ
or the diagram below commutes.
Then, we have the vector fieldX C ∈ X(T * Q ) corresponding to the flow ΦX C t , which is the pull-back ofX/f by Ψ
In particular, the third line in the above equation shows thatX/f andX C are Ψ f -related:
Now, we relate relate the (possible) symplecticity of the vector fieldX C with the existence of an invariant measure for the reduced system, Eq. (2.10):
is symplectic, i.e., £X CΩ = 0, then the reduced system, Eq. (2.10), has the invariant measure fn −1Λ , wheren := dimQ andΛ is the Liouville volume form
In other words, we have
This theorem is a slight generalization of the following:
Corollary 3.4 (Fedorov and Jovanović [11] ). IfX C ∈ X(T * Q ) is Hamiltonian, i.e., Proof. Follows easily from Cartan's formula:
We state a couple of lemmas before proving Theorem 3.3.
Lemma 3.5. Let f : T * Q → R be a smooth function that is constant on each fiber, i.e., f (αq) = f (βq) for any αq, βq ∈ T * qQ . Then,
Proof. LetΘ be the symplectic one-form on T * Q , i.e.,Ω = −dΘ. Let us first calculate Ψ * fΘ : We have, for any α ∈ T * Q and v ∈ T α T * Q ,
where we used the fact that Ψ f is fiber-preserving, i.e., π Q • Ψ f = π Q . Hence we have Ψ * fΘ = fΘ, and thus
Therefore, using the fact that α ∧ β = β ∧ α for any two-forms α and β, we have
Let us show that the second term vanishes. Since f is constant on fibers, we have
Therefore,
and thus df ∧Θ does not contain any term with dp a 's. On the other hand,Ω ∧ · · · ∧Ω n−k contains onlyn − k of dp a 's. Therefore, the 2n-form
contains onlyn−k of dp a 's, and thusn+k of dq a 's, which implies that this 2n-form must vanish.
Definition 3.6. Let M be an n-dimensional orientable manifold, and µ be a volume form, i.e., a nowhere-vanishing n-form. Then, the divergence div µ (X) of a vector field X on M relative to µ is defined by
Therefore, the flow of X is volume-preserving if and only if div µ (X) = 0.
Lemma 3.7. Let M be an orientable differentiable manifold with a volume form µ, X a vector field on M , and f a nowhere-vanishing smooth function on M . Then, the following identity holds:
Proof. We have the identities [see, e.g., 1, Proposition 2.5.23 on p. 130]
Multiplying the first by f and taking the difference of both sides, we have the desired identity.
Proof of Theorem 3.3. As shown in Eq. (3.3), the vector fieldsX/f andX C are Ψ f -related. Therefore,
sinceX C is assumed to be symplectic; thus
However, by Lemma 3.5, we have
and hence £X /f (fnΛ) = 0; this implies div fnΛ (X/f ) = 0. Then, the above lemma gives
which implies £X (fn −1Λ ) = 0.
The Chaplygin Hamiltonization.
Here we discuss the so-called Chaplygin Hamiltonization of the reduced system, Eq. (2.10). Let us first find the equation satisfied by the vector fieldX C defined in Eq. (3.2).
Lemma 3.8. The vector fieldX C ∈ X(T * Q ) satisfies the following equation:
whereH C : T * Q → R is defined byH 
and then applying Ψ * 1/f to both sides gives iX
where Ψ * 1/f f = f since f is constant on each fiber; Ψ * 1/fΘ =Θ/f as in the proof of Lemma 3.5; Ψ * 1/f Ξ = Ξ/f follows from the following calculation: From the definition of Ξ in Eq. (2.12), we have
where, in the second line, we defined Yq, Zq ∈ TqQ as
and Zq in the same way, which coincide the ones introduced earlier when defining Ξ; the third line follows from the linearity of hl M and also of J in the fiber variables.
Proposition 3.9 (Necessary and Sufficient Condition for Hamiltonization). The vector fieldX C ∈ X(T * Q ) satisfies Hamilton's equations iX
if and only if the one-form iX
Proof. Follows immediately from Lemma 3.8. 
Then, the 2n-form fn −1Λ is an invariant measure of the reduced system, Eq. (2.10).
We now state the main result of this section. The following theorem will be used in the next section in relation to the nonholonomic Hamilton-Jacobi theory: Theorem 3.13 (A Sufficient Condition for Hamiltonization). Suppose there exists a nowherevanishing fiber-wise constant function f : T * Q → R that satisfies the equation
Then, the vector fieldX C ∈ X(T * Q ) satisfies the following Hamilton's equations: 11) and, as a result, the reduced nonholonomic dynamics Eq. (2.10) has the invariant measure fn −1Λ .
Proof. Straightforward from Lemma 3.8 and Corollary 3.4.
Remark 3.14. Locally, the sufficient condition (3.10) becomes condition (2.22) in Fernandez et al. [14] .
Remark 3.15. As shown by Stanchenko [28] (see also Cantrijn et al. [6] ), Eq. (3.10) is also a sufficient condition for the two-formΩ f := f (Ω − Ξ) to be closed, so that Eq. (2.10) becomes
and so the dynamics ofX/f is Hamiltonian with the non-standard symplectic formΩ f .
Nonholonomic Hamilton-Jacobi Theory via Chaplygin Hamiltonization
The Chaplygin Hamilton-Jacobi Equation.
Since the Hamiltonized system, Eq. (3.11), is a canonical Hamiltonian system on T * Q , we may apply the conventional Hamilton-Jacobi theory (see, e.g., Abraham and Marsden [1, Chapter 5] ) to the system and obtain the (time-independent) Hamilton-Jacobi equation:H
1) with an unknown functionW :Q → R and a constant E (the total energy). We would like to call Eq. (4.1) the Chaplygin Hamilton-Jacobi equation.
Now that we have two Hamilton-Jacobi equations for Chaplygin systems, i.e., the nonholonomic Hamilton-Jacobi equation (1.1) and the Chaplygin Hamilton-Jacobi equation (4.1), a natural question to ask is: What is the relationship between the two? 4.2. Relationship between the Chaplygin H-J and Nonholonomic H-J Equations. In relating the Chaplygin Hamilton-Jacobi equation (4.1) to the nonholonomic Hamilton-Jacobi equation (1.1), a natural starting point is to look into the relationship between the Chaplygin HamiltonianH C and the original Hamiltonian H (recall from Eqs. (2.9) and (3.8) that they are related through the HamiltonianH); the upper half of the following commutative diagram shows their relationship. 
Now, suppose that a functionW :Q → R satisfies the Chaplygin Hamilton-Jacobi equation (4.1). This means that the one-form dW , seen as a map fromQ to T * Q , satisfiesH C • dW (q) = E for anyq ∈Q with some constant E; equivalently,H C • dW • π(q) = E for any q ∈ Q. The lower half of the above diagram (4.2) incorporates this view, and also leads us to the following: Theorem 4.1. Suppose that there exists a nowhere-vanishing fiber-wise constant function f : T * Q → R that satisfies Eq. (3.10), and hence by Theorem 3.13, we have Hamilton's equations (3.11) for the vector fieldX C . LetW :Q → R be a solution of the Chaplygin Hamilton-Jacobi equation (4.1), and define γ : Q → M by Remark 4.2. Notice that Theorem 4.1 relates a solution of the Chaplygin Hamilton-Jacobi equation, which is for the reduced dynamics defined by Eq. (3.11), with that of the nonholonomic HamiltonJacobi equation for the full dynamics defined by Eq. (2.2). Therefore, the theorem provides a method to integrate the full dynamics by solving a Hamilton-Jacobi equation for the reduced dynamics.
Proof. That the one-form γ defined by Eq. (4.3) satisfies the nonholonomic Hamilton-Jacobi equation (1.1) follows from the diagram (4.2). To show that it also satisfies the condition Eq. (1.2), we perform the following lengthy calculations: Let Y h , Z h ∈ X(Q) be arbitrary horizontal vector fields, i.e., Y h q , Z h q ∈ D q for any q ∈ Q. We start from the following identity:
The goal is to show that the right-hand side vanishes. Let us first evaluate the first two terms on the right-hand side of the above identity at an arbitrary point q ∈ Q:
Thus, using Lemma A.2, we have
Hence, defining a function γ Z :Q → R by
Hence we have 
1 Recall that f : T * Q → R is fiber-wise constant and thus, with a slight abuse of notation, we may write f (αq) = f (q) for any αq ∈ T * qQ ; therefore f may be seen as a function onQ as well. where we used the following relation between the connection A and its curvature B that hold for horizontal vector fields Y h and Z h :
As a result, we have the decomposition
Therefore, 6) where the second equality follows from Lemma A.2 and the definition of the momentum map J; the fourth one follows from the linearity of hl M and also of J in the fiber variables; the last one follows from the definition of Ξ in Eq. (2.12): Since πQ • dW = idQ and thus T πQ • T dW = id TQ , we have 
where the third line follows since 3 (dW ) * f (q) = f dW (q) = f (q) and also that (dW ) * Θ = dW [see, e.g., 1, Proposition 3.2.11 on p. 179]; the last line follows from Eq. (3.10), which is assumed to be satisfied.
Examples
Example 5.1 (The vertical rolling disk; see, e.g., Bloch [3] ). Consider the motion of the vertical rolling disk of radius R shown in Fig. 2 . The configuration space is
3 Again recall that f : T * Q → R may be seen as a function onQ as well.
( , ) Figure 2 . Vertical rolling disk.
Suppose that m is the mass of the disk, I is the moment of inertia of the disk about the axis perpendicular to the plane of the disk, and J is the moment of inertia about an axis in the plane of the disk (both axes passing through the disk's center). The Lagrangian L : T Q → R and the Hamiltonian H : T * Q → R are given by
The velocity constraints areẋ = R cos ϕψ,ẏ = R sin ϕψ, or in terms of constraint one-forms,
So the constraint distribution D ⊂ T Q and the constrained momentum space M ⊂ T * Q are given by
Let G = R 2 and consider the action of G on Q defined by
Then, the system is a Chaplygin system in the sense of Definition 2.1. The Lie algebra g is identified with R 2 in this case; let us use (ξ, η) as the coordinates for g. Then, we may write the connection A : T Q → g as
and hence its curvature as
Furthermore, the momentum map J : T * Q → g * is given by
The quotient space isQ := Q/G = {(ϕ, ψ)}. The reduced HamiltonianH :
A simple calculation shows that the horizontal lift hl M : T * Q → M is given by Now, we employ the conventional approach of separation of variables, i.e., assume thatW :Q → R takes the following form:
Then, Eq. (5.6) becomes
Since the first term on the left-hand side depends only on ϕ and the second only on ψ, we obtain the solution
where γ 0 ϕ and γ 0 ψ are the constants determined by the initial condition such that Example 5.2 (The knife edge; see, e.g., Bloch [3] ). Consider a plane slanted at an angle α from the horizontal and let (x, y) represent the position of the point of contact of the knife edge with respect to a fixed Cartesian coordinate system on the plane (see Fig. 3 ) and ϕ the angle of it as shown in Fig. 3 . The configuration space is Suppose that the mass of the knife edge is m, and the moment of inertia about the axis perpendicular to the inclined plane through its contact point is J. The Lagrangian L : T Q → R and the Hamiltonian H : T * Q → R are given by
The velocity constraint is sin ϕẋ − cos ϕẏ = 0 and so the constraint one-form is
The constraint distribution D ⊂ T Q and the constrained momentum space M ⊂ T * Q are given by
Let G = R and consider the action of G on Q defined by
Then, the system is a Chaplygin system in the sense of Definition 2.1. The Lie algebra g is identified with R in this case; let us use η as the coordinate for g. Then, we may write the connection A : T Q → g as
where we assume that ϕ stays in the range (0, π/2) or (π/2, π) to avoid singularities. Furthermore, the momentum map J : T * Q → g * is given by
The quotient space isQ := Q/G = {(ϕ, x)}. The reduced HamiltonianH :
A simple calculation shows that the horizontal lift hl
Then, we find from Eq. (2.12) along with Eqs. (5.9), (5.10), (5.11), and (5.12) that Ξ = p x tan ϕ dx ∧ dϕ.
Therefore, the sufficient condition, Eq. (3.10), for Chaplygin Hamiltonization gives
It is easy to find the solution f = cos ϕ.
Note that f is nowhere-vanishing if ϕ is assumed to be in the range (0, π/2) or (π/2, π). Then, Eq. (3.8) gives the following Chaplygin Hamiltonian:
The Chaplygin Hamilton-Jacobi equation (5.14)
Assume thatW :Q → R takes the following form:
Then, Eq. (5.14) becomes
The first two terms in the brackets depend only on x, whereas the third only on ϕ, and thus
with some positive constant γ 0 ϕ . Hence, assuming dW x /dx ≥ 0, we have 
Further Reduction and Hamiltonization
It often happens that there does not exist an f that satisfies the necessary and sufficient condition in Proposition 3.9 or the sufficient condition, Eq. (3.10), and hence we cannot Hamiltonize the system based on the above theory. However, we may reduce such systems further and then attempt to Hamiltonize the further-reduced system. 6.1. Further Reduction of Chaplygin Systems. We consider the following special case of the "truncation" of Hochgerner and García-Naranjo [15, Section 3.B]. Recall the reduced Chaplygin system, Eq. (2.10), on T * Q , i.e., iXΩ nh = dH (6.1) with the almost symplectic formΩ nh :=Ω − Ξ, (6.2) and consider a free and proper Lie group action K ×Q →Q, or Φ K k :Q →Q with any k ∈ K, that satisfies the following conditions:
I. The HamiltonianH is K-invariant, i.e.,H • T * Φ K k =H for any k ∈ K, where T * Φ K is the cotangent lift of Φ K . II. For any element η in the Lie algebra k of K, the infinitesimal generator η T * Q satisfies
Now, let J K : T * Q → k * be the equivariant momentum map for the cotangent lift of the K-action Φ K , i.e., for any αq ∈ T * Q and η ∈ k,
and thus
In other words, J K is a momentum map with respect to both the standard symplectic formΩ and the almost symplectic formΩ nh . We also have the following: Proposition 6.1. Under Conditions I and II stated above, the momentum map J K : T * Q → k * is conserved along the flow of the vector fieldX of the reduced Chaplygin system, Eq. (6.1).
Proof. Follows easily from the following calculation:
where we used Eq. (6.5) in the second line, and Condition I in the last line.
Also, let K µ be the coadjoint isotropy group of µ, i.e., K µ := {k ∈ K | Ad * k µ = µ}, and assume III. µ ∈ k * is a regular value of J K , and K µ acts freely and properly on J −1
Since J K is a momentum map with respect to the almost symplectic formΩ nh , the two-form Ω nh itself works as a "truncated form" (see Hochgerner and García-Naranjo [15 
The reduced Chaplygin system, Eq. (6.1), is further reduced to the following system:
whereX andX µ are π µ -related, i.e.,
(6.10)
Proof. (i) and (ii) follow directly from Planas-Bielsa [27, Theorem 2.1]. (iii) Since J K is an equivariant momentum map with respect to the canonical symplectic formΩ, the symplectic reduction of Marsden and Weinstein [23] applies here as well (not to the reduction of the dynamics but to the reduction of the symplectic structure). Hence there exists a unique (strictly) symplectic form
Combining this with Eq. (6.6), we have
Since π µ is a surjective submersion, the pull-back π * µ is injective, and thus the uniqueness follows. Furthermore, under certain assumptions, we may employ a result from the theory of cotangent bundle reduction (see, e.g., Marsden et al. [24, Section 2.2] ) to make our result more explicit. To that end, we first define a mechanical connection on the principal bundlē π :Q →Q/K =:Q as follows: For eachq ∈Q, let I(q) : k → k * be the locked inertia tensor defined by I(q)η, ζ =ḡq ηQ(q), ζQ(q) , whereḡ is the kinetic energy metric defined in Eq. (2.7), and η and ζ are arbitrary elements in k. Then, the mechanical connection A K : TQ → k is defined by
We will also need the "µ-component" of A K , i.e., the one-form α µ onQ defined by α µ (q) := A K (q) * µ, or equivalently,
Let us introduce the two-form β µ onQ defined bȳ 14) and also the two-form B K µ on T * Q defined by
where πQ : T * Q →Q is the cotangent bundle projection. Now, we assume the following:
IV. K µ = K, which is always the case when K is Abelian; V. α µ is K-invariant and takes values in J 
Proof. 
(ii) Apply (ϕ −1 µ ) * to both sides of Eq. (6.7) and use the fact from (i) that (
6.2. Hamiltonization after Second Reduction. Now, we follow a similar argument as in Section 3 to discuss the Hamiltonizability of the system defined by Eq. (6.16): Let f µ : T * Q → R be a smooth nowhere-vanishing function that is constant on each fiber, and define the mapΨ fµ : (6.18) and henceX µ /f µ andX µ C areΨ fµ -related:
Following the same arguments as in the proofs of Proposition 3.9 and Theorem 3.13, we obtain similar results for the further-reduced system, Eq. (6.16).
Proposition 6.4 (Necessary and Sufficient Condition for Hamiltonization after Second Reduction).
The vector fieldX µ C ∈ X(T * Q ) satisfies Hamilton's equations iXµ
with the Chaplygin HamiltonianH
if and only if the one-form iXµ
vanishes, whereΘ is the symplectic one-form on T * Q .
Proof. The result follows from essentially the same calculations as in the proof of Lemma 3.8. The only difference is the treatment of the curvature term B K µ , which is not present in Lemma 3.8. Specifically, we need to calculateΨ * 1/fµ B K µ : From the definition of B K µ , Eq. (6.15), we havẽ
where we used the fact thatΨ 1/fµ is fiber-preserving, i.e., πQ •Ψ 1/fµ = πQ. Therefore, we obtain
and thus the claim follows.
Remark 6.5. SinceΩ − B K µ is also a (non-standard) symplectic form as well, we may discuss Hamiltonization with respect to this symplectic form. However, we prefer to work with the standard symplectic formΩ since the standard Hamilton-Jacobi theory directly applies to Hamiltonian systems defined with the standard symplectic formΩ. Theorem 6.6 (A Sufficient Condition for Hamiltonization after Second Reduction). Suppose there exists a nowhere-vanishing fiber-wise constant function f µ : T * Q → R that satisfies the equation
Then, the vector fieldX µ C ∈ X(T * Q ) (see Eq. (6.18)) satisfies the following Hamilton's equations:
and, as a result, the further-reduced nonholonomic dynamics, Eq. (6.16), has the invariant measure fñ −1 µΛ , whereñ := dimQ andΛ
Proof. Follows immediately from Eq. (6.21) and Corollary 3.4. Then, it is straightforward to see thatM = FL(D). Now, we define the horizontal lift hlM : T * Q → M as follows:
whereL : TQ → R is defined byL :=L • hlD. G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G G 
That the map hlM fits into the diagram is shown in Appendix C (see also Appendix B). The diagram also shows the map dW µ :Q → T * Q withW µ being a solution of the Chaplygin Hamilton-Jacobi equation ( 
for arbitrary horizontal vector fields Y h , Z h ∈ X(Q), where Y := T π(Y h ) and similarly for Z. Let us calculate the first term in Eq. (7.6): Writinḡ
4 See Appendix B for the relationship between iµ, i0, and shiftµ: We have iµ • shift
we haveγ µ =γ 0 + α µ and thus
Calculation of dγ 0 (Y, Z) is somewhat similar to that of dγ(Y h , Z h ) in the proof of Theorem 4.1, but there is one difference: Y and Z are not horizontal here. Specifically, we have
where we definedỸ := Tπ(Y ) and similarly forZ.
into the horizontal and vertical parts:
where we note that Tπ([Y, Z]) = [Ỹ ,Z], since Y and Z areπ-related toỸ andZ, respectively. As a result, we havē
where the second term vanishes because hlM takes values inM := J −1 K (0). Next let us calculate dα µ (Y, Z): Using Eq. (6.14), the relation πQ • dW µ = idQ, and Eq. (6.15), we obtain
. Therefore, the first term on the right-hand side of Eq. (7.6) becomes
since (dW µ ) * f µ = f µ and also (dW µ ) * Θ = dW µ . Now, let us evaluate the second term on the right-hand side of Eq. (7.6): Substitution of Eq. (7.5) givesγ * µ Ξ = shift
where we used Eq. (6.10), the relation π µ • shift
3), and the definition ofΞ µ from Proposition 6.3. This implies
which vanishes because the sufficient condition, Eq. (6.22) , is assumed to be satisfied.
7.2.
Example of Further Reduction, Hamiltonization, and Chaplygin H-J Equation.
Example 7.2 (The Snakeboard; see, e.g., Ostrowski et al. [26] , Bloch et al. [4] and Koon and Marsden [20] ). Consider the motion of the snakeboard shown in Fig. 4 . Let m be the total mass Figure 4 . The Snakeboard.
of the board, J the inertia of the board, J 0 the inertia of the rotor, J 1 the inertia of each of the wheels, and assume the relation J + J 0 + 2J 1 = mr 2 . The configuration space is
The Lagrangian L : T Q → R and the Hamiltonian H : T * Q → R are given by
The velocity constraints arė x + r cot φ cos θθ = 0,ẏ + r cot φ sin θθ = 0, or in terms of constraint one-forms,
and
where κ := mr/(mr 2 − J 0 ). Let G = R 2 and consider the action of G on Q defined by
Then, the system is a Chaplygin system in the sense of Definition 2.1. The Lie algebra g is identified with R 2 in this case. Let us use again (ξ, η) as the coordinates for g. Then, we may write the connection A : T Q → g as
Furthermore, Eq. (6.12) gives the mechanical connection 11) and hence Eq. (6.13) gives α µ = µ(dθ + dψ), (7.12) and so β µ = 0 and B K µ = 0. It is also straightforward to check that Conditions IV and V are satisfied. Therefore, we may apply Proposition 6.3 to this case. Specifically, we haveQ :=Q/K = {(θ, φ)}, and Eq. (B.5) (from Example B.1 in Appendix B) gives
Therefore, the sufficient condition, Eq. (6.22), for Chaplygin Hamiltonization becomes
A straightforward integration yields
where we assume that | sin φ| < m/J 0 r. Then, Eq. (6.20) gives the following Chaplygin Hamiltonian:
Hence the Chaplygin Hamilton-Jacobi equation (7.1) becomes
Assume thatW µ :Q → R takes the following form: Then, Eq. (7.13) becomes
The first term in the brackets depends only on θ whereas the second only on φ, and the third one is constant. Thus we have
with some set of constants γ 0 θ and γ 0 φ that satisfy
which is solved for γ 0 θ (assumed to be positive) to give
Therefore, Eq. (7.4) with Eq. (7.5) gives
where we defined
This is the solution of the nonholonomic Hamilton-Jacobi equation ( 
Conclusion and Future Work
We established a link between two different approaches towards nonholonomic Hamilton-Jacobi theory; the direct one in [16, 25] and the indirect one via Hamiltonization. We formulated the procedure of Hamiltonization in an intrinsic manner; this helped us understand the relationship between the two approaches and also lead us to the formulas relating the solutions of the two different types of Hamilton-Jacobi equations resulting from the direct and indirect approaches. The formulas provide us with the following new method to exactly integrate equations of motion of nonholonomic systems: 1. Reduce and Hamiltonize the nonholonomic system. 2. Solve the Chaplygin Hamilton-Jacobi equation for the Hamiltonized reduced system. 3. Use the formula in Theorem 4.1 or 7.1 to obtain the solution of the nonholonomic HamiltonJacobi equation for the full dynamics. 4. Integrate the full dynamics using the solution as shown in Ohsawa and Bloch [25] . A notable feature of this method is that it links the solution of the Hamilton-Jacobi equation for the reduced system with integration of the full dynamics. We illustrated this method with a few examples and obtained the solutions identical to those in Ohsawa and Bloch [25] .
The following questions are interesting to consider for future work:
• Hamiltonization and Hamilton-Jacobi theory for a more general class of nonholonomic systems with symmetries: This paper only dealt with Chaplygin systems, a special case of the more general class of nonholonomic systems with symmetries treated in Bloch et al. [4] . We are interested in extending our results to the general case, possibly relating them to the results on existence of an invariant measure in [30] .
• Application to nonholonomic systems on Lie groups: Nonholonomic systems on Lie groups, such as the Suslov problem (see, e.g., Kozlov [21] , Zenkov and Bloch [29] ), often involve an interesting question on integrability: Whether or not the full dynamics is integrable when the reduced dynamics is (see Fedorov et al. [13] ). Relating this question with the Hamilton-Jacobi equations for the full and reduced dynamics is an interesting question to consider.
q . Now, using the G-invariance of the Lagrangian L, we have, for any v q ∈ T q Q and w hq ∈ T hq Q, To show hlM q •φ 0 (pq) = pq, take an arbitrary vq ∈ TqQ. Then, we may decompose vq into the horizontal and vertical parts, i.e., 
