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Kurzfassung
Neben der Ausbreitungsgeschwindigkeit ist die Absorption elektromagnetischer Wellen die
wichtigste Parameter für die Bearbeitung und Interpretation von Georadar-Daten. Sowohl
die Phasengeschwindigkeit v als auch der Absorptionskoeffizient α sind frequenzabhängig,
was sich phänomenologisch in einer Energieabsorption und Wellendispersion ausdrückt.
Ausgehend von der linearen Frequenzabhängigkeit des Absorptionskoeffizienten α geolo-
gischer Materialien gilt die Q = const.-Hypothese, wobei der Gütefaktor Q umgekehrt
proportional dem Absorptionskoeffizient α ist und die materialspezifische Absorption un-
terschiedlicher Gesteine beschreibt. Für die realitätsnahe Beschreibung der Ausbreitung
elektromagnetischer Wellen in Gesteinen eignet sich das Modell mit konstantem Q und
dem Dispersionsansatz von v nach Futterman (1982).
Anhand von Modellrechnungen wird die Wirkung dieser Parameter auf Wavelets un-
tersucht. Infolge der Dämpfung wird die Wellenamplitude bei gleichem Q mit zunehmen-
dem Laufweg bzw. bei gleichem Laufweg mit abnehmendem Q kleiner (Absorption) und
die Wellenform zunehmend gestreckt (Dispersion). Je größer der Laufweg bei gleichem Q
bzw. je kleiner Q bei gleichem Laufweg ist, desto kleiner ist die Bandbreite transmittierter
Wavelets. Gleichzeitig verschiebt sich ihre Peak-Frequenz hin zu kleineren Frequenzen. An-
wendung eines inversen dispersiven Filter auf die synthetischen Daten verbessert deutlich
die Dekonvolutionsergebnisse.
Die Ermittlung des die Absorption charakterisierenden Gütefaktors Q aus GPR-Trans-
missionsdaten erfolgt auf der Basis einer Erweiterung der Q-Definition. Die dazu benutzte
Referenzfrequenz fR ist eine Potenzfunktion zu vergleichender Amplitudendichten der
entsprechenden Äquivalenzspektren.
Die Anwendbarkeit der danach benannten Methode der äquivalenten Bandbreite (ÄBB-
Methode) wird an synthetischen Daten und an Meßergebnisse, die an einem Sandsteinblock
und an anstehenden Gneis erhalten worden waren, überprüft. Die Untersuchungen an den
i
synthetischen Daten mittels der ÄBB-Methode im Vergleich mit der Spektrendivisions-
methode zeigen sowohl im rauschfreien Fall als auch im rauschbehafteten Fall und unter
Betrachtung der verkürzten Signalen die Leistungsfähigkeit der ÄBB-Methode. Mit Hilfe
der ÄBB-Methode und im Vergleich mit anderen Methoden können gute Q-Schätzungen
aus Gneis-Daten erhalten werden. Untersuchungen an einem Sandsteinblock liefert nur
weniger zuverlässige Schätzwerte für Q.
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3.3 Relaxationsmodelle . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
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4.2 Vorwärtsmodellierung . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Inversion von Transmissionsdaten . . . . . . . . . . . . . . . . . . . . 53
4.3.1 Inverses Dispersives Filter . . . . . . . . . . . . . . . . . . . . 53
4.3.2 Dekonvolution . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5 Q-Ermittlung aus GPR-Transmissionsdaten 58
5.1 Einige Methoden zur Q-Ermittlung . . . . . . . . . . . . . . . . . . . 58
5.2 Spektrendivisionsmethode . . . . . . . . . . . . . . . . . . . . . . . . 61
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In vielen Bereichen der Geowissenschaften können die Eigenschaften verdeckter Un-
tersuchungsobjekte nicht direkt beobachtet werden. Es besteht deshalb die Not-
wendigkeit, geophysikalische Verfahren anzuwenden, um möglichst viele Detailin-
formationen über solche Objekte zu gewinnen. Schwerpunkte haben sich u. a. im
Bereich oberflächennaher Problemstellungen herausgebildet, die mit dem Bedürfnis
des Menschens einhergehen, seine Umgebung zu gestalten.
Eine relativ junge Disziplin in der angewandten Geophysik ist das sogenannte
Georadar-Verfahren (engl. ground penetrating radar = GPR; auch elektromagneti-
sches Reflexionsverfahren genannt). Die Entwicklung dieses Verfahren begann mit
Arbeiten von John Cook, der Ende der 50-er Jahre das Monozyklus-Radar als ein
Werkzeug zur Messung der Mächtigkeit von Meereis aus einem Flugzeug einsetzte
(Owen, 1995). Als Impulsverfahren beruht es auf ähnlichen Grundlagen wie die Re-
flexionsseismik. Infolge der Abstrahlung von hochfrequenz-elektromagnetischen Im-
pulsen der Dauer von einigen 10 bis wenige Nanosekunden Impulslänge im Frequenz-
bereich von etwa 20 MHz bis 1 GHz zeichnet sich das GPR durch ein hohes räum-
liches Auflösungsvermögen aus. Aufgrund der dadurch möglichen Detailauflösung
und wegen der Vorteile zerstörungsfreier Untersuchungen, aber auch durch die Mo-
bilität und Anwendbarkeit unter verschiedenen Geländebedingungen hat sich das
Georadar zu einem weit verbreiteten Verfahren der Erkundung oberflächennaher
Objekte entwickelt. Sowohl moderne Methoden zur datentechnischen Bearbeitung
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als auch verbesserte Darstellungsmöglichkeiten während der Messung haben zu einer
Erleichterung in der Anwendung des Verfahren beigetragen.
Typische GPR-Anwendungen sind der Einsatz in der Hydrogeologie, Landwirt-
schaft, Geologie und Archäologie. Van Overmeeren (1994, 1998) beschreibt die Vor-
teile des GPR-Verfahrens bei der Erkundung von Grundwasser. Dünne, steil ste-
hende, schlecht durchlässige, zwischen zwei sandhaltigen Schichten liegende Ton-
schichten, die mittels Gleichstromgeoelektrik, Refraktions- bzw. Reflexionsseismik,
und elektromagnetischen Verfahren nicht aufzulösen waren, konnten durch das GPR
nachgewiesen werden (Van Overmeeren, 1994). Freeland et al. (1998) verwenden
GPR als Hilfsmittel für die Bodenuntersuchung in der Landwirtschaft. Grasmück
(1995, 1996) entwickelte ein System zur dreidimensionalen Vermessung in kristalli-
nen Gesteinen. Um geologische Strukturen besser zu verstehen, gewinnt die dreidi-
mensionale Visualisierung von GPR-Daten zunehmend an Bedeutung (Sigurdsonn
& Overgaard, 1998; Triltzsch, 2000). Auch in der archäologischen Erkundung, in der
zerstörungsfreie Verfahren zur Gewinnung von archäometrischen Informationen von
großer Bedeutung sind, wurde das GPR erfolgreich eingesetzt (Sternberg & McGill,
1995; Gracia et al., 2000).
Neben den schon beschriebenen klassischen Anwendungen gewinnt der GPR-
Einsatz auch in anderen Bereichen zunehmend an Bedeutung. Al-Nuaimy et al.
(2000) beschreiben die Anwendung neuronaler Netzwerke in der Mustererkennung
zur automatisierten Erkundung und Kartierung vergrabener Rohrleitungen, Kabel
und Anti-Personen-Landminen. GPR-Untersuchungen können auch zur Erkundung
und Auswertung des Strassenzustandes eingesetzt werden (Saaranketo & Sculli-
on, 2000). Gelungene Anwendungen von GPR-Messungen sind allerdings von der
apparativen Ausstattung, den Geländebedingungen, den Einstellung- und Geome-
trieparametern, der Datenverarbeitung sowie der Umsetzung der Ergebnisse in der
Interpretation abhängig (Fuß, et al., 1997).
Es besteht aber ein Nachteil in der mit zunehmender Frequenz immer größer wer-
denden Dämpfung elektromagnetischer Wellen im Boden. Beim Durchgang durch
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Abbildung 1.1: Schematische Darstellung von physikalischer Ursache und Wirkung
bei einer gedämpften Welle: Im Feld unten sind die petrophysikalischen Parameter
dargestellt, die die Ausbreitungsparameter v und α beeinflussen. ∗g(t) bezeichnet
die Faltung mit der Impulsantwort des Mediums.
gängen beeinflußt, die eine Energieabnahme der Wellen bewirken. Infolge der Dämp-
fung wird die Wellenamplitude mit zunehmendem Laufweg kleiner (Absorption)
und, da insbesondere dieser Vorgang stark frequenzabhängig ist, die Wellenform
wird zunehmend gestreckt (Dispersion). Dadurch werden elektromagnetische Wel-
len zum Träger sowohl struktureller als auch petrophysikalischer Informationen über
das Medium.
Abb. 1.1 zeigt die Dämpfung elektromagnetischer Wellen bei der Ausbreitung in
einem Medium. Physikalisch ergibt sich das Ausgangssignal aus einer Faltung des
Eingangssignals mit einer entsprechenden Impulsantwort des Mediums. Die Ausbrei-
tung im Medium kann durch die Ausbreitungsparameter Phasengeschwindigkeit v
und Absorptionskoeffizient α oder Realteil ε′ bzw. Imaginärteil ε′′ der komplexen Di-
elektrizitätszahl charakterisiert werden. Sowohl α als auch v sind frequenzabhängig,
was sich phänomenologisch in einer Energieabsorption und Wellendispersion aus-










Abbildung 1.2: Beobachtete Vorgänge bei Wellenausbreitung in einem unbekannten
Medium (umgezeichnet nach Robinson, 1997)
φ, Dichte ρ, Permeabilität kf , Kornverteilung KV , Wassersättigungsgrad SW und
Mineralisationsgrad SM bestimmt, die für den Geologen und den Geotechnikern von
Interesse sind. Deshalb eignet sich die Messung des Dämpfungsverhaltens elektro-
magnetischer Wellen sehr gut zur Differenzierung der Gesteine. Die Bestimmung
von α gestattet aus diesem Grund neben einer strukturellen auch eine substan-
tielle Interpretation des Mediums. Da beim GPR ähnlich wie in der Seismik in
erster Näherung von einer linearen Frequenzabhängigkeit des Absorptionskoeffizien-
ten ausgegangen werden kann, gilt die Q = const.-Hypothese. Der Gütefaktor Q ist
umgekehrt proportional dem Absorptionskoeffizienten α und beschreibt eindeutig
die ”materialspezifische“ Absorption unterschiedlicher Gesteine.
Wie in Abb. 1.2 gezeigt wird, können infolge der Ausbreitung elektromagneti-
scher Wellen zwei Vorgänge beobachtet werden. Beim Reflexionsvorgang treten Ein-
flüsse der inneren Struktur auf (Reflexion, Streuung), die sich auf das empfangene
Signal auswirken und deren Inversion bei komplizierten Strukturbau sehr schwierig
sein kann. Um die Wirkung von Absorption und Dispersion genauer zu analysieren,
wird in dieser Arbeit nur das Transmissionssignal berücksichtigt.
In der Literatur sind bereits einige Methoden zur Q-Bestimmung beschrieben.
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Infolge der Dämpfung zeigt sich eine Veränderung der Signalform während der Aus-
breitung. Deshalb kann Q aus dem Vergleich der Signalform bzw. der Spektren zweier
Signale bei verschiedenen Einsätzen mit teilweise gleichem Laufweg bestimmt wer-
den. Vergleichende Untersuchungen haben jedoch ergeben, daß eine einzelne Metho-
de allein kein eindeutiges Ergebnis liefert. Die sogenannte Spektrendivisionsmethode
funktioniert nur im rauschfreien Fall optimal. Die Methode des analytischen Signals
(Engelhard,1996) erweist sich als effektiv, wenn die wahren Amplituden vorliegen
(Ding, 1991).
Es stellt sich daher die Aufgabe, in Bezug auf die gezeigten Probleme einen metho-
dischen Beitrag zur Absorptionsbestimmung zu leisten. Das in dieser Arbeit vorge-
stellte neue Verfahren zeigt eine geringere Empfindlichkeit gegenüber dem Rauschen.
Als Ansatz zur Lösung des Problems werden zunächst im zweiten Kapitel die
Grundlagen der Ausbreitung elektromagnetischer Wellen beschrieben. Absorption,
Dispersion und ihre Kenngrößen (Q bzw. v) werden im dritten Kapitel behandelt.
Die theoretische Grundlage für die Annahme eines konstanten Q und einer Disper-
sion der Geschwindigkeit v(f) wird betrachtet und danach eine analytische Dar-
stellung der Übertragungsfunktion bzw. Impulsantwort vorgestellt. Eine Vorwärts-
modellierung mit Berücksichtigung von Absorption und Dispersion wird im vierten
Kapitel durchgeführt. Das für die Modellierung benötigte, empirisch aus Luftmes-
sungen gewonnene Eingangssignal, wird erläutert. Es wird ein inverses dispersives
Filter untersucht und dessen Einsatz bei der Dekonvolution diskutiert. Im fünften
Kapitel werden einige wichtige Methoden zur Absorptionsbestimmung erläutert.
Danach wird das neue Verfahren zur Absorptionsbestimmung mittels der Metho-
de der äquivalenten Bandbreite vorgestellt und mit Modellrechnungen getestet. Die
Tauglichkeit des Verfahrens wird im sechsten Kapitel an realen Daten erprobt. Die
Möglichkeit zur Ermittlung petrophysikalischer Kenngrößen aus der Information der
Ausbreitungsparameter v bzw. Q wird im siebten Kapitel beschrieben. Schließlich
erfolgt im achten Kapitel eine abschließende Bewertung des Verfahrens. In einem







Alle elektromagnetische Phänomene basieren auf den vier MAXWELL-Gleichungen:






∇ ·D = q , (2.3)
∇ ·B = 0 . (2.4)
Es bedeuten :
H - magnetische Feldstärke in A/m ,
E - elektrische Feldstärke in V/m ,
D - dielektrische Verschiebung in As/m2 ,
B - magnetische Induktion in V s/m2 ,
J - Stromdichte in A/m2 ,
q - Ladungsdichte in As/m3 .
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Die MAXWELL-Gleichungen (2.1) bis (2.4), die aus dem AMPÈREschen Durch-
flutungsgesetz und dem FARADAYschen Induktionsgesetz gewonnen werden, be-
schreiben die Verknüpfung bzw. die Quellenbedingungen der elektrischen und mag-
netischen Feldvektoren.
Es gelten zusätzlich die Materialgleichungen, in denen die elektrische und magneti-
sche Eigenschaften des Übertragungsmediums auftreten :
J = σ E , (2.5)
D = ε0 ε E , (2.6)
B = µ0µH . (2.7)
Es bedeuten:
σ - elektrische Leitfähigkeit in A/V m ,
ε0 - Dielektrizitätskonstante des Vakuums (= 8, 854 · 10−12 As/V m) ,
ε - relative Dielektrizitätszahl ,
µ0 - magnetische Permeabilität des Vakuums (= 4π · 10−7 V s/Am) ,
µ - relative magnetische Permeabilität .
Die Materialparameter σ, ε und µ sind von verschiedenen physikalischen Größen
wie Frequenz f , elektrische Feldstärke E oder magnetische Induktion B, Ort r, Zeit
t, Temperatur T und Druck p abhängig.
2.1.2 Telegraphengleichungen
Aus den Gleichungen (2.1) bis (2.7) lassen sich Differentialgleichungen für die Feld-
vektoren ableiten.















= 0 , (2.9)
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wobei ∆ der Laplace-Operator ist. Diese Gleichungen werden als Telegraphenglei-
chungen bezeichnet, weil sie bei der Telegraphie eine große Rolle spielen (vgl. Thiele,
1992; Pawellek, 1997). Sie beschreiben die Ausbreitung des elektrischen bzw. mag-
netischen Feldes im leitfähigen und dielektrischen Medium und gelten deshalb als
die Grundgleichungen für die Wellenausbreitung.
2.1.3 Lösungsansatz
Hier sollen zur Vereinfachung nur ebene Wellen in homogenen und isotropen Medi-
en betrachtet werden. Damit verliert die Lösung nicht an Allgemeingültigkeit, weil
sphärische Wellen als Überlagerung von ebenen Wellen betrachtet werden können.
Die Lösung der Gleichungen (2.8) und (2.9) führt auf die komplexwertige Lösungs-
funktion :
E = E0e−j(ωt−k·r) . (2.10)
Weil die Wellenzahl k = β + jα eine komplexe Größe ist, tritt in (2.10) neben einem
zeitlich und räumlich periodischen Faktor ein Dämpfungsfaktor auf :
E = E0e−αre−jω(t−
β
ω ·r) . (2.11)
Diese Gleichung beschreibt gedämpfte ebene Wellen, die sich in positiver r-Richtung
ausbreiten.
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v f= 3 13103, . .ρ
v c= ε
τ ρ= 5 03102, . . f
τ ρ ε= −5 3110 3, . . .
Abbildung 2.1: Eindringtiefe τ (= 1α) (a) bzw. Phasengeschwindigkeit v (b) als
Funktion der Frequenz (umgezeichnet nach Forkmann & Petzold, 1989). ρ = 1σ ist
der spezifische elektrische Wiederstand, ε die relative Dielektrizitätszahl und c die
Lichtgeschwindigkeit.
2.1.4 Grenzfälle
Der Quotient σω ε0 ε , der dem Verhältnis der Beträge von Leitungsstrom und Ver-
schiebungsstrom proportional ist, hat entscheidenden Einfluß in den Gleichungen
(2.12) und (2.13). Im Niederfrequenzbereich (unterhalb der kritischen Frequenz
σ
2 π ε0 ε
) zeigen v und τ eine starke Frequenzabhängigkeit, die im Falle von τ als Skin-
Effekt bezeichnet wird. Im Hochfrequenzbereich (oberhalb der kritischen Frequenz
σ
2 π ε0 ε
) ist diese Frequenzabhängigkeit vernachlässigbar. Die Frequenzabhängigkeit
physikalischer Kenngrößen wird im allgemeinen als Dispersion bezeichnet. Abbildung
2.1 zeigt die Dispersion der Eindringtiefe τ bzw. der Phasengeschwindigkeit v für
einige geologische Materialien. Im Sinne von Maxwell, der zunächst σ, ε und µ
als konstante Größen betrachtet hat, ergeben sich die Dispersionskurven, die in der
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Abbildung dargestellt werden. Insbesondere in geologischen Medien erfüllt diese An-
nahme jedoch nicht die real angetroffenen Bedingungen, weil die Kenngrößen σ, ε
und µ im allgemeinen frequenzabhängig sind. Deshalb werden die orientierenden
Materialzuordnungen in Abb. 2.1 in Klammern gesetzt.
2.2 Radargleichung
Die Eindringtiefe τ nach Gl. (2.12) ist als die Entfernung definiert, längs der die
Amplitude um das 1e -fache gedämpft wird. Als Relativmaß (Maßeinheit m/Np) ist
sie für eine Aussage über die erzielbare Reichweite des Meßsystem ungeeignet. Der
Leistungsfaktor des Meßsystems und der Antennengewinn müssen ebenfalls betrach-
tet werden, um eine solche Abschätzung vornehmen zu können. Diese Beziehungen
sind in der Radargleichung miteinander verknüpft. Die Radargleichung beschreibt
die Leistungsverluste durch Divergenz, Absorption und Reflexion während der Wel-
lenausbreitung von der Quelle bis zum gesuchten Reflektor und zurück. Dabei wird









· e−4αr . (2.14)
Es bedeuten :
NE - empfangene Signalleistung,
NS - gesendete Signalleistung,
λ - abgestrahlte Wellenlänge in Luft,
G - Antennengewinn,
F - effektive Reflektorfläche,
r - Reflektorentfernung,
α - Absorptionskoeffizient .
Der Nachweis eines Radarechos ist möglich, solange der Leistungsfaktor (LF =
NS
NE,min


































Abbildung 2.2: Reichweite r als Funktion der Frequenz (umgezeichnet nach Fork-
mann & Petzold, 1989). α0 ist der normierte Absorptionskoeffizient. Die erzielbare
Reichweite wird von der Frequenz und vom Absorptionskoeffizient stark beeinflußt.
Nach Einsetzen der ersten FRESNELschen Zone für F


























in Gl. (2.15) und Umrechnung des Verlustfaktors in das dB-Maß ergibt sich (Fork-
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Abbildung 2.3: Filterfunktion (umgezeichnet nach Forkmann & Petzold, 1989). r ist
die Reflektortiefe und α0 ist der normierte Absorptionskoeffizient.
Gl. (2.19) beschreibt mit (LF ) = 1V eine tranzendente Gleichung zur Ermittlung
der Reichweite r. Mit (LF)=100 dB stellt Abb. 2.2 die Abhängigkeit der Reichweite
r von der Frequenz mit dem normierten Absorptionskoeffizienten α0 als Parame-
ter dar. Interpretiert man die Verluste nach Gl. (2.19) als Funktion der Frequenz
mit r und α0 als Parameter, ergeben sich Filterfunktionen, wie sie in Abb. 2.3 dar-
gestellt werden. In beiden Abbildungen werden folgende Näherungen eingesetzt :
v(f) ≈ c√
9
in m/s, a(f) ≈ 1 m und α(f) ≈ α0 · f in dB/m. Aus der Abb. 2.2
ist zu ersehen, wie stark die Frequenz und der Absorptionskoeffizient die erzielbare
Reichweite beeinflussen. Abb. 2.3 zeigt, wie die Tiefpaßwirkung der Gesteine bei











0 σ ε µ1 1 1, , ,
σ ε µ2 2 2, , ,
n1 1 1= ε µ
n2 2 2= ε µ
Abbildung 2.4: Einfallende, reflektierte und transmittierte Wellen an einer ebenen
Grenzfläche
2.3 Reflexion und Transmission an einer Grenz-
fläche
Trifft eine linear polarisierte ebene Welle auf eine Grenzfläche zwischen zwei iso-
tropen Medien (Abb. 2.4) , so wird ein Teil der Wellenenergie reflektiert und der
restliche Teil transmittiert. Die Reflexion und Transmission erfüllen die SNELLschen
und FRESNELschen Gleichungen (s. Ward & Hohmann, 1987). Aus der SNELL-
schen Gleichung lassen sich die Winkelbeziehungen ableiten :
sin θ1 = sin θ0 , (2.20)
n1 sin θ1 = n2 sin θ2 . (2.21)
Die FRESNELsche Gleichung verknüpft die Amplituden beider Feldvektoren. Dar-
aus lassen sich die Feldvektoren ableiten.
Für den Fall, daß die elektrische Feldstärke senkrecht zur Einfallsebene steht,
gelten :
E1,⊥ =
µ2n1 cos θ0 − µ1
√
n22 − n21 sin2 θ0
µ2n1 cos θ0 + µ1
√




µ2n1 cos θ0 + µ1
√
n22 − n21 sin2 θ0
E0,⊥ . (2.23)
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Der Reflexionskoeffizient R ist als das Verhältnis zwischen der reflektierten und der





µ2n1 cos θ0 − µ1
√
n22 − n21 sin2 θ0
µ2n1 cos θ0 + µ1
√
n22 − n21 sin2 θ0
, (2.24)
und der Transmissionskoeffizient T als das Verhältnis zwischen der transmittierten






µ2n1 cos θ0 + µ1
√
n22 − n21 sin2 θ0
. (2.25)





n22 − n21 sin2 θ0 − µ1n22 cos θ0
µ2n1
√






n22 − n21 sin2 θ0 + µ1n22 cos θ0
. (2.27)

















ε2 − ε1 sin2 θ0 + ε2 cos θ0
. (2.29)
Wenn die reflektierte Welle senkrecht auf der transmittierten Welle steht, wird ihre
Amplitude zu Null (R|| = 0). Dies ist erfüllt unter folgender Bedingung :
θ2 = 90o − θ0 . (2.30)
Den Einfallswinkel, der obige Bedingung erfüllt, bezeichnet man als Brewsterwinkel.






Abbildung 2.5 stellt als Beispiel Reflexionskoeffizient R|| bzw. Transmissionskoef-
fizient T|| an einer Grenzfläche zwischen Sand und Gneis unter der Annahme eines
reinen Dielektrikums in Betrag und Phase dar.
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σ=0 S/m; ε=9; µ=1






































Abbildung 2.5: Betrag (a) und Phase (b) des Reflexionskoeffizienten R|| bzw. des
Transmissionskoeffizienten T|| an einer Grenzfläche zwischen Sand und Gneis
2.4 Auflösungsvermögen
Für die Beurteilung des Radargramminhalts besonders wichtig ist die Kenntnis des
vertikalen und des lateralen Auflösungsvermögens (Forkmann & Petzold, 1989). Für





wobei v die Geschwindigkeit und ˜∆f die äquivalente Bandbreite ist. Das Konzept
der äquivalenten Bandbreite wird erst in Kapitel 5 erläutert.
Weil die Geschwindigkeit v als Objektparameter durch den Untergrund festgelegt
ist, kann eine höhere vertikale Auflösung nur durch Vergrößerung der äquivalenten
Bandbreite ˜∆f erreicht werden. Je höher die verwendete Arbeitsfrequenz ist, desto
größer ist die absolute Bandbreite des abgestrahlten Radarsignals und desto klei-
ner ist ∆z. Das bedeutet, für höhere Frequenzen ergibt sich eine bessere vertikale
Auflösung.
Für die minimal auflösbare laterale Objektdimension ∆x gilt :







wobei dF der Durchmesser der ersten FRESNELzone, h die Reflektortiefe und λ
die mittlere Wellenlänge ist. Die laterale Auflösungsgrenze vergrößert sich nach
(2.33) mit zunehmender Wellenlänge λ und anwachsender Reflektortiefe. Die in
der Meßpraxis zu fordernde Optimierung beider Auflösungsmaße stellt immer einen
Kompromiß zwischen gewünschter Reichweite und erreichbarer Detailauflösung dar.





3.1 Absorption und Dispersion
Während der Ausbreitung in einem geologischen Medium werden elektromagneti-
sche Wellen von Wechselwirkungsvorgängen beeinflußt und erfahren einen ständi-
gen Energieverlust. Im Radargramm in Erscheinung tritt diese Tatsache in Form
von mit der Laufzeit zunehmenden Signalveränderungen. Im Frequenzbereich wird
dies in der Verschiebung der Hauptfrequenz des Signalspektrums zu kleineren Fre-
quenzen bei gleichzeitiger Abnahme der Bandbreite erkennbar. Im allgemeinen wird
dieser Energieverlust ohne spezielle Kenntnis der ablaufenden Vorgänge als Absorp-
tion bezeichnet. Mit der Absorption ist zwangsläufig eine Frequenzabhängigkeit der
Ausbreitungsgeschwindigkeit verbunden. Diese Abhängigkeit wird als Geschwindig-
keitsdispersion bezeichnet. In einem linearen System sind Absorption und Dispersion
miteinander durch die Hilbert-Transformation verknüpft. Die Verknüpfungsbezie-
hung wird als Dispersionsrelation oder als Kramer-Kronig-Relation bezeichnet.
Die Wellenfunktion einer ebenen Welle in Richtung x mit Berücksichtigung der
Dämpfung ist :
A = A0 e−αx ejω(t−
x




A - Amplitude ,
t - Zeit ,
x - Abstand ,
v - Phasengeschwindigkeit ,
A0 - Amplitude bei x = 0 und t = 0 ,
α - Absorptionskoeffizient ,
ω - Kreisfrequenz ,
j - Imaginäre Einheit, j2 = −1 .
Die Abnahme der Wellenamplitude infolge der Absorption wird durch den Absorp-
tionskoeffizienten α ausgedrückt.
Andererseits wird der Gütefaktor Q als ein Maß des relativen Energieverlustes




















wobei E1 bzw. E2 die monofrequente Energie einer elektromagnetischen Welle im
Abstand der Wellenlänge λ darstellt. Für den Zusammenhang zwischen α und Q





so daß (3.1) auch geschrieben werden kann :
A = A0 e
(− ωx2vQ ) eiω(t−
x
v ) . (3.5)
Die Ausbreitung einer elektromagnetischen Welle in einem geologischen Medium
wird durch dessen Phasengeschwindigkeit und Gütefaktor charakterisiert.
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3.2 Frequenzabhähigkeit der elektrischen Kenn-
größen
Da die Magnetisierbarkeit µ der meisten nichtmagnetischen Gesteine angenähert als
konstant mit dem Betrag 1 angesehen werden kann, entfällt eine Untersuchung dieser
Größe. Wir können jetzt die Frequenzabhängigkeit der elektrischen Leitfähigkeit
σ(f) und der elektrischen Polarisierbarkeit ε(f) betrachten.
Die Ausbreitungsparameter v und Q für einige Gesteine sind im Radarfrequenz-
bereich, wie in Abbildung 2.1 dargestellt wird, nahezu frequenzunabhängig. Das
Frequenzverhalten wird insbesondere durch den Wassergehalt bestimmt, und die
Frequenzabhängigkeit beider Größen wird stark von der Frequenzabhängigkeit der
Dielektrizitätszahl beeinflußt.
Als reale Stoffe sind Gesteine Träger sowohl freier als auch gebundener Ladungs-
träger. Die Zahl der freien Ladungsträger wird durch den Elektrolytgehalt bestimmt.
Dies beeinflußt den Grad der Leitfähigkeit der Gesteine. Der Einfluß der Leitfähigkeit
σ ist, wie in Abb. 2.1 gezeigt, im Radarfrequenzbereich nicht mehr groß. Dagegen
spielt die elektrische Polarisierbarkeit eine große Rolle. Dies wird in der Abb. 3.1
gezeigt. Es gibt mehrere Typen der Polarisierbarkeit, nämlich Ladungstrennungspo-






Wie in der Abb. 3.1 dargestellt wird, spielen die Dipol- oder die Orientierungs-
polarisations der permanenten Dipole der Wassermoleküle im Radarfrequenzbereich
die größte Rolle. Der Grad der elektrischen Polarisierbarkeit wird durch verschie-
dene physikochemische Prozesse der Wasserbindung bestimmt. Im Frequenzbereich
zwischen 109 - 1011 Hz sieht man eine stufenförmige Abnahme der Orientierungs-
polarisation ε′D, die durch den Relaxationsprozeß der Orientierungspolarisation ver-
ursacht wird. Wirkt auf Moleküle ein elektrisches Feld ein, so eilt der Zeiger der
Polarisationsdichte P dem Zeiger der elektrischen Feldstärke E nach (Forkmann &
Petzold, 1989). Als Ergebnis muß die relative Dielektrizitätszahl ε als eine komplexe
Größe betrachtet werden:
D = ε0 E + P = ε0 (ε































Abbildung 3.1: Dispersionsverlauf der relativen Dielektrizitätszahl des freien Wassers
(umgezeichnet nach Schön, 1983)
Einsetzen von Gl. (3.6) in Gl. (2.5), wobei sich die Gesamtstromdichte J = JL +JV
als Summe der Leistungsstromdichte JL und der Verschiebungsstromdichte JV =
jω D ergibt, führt auf :
J = jω ε0 (ε
′ − j ε′′∼) E + σ E = jω ε0 ε E (3.7)
J = jω ε0 (ε
′ − j (ε′′∼ + ε
′′
−)) E . (3.8)
Der Imaginärteil der komplexen Dielektrizitätszahl ε′′ ergibt sich aus dem Anteil ε′′∼








Der Anteil ε′′∼ wird durch die Umrichtverluste der Orientierungspolarisation be-
stimmt. Der Anteil ε′′−, der durch Leitungsverluste der Orientierungspolarisation












































Abbildung 3.2: Relaxation des freien Wassers (umgezeichnet nach Forkmann & Pet-
zold, 1989)
verknüpft, wobei Q bei Anordnung des Dielektrikums zwischen zwei Kondensator-
















Mit µ ≈ 1, ε = ε′ und unter Berücksichtigung der Gleichungen (3.10) und (3.12)


















ε′2 + ε′′2 + ε′
. (3.14)
Abb. 3.2 stellt den Dispersionsverlauf des freien Wassers dar. Im Relaxations-
bereich, der bei ca. 1010 Hz liegt, erreichen die Gesamtverluste ε′′ ein Maximum.
Dagegen verringert sich der Realteil der komplexen Dielektrizitätszahl ε′ . Bei größe-
rer Temperatur verschiebt sich der Relaxationsbereich hin zu größeren Frequenzen.
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Abbildung 3.3: Dispersion elektrischer Kennwerte für Böden in Abhängigkeit von
Wassersättigungsgrad SW (umgezeichnet nach Peplinski et al., 1995)
Im Falle des gebundenen Wassers tritt eine zusätzliche Verschiebung des Relaxati-
onsbereiches je nach Art der Wasserbindung ein (Forkmann & Petzold, 1989).
Abb. 3.3 stellt die Dispersion elektrischer Kennwerte für Böden in Abhängigkeit
vom Wassersättigungsgrad dar. Es ist ersichtlich, daß mit zunehmendem Wasserge-
halt größere ε′′ zu erwarten sind. Mit zunehmendem Wassergehalt ist eine Zunahme
des Anteils des freien Wassers zu erwarten, und damit spielt das freie Wasser eine
größere Rolle. Die Dispersion des Realteils und des Imaginärteils der Dielektrizitäts-
zahl wird neben der Wassersättigung auch durch den Typ der Tonkomponenten
beeinflußt (s. Abb. 3.4).
Abbildungen 3.5 und 3.6 zeigen die Dispersion elektrischer Kennwerte für Schluff
bzw. Fettkohle. Bei quasi gleichem Wassergehalt sind die Relaxationsbereiche doch
verschieden, was durch unterschiedliche Wasserbindung der stofflich und strukturell
verschiedenen Gesteine zu erklären ist (Forkmann & Petzold, 1989). Weitere Pa-
rameterabhängigkeiten der Dispersion von ε′ bzw. ε′′ sind in den Abbildungen 3.7
und 3.8 sowie 3.9 und 3.10 zu finden.
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Abbildung 3.4: Sättigungsabhängigkeit elektrischer Kennwerte für Böden in
Abhängigkeit von Tonkomponenten bei 700 MHz Frequenz (umgezeichnet nach Pe-

































Abbildung 3.5: Dispersion elektrischer Kennwerte für Schluff (umgezeichnet nach













































Abbildung 3.6: Dispersion elektrischer Kennwerte für Kohle (umgezeichnet nach































Abbildung 3.7: Abhängigkeit elektrischer Kennwerte für Gesteine von der Was-






































Abbildung 3.8: Abhängigkeit elektrischer Kennwerte von der Temperatur T (links)
und vom Mineralisationsgrad SM (rechts) (umgezeichnet nach Forkmann & Petzold,
1989)
Abbildung 3.9: Real- bzw. Imaginärteil der Dielektrizitätszahl einer Sand-Probe
(nach Fijas, Forkmann & Rappsilber, 1994)
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Abbildung 3.10: Real- bzw. Imaginärteil der Dielektrizitätszahl einer Ton-Probe
(nach Fijas, Forkmann & Rappsilber, 1994)
3.3 Relaxationsmodelle
Zur Beschreibung der Frequenzabhängigkeit der Dielektrizitätszahl und damit ver-
bundener Relaxation werden im Allgemeinen das empirische DEBYEsche (1929), das
COLE-COLEsche (1941) oder das COLE-DAVIDSONsche Modell (1951) benutzt.
Für ein verlustbehaftetes polares Dielektrikum führt die Darstellung der komplexen





Dabei ist τD die Debye-Relaxationszeit und
ε∞ = limω→∞ ε , εs = limω→0 ε . (3.16)
Die beiden Anteile der komplexen Dielektrizitätszahl ergeben sich zu
ε










In dieser Theorie, die nur einen Mechanismus der Polarisierbarkeit behandelt, wird
der Unterschied zwischen εs und ε∞ als Dipolpolarisation betrachtet (Cole-Cole,
1941).
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Cole & Cole (1941) haben aufgrund der möglichen Dispersion und Absorption in





wobei α eine Konstante (0 ≤ α < 1) und τ die Relaxationszeit ist.





wobei β eine Konstante ist (0 < β ≤ 1) . Auf dieser Grundlage sind einige modifi-
zierte Modelle entstanden (Scaife, 1998). Abb. 3.11 zeigt die Darstellung der schon
erwähnten Relaxationsmodelle in einem COLE-COLE-Diagramm, welches von den
Autoren selbst als ARGAND-Diagramm bezeichnet wird. Dabei wird der Realteil ε′
auf der Abszisse und der Imaginärteil ε′′ auf der Ordinate abgetragen. In der kom-
plexen ε-Ebene liefern die verschiedenen Frequenzen entsprechenden Wertepaare als
Ortskurve einen Halbkreis für das DEBYE-Modell, einen kreisförmigen Bogen für
das COLE-COLE-Modell und einen ’skewed’ Bogen für das COLE-DAVIDSONsche
Modell. Weil die DEBYEsche Formel und die abgeleiteten Formeln im wesentlichen
den Mechanismus der bipolaren Polarisierbarkeit beschreiben, eignen sich die Model-
le im Radarfrequenzbereich nicht für viele natürliche Gesteine, insbesondere nicht für
Trockengesteine (Hollender & Tillard, 1998). Ein dazu passendes globales Modell ist
die sogenannte ’universal dielectric response’, die von Jonscher (1977) vorgeschlagen
wurde. Das Modell nach Jonscher (1977) wird folgendermaßen beschrieben (Bano,
1996) :
ε− ε∞ = ε








wobei 0 < n < 1, ωr = 2πfr und εr Konstanten sind. fr ist eine Bezugsfrequenz. Abb.
3.12 beschreibt das Modell nach Jonscher (1977). Beide Kurven zeigen das univer-
selle Verhalten des Real- bzw. Imaginärteils der Dielektrizitätszahl in Abhängigkeit
von ωn−1 bei größeren Frequenzen. (a) entspricht einer ’dipole-dominated response’
und (b) einer ’carrier-dominated low-frequency response’.
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Abbildung 3.11: Darstellung der Modelle im COLE-COLE-Diagramm. (a) DEBYE-
sches Modell (b) COLE-COLEsches Modell und (c) COLE-DAVIDSONsches Modell






























Abbildung 3.12: Dispersiver Verlauf der Dielektrizitätszahl für Materialien mit einer
durch Dipolpolarisation dominierten Polarisierbarkeit mit einem maximalen Verlust
bei ωp(a) und für Materialien mit einer ”Tieffrequenz“-Polarisierbarkeit mit einem
Exponentwert (n′ < n), der mit zunehmenden charakteristischen Frequenzen ωc
größer wird (b) nach Jonscher (1977). Beide Verläufe zeigen das universelle Verhalten









































































Abbildung 3.13: Dispersion der Eindringtiefe für Festgesteine (a) und für Lockerge-
steine (b) (umgezeichnet nach Forkmann, 1989)
Untersuchungen haben jedoch ergeben, daß die Frequenzabhängigkeit der Dielek-
trizitätszahl einiger geologischen Materialien durch das einfache DEBYEsche Modell
angenähert werden kann (Turner & Siggins, 1994).
3.4 Kenngrößen der Wellenausbreitung v und Q
bzw. α
Unter dem Einfluß der Dispersion der komplexen Dielektrizitätszahl ε verändert sich
die Frequenzabhängigkeit sowohl der Eindringtiefe als auch der Phasengeschwindig-
keit. Abb. 3.13 stellt beispielweise die Dispersion der Eindringtiefe für Festgesteine
und für Lockergesteine dar. Zum Vergleich sind in dieser Abbildung die Kurven für
den dispersionsfreien Fall nach Abb. 2.1a als unterbrochene Linien eingetragen. Nur
für den Sandstein zeigt sich die Ähnlichkeit im Verlauf mit dem dispersionsfreien
Fall. Hier wird vermutet, daß der Einfluß der Relaxation des freien Wassers erst ober-
halb 1010 Hz liegt. Im Fall der Lockergesteine ist dieser Einfluß bei Schluff besonders
klar erkennbar. Während sich die Richtung der Kurve deutlich zwischen 106−107 Hz



















































































Abbildung 3.14: Dispersion der Phasengeschwindigkeit für Festgesteine (a) und für
Lockergesteine (umgezeichnet nach Forkmann & Petzold, 1989)
des gebundenen Wassers bei 120 MHz durch die starke Abnahme der Eindringtiefe
an. Bei anderen Gesteinen zeigt sich eine Überlagerung von Skineffekt und Rela-
xationseinfluß. Es ist festzustellen, daß bei niedrigerem Wassersättigungsgrad (bis
zu 10%) die Eindringtiefe zwar größer ist als bei höherem Wassersättigungsgrad,
aber sich auch eine stärkere Frequenzabhängigkeit zeigt. Es wird vermutet, daß
der Unterschied dieses Verlaufes im Zusammenhang mit den verschiedenen Arten
der Wasserbindungen im Gestein und der Abhängigkeit vom Wasssersättigungsgrad
liegt (Forkmann & Petzold, 1989).
Im Fall der Ausbreitungsgeschwindigkeit ist der Einfluß der Wassersättigung
scheinbar noch deutlicher ausgeprägt als im Falle der Eindringtiefe. Abb. 3.14 zeigt
Beispiele der Dispersion der Phasengeschwindigkeit für Festgesteine bzw. für Locker-
gesteine. Zum Vergleich werden in der Abbildung die Kurven für den dispersionsfrei-
en Fall nach Abb. 2.1b als unterbrochene Linien eingetragen. Es zeigen sich deutlich
die Unterschiede zwischen Gesteinen mit niedrigerem (≤ 10%) und größerem Was-
sersättigungsgrad. Während der Dispersionsverlauf von Gesteinen mit niedrigerem
Wassersättigungsgrad eine deutliche Abweichung von der Idealkurve und dadurch
nur eine schwache Frequenzabhängigkeit im gesamten Frequenzbereich zeigt, zeigt
er mit höherem Wassergehalt eine Ähnlichkeit mit den Idealkurven. Nach Abb. 3.14
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Abbildung 3.15: Absorptionskoeffizient einiger Sande als Funktion der Frequenz
(umgezeichnet nach Turner & Siggins, 1994).
ist festzustellen, daß die Dispersion der Phasengeschwindigkeit im Radarfrequenz-
bereich bei höherem Wassersättigungsgrad nicht vernachlässigt werden kann.
Als Folge der komplizierten Frequenzabhängigkeit des Absorptionskoeffizienten α
kann auch der Gütefaktor Q frequenzabhängig sein. Inwieweit die Frequenzabhängig-
keit des Gütefaktors Q von der Linearität abweicht, wird im Folgenden diskutiert.
Die Abbildungen 3.15 und 3.16 zeigen zunächst die Dispersion der Absorptions-
koeffizienten für einige Sande bzw. für einige Gesteine. Es ist erkennbar, daß die
Dispersionskurven nur quasilinear sind. Wenn die Dispersionskurve nur quasilinear
ist, gilt die lineare Beschreibung nur für einen bestimmten Frequenzbereich. Für
den Fall des Georadars, dessen Frequenz zwischen 10 und 1000 MHz liegen, ist eine
Sekantenapproximation am zweckmäßigsten. Dadurch kann ein frequenzunabhängi-
ger Gütefaktor Q aus dem Anstieg des linearen Zusammenhanges zwischen dem
Absorptionskoeffizienten und der Frequenz definiert werden.
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Abbildung 3.16: Absorptionskoeffizient einiger Gesteine als Funktion der Frequenz
(umgezeichnet nach Turner & Siggins, 1994).
3.5 Impulsantwort
Die Ausbreitung elektromagnetischer Wellen in einem Medium kann als ein lineares
System betrachtet werden. Abb. (3.17) faßt die Verknüpfungsbeziehungen dieses
Systems zusammen. Das Medium wird durch eine Impulsantwort g(t) oder ihre
Übertragungsfunktion G(ω) charakterisiert. Das Ausgangssignal y(t) ergibt sich aus
einer Faltung zwischen dem Eingangssignal x(t) und der Impulsantwort g(t). Die





Wenn keine Absorption vorliegt, kann y(t) wie folgt geschrieben werden :
y(t) = x(t− z
v
) = x(t− t0) , (3.23)
wobei v und t0 die Ausbreitungsgeschwindigkeit der Welle bzw. die Laufzeit sind.
Nach dem Verschiebungssatz der Fouriertransformation unterscheiden sich beide
Fouriertransformierte X(ω) und Y (ω) nur um einen Phasenterm :














Abbildung 3.17: Verknüpfungsbeziehungen bei der Transmission im Zeit- (oben)
bzw. im Frequenzbereich (unten)
Das Spektrum des Ausgangssignal ergibt sich aus einer Multiplikation zwischen dem
Spektrum des Eingangssignals und der Übertragungsfunktion :
Y (ω) = X(ω) · G(ω) . (3.25)
Für die Übertragungsfunktion ergibt sich :
G(ω) = e−iωt0 . (3.26)
Für ein absorbierendes Medium muß die Übertragunsfunktion einen Dämpfungsterm




2Q · e−iωt0 . (3.27)






2 + (t− t0)2
. (3.28)
Aus dem Verlauf der Impulsantwort in Abb. 3.18 ist festzustellen, daß es sich
dabei um eine Lorentzkurve handelt, deren Maximum bei t = t0 liegt und symme-
trisch dazu zu früheren und späteren Zeiten abfällt. Die Ausbreitung elektromagne-
tischer Wellen muß aber durch einen physikalisch realisierbaren Vorgang beschrieben
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 = 900 MHz, t
0
 = 15 ns, Q = 7















Abbildung 3.18: Impulsantwort ohne bzw. mit Dispersion
werden, wobei das Kausalitätsprinzip gilt. Deshalb muß für t < 0 die Impulsant-
wortfunktion verschwinden. Das verlangt eine Korrektur von Gl. (3.27). Dies wird
erreicht durch Einführung einer Geschwindigkeitsdispersion in (3.27), wobei höhere
Frequenzen schneller laufen als niedrigere (vgl. Doan, 1994). Für die mathemati-
sche Beschreibung dieses unterlinearen Dispersionsverlaufes gibt es eine Reihe un-
terschiedliche Ansätze. In der vorliegenden Arbeit wird die Dispersionsbeziehung





































G(ω, t0) = A(ω, t0) ejP (ω,t0) (3.32)
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mit
A(ω, t0) = e
−ωt02Q (Amplitudenspektrum) (3.33)
P (ω, t0) = −ωt0 − φ(ω, t0) (Phasenspektrum) (3.34)







Die Bezugsfrequenz ω0 tritt nur im Phasenspektrum auf und wird in dieser Arbeit
zweckmäßigerweise der NYQUIST-Frequenz gleichgesetzt : ω0 = ωNY . Damit ergibt
sich schließlich für die Übertragungsfunktion des absorbierenden, dispersionsbehaf-



















In Gl. (3.37)) stellt der erste Term den Dämpfungsfaktor, der zweite Term den
Laufzeitfaktor und der dritte Term den Dispersionsfaktor dar. Abb. (3.19) zeigt
den Einfluß des Gütefaktors Q auf die Verläufe des Amplituden- bzw. Phasenspek-
trums sowie die Impulsantwort. Insbesondere erkennt man die mit abnehmendem Q




































































































Abbildung 3.19: Übertragungsterme (Amplitudenspektrum (a) und Phasenspek-
trum (b) sowie Impulsantwort (c); Parameter = Gütefaktor Q; Modelvorgaben:
t0 = 6ns, ω0 = ωNY und fc = 900 MHz.
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3.6 Konstant-Q-Modell und Geschwindigkeitsdi-
spersion v(f )
Absorption und Dispersion sind über den Gütefaktor miteinander verknüpft. Hier
werden die theoretischen Überlegungen nach Bano (1996), die auf der komplexen
Dielektrizitätszahl nach dem Modell von Jonscher (1977) basieren, erläutert.
Das Modell eines konstanten Q-Wertes bedeutet, daß Realteil und Imaginärteil
der Dielektrizitätszahl die gleiche Tendenz der Frequenzabhängigkeit aufweisen müs-
sen. Es ist deshalb gerechtfertigt, eine komplexe Dielektrizitätszahl zu bilden, deren
Real- und Imaginärteil über der Peak-Frequenz in doppelt-logarithmischer Darstel-
lung als zwei parallele Geraden erscheinen, wie in der Abb. 3.12 dargestellt wird.
Betrachtet man für das JONSCHER-Modell nach Gl. (3.21) nur die positiven Fre-













































Gl. (3.39) beschreibt ein frequenzabhängiges Q.






























Für eine schwache Dämpfung oder ein großes Q (n ≈ 1) ist die Abhängigkeit des
Q von der Frequenz zu vernachlässigen. Gl. (3.41) kann dann angenähert wie folgt










Gleichung (3.42) besitzt nun die gleiche Form wie die Näherung eines konstanten Q
für elastische Wellen nach Kjartansson (1979).




































Unter der Annahme der schwachen Dämpfung kann der Tangens in Gl. (3.40) mit





≈ π2 (1−n)). Gl. (3.40) wird
dann zu
1− n ≈ 2
πQ0
. (3.46)


























− . . . (3.47)
Einsetzen von Gl. (3.42) und (3.47) in Gl.(3.45) und Vernachlässigung aller Ter-
me zweiter und höherer Ordnung der 1/Q0, und die Benutzung zweier Terme der












































wobei β = ω/v(ω) ist .
Gl. (3.50) entspricht den Dispersiongesetz der Geschwindigkeit nach Futterman
(1962) für die elastische Welle. Gl. (3.50) und (3.51) beschreiben den Zusammenhang




Die Wirkung von Absorption und Dispersion läßt sich am besten an Modellsignalen
studieren. Zunächst wird das Problem der Signalschätzung für ein Modellsignal,
mit dem später synthetische Impulsantworten abgefaltet werden können, behandelt.
Danach wird eine Vorwärtsmodellierung durchgeführt. Abschließend wird ein Ansatz
für die Inversion von Transmissionsdaten mit Anwendung der sogenannten inversen
dispersiven Filter vorgestellt.
4.1 Gewinnung des Modellsignals
Zur Ermittlung eines repräsentativen Modellsignals sind aus der Seismik bekannte
Verfahren der Signalschätzung wenig geeignet, da die Signalschätzung aus Laufzeit-
registrierungen nur ein bereits beeinflußtes Wavelet liefert. Benötigt wird aber ein
möglichst unbeeinflußtes Quellensignal. Ein solches realitätsnahes Signal kann mit-
tels direkter Messung in Luft gewonnen werden. Abb. 4.1 zeigt die Meßanordnung,
die auf einem freien Parkplatz angewendet wurde. Dabei kamen bistatische Anten-
nen mit 900-MHz- bzw. 450-MHz-Nennfrequenz (fc) und das Meßgerät pulseEKKO-
1000 zum Einsatz. Sende- und Empfangsantennen wurden möglichst hoch gehalten










Abbildung 4.1: Meßanordnung zur Ermittlung des Modellsignals (Quellensignal).
Die Sende- und Empfangsantennen sind senkrecht zur Bewegungsrichtung orientiert.
separieren zu können. Der Abstand zwischen Sende- und Empfangsantenne d wurde
wie folgt variiert : 0,2 m ; 0,4 m ; 0,6 m; 0,8 m; 1,0 m; 1,5 m; 2,0 m; 2,5 m; 3,0 m.
Die tiefpaßgefilterten Signale sind in Abb. 4.2 bzw. 4.3 dargestellt. Die mit jeweils
0, 3 fNY gewählte Grenzfrequenz der Tiefpaßfilterung sichert eine relative Bandbrei-
te von ∆ff0 ≈ 1. Abb. 4.4 zeigt die für d ≥ 1m auf Null-Position zurückgerechneten
Signale der 900-MHz-Antennen. Dabei werden aufgrund der sehr schwachen Dämp-
fung elektromagnetischer Wellen in Luft nur die divergenzbedingten Verluste kom-
pensiert. Die Signalform dieser zurückgerechneten Signale zeigt eine befriedigende
Übereinstimmung, so daß schließlich als Quellensignal für beide Nennfrequenzen das
Signal bei d = 2 m ausgewählt wurde. Bei diesem Abstand ist nur mit einer relativ
geringen gegenseitigen Beeinflussung von Sende- und Empfangsantenne zu rechnen
und die Reflexion von der Erdoberfläche folgt mit 14 ns Laufzeit interferenzfrei hin-
ter dem Transmissionssignal. Abb. 4.5 verdeutlich die Äquivalenz der Signalform
beider Modellsignale. Das Amplitudenniveau verhält sich wie 3 : 2.
Zum Vergleich wird hier die analytische Funktion nach Arcone (1991) zur Be-
schreibung eines GPR-Modellsignals gegenübergestellt :
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Abbildung 4.2: Gemessene Transmissionssignale aus Messungen in Luft mit Varia-
tion des Abstandes zwischen Sende- und Empfangsantenne d; fc = 900 MHz









d = 0,4 m
 
Laufzeit (ns)
Abbildung 4.3: Gemessene Transmissionssignale aus Messungen in Luft mit Varia-
tion des Abstandes zwischen Sende- und Empfangsantenne d; fc = 450 MHz
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Abbildung 4.4: Auf Null-Position zurückgerechneten Transmissionssignale bei 900-
MHz-Nennfrequenz










Abbildung 4.5: Bei d = 2 m extrahierte Quellensignale für die Nennfrequenz 450
MHz (links) und 900 MHz (rechts)
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Abbildung 4.6: Analytisches Signal nach Arcone (1991) (links) und zugehöriges Fre-
quenzspektrum bei 900-MHz-Nennfrequenz (rechts)
u(t) ist die Stufenfunktion, mit welcher die modulierte Nennfrequenz ωc ein - und
nach 3 Zyklen ausgeschaltet wird. Durch die Quadrierung und die Phasenverschie-
bung im Modulationsterm kann die Signalform modifiziert werden. Abbildung (4.6)
stellt das analytische Signal für 900-MHz-Nennfrequenz und das zugehörige Ampli-
tudenspektrum dar. Das Signal hat eine Periodenlänge T = 2πωc = 1, 11 ns und eine
Gesamtdauer von 3,0 ns. Aus dem Vergleich zwischen dem theoretischen Signal nach
Arcone (1991) und dem empirisch aus Luftmessungen ermittelten Signal (Abb. 4.7)
sieht man, daß das analytische Signal nach Arcone bis auf eine Zeitverschiebung ∆t
mit dem empirisch aus Luftmessungen ermittelten Signal sehr gut übereinstimmt.
Wenn die Peak-Frequenz des Luftsignals für die Erzeugung des analytischen Sig-
nals (fpeak = 781, 24 MHz) benutzt wird, verbessert sich das Ergebnis, das in der
Abbildung 4.8 dargestellt wird. Die Zeitverschiebung ∆t wird deutlich kleiner als
die in der Abbildung 4.7. Weil in dieser Untersuchung ein möglichst realitätsna-
hes Signal benutzt werden sollte, wird das Signal nach Arcone nicht angewendet.
Dieses berücksichtigt nicht den Typ der benuzten Antenne. Allerdings bietet es auf-
grund der kleineren Zeitverschiebung im Vergleich mit dem Luftsignal die Möglich-
keit zum Einsatz in der Modellierung mit beliebigen Frequenzen. Auch das Problem
der Richtcharakteristik muß in Betracht gezogen werden. Aus der Meßanordnung
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Abbildung 4.7: Vergleich zwischen dem analytischen Signal nach Arcone (1991)
(fpeak = 900 MHz) und einem empirisch aus Luftmessungen ermittelten Signal bei
900-MHz-Nennfrequenz (fpeak = 781, 24 MHz)
und den Winkelabhängigen Transmissionssignalen nach Abb. 4.9 ist festzustellen,
daß die aufgenommenen Daten eine Abweichung zur Theorie aufzuweisen (Jiao et
al., 2000). Bei einem Winkel von 90o zwischen Sende- und Empfangsdipol sollte theo-
retisch kein Signal mehr gemessen werden. Praktisch geht die elektrische Feldstärke
aber nicht bis auf Null zurück. Das bedeutet, daß auch bei großem Einfallswinkel
noch merkliche Transmissionssignale gemessen werden können.
Bei der praktischen Analyse von Transmissionssignalen entsteht die Frage, ob
ein verkürztes Signal eine brauchbare Parameterschätzung liefert. Abb. 4.10 zeigt
die Reduktion verschiedener Partialsignale auf einen Spike durch Dekonvolution.
Für die Güte der einzelnen Signale und ihren Dekonvolutionsspike werden folgende
Kriterien benutzt :




























Abbildung 4.8: Vergleich zwischen dem analytischen Signal nach Arcone (1991)
(fpeak = 781, 24 MHz) und einem empirisch aus Luftmessungen ermittelten Signal
bei 900-MHz-Nennfrequenz ((fpeak = 781, 24 MHz)
Sendeantenne
Empfangsantenne
Abbildung 4.9: Winkelabhängigkeit der gemessenen Transmissionssignale
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Abbildung 4.10: Partialsignale (links) und der Güte der Spike-Dekonvolution
(rechts)
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Dabei sind amax und Ymax die maximale Signalamplitude bzw. die maximale Spike-
amplitude. Nmin ist die Anzahl der minimumphasigen Binome der einzelnen Signalen
bzw. ihres Spikes in der z-Ebene und N die entsprechend Anzahl der gesamten Bi-
nome.
Der Quotient im ersten Kriterium gilt als ein Maß für das vertikale Auflösungs-
vermögen eines Signals Pa (Pa = 2˜∆f = amax
2
E ) nach dem Konzept des Äquiva-
lenzspektrums von Widess (1982). Der Quotient NminN beschreibt den Grad der Mi-
nimumphasigkeit des Signales und der Quotient NutzsignalStörsignal beschreibt die Güte der
Spikedekonvolution. Je länger das benutzte Signal ist, desto kleiner ist seine effektive
Bandbreite und damit auch sein Auflösungsvermögen. Je länger das benutzte Signal
ist, desto größer ist andererseits der Grad der Minimalphasigkeit und somit auch
das Nutz/Störverhältnis des Dekonvolutionsergebnisses. Insbesondere aus letzterem
Kriterium ist zu schließen, daß, je länger das benutzte Signal ist, desto besser ist
das zu erwartende Ergebnis der Parameterschätzung.
4.2 Vorwärtsmodellierung
Die Ausbreitung elektromagnetischer Wellen in einem Medium als lineares System
ist durch die Verknüpfungsbeziehung nach Gl. (4.2) zu beschreiben (s. Abb. 4.11) :
y(t) = x(t) ∗ g(t) . (4.2)
Die Daten für eine entsprechende Modellierung sind in Tabelle 4.1 zusammen-
gefasst. Das Modellsignal A ist das aus Messungen in Luft gewonnene Signal mit
900-MHz-Nennfrequenz, und Modellsignal B ist das mit 450-MHz-Nennfrequenz. Die
















*x(t)                          g(t)          =            y(t)
Abbildung 4.11: Modellvorstellung für die Ausbreitung elektromagnetischer Wellen
in einem Medium als lineares System
Tabelle 4.1: Daten für die Modellierung
Fall Eingangssignal x(t) Laufzeit t0 in ns
1 Modellsignal A (900 MHz) 3
2 Modellsignal A (900 MHz) 6
3 Modellsignal A (900 MHz) 9
4 Modellsignal A (900 MHz) 12
2b Modellsignal B (450 MHz) 6
4b Modellsignal B (450 MHz) 12
Die Übertragungsfunktion nach Gl. (3.37) beschreibt die Filtereigenschaften des
Mediums als Frequenzfilter. parameter sind die Laufzeit t0 und der Gütefaktor Q :







Abb. (4.12) stellt verschiedene Impulsantworten bei gleicher Laufzeit t0 (t0 =
3 ns) dar. Aus der Abbildung erkennt man, daß für kleine Q (große Dämpfung)
die Impulsantwort kleiner und breiter wird. Eine kleinere Impulsantwort bedeutet,
daß mehr Energie absorbiert worden ist. Eine breitere Impulsantwort bedeutet, daß
mehr Zeit gebraucht wird, um die Energie der elektromagnetischen Wellen zu über-
tragen. Das bedeutet auch, daß die Hauptenergie später übertragen wird.
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Abbildung 4.12: Impulsantworten bei gleicher Laufzeit t0 (t0 = 3 ns) mit Variation
der Q-Werte
Abb. (4.13) stellt die Ausgangssignale und ihre zugehörigen Frequenzspektren bei
gleicher Laufzeit t0 (t0 = 3 ns), aber mit unterschiedlichem Q dar. Mit abnehmen-
dem Q-Wert wird das Ausgangssignal kleiner und breiter. Die Peak-Frequenz nimmt
ab und wird zu niedrigeren Frequenzen hin verschoben. Das gleiche gilt für Impul-
santworten bzw. Ausgangssignale bei gleichem Q-Wert (Q = 50) mit Zunahme der
Laufzeit t0 (s. Abb. 4.14 und 4.15 ). Mit zunehmender Laufzeit t0 wird die Im-
pulsantwort kleiner und breiter. Das bedeutet, eine elektromagnetische Welle wird
bei gleichem Q um so mehr gedämpft, je länger sie sich im Medium ausbreitet.
Die übertragbare Energie ist kleiner, und die Hauptenergie wird später übertragen.
Mit zunehmender Laufzeit t0 verschiebt sich die Peak-Frequenz hin zu kleineren
Frequenzen.
In den Abbildungen 4.13 und 4.15 werden charakteristische Frequenzparameter
eingetragen : die äquivalente Bandbreite ˜∆f , die Peak-Frequenz fp, die Bandbreite
∆0,7 bei 0,707 maximaler Amplitude und die Bandbreite ∆0,5 bei 0,5 maximaler Am-
plitude. Übereinstimmend zeigt sich, daß, je größer der Q-Wert bei gleicher Laufzeit
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Abbildung 4.13: Ausgangssignale (links) und zugehörige Frequenzspektren bei glei-
cher Laufzeit t0 (t0 = 3 ns) mit Variation der Q-Werte
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Abbildung 4.14: Impulsantworten bei gleichem Q-Wert (Q = 50) mit Variation der
Laufzeit t0
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Abbildung 4.15: Ausgangssignale (links) und zugehörige Frequenzspektren bei glei-
chem Q-Wert (Q = 50) mit Variation der Laufzeit t0
bzw. je größer die Laufzeit bei gleichem Q ist, desto kleiner ist die entsprechende
Bandbreite bzw. Peak-Frequenz.
4.3 Inversion von Transmissionsdaten
Mittels Vorwärtsmodellierung ließ sich der Einfluß der Laufzeitverzögerung und des
Gütefaktors auf das Ausgangssignal erklären. In der Praxis trifft man auf das in-
verse Problem zur Rückgewinnung der Impulsantwort aus den gemessenen Signalen
mittels Dekonvolution. Im nächsten Abschnitt wird das inverse dispersive Filter,
welcher der Verbesserung des Dekonvolutionsergebnisses dient, erläutert.
4.3.1 Inverses Dispersives Filter
Nach der Dipoltheorie von Robinson (1967) kann man sich jedes Signal durch Fal-
tung von vielen Elementarsignalen, sogenannten Binomen, entstanden denken, wobei
man zwischen minimum- und maximumphasigen Binomen zu unterscheiden hat.
Ein dispersives Filter ist ein Filter, das minimumphasige Binome (1, ci) in maxi-
mumphasige Binome (c∗, 1) konvertiert. In der z-Ebene lässt sich das dispersive
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N steht für den Grad des Filters, und c∗ ist die konjugiert komplexe Zahl von c. Ein





Die Wirkungsweise des ID-Filters besteht darin, daß maximumphasige Binome ei-
nes Signales durch entsprechende minimumphasige ersetzt bzw. Nullstellen der Z-
Transformierten des Signales innerhalb des Einheitskreises an Orte außerhalb des
Einheitskreises transformiert werden.
Das Prinzip der ID-Filterung kann folgendermaßen dargestellt werden :
yt ∗ ∆t ∗ vt = w . (4.6)
In der z-Ebene kann man die Gl. (4.6) wie folgt darstellen :
Y (z) • ∆(z) • V (z) −→ W (z)
Y(z) ist ein Signal, ∆(z) ist ein inverses dispersives Filter und V (z) steht für ein
reines Verzögerungsfilter zur Beseitigung der vorausgreifenden Komponenten von
∆t. Der Filteroperator eines inversen Filters ist durch entsprechende Rücktransfor-




Der Prozeß zur Rückgewinnung von gt in Gl. (4.2) wird Dekonvolution gennant.




∗ gt = bt ∗ yt (4.7)
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und daraus die Impulsantwort :
gt1 ∼= bt ∗ yt . (4.8)
gt1 kann optimal zurückgewonnen werden, wenn bt ∗ xt = δt . Diese Delta-Funktion
kann nur gewährleistet werden, wenn das Signal xt minimumphasig ist (Robinson,
1967).
Das Einwirken eines ID-Filter auf die δt1 dient dem Ziel, die Minimumphasigkeit des
Signals zu erreichen :
∆t ∗ bt ∗ xt
︸ ︷︷ ︸
δt2
∗ gt = ∆t ∗ bt ∗ yt . (4.9)
Man erhält :
gt2 ∼= ∆t ∗ bt ∗ yt . (4.10)
Es ist effektiver, die Maximumphasenanteile des Signals durch direkte Einwirkung
des inversen dispersiven Filteroperators auf das gemischtphasige Wavelet zu besei-
tigen als durch Einwirkung auf das berechnete bt ∗ xt :
∆t ∗ xt
︸ ︷︷ ︸
∗ gt = ∆t ∗ yt , (4.11)
xt min ∗ gt = ∆t ∗ yt , (4.12)
bt min ∗ xt min
︸ ︷︷ ︸
δt3
∗ gt = bt min ∗ ∆t ∗ yt , (4.13)
gt3 ∼= bt min ∗ ∆t ∗ yt . (4.14)
Abb. 4.16 und 4.17 zeigen Beispiele der Anwendung des inversen dispersiven
Filters auf synthetische Daten. Für Q = 10 werden die Impulsantworten zurückge-
wonnen. Wenn wir das vollständige 5-phasige Modellsignal benutzen, erhalten wir
die Impulsantwort, die in Abb. 4.16 dargestellt wird. Wenn nur das 3-phasige Signal
berücksichtigt wird, erhalten wir die in der Abb. 4.17 dargestellte Impulsantwort. Die
Impulsantworten ohne Anwendung des ID-Filter werden nach Gl. (4.8) berechnet
und die Impulsantworten mit Anwendung des ID-Filter nach Gl. (4.14) berechnet.
Die Anwendung des ID-Filter auf die Daten verbessert deutlich die Ergebnisse der
-56-










 ohne IDF (5ph)







Abbildung 4.16: Zurückgewonnene Impulsantworten unter Berücksichtigung eines
5-phasigen Signales










 ohne IDF (3ph)







Abbildung 4.17: Zurückgewonnene Impulsantworten unter Berücksichtigung eines
3-phasigen Signales
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Dekonvolution und damit die Rückgewinnung der Impulsantwort. Mit Anwendung
des ID-Filter werden die Nebenimpulse besser unterdrückt werden als ohne Anwen-
dung des Filter. Wenn nur ein Partialsignal benutzt wird, wird das Ergebnis schlech-
ter. Deshalb ist empfehlenswert, ein vollständiges 5-phasiges Signal statt Partialsig-
nale anzuwenden, um eine optimale Dekonvolution zu erzielen und möglicherweise




In diesem Kapitel werden kurz einige Methoden zur Q-Ermittlung diskutiert. Da-
nach wird eine neue Methode zur Schätzung von Q vorgeschlagen und ein Vergleich
mit der sogenannten Spektrendivisionsmethode auf der Basis von Modellrechnung
durchgeführt. Anschließend wird ein neuer Ansatz der neu gewonnennen Metho-
de zur tomographischen Rekonstruktion der Q-Verteilung vorgeschlagen und die
Ergebnisse mit der sogenannten Centroid-Frequency Downshift-Methode (CFDS-
Methode) verglichen.
5.1 Einige Methoden zur Q-Ermittlung
Bei einem linearen System (Abb. 5.1) ergibt sich das Ausgangssignal aus einer Fal-
tung zwischen Eingangssignal und einer entsprechenden Impulsantwort. Im Fre-
quenzbereich berechnet sich das Spektrum des Ausgangssignales aus einer Multi-
plikation zwischen dem Spektrum des Eingangssignales und einer entsprechenden
Übertragungsfunktion. Aus dem Vergleich beider Signale bzw. Frequenzspektren
läßt sich der Q-Faktor, der die Ausbreitung der Wellen charakterisiert, ermitteln.
Die einfachste Methode zur Q-Ermittlung ist die sogenannte Amplitudenverfalls-















Abbildung 5.1: Schematische Darstellung für die Ausbreitung der elektromagneti-
schen Wellen in einem Medium als lineares System im Zeitbereich (oben) und im
Frequenzbereich (unten)















mit f als der dominanten Frequenz und t0 = t2−t1 als Laufzeit. a(x1) und a(x2) sind
die Signalamplituden bei x1 bzw. x2. Diese Methode hat aber den Nachteil, daß sie
nur bei vorhandenen wahren Amplituden anwendbar ist. Die dominante Frequenz
oder Scheinfrequenz stellt uns eine Schätzgröße dar.
Engelhard (1996) hat eine Methode zur Q-Ermittlung vorgeschlagen, die auf der
Analyse seismischer Komplexspuren basiert. Für zwei unterschiedliche Abstände
x1 und x2 bzw. für die Zeiten t1 = x1/v und t2 = x2/v läßt sich Q mittels des












f1(T ) + f2(T )
2
(5.2)
mit T als interner Zeit, t0 als Laufzeit und G als Divergenz. Die interne Zeit ist de-
finiert als die Länge des ausgewählten Signals. Trotz der Anwendung im Zeitbereich
zeigt diese Methode Ähnlichkeiten mit der Spektrendivisionsmethode, die erst im
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folgenden Abschnitt erklärt wird. Die Bestimmung der internen Zeiten ist aufgrund
von Dispersion problematisch (Ding, 1991).
Eine andere Methode ist die Wavelet-Modellierungsmethode, die von Jannsen et
al. (1985) vorgeschlagen wurde. Das aufgenommene Signal wird mit einem syn-
thetischen Signal verglichen. Unter Verwendung des Laufzeitunterschiedes und der
Dispersionsbeziehung wird ein Referenzsignal im Abstand x1 mit variierendem Q
synthetisch modifiziert, bis eine optimale Anpassung an das aufgenommene Signal
im Abstand x2 erreicht (Tonn, 1991) ist. Dieser Vergleich kann entweder mit Hilfe
der L1-Norm oder der L2-Norm ausgeführt werden.
Eine ähnliche Methode wird von Bano (1996) vorgeschlagen. Deren Unterschied zur
vorhergehenden Methode liegt in der Arbeitsmethode zur Modellierung des theore-
tisch gedämpften Signals. Für eine gedämpfte Welle wird die Dielektrizitätszahl als
eine komplexe Potenz-Funktion der Frequenz betrachtet.
Die wahrscheinlich bekannteste Methode zur Q-Ermittlung im Frequenzbereich ist
die sogenannte Spektrendivisionsmethode. Diese Methode wird im nächsten Ab-
schnitt erläutert.
Einen Vergleich einiger Methoden zur Q-Ermittlung findet man in Tonn (1991).
An VSP-Daten (vertikale seismische Profilierung) wurden 10 verschiedene Methoden
untersucht. Es hat sich gezeigt, daß es keine Methode gibt, die in jedem Fall ein
hervorragendes Ergebnis liefert. Wenn wahre Amplituden vorhanden sind, ist das
nach der Methode des analytischen Signales ermittelte Q zuverlässig. Wenn keine
wahren Amplituden vorhanden sind, zeigt die Spektrendivisionsmethode die besten
Ergebnisse. Im rauschfreien Fall eignet sich die Spektrendivisionsmethode am bes-
ten. Wenn Rauschen auftritt, zeigen sowohl die Spektrendivisionsmethode als auch
die Spektralmodellierung nur mittelmäßige Ergebnisse. Darüber hinaus soll eine neue
Methode zur Q-Ermittlung vorgeschlagen werden, die sowohl im rauschfreien als
auch im rauschbehafteten Fall ein gutes Ergebnis liefern kann.
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5.2 Spektrendivisionsmethode
Mit dieser am meisten verwendeten Methode werden die Absorptionseffekte im Fre-
quenzbereich bestimmt. Sie beruht auf der Bildung des Amplitudenspektrenquo-
tienten zweier Signale. Diese Methode wurden in den Arbeiten von Doan (1984)
ausführlich beschrieben. Deshalb soll dieses Verfahren hier nur kurz erläutert und
direkt für den Fall transmittierter Signale beschrieben.
Das Ausgangssignal y(t) ergibt sich aus einer Faltung zwischen Eingangssignal x(t)
und einer entsprechenden Impulsantwort g(t) :
y(t) = x(t) ∗ g(t) (5.3)
und im Frequenzbereich :
Y (f) = X(f) · G(f) . (5.4)
Bildet man den Quotienten der Amplitudenspektren beider Signale und loga-
rithmiert diesen, ergibt sich der Quotient entsprechend Futtermans Übertragungs-







wobei ∆t der Laufzeitunterschied zwischen y(t) und x(t) ist. Aus der in der Abb.
5.2 dargestellten Steigung der linearen Funktion in Abhängigkeit von der Frequenz
kann bei vorhandenenem Laufzeitunterschied der Gütefaktor Q ermittelt werden. Q
ist umgekehrt proportional zum Winkel φ : tan φ ∝ 1/Q. Ein generelles Problem zur
Q-Ermittlung bei dieser Methode besteht in der Bestimmung des Frequenzintervals.
5.3 Methode der äquivalenten Bandbreite
Ausgehend von der Q-Definition nach Gl. (3.3), die für einen vollen Zyklus eines
sinusförmigen Signal gilt, wird hier eine Methode zur Q-Ermittlung vorgeschlagen,
































Abbildung 5.2: Log —S(f)1/S(f)2— vs. f zur Q-Ermittlung mittels Spektrendivi-
sionsmethode
Gl. (5.6) wurde gegenüber Gl. (3.3) um die Faktoren einer beliebigen Laufzeit t0
und eine geeignet zu wählenden Referenzfrequenz fR erweitert. E1 und E2 entspre-
chend der Energie des ersten Signales (Eingangssignal) bzw. der Energie des zweiten
Signales (Ausgangssignal). Die Gültigkeit von Gl. (5.6) setzt einen Zusammenhang
zwischen der charakteristischen Frequenz eines polychromatischen Signals und der
Referenzfrequenz fR voraus.
5.3.1 Frequenzcharakteristik eines Signals
Das Frequenzspektrum eines Signals ist im allgemeinen durch charakteristische Fre-
quenzparameter zu beschreiben. Im Sinne eines Leistungsdichtespektrums unter-
scheidet man zwischen Center-Frequenz fcenter, spektraler Bandbreite fb und Do-
minanzfrequenz fRMS (Barnes, 1993; Papoulis, 1991). Im Sinne eines Amplituden-
dichtespektrums sind zwei Größen zu unterscheiden : die Centroid-Frequenz fcentroid

































Abbildung 5.3: Charakteristische Frequenzparameter eines GPR-Modellsignals im
Sinne eines Leistungsdichtespektrums (links) und eines Amplitudendichtespektrums
(rechts).
Frequenzbereich ermittelt. Zur Veranschaulichung dient Abbildung 5.3.































mit P(f) als Leistungsdichte.






















mit S(f) als Amplitudendichte.
Die bereits erwähnten Parameter haben im Sinne der Wahrscheinlichkeitstheorie
eine äquivalente Bedeutung. Die Center-Frequenz fcenter bzw. die Centroid-Frequenz
fcentroid sind Mittelwerte eines Spektrums. Die spektrale Bandbreite fb bzw. die Va-
rianz σ sind die Standardabweichungen bezüglich der Durchschnittsfrequenz fcenter
bzw. fcentroid. Die fRMS ist das Moment 2. Ordnung. Alle diesen Größen sind für die
ausführlichen Studien seismischer Daten von besonderer Bedeutung (Barnes, 1993).
5.3.2 Das Konzept der Methode der äquivalenten Bandbrei-
te
Im Gegensatz zu den schon erwähnten Durchschnittsgrößen, die direkt im Frequenz-
bereich ermittelt werden, hat Widess (1982) eine praktisch sehr nützliche Lösung
zur Charakterisierung eines Signalspektrums vorgeschlagen: das äquivalente Recht-
eckspektrum.
Die äquivalente bandbreite ˜∆f eines Signals ist die Breite des äquivalenten
Rechteckspektrums mit der selben Zeitauflösung wie das Ausgangssignal. Nach Wi-













Pa - Auflösungsvermögen ,
am - maximale Signalamplitude ,
E - Signalenergie ,
fm - Mittenfrequenz und


















Abbildung 5.4: Modellsignal bzw. Äquivalenzsignal (links) und zugehörige Ampli-
tudendichtespektren (rechts)
Das Äquivalenzsignal, dessen Spektrum ein Rechteckspektrum darstellt, ist die Spalt-
funktion (sinc-Funktion). Als Äquivalenzkriterien gelten (vgl. Abb. 5.4) :
• gleicher Pa-Wert,
• gleiche maximale Signalamplitude am und
• gleiche Breite W des Zentralimpulses.
Daraus folgt für die obere und untere Grenzfrequenz f1 bzw. f2 :

























Außerdem gilt für den Amplitudendichtewert ˜A des äquivalenten Rechteckspektrums








In Abb. 5.5 sind das GPR-Modellsignal und die charakteristischen Frequenzpa-
rameter zusammengestellt, die sich aus Gl. (5.7) bis (5.11) und (5.12) bis (5.15)
ergeben.
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Abbildung 5.5: GPR-Modellsignal (Nennfrequenz 900 MHz) und zugehörige charak-
teristische Frequenzparameter
5.3.3 Bestimmung der Referenzfrequenz fR
Aus Gl. (5.6) folgt für die Referenzfrequenz :
fR =
Q (1− E2E1 )
2π · t0
. (5.17)
Die Untersuchung der zu ermittelnden Referenzfrequenz erfolgte für alle in Tab.
4.1 zusammengestellten Modellsignale. Für 900-MHz-Nennfrequenz ist das Ergeb-
nis in Abb. 5.6 dargestellt. Je größer das vorgegebene Q ist, desto größer ist die
Referenzfrequenz fR. Je länger sich die Wellen in einem Medium bei konstantem Q
ausbreiten, desto kleiner ist die Referenzfrequenz fR. Abbildung 5.7 zeigt die berech-
neten charakteristischen Frequenzen für Fall 1. Aus der Abbildung ist zu erkennen,
daß der Verlauf der Frequenzen fcenter, fRMS und der Amplitude des Äquivalenzspek-
trums eine stabile und systematische Entwicklung zeigt. Die Kurve der äquivalenten
Bandbreite ˜∆f zeigt für Q ≥ 6 einen stetigen Verlauf. Bei kleineren Werten werden
starke Schwankungen erkennbar. Die anderen Graphen zeigen nicht–stetige Verläufe.
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Abbildung 5.6: Berechnete Referenzfrequenz vs. vorgegebene Q für Fall 1 bis 4.
Eingangsdaten s. Tab. 4.1.










































Abbildung 5.7: Charakteristische Frequenzen für Fall 1. Eingangsdaten s. Tab. 4.1.
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Abbildung 5.8: Zusammenhang zwischen der Referenzfrequenz fR und
fcenter,2/fcenter,1 für vier Fälle. fcenter,2/fcenter,1 ist das Verhältnis zwischen
fcenter des Ausgangssignals und der des Eingangssignals.
Die Abbildungen 5.8 bis 5.10 zeigen den Zusammenhang zwischen der berechne-
ten Referenzfrequenz, den charakteristischen Frequenzen fcenter bzw. fRMS und der
Amplitude des Äquivalenzspektrums. Da die Methode der äquivalenten Bandbrei-
te im Mittelpunkt dieser Arbeit steht, wird hier nur der Zusammenhang zwischen
Referenzfrequenz und den Amplituden des Äquivalenzspektrums berücksichtigt. Es
ist festzustellen, daß aus dem Verlauf der Kurve fR als Funktion von Ã2/Ã1 für die
vier Fälle, die bei der Untersuchungen mit 900-MHz-Nennfrequenz eingesetzt wur-
den, und für die zwei Fälle bei 450-MHz-Nennfrequenz ein Zusammenhang zwischen
beiden Kurven gefunden worden ist (Abb.5.10). Aus dem in Abb. 5.11 dargestellten
Zusammenhang ergibt sich eine Gerade, die fast den Koordinatenursprung (Punkt
0,0) schneidet. Die Gerade wird nach der Methode der kleinsten Fehlerquadrate be-
stimmt. Mit der Güte der Regression R von 0,99791 und der Lage der Gerade zeigt
sich der einfache Zusammenhang. Wie man aus dem Bild sieht, kann eine einfache
Approximation der Abhängigkeit gefunden werden, wobei eine angepaßte Gerade
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Abbildung 5.9: Zusammenhang zwischen der Referenzfrequenz fR und
fRMS,2/fRMS,1 für vier Fälle. fRMS,2/fRMS,1 ist das Verhältnis zwischen fRMS
des Ausgangssignals und der des Eingangssignals.
für den Zusammenhang gebildet wird (fR,450 = 12fR,900).
Für die Bestimmung des Zusammenhanges zwischen der Referenzfrequenz für
die 900-MHz-Nennfrequenz (fR,900) und der Referenzfrequenz für andere Frequenzen
wird das analytische Signal nach Arcone (1991) benutzt. Transmittierte Signale wur-
den mit unterschiedlichen Laufzeiten bzw. Q-Werten für verschiedene Nennfrequen-
zen erzeugt. Daraus wurden die Referenzfrequenzen und das Verhältnis zwischen
den Amplituden der Äquivalenzspektren des Eingangssignals und Ausgangssignals
berechnet und die Ergebnisse in der Abb. 5.12 und 5.13 dargestellt. Aus dem Ver-
gleich der Referenzfrequenzen mit den analytischen Signalen kann folgender linearen





mit fR,fc Referenzfrequenz für eine Nennfrequenz fc. Alle Frequenzen werden in
MHz eingegeben.
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Abbildung 5.10: Zusammenhang zwischen der Referenzfrequenz fR und Ã2/Ã1.
Ã2/Ã1 ist das Verhältnis zwischen der Amplitudendichte des Äquivalenzspektrum
des Ausgangssignales und der des Eingangssignales.

























Abbildung 5.11: Zusammenhang zwischen fR,450 und fR,900. fR,450 = 12 fR,900 .
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Abbildung 5.12: Referenzfrequenz fR vs. Ã2/Ã1 für unterschiedliche Nennfrequenzen
aus analytischen Signalen nach Arcone































Abbildung 5.13: Zusammenhang zwischen fR unterschiedlicher Nennfrequenzen und
fR für 900-MHz-Nennfrequenz fR,900
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5.4 Q-Ermittlung mittels der Methode der äqui-
valenten Bandbreite




· t0 · fR , (5.19)
wobei die Referenzfrequenz fR (in MHz) für Daten aus Messungen mit der 900-
MHz-Antenne benutzt wird (s. Abb. 5.10) :















+ 78, 504 . (5.20)
Für Daten aus Messungen mit der 450-MHz-Antenne gilt (s. auch Abb. 5.10) :















+ 64, 982 . (5.21)
Außerdem kann auch der Zusammenhang zwischen entsprechenden Referenzfrequen-






Das Verfahren zur Q-Ermittlung mittels der Methode der äquivalenten Bandbreite
(ÄBB-Methode) wird hier mit synthetischen Daten, die für die Modellierung im Ka-
pitel 4 erzeugt wurden, getestet. Zum Vergleich wird die Q-Ermittlung mittels der
im Abschnitt 5.2 beschriebenen Spektrendivisionsmethode (SD-Methode) herange-
zogen. Systematische Untersuchungen zur Q-Ermittlung mittels beider Methoden
und der Vergleich der Ergebnisse werden folgendermaßen durchgeführt :
• Q-Ermittlung ohne Rauschen ,
• Q-Ermittlung mit Rauschen ,
• Q-Ermittlung mit Berücksichtigung eines Partialsignals .
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Abbildung 5.14: Analysebeispiel zur Q-Ermittlung mittels der ÄBB-Methode. Bei
vorgegebenem Q=30 liefert die Methode das Ergebnis Q=29,762.
Um Q aus synthetischen Daten, die möglichst realistische Signale darstellen, zu
ermitteln, werden die Daten künstlich verrauscht, wobei ein durch normalverteil-
te Zufallswerte bestimmtes Rauschen verwendet wird. Ein Analysebeispiel zur Q-
Ermittlung mittels der ÄBB-Methode ohne Rauschen wird in Abb. 5.14 dargestellt.
Bei vorgegebenem Q = 30 liefert die Methode ein gutes Ergebnis mit Q = 29, 762.
Das entspricht 0,79% Fehler, der vernachlässigt werden kann. Zur Q-Ermittlung mit-
tels SD-Methode werden zuerst 2 verschiedene Ansätze benutzt : ohne Anwendung
einer Fenster-Funktion und mit Anwendung einer Fenster-Funktion. Als Fenster-
Funktion wird das HAMMING-Fenster eingesetzt. Abb. 5.15 zeigt ein Analysebei-
spiel zur Q-Ermittlung mittels der SD-Methode. Bei vorgegebenem Q=30 liefert die
-74-
Abbildung 5.15: Analysebeispiel zur Q-Ermittlung mittels der SD-Methode. Bei
vorgegebenem Q=30 werden 2 verschiedene Ergebnisse geliefert. Das Ergebnis ohne
Anwendung einer Fenster-Funktion ist besser als das mit Anwendung einer Fenster-
Funktion.
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Abbildung 5.16: Analysebeispiel zur Q-Ermittlung mittels der ÄBB-Methode bei
vorhandenem Rauschen. Bei vorgegebenem Q=30 liefert die Methode bei Rausch-
faktor NF=0,3 das Ergebnis Q=30,873.
Methode ohne Anwendung der Fenster-Funktion das Ergebnis Q=33,199. Dies ent-
spricht +10,66% Fehler. Dagegen liefert die Methode bei Anwendung einer Fenster-
Funktion ein mit 166,88% Fehler behaftetes Ergebnis (Q=56,066). Dies bestätigt
die Untersuchungen von Sams & Goldberg (1990), daß die Anwendung der Me-
thode ohne Fenster-Funktion ein besseres Ergebnis liefert als die Anwendung mit
Fenster-Funktion. Deswegen wird weiterhin die SD-Methode ohne Anwendung einer
Fenster-Funktion zur Q-Ermittlung verwendet.
Abb. 5.16 zeigt ein Analysebeispiel zur Q-Ermittlung mittels der ÄBB-Methode
bei vorhandenem Rauschen (Rauschfaktor NF=0,300). Bei vorgegebenem Q=30 lie-
fert die Methode das Ergebnis Q=30,873 (Fehler 2,91%). Dagegen liefert die SD-
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Abbildung 5.17: Analysebeispiel zur Q-Ermittlung mittels der SD-Methode bei vor-
handenem Rauschen. Bei vorgegebenem Q=30 liefert die Methode mit Rauschfaktor
NF=0,3 die Ergebnisse Q=33,199 (ohne Rauschen) und Q=20,419 (Rauschfaktor
0,3).
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Abbildung 5.18: Verhältnis zwischen berechnetem Q und vorgegebenem Q aus syn-
thetischen Transmissionssignalen (t0=4 ns; Q beliebig zwischen 3 und 50; beliebiges
GPR-Signal als Eingangssignal)
Methode das schlechtere Ergebnis (s. Abb. 5.17). Bei vorgegebenem Q=30 wird
ein Ergebnis Q=20,419 errechnet (Fehler 41,90%). In der Abb. 5.17 wird auch das
Ergebnis ohne Rauschen zum Vergleich dargestellt.
Die Potenzreihen zur Bestimmung der Referenzfrequenz fR nach (5.20) und
(5.21) wurden aus synthetischen Transmissiondaten unter Benutzung eines empi-
risch gewonnenen Signals als Modellsignal gewonnen. Untersuchungen mit einem
beliebigen Signal zeigen jedoch die Gültigkeit der Formel zur Q-Ermittlung im all-
gemeinen Fall ohne Modellsignal (Abb. 5.18). Bei beliebigem Q-Wert (hier von 3 bis
50) können mit Hilfe der ÄBB-Methode gute Q-Schätzungen erhalten werden. Die
vorgegebenen Q-Werte und die berechneten Q-Werte stimmen sehr gut überein.
Das Ergebnis der Berechnungen mit beiden Methoden bei beliebigen Q-Werten
wird in Abb. 5.19 dargestellt. Es ist festzustellen, das die ÄBB-Methode besse-
re Ergebnisse liefert als die SD-Methode. Mit Anwendung einer Fenster-Funktion
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Abbildung 5.19: Verhältnis zwischen berechnetem Q und vorgegebenem Q für Fall 1.
Ohne Rauschen ist das Ergebnis der beiden Methode identisch. Die ÄBB-Methode
liefert das beste Ergebnis.
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Abbildung 5.20: Verhältnis zwischen berechnetem Q und vorgegebenem Q für den
Fall 1 mit Rauschen (NF=Rauschfaktor)
erhält man mit der SD-Methode die schlechtesten Ergebnisse. Das Ergebnis mit der
ÄBB-Methode liegt innerhalb der 10% Fehler-Grenze. Bei der SD-Methode liegt
das Ergebnis bei höheren Q-Werten in der Nähe der 10% Fehler-Grenzen, aber bei
kleineren Q-Werten überspringt das Ergebnis diese Grenze.
Für den Fall, daß Rauschen vorhanden ist, ergeben sich schlechtere Ergebnisse,
wie aus Abb. 5.20 zu entnehmen ist. Mit zunehmendem Noise-Faktor verschlechtern
sich die mittels der SD-Methode berechneten Q-Werte schneller als die mittels der
ÄBB-Methode bestimmten Werte. Das bedeutet, daß die ÄBB-Methode im Ver-
gleich zur SD-Methode unempfindlicher ist gegenüber Rauschen.
Für den Fall, daß nur ein Partialsignal genutzt wird, verschlechtern sich die
Ergebnisse mittels der SD-Methode schneller als die mittels der ÄBB-Methode. Das
zeigt nochmal die bessere Eignung der ÄBB-Methode zur Q-Ermittlung im Vergleich
zur SD-Methode (s. Abb. 5.21).
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Abbildung 5.22: Strahlenweg R von Sender S bis zum Empfänger E. Oben ist das in
Zellen zerlegte Medium und unten das entsprechende Äquivalenzmedium dargestellt.
5.5 Rekonstruktion der Q-Verteilung mittels To-
mographie
5.5.1 Einleitung
Es soll hier der Algorithmus zur tomographischen Rekonstruktion der Geschwindig-
keit v bzw. des Gütefaktors Q dargestellt werden. Zur Realisierung dieses Algorith-
mus wird in dieser Arbeit das Tomographie-Programm Migratom des US Bureau of
Mine verwendet.
5.5.2 Laufzeit-Tomographie
Ziel ist hier die Verteilung der Geschwindigkeit abzuschätzen. Für jede Empfänger-
Position E (Abbildung 5.22) spiegelt die gemessene Laufzeit die durchschnittliche
Geschwindigkeit der elektromagnetischen Welle längst eines Strahlenwegs von Sen-











p · dr (5.23)
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mit dr und p als Strahlenweg-Inkrement bzw. Langsamheit (Kehrwert der Geschwin-
digkeit). Mit Annäherung der kontinuierlichen Funktion an p bzw. v als eine Summe







i (i = 1 · · N) , (5.24)
mit i als Strahlenweg und j als Zelle. Die näherungsweise Lösung des überbestimm-
ten Gleichungssystems (5.24) liefert schließlich eine Schätzung der Geschwindigkeits-
verteilung.
5.5.3 Dämpfungstomographie
Unter Annahme eines linearen Systems der Wellenausbreitung wird ein Ausgangs-
signal als eine Faltung zwischen einem Eingangssignals und einer entsprechenden
Impulsantwort geschrieben (s. Abb. 5.1):
x(t) ∗ g(t) = y(t) . (5.25)
Im Frequenzbereich wird Gl. (5.25) geschrieben :

























Gl. (5.29) gilt als Grundgleichung für die Dämpfungstomographie.
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5.5.4 Centroid Frequency Downshift-Methode
Nach dieser Methode wird angenommen, daß sowohl das Amplitudenspektrum des
Eingangssignals X(f) als auch das des Ausgangssignals Y (f) gaussverteilt sind.








































fceo,S − f iceo,E
σ2S
. (5.35)









fceo,S − f iceo,E
σ2S
. (5.36)
Sind die Centroid-Frequenzen und die Sender-Empfänger-Positionen gegeben, ist
der normierte Absorptionskoeffizient jeder einzelner Zelle α0j zu bestimmen. Das Q






5.5.5 Methode der äquivalenten Bandbreite
Bei dieser Methode wird keine Annahme über die Form des Amplitudenspektrum
benötigt. Unter Anwendung des Äquivalenzmediums (s. Anhang B) läßt sich Gl.




α0 · dr = α̃0 · R (5.38)
mit α̃0 als der normierte Absorptionskoeffizient des Äquivalenzmediums (s. Abb.

















Im Sinne des Äquivalenzspektrums mit Anwendung eines Äquivalenzmediums










· t0 · fR . (5.41)
Die Referenzfrequenz fR wird ermittelt gemäß Gl. (5.20). In diskreter Form ist





















Das Q einzelner Zelle ist dann mit Gl. (5.37) zu ermitteln.
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5.6 Sensitivität der Q-Ermittlung
Das Dämpfungsmodell wird oft als ein minimumphasiger Filter modelliert, das vom
Q-Faktor des Materials und der Bezugsfrequenz ω0 abhängig ist (Duren & Tran-
tham, 1997). Die Dämpfung verursacht große Verluste in den höheren Frequenzen
des Signals. Dispersion ist eng mit der Dämpfung verbunden. Es entsteht die For-
derung, den Dispersionseffekt zu beseitigen. Die Dispersion kann optimal beseitigt
werden, wenn der Q-Wert genau bekannt ist. Duren & Trantham (1997) haben un-
tersucht, inwieweit die Genauigkeit der Q-Schätzung einen Einfluß auf die Fehler
der Dispersion hat.
Den dritten Term in der Gl. (3.37) nennt man Dispersionsfaktor. Die Dispersions-









Gl. (5.44), welche auch schon im Kapitel 3 dargestellt und im Kapitel 4 benutzt
wurde, zeigt, daß schwache Dispersion existiert falls Q groß ist. Kleines Q bewirkt
größere Dispersion.
Die ermittelten Q-Werte beinhalten Fehler der Q-Ermittlung ∆Q
Q = Qwahr + ∆Q (5.45)
mit Qwahr als wahres Q. Das bedeutet, daß es Fehler ∆γ(ω) in der geschätzten
Dispersion gibt
γ(ω) = γwahr(ω) + ∆γ(ω) (5.46)
mit γ als die geschätzte Dispersion und γwahr als die wahre Dispersion. Aus den
Gleichungen (5.44), (5.45) und (5.46) läßt sich die Formel für den Dispersionsfehler
ableiten :





























Abbildung 5.23: Verhältnis zwischen dem Phasenfehler und der wahren Dispersion,
abgebildet als Funktion des Fehlers der Q-Schätzung (umgezeichnet nach Duren &
Trantham, 1997).
Aus Gl. (5.47) folgt, daß der Fehler in der Dispersionsschätzung von der wahren
Dispersion und einem Faktor e(∆Q/Qwahr), der aus dem Fehler in der Q-Schätzung
bestimmt wird, abhängt.
Wenn wir den Fehler in der Phase betrachten, haben wir den Phasenfehler ϑ :






Gl (5.49) zeigt, daß der Phasenfehler sich aus Multiplikation zwischen der wahren
Dispersion und dem Faktor e(∆Q/Qwahr) ergibt. Eine Überprüfung mit Hilfe von
Gleichungen (5.49) und (5.48) hat ergeben, daß der Phasenfehler die wahre Dispersi-
on approximiert, wenn ∆Q/Qwahr →∞. Falls wir Q überschätzen, haben wir einen
Phasenfehler, der niemals größer ist als die wahre Dispersion. Abbildung 5.23 zeigt
e(∆Q/Qwahr) als Funktion der Fehler in der Q-Schätzung. Bei -10% Fehler in der
Q-Schätzung liegt der Phasenfehler bei 11,11% und bei +10% Fehler bei 9,2% der
wahren Dispersion. Daraus ist zu schliessen, daß es besser ist, Q etwas höher als zu
niedrig zu schätzen.
Kapitel 6
Untersuchungen an realen Daten
Die Tauglichkeit der neu gewonnenen Methode der äquivalenten Bandbreite (ÄBB-
Methode) wurde an realen Daten getestet. Zwei Messdaten-Sätze standen dafür zur
Verfügung : Durchstrahlungsmessungen an anstehendem Gneis im Schacht Reiche
Zeche (Freiberg) und Durchstrahlung- bzw. Tomographie-Daten aus Messungen an
einem Sandsteinblock aus dem Elbsandsteingebirge. Zum Einsatz kam das Meßgerät
pulseEkko-1000 mit 900 MHz bzw. 450 MHz Nennfrequenzen.
Alle Daten wurden einer Tiefpaßfilterung mit der oberen Grenzfrequenz gleich
0,3 fNY unterzogen. Soweit nicht anders angegeben, wurde das empirisch in Luft
ermittelte Signal (=Luftsignal) als Quellsignal verwendet. In wieweit diese Annahme
gerechfertigt ist, wird in den einzelnen Anwendungen diskutiert.
6.1 Testobjekt Reiche Zeche
Als kristallines Gestein ist Gneis wegen der geringen Dämpfung und somit grossen
Eindringtiefe für elektromagnetischer Wellen ein ideales Testmedium für den Einsatz
von Georadar (Grassmück, 1995). Das in Abb. 6.1 dargestellte Objekt befindet sich
im Schacht Reiche Zeche im Gang ”Schwarzer Hirsch“ in einer Tiefe von ca. 180 m.
Das Testobjekt wurde so ausgewählt, daß es quasi-homogenes Medium repräsentiert.
Die Oberfläche am Stoß war nicht glatt. Es war deshalb schwierig, die Antennen-





















I - I bzw. II - II
(a) (b)
Abbildung 6.1: Lageskizze zur Messung (a) und Querschnitt I-I bzw. II-II (b). S ist
die Position der Sendeantenne und E ist die der Empfangsantenne.
gewährleistet war. Trotz dieser Hindernisse sind die transmittierten Signale, die mit
relativ großen Abstand gemessen wurden, bei der vertikalen Messung gut zu emp-
fangen gewesen. Dagegen sind die Signale bei der horizontalen Messung so schlecht,
daß nur einige Spuren analysiert werden können.
Zwei unterschiedlichen Messanordnungen wurden realisiert (vergl. Abb. 6.1). Bei
der horizontalen Messung wurden die Sende- und Empfangsantennen in einer Höhe
von ca. 120 cm von 150 cm von O nach S bzw. nach E mit 0,5 m Schrittweise
synchron fortbewegt. Bei der vertikalen Messung, wurden die Antennen vom oben
nach unten mit 20 cm Schrittweite (3 Spuren pro Sender-Empfänger-Anordnung)
synchron geführt. Die Abbildungen 6.2 und 6.3 stellen die Meßergebnisse mit den
900-MHz-Antennen für die horizontale bzw. die vertikale Messung dar. Die Abbil-
dungen 6.4 und 6.5 stellen die Meßergebnisse mit den 450-MHz-Antennen für die
horizontale bzw. die vertikale Messung dar. Es ist festzustellen, daß insbesondere
die mit den 450-MHz-Antennen erhaltenen Transmissionssignale erst bei größeren
Übertragungsdistanzen hinreichend aufgelöst erscheinen. Daher werden hier nur der
Messungen mit den 900-MHz-Antennen vorgestellt.
Um die Geschwindigkeit und die Dämpfung aus horizontalen Messungen erfassen













Spur 1 Spur 5
Abbildung 6.2: Mit den 900-MHz-Antennen gemessene Transmissionssignale (Hori-
zontale Messung)
Enfernung (m)









Spur 27Spur 6 Spur 16
obenunten














Abbildung 6.4: mit den 450-MHz-Antennen gemessene Transmissionssignale (Hori-
zontale Messung)
Enfernung (m)










Abbildung 6.5: mit den 450-MHz-Antennen gemessene Transmissionssignale (Verti-
kale Messung)
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Daten sind in Tab. 6.1 zusammengefaßt. Als mögliche Signale für das Eingangssignal
Tabelle 6.1: Wichtige Daten aus Spuren 5, 8, 9 und 12
Spur t0(ns) v (m/ns) ˜A fpeak(MHz)
5 17,0 17,12 978,05 624,99
8 24,3 17,74 649,10 585,93
9 26,1 18,31 563,07 585,93
12 31,6 18,53 484,36 484,36
stehen Spuren 4 und 5 zur Verfügung. Weil die Amplituden der Spur 5 größer sind
als die der Spur 4, ist Spur 5 als Eingangssignal gewählt worden. Zur Q-Ermittlung
wurde damit das Signal aus Spur 5 als das Eingangssignal und die Signale aus den
Spuren 8, 9, bzw. 12 als Ausgangssignale betrachtet. Unter Anwendung der Gl. 5.19
wurde die Q-Werte mittels der ÄBB-Methode bestimmt und die Ergebnisse in der
Tabelle 6.2 dargestellt. Aus drei verschiedenen Spuren wurden Q-Werte von über 40
geliefert.
Tabelle 6.2: Ergebnis der Q-Ermittlung mittels der ÄBB-Methode für die horizontale
Meßanordnung
Eingangssignal Ausgangssignal ∆t0(ns) fR(MHz) Q
Spur 5 Spur 8 7,3 566,404 40,694
Spur 5 Spur 9 9,1 469,802 40,166
Spur 5 Spur 12 14,6 395,139 45,716

















Mit dem Signal aus Spur 5 als Eingangssignal und dem Signal aus Spur 8, 9 und
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Abbildung 6.6: Mit den 900-MHz-Antennen gemessene Transmissionssignale und die
zugehörigen Frequenzen (vertikale Messung)
12 als Ausgangssignal werden die Absorptionkoeffizienten nach Gl. (6.2) ermittelt.
Der Q-Faktor kann dann mit Gl. (3.4) berechnet werden. Die Frequenz f wurde
mit fpeak angenähert. Die Ergebnisse werden in Tabelle 6.3 zusammengefaßt. Dabei
werden die Geschwindigkeitswerte aus der Tabelle 6.1 benutzt. Aus den Tabellen
Tabelle 6.3: Ergebnis der Q-Bestimmung aus der α-Bestimmung
Eingangssignal Ausgangssignal α in dB/m Q
5 8 2,058 43,80
5 9 1,852 41,14
5 12 1,729 46,57
6.2 und 6.3 erkennt man, daß die berechnete Q-Daten gut übereinstimmen, wobei
die ermittelten Q-Werte zwischen 40,166 und 46,57 liegt.
Abb. 6.6 zeigt ausgewählte transmittierte Signale aus der vertikalen Messung
mit den 900-MHz-Antennen und deren zugehörige Spektren. Die Peak-Frequenzen
für die Signale (Spuren 10, 11, 12, 13, 14, 15, 16 und 27) liegen zwischen 585,95 MHz
und 605,47 MHz, die nur wenig kleiner als die Peak-Frequenz des Sendesignales von
781,24 MHz sind. Dies bedeutet, daß die elektromagnetische Welle im Gneis gering
absorbiert wird bzw. daß Gneis ein Medium mit großen Q-Werten ist.
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Zur Q-Ermittlung werden drei verschiedenen Methode angewendet : Q-Ermittlung
mittels der ÄBB-Methode nach Gl. (5.19), der Dekonvolutionsmethode nach Gl.
(4.14) und der Vorwärtsmodellierung nach Gl. (4.2). Als Eingangssignal wird das
Luftsignal benutzt. Die ermittelten Q-Werte mittels der ÄBB-Methode sind in der
Tabelle 6.4 zusammengefasst, wobei die ermittelte Q-Werte zwischen 31,07 und 34,31
liegen.
Tabelle 6.4: Ergebnis der Q-Ermittlung mittels der ÄBB-Methode für vertikale Mes-
sung
Spur t0 in ns fR in MHz Q
Spur 9 27,7 92,38 32,39
Spur 10 27,6 93,38 32,52
Spur 11 27,6 93,72 32,64
Spur 12 27,6 94,83 32,79
Spur 13 27,7 96,94 33,84
Spur 14 27,8 96,81 33,96
Spur 15 27,8 96,87 33,87
Spur 16 27,7 98,13 34,31
Spur 27 27,9 88,29 31,07
Die Q-Werte aus der Ermittlung mittels Impulsantworten (Abb. 6.7) unter An-
wendung der inversen dispersiven Filter liegen zwischen 31,07 und 34,31. Abb. 6.8
stellt das Ergebnis der Q-Ermittlung mittels der Vorwärtsmodellierung zusammen.
Auch liegen die ermittelte Q-Werte im Mittel bei 32. Die Ergebnisse aus drei ver-
schiedenen Methoden stimmen gut überein.
Wenn man diese Ergebnisse mit den Ergebnissen aus der horizontalen Messung
vergleicht, besteht ein Unterschied von ca. 20%. Mögliche Ursache dafür ist die Ori-
entierung der Empfangsantenne während der Messung. Bei der vertikalen Messung
stimmt die Orientierung der Antennen bei gleicher Position gut überein, wobei auf
jeder Position drei mal gemessen wurde. Das war bei der horizontalen Messung nicht
so.
Zur Veranschauung werden die Ergebnisse in der Tabelle 6.5 im Vergleich mit
den Literatur-Angaben zusammengefasst.
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Abbildung 6.7: Q-Ermittlung mittels Impulsantworten












Tabelle 6.5: Ergebnis der Parameterbestimmung v und α bzw. Q für Gneis
v(m/ns) α(dB/m) Q fc(MHz) Tiefe(m) Quelle
0,17–0,18 1,7–2,1 30–46 900 180 diese Untersuchungen
0,10–0,12 Grasmück (1996)
0,116–0,118 100 bis 30
0,17 2,6 Grandjean et al. (2000)
0,12 6,9




Das Testobjekt ist ein 30 cm x 30 cm x 30 cm großer Sandsteinblock aus dem Elb-
sandsteingebirge (Abb. 6.9). Die Oberfläche ist abgedichtet. Auf einer Seite werden
Elektroden für eine Leitfähigkeitsmessung eingesteckt. Nur zwei gegenüber liegenden
Seiten stehen zur Messung zur Verfügung. Bei der Synchronmessung werden Mes-
sungen in gleicher Höhe von Sender und Empfänger durchgeführt (Schrittweite 1
cm : von oben nach unten). Zur tomographischen Aufnahme wurden die Messungen
so durchgeführt, daß aus einer jeden Sender-Position Daten an allen Empfänger-
Positionen gemessen (s. Abb. 6.10) wurden. Die Messungen erfolgten mit einer
pulseEKKO-1000-Apparatur und 900-MHz-Antennen.
Aufgrund des kleinen Testobjektes ist es unmöglich, vollständige 5-phasige Trans-
missionsignale zu erhalten. Die empfangenen Transmissionssignale werden von Re-
flexionssignalen von allen möglichen Oberflächen überlagert. Zur Veranschaulichung
dient Abb. 6.11. Abb. 6.12 zeigt das Ergebnis einiger Testrechnungen für das aufge-
nommene Signal bei einer Sender-Empfänger-Position in der Mitte der Oberfläche
des Objektes. Der Ersteinsatz des reflektierten Signales ist (rechts im Bild 6.12)
deutlich zu sehen.
Die berechneten, in Abb. 6.13 dargestellten, Geschwindigkeitswerte aus den Da-
ten der Synchronmessung zeigen eine deutliche Abnahme mit zunehmender Position,





Abbildung 6.9: 30 cm x 30 cm x 30 cm Sandsteinbock als Testobjekt





Abbildung 6.10: Idealisierte Strahlenwege bei Synchron- (links) und Tomographie-


















Abbildung 6.11: Gemessene Daten der Synchronmessung
Aus den Daten der Synchronmessung wurden mittels der Dekonvolutionsme-
thode Q-Werte berechnet. Als Eingangssignal wurde das Luftsignal benutzt. Die
Ergebnisse sind in den Abbildungen 6.14 und 6.15 dargestellt. Infolge der kleinen
Dimensionen des Sandsteinblocks interferiert das Transmission mit Reflexionssig-
nalen von den Seitenflächen, so daß kein vollentwickeltes 5-phasigen Transmissions-
signal zur Verfügung steht. Die Analyse kann daher nur mit Partialsignalen erfolgen.
Die Dekonvolutionsmethode unter Berücksichtigung eines 2-phasigen Signales liefert
ein besseres Ergebnis als die mit einem 3-phasigen Signal. Das ist darauf zurück-
zuführen, daß die 2-phasigen transmittierten Signale weniger von der Überlagerung
der reflektierten Signalen gestört sind. Die berechnete Q-Werte liegen zwischen 5
und 10.
Um die Q-Verteilung zu rekonstruieren wurde zwei verschiedene Tomographie-
Verfahren eingesetzt : ÄBB Methode und Centroid-Frequency-Downshift-Methode
(CDFS-Methode). Die Abbildungen 6.16 bis 6.18 zeigen charakterische Frequenzen
transmittierter Signale bei allen Frequenzen, wobei der Sender bei drei verschiede-
nen Positionen liegt. Die Schwankungen der Centroid-Frequenz fallen deutlich auf.
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Abbildung 6.12: Überlagerung von Signalen mit unterschiedlichem Laufweg
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Abbildung 6.13: Geschwindigkeit aus den Synchrondaten



























Abbildung 6.14: Berechnete Impulsantworten aus Daten der Synchronmessung für
ein 3-phasig verkürztes Transmissionssignal
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Abbildung 6.15: Berechnete Impulsantworten aus Daten der Synchronmessung für
ein 2-phasig verkürztes Transmissionssignal
















































Abbildung 6.16: Charakteristische Frequenzen transmittierter Signale bei allen
Empfängern. Sender liegt bei 1. Position.
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Abbildung 6.17: Charakteristische Frequenzen transmittierter Signale bei allen
Empfängern. Sender liegt bei 13. Position












































Abbildung 6.18: Charakteristische Frequenzen transmittierter Signale bei allen
Empfängern. Sender liegt bei 26. Position
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Dies kann auf Unsicherheiten bei der Q-Bestimmung mittels der CFDS-Methode
zurückgeführt werden.
Zur Ermittlung der Geschwindigkeitsverteilung im Sandsteinblock wurde das
Programm MIGRATOM verwendet. Das Ergebnis ist in Abb. 6.19 zu sehen. Man
sieht die symmetrische Verteilung in horizontaler Richtung. Interessant sind die
höheren Werte der Geschwindigkeit an allen Ecken. Die Geschwindigkeitsverteilung
wurde für die Q-Bestimmung nach Gl. (5.37) über Gl. (5.42) für die ÄBB-Methode
sowie über Gl. 5.35 für die CFDS-Methode benutzt. Trotz unterschiedlicher Ver-
teilung der Q-Werte zeigt sowohl das Ergebnis mittels ÄBB-Methode als auch das
mittels CFDS-Methode die gleiche Tendenz (grössere Q-Werte von der Mitte auf
der linken Seite bis zum unteren Ende auf der rechten Seite).
6.3 Diskussion
Für die Q-Ermittlung bei dem Gneis-Testobjekt liefern drei verschiedene Methoden,
nämlich die ÄBB-Methode, die Dekonvolutionsmethode und die Vorwärtsmodellie-
rung gute Ergebnisse. Das ist verständlich, weil als Quellensignal sowohl ein selbst
gemessenes transmittiertes Signal für die horizontale Messung als auch das Luftsi-
gnal für die vertikale Messung diente. Der bei ca. 20% liegende Unterschied zwischen
den Ergebnissen aus der horizontalen und der vertikalen Messung liegt möglicher-
weise an der Orientierung der Antennen während der Messung und am Einsatz
unterschiedlicher Signale für die Berechnungen. Sowohl die Ergebnisse des Gütefak-
tosr Q als auch die der Geschwindigkeit v stimmen mit den Daten in der Literatur
gut überein (s. Tab. 6.5).
Zuverlässige Werte der v-Verteilung wurden erhalten, wobei eine deutliche Ab-
nahme der Geschwindigkeit nach unten zu beobachten ist. Dies stimmt mit der aus
der Synchronmessung berechneten Geschwindigkeitsverteilung überein. Sowohl die
ÄBB-Methode als auch die CFDS-Methode liefern nicht die zu erwartende deutliche
Abnahme der Q-Werte mit der Tiefe. Beide Methoden zeigen aber die gleiche Ten-
denz. Es besteht 4 cm Unterschied zwischen den Positionen maximaler Q-Werte. Das
zeigt die vergleichsweise große Unsicherheit der tomographischen Rekonstruktion
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Tomogramm berechnet mit MIGRATOM
12 x 10 Elemente
30 Iterationen
Abbildung 6.19: Geschwindigkeitsverteilung im Sandsteinblock
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Tomogramm berechnet mit MIGRATOM
12 x 10 Elemente
8 Iterationen
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Abbildung 6.20: Q-Verteilung mittels der CFDS-Methode
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Tomogramm berechnet mit MIGRATOM
12 x 10 Elemente
8 Iterationen
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Abbildung 6.21: Q-Verteilung mittels der ÄBB-Methode.
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von Q-Werten. Vermütlich spielt die Unsicherheit bei der Berechnung der Centroid-
Frequenzen zur Q-Bestimmung mittels der CFDS-Methode eine noch größere Rolle




Während der Zusammenhang zwischen den Ausbreitungsparametern v und Q bzw.
α für elastische Wellen und den petrophysikalischen Kenngrößen wie Porosität φ,
Dichte ρ, Permeabilität kf , Kornverteilung KV , Wassersättigungsgrad SW und Mi-
neralisationsgrad SM schon relativ gut bekannt ist (Schön, 1983; Mavko et al.,1998)
gibt es für hochfrequente elektromagnetische Wellen noch kaum entsprechende Un-
tersuchungen.
Eines der Beispiele für Arbeiten zu diesem Thema für elastische Wellen ist die Ar-
beit von Vernik (1997). Er stellt darin einen Zusammenhang zwischen Porosität und
akustischer Geschwindigkeit in siliziklastischen Gesteinen her. Von Best et al. (1994)
wird gezeigt, dass Q mit dem Ton- bzw. Karbonatgehalt in Sedimenten stark korre-
liert. Anhand von Daten aus 42 Sandsteinproben wird ein Zusammenhang zwischen
dem Absorptionskoeffizienten α von Scherwellen und Tongehalt bzw. Porosität bei
einer Frequenz von 1 MHz und unter einem Druck von 40 MPa hergestellt (Klimen-
tos & McCann, 1990). Die Permeabilität korreliert mit dem Absorptionskoeffizienten
α und nicht mit der Phasengeschwindigkeit v (Akbar et al., 1993).
In der Literatur ist ein solcher Zusammenhang bei hochfrequenten elektroma-
gnetischen Wellen nur für v bekannt. Topp et al. (1980) haben anhand von vier
107
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verschiedenen Mineralböden mit niedrigem Wassersättigungsgrad SW eine empiri-
sche Beziehung zwischen SW und der effektiven Dielektrizitätszahl εeff (εeff ≈ ε
′)
für Böden aufgestellt :
SW = −5, 3× 10−2 + 2, 92× 10−2 εeff − 5, 5× 10−4 εeff 2 + 4, 3× 10−6 εeff 3 . (7.1)




Der Anwendungsvorteil dieser Formel besteht darin, daß keine zusätzlichen Boden-
parameter außer den gebräuchlichen ε′-Werten benötigt werden. Werden die Ge-
schwindigkeitswerte mittels Georadar-Messungen bestimmt, sind die ε′-Werte zu
ermitteln. Allerdings konnte bisher die Allgemeingültigkeit dieser Formel für der
gesamten Bereich möglicher Wassersättigungsgrade und Porositäten noch nicht be-
wiesen werden (Roth, et al. 1990).
Für den Zusammenhang zwischen den Ausbreitungsparametern und deren petro-
physikalischen Kenngrößen können zwei verschiedenen Annäherungen durchgeführt
werden : empirisch und theoretisch. Wie bereits für elastische Welle bekannt, kann
der Zusammenhang zwischen beiden Größen empirisch abgeleitet werden. Dieser
Weg hat Vorteile, da einzelne Kenngroßen allein experimentell bestimmt werden.
Der Nachteil besteht aber darin, daß ein solcher Zusammenhang in vielen Fällen
nur im engen Bereich mit Sonderbedingungen gültig ist. Auch werden viele Proben
benötigt.
Bei realen Gesteinen sind die empirische Formeln oft nicht gut angepaßt, da
sich die empirischen Konstanten manchmal nicht ohne weitere bestimmen lassen.
Natürliche Gesteine sind auch heterogen und zeigen unkontrollierte Faktoren (Dunn,
et al., 1999). In einigen Fällen liefert die theoretische Annäherung bessere Ergebnisse
als einfache Beziehungen (Fauzi, 1997). Theoretische Modelle sind deshalb wichtig,
um die physikalischen Phänomene besser zu verstehen und um die Ergebnisse für
die Abschätzung petrophysikalischer Kenngrößen nutzen zu können.
Gesteine sind meistens poröse Medien. Die Geometrie der porösen Medien spielt
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deshalb eine wichtige Rolle bei beiden Größen. Die sogenannte lokale Porositäts-
theorie (LPT), die ein neues theoretisches Konzept zur Charakterisierung der Geo-
metrie poröser Medien beschreibt, wurde von Hilfer (1991, 1992) entwickelt, um
einige Eigenschaften poröser Medien bezüglich der komplexen Dielektrizitätszahl
und der Permeabilität zu erklären. Die LPT basiert auf der lokalen Porositäts-
verteilung. Die Porosität und die innere Oberfläche, die für die Berechnung der
Permeabilität notwendig sind, werden aus der sogenannten ”Two-point correlation
functions“-Methode bestimmt. Eine Beschreibung der komplexen Dielektrizitätszahl
künstlicher Gesteine wurde mit Hilfe der LPT im Frequenzbereich von 10 kHz bis 13
MHz erfolgreich durchgeführt (Haslund, et al., 1994). Die Theorie wurde auch zur
Permeabilitätsabschätzung zum ersten Mal erfolgreich angewendet (Fauzi, 1997).
Der Gütefaktor Q ergibt sich nach Gl. (3.11) aus dem Quotienten zwischen Ima-
ginär- und Realteil der komplexen Dielektrizitätszahl. Da die LPT auch den Güte-
faktor und die Permeabilität miteinander verknüpft, kann sie zur Abschätzung der
Permeabilität verwendet werden. Da es in der Literatur zahlreiche theoretische Be-
ziehungen gibt, die die Permeabilität kf mit anderen petrophysikalischen Parame-
tern verknüpfen, können damit weitere petrophysikalische Größen ermittelt werden.
Zum Beispiel ergibt sich die Dichte ρ der Gesteine aus der Porosität, der Dichte der
Kornmatrix und der Dichte des Porenfluids. Damit ist es möglich, die Gesteinsdichte
mit Hilfe der LPT und der abgeschätzten Porositätswerte zu ermitteln.
Eine Möglichkeit zur Verknüpfung der theoretischen Beziehungen wurde von
Fauzi (1997) durchgeführt. Er hat die Abschätzung der Permeabilität und des For-
mationsfaktors mit der LPT anhand der Bildanalyse durchgeführt, um die benutzte
Porosität und die anderen Gesteinsparameter (Korn- und Porengröße, Sortierungs-
grad, innere Oberfläche) zu bestimmen. Es ist deshalb daraus zu schliessen, daß die
neu entwickelte Theorie zur Abschätzung der petrophysikalischen Größen aus dem
Gütefaktor Q anzuwenden ist.
Kapitel 8
Zusammenfassung und Ausblick
Die vorliegende Arbeit befaßt sich mit der Absorptionsbestimmung aus Transmissi-
onsdaten des Georadars bezüglich eines neu entwickelten Verfahrens zur Q-Ermitt-
lung auf der Basis der Äquivalenzspektren und der Möglichkeit zur Kennwert-
schätzung aus der Absorptionsinformation. Im folgenden werden die wichtigsten Er-
gebnisse der Arbeit zusammengefaßt und Betrachtungen zur optimalen Anwendung
der Methode vorgestellt.
Neben den vielen Vorteilen in der Anwendung des Georadar-Verfahrens besteht
ein Nachteil in der mit zunehmender Frequenz immer größer werdenden Dämpfung
elektromagnetischer Wellen im Boden. Die Ausbreitung im Medium wird durch die
Ausbreitungsparameter Phasengeschwindigkeit v und Absorptionskoeffizient α cha-
rakterisiert. Sowohl α als auch v sind frequenzabhängig, was sich phänomenolo-
gisch in einer Energieabsorption und Wellendispersion ausdrückt. v und α werden
von petrophysikalischen Parametern bestimmt, die für den Geologen und den Geo-
technikern von Interesse sind. Deshalb eignet sich die Messung des Dämpfungsver-
haltens elektromagnetischer Wellen sehr gut zur Differenzierung der Gesteine. Da
beim GPR ähnlich wie in der Seismik in erster Näherung von einer linearen Fre-
quenzabhängigkeit des Absorptionskoeffizienten ausgegangen werden kann, gilt die
Q = const.-Hypothese. Der Gütefaktor Q ist umgekehrt proportional dem Absorpti-




Theoretische und praktische Überlegungen für die Ausbreitung elektromagneti-
scher Wellen im absorbierenden Medium führen zur Anwendung eines Modells mit
konstantem Q und einer Geschwindigkeitsdispersion nach Futterman (1982).
Die Wirkung von Absorption und Dispersion wurde anhand von synthetischen
Daten untersucht. Dabei wurde als möglichst unbeeinflußtes Quellensignal ein re-
präsentatives 5-phasiges Signal mittels direkter Messungen in Luft und unter An-
wendung einer pulseEKKO-1000-Apparatur mit 900-MHz- bzw. 450-MHz-Antennen
gewonnen. Dieses Luftsignal zeigt sich in guter Übereinstimmung mit einem ana-
lytischen Signal nach Arcone (1991). Eine Signalverkürzung, die infolge störender
Interferenzen bei der praktischen Analyse u. U. zu diskutieren ist, liefert eine weni-
ger brauchbare Parameterschätzung.
Mit der Vorwärtsmodellierung wird gezeigt, wie sich Absorption und Dispersion
auf die Veränderung transmittierter Signale auswirken. Infolge der Dämpfung wird
die Wellenamplitude bei gleichem Q mit zunehmendem Laufweg bzw. bei gleichem
Laufweg mit abnehmendem Q kleiner (Absorption) und die Wellenform zunehmend
gestreckt (Dispersion). Übereinstimmend zeigt sich, daß, je kleiner der Q-Wert bei
gleichem Laufweg bzw. je größer der Laufweg bei gleichem Q ist, desto kleiner ent-
sprechende Bandbreitemaße (die äquivalente Bandbreite ˜∆f , die Bandbreite ∆0,7 bei
0,707 maximaler Amplitude und die Bandbreite ∆0,5 bei 0,5 maximaler Amplitude)
transmittierter Wavelets sind. Gleichzeitig verschieben sich ihre Peak-Frequenzen
hin zu kleineren Frequenzen.
In der Praxis trifft man auf das inverse Problem zur Rückgewinnung der Impulsant-
wort aus den gemessenen Transmissionssignalen mittels der Dekonvolution. Anwen-
dung eines inversen dispersiven Filter auf die mittels Vorwärtsmodellierung erzeug-
ten Transmissionssignale (= synthetische Daten) verbessert deutlich die Ergebnisse
der Dekonvolution. Dabei wird gezeigt, daß im Vergleich mit Partialsignalen erst die
Betrachtung eines vollständigen 5-phasigen Signals ein optimales Dekonvolutionser-
gebnis liefert.
In der Literatur werden verschiedene Methoden zur Q-Bestimmung aus dem
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Vergleich der Signalformen bzw. der Spektren zweier Signale beschrieben. Die Am-
plitudenverfallsmethode bestimmt Q aus dem Verhältnis der Amplituden, der Lauf-
zeitunterschiede und der dominanten Frequenz. Diese Methode hat den Nachteil,
daß sie nur für wahren Amplituden verwendbar ist. Außerdem stellt die dominante
Frequenz oder Scheinfrequenz lediglich eine Schätzgröße dar. Die Spektrendivisi-
onsmethode ist die am häufigsten verwendete Methode. Sie beruht auf der Ermitt-
lung des Amplitudenspektrenquotienten. Q wird hier aus der Steigung der linearen
Funktion der logarithmischen des Quotienten in Abhängigkeit von der Frequenz be-
rechnet. Bei dieser Methode besteht ein generelles Problem in der Bestimmung des
Frequenzintervalls. Das Verfahren ist empfindlich gegenüber Rauschen. Das in dieser
Arbeit vorgestellte neue Verfahren zur Q-Ermittlung zeigt dagegen eine geringere
Empfindlichkeit gegenüber Rauschen. Mit der Methode der äquivalente Bandbreite
(ÄBB-Methode) wird Q aus der Energie des ersten Signals (Eingangssignal) bzw.
der Energie des zweiten Signals (Ausgangssignal), der Laufzeit des transmittierten
Signals und der empirisch ermittelten Referenzfrequenz bestimmt. Letztere ist ei-
ne Potenzfunktion von zu vergleichenden Amplitudendichten der entsprechenden
Äquivalenzspektren beider Signale.
Die Untersuchungen an den synthetischen Daten und der Vergleich mit der Spek-
trendivisionsmethode (SD-Methode) haben die Leistungsfähigkeit der Q-Ermittlung
mittels der ÄBB-Methode nachgewiesen.
Im rauschfreien Fall sind die Ergebnisse beider Methoden gut vergleichbar. Die ÄBB-
Methode liefert jedoch bessere Ergebnisse, die innerhalb der 10% Fehlergrenze liegen.
Bei der SD-Methode liegt das Ergebnis bei höheren Q-Werten in der Nähe der 10%
Fehlergrenzen, aber bei kleineren Q-Werten (Q < 8) überspringen die Ergebnisse
diese Grenze.
Im rauschbehafteten Fall sind die Ergebnisse mittels der ÄBB-Methode deutlich
besser als die der SD-Methode. Mit zunehmendem Rauschfaktor verschlechtern sich
die mittels der SD-Methode berechneten Q-Werte schneller als die mittels der ÄBB-
Methode. Das bedeutet, daß die ÄBB-Methode im Vergleich zur SD-Methode un-
empfindlicher ist gegenüber Rauschen.
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Für den Fall, daß nur ein Partialsignal genutzt wird, verschlechtern sich die Ergeb-
nisse mittels der SD-Methode schneller als die mittels der ÄBB-Methode. Insgesamt
zeigen die systematischen Untersuchungen die Überlegenheit der Q-Ermittlung nach
der ÄBB-Methode im Vergleich zur SD-Methode.
Untersuchungen an realen Daten haben die Leistungsfähigkeit der Q-Ermittlung
mittels der ÄBB-Methode ebenfalls nachgewiesen. Mit Hilfe der ÄBB-Methode und
im Vergleich mit anderen Methoden können gute Q-Schätzungen erhalten werden.
Aus den vertikal mit 900-MHz-Antennen gemessenen Durchstrahlungsdaten an an-
stehendem Gneis im Schacht ”Reiche Zeche“ (Freiberg) liefert die ÄBB-Methode
Ergebnisse von Q ≈ 40. Die Ergebnisse sind vergleichbar mit Werten nach der Am-
plitudenverfallsmethode. Aus der horizontalen Messung werden die Ergebnisse mit-
tels der ÄBB-Methode von Q ≈ 32 gewonnen, die auch mit der Ergebnisse mittels
der Vorwärtsmodellierung sowie der Dekonvolutionsmethode übereinstimmen. Die
Ursache für den ca. 20% bestehenden Unterschied zwischen den Ergebnissen aus der
horizontalen und der vertikalen Messung ist wahrscheinlich auf die Orientierung der
Antennen während der Messung und den Einsatz der verschiedenen Eingangssignale
für die Berechnungen zurückzuführen.
Untersuchungen an einem relativ kleinen Sandsteinblock aus dem Elbsandstein-
gebirge lieferten weniger verläßliche Q-Werte. Infolge der kleinen Dimensionen des
Sandsteinblocks (30 cm x 30 cm x 30 cm) interferiert das Transmission mit Refle-
xionssignalen von den Seitenflächen, so daß kein vollentwickeltes 5-phasiges Trans-
missionssignal zur Verfügung steht. Q-Schätzungen aus der Daten der Synchron-
messung erfolgten mittels der Dekonvolutionsmethode unter Berücksichtigung von
verkürzteren Transmissionssignalen. Die Dekonvolutionsmethode unter Berücksich-
tigung eines 2-phasigen Signals liefert ein besseres Ergebnis (Q = 5−10) als die mit
einem 3-phasigen Signal. Das ist darauf zurückzuführen, daß die 2-phasigen Trans-
missionssignale weniger von der Überlagerung von Reflexionssignalen gestört sind.
Ein Algorithmus zur tomographischen Rekonstruktion der Q-Werte nach der ÄBB-
Methode wurde abgeleitet und das Ergebnis der Rekonstruktion für den Sandstein-
block wurde mit dem Ergebnis nach der Centroid Frequency Downshift-Methode
(CFDS-Methode) verglichen. Zuverlässige Werte der v-Verteilung wurden erhalten,
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wobei die dargestellten v-Werte eine deutliche Abnahme mit zunehmender Positi-
on erkennen lassen, die mit dem nach unten zunehmenden Wassergehalt korreliert.
Die Verteilung der Q-Werte mittels beider Methode zeigt zwar keine zu erwartende
deutliche Abnahme mit der Tiefe, aber beide Methoden zeigen die gleiche Tendenz,
wobei der Unterschied der Position maximaler Q-Werten bei 20% liegt. Das zeigt
die vergleichsweise große Unsicherheit der tomographischen Rekonstruktion von Q-
Werten.
Die Ausbreitungsparameter v und Q werden von petrophysikalischen Parametern
wie Porosität φ, Dichte ρ, Permeabilität kf , Kornverteilung KV , Wassersättigungs-
grad SW und Mineralisationsgrad SM bestimmt. Die Geometrie der porösen Gesteine
spielt eine wichtige Rolle bei der Verknüpfung zwischen beiden Größen. Mit Hilfe
der sogenannten lokalen Porositätstheorie (LPT) kann man einige Eigenschaften
poröser Medien bezüglich der komplexen Dielektrizitätszahl und der Permeabilität
erklären. Die LPT basiert auf der lokalen Porositätsverteilung. Da der Gütefaktor
Q selbst das Verhältnis zwischen Imaginär- und Realteil der komplexen Dielektri-
zitätszahl ist, kann die LPT auch zur Abschätzung der Permeabilität angewendet
werden. Denn damit sind auch Gütefaktor Q und Permeabilität kf verknüpft. Auf-
grund der zahlreichen theoretischen bzw. empirischen Zusammenhängen zwischen
den petrophysikalischen Größen, besteht die Möglichkeit, Querbeziehungen zwischen
Q-Werten und anderen petrophysikalischen Parameteren herzustellen.
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tischgespräch zum Thema: Georadar - Erfahrungen und Perspektiven, Sonder-
band I/2000, 97–100.
-122-
Turner, G.; 1994: Subsurface radar propagation deconvolution. Geophysics, 59, 215–
223.
Turner, G.; Siggins, A. F.; 1994: Constant Q attenuation of subsurface radar pulses.
Geophysics, 59, 1192–1200.
Valle, S.; Zanzi, L.; Rocca, F.; 1999: Radar tomograpy for NDT: comparison of
techniques. J. Appl. Geophys., 41, 259–269.
Van Overmeeren, R. A.; 1994: Georadar for hydrology. First Break, 12, No. 8, 401–
408.
Van Overmeeren, R. A.; 1998: Radar facies of unconsolidated sediments in the Net-
herlands: a radar stratigraphy interpretation method for hydrogeology. J. Appl.
Geophys., 40, 1–18.
Varela, C. L.; Rosa, A. L. R.; Ulrych, T. J.; 1993: Modeling of attenuation and
dispersion. Geophysics, 58, 1167–1173.
Vernik, L.; 1997: Predicting porosity from acoustic velocities in siliciclastics: a new
look. Geophysics, 62, 118–128.
Ward, S. H.; Hohmann, G. W.; 1987: Electromagnetic theory for geophysical ap-
plications, in Nabighian, M. N.; Hrsg., Electromagnetic methods in applied
geophysics. Soc. Expl. Geophys.
Wensink, W. A.; 1993: Dielectric properties of wet soils in the frequency range 1 –
3000 MHz. Geophys. Prosp., 41, 671–696.
White, R. E.; 1992: The accuracy of estimating Q from seismic data. Geophysics,
57, 1508–1511.
Widess, M. B.; 1982: Quantifying resolving power of seismic systems. Geophysics,
47, 1160–1173.
-123-
Witten, A. J.; Molyneux, J. E.; Nyquist, J. E.; 1994: Ground penetrating radar
tomography: algorithms and case studies. IEEE Trans. Geosci. Remote Sensing,
32, 461–467.
Xiong, Z.; Tripp, A. C.; 1997: Ground-penetrating radar responses of dispersive
models. Geophysics, 62, 1127–1131.














































W Breite des Zentralimpulses
x Eingangssignal
y Ausgangssignal
z Operator der Z-Transformation
α Absorptionskoeffizient
α0 normierter Absorptionskoeffizient





ε′ Realteil der komplexen Dielektrizitätszahl





ρ spezifischer elektrischer Widerstand



















Zwei Medien mit unterschiedlichen Absorptionskoeffizienten α bzw. Gütefaktoren Q
können als ein homogenes Medium mit einem äquivalenten Absorptionskoeffizienten
α̃ bzw. einem äquivalenten Gütefaktor ˜Q betrachtet werden. Das Medium 1 hat die
Mächtigkeit z1, die Phasengeschwindigkeit v1 und den Absorptionskoeffizienten α1
bzw. den Gütefaktor Q1 und das Medium 2 entsprechend z2, v2 und α2 bzw. Q2
(siehe Abb. B.1).
Die Ausbreitung der elektromagnetischen Wellen in Medium 1 wird beschrieben
durch :
A(z1) = A0 e−α1z1 (B.1)
und in Medium 2 :
A(z1) = A0 e−α1z1 e−α2z2 . (B.2)
Faßt man beide Medien zu einem Äquivalenzmedium zusammen :
A(z) = A0 e−α̃z (B.3)
mit z = z1 + z2, folgt :
α̃ z = α1 z1 + α2 z2 . (B.4)
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Abbildung B.1: Äquivalenzmedium (rechts) aus 2 Medien mit unterschiedlichen Aus-
breitungsparametern v und α bzw. Q (links)




















mit der Laufzeit im Äquivalenzmedium t = t1 + t2.
Für die gesamte Absorptionswirkung von N hintereinander geschalteten Schichten












i=1 ti zu schreiben.
Gl. (B.8) stellt das Additionsgesetz für diskrete Absorptionsfaktoren dar.
Anhang C
Das Tomographie-Programm
In diesem Kapitel soll ergänzend auf das in dieser Arbeit benutzte Programm zur to-
mographischen Inversion eingegangen werden. In dieser Arbeit wurde das frei erhält-
liche Tomographie-Programm des US Bureau of Mines verwendet. Weil dieses Pro-
gramm hauptsächlich zur Berechnung der tomographischen Inversion in der Arbeit
diente, soll der Einsatz des Programms basierend auf den Bericht ”Report of Investi-
gations 9497 : MIGRATOM - Geophysical Tomography using Wavefront Migration
and Fuzzy Constraints “ von Jackson & Tweeton (1992) hier kurz erläutert werden.
Auf jeder Sendepunkt S spiegelt die in Empfängspunkt E gemessene Laufzeit t
die durchschnittliche Geschwindigkeit entlang des Weges von S und E wider. Ma-
thematisch stellt jede Laufzeit t eine Linienintegral der Wellenslowness p (Kehrwert










p · dr , (C.1)
wobei dr das Inkrement i. allgem. unbekannten Strahlenweges ist.
Zur Rekonstruktion der Slowness-Verteilung p(x, z) eines Objektes in der x − z
Ebene wird die kontinuierliche Funktion p(x, z) durch ein Muster (Gitter) finiter






pj dij (i = 1 · · N) , (C.2)
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mit t als Gesamtzeit für einen Strahl, dij als Länge des Strahlenweges i in der Zelle
j und pj als Slowness in der Zelle j. M ist die Anzahl der Zellen und N die Anzahl
der Strahlen. Für die Gesamtheit der Strahlen, läßt sich Gl. (C.2) in Matrixform
schreiben :
T = DP (C.3)
mit T und P als Spaltenvektoren mit der Länge N bzw. M . D ist eine N × M
Rechteck-Matrix. Obwohl P mathematisch eindimensional ist, verweist sie auf ein
zwei oder dreidimensionales physikalisches Model.
Die Tomographie beschäftigt sich mit der Bestimmung der Slowness-Matrix P
aus einer gegebenen Laufzeit-Matrix T. Dies setzt die Berechnung der Strahlenweg-
Matrix D voraus. Es werden sowohl die geradlinige als auch die gekrümmte behan-
delt. Das Programm nutzt die Ausbreitung der zweidimensionalen Wellenfront, die
auf dem HUYGENschen Prinzip basiert.
Das Programm arbeitet mit dem SIRT-Algorithmus. Für jede Zelle wird eine gleiche
Anfangsgeschwindigkeit vorgegeben. Das berechnete Ergebnis wird iterativ solange
verbessert, bis der Fehler zum Laufzeitvektor hinreichend klein geworden ist. Mit
der Iteration ändern sich die Geschwindigkeitswerte einzelner Zelle.
Das Programm verwendet zwei Eingangsdateien : Datei der Meßwerte, bestehend
aus den Koordinaten der Schuß- und Empfangspunkte und den Laufzeiten (oder
den Amplituden) und eine Datei, die die Anfangsgeschwindigkeit (oder die Kehr-
werte der Absorptionskoeffizienten) als Startmodell beinhaltet. Die Eingabeparame-
ter für das Programm sind die Anzahl der Zellen, die Elementform (Rechteck oder
Dreieck), die obere Grenze für die Iterationszahl, die Anzahl der Iteration und das
Abbruchkriterium für den Algorithmus. Die Anzahl der Iteration für die gekrümm-
ten Strahlenwege wird durch die Differenz zwischen der maximalen Iterationszahl
und der Iterationszahl für die geradlinigen Strahlenwege bestimmt. Außerdem sind
Einschränkungen für die Geschwindigkeit (oder den Kehrwert der Absorptionskoef-
fizienten) einzugeben.
Das Ergebnis wird entweder nach Überschreiten des Abbruchkriteriums oder bei Er-
reichen der maximalen Iterationszahl ausgegeben. Die wichtigste Ausgabedatei ist
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die Datei für berechnete Geschwindigkeit (oder den Kehrwert der Absorptionskoef-
fizienten) im ASCII-Format, deren Daten mit einem Graphik-Programm bearbeitet
und zur Ansicht gebracht werden können.
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Deutschland, während ihrer langjährigen Deutschland-Begleitung sowie während unseres
2,5 Jahren getrennten Lebens am Ende meiner Promotion bei jeder Situation unterstützt
haben.
Meinen Eltern, die wesentlich mit ihrem Gebet und moralischer Untersttzung zum Ge-
lingen dieser Arbeit beigetragen haben danke ich ganz besonders herzlich.
Die Sprachlichen Korrekturen wurde von Frau Dipl. Geophys. Bianca Weihnacht, Herrn
Gunnar Trlitzsch sowie Herrn jens Messinger durchgeführt. Allen danke ich ganz herzlich.
Allen Kollegen und Mitarbeitern des Instituts für Geophysik danke ich für die gute Zu-
sammenarbeit.
Bei dem Deutschen Akademischen Austauschdienst (DAAD) und besonders bei der indo-
nesischen Regierung bedanke ich mich für die finanzielle Unterstützung während meines
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