Cross-sensory calibration of spatial hearing by Zwiers, M.P.
PDF hosted at the Radboud Repository of the Radboud University
Nijmegen
 
 
 
 
The following full text is a publisher's version.
 
 
For additional information about this publication click this link.
http://hdl.handle.net/2066/63125
 
 
 
Please be advised that this information was generated on 2017-12-06 and may be subject to
change.
C r o s s -s e n s o r y  c a lib r a t io n  
OF SPATIAL HEARING
een wetenschappelijke proeve op het gebied van de 
Natuurwetenschappen, Wiskunde en Informatica
Proefschrift
ter verkrijging van de graad van doctor aan de 
Katholieke Universiteit Nijmegen, op gezag van de 
Rector Magnificus, prof. dr. C.W.P.M. Blom, 
volgens besluit van het College van Decanen in het 
openbaar te verdedigen op woensdag 4 juni 2003 
des namiddags om 1.30 uur precies
door
Marcel Peter Zwiers
geboren op 16 februari 1970 te Ridderkerk
Promotor
Co-promotor
prof. dr. C.C.A.M. Gielen 
dr. A.J. van Opstal
Manuscriptcommissie : prof. dr. A. Kohlrausch (TUE)
prof. dr. A.V. van den Berg (UU) 
dr. J.A.M. van Gisbergen
Zwiers, M.P.
ISBN: 90-9016873-7 
NUR: 927
The eyes believe themselves; 
the ears believe other people 
(German proverb)

Contents
Chapter 1: General Introduction............................................................................... 1
Chapter 2: Two-dimensional sound-localization behavior of
early-blind humans............................................................................... 19
Chapter 3: A spatial hearing deficit in early-blind hum ans................................53
Chapter 4: Plasticity in human sound localization induced by
compressed spatial vision................................................................... 65
Chapter 5: Sensitivity to sound location, sound intensity, and
eye position in monkey inferior colliculus..........................................81
Chapter 6: Spectro-temporal response fields in the inferior
colliculus of awake m onkey..............................................................109
Chapter 7: Summary..............................................................................................119
Chapter 8: Samenvatting......................................................................................123
Bibliography.............................................................................................................. 127
Dankwoord .............................................................................................................. 135
Curriculum vitae.........................................................................................................137
Publications 138

Chapter 1: General Introduction
This PhD thesis describes behavioral and neurophysiological experiments on 
cross-sensory spatial behavior of humans and monkeys. In particular, the 
behavioral experiments concern human sound localization and its relation to 
vision. The neurophysiological experiments focus on the involvement of the 
midbrain inferior colliculus in the neural encoding of sound location. Though the 
chapters describing these experiments were written to be published separately, 
the following sections aim to contribute to the theoretical basis that is needed to 
appreciate their rationale and their implications to our understanding of the 
sensorimotor transformations that occur in the brain.
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1.1 Visual localization
To adequately interact and respond to our environment it is essential to know the 
positions of the individual objects in our environment and the spatial relations 
between them. Often, this knowledge can be readily retrieved by looking around 
and identifying the object positions of interest. When kept fixated, the eye 
receives a direct two-dimensional (2D) projection of the outside world onto its 
receptor organ, the retina. The projected topography is captured with point-by- 
point sampling and is conveyed to the central nervous system for subsequent 
processing. Though such sampling already endows the system with the relative 
position of objects with respect to each other and to the fovea, it does not state 
what their position is relative to the observer. This is most clearly illustrated by 
the fact that the projected image of a static object is displaced on the retina every 
time an eye-movement is generated. Yet, rather than jumping around, the 
perceived position of this object remains constant, which indicates that the brain 
transforms oculocentric coordinates (retina) into headcentric coordinates. In 
other words, spatial information is already explicit at the receptor level, but, to 
maintain spatial constancy, the brain needs to take the orientation of the eyes 
with respect to the head into account (Bridgeman, 1995).
The mechanisms described above relate to directional information (2D) and 
do not include distance information (3D). Distance information is deducted 
separately on the basis of several monocular and binocular cues. The binocular 
distance cues consist of a) subtle differences in perspective between the two eyes 
(retinal disparity) and b) the relative orientation of the two eyes (vergence 
angle). The monocular cues include eye accommodation, movement parallax, 
occlusion, linear perspective, retinal size and others (for review see Epstein,
1995).
1.2 Sound localization
Another way to extract information about object position is by means of sound 
localization. Though most species perform well, this task is seemingly intricate, 
as spatial information is not explicitly available at the receptor level. After 
receiving a sound signal, the cochlea in the inner ear decomposes the signal into 
its frequency components, such that the different spectral components are 
spatially distributed along its basilar membrane. This frequency decomposition 
is captured with point-by-point sampling (via hair cells on the basilar membrane) 
and conveyed for subsequent processing. Thus, whereas visual input is 
characterized by a two-dimensional retinotopic spatial organization, auditory 
input is represented by a one-dimensional tonotopic (spectral) organization.
The tonotopic organization of the auditory input implies that the stimulated 
position on the basilar membrane depends on sound frequency only, but not on
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sound position. Cues that provide information on sound position (2D) are only 
implicitly present in the population of activated cells and need to be processed 
before an explicit code may become available. Put differently, sound localization 
cues need to be mapped to sound position. Separate cues exist for sound azimuth 
(angle with the median plane) and elevation (angle with the horizontal plane 
through both ears):
1. Interaural time difference (ITD). When a sound stimulus is presented in the 
free field, the two ears receive the signal at slightly different moments in 
time. This difference in arrival time is caused by the finite velocity of sound 
waves (±340 m/s) in combination with an azimuth-dependent difference in 
path length between each ear and source. For example, the right ear of an 
average human head receives sounds 0.3 ms earlier than the right ear when 
the source is located at 30° to the right.
It has been shown both behaviorally (Blauert, 1997) as well as 
neurophysiologically (Irvine, 1986) that ITDs are accurately detected by the 
auditory system and constitute a dominant factor in azimuthal sound 
localization (Macpherson and Middlebrooks, 2002; Wightman and Kistler, 
1992). Auditory neurons can lock their firing rate to the phase of the sound 
wave and use the interaural delay as an ongoing cue to determine the ITD. 
Above about 1500 Hz, however, neurons no longer keep track of the sound’s 
fine structure (phase) and only fire in response to the more slowly varying 
energy content (envelope). Like the fine structure, modulations in the 
envelope are subject to interaural delay and contribute to the perception of 
sound azimuth.
A starting point for many modeling efforts of ITD detection is the model 
of Jeffress (1948; Fig. 1.1). In his influential model, Jeffress implemented so 
called ‘coincidence detectors’ to neurally compute what is in essence an array 
of running interaural cross-correlation functions with different time delays. 
Each coincidence detector shows maximal activity when its two inputs are 
synchronous in time. Thus, with an appropriate set of delay lines, only one 
detector will fire maximally and settle the outcome (irrespective of the input 
being locked to the fine structure or envelope). Interestingly, structures 
resembling to Jeffress’ scheme have later been observed in auditory brain 
stem nuclei (Yost and Gourevitch, 1987).
2. Interaural intensity difference (IID). The second major binaural cue to 
azimuthal location is provided by interaural differences in sound intensity 
(dB SPL). For example, the intensity at the left ear is 10 dB louder than at the 
right ear for an 8 kHz pure tone presented at 45° to the left (Irvine, 1986). 
Though interaction with pinna filtering (further discussed below) occurs for 
high frequencies, IIDs are commonly attributed to the frequency-dependent 
shadowing effect of the head. For low frequencies, the sound waves diffract
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Figure 1.1. Jeffress’ coincidence-detection model. (a) Emanated sound waves 
(arrows) from a source located straight ahead arrive at the two ears simultaneously 
where they are transduced and excite neural activity. The neural signals travel along 
transmission lines (solid lines) to an array of coincidence detectors (filled circles). 
Coincidence-detecting neurons are only activated when propagating signals from 
both sides meet simultaneously (bold solid lines & dark filled circle). (b) The same 
situation except that the sound source is now located on the right, which makes that 
the emanated sound waves arrive at the right ear first. Note that, due to transmission 
delays, the position of the coincidence detector activated by the propagating signals 
(dark filled circle) depends on the azimuth location of the external sound source.
easily around the head, which results in a relatively small acoustic shadowing 
effect. For higher frequencies (roughly above 1.5 kHz), the acoustic 
impedance of the head becomes more significant and can attenuate sounds at 
the far ear as much as 25 dB (12 kHz pure tone; Irvine, 1986). In humans, 
there is good evidence that azimuth localization of high-pass sounds (4­
16 kHz) is indeed governed by IIDs cues (Macpherson and Middlebrooks, 
2002). For low-pass sounds (0.5-2 kHz) the IID cue is less potent and the 
localization percept is mainly determined by ITDs.
From stages as early as the brainstem, auditory neurons have been found 
with a firing behavior that is specifically related to IID (Fig. 1.2; Irvine, 
1986) and that is relatively insensitive to the absolute loudness of the 
stimulus. The major class of IID-sensitive neurons, the so-called EI-type 
neurons, receive inhibitory input (I) from the contralateral ear and excitatory 
input (E) from the ipsilateral ear (or vice versa, IE). Correspondingly, the 
basic shape of their IID-response curve is sigmoidal, such that responses 
saturate when contralateral stimulation is dominant (positive IID) and 
extinguish when ipsilateral stimulation dominates (negative IID). Typically, 
each EI (or IE) neuron has a different working region (where transition 
occurs) that spans only part of the total IID (or azimuth) range. As shown in 
early neural models (Irvine, 1986), the entire azimuth range can be encoded 
in a near-linear way when the outputs of all neurons are summed at a 
subsequent neural stage (bold dashed line in Fig. 1.2).
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IID (dB)
Figure 1.2. Representative normalized IID-sensitivity functions (solid lines) of EI- 
cells in the central nucleus of the inferior colliculus of the cat. Samples were obtained 
at the characteristic frequency of the cell (legend). Note the variation between cells in 
position and slope of cutoff. The mean curve (bold dashed line) would indicate the 
variation in level of recruited activation across the population as a function of IID.
-- Adapted from Irvine (1986).
3. Head movement. A third cue to azimuth location relies on the dynamic 
changes in ITD and IIDs that accompany head movements. One problem to 
ITDs and IIDs is that, on the basis of these cues alone, the system cannot 
distinguish between sounds coming from the front and sounds coming from 
the back when their angle of incidence relative to the median plane (azimuth) 
is the same. This so-called front-back confusion can be resolved by 
comparing the direction of head movement with the direction of perceived 
azimuth change (which displaces targets in the front and back in opposite 
directions).
An alternative strategy to retrieve information on sound position would be 
to move the head until a certain monaural criterion is satisfied. For example, 
subjects could search for that head position for which sound intensity is 
maximal at, say, the left ear and then use the perceived head position as a cue 
for sound location (namely, perpendicular to the head in the direction of the 
interaural axis). Unlike the head motion cues (Perret and Noble, 1997), the 
efficacy of such a cue in practical circumstances is rather limited as the
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search procedure is time consuming and requires an ongoing presentation of 
the stimulus (Goossens and Van Opstal, 1997, 1999).
4. Head related transfer function (HRTF). The sound localization cues 
described thus far all concerned azimuth detection, mainly on the basis of 
interaural disparities. As noted in the previous section, localization on the 
basis of these cues alone leaves room for front-back confusions. In fact, 
front-back confusions are part of a more general ‘cone of confusion’: the set 
of directions that give rise to the same ITD and IID cues (in essence, iso­
azimuth lines). The cone shape results from rotation symmetry around the 
interaural axis and is uniquely resolved by the elevation angle.
Thus, the localization of a sound source in elevation effectively resolves 
ambiguities (‘confusion’) in azimuth localization and is essential to a full 
description of 2D sound position. The localization cues associated to sound 
elevation do not relate to interaural time and intensity cues, but to spectral 
shape cues that are monaurally obtained. Before sound waves reach the 
eardrum, they are subject to complex reflection and diffraction in the outer 
ear shell (pinna). This interference imposes a distinct pattern (‘earprint’) of 
amplification and attenuation on the sound frequency spectrum (mainly 
above 4 kHz), also known as the ‘head related transfer function’ or HRTF 
(Fig. 1.3). Due to the idiosyncratic and irregular shape of the pinnae, the 
imposed earprint is unique to each individual and, most important from a 
functional point of view, highly direction dependent (particularly for sound 
elevation).
The auditory system commands the immediate sound spectrum and can 
thus directly perform a spectral shape analysis in order to identify these 
directional earprints. An inherent problem to this pattern recognition is that 
the earprint is imposed upon the source spectrum so that, if the shape of this 
source spectrum is unknown (and it usually is), the ambiguity is insolvable in 
principle. Nevertheless, it appears that the auditory system is quite capable of 
localizing sounds in elevation as long as the source spectrum is sufficiently 
‘smooth’ and doesn’t contain sharp peaks or troughs at relevant frequencies 
(Blauert, 1997; Zakarouskas and Cynader, 1993). The extraction of the 
earprint from the combined spectral shape may be done in various ways. The 
sensory spectrum can be compared to a set of ‘internally stored’ earprints 
(HRTF templates), such that the template that shows maximal similarity sets 
the outcome. The comparison could well be based on a spectral correlation 
coefficient (Middlebrooks, 1992) or spectral derivatives (Zakarouskas and 
Cynader, 1993). It should however be noted that it is a prerequisite to these 
models as well as to the actual behavior (Blauert, 1997) that the sound 
spectrum is broadband and contains energy in the high frequency range 
where the shape of the earprint is most characteristic. Pure tones stimulate 
just one location on the basilar membrane and cannot signal the entire
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Figure 1.3. HRTFs as function of sound frequency. Each individual solid line 
represents the measured sound intensity near the eardrum for a particular elevation 
angle (e;) (between -25° and +45°). The dashed line denotes the original sound 
source spectrum (before passing the pinna). Note that the HRTFs differ significantly 
for higher frequencies only (above ~6 kHz).
spectral shape of the earprint. Indeed, both behavioral data and model show 
that pure tones cannot be located in elevation, despite the fact that they 
remain well localizable in azimuth (Goossens and Van Opstal, 1997; Hofman 
and Van Opstal, 1998).
It is well documented that the various localization cues related to sound azimuth 
and elevation are processed by independent neural pathways, with ramifications 
in behavior. For example, disrupting the spectral shape cues with molds 
abolishes elevation localization but has no effect on azimuth (Oldfield and 
Parker, 1986; Hofman et al., 1998). A similar incongruity becomes apparent for 
sound localization in the presence of background noise, where localization 
performance is more robust for azimuth than for elevation (Good and Gilkey,
1996). In later stages, when the separate localization cues are integrated, the 
system commands a coherent and spatially accurate percept of 2D sound 
location, with a resolution in the frontal hemisphere down to about 2-3° in 
azimuth and about 4-6° in elevation (human data). It is known from the 
literature (Humanski and Butler, 1988), as well as from experiments in our 
group (Hofman et al., 2002) that the relative contribution of the various cues to 
the integrated percept varies gradually with azimuth. For frontal positions, the 
binaural localization cues (mainly low-frequency ITDs) dominate the percept of
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sound azimuth, whereas the percept of sound elevation can be described as an 
azimuth-weighted sum of two monaurally perceived positions (Hofman et al., 
2002). Supposedly, at far peripheral positions, the estimation of sound position 
(azimuth as well as elevation) is mainly based on spectral pinna cues from the 
near ear, as the spatial resolution of the interaural difference cues and 
contralateral spectral cues are poor in this region.
The mechanisms described thus far concern the localization of sound 
direction and do not account for the third dimension -  source distance (for 
review see Moore and King, 1999). Amongst others, the major potential cues 
related to distance perception are (in order of importance): 1) perceived sound 
intensity 2) direct-to-reverberant energy ratio 3) high-frequency absorption by 
the air 4) near-field ITD and IID disparity. However, unlike in specialists such as 
bats (Yost and Gourevitch, 1987), auditory distance perception is not 
particularly well developed in most species (including humans) and is in fact 
highly questionable for unfamiliar sounds in free-field environments (free-field 
environments lack reverberance cues by definition, whereas the loudness cue is 
confounded with the unfamiliar loudness and spectral content of the source). 
This thesis describes controlled experiments that were conducted in an anechoic 
room, which approximates the free-field situation with unfamiliar stimuli. So, 
wherever the term ‘sound position’ is used in this thesis it refers to its 2D 
direction rather than to its 3D position.
1.3 Cross-sensory spatial calibration
A challenging task arises when spatial information from different senses needs 
to be integrated into a multimodal spatial percept. For example, the collaboration 
between the auditory and visual system is evident in an orienting task, in which 
the auditory percept of target location is used to guide the eyes to fixate the 
visual image of the target. As noted before, this is not a trivial task, since the 
different sensory inputs are represented in different coordinate frames and are 
encoded in different neural formats. The sensory input for the sound localization 
system is tonotopically organized and initially available in a headcentered frame 
of reference, whereas for the visual system, this input is retinotopically 
organized and available in an oculocentric reference frame. So, in order to 
integrate the audio-visual inputs to a coherent spatial percept, the two sensory 
coordinates need to be transformed and calibrated such that their maps become 
spatially concordant.
A well-known feature of multi-sensory integration is that the weight that is 
given to the spatial visual information usually overtakes the contribution from 
other sensory modalities. For example, the spectators of a ventriloquist usually 
do not perceive the disparity in spatial position between visual information 
(moving mouth of the puppet) and auditory information (motionless mouth of 
the ventriloquist). Instead, they are very much inclined to ignore the auditory
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spatial percept and to perceive a single multi-sensory event, located at the 
position of the puppet’s mouth only. Surely, the richness and spatial accuracy of 
visual information might underlie its dominance to resolve such sensory 
conflicts. A more fundamental explanation, however, is that our brain aligns its 
various sensory and sensorimotor maps by shaping each map to the spatial map 
of the visual system. According to this interpretation, the visual dominance in 
sensory conflicts is just an illustration of this aligning mechanism at work, 
‘correcting’ a falsely calibrated (non-visual) spatial map. Though this visual 
‘master map’ theory is under active debate, it has been most convincingly 
demonstrated that visual feedback influences the spatial calibration of the 
auditory system. Two experimental approaches are possible, one in which vision 
is absent (Chapter 2 and 3), and the other in which vision is spatially 
manipulated (Chapter 4):
1. Sound localization without vision. Pioneering work on barn owls with 
sutured eyelids has shown that chronic deprivation of visual feedback may 
lead to near complete degradation of the owl’s sound localization system. 
The orderly maps of spatially tuned auditory neurons that are formed under 
normal conditions do not develop when owls grow up without substantial 
juvenile visual experience (Knudsen, 1985). Further, these owls are affected 
in a functional sense too, as, unlike the highly accurate sighted owls, they are 
unable to localize sounds in space (Knudsen et al., 1991). It should be noted, 
however, that sound localization in the owl differs from that in other species. 
Though like other species the owl commands ITD cues to sound azimuth, it 
owns a unique anatomy (the orientation of the left and right pinna differs in 
the vertical direction) that provides IID rather than spectral cues to sound 
elevation. Another specialty to owls is that they cannot generate substantial 
eye movements (< 2°), which may contribute to the integration and 
entanglement of auditory and visual spatial information (no more need to 
account for eye position). The extent to which these characteristics add to the 
owl’s dependency on visual feedback remains unclear, but it is significant 
that blindness in non-avian species, such as humans (Chapter 2 and 3) cats 
(Rauchecker and Kniepert, 1994), or ferrets (King and Parsons, 1999), does 
not interfere with a proper calibration of the auditory system. Moreover, it 
seems that blindness in cats (Rauschecker and Kniepert, 1994) and ferrets 
(King and Parsons, 1999) even sharpens the spatial tuning of auditory 
neurons. And, early blind humans are superior to sighted controls when it 
comes to sound localization in the far periphery (Röder et al., 1999) and to 
left-right discrimination on the basis of monaural information (Lessard et al.,
1999).
So, depending on the species, chronic deprivation of vision can degrade as 
well as improve sound localization acuity, or anything in between. 
Apparently, two counteracting mechanisms are at work. On one hand, it
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VISION/COMPENSATION AMBIGUITY
Figure 1.4. Ambiguity in visual calibration and compensatory plasticity. The dark- 
gray surface represents all possible sound-localization performance-levels in the 
blind relative to those in the sighted. Any deviation from normal (100%) is related to 
either loss of visual calibration (leading to a decrease in performance) or to the act of 
compensatory plasticity (leading to an increase in performance). Note that a given 
performance level (light-gray surface) may just as well be indicative to a limited 
calibrating role for vision in sighted and no compensatory effects in the blind (A), to 
a full-scale calibrating role for vision in sighted that is partly compensated for in the 
blind (B), or any combination of these accounts (inter-section line between A and B). 
Note that there is no such ambiguity when performance is dropped to zero (Owl) and 
that hypercompensation (semi-transparent area) is an indisputable indication for 
compensatory plasticity at work.
seems that visual feedback indeed supervises the calibration of the auditory 
system, whereas on the other, it seems that the blind may find ways to 
compensate for the loss of this influential supervisory signal (compensatory 
plasticity). Without thorough neurophysiological research it remains, 
however, unclear to which extent either of these mechanisms is at work 
(Fig. 1.4). For example, when sound localization performance in blind 
humans is, say, 60% of that in the sighted it may be that, in the sighted, the 
visual influence on human sound localization reaches to 40% only and that 
there are no compensatory mechanisms at work in the blind (‘A ’ in Fig. 1.4). 
However, it may just as well be that the spatial calibration in the sighted is 
entirely determined by vision and that 60% of this loss is compensated for by 
the blind (‘B’ in Fig. 1.4). Moreover, a performance comparison between the 
blind and sighted cannot distinguish between any combination that amounts
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to this 60% performance level (intersection line from ‘A’ to ‘B’). Therefore, 
the only unambiguous proof of compensatory plasticity in the blind resides in 
the ‘hyperacuity’ performance region (semi-transparent surface).
Compensatory plasticity implies that the supervisory role of vision is 
taken over by other feedback systems (e.g. the somatosensory system), that 
the signal processing of the various localization cues is improved, or both. 
Since it is unlikely that non-visual feedback signals will outclass the 
comprehensive and spatially accurate visual signals, it seems that hyperacuity 
results (at least partly) from the second form of plasticity, i.e. from an 
enhanced detection of localization cues (Chapter 3). The sharpening of spatial 
tuning characteristics of auditory neurons in blind cats (with ramification in 
behavior; Rauschecker, 1995) substantiates this hypothesis. Functional 
neuroimaging in humans provide more evidence in this direction, albeit not to 
the characteristics of individual auditory neurons but to a comprehensive 
reorganization of neural pathways. For example, the occipital cortex is 
activated during Braille reading or other tactile discrimination tasks in early 
blind, but not sighted subjects (Sadato et al., 1996; Büchel et al., 1998). And 
most significantly, the right occipital cortex -  normally involved in visual 
location and motion processing -  show signs of sound-localization related 
activity in the blind (Weeks et al., 2000). Obviously, a recruitment of 
additional neural substrate could increase the auditory computational power 
and, hence, indeed improve the detection of sound localization cues. It 
remains to be demonstrated, however, that the auditory activity in these 
newly recruited cortical areas is part of a functional network and is not just 
some correlated epiphenomenon without meaningful output.
2. Sound localization with spatially modified vision. A second and less 
confounding line of evidence on visual calibration of sound localization 
stems from studies on the adaptation to binocular shifting prisms. The 
seminal work of Knudsen and colleagues (for review see Knudsen et al.,
2000) showed that a lateral shift in the visual world of the barn owl induces a 
corresponding -  but from the spatial perspective of the auditory system 
erroneous -  shift in both the behavior and neurophysiology of sound 
localization (Fig. 1.5). The sites underlying this plasticity of the owl’s 
auditory space-processing pathway have now been determined, and include 
the external nucleus of the midbrain inferior colliculus (ICx, see also next 
section). This nucleus is particularly important to sound localization as it is 
the first stage in the ascending pathway where a 2D topographic map of 
auditory space is synthesized. The spatial tuning characteristics of the 
neurons in the ICx are directly shaped by a topographic visual instruction 
signal from the optic tectum, a multimodal midbrain nucleus involved in 
spatial orienting behavior (homologue to the superior colliculus in 
mammals). The dynamics of adaptation have been thoroughly studied as
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A BPrismatic Displacement Shift of Auditory Tuning
of Visual Receptive Field After 8 Weeks of Experience
azimuth (deg)
Figure 1.5. Functional traces of learning in the optic tectum of the barn owl. 
Experience with a prismatically displaced visual field causes adaptive adjustment of 
ITD tuning in the auditory space map. (a) The effect of L23°, horizontally displacing 
prisms on a visual receptive field location (encircled “V”). The globe represents 
space in front of the owl relative to the line of sight. The contour lines indicate the 
correspondence of ITD values (for 6 kHz sounds) with locations in space. (b) The 
ITD tuning of tectal neurons before and after prism rearing. The visual receptive 
fields of both neurons are centered at 0° azimuth. Before prism experience (closed 
symbols), the neuron is tuned to 0 ^s ITD. After the owl has experienced L23° prisms 
for 8 weeks, the ITD tuning of the neuron from a very similar site has shifted to 50 
^s right-ear leading (open symbols). Downward arrows indicate the best ITD for 
each site. Best ITD is the midpoint of the range of ITDs that elicit more than 50% of 
the maximum response for that neuron. (c) Eight weeks of prism experience causes 
the relationship between best ITD and visual receptive field azimuth to be shifted 
(open symbols) systematically from normal (closed symbols). The dashed line 
indicates the normal regression of best ITD on visual receptive field azimuth. The 
location of visual receptive fields, measured with prisms removed, is not altered in 
the tectum by prism experience. L, left-ear leading; R, right-ear leading. -- Adapted 
from Knudsen et al (2000).
well. Large changes in auditory spatial tuning are induced readily by 
manipulation of experience in young animals. Learned neural responses 
gradually increase over a period of weeks after mounting prisms, while 
normal responses are gradually eliminated. In adult animals, adaptive 
adjustments may occur, but the range of adjustment is restricted, particularly 
when the first-time exposure is past the juvenile sensitive period.
Adaptation to shifting prisms has been demonstrated in humans too 
(Lackner, 1976, for review). Early reports on adaptive changes in auditory 
response behavior suggest that a short-duration shift in the visual world 
(typically a few hours of prism exposure) induces a corresponding shift in the 
internal representation of eye position (eye-to-head mapping; Helmholtz, 
1962; Kalil and Freeman, 1966; Radeau, 1973). Others argued that, rather
12
than in eye-to-head, the locus of adaptation seems to reside in head-to-body 
or body-to-arm articulations (Harris, 1963, 1965; Hay and Pick, 1966; 
Lackner, 1973; Cohen, 1974). This remaining controversy in interpretation is 
inherently related to the fact that the visual shift that is induced by shifting 
prisms can be compensated for anywhere in the chain of nested coordinate 
transformations. For example, when eye-arm coordination is used to assess 
changes in head-to-body mapping, it remains unclear whether the locus of 
adaptation resides in the retina-to-eye, eye-to-head, head-to-body, body-to- 
arm mapping or in any of the involved sensory modalities (e.g. the visual or 
auditory system). This latter possibility, however, has been left largely 
unattended as human prism studies typically concentrated on sensorimotor 
transformations only.
Without contradicting compensatory plasticity in the blind, the above body of 
evidence supports the idea that the various sensory and sensorimotor maps are 
shaped by a visual ‘master map’. Many neuroscientists, however, take a different 
and less generalizing position and argue that auditory spatial calibration might 
well be an exceptional example. As noted before, the auditory system is 
endowed with implicit cues to spatial position, and, most important, cannot use a 
priori knowledge on how spatial position and localization cues relate to one 
another. In fact, before the sound localization system can work autonomously at 
all, it needs to receive a body of independent spatial feedback to learn the 
veridical relationship (mapping) between cues and position. The plasticity of this 
cue-position mapping has been demonstrated in several adaptation studies to 
abnormal auditory experience, including studies in barn owls (Knudsen and 
Konishi, 1980), Ferrets (King et al., 1991) and humans (Hofman et al., 1998). 
Therefore, the manifested ‘need-for-feedback’ suggests that the visual influence 
on the spatial mapping in the auditory system might relate more to the lack of 
explicit spatial information in the auditory input than to the existence of a visual 
‘master map’. Moreover, it seems that the various sensory and sensorimotor 
maps can be calibrated equally well without command of any supervisory visual 
map, as indicated by the largely normal spatial orienting behavior of the blind 
(Chapter 2 and 3).
1.4 Neurophysiology of the auditory system
Any discussion of neural processing by the auditory system remains immaterial 
without some specification of its neurophysiology. The auditory system differs 
most strikingly from the other major sensory systems in the complexity of its 
subcortical pathways. In the auditory system four major processing levels are 
interposed between the primary afferents and the recipient cortical fields, 
whereas there is only one such intermediate level in the visual system and two in 
the somatosensory system. Amongst the psycho-acoustic qualities that are
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extracted along parallel monaural and binaural pathways are loudness, pitch, 
timbre, temporal modulation and spatial position. The current brief account of 
the auditory neurophysiology is focussed on its function to directional hearing 
and will discuss sound properties like intensity or frequency only sideways.
Associated with the complexity in the auditory system is a high degree of 
divergence in the auditory brainstem, which converges again in the midbrain 
inferior colliculus (IC) before being relayed to the thalamocortical system. The 
tracts and general connectivity of the different nuclei that constitute the 
ascending mammalian auditory pathway are shown in Figure 1.6. All fibers from 
the auditory nerve (8th nerve) terminate in the brainstem cochlear nucleus (CN), 
where an anteroventral (AVCN), posteroventral (PVCN) and a dorsal (DCN) 
part can be discerned. Each of these three CN subdivisions conveys input from 
the ipsilateral ear to separate ascending monaural (potential cues to sound 
elevation) and binaural pathways (cues to sound azimuth). The AVCN is 
particularly important because it is the origin of branching pathways to the 
medial (MSO) and lateral superior olives (LSO), brainstem structures that have
Auditoiy Cortex
Figure 1.6. Overview of the principle connections of the ascending auditory pathway. 
Note that all the efferent fibers from the brainstem (CN, LSO, MSO and MNTB) 
converge to the midbrain IC. Also note that LSO and MSO receive direct input from 
both the ipsi- and contralateral CN. For simplicity, most ascending fibers of the left 
auditory tract have been omitted.
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connections ideally arranged to function as primary centers for binaural hearing. 
The PVCN is a major source of monaural pathways to the periolivary cell 
groups; pathways from PVCN also project across the brain stem in the 
intermediate nuclei of the lateral lemniscus (LL) and directly to the IC. The 
DCN is a source of monaural pathways which largely bypasses the olivary 
complex and project directly, via the dorsal acoustic stria, to the contralateral 
inferior colliculus (IC). In most mammals the major components of the superior 
olivary complex are the MSO, the LSO and the medial nucleus of the trapezoid 
body (MNTB). The study of this complex has revealed a striking example of the 
relationship between structure and function -  the extraction of IID and ITD 
localization cues. Due to the bifurcation of the pathway in the AVCN, the LSO 
and MSO both command a complete tonotopic representation (though low 
frequencies have a greater representation in MSO than in LSO). A difference in 
binaural connection between these two nuclei is that the MSO receives direct 
input from both AVCNs, whereas the LSO receives direct input from the 
ipsilateral AVCN and indirect input (via the MNTB) from the contralateral 
AVCN. This difference in connection is probably related to the findings that, in 
general, LSO neurons receive excitatory input from one ear and inhibitory input 
from the other (EI- or IE-cells), and that most neurons in MSO receive 
excitatory input from both ears (so called EE-cells), though EI-cells are also 
found. The EI- and IE-cells are sensitive to IIDs (Fig. 1.2), whereas the EE-cells 
from the MSO seem to be tuned to ITDs. Further, the bilateral innervation of the 
MSO neurons features a striking resemblance with the neural model of a place 
code for ITDs proposed by Jeffress (1948; see also Fig. 1.1). A second model of 
binaural interaction, first proposed by Von Bekésy (1930) and further elaborated 
by van Bergeijk (1962), fits some of the connections and functions of the LSO 
(see e.g. Yost and Gourevitch, 1987). This model was designed to explain the 
psychophysical phenomenon of a trading relationship between ITDs and IIDs 
when the two cues are independently manipulated through earphones. In this 
model the location of sound is encoded by the level of excitation in one 
bilaterally innervated nucleus relative to the level of excitation in its 
contralateral counterpart. The level of excitation in each nucleus is a result of 
excitatory input from the ipsilateral ear and inhibitory input from the 
contralateral ear (EI-neurons). In contrast with Jeffress’ place code for ITDs, the 
model codes ITDs by the number of recruited EI-neurons. The basic idea is that 
an inhibitory and excitatory wave front approach each other from each side and 
cancel out somewhere in between. The number of recruited cells is proportional 
to the area covered by the excitatory wave of activity, which depends on the lead 
in time (ITD) as well as on the strength of the excitatory wave (IID). A time lead 
causes the excitatory wave to travel longer and to cover a greater area of the 
LSO, whereas a stronger excitatory wave may exceed the stimulation threshold 
of more LSO neurons. Surely, this latter dependency relies on a broad 
distribution of excitation thresholds in the LSO cell population, i.e. on a gradient
15
in excitation threshold that is orthogonal to the ITD axis (postulated in the 
model). The functional significance of the olivary complex to sound localization 
is confirmed experimentally too. For example, even partial interruption of the 
MNTB disrupts an animal’s ability to localize sounds in space or to detect 
interaural intensity differences. In contrast, if the auditory commissures are 
interrupted at higher levels, such as the commissures of the IC or at the corpus 
callosum, animals remain unimpaired in their sound localization abilities.
After initial bifurcation in the brainstem, nearly all efferent pathways from 
CN and olivary complex as well as from the dorsal nucleus of the midbrain 
lateral lemniscus (DNLL) are brought together again in the next processing level 
of the ascending auditory pathway, the IC. Both LSOs provide input to both ICs, 
whereas the pathway from MSO is mainly ipsilateral, a point that is illustrated 
by the observation that areas of high frequencies project bilaterally and of low 
frequency ipsilaterally (recall that low frequencies have a greater representation 
in MSO). The largest division of the IC is the central nucleus (ICc). The regions 
outside the ICc, collectively referred to as pericentral areas, are further divided 
into a pericentral nucleus (ICp), covering the dorsal and posterior surfaces of the 
ICc, and an external nucleus (ICx), covering the lateral and anterior surfaces. It 
is unclear how these pericentral areas, which receive descending (mainly 
inhibitory) input from auditory cortex (like in a feedback loop), connect to 
ascending pathways involved in sound localization. Also, the functional 
classification of the IC in ICc, ICp and ICx is further obscured by the fact that a 
conflicting parcellation can be made on the basis of the layered (cortical) 
structure and distribution of cell types (Irvine, 1986). Even so, the question most 
important to the physiology of sound localization is whether the converging 
monaural and binaural pathways coexist in parallel or whether they integrate 
(show interaction). The latter option would make the ICx the first target in the 
ascending auditory pathway that commands all the ingredients to code 2D sound 
position (Chapter 5). Neuroanatomical tracer experiments have shown that the 
targets of LSO, MSO and AVCN overlap (at least partially) in the ICc of the bat, 
cat and shrew (for review see Irvine, 1986). Thus, direct monaural pathways 
indeed project to the same area as indirect binaural pathways in the IC. This 
anatomical architecture has ramifications in physiology as well. Auditory 
neurons in the IC of the owl are selectively responsive to sounds emanating from 
small, restricted 2D areas in space (Knudsen et al., 1991). An important feature 
of these spatial ‘receptive-field’ neurons was that neighboring IC cells 
responded to spatially adjacent sounds such that a systematic headcentric map of 
2D auditory space is formed. A similar map of auditory space that is the result of 
direct point-to-point projection from the IC also exists in the optic tectum of the 
owl, a spatial orienting nucleus in the brainstem that is homologue to the 
mammalian superior colliculus (SC). The tectal neurons respond to both acoustic 
and visual stimuli, and the spatial positions of the receptive fields of these two 
modalities are in register. In mammals the situation is not as clear. A map of
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auditory space has been found in the deep and intermediate layers of the SC in 
several animals (including the monkey), but it appears that, like the visuomotor 
map, the map of auditory space is oculocentric instead of headcentric. In other 
areas of the mammalian auditory system, neurons are not topographically 
organized and have receptive fields that either cover all or most of the 
contralateral sound field or that vary with pinna orientation.
From the IC onward, the ascending auditory pathway diverges again to 
project to the thalamic medial geniculate body (MGB) and, from there on, to the 
different fields of the auditory cortex. While the auditory cortex is considered to 
be the pinnacle of the auditory processing pathway, necessary for the perception 
of sound, there is as yet no clear understanding of its functional significance. 
The ascending pathways from the ICc to the primary area of auditory cortex, AI, 
suggest that this area is more important to sound localization than some of the 
other thalamocortical pathways. Indeed, some aspects of binaural organization 
may be mapped orthogonally to the AI’s iso-frequency contours, where bands of 
EE-cells alternate with bands of EI-cells. More research is needed to further 
reveal the functionality of the various auditory nuclei and their interaction with 
other sensory pathways.
1.5 Research questions
The following chapters describe experiments designed to investigate cross- 
sensory spatial coordination. In particular, they deal with sound localization and 
its relation to the visual system. The research questions central to the following 
chapters are:
■ What is the effect of blindness on sound localization? (Chapter 2 and 3) 
Previous studies on sound localization in the blind have focussed on azimuth 
localization and largely neglected the pathway extracting sound elevation. 
Our study concerns the effect of blindness on sound localization in both 
azimuth and elevation and investigated its effect on the adopted pointing 
strategy (Chapter 2). Further, we investigated the performance of blind and 
sighted subjects when sound localization conditions are more adverse, i.e. 
when an ambient auditory background scene was added (Chapter 3).
■ What is the effect of compressed vision on sound localization? (Chapter 4) 
Human prism studies focussed on adaptive effects of shifting prisms on 
sensorimotor transformations. We manipulated vision in a new and very 
different manner (compression) and extended our focus to include the 
calibrating influence of vision on sound localization (i.e. plasticity in the 
involved sensory modalities). With our approach, we attempted to outline the 
locus of adaptation as well as the involved type of neural coding underlying 
sound localization.
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■ How is sound location encoded in the IC? (Chapter 5)
Most studies on the IC were conducted in anesthetized animals, such as owls, 
cats or ferrets and used headphone stimulation and/or were limited to the 
azimuth domain. We investigated whether auditory neurons in the IC of an 
awake monkey were sensitive to 2D sound position (free-field), sound 
intensity and eye position.
■ How are spectro-temporal properties encoded in the IC? (Chapter 6) 
Auditory neurons are classically characterized by one-dimensional probing of 
either their spectral or temporal response properties. By using sounds that are 
modulated in both time and frequency, we systematically characterized 
spectro-temporal response fields (STRF) of IC neurons and used these to 
linearly predict responses to a wide range of sound stimuli.
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Chapter 2: Two-dimensional sound-localization 
behavior of early-blind humans
To investigate whether the visual system is crucial for adequate calibration of 
acoustic localization cues, sound-localization performance of early-blind 
humans was compared with that of sighted controls. Because a potential benefit 
of vision is mainly expected for targets within the two-dimensional (2D) frontal 
hemifield, localization was tested within this target range, while using sounds of 
various durations and spectral content. Subjects were instructed to point, in 
separate experimental sessions, either with their left arm, or with their nose, in 
the direction of the perceived target position as accurately as possible. In an 
additional series, subjects were instructed to respond as quickly as possible. The 
results show that, in general, 2D sound-localization performance of blind 
subjects was indistinguishable from that of sighted subjects, both for broadband 
noise and for pure tones. In the fast head-pointing task, the latency distributions 
of both groups were equal. These findings suggest that visual feedback is not 
required to calibrate the available localization cues -  including the idiosyncratic 
and complex spectral shape cues for elevation. Instead, the localization abilities 
of blind people show that the putative supervising role of vision may be 
supported, or taken over, by other non-visual feedback systems. The results do 
not support the hypothesis that blind people can hypercompensate for the loss of 
vision in the frontal hemifield by developing superior sound-localization 
abilities. Despite the general correspondence in localization behavior, some 
specific differences related to pointing strategies as well as to those between 
subject groups were apparent. Most importantly, the reconstructed origin (bias) 
of arm pointing was located near the shoulder for the blind subjects, whereas it 
was shifted and located near the cyclopean eye for the sighted subjects. The 
results indicate that both early-blind and sighted humans adequately transform 
the head-centered auditory coordinates into the required reference frame of 
either motor system, but that the adopted response-strategy may be specific to 
the subject group and pointer method.
Adapted from: Zwiers MP, Van Opstal AJ, Cruysberg JRM (2001). Two-dimensional 
sound-localization behavior of early-blind humans. Exp Brain Res. 140: 206-222.
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2.1 Introduction
This paper investigates localization behavior of early blind human subjects 
responding to sounds presented in the frontal two-dimensional (2D) hemifield 
and compares this to the performance of normal-sighted, naive control subjects.
The ability to make an accurate orienting movement toward a peripheral 
target in an environment in which many stimuli may compete for attention 
requires the extraction and selection of the spatial relations between the different 
stimuli. For example, in complex multimodal scenes, the auditory system may 
guide the visual system to foveate potentially interesting targets (Perrott et al., 
1987; Stein and Meredith, 1993). This is not a trivial task, as the different 
sensory modalities are represented in different frames of reference and are 
encoded in different neural formats. In its initial stages, visual input is encoded 
retinotopically and, as vision is locked to the eye, it is represented in an eye- 
centered (oculocentric) reference frame. On the other hand, acoustic input is 
referenced to the head (craniocentric), but as a result of the cochlear mechanics 
auditory sensory input is organized tonotopically, rather than spatially.
As a consequence, sound localization relies on the neural processing of 
implicit acoustic cues. It has been well documented that these cues are processed 
by independent binaural and monaural neural pathways (Oldfield and Parker, 
1986; Wightman and Kistler, 1989, 1997; Middlebrooks, 1992; Frens and Van 
Opstal, 1995; Hofman and Van Opstal, 1998). Interaural differences in phase 
(IPDs) and sound level (ILDs) are both employed by the human auditory system 
to extract the horizontal coordinate of the sound with respect to the head (sound­
source azimuth). Complex spectral shape cues, which arise from the diffraction 
of acoustic waves at the pinna cavities (López Poveda and Meddis, 1996), 
enable the system to determine the position of the sound source in the median 
plane (sound elevation) and to disambiguate frontal from rear locations. These 
spectral shape cues are known as the head-related transfer functions (HRTFs; 
Musi cant and Butler, 1984; Wightman and Kistler, 1989; Middlebrooks, 1992; 
see Blauert, 1997 for review).
In addition to these static cues, active head movements and changes in static 
head orientation induce systematic changes in the input that could act as a source 
of acoustic feedback (Noble, 1981; Perrott et al., 1987; Perret and Noble, 1997) 
and influence the sound-localization response (Goossens and Van Opstal, 1999).
Calibration of acoustic cues
To localize a sound, the auditory system depends on knowledge about the 
relationship between the acoustic cues and the spatial position of the sound 
source. The complex and idiosyncratic way in which the acoustic cues relate to 
sound elevation in combination with the plasticity of this relationship (owl: 
Knudsen and Knudsen, 1985; human: Javer and Schwarz, 1995; Hofman et al.,
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1998) suggests that the system needs feedback to learn and refine this 
relationship. It has been suggested, for owls (Knudsen et al., 1991), ferrets (King 
et al., 1988), guinea pigs (Withington-Wray et al., 1990), and a number of other 
mammalian species (Heffner and Heffner, 1992), that the visual system plays an 
important role in this learning process.
On the other hand, it has also been advocated that the loss of a sensory 
modality may often lead to compensatory plasticity in remaining modalities, 
such that the remaining senses get sharpened. In the case of acoustic behavior, 
this has been shown for cats and ferrets, in which early loss of vision appeared to 
improve, rather than to deteriorate, sound-localization behavior (Rauschecker 
and Kniepert, 1994; King and Parsons, 1999) and -  in cats -  to sharpen the 
spatial tuning of auditory cortical neurons (Korte and Rauschecker, 1993; also 
Rauschecker, 1995, 1999). More recently, early blindness in cats (Yaka et al.,
1999), as well as in humans (Kujala et al., 1995; Kujala et al., 2000; Weeks et 
al., 2000), has been reported to invoke acoustic activity in the deprived visual 
cortical areas, suggesting that the auditory system in blind subjects may attain an 
expanded neural representation. Similar cortical reorganization has been 
demonstrated in the language areas of deaf subjects using sign language (Neville 
et al., 1998).
Research topic
It is not obvious to what extent early blindness in humans is accompanied by a 
deterioration in sound-localization accuracy (such as in owls), or to what extent 
compensatory mechanisms might have sharpened auditory spatial acuity (such as 
in cats and ferrets).
Earlier studies, which concentrated on sound azimuth localization, 
demonstrated little difference between blind and sighted subjects, although 
under echoic conditions localization by the blind appeared to be inferior to that 
of sighted subjects (Fisher, 1964; Jones, 1975). In addition, Wanet and Veraart 
(1985) have reported that blind and sighted subjects reach similar accuracy in 
indicating sound direction, although the blind subjects in the study of Haber et 
al. (1993) performed less accurately.
More recent studies, however, have shown that, under certain conditions, 
blind humans may actually possess superior sound-localization abilities. For 
example, the experiments of Lessard et al. (1998) indicate that under monaural 
conditions some of their blind subjects display an enhanced localization ability 
in the horizontal plane. In addition, the results of Ashmead et al. (1998) suggest 
that blind children can better discriminate changes in sound elevation and sound 
distance. Recently, Röder et al. (1999) have shown an increased sensitivity, both 
psychophysically and electrophysiologically (EEG), to position changes at far- 
lateral azimuth locations, where the binaural difference cues are less reliable. 
These studies would suggest that the blind may also be superior in employing 
the pinna-induced spectral cues.
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Note, however, that in the majority of studies subjects could in principle have 
relied on the use of either binaural difference cues or monaural intensity 
judgements for localization in the horizontal plane. Both cues are related to 
sound azimuth in a rather straightforward and monotonic way. Moreover, the 
relative discrimination of sounds may be based on different processes to those 
underlying the absolute localization of sounds. It is therefore not clear to what 
extent subjects actually relied on either of these different acoustic cues in 
generating their responses.
Thus, a more challenging test for the sound-localization system of blind 
humans should incorporate the explicit use of the spectral shape cues as well. 
These cues are highly idiosyncratic and vary with sound-source elevation in a 
complex way. Moreover, these cues may change considerably during growth, in 
a way that can hardly be accounted for by genetic (pre-) programming.
The present paper investigates sound-localization behavior of blind subjects 
in the frontal 2D space to a variety of acoustic stimuli. We reasoned that, 
especially within that target range, a potential contribution of vision to the tuning 
of sound-localization behavior should become apparent.
To that end, congenital blind subjects were asked to point as accurately as 
possible, either with their nose or with their left arm, to broad-band sounds that 
were presented at randomly selected locations within the 2D frontal hemifield. 
The use of these different pointers allows the investigation of adopted pointing 
strategies and the required coordinate transformations underlying these different 
sensorimotor behaviors. We also tested whether the latency of sound- 
localization responses might be indicative for compensatory plasticity in these 
subjects, by instructing them to make goal-directed head movements as quickly 
as possible. Finally, we conducted localization experiments in which broadband 
sounds of different durations, and pure tone pips of different frequencies were 
randomly interleaved. In this experiment it was investigated to what extent 
acoustic feedback, as well as the different acoustic cues, are used in determining 
the sound-localization responses. In all experiments, naive sighted subjects 
served as controls. Some of the results reported in this study has been presented 
in abstract form (Zwiers et al., 1999).
2.2 Methods
Subjects
Six early blind subjects (B1-6; five men, one woman; 23-42 years of age) 
participated in the experiments. Subjects were considered blind, as their visual 
acuity was below 1/300 within the 1st year after birth. A visual acuity below 
1/300 means that subjects were not able to detect hand movements at a distance 
of 1 m from their better eye. Subjects were recruited with help from the regional 
institute for the blind. Apart from their blindness, motor performance and
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hearing were normal in all subjects. The characteristics of the subjects are 
provided in Table 2.1.
Eleven normal-sighted control subjects (Sa-k; all male; ages 23-41 years) 
that were all inexperienced in sound-localization experiments were recruited 
from within and outside the department and were kept naive as to the purpose of 
the experiment. All subjects were given a short practice opportunity (up to 10 
min) to get acquainted with the setup and localization paradigms. None of the 
subjects reported any hearing or motor problems.
The study was performed in accordance with the ethical standards laid down 
in the 1964 Declaration of Helsinki. All subjects gave their informed consent 
prior to their inclusion in the study.
Table 2.1. Characterization of the six early blind subjects that participated in this study. 
All subjects had a visus below 1/300 within their first year after birth. At this level, 
subjects have never been able to detect the movement of a hand at 1 m distance. Blind 
subject B6 was treated for a pituitary adenoma at the age of 5 years. All subjects had 
normal hearing.
Subj Age Sex Vision in the better eye 
(right/left)
Cause of early blindness
B1 29 M Only light perception (+/+) Retinopathy of prematurity
B2 34 M Only light perception (+/+) Congenital microphthalmos and coloboma
B3 42 M No light perception (-/-) Enucleation of both eyes (tumor)
B4 23 M Only light perception (-/+) Retinopathy of prematurity
B5 28 F Only light perception (-/+) Retinopathy of prematurity
B6 36 M Only light perception (+/-) Pituitary adenoma at age 5 years
Stimulus presentation
Subjects were seated in a completely dark and sound-attenuated room (3x3x3 m) 
in which the ambient background noise level was approximately 30 dB (A- 
weighted, dBA). Reflections above 500 Hz were effectively absorbed by 
acoustic foam that was mounted on the walls, floor, ceiling, and every large 
object present. Auditory stimuli were produced by a broadband lightweight 
speaker (Philips AD-44725), which had a characteristic that was flat within 5 dB 
between 2 and 15 kHz (not corrected for). The auditory stimuli were generated 
digitally at a 50-kHz sampling rate (National Instruments DA board, DT2821) 
and tapered with a sine-squared on- and offset ramp of 5 ms duration. The sound 
intensity was measured at the position of the subject’s head with a calibrated 
sound amplifier and microphone (Brüel and Kjær; BK2610/BK4144), and kept 
at a fixed level of 60 dBA SPL.
The speaker was mounted on a two-link robot, which consisted of a base with 
two nested L-shaped arms (see Frens and Van Opstal, 1995; Hofman and Van 
Opstal, 1998, for details) that were driven by separate stepping engines (Berger 
Lahr VRDM5), both controlled by a PC 80486. This setup enabled rapid (within
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2 s) and accurate (within 0.5°) positioning of the speaker at a fixed distance of
0.90 m at any location on a virtual sphere. It has been verified in earlier studies 
(Frens and Van Opstal, 1995) that the sounds produced by the stepping motors 
did not provide any consistent localization cues to the subject. Prior to the actual 
positioning command, the speaker was always moved into a random direction, at 
least 20° away from the previous location. In this way, speaker displacement 
cues that could be related to movement duration of the stepping motors were 
completely eliminated.
Target and response coordinates are expressed as azimuth (a) and elevation 
(e) angles, determined by a double-pole coordinate system in which the origin 
coincides with the center of the head. In this reference frame, target azimuth, a T, 
is defined as the angle between the target and the midsagittal plane. Target 
elevation, eT, is the angle between the target and the horizontal plane through the 
ears with the head in a straight-ahead orientation (Knudsen and Konishi, 1979).
Response paradigms
Mismatches between the actual target positions and the subject’s responses can 
be due to an erroneous perception of sound location, but also by a particular 
motor strategy or errors in the motor response itself. This might be relevant 
when testing the blind, as they have been reported to be often motorically 
delayed at infancy (Adelson and Freiberg, 1974). A possible solution to this 
ambiguity is to use more than one response method. To that end, two different 
methods were employed: head-pointing, and pointing with the left (stretched) 
arm (Haber et al., 1993). An earlier pilot study indicated no difference in 
pointing behavior for the left or right arm.
Head-pointing method
The 2D orientation of the head in space was measured with the magnetic 
induction technique (Robinson, 1963). The usefulness of this method has been 
described in previous papers from our group (Frens and Van Opstal, 1995; 
Hofman and Van Opstal, 1998; Goossens and Van Opstal, 1999). In short, two 
orthogonal pairs of coils, attached to the room’s edges, generated two oscillating 
magnetic fields (30 kHz horizontally, and 40 kHz vertically) that were nearly 
homogeneous and orthogonal in the area of measurement. The magnetic fields 
induced two oscillating voltages in a small (diameter 2 cm) induction coil that 
was rigidly attached via a lightweight helmet (150 g) to the center-top position 
of the subject’s head. The magnitude of these voltages is directly related to the 
2D orientation of the head re field coils. The signals were demodulated by two 
lock-in amplifiers (PAR-128A), tuned to either field frequency, low-pass filtered 
(cut-off 150 Hz), sampled at a rate of 500 Hz per channel (DAS16), and finally 
stored on hard disk for further analysis.
The subject was seated in the center of the room, with the head positioned in 
the center of the sphere defined by the robot. The range that was tested with this
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response method was a T e [-70°, 70°] for target azimuths, and eT e [-40°, 65°] 
for target elevations, respectively.
Arm-pointing method
The 3D-positions of the subject’s left arm were measured with an infrared (IR) 
tracking system (Watsmart, Northern Digital). Two IR-sensitive cameras, 
mounted in the upper left corners of the room, were used to digitally sample, at a 
rate of 100 Hz, the exact positions (within 0.4 cm) of three IR LED markers: one 
on top of the left shoulder, one near the left elbow, and one on the tip of the left 
index finger. These positions were chosen such that when the arm was stretched, 
they would form a straight line defining the direction of the arm pointer.
Because of the limited field of view of the IR cameras, the subject was 
positioned about 45 cm rightward and 45 cm backward relative to the center of 
the robot’s target sphere. As a consequence, the stimulus range was slightly 
reduced, to azimuths a T e [-55°, 25°], and elevations eT e [-30°, 40°].
As will be explained, the arm-pointing data are expressed in 
azimuth/elevation angles relative to the left shoulder, rather than to the center of 
the head, thereby shifting the target ranges to aS e [-50°, 30°] and eS e [-30°, 
40°], respectively. The small intensity changes (within 5 dB) that were related to 
the corresponding small variations in stimulus distance were not corrected for. 
Figure 2.1 provides a schematic illustration of the experimental conditions.
Experimental paradigms
The following aspects of sound localization were studied in separate 
experiments: (1) the accuracy of 2D sound localization for long-duration broad­
band noise, (2) the latency of sound-localization responses, and (3) the use of 
acoustic feedback and the influence of the sound spectrum.
All six blind subjects and three of the sighted subjects (c, e, and f) 
participated in all three experiments. Four sighted subjects (a, b, d, and g) 
participated in experiments I and II only, whereas the four remaining sighted 
subjects (h-k) performed only in experiment III. Note that in this way all three 
experiments were tested with seven sighted control subjects.
During the experiments, no feedback was given to the subject about 
performance. At the beginning of the session, a few practice trials were given to 
let the subject get acquainted with the experimental procedures.
Experiment I
The accuracy of sound localization was tested by presenting a 500-ms-duration 
broad-band (0.2-20 kHz) noise stimulus to randomly selected positions in the 
2D frontal hemisphere (see above, for stimulus position ranges, and Results for 
actual target distributions). Two sets of 110 responses were measured: in the first 
set, the subject had to respond with the stretched left arm; in the second set, the 
head served as the pointer to indicate perceived sound location.
25
A B
Figure 2.1. Experimental situation in the two experiments. During head-pointing, the 
subject is seated in the center of the laboratory room (subject seen from behind in a). 
The auditory target (T) is randomly positioned on the subject’s frontal hemisphere by a 
two-link robot arm. The subject’s head movement responses were measured by the 
magnetic induction method, for which a small measurement coil was attached to the 
subject’s head (~) and four coils of 3*3 m along the room’s edges generated two 
orthogonal oscillating magnetic fields (~, cube). In the arm-pointing task, the subject is 
positioned 45 cm rightward and backward re center (b). The arm movement responses 
are tracked by recording the 3D position of three markers on the subject’s left arm (ml, 
m2, m3) with two infrared cameras.
The subject initiated a trial by pushing a button whenever he/she felt ready 
and was pointing straight ahead (i.e., in the central-fixation direction, [aR, eR] = 
[0, 0]). Subsequently, after 250 ms, a white-noise sound burst at a fixed intensity 
of 60 dBA was presented. The task of the subject was to quickly point towards 
the perceived position of the target as accurately as possible. Two seconds after 
stimulus onset, and well after response offset, a short beep indicated the ending 
of the trial, after which the robot would reposition the speaker before the start of 
a new trial.
Experiment II
The latency of sound-localization responses was tested with the same stimuli as 
in experiment I. However, the subject was now explicitly urged to point to the 
target as quickly as possible. To avoid effects of fatigue, only the head-pointing 
method was used in these experiments.
Experiment III
As the head movement typically overlaps with the presentation epoch of the 
stimulus, the relatively long stimulus duration of experiments I and II allows in 
principle for the use of ongoing acoustic feedback (see Introduction). Such a
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strategy could for example be beneficial for the localization of sound elevation 
of pure tones. To test for the possible use of head-movement induced acoustic 
feedback, in experiment III subjects responded to both short-duration (150 ms, 
50 trials) and long-duration (500 ms, 50 trials) noise bursts. In addition, long- 
duration (500 ms) tone pips of either 750 Hz or 5,000 Hz (25 trials each) were 
randomly interleaved with the other two stimulus types, in order to verify 
whether the responses in elevation relied exclusively on spectral shape analysis 
and to separately test on the use of interaural time and intensity cues. Target 
positions were drawn at random from 25 stimulus boxes, spanning a range of 
azimuths and elevations e [-30°, 30°] (see Hofman and Van Opstal, 1998, for 
details). The subjects were instructed to point with their head as accurately as 
possible toward the perceived target position.
Data analysis
Calibration o f  head position in space
The measured induction voltages from the head coil were precalibrated on the 
basis of head fixations made to 72 visual targets (green LEDs) distributed over 
the frontal hemisphere (Goossens and Van Opstal, 1997; Hofman and Van 
Opstal, 1998). This precalibration, with which the sensitivity of the coil 
(mV/deg) could be determined, was carried out by one of the authors (M.Z.), 
before the start of the experiments. The head fixations were performed by 
aligning a 40-cm-long visual pointer that was rigidly attached to the helmet with 
the LEDs. The end point of the rod was aligned with the viewing eye. By 
aligning the tip of the rod with the visual targets, the target coordinates could be 
subsequently mapped onto the coil signals.
This was achieved by training two three-layer neural networks, by the back­
propagation algorithm, on the collected fixation data, separately for the 
horizontal and vertical head position components (see Goossens and Van Opstal, 
1997 for details). The neural networks could account for the static nonlinearity, 
inherent in the magnetic induction method, as well as for minor crosstalk 
between the coil signals of the horizontal and vertical magnetic fields.
The networks were applied to the raw data of the actual experiments for off­
line calibration, to map the measured induction voltages onto the corresponding 
2D orientations of the head, [aR, eR] (in degrees) in space. The absolute accuracy 
of the calibration was within 3% over the entire response range (Goossens and 
Van Opstal, 1997, 1999).
Calibration o f  hand position in space
The calibration of the Watsmart system was done prior to the experiment by a 
standardized procedure (prescribed by the manufacturer) consisting of multiple 
recordings, at various positions in the area of measurement, of a dedicated 
calibration frame equipped with 72 IR markers. This data set served to calculate
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the parameters that linearly transform the camera readings into LED positions in 
3D cartesian space (coordinates expressed in millimeters). To independently 
check for the accuracy of the calibration algorithms provided by the 
manufacturer, two LEDs, that were mounted on a rod at a fixed distance of 40 
cm from each other, were moved by hand across the measurement space. Off­
line calibration of the LED position data indicated a mean reconstructed distance 
between the two LEDs of 39.8 ± 0.3 cm.
Choice o f  origin
In our paradigm, subjects were asked to point toward the perceived target 
position, either with their stretched left arm or with the tip of their nose. Note 
that the pointing direction is determined by both the choice of pointing method 
and the pointing origin.
In nose-pointing, it is not obvious what the pointing origin is. The helmet was 
placed such that the plane of the coil was approximately parallel to the frontal 
plane of the head and centered through the ears. The pointing origin was thus 
defined by setting the offset coil signals to zero when the subject assumed a 
comfortable straight-ahead pointing direction.
In arm-pointing, it has been shown that, when using their index finger as a 
pointer, sighted humans often use their cyclopean eye, rather than their shoulder, 
as the pointing origin (McIntyre et al., 1997). It is unclear, however, whether this 
is also true for the blind, as the functional coupling of the arm pointer and vision 
is absent. Therefore, to ensure an unbiased comparison between the arm- 
pointing responses of the blind and sighted, we expressed the pointing direction 
of the arm for both groups of subjects in azimuth/elevation angles relative to the 
left shoulder, rather than relative to the cyclopean eye. The influence of shifting 
the pointer origin relative to the cyclopean eye was estimated, by simulation, to 
underestimate the response gain and the residual error by 8% and 10% at most 
(respectively), whereas the correlation values of the stimulus-response relations 
remained unaffected. The main effect (99%), however, resulted in an equivalent 
change in the bias of the optimal regression line.
Parameter extraction
Start and end positions of the head movements were selected off-line by means 
of custom-made saccade detection software (Hofman and Van Opstal, 1998). 
The markings of the on- and offset of the movements were set on the basis of 
fixed velocity and acceleration/deceleration criteria and could be interactively 
updated by the experimenter. Start and end positions of the arm were determined 
over brief segments of data in which the signals were stable. To ensure unbiased 
selection criteria, no stimulus information was provided to the experimenter. An 
illustration of this procedure is shown in Figure 2.2.
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Figure 2.2. Trajectories of arm (a) and head (b) movements, and the beginning (light 
arrow) and endpoints (dark arrow) that were selected on the basis of the velocity 
profiles of the arm (c) and head (d) movements, respectively (dashed lines). Information 
about the position of the auditory target (the asterisk in a, b) was not available to the 
experimenter during the selection process.
Statistics
The optimal linear fit of the stimulus-response relation was found by minimizing 
the sum-squared deviation of the following equation:
a R = a + b-aT and eR = c + d-eT (2.1)
for the azimuth and elevation components, respectively. In Equation 2.1, a and c 
(in degrees) are the response bias (offset of the fitted line), and b and d  are the 
dimensionless gains (slopes) of the stimulus-response relations. Confidence 
levels for Pearson’s correlation coefficients were obtained through the bootstrap 
method (Press et al., 1992). The results of statistical tests were considered 
significant when its chance level was less than 5%.
For head-pointing, the target coordinates, [aT, eT], were expressed in angles 
re head. As indicated previously, for the arm-pointing data the target coordinates 
were given relative to the shoulder: [aS, eS]. Trials in which the target
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eccentricity was outside [-50°, 50°] were discarded from the analysis, as for 
some subjects these responses exceeded the recording range of the head.
The gain, bias, residual error (standard deviation relative to the fitted line), 
mean absolute error (the mean sum-squared deviation from the line), and linear 
correlation coefficient that were extracted from the fit procedure display 
different aspects of sound-localization behavior. The gain and bias relate to the 
spatial accuracy of localization behavior, whereas the residual error and the 
correlation coefficient relate to the variability and spatial resolution of the 
system, respectively. The absolute localization error depends on both the 
accuracy and the variability of the responses.
Note that, in the presence of a given amount of scatter, the correlation 
between stimulus and response position also depends on the gain of the relation. 
This means that for a given residual error (quantified by the mean scatter around 
the regression line) the correlation increases with an increase in gain. Note also 
that, when the residual error and the gain are fixed, the correlation increases with 
the measurement range.
A possible drawback of the regression method described here is that local 
field effects are averaged out. On the other hand, the limited number of trials 
makes it impossible to apply statistics when studying localization behavior in 
spatial detail. A possible way out is to trade some of the spatial resolution for 
numerical power and bin local groups of points together. To this end, a grid of 
four horizontal by five vertical bins was defined. The bins had a 50% overlap 
and were evenly distributed over the stimulus range.
In each bin, the mean stimulus and response positions were calculated. Linear 
interpolations were made between neighboring positions so as to form a stimulus 
and response grid (see, e.g., Fig. 2.3c). In this way, a quick impression of the 
localization accuracy as a function of spatial direction can be acquired. Note that 
for the ideal observer the two grids coincide.
To obtain a similar 2D map of the localization variability, the variance in the 
pointing error was calculated as a function of polar angle (principal component 
analysis). For each bin, this variance was visualized by a polar plot, which was 
positioned at the corresponding mean stimulus position. The elliptic shape of the 
polar plot, i.e., the orientation and length of the main axes, was determined by 
the direction and size of maximal and minimal variance (see, e.g., Fig. 2.3d). 
Note that the orientation of the ellipses is upright if azimuth and elevation 
components of the responses are statistically independent.
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Figure 2.3. Head-pointing data from blind subject B6 in sound-localization experiment 
I. Responses were made toward broad-band noise bursts (duration 500 ms). (a) Azimuth 
components. Note high gain and correlation of the responses. (b) Elevation components. 
Note that response gain is lower than for azimuth. (c) Response grid for the same data 
shown in a, b. Solid lines connect averaged responses to neighboring stimulus locations 
(see Methods). Dotted lines connect averaged stimulus locations for the same responses. 
Perfect localization would have both grids superimposed. Small ellipses indicate the 
standard error of the local response distributions for each point of the response grid (see 
Methods). (d) Ellipses indicate the standard deviation of the local response distributions, 
superimposed on the corresponding target grid. Note local variability in both size and 
orientation of the ellipses.
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2.3 Results
Experiment I: head and arm pointing to 500-ms broad-band noise
Head pointing
To enable a quantitative comparison of the response behavior of both subject 
groups, linear regression lines were determined for the azimuth and elevation 
components of the head movements as function of the respective target 
coordinates (see Methods). A typical example of this analysis is shown in Figure 
2.3 for blind subject B6. The top panels (Figs. 2.3a, b) show the individual data 
points of the head displacement vectors, together with the optimal regression 
lines. Note the high correlations for both response components and the relatively 
modest scatter around the fitted lines. Although the gains of both response 
components clearly differ from one (1.5 for azimuth, 0.61 for elevation), the 
responses of the subject are well related to the target coordinates.
This is also illustrated in the lower panels (Figs. 2.3c, d), in which the local 
accuracy and variability of the subject’s responses have been calculated (see 
Methods). By comparing the response grid (Fig. 2.3c, solid lines) to the target 
grid (dashed lines), it can be seen that the subject’s responses adequately capture 
the actual distribution of the targets throughout the stimulus range. The overall 
deformation of the response grid illustrates the underestimation of target 
elevation and the overestimation of target azimuth that was also observed in the 
regression analysis. Yet, minor local field defects for perceived sound elevation 
emerge for the upper and lower left-hand regions. Also, the perceived sound 
azimuth varies slightly (but systematically) with elevation in the center regions.
The shapes of the ellipses in the variability map in Figure 2.3d show that the 
subject’s responses are consistent throughout the stimulus range. In line with the 
emergence of the local accuracy deficits, some minor irregularities can be seen 
here as well.
A typical example of data from one of our sighted subjects (Se) is provided in 
Figure 2.4, in which the responses are shown in the same format as in Figure 2.3. 
As the regression results (Fig. 2.4a, b) and the response grid (Fig. 2.4c) both 
show, also this subject’s responses are closely related to the actual stimulus 
positions. Note that the azimuth gain, i.e., the horizontal stretch of the response 
grid, as well as the variability (expressed by the residual error) is smaller than 
for blind subject B6 (P < 0.05).
Inspection of the head-pointing data of all subjects further substantiates the 
findings in the two subjects exemplified already. The local field defects were 
minor and idiosyncratic in all subjects, whereas the azimuth gains and variability 
typically differed between subject groups. This is shown qualitatively in 
Figure 2.5, which displays the local response and variance grid for three other 
blind (left) and sighted (right) subjects.
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Figure 2.4. Head-pointing localization data from sighted subject Se. Same format as 
Figure 2.3. Note that for this subject the azimuth gain (a) and response variability 
(residual error) is lower than for the blind subject of Figure 2.3 (P < 0.05). This is also 
expressed by the smaller response grid (c) and smaller variance ellipses (d).
The quantitative results of the regression analysis for all subjects are shown 
in Figure 2.6. As shown in Figure 2.6a, the azimuth component of the responses 
of the blind subjects was typically overestimated (gain 1.26 ± 0.06), whereas this 
component was underestimated in the sighted subjects (gain 0.92 ± 0.06). This 
difference in gain is statistically significant when tested with a two-sided t-test 
with unequal variances (P = 0.002). Yet, to test whether the response accuracy 
for either group of subjects is different, gain overshoots (typical for the blind) 
and gain undershoots (typical for the sighted) should be weighted similarly. To 
that end, we adopted the following ‘gain-error’ measure, GE, to express the 
deviation of the measured gain, GMeas, from the expected value of 1.0:
Ge = 1 -  |1 -  GMeas| (2.2)
Note that GE equals GMeas when the gain is less than 1. For the blind group, the 
gain-error for azimuth yields GE = 0.74 ± 0.06, which is not significantly
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Figure 2.5. Examples of the localization data for the head movements of six more 
subjects. Response grids (left-hand column), and local response variability ellipses 
(right-hand column) for three blind subjects (left) and three sighted subjects (right). The 
blind subjects typically overshoot target azimuth, whereas the sighted subjects 
undershoot this component. Error distributions (variance ellipses) of the sighted are 
smaller than those for the blind.
different from the value obtained for the sighted subjects (0.87 ± 0.04). So, on 
average, both groups responded equally (in)accurately in azimuth, although their 
head-movement response gains differed markedly.
The center panels of Figure 2.6 show that the blind responded with a higher 
variability for azimuth (residual error 9.5 ± 1.1°, against 5.7 ± 0.7° for the 
sighted; P  = 0.02) but not for elevation (7.3 ± 1.0°, against 5.1 ± 0.5° for the 
sighted; P  > 0.05).
The bottom panels of Figure 2.6 show that the correlation between target and 
response position was high for both the blind and sighted subjects, 
demonstrating good spatial resolution of their auditory systems. The difference 
in the correlation coefficients for elevation between the blind (0.92 ± 0.01) and 
the sighted group (0.95 ± 0.01) was not statistically significant. The difference in
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Figure 2.6. Summary of the head-pointing regression results for all blind and sighted 
subjects. (a) Response gains. (b) Residual errors. (c) Linear correlation coefficients. 
Dark-gray bars: azimuth response components. Light-gray bars: elevation response 
components. Subjects are indexed by 1-6  (blind) and a-g  (sighted). Black bars: mean 
(with standard deviation) across subjects. Note the high azimuth gain and azimuth 
residual error for the blind, which differ significantly (*, P < 0.05) from the sighted. The 
other differences are not statistically significant.
azimuth correlation between the two groups was even smaller and not significant 
either (0.96 ± 0.01 vs 0.97 ± 0.01, respectively). Note that, due to the fact that 
the correlation depends on response gain (see Methods), the higher residual error 
for azimuth of the blind subject group is leveled out by the accompanying higher 
azimuth gains.
Arm pointing
The quantitative analysis performed on the arm-movement data yielded similar 
results as the head-movement data, with only minor differences. As an example, 
the results for one of our blind (B3) and sighted subjects (Sd) are shown in 
Figure 2.7a (top row) in the same format as Figure 2.3. Note that also the arm-
1
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Figure 2.7. (a) Arm-pointing data from blind subject B3 (left) and sighted subject Sd 
(right) in experiment I (broad-band noise, 500 ms). Like for head pointing, response 
correlations are high. (b) Summary of the localization data for the pointing arm 
movements of three individuals from both subject groups. Data are presented in the same 
format as Figures 2.3 and 2.4, and are referenced with respect to the subject’s left 
shoulder (see Methods). Note that the sighted subjects tend to point from an origin that is 
shifted rightward. Such a shift is not observed in the response data of the blind subjects.
pointing responses are well related to the actual target locations, and that the 
azimuth gain of the blind subject appears to be lower than in the case of head 
pointing.
As is illustrated by the data of three other blind and sighted subjects in Figure 
2.7b (three bottom rows), the minor local field defects seemed to be
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idiosyncratic and quite dissimilar to the local anomalies found in head pointing 
(Fig. 2.5). This indicates that these local anomalies may reflect properties of 
pointing, rather than of auditory localization. Closer inspection of the grids in 
Figure 2.7b suggests, however, that the responses of the sighted subjects seem to 
be systematically shifted rightward. Such a shift is not obvious in the data from 
the three blind subjects.
Differences in pointing behavior between the two groups are further 
illustrated and summarized in Figure 2.8, which shows the averaged variability 
data for all subjects within each target bin. The local response variances do not 
systematically change with target eccentricity for either group or pointing 
method. An overall difference in response variability between the blind and 
sighted is clear for the head-pointing data (left-hand column), but is absent for 
the arm-pointing results (right-hand column).
The results of the regression analysis for the arm pointing responses for all 
subjects are summarized in Figure 2.9. Again, the results of the blind and sighted 
are very similar as none of the regression parameters differed significantly 
between the two groups (P > 0.05; t-test).
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Figure 2.8. Local response variability, superimposed on corresponding points of the 
target grid, for both head- (left) and arm pointing (right), averaged across subjects. Note 
the systematically lower variability in the head-movement responses of the sighted 
subjects (c), which was statistically significant. This difference disappeared, however, 
for the arm-pointing data. Note also, that there is no trend for neither the blind nor the 
sighted subjects to respond with a lower variability at more eccentric locations.
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Figure 2.9. Summary of the arm-pointing regression analysis of experiment I for all 
subjects. Same format as Figure 2.6. In contrast to the head-pointing data, none of the 
regression parameters between the two groups differed significantly.
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Head versus arm
The previous paragraphs show that the outcome of the comparison between the 
sound-localization abilities of the blind and sighted depends on whether the 
subjects pointed with their head or their arm. A direct comparison between these 
two pointer methods might provide insight as to the extent to which this apparent 
discrepancy is related to specific motor variability and/or pointing strategy (see 
also Methods). For the sighted subjects, the performance difference when 
pointing with head or arm was insignificant, except for the residual error of the 
azimuth component of the responses, which was smaller when pointing with the 
arm (4.0 ± 0.5° and 5.7 ± 0.7°, respectively; P  = 0.02, paired t-test). Similarly, 
for the blind group, the residual error of the azimuth component of the responses 
was smaller for the arm than for the head (4.1 ± 0.7° vs 9.5 ± 1.1° respectively; 
P  = 0.003, paired t-test). Yet, in this group, the azimuth gain of the arm
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movement responses was smaller too (0.81 ± 0.04 for the arm vs 1.26 ± 0.06 for 
the head; P  = 0.0005, paired t-test).
The correlation coefficient for the elevation and azimuth components also 
differed significantly between the two pointing methods in both subject groups. 
This difference might be caused by the difference in apparent stimulus range 
(see Methods) and is therefore likely to be unrelated to perceptual and/or 
pointing features.
Pointer origin
Another aspect of pointing strategy is the choice of the pointer origin by the 
subjects. In our analysis the data were calibrated by defining the comfortable 
straight-ahead direction as the pointing origin for the head, and the left shoulder 
joint as pointing origin for the left arm. If, on the other hand, subjects had 
programmed their movements from a different representation of the pointer 
origin, the data would have been characterized by a systematic shift in the 
regression bias.
Qualitatively, it could be noted in Figure 2.7 that the bias of the sighted 
subjects tends to be shifted rightwards, a trend that seems absent in the examples 
of the blind subjects. This interesting feature is further quantified in Figure 2.10, 
in which the bias vectors (defined by their azimuth and elevation components) 
are shown for all blind (Fig. 2.10a) and sighted subjects (Fig. 2.10b), separately 
for the head (light arrows) and arm pointers (dark arrows). Note how the biases 
for both the head and arm pointers are distributed around zero in the blind 
subjects. The bias vectors for the sighted subjects, however, appear to be 
distributed differently for arm and head pointing: The head-pointing bias vectors 
are distributed like in the blind subjects, whereas the arm-pointing biases have a 
systematic rightward component.
This can be seen more clearly in the bottom two panels, which show the 
averaged bias vectors for the head (Fig. 2.10c) and arm (Fig. 2.10d), separately 
for the blind (filled black arrow) and sighted subjects (grey arrow). As illustrated 
by the elliptic standard deviations around the mean, the head bias vectors do not 
differ significantly, neither between subject groups, nor from zero. The same 
applies to the arm-pointing bias in the blind. However, the mean arm-pointing 
bias in the sighted subjects does differ significantly both from zero and from the 
arm-pointing bias of the blind (P = 0.04). Interestingly, the bias vector of the 
sighted subjects is close to the bias expected when subjects point from their 
cyclopean eye, rather than from their shoulder joint (origin of the coordinate 
system).
Experiment II: accurate vs fast
So far, only the spatial mapping of acoustic cues was studied, as subjects were 
specifically instructed to respond as accurately as possible to the perceived target 
location, without stressing response speed. Compensatory plasticity, however,
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Azimuth bias (deg)
Figure 2.10. Differences in response-bias vectors for head and arm suggest different 
pointer origins. (a) Bias vectors for each blind subject (black arrow, arm; gray arrow, 
head). (b) Bias vectors for each sighted subject. (c) Averaged bias vectors for the head- 
pointing responses of each subject group. (d) Averaged bias vectors for the arm- 
movement responses of each subject group (white arrow, estimated location of the 
cyclopean eye). Standard deviations are indicated by ellipses. In contrast to arm pointing 
by the blind, whose origin is close to their shoulder joint, sighted subjects tend to point 
from their cyclopean eye. For head pointing, there is no difference between the blind and 
sighted.
could also become apparent in a reduction of response reaction times (Neville, 
1990). When the onset latencies of the head movements in experiment 1 are 
compared, it seems that the blind group typically responded faster than the 
sighted subjects (Fig. 2.11a; mean group latencies 228 ± 29 ms for the blind, and 
299 ± 37 ms for the sighted subjects).
To verify whether this feature would persist, in experiment II subjects were 
specifically instructed to respond as fast as possible to the target location. Only 
the head-movement pointing method was employed in this task. Figure 2.11b 
(‘fast’) shows that the onset latencies in this experiment were indeed 
significantly reduced, when compared with the ‘accurate’ task (Fig. 2.11a), both 
for the blind and the sighted subjects. However, the previous difference between 
the two groups disappeared in the ‘fast’ task (171 ± 10 ms vs. 175 ± 11 ms, 
respectively).
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Figure 2.11. Summary of the response latencies of the blind (dark bars) and sighted 
subjects (light bars) in the accurate (a) vs fast (b) head-response condition. Although the 
blind respond faster in the accurate task (a), this difference disappears when subjects are 
pressed for speed (b). The difference histograms in the two bottom rows show that the 
average absolute response error in the two conditions was the same for both azimuth (c) 
and elevation (d).
Note also, that the localization error did not significantly alter in the fast 
response task, neither for the azimuth components (Fig. 2.11c), nor for the 
elevation components (Fig. 2.11d). The same is true for the other regression 
results (data not shown). Thus, in the fast task, all subjects responded with 
comparable accuracy to the accurate task, but they were markedly faster.
Experiment III: influence of duration and stimulus spectrum
An important question left unanswered by the results from experiments I and II, 
is whether the blind have indeed only relied on spectral shape cues to generate 
their orienting responses in elevation. In both experiments, stimulus duration 
was always 500 ms, so that response latencies typically fell well within the 
stimulus presentation period (Fig. 2.11). Moreover, the stimuli had broad-band
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spectra. Hence, it is conceivable that subjects may also have used acoustic 
feedback cues during their head movements instead. In addition, orienting 
toward pure tones (which provide no reliable spectral localization cues) might 
benefit from head movements, as the acoustic filters of the pinna induce head- 
position related intensity variations for high sound frequencies (above 4 kHz), 
but not for low frequencies (below 2 kHz).
To further study this point, 13 subjects (six blind, seven sighted) participated 
in a third experiment, in which four different stimulus types were presented 
randomly, interleaved at each of 25 randomly selected locations: the control 
stimulus (500 ms GWN), a short-duration noise burst (150 ms GWN) that ended 
before head movement onset, and two long-duration (500 ms), pure tone pips 
(low frequency 750 Hz; high frequency 5 kHz).
Figure 2.12 shows the regression results of this experiment for the head- 
movement responses of a typical blind subject. The subjects’ responses correlate 
well for both azimuth (Figs. 2.12a, c, e, g) and elevation (right-hand column) to 
the two broad-band noise stimuli (Figs. 2.12a-d). Note the consistent response 
behavior to either broad-band stimulus. Note also that the response gains were 
somewhat lower in this experiment than in the previous two experiments, but 
that the response gain is slightly higher for the longer-duration noise burst when 
compared with the short-duration stimulus. The results for the pure tones 
(Figs. 2.12e-h) show that the subject responded with a high correlation to 
changes in target azimuth only, but that this correlation vanished for the 
response elevation component.
The results of experiment III averaged for all subjects from both groups are 
summarized in Figure 2.13. For each stimulus type, the mean regression 
parameters for the two response components, azimuth and elevation, are given 
separately. As stimuli were randomly interleaved in the experimental session, it 
is possible to directly compare the results for each stimulus type.
The response variability (quantified by the residual error, in degrees) for the 
short- and long-duration noise burst stimuli was significantly higher for the blind 
group (P < 0.05), for both response components (see Fig. 2.13c). In line with the 
previous experiments, the differences in response gain and in the correlation 
coefficients did not reach significance when tested between the two subject 
groups.
When the results between the short-duration and long-duration noise 
responses are compared, however, it appears that in the majority of cases the 
performance for the latter stimuli is slightly better (e.g., see Fig. 2.12). This 
aspect is especially pronounced for the gains of both response components. 
Indeed, if the ‘gain-error’ is adopted to quantify these results (Eq. 2.2), the 
differences are statistically significant for both subject groups (P < 0.001 for 
azimuth as well as for elevation, paired t-test on all subjects; data not shown).
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Figure 2.12. Regression analysis for each stimulus type in experiment III. Data from 
blind subject B2. Azimuth response components for all four stimulus types are highly 
correlated with stimulus azimuth. Note that responses toward the 500-ms GWN stimulus 
(c, d) have slightly higher gains than those to the 150-ms noise burst (a, b), both in 
azimuth (a, c, e, g) and in elevation (b, d, f, h). Response elevations toward the pure 
tones are uncorrelated with stimulus elevation for both the low-frequency tone (750 Hz; 
e, f), and the high-frequency tone (5 kHz, g, h). Subject perceives the low-frequency 
tone at a fixed low elevation of about -14°; the high-frequency tone is perceived at a 
fixed elevation of about +8°, regardless the actual stimulus location.
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Figure 2.13. Summary of the results of experiment III. Data have been averaged across 
subjects within each group (blind, left; sighted, right), and for each response component 
(azimuth, dark bars; elevation, light bars), for each stimulus condition separately 
(GWN500: long-duration noise burst; GWN150: short-duration noise burst; f750: pure 
tone of 750 Hz; f5000: pure tone of 5000 Hz). (a) Response gains; (b) response bias; (c) 
residual errors after regression; (d) linear correlation coefficients. Note how the low- 
frequency tone tended to be perceived at a low elevation (bias f750) and the high- 
frequency tone (bias f5000) at a higher elevation.
If acoustic feedback underlies this improvement, the following conditions 
should be met: (a) response latencies for the long-duration stimuli should fall 
well within the stimulation period; (b) directional errors, occurring during the 
initial phase of the movement trajectories, should be more reduced toward the 
end of the movement when responding to long-duration stimuli.
While all subjects responded well after the offset of the short-duration 
stimulus, roughly half of the subjects (three blind and three sighted) had 
increased their response latencies by about 200 ms for the long-duration stimuli. 
As the responses of these ‘slow’ subjects did not meet the first criterion, their
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improvement in response accuracy could not have been caused by acoustic 
feedback.
We also analyzed several aspects of the movement trajectories to both noise 
bursts: errors in the initial movement direction (defined as the initial first degree 
of the movement trajectory), errors in the final movement direction (computed at 
movement offset), and errors in movement amplitude (computed as the absolute 
distance between target and response at movement offset).
The initial movement directions were statistically indistinguishable between 
long- and short-duration stimuli for all subjects. On average, all subjects made 
smaller amplitude errors for the long-duration stimuli (P = 0.03, paired t-test). 
The error in the final movement direction was significantly reduced in the six 
‘fast’ responders (P = 0.05; paired t-test), but not in the seven ‘slow’ subjects 
(data not shown). Whether these results provide evidence for the use of acoustic 
feedback in this group is discussed in the next section.
2.4 Discussion
This paper investigated whether the human visual system is crucial for the 
development of accurate sound localization in the frontal 2D hemifield. To that 
end, the behavior of blind subjects under a variety of tasks and stimulus 
conditions was quantitatively compared with that of an age-matched group of 
normal-sighted, naive subjects.
Although sound-localization performance of the blind has been studied in the 
past, most studies confined the experiments to the horizontal plane or to a 
limited number of possible target locations. The present study combines, for the 
first time, a variety of sound-localization aspects within the same group of 
subjects: (1) target locations were randomly distributed in the frontal 2D space, 
thus simultaneously testing azimuth and elevation localization performance, 
while maintaining a large amount of uncertainty as to the possible locations of 
targets; (2) different response methods and tasks were applied with the same 
subjects (‘head’ vs ‘arm’, and ‘accurate’ vs ‘fast’); (3) localization performance 
was measured for different stimulus types, that were randomly interleaved, 
allowing for a direct test of the use of different sound-localization cues.
As targets were distributed randomly over the 2D frontal hemifield, pointing 
responses were analyzed separately for their azimuth and elevation components 
(Eq. 2.1). There is ample evidence in the literature that the perception of sound 
location, and the associated localization response, is independently processed for 
the azimuth and elevation channels (Blauert, 1997, for review). This feature is 
underlined by the responses toward low-frequency and high-frequency tones 
which, for both groups, showed highly correlated localization behavior of the 
azimuth response component, but no significant correlation for elevation (Figs. 
2.12 and 2.13).
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In line with earlier reports (Wanet and Veraart, 1985; Ashmead, 1998), our 
results show that azimuth performance of the blind to long-duration (500 ms), 
broad-band noise stimuli is, on average, as accurate as that of normal-sighted 
subjects (Figs. 2.3-2.9). The mean performance of both groups was statistically 
indistinguishable, when looking at stimulus-response correlation, response gain, 
or response variability. Interestingly, this also held for the more challenging task 
of employing the complex and highly idiosyncratic spectral shape cues that 
relate to sound elevation (Figs. 2.6, 2.9). Moreover, the reaction-time 
distributions, obtained from the fast-response task, were identical for both 
groups, while localization performance was equally accurate for both tasks 
(Fig. 2.11).
Taken together, our data show that the visual system is not crucial for the 
development of an adequate 2D sound-localization system, as other systems are 
capable of calibrating the acoustic localization cues. The putative compensatory 
mechanisms in the blind do not give rise to auditory spatial hyperacuity in the 
frontal hemifield -  where the potential benefit of vision is maximal. This will be 
further discussed.
Use of acoustic cues
By using different spectral stimulus types, the experiments allowed us to assess 
and compare the use of the different acoustic localization cues by both subject 
groups.
Binaural difference cues
The mean azimuth performance of the blind was indistinguishable from that of 
the sighted for all four stimulus types used in experiment III (Figs. 2.12, 2.13). 
The low-frequency, 750 Hz pure-tones provide subjects only with reliable 
ongoing phase differences as a localization cue for target azimuth, as intensity 
differences are negligible. The data in Figure 2.13 show that azimuth 
localization was comparable for both subject groups, indicating that the time- 
difference cue was equally well represented. Both groups also appeared to 
perceive the low-frequency tones typically at a low elevation, regardless of the 
actual stimulus elevation.
High-frequency tones above 3 kHz no longer provide unambiguous phase- 
difference cues, but the interaural intensity differences are uniquely related to 
sound-source azimuth, albeit in a frequency-dependent manner. Again, the mean 
results were indistinguishable for the two groups, indicating that the blind have 
also learned to faithfully map these more complex cues. Like the sighted 
subjects, the blind typically perceived the target at an upward elevation, although 
the exact positions were somewhat idiosyncratic (data not shown, but see 
Fig. 2.13b).
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Spectral shape cues
The elevation responses of blind and sighted subjects were comparable, in that 
the gains of both subject groups did not differ significantly, neither for the head- 
pointing task (Fig. 2.6), nor for the arm-pointing task (Fig. 2.9). As responses in 
elevation are entirely based on the pinna-related spectral shape cues, we 
conclude that the blind have successfully mapped these complex cues onto the 
elevation domain. This is not a trivial point, as these cues change in a complex 
way with changing pinna geometry. The mechanisms by which the blind might 
have acquired this mapping are still unclear.
Acoustic feedback
Although the intensity level at the eardrum of a high-frequency tone varies 
systematically with target elevation due to the direction-dependent pinna- 
filtering (Goossens and Van Opstal, 1999), subjects of neither group could 
utilize this potential cue for localizing target elevation during their rapid head 
movement toward the 5-kHz tone. This does not necessarily mean that head- 
movement feedback is not used at all, as the absolute intensity of a tone remains 
an ambiguous cue. The responses to the short- and long-duration noise bursts 
could provide more insight into this point. Indeed, it was found that the long- 
duration stimuli elicited slightly more accurate responses than the short-duration 
noise bursts.
As reported in the results section, however, half of the subjects from both 
groups had adopted a conservative response strategy in this paradigm by 
postponing their head-movement response to stimulus offset. The slight 
improvement in response accuracy for these ‘slow’ responders can therefore not 
be attributed to the use of head movement-induced feedback cues. Although we 
cannot exclude that the ‘fast’ responders did employ such feedback cues, two 
alternative explanations might account for the slight improvement found in both 
groups:
1. Possibly, long-duration stimuli may induce larger (and therefore typically 
more accurate) head movements. Indeed, it has recently been shown that the 
contribution of the head movement to a gaze-orienting task depends on 
stimulus modality (Goossens and Van Opstal, 1997). Typically, head 
movements are larger for auditory-evoked gaze shifts than for visually 
elicited eye-head movements. Although this was not specifically tested in that 
study, it is possible that the head-movement amplitude may also depend on 
sound duration.
2. Alternatively, the auditory system may have benefited from the longer 
integration time available for the 500-ms noise burst. In a recent study, 
Hofman and Van Opstal (1998) showed that response gains for elevation 
increase as stimulus duration is increased from 3 to about 80 ms. No such
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effect was found on response azimuth. Although that study only concerned 
eye movement responses toward sounds, it cannot be excluded that similar 
effects might be apparent in head-movement responses, and up to much 
longer stimulus durations.
Nonacoustic factors
It may be noted that in experiment III the response gains were typically lower 
than those obtained in experiments I and II, especially for the blind subjects. 
This difference might be due to two stimulus context factors: first, in experiment 
III a more limited stimulus range for azimuth was applied than in experiment I 
([-30°, 30°] vs [-50°, 50°]), which could have induced a range effect in the 
responses (Butler and Planert, 1976; Kapoula and Robinson, 1986). Second, the 
mixture of four different stimulus types, often poorly localizable, may have 
caused subjects to be less confident about their localization responses and 
therefore induced a more cautious strategy. Such a response mode was also 
apparent from the longer latencies obtained in this experiment, especially in the 
group of ‘slow’ responders.
Comparison with other studies
Our data seem not to agree with recent studies that have suggested superior 
localization abilities in the blind. Most notably, the blind subjects tested by 
Röder et al. (1999) show an increased sensitivity for target displacements in far- 
lateral space, when compared with frontal targets in the horizontal plane. In the 
lateral region, the binaural difference cues are less reliable than monaural 
spectral shape cues, so their results may suggest that blind subjects are actually 
better at employing their spectral shape cues than normal-sighted subjects. The 
same has been suggested by Lessard et al. (1998) who conclude that some of 
their blind subjects were better than their sighted subjects in using spectral cues 
for lateralizing sounds.
These results may appear to be at odds with our conclusion that blind 
subjects do not perform better than sighted subjects in the elevation domain. 
Note, however, that our subjects were tested in the frontal target domain only 
(within 50° from the midline). In the frontal region, the binaural difference cues 
are quite reliable, and especially in this region sighted subjects might typically 
benefit from visual input as well. It is therefore conceivable that for this target 
range sighted subjects may have relied on their visual system to fine-tune their 
acoustic localization cues, whereas for far peripheral and rear locations, where 
vision is poor (or absent), the input from other systems (e.g., proprioceptive or 
vestibular feedback) come into play.
With regard to the interpretation of Lessard et al. (1998), two alternative 
hypotheses would not necessarily contradict our findings. Note that some of 
their blind subjects performed better than the sighted when lateralizing sounds in 
the frontal hemifield under monaural hearing conditions. However, it was not
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shown that the result of their forced choice left-right paradigm was robust for 
subtraction of the mean bias, caused by the perceptual shift toward the side of 
the free ear. It therefore remains unclear whether the sighted subjects too were 
able to discriminate the sounds from the left and right hemifield. Second and 
more importantly, as stimuli were always presented at the same sound level, 
absolute intensity, rather than monaural spectral shape cues, may have served as 
a localization cue. Thus, instead of being more sensitive to spectral cues, it is 
possible that the blind may have relied more strongly on absolute sound intensity 
cues in mapping sound azimuth.
Compensatory plasticity?
There are at least four different mechanisms that should be considered in 
explaining both our result that blind and sighted localize equally well in the 
frontal hemifield, as well as other studies suggesting superior performance at 
peripheral and rear locations (already discussed):
1. Vision is not used at all in training the human sound-localization system; 
instead, spatial hearing relies entirely on feedback from other sensory 
systems.
2. Vision is crucial for calibrating the auditory system in the frontal domain. 
Other sensory systems only aid in its calibration for far-lateral and rear target 
locations.
3. Vision does contribute in the sighted, but it is not the only system used for 
the frontal target domain. It is supported by other sensory feedback systems, 
which may take over in case of (early) blindness.
4. The localization cues are mainly (genetically) preprogrammed. Only some 
coarse feedback mechanism would be needed to provide adequate calibration 
(fine-tuning) of these cues.
On the basis of our results, and earlier studies in humans, the second mechanism 
can be rejected, as it would predict that the blind would not be able to localize 
sounds in the frontal hemifield at all. We also believe that the fourth mechanism 
is unlikely to establish an appropriate 2D sound-localization system. It is 
conceivable that the binaural difference cues are to a certain extent 
preprogrammed, as these cues are related to sound azimuth in a straightforward, 
monotonic way. However, it is not easy to envisage preprogramming of the 
highly individualized spectral shape cues, as these cues change in a complex, 
frequency-dependent way when the ear changes its size and shape during 
growth. Indeed, it has been shown recently that the calibration of these cues is an 
ongoing plastic process, even in adult humans (Hofman et al., 1998). Subjects 
wearing binaural molds relearn their localization capabilities in elevation during 
the course of a few weeks. It is difficult to imagine how this recalibration 
process would come about without some form of sensori(motor) feedback.
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It is important to note, that in order to discriminate between hypotheses 1 (no 
compensatory plasticity) and 3 (compensatory plasticity), specific differences 
between the blind and sighted should have to be demonstrated for the visual- 
dominant frontal hemifield. Unfortunately, the relative contributions from the 
visual system and other sensorimotor systems to sound localization are at present 
unknown. It is therefore not possible to predict localization performance in the 
absence of vision for either hypothesis. Thus, only the demonstration of 
hypercompensation in the blind would provide valid evidence for compensatory 
plasticity mechanisms. Similarly, the demonstration of localization deficits in the 
frontal hemifield of the blind would show a role for vision in calibrating the 
human auditory system. Such deficits remain yet to be shown.
Although superior abilities have been assigned to the blind for peripheral and 
rear target locations (Lessard et al., 1998; Röder et al., 1999), some caution is 
warranted, as these studies measured relative target discrimination abilities in 
these regions, rather than absolute target localization. Different processes may 
underlie these spatial behaviors. Also recent findings that in early-blind humans 
occipital cortex is activated during an acoustic task (Kujala et al., 1995; Kujala 
et al., 2000; Weeks et al., 2000) are not necessarily proof of compensatory 
plasticity. For that to be the case, it should be demonstrated that these occipital 
activations are functionally related to the task, and that task performance would 
be impaired without these occipital (or other) activations. In the study by Weeks 
et al. (2000), localization performance of blind subjects is reported to be 
indistinguishable from that of sighted controls.
Reference frames
Our findings did not depend on the response task used: both the accuracy of the 
head-pointing method and the arm-pointing responses had similar characteristics 
for the two groups. This indicates that the transformation needed to map the 
head-centered acoustic input into the appropriate coordinates of either motor 
system was equally well developed in both blind and sighted subjects.
However, an interesting difference was obtained in the reconstructed pointer 
origin for the arm-pointing task: in line with earlier reports (McIntyre et al., 
1987), the results showed that when sighted subjects point to the target with their 
index finger, the origin of pointing was much closer to their cyclopean eye than 
to their shoulder joint (Fig. 2.10). For the blind subjects, the pointing origin 
resulted to be at their shoulder joint. This marked difference suggests that the 
functional shift in the frame of reference for the arm is imposed by an intact 
visual system, and thus acquired by learning, rather than being a preprogrammed 
movement strategy.
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Chapter 3: A spatial hearing deficit in early- 
blind humans
An important issue in neuroscience is the effect of visual loss on the remaining 
senses. Two opposing views have been advanced. On the one hand, visual loss 
may lead to compensatory plasticity and sharpening of the remaining senses. On 
the other hand, early blindness may also prevent remaining sensory modalities 
from a full development.
In the case of sound localization, it has been reported recently that, under 
certain conditions, early-blind humans can localize sounds better than sighted 
controls. However, these studies were confined to a single sound source in the 
horizontal plane. This study compares sound localization of early-blind and 
sighted subjects in both the horizontal and vertical domain, whereas background 
noise was added to test more complex hearing conditions.
The data show that for high signal-to-noise (S/N) ratios, localization by blind 
and sighted subjects is similar for both azimuth and elevation. At decreasing S/N 
ratios, the accuracy of the elevation response components deteriorated earlier 
than the accuracy of the azimuth component in both subject groups. However, 
although azimuth performance was identical for the two groups, elevation 
accuracy deteriorated much earlier in the blind subject group. These results 
indicate that auditory hypercompensation in early-blind humans does not extend 
to the frontal target domain, where the potential benefit of vision is maximal. 
Moreover, the results demonstrate for the first time that in this domain the 
human auditory system may require vision to optimally calibrate the elevation- 
related spectral pinna cues. Sensitivity to azimuth-encoding binaural difference 
cues, however, may be adequately calibrated in the absence of vision.
Adapted from: Zwiers MP, Van Opstal AJ, Cruysberg JRM (2001). A spatial hearing 
deficit in early-blind humans. J Neurosc. 21: RC142(1-5).
53
3.1 Introduction
Due to the mechanical properties of the inner ear, the auditory input is 
represented tonotopically at the level of the sensory receptor, rather than 
spatially. As a result, spatial hearing relies on the use of binaural and monaural 
acoustic cues. Interaural differences in arrival time and sound level are both 
employed to extract the horizontal coordinate of the sound with respect to the 
head (azimuth) (Blauert, 1997). Complex spectral shape cues, caused by 
diffraction and reflection of acoustic waves at the pinna aperture (Shaw, 1966), 
enable the system to determine the sound position in the median plane 
(elevation) and to disambiguate frontal from rear locations (Blauert, 1997; 
Musicant and Butler, 1984; Wightman and Kistler, 1989). These spectral shape 
cues are known as the head-related transfer functions (HRTFs) (Wightman and 
Kistler, 1989). It has been well documented that the different acoustic cues are 
processed by separate neural pathways (for review, see Irvine, 1986). This 
property of the auditory system is also illustrated by behavioral studies. For 
example, pure tone stimuli are localized accurately in azimuth but not in 
elevation (Middlebrooks, 1992; Goossens and Van Opstal, 1999). Changing the 
spectral shape cues with molds abolishes elevation localization but has no effect 
on azimuth (Oldfield and Parker, 1984; Hofman et al., 1998). Moreover, azimuth 
localization is more robust against background noise than the detection of sound 
elevation (Good and Gilkey, 1996).
The complex and idiosyncratic way in which the acoustic cues relate to sound 
elevation in combination with the plasticity of this relationship (Javer and 
Schwarz, 1995; Hofman et al. 1998) strongly suggests that the system needs an 
independent feedback signal to learn and/or refine this relationship. On the basis 
of a large body of evidence from barn owls (Knudsen and Knudsen, 1985; 
Knudsen et al., 1991), ferrets (King et al., 1988), guinea pigs (Withington-Wray 
et al., 1990), cats (Wallace and Stein, 2000), and a number of other mammalian 
species (Heffner and Heffner, 1992), it is thought that visual feedback plays an 
important role in auditory spatial learning. Blind-reared owls have a degraded 
representation of auditory space in their midbrain optic tectum and localize 
sounds less precisely than normal owls. Also, in guinea pigs, ferrets, and cats, 
the early loss of vision prevents the normal development of an orderly acoustic 
spatial map in the superior colliculus (Withington, 1992; King and Carlile,
1993), a structure known to be crucial for rapid orienting to visual and auditory 
targets (Sparks and Mays, 1990).
On the other hand, it has also been reported that early blindness may lead 
instead to compensatory plasticity in remaining sensory systems. In the case of 
acoustic behavior, this has been shown for cats, in which early loss of vision 
improved certain aspects of sound localization (Rauschecker and Kniepert,
1994). Early blindness in cats may also lead to sharpened spatial tuning of
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auditory cortical neurons (Korte and Rauschecker, 1993; Rauschecker, 1999). 
Recently, improved spatial hearing has also been reported for visually deprived 
ferrets (King and Parsons, 1999).
Thus, loss of vision may either enhance or deteriorate auditory localization. 
Yet, it is not clear to what extent these two opposing mechanisms are at work in 
the sound localization system of early-blind humans. Earlier studies, which 
concentrated on sound azimuth localization, demonstrated little difference 
between blind and sighted subjects (Wanet and Veraart, 1985). More recent 
studies, however, have reported that under particular conditions the blind may 
actually possess superior localization abilities (Ashmead et al., 1998; Lessard et 
al., 1998; Röder et al., 1999).
A typical, but important, aspect of these studies is that subjects could rely, in 
principle, on either binaural difference cues or monaural intensity judgements to 
determine sound azimuth. As these cues relate to azimuth in a straightforward 
way, it is conceivable that blind subjects may have calibrated these cues on the 
basis of acoustico-motor feedback alone. This is less obvious for the 
idiosyncratic and complex way in which the spectral cues vary with sound 
source location, and especially elevation, where binaural difference cues are 
generally thought to be lacking. Moreover, these high-dimensional cues may 
change considerably during growth in a way that can hardly be accounted for by 
genetics alone.
Therefore, a test that is more likely to reveal the effects of early blindness 
should incorporate the use of spectral shape cues as well, preferably in more 
complex acoustic environments. In an earlier study we found that early-blind 
subjects reach comparable accuracy to sounds presented in the frontal two­
dimensional (2D) hemifield (Zwiers et al., 2001a). The present paper 
investigates sound localization of the blind in this target domain when the target 
is embedded in an auditory background scene. Naive sighted subjects served as 
controls.
Part of the results reported in this study have been presented previously in 
abstract form (Zwiers et al., 1999).
3.2 Materials and methods
Subjects
Six blind subjects (B1-B6; five male, one female; 23-42 years of age; see also 
Chapter 2, Table 2.1) participated in the experiments. All subjects were 
considered early blind as visual acuity in their better eye was below 1/300 within 
the first year after birth. Apart from their blindness, motor performance and 
hearing abilities were normal in all subjects.
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Seven normal-sighted control subjects (S1-S7; all male; 22-31 years of age), 
who were inexperienced in sound localization experiments, were recruited from 
within the department and kept naive as to the purpose of the experiment.
All subjects were given a short practice opportunity to get acquainted with 
the localization paradigms.
Apparatus
Subjects were seated in a completely dark and sound-attenuated room (3x3x3 m) 
in which the measured ambient background noise level was approximately 30 
dB SPL, A-weighted (dBA). Reflections above 500 Hz were effectively 
absorbed by acoustic foam. The auditory target (further described below) was 
presented by a broadband speaker that had a flat characteristic (< 5 dB) between 
2 and 15 kHz. The background stimulus was delivered by an array of nine small 
speakers distributed evenly on a ring centered in front of the subject (speaker 
distance, 85 cm; eccentricity relative to straight-ahead, 45°). All stimuli were 
synthesized at 50 kHz, tapered with smooth onset and offset ramps, and 
generated by a digital-analogue conversion (National Instruments, DT2821).
The target speaker was mounted on a two-link robot, which consisted of a 
base with two nested L-shaped arms driven by two computer-controlled stepping 
engines (Hofman and Van Opstal, 1998). This setup enabled rapid and accurate 
positioning of the speaker at a fixed distance of 0.90 m at any location on the 
frontal hemisphere centered at the subject’s head. Potential localization cues 
emanating from the stepping motors were excluded by introducing a random 
movement before the start of each trial (Frens and Van Opstal, 1995).
Target and response coordinates were expressed as azimuth and elevation 
angles in a double-pole coordinate system with the origin coinciding with the 
center of the head (Hofman and Van Opstal, 1998).
The 2D orientation of the head in space was measured with a search coil, 
mounted on a light weight (150 g) helmet, and positioned in the center of two 
oscillatory and perpendicular magnetic fields (Robinson, 1963). Horizontal and 
vertical components of head position were recorded at 500 Hz per channel. The 
subject was seated in the center of the room, with the head positioned in the 
center of the sphere defined by the robot. The target positions ranged from -35 
to 35° in both azimuth and elevation.
Paradigm
The robustness of 2D sound localization was tested with a series of 150 trials, in 
which an auditory scene was presented, that consisted of ambient broadband 
background noise, together with a salient auditory target. A signal-noise trial 
began with the presentation of a 1 second duration white-noise background, 
emanating from the speaker array. At 250 ms after trial onset, a 500 ms burst of 
broadband quasi-noise was presented by the robot’s speaker, which served as the 
auditory target. The intensity of the background noise was kept fixed at a level
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of 58.5 dBA, whereas the intensity of the target was varied randomly among 
37.5, 40.5, 46.5, 52.5, and 58.5 dBA. The quasi-noise target had the same 
amplitude spectrum as the Gaussian white-noise background (0.2-20 kHz 
bandwidth) but differed in its temporal structure; it had a fixed periodicity of 20 
ms (making it sound like a 50-Hz hum). The location of the target was randomly 
selected from 25 stimulus boxes to ensure a high degree of uncertainty regarding 
possible target positions (Hofman and Van Opstal, 1998). In 25 interleaved 
control trials, the background noise was off to test localization performance on 
the quasi-noise stimulus alone. In all trials, the task of the subject was to point 
with the nose as quickly but above all as accurately as possible towards the 
perceived position of the target sound.
3.3 Results
2D sound localization in simple auditory scenes
Figure 3.1 shows the endpoints of the head movement responses of one of our 
sighted (Fig. 3.1a, b) and blind subjects (Fig. 3.1c, d) towards the broadband 
quasi-noise target sound in the control condition (no background noise). Linear 
regression (Press et al., 1992) was separately performed on azimuth (Fig. 3.1a, c) 
and elevation response components (Fig. 3.1b, d). Both subjects faithfully 
respond to targets in all directions as indicated by the high correlation between 
target position and movement response for both components.
On average, the gain (G) and the residual error (ô) for the azimuth responses 
differed significantly between the blind and sighted subject group (1.1 ± 0.4 vs 
0.73 ± 0.1; P  = 0.01, and 6.0 ± 3.1 vs 3.4 ± 1.7; P  = 0.04 respectively; 
Kolmogorov-Smirnov test, Press et al., 1992), indicating that the responses of 
the blind were more accurate as well as more variable. The auditory spatial 
resolution of the azimuth responses, on the other hand, was indistinguishable 
between the two groups as indicated by the values of the correlation coefficient 
(r) (0.97 ± 0.01 vs 0.98 ± 0.02, respectively; P  = 0.47).
A similar pattern of differences was found for the elevation response 
components, which did not, however, reach statistical significance (P > 0.19). 
As commonly found for sighted subjects (Wightman and Kistler, 1989), the 
overall performance for elevation was worse than for azimuth in both subject 
groups. These findings confirm and extend our earlier results obtained with 
Gaussian white noise targets (Zwiers et al., 2001a). Moreover, the quasi-noise 
control data were indistinguishable from a white-noise control session that was 
always conducted immediately after the signal-noise experiments (data not 
shown).
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Figure 3.1. Sound localization in the control condition. The stimulus-response relations 
for azimuth (open symbols; a, b) and elevation components (closed symbols; b, d) of 
first head-movements of sighted subject S1 (circles; a, b) and blind subject B5 
(triangles; c, d) are analyzed separately. The data are fitted by a linear regression line 
with gain (G) and offset. The residual error (5, in degrees) is the standard deviation 
around the fitted line, and r is Pearson’s linear correlation coefficient between stimulus 
and response position. For an ideal observer, all the data should be found on the solid 
line y  = x .
2D sound localization in complex auditory scenes
Apparently, when circumstances are near optimal, only minor performance 
differences between blind and sighted subjects are apparent. However, what if 
the sound localization system is put to a more challenging test by the addition of 
background noise? Figure 3.2 shows the responses of sighted subject S2 towards 
the target for the different S/N conditions (Fig. 3.2a), as well as the calculated 
regression parameters (Fig. 3.2b). Note that the azimuth component (open 
symbols) is more robust against the disturbing effect of background noise than 
the elevation component (filled symbols). With decreasing S/N ratio, the 
subject’s gain and correlation for elevation rapidly decline, whereas azimuth 
performance maintains a high level for a longer time before the decrease sets in.
Figure 3.3 shows the data for blind subject B2. The results appear to be 
similar to those of the sighted subject in that azimuth performance is more robust 
against added background noise than elevation performance. Note, however, that
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Figure 3.2. The effect of background noise on sound localization: sighted subject S2. (a) 
The left-hand and right-hand columns show the stimulus-response relations from high 
(top) to low S/N ratios (bottom). Note that the accuracy of azimuth and elevation 
response components changes systematically with S/N ratio. (b) To better illustrate this 
point, two representative regression parameters (gain and linear correlation coefficient) 
for azimuth (o) and elevation (•) are plotted as a function of S/N ratio. Note that values 
converge to the control condition (C) for the highest S/N ratio and to zero for the lowest 
S/N ratio for both response components. Note also that elevation performance starts to 
deteriorate at a higher S/N ratio than azimuth performance. Error bars are calculated 
with the bootstrap method (Press et al., 1992) and depict one standard deviation of the 
mean.
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Figure 3.3. The effect of background noise on sound localization: blind subject B2. Data 
presented in the same format as Figure 3.2. Also for this subject sound localization 
performance deteriorates systematically with declining S/N ratio. Note the large gap 
between the curves for azimuth (v) and elevation (▼), brought about by the rapid 
collapse of elevation performance.
for the blind subject this difference is particularly pronounced as elevation 
responses are already deteriorated for the highest S/N ratios. Yet, this subject’s 
azimuth behavior is very similar to that of the sighted subject.
The impression gained from Figures 3.2 and 3.3 is further substantiated in the 
other subjects. Figure 3.4a shows the values of the gain and correlation for all 
seven sighted subjects in the format of Figures 3.2b and 3.3b. Figure 3.4b 
displays these parameters for all six blind subjects. Note the larger variation in 
azimuth gains for the blind for all S/N ratios tested (similar to those in Zwiers et
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al., 2001a). In Figure 3.4c, results from each group were averaged and gains 
were normalized to enable a direct and unbiased comparison between the two 
groups. To that end, the following normalized gain-error measure was adopted:
GE G  - 1
Gc
(3.1)
in which G  is the measured gain for the particular S/N condition, and Gc is the 
gain obtained for the control condition (quasi-noise without background). Note 
that Ge = 0 when the measured value is indistinguishable from the control. It 
equals 1 when the measured gain is 0. The absolute value ensures that systematic 
overshoots and undershoots yield similar measures.
The results of Figure 3.4 show that azimuth localization is more robust 
against background noise than elevation detection. Indeed, for all blind and 
sighted subjects, the gain and correlation coefficient decline at higher S/N ratios 
for elevation than for the azimuth component. Similar response behavior has 
been reported recently for the localization of click trains in the presence of 
background noise (Good and Gilkey, 1996).
A direct comparison between sound localization performance of the blind and 
sighted subjects reveals some interesting differences. As can be seen most 
clearly in Figure 3.4c, azimuth performance of the blind is indistinguishable 
from the sighted as the two curves (open symbols) superimpose almost perfectly 
for all S/N ratios, for both the normalized gain error (GE) and correlation. 
However, as indicated by the shaded area, the curves for the elevation gain and 
correlation (closed symbols) in the blind differ significantly from the elevation 
curves of the sighted. Thus, the system that relies on the complex and 
idiosyncratic spectral cues is disrupted much earlier in the early blind than in the 
sighted when the S/N ratio is lowered.
Note that for all subjects both the gain (left-hand column) and the correlation 
(right-hand column) vary systematically with S/N ratio. Also, both subject 
groups yield comparable results near the two extreme hearing conditions: high 
S/N ratios (> 0 dB), and very low S/N ratios (down to -21 dB). This is a strong 
indication that the measured effect is auditory in nature and cannot be attributed 
to other factors. In fact, the results for the highest S/N ratio are quantitatively 
similar to the control condition (see previous section), as well as to the results of 
other studies in the field (see introductory remarks). It was also verified in three 
sighted subjects (data not shown) that without background noise, localization of 
both sound azimuth and elevation was invariant for all employed target 
intensities.
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Figure 3.4. The effect of background noise on sound localization: all subjects. The gain 
(left-hand column) and correlation (right-hand column) for the stimulus-response 
regression on azimuth (open symbols) and elevation (closed symbols) are plotted as a 
function of S/N ratio. Symbols denote the same conventions as in Figs 3.2 and 3.3 (see 
inset in bottom right panel). The results of the sighted subjects (circles) are shown in (a), 
of the blind subjects (triangles) in (b) and of the group comparison in (c). Note that the 
gain in the bottom row (c) is normalized to correct for the high gains of some of our 
blind subjects (GE; see text). The shaded area illustrates the performance difference 
between blind and sighted subjects, cut off on each side at 1 SD from the group-average. 
Note, that at intermediate S/N ratios there is a highly significant difference (> 4 SD) 
between the elevation components of both groups (closed symbols), but that the curves 
for azimuth performance (open symbols) superimpose almost perfectly for all S/N ratios. 
This feature is expressed in both the gain, the correlation coefficient as well as in the 
absolute localization error (data not shown).
0
0
0
62
3.4 Discussion
This study investigated the influence of the human visual system on the 
perception of sound position. compared to earlier studies, the range of targets 
was extended to two dimensions in the frontal hemifield, enabling investigation 
of the separate pathways for azimuth and elevation extraction. In addition, 
localization behavior was tested in a more complex acoustic environment, by 
adding background noise. The results show that although performance of the 
blind and sighted is nearly equal in a single-target localization task in two 
dimensions, the blind are less able to extract the elevation-related spectral cues 
in the more complex acoustic environment, a condition more reminiscent of the 
natural situation.
Our findings may not seem to support recent studies (Ashmead et al., 1998; 
Lessard et al., 1998; Röder et al., 1999) that reported equal or superior 
localization abilities of the blind under certain conditions. For example, the 
enhanced sensitivity to target displacements in far-lateral space (Röder et al.,
1999) would suggest that the blind are better at employing spectral localization 
cues, because the binaural difference cues are less reliable at these locations. 
Note, however, that our subjects were tested in the frontal domain (within 50° 
from the midline) where visual feedback in sighted subjects may typically 
prevail in calibrating the sound localization cues. It is conceivable that although 
they are worse in the frontal region (as found in this study), the blind are 
superior in far lateral and rear regions, where vision is poor (or absent) and 
where sensory input from other systems (e.g. tactile and motor feedback, or 
both) may be required for both groups.
Another example of enhanced use of spectral localization cues in the early 
blind was put forward by Lessard et al. (1998), who found that some of their 
blind subjects outperformed the sighted in lateralizing stimuli under monaural 
listening conditions. However, monaural listening in combination with a target 
sound of fixed intensity allows for the use of perceived sound intensity as an 
alternative localization cue. Therefore, the results of Lessard and colleagues 
(1998) may also indicate that some blind subjects are better in employing 
intensity cues rather than spectral shape cues.
Note also that these studies (Lessard et al., 1998; Röder et al., 1999) did not 
specifically test the use of spectral localization cues, as they did not extend the 
target range into the vertical domain. Furthermore, an important difference with 
the present study is that previous studies were not concerned with sound 
localization in a multi-source environment.
Our results raise questions about the nature of the observed hearing deficit in 
the blind. How can it be that the blind have difficulties in extracting the spectral 
cues of a target sound embedded in a noisy background, whereas they perform 
normally when dealing with single targets? One possible explanation is that the 
hearing deficit in the blind is specific to signal-noise segregation and does not
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relate to the calibration (i.e. mapping) of localization cues. We believe this is not 
likely. First, the simultaneous extraction of azimuth cues is not affected in the 
blind (Fig. 3.4), indicating that all subjects detected the stimuli equally well. 
Moreover, the blind have been shown to do equally well, or better, in other 
central auditory skills, such as discriminating speech in noisy environments 
(Niemeyer and Starlinger, 1981).
Instead, we propose that the novel hearing deficit in the blind may relate to 
the neural representation of the elevation-related spectral filters (HRTFs). 
Indeed, an auditory system with a coarser, but properly calibrated, HRTF 
representation will be especially sensitive to disturbances, as in noisy 
environments, but will still function appropriately when localization cues are 
well discernable, as in quiet laboratory rooms. In such a view, ‘blurring’ of the 
HRTF representation is brought about by a reduced quality of feedback 
information in the blind.
The present study shows for the first time that visual feedback might be 
essential for a full development of human sound localization in the 2D frontal 
hemifield, where the potential benefit of vision is maximal. The results do not 
support the hypothesis that the putative supervising role of vision can be fully 
taken over by other sensory modalities and, moreover, that sound localization 
acuity is actually sub-optimal in the sighted.
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Chapter 4: Plasticity in human sound 
localization induced by 
compressed spatial vision
Auditory and visual target locations are encoded differently in the brain, but 
must be co-calibrated to maintain cross-sensory concordance. Mechanisms that 
adjust spatial calibration across modalities have been described (e.g. prism 
adaptation in owls), though rudimentarily in humans. We quantified adaptation 
of human sound localization in response to spatially compressed vision (0.5 x 
lenses for 2-3 days). This induced a corresponding compression of auditory 
localization that was most pronounced for azimuth (minimal for elevation) and 
was restricted to the visual field of the lenses. Interestingly, sound localization 
was also affected outside the field of visual-auditory interaction (shifted 
centrally, not compressed). These results suggest that spatially modified vision 
induces adaptive changes in adult human sound localization, including novel 
mechanisms that account for spatial compression. Findings are consistent with a 
model in which the central processing of sound location is encoded by 
recruitment rather than by a place code.
Adapted from: Zwiers MP, Van Opstal AJ, Paige GD (2003). Plasticity in human sound 
localization induced by compressed spatial vision. Nature Neurosci. 6: 175-181.
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4.1 Introduction
The auditory and visual systems encode target location in fundamentally 
different ways. Nevertheless, the two modalities must provide a common 
representation of space in order to properly identify and localize targets that emit 
both an image and a sound. Similarly, vestibular inputs depict head motion and 
orientation through yet another modality that must likewise prove concordant 
with motion signals from the other senses. Little is known in humans about the 
precision and calibration of auditory spatial processing relative to other sensory 
modalities.
When multi-sensory information is integrated in the brain, vision often 
dominates the localization percept. For example, in ventriloquism the hand 
puppet appears to talk rather than the artist. Presumably, the richness and spatial 
accuracy of visual information, given the direct mapping of the outside world 
onto its sensory receptor (the retina), underlies its dominance in resolving 
apparent sensory conflicts. Beyond multi-modal perception, vision is thought to 
even shape the spatial representation in the auditory modality itself, as shown in 
barn owls (Knudsen and Knudsen, 1985), cats (Rauschecker, 1995; Wallace et 
al., 1998), ferrets (King et al., 1988), and humans (Lessard et al., 1998; Röder et 
al., 1999; Zwiers et al., 2001b). Insight into cross-sensory coordination has been 
acquired from studies on the adaptation of sound localization following lateral 
shifts of visual space induced by prisms. Particularly in the barn owl, detailed 
information has been gathered (Knudsen and Knudsen, 1985; Brainard and 
Knudsen, 1995) about how prism adaptation results in a corresponding -  but 
from the spatial perspective of the auditory system erroneous -  shift in both the 
behavior and neurophysiology of sound localization.
Prism adaptation has also been studied in humans (Lackner, 1976), though it 
is not clear whether the observed spatial plasticity can be attributed to changes in 
the sound localization system. A visual shift can be compensated at a variety of 
spatial processing stages. For example, in visually-guided finger pointing the 
locus of adaptation could reside along a chain of nested coordinate 
transformations that include the retinal map itself (target-to-eye), eye-to-head, 
head-to-body, and body-to-arm mapping, as well as directly within a second 
sensory modality providing spatial input -  sound-re-head.
In this study, we examined a novel form of visually-induced adaptation in 
human sound localization. Several features distinguish our approach. First, we 
used binocular 0.5x lenses to modify visual space. Unlike prisms, which induce 
a bias (homogeneous lateral shift) of the entire visual-spatial map, 0.5 x lenses 
compress the spatial visual field by half, inducing a reduction in visual spatial 
gain. Plastic mechanisms that could adapt to this novel type of spatial mismatch 
have not been studied. Second, the use of 0.5x glasses avoids the confounding 
issue of nested coordinate mappings (as applicable in prism adaptation; Lackner,
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1976), since visual compression cannot be readily compensated by a simple 
adjustment in head-to-body mapping or in subsequent spatial processing stages. 
Third, the exposure period for lens adaptation extended for up to three days, well 
above the few hours of exposure typical in human prism studies (Lackner, 
1976). Moreover, adaptation was induced by active interaction of subjects in 
their natural multi-sensory environment rather than passive visual training under 
laboratory conditions (Shinn-Cunningham et al., 1998; Shinn-Cunningham,
2000).
Finally, we tested for the potential locus of cross-sensory spatial plasticity. In 
particular, we focused on the retinal input, the signal related to eye-in-head, and 
the auditory representation of space (sound-re-head). Two spatial localization 
tasks were performed, one in which the eyes were free to move and guide a laser 
pointer towards the perceived sound position (‘target-fixation’ task) and another 
in which subjects fixated a central visual spot and used their peripheral retina to 
guide the pointer to the target (‘central-fixation’ task). In all cases the head 
remained fixed in space. Combined with the neural representation of sound-re- 
head, the central-fixation task relies on a target-to-eye mapping of the peripheral 
pointer (eye position is constant while the pointer moves on the retina), while the 
target-fixation task depends upon a signal related to eye-in-head (target and 
pointer remain fixed on the fovea while the eyes move). Further, plasticity in the 
auditory representation of space was studied by extending the target range to two 
dimensions (2D). In this way, we found different adaptations in the separate 
processing pathways for sound azimuth (binaural time- and intensity differences) 
and elevation (pinna-related spectral cues; Blauert, 1997). Note that adaptive 
changes occurring in either of these subsystems are independent of visuo-motor 
mappings and should therefore (equally) show up in both localization paradigms.
4.2 Methods
Subjects
Nine normal human subjects (7 male, 2 female; ages 20-32) participated in the 
experiments. Subjects were recruited within the University of Rochester 
community. All subjects but one were inexperienced in sound localization 
experiments. All were given a short practice period for acclimatization to the 
laboratory and experimental tasks. Subjects were free of pathology related to the 
senses or nervous system, and all showed normal performance on a routine 
clinical audiogram. The study was performed in accordance with the 1964 
Declaration of Helsinki, and all subjects gave informed consent.
Sound localization system
Subjects were seated in a dark, sound-attenuated room lined with acoustic foam 
(Sonex, Illbruck). The head was held fixed throughout all experiments by a
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custom bite-bar and positioned such that Reid’s baseline was horizontally 
aligned. The target assembly consisted of an 8cm 2-way coaxial speaker 
(Blaupunkt) that was mounted on a dual-axis servo-controlled robotic arm. This 
setup enabled rapid and accurate positioning of the speaker in azimuth (±120°) 
and elevation (±50°) at a fixed distance from the subject’s head (cylindrical 
radius of 2 m). Potential localization cues emanating from the stepping motors 
and mechanics were eliminated by generating a random movement and masking 
noise during speaker positioning. An acoustically transparent black curtain in 
front of the speaker screened any potential view on the speaker and robotic 
system.
The well-localizable auditory stimuli consisted of ongoing pulsating 
Gaussian white noise (0.1-10 kHz; period 150 ms; intensity 75 dB SPL). To 
indicate the perceived sound location, subjects manually controlled a freely 
rotating two-axis laser pointer that projected a red dot on the black curtain just in 
front of the speaker. Pointer orientation was registered by precision encoders on 
each axis. Target and response coordinates are expressed as azimuth and 
elevation angles in a double-pole coordinate system (Blauert, 1997) with the 
origin at the center of the head.
Vestibulo-ocular reflex system
The horizontal angular vestibulo-oculo reflex (AVOR) -  a powerful and fast 
reflex that serves to maintain eye-fixation during head-rotations -  was measured 
in darkness during passive whole-body sinusoidal rotation about the yaw axis at 
frequencies of 0.25, 0.5, and 1.0 Hz (peak velocity, 40 deg/s). A multi-axis 
motion control system was used for this purpose, as described elsewhere (Paige 
et al., 1998). During rotation, subjects were instructed to maintain fixation in the 
dark on a remembered earth-fixed visual target presented briefly beforehand. 
Eye movements were measured by an infrared CCD camera technique (ElMar) 
and further analyzed (Paige et al., 1998) off-line to yield response phase and 
gain for each trial.
Sound localization protocol
A sound localization experiment consisted of two series of 87 trials. In one 
series (the ‘target-fixation’ paradigm) the subject was instructed to align the red 
dot from the laser pointer with the perceived sound direction as accurately as 
possible, while foveating the target. In the other series (‘central-fixation’ 
paradigm) a second laser-projected dot was projected centrally on the screen and 
subjects were instructed to maintain continuous fixation on this spot while using 
the visual periphery to guide the laser pointer to the auditory target. The trial and 
sound ended when the subject approved his/her pointer setting by pushing a 
button. Target locations were randomly selected to create a distribution of 87 
targets, ranging from ±50° in azimuth and from ±22° in elevation (Fig. 3.2f). 
The same randomized sequence was used for each subject. Note that in all
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conditions subjects were tested under open-loop conditions, as no feedback was 
given and subjects were seated in darkness with their heads fixed.
Adaptive paradigm: compression of spatial vision
The visual field was spatially compressed by means of binocular Galilean lenses 
(Nikon) of magnification 0.5 x. The lenses were mounted on a spectacle frame 
fitted to each subject, including any spherical refractive correction required. The 
field of view through the lenses generally covered a ~20° radius, shifted 
downward by 5° in our experimental coordinate scheme. The visual field outside 
the lenses was masked.
The 0.5x lenses were worn continuously for either two (n = 5) or three days 
(n = 4), with the exception of sleeping hours. Adaptation to the modified visual 
input was monitored by conducting experiments before (baseline, recorded at 
least twice), during (daily for 2-3 days), and after wearing the lenses (re­
adaptation). While wearing the lenses, subjects were encouraged to indulge in 
normal but active natural behavior with the help of a chaperone. In addition, 
during daily 2-hour conditioning sessions to further enhance cross-sensory 
interaction, subjects returned to the laboratory to view a series of randomly 
presented audio-visual targets presented over a wide range of positions.
A sound localization and AVOR trial set was performed after the first 8 hours 
of adaptation, and then on subsequent days. The lenses were always removed 
during testing, (recall that experiments were carried out in total darkness and 
with the head fixed). At the end of the adaptation period the lenses were 
removed and subjects were retested after at least one day.
4.3 Results
Sound localization prior to adaptation was precise and consistent for both types 
of pointing tasks, as judged from the near-optimal values of spatial gain (slope 
of the stimulus-response relation) and the high correlation coefficients across the 
target range tested (exemplified in Fig. 4.1 for one subject). In line with previous 
studies, performance was slightly better for azimuth than for elevation 
(Middlebrooks, 1992; Hofman and Van Opstal, 1998).
Sound localization was assessed before, during (daily for up to 3 days) and 
after adaptation to 0.5 x lenses (see Methods). An initial comparison of 
regression coefficients over the entire target range (as in Fig. 4.1) indicated only 
a subtle effect of visual compression on sound localization (spatial gain), and 
more so in azimuth than in elevation (Figs. 4.2a-d). However, since the lenses 
restricted the visual field to a ~20° radius (Fig. 4.2f), visual-auditory interactions 
during adaptation were similarly limited. This, in turn, likely limits the region of 
spatial gain adaptation, which can be easily masked in a broad regression 
analysis. We therefore focussed our regression analysis to the region of potential 
cross-sensory interaction (gray zone in Fig. 4.2f). In this way, the adaptive
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Figure 4.1. Pre-adaptation sound localization responses from one representative subject. 
Linear regressions (dashed line) were performed on the azimuth (a, c) and elevation 
(b, d) components of the stimulus-response relation (each point corresponds to a single 
trial). G is the overall gain (slope of the regression line), ô is the residual error after 
regression, and r is Pearson’s correlation. The subject performs well in both the target­
fixation (a, b) and central-fixation (c, d) paradigms. Note lower variance and higher gain 
for azimuth than for elevation (also note different scales).
effects of 0.5* lenses on spatial gain became more clear, while other parameters, 
such as the residual error after regression, response bias (i.e. regression offset), 
and correlation coefficient, were not affected by lens adaptation (data not 
shown).
An alternative cross-sensory calibration phenomenon in response to 0.5* 
lenses is the well-described (Berthoz and Melvill Jones, 1985) adaptive plasticity 
that occurs for the angular vestibulo-ocular reflex (AVOR). We studied AVOR 
plasticity in all subjects to serve as a useful control for the effectiveness of our 
adaptive paradigm. The results indeed demonstrate a robust effect of 0.5* lenses 
on reducing AVOR gain during horizontal head rotation (Fig. 4.2e). Since 
response properties (gain and phase) remained roughly flat across the tested 
frequency range, results were pooled across subjects and stimulus-frequencies.
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Figure 4.2. Grand-average spatial gain adaptation. Average spatial gains across subjects 
(a-d) are shown before (‘pre’), during (days 1,2,3) and after recovery from (‘post') 
adaptation to 0.5 x lenses, calculated from regression analysis as in Figure 4.1. Gains are 
normalized to the pre-adaptation results. Error bars depict one standard deviation of the 
mean, while ‘*’ indicates statistically significant deviations from baseline. Results for 
azimuth (a, c) and elevation (b, d) as well as for target (a, b) and central (c, d) fixation 
paradigms are shown. Decreases in gain are more common for azimuth than for 
elevation, but remain subtle in this form of analysis. (e) In contrast, average AVOR 
gains (not normalized) show robust gain adaptation (down to 0.6 over 3 days) and 
recovery to normal (‘post’). (f) Target distribution used in all experiments. The shaded 
area outlines the visual field viewed through the 0.5x lenses.
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The rationale for focussing the regression analysis to the approximate visual 
field of the lenses was the supposition that adaptation to the altered visual input 
is driven by cross-sensory experience and will therefore vary with spatial 
position. To evaluate the extent to which this is true, and in a more direct and
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unbiased fashion, we estimated the local spatial gain of sound localization (slope 
of the stimulus-response relation) across the entire target domain. This approach 
emphasizes central changes that are most likely to be induced by lens adaptation 
while avoiding the over-weighting of peripheral data points inherent in 
regression. As a first step, linear regressions were performed on azimuth 
responses within azimuth bins (20° width, pooled across elevation), calculated in 
1°-steps across the azimuth range to yield local spatial azimuth gains. Similarly, 
local spatial gains in elevation were computed on elevation responses within 
elevation bins (15° height, pooled across azimuth) at 1°-steps across elevation. 
For each 2D bin location, the corresponding azimuth and elevation gains were 
then multiplied together to yield a combined measure of local spatial gain. 
Finally, the change in local gain for each bin was calculated by taking the 
difference between values obtained before and after lens adaptation.
The resulting analysis (Fig. 4.3), averaged across subjects, depicts a central­
most region in which spatial gain dropped considerably (down to -0.5, dark 
‘cold-spot’ in Fig. 4.3a, c) after 0.5 x lens adaptation. This region roughly 
resembles the visual field provided by the lenses (Fig. 4.2f), except for the 
expansion in elevation. Note that the results for the two tasks (target and central 
fixation) were quite similar. Interestingly, a similar analysis of the recovery from 
lens adaptation indicates a broad rebound of the local gain (Fig. 4.3b, d) without 
a central ‘hot-spot’. This may reflect the fact that the available visual field
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Figure 4.3. Local changes in auditory spatial gain (combining azimuth and elevation). 
The change in gain (relative to its pre-adaptation value) as a function of 2D target­
location on the last day of lens adaptation is shown in (a, c). The dark vertical strip in the 
central field primarily reflects a central decrease in azimuth response gain. (b, d) Shows 
the recovery of local gain relative to its value on the last adaptation day after removal of 
the 0.5x lenses. Note that the recovery plots show broad changes, indicated by the near 
uniform light-gray tone of the plots. Also note the similarity between the results of the 
target-fixation (a, b) and central-fixation paradigms (c, d).
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during recovery was likewise broad, given the absence of the lenses.
These findings (Fig. 4.3) confirm that lens-adaptation was maximal within 
the visual field provided by the 0.5x lenses. However, to pinpoint the potential 
locus of adaptation (see Introduction) it is important to further quantify the 
adaptive behavior and test for differences between: 1) target- and central­
fixation; and 2) azimuth and elevation. To this end, we adopted a parametric 
model in which the adaptive changes observed in the local spatial gain (e.g. 
Fig. 4.3a, c) are described by a Gaussian function:
AG(x ) = a ■ ex p (-  ( x / b)2 ) (4.1)
where x is target position, and a (the maximum value of the gain change) and b 
(its spatial extent) are free parameters. Note that the local gain equals the partial 
derivative of the relation between target and response location. Thus, integration 
of the local gain change (AG in Eq.4.1) yields the local change in response 
location (AR):
AR(x) = ■ a ■ b ■ erf ( -  x / b) + c (4.2)
where ‘e rf  is the error function and c is a constant. The advantage of Equation 
4.2 is that it can be fitted directly to the entire pooled set of raw data (point-by- 
point changes in response location), without first having to estimate local 
response properties (like local gain).
Several observations can be made from this analysis (Figs. 4.4 and 4.5): 1) a 
clear modulation is apparent in azimuth (P < 0.05, student’s t-test) but not in 
elevation; 2) the largest gain change (negative slope in the curves for azimuth) 
is found in the center of the field and approaches the lens magnification factor 
(ideal a = -0.5); 3) the width of the adapted area is within that of the lens’ 
available visual field (parameter b), but is larger for the ‘target-fixation’ than for 
the ‘central-fixation’ task (P < 0.05, student’s t-test);. 4) the largest change in 
response location, AR, reaches its greatest deviation at the edges of the adapted 
field and carries unaltered (i.e. with normal spatial gain) into the periphery. The 
implications of this interesting finding are discussed below.
4.4 Discussion
This study demonstrates that spatially scaled vision induces systematic and 
adaptive changes in sound localization that restore the spatial calibration 
between the two modalities. Specifically, a reduction of visual spatial gain 
induced by 0.5x lenses is largely matched by a comparable reduction of spatial 
gain in sound localization. The effect is robust but primarily limited to azimuth. 
Spatial gain adaptation is governed by, and effectively limited to, the region of 
visual space provided by the lenses. We therefore conclude that it requires active 
cross-modal experience for its acquisition.
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Figure 4.4. Adaptive changes in sound localization for the same subject illustrated in 
Figure 4.1. Normal (pre-adaptation) responses were subtracted from day-3 adaptation 
values for each target location to yield the adaptive changes in response across the array 
of target locations. Response changes in azimuth and elevation are shown for both the 
target-fixation (a, c) and central-fixation (b, d) paradigms. The white curve represents 
the running average through the data, whereas the dark gray area depicts one standard 
deviation from this average. The apparent sigmoid modulation was typical for all 
subjects tested (e.g. compare with the grand-averages of Fig. 4.5a, c).
Locus of adaptive processing
The evidence argues that the adaptation of sound localization induced by a 
compression of visual space reflects modifications primarily within central 
auditory spatial processing. First, spatial adaptation was demonstrable whether 
subjects utilized eye movements (target-fixation task) or peripheral vision 
(central-fixation task) to guide the laser pointer in localizing auditory targets. 
This suggests that the major site of adaptation does not reside within the visual 
or oculomotor systems. Though the results were qualitatively similar, a small but 
significant difference was obtained between the two paradigms. The broadening 
of the adapted region in the target-fixation task (compare Figs. 4.5a and c) may
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Figure 4.5. Adaptive changes in sound localization for all subjects. Data points represent 
the individual sound azimuth (a, c) and elevation (b, d) response components at the last 
day of adaptation minus the same response components from the pre-adaptation period. 
Equation 4.2 was fitted to the data (solid black curve) to quantify the lens-induced 
adaptation. Parameter values that could not be determined reliably are denoted ‘n.s.’. 
The model describes the data well, as expressed by high correlation coefficients (r up to 
0.68 in panel a) and the close resemblance between model (black) and running average 
(white) curves. The scatter in the data (the gray area depicts one SD around the running 
average) is relatively small (~5°) even though the noise level was increased by pooling 
raw data across subjects and by taking response differences. Note that the largest 
changes in azimuth response location are found at the edges and outside the visual field 
of the lenses, and that the transition in the central region is somewhat broader (and with 
greater variance) for the target-fixation task (a, b) than for the central-fixation task 
(c, d). Also note that elevation response changes are negligible.
reflect additional changes in the signal conveying eye position in the head (as in 
prism adaptation; Lackner, 1976), some subtle form of plasticity in visual 
capture (like ventriloquism) unique to the central-fixation paradigm, or both. 
Yet, neither mechanism can readily explain the overall adaptation in sound 
localization responses, particularly with regard to the local changes as function 
of eccentricity and their limitation to azimuth.
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This leads to a second key finding -  clear differences were observed between 
results in azimuth and elevation. It is well documented that sound azimuth and 
elevation are processed by independent neural pathways that utilize different 
spatial cues, at least initially in the brainstem (Irvine, 1986). These differences 
impose ramifications in behavior (Hofman and Van Opstal, 1998; Wightman and 
Kistler, 1989, 1997; Zwiers et al., 2001b). For example, narrow-band sounds are 
accurately localized in azimuth but not in elevation (Middlebrooks, 1992; 
Goossens and Van Opstal, 1999). Altering spectral cues with external-ear molds 
abolishes elevation localization but has no effect on azimuth (Oldfield and 
Parker, 1986; Hofman et al., 1998). Moreover, localization of sound azimuth is 
more robust against background noise than elevation, Good and Gilkey, 1996) 
and the two domains are differentially affected in the blind (Zwiers et al., 
2001b). This distinction between azimuth and elevation corresponds with our 
finding that adaptive behavior also differs between these intrinsic auditory 
dimensions. In contrast, no such difference is apparent after visually-induced 
adaptation in the saccadic system (Frens and Van Opstal, 1994).
Despite the apparent lack of adaptation in elevation localization (in contrast 
to azimuth) the possibility remains that additional time may be required to adapt 
elevation-related spectral cues to modified vision. Indeed, the three-day 
exposure period in the current experiment is short compared to the month 
needed for substantial prismatic adaptation in the barn owl (Brainard and 
Knudsen, 1995), or to the 20 days needed for humans to learn new spectral cues 
(Hofman et al., 1998).
Taken together, our findings strongly suggest that the observed plasticity in 
spatial localization behavior mainly resides within the central auditory system. 
Thus, like in barn owls (Knudsen and Knudsen, 1985; Brainard and Knudsen, 
1995), spatially modified visual-auditory experience induces changes in human 
sound localization. However, unlike in barn owls (Knudsen and Knudsen, 1986; 
Knudsen, 1998), guinea pigs and ferrets (King and Moore, 1991), the plasticity 
reported in this paper is not limited to early development. In addition, these 
experiments express a novel form of auditory plasticity -  that of spatial gain and 
not DC bias. Note that either form of auditory spatial adaptation entails a clear 
deviation from (and therefore an erroneous representation of) the actual location 
of sound in space, and instead conforms audition to the modified spatial 
representation provided by vision.
Local adaptation and its relation to neural coding
Two fundamental features characterize the plasticity of sound localization 
described in this study. First, the central compression of auditory space in 
azimuth extends to all elevations studied (Figs. 4.3 and 4.6). Second, the 
adaptive reduction of auditory spatial gain is limited to the visual field of the 
0.5* lenses, which in turn limits the visual-auditory interaction that presumably 
drives the acquisition of plasticity. Stated alternatively, the actual localization of
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Figure 4.6. No effect of target elevation on the adaptation of sound azimuth localization. 
Changes in response location as a function of target azimuth for three elevation bands 
[+7° to +22° (a, b; top), -8° to +7° (c, d; center), and -23° to -8° (e, f; bottom)] show 
similar results for all three bands (all fit parameters of Eq. 4.2 differed significantly from 
zero, but not from each other, when tested with a t-test). The format is the same as in 
Figures 4.4 and 4.5.
auditory targets shifts centrally to match the visual spatial compression of the 
lenses. Interestingly, the maximum shift occurs at the edges of the adapted field 
(as expected), but then continues unaltered into the periphery despite the absence 
of visual-auditory interactions in that region of space. Note that the change in 
sound localization behavior in the periphery is not one of spatial gain but of 
accuracy.
A potential alternative adaptation scheme might have held localization 
accuracy unaltered in the periphery (Figs. 4.7b, d, f, h). However, that would 
have required a more complex behavior of spatial gain, for the central decrease 
in gain would then require an opposing peripheral increase in order to restore 
overall spatial accuracy at large azimuth eccentricities. Note that, in this scheme,
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Figure 4.7. Two schemes of sound localization adaptation. Plots at the left (a, c, e) 
depict local changes in azimuth performance when adaptation is limited to a central gain 
reduction (a). The same effect, plotted as change in response location (c), and as 
stimulus-response relation (e) of an ideal subject before (dashed line) and after (solid 
line) adaptation. Arrows in panels c and e denote the same response change (AR). Note 
that the largest changes in response location (not gain) occur at the edges of the 
adaptation region and extend outside the visual field of the lenses. This is more directly 
shown in g, where adapted changes in response location are illustrated in 2D. Note how 
the changes in response location (arrows) extend outside the visual field of the lenses 
(shaded area). Plots at the right (b, d, f, h) show an alternative scheme in which central 
negative gain changes are countered eccentrically by opposing changes (shown as 
narrow maxima in panel b). In this adaptation scheme, changes in response location 
outside the visual field of the lenses return to zero (d, f, h). The actual data closely 
resemble the scheme on the left.
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different regions of sensori-motor space adapt independently of one another 
(point-by-point), which requires a spatial coding mechanism with independent 
elements (e.g. a topographic map). Such a coding mechanism is found in the 
midbrain of the barn owl (knudsen and Brainard, 1995) as well as mammals 
(King et al., 1988; Middlebrooks and Knudsen, 1984). Recent prism adaptation 
results (Hyde and Knudsen, 2001) have indicated that the tuning of inter-aural 
time differences (ITD) in the barn owl’s superior colliculus appears to adapt in a 
point-by-point manner. The adaptation results of our study, however, point to a 
different neural coding scheme, as changes in the central part of the response 
field clearly affect responses at peripheral locations (Figs. 4.7a, c, e, g). A 
mechanism that accounts for this effect is a system in which sound localization 
cues are first integrated across their entire range before being mapped into a 
spatial representation. In such a model, sound location is encoded by the entire 
population of cells (neural recruitment).
An example of this latter coding scheme has been proposed (at least as a first 
processing stage; Wise and Irvine, 1985) for the mapping of interaural intensity 
differences (IIDs) onto azimuth. In this simple scheme (Fig. 4.8), binaural 
neurons (so-called IE- and EI-type neurons) respond in a sigmoid fashion to 
IIDs. Each neuron in the population has a different working region (IID 
threshold) that spans only a small fraction of the azimuth range. The outputs of 
all neurons are weighted and summed at a subsequent neural stage to yield a 
viable representation of space (Fig. 4.8a, solid line). The observed adaptation to
0.5* lenses can then be explained by assuming a decrease in the weights of only 
those neurons with their working range in the visual field of the lenses (central 
set of dashed neurons in Fig. 4.8a). Simulations of this model show that local 
gain adaptation indeed results in a response change across azimuth that 
resembles our experimental findings (Fig. 4.8a, dashed line). Since our 
experiments yielded no change in elevation, it is not clear whether spectral cues 
would be represented in a similar way. Interestingly, interaural timing 
differences (ITDs) are initially encoded by a topographic arrangement of 
interaural delay lines in both the mammalian (Smith et al., 1993) and the avian 
(Carr and Boudreau, 1993) auditory brainstem. It would therefore be of interest 
to test which adaptation scheme (Fig. 4.7) applies to the localization of low- 
frequency sounds, a process known to depend only on ITDs.
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Figure 4.8. Recruitment model of azimuth-encoding IID cells. (a) Individual neurons 
(inset) have different IID thresholds. Perceived azimuth is determined by the summed 
population response (2), in which all neurons are equally weighted (solid curve). The 
responses adapt to the compressed image by reducing the weights of the neurons that 
have their working range in the exposed area (dashed cell responses). Note that the 
summed population response after adaptation (dashed curve) differs from the pre­
adaptation response across the entire azimuth range. (b) Both the change in local 
response gain (dashed curve) and in response magnitude change (solid curve) 
correspond well to the observed behavior.
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Chapter 5: Sensitivity to sound location, 
sound intensity, and eye position 
in monkey inferior colliculus
The midbrain inferior colliculus (IC) is implicated in coding sound location, but 
supporting evidence from awake primates is scarce. In this study we recorded 
single-unit activity in response to broadband sounds that were systematically 
varied in azimuth and elevation, as well as in sound level, while the monkey 
fixated a central visual target. To dissociate a neuron’s tuning to sound location 
from sound level, the head’s acoustic shadow was incorporated. In a second 
experiment, sounds were presented straight ahead while the monkey fixated 
visual targets at different locations. Results show that many IC neurons are 
broadly tuned to both azimuth and sound level in a way that can be described by 
planar modulation. A significant fraction of neurons was tuned to elevation 
albeit in a more complex, often non-monotonic, way. Further, the auditory 
responses in a significant number of IC cells were weakly -  but systematically -  
modulated by two-dimensional (2D) eye-position. Tuning parameters to sound 
frequency, location, intensity and eye position were uncorrelated. We propose 
that a population of IC cells encodes the craniocentric 2D location of sounds, 
thus enables the transformation of this signal into eye-centered coordinates. Both 
signals are required for eye-head orienting toward sounds.
In preparation for publication.
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5.1 Introduction
To localize a sound, the auditory system uses implicit acoustic cues. Left-right 
localization (azimuth) is determined by binaural differences in sound arrival 
time (ITD) and sound level (ILD), whereas up-down and front-back localization 
(elevation) relies on spectral filtering by the pinnae (head-related transfer 
functions, or HRTFs; Blauert 1996). Initially, independent neural pathways in 
the brainstem process the different localization cues (review in Irvine, 1986). For 
example, medial superior olive neurons respond to ITDs (Carr and Konishi, 
1988; Yin and Chan, 1990); lateral superior olive cells to ILDs (Mogdans and 
Knudsen, 1994; Tsuchitani, 1997). The dorsal cochlear nucleus is thought to 
mediate spectral cues (May, 2000). The midbrain IC is a major convergence 
center for these pathways, and could thus be the first site to encode 2D sound­
locations (review in Irvine, 1986). Several lines of evidence support this 
hypothesis. In the barn owl IC a topographic map represents 2D auditory space 
(Knudsen and Konishi, 1978). In mammals, IC neurons are tuned to binaural 
localization cues (Irvine and Gago, 1990; Kuwada and Yin, 1983; McAlpine et 
al., 2001), and to elevation (Aitkin and Martin, 1990), though azimuth tuning- 
width increases with sound level (Binns et al., 1992; Schnupp and King, 1997). 
Other evidence is provided by tracer studies on the connectivity between the IC 
and the superior colliculus (SC), a nucleus that mediates rapid 2D orienting of 
eyes, head and pinnae to multisensory stimuli (Sparks, 1986; Stein and 
Meredith, 1993; Wallace et al., 1993). The IC projects to the SC, as shown in the 
owl (Knudsen and Knudsen, 1983), cat (Andersen et al., 1980; Harting and Van 
Lieshout, 2000) and ferret (King et al., 1998). Conversely, the SC also projects 
to subdivisions of the IC, such as the barn owl’s external nucleus (Hyde and 
Knudsen, 2000), the mammalian pericentral nucleus (Mascetti and Strozzi, 
1988; Itaya and Van Hoesen, 1982), and the nucleus of the brachium of IC 
(Doubell et al., 2000).
This reciprocal connectivity has interesting implications for the reference 
frame in which sounds are encoded. The spatial tuning of auditory neurons in the 
mammalian SC varies with eye position (Jay and Sparks, 1984, 1987; Hartline et 
al., 1995; Peck et al., 1995), suggesting that the initial head-centric auditory code 
has been transformed into oculocentric coordinates. Recently, also IC neurons 
were shown to be modulated by eye position and sound location in the horizontal 
plane. These cells were proposed to form an intermediate stage in this coordinate 
transformation (Groh et al., 2001).
However, it remains unclear whether tuning of IC neurons to sound azimuth 
relates to binaural (ITD, ILD) or monaural (sound level) mechanisms. Tuning to 
sound elevation has been largely left unattended. The present study therefore 
includes both sound-source azimuth and elevation, while systematically varying
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sound level. By characterizing, in awake monkeys, each neuron’s spectral tuning 
curve while incorporating the acoustic head shadow, we quantified the 
contributions of sound level and location to the neural responses. In addition, we 
tested the sensitivity of IC neurons to 2D eye-position. The results are 
summarized in a quantitative model on the potential role of the IC in auditory- 
evoked orienting.
5.2 Materials and methods
Animal preparation and surgical procedures
Two adult male rhesus monkeys (macaca mulatta, referred to as Gi and Br; 
weight 7-8 kg) participated in the experiments. Both monkeys were trained to 
fixate visual targets (LEDs) against small liquid rewards. Shortly before (~24 
hours) as well as during recording periods, the monkeys were deprived from 
their normal water supply. Records were kept of the monkeys’ weight and health 
status and supplemental fruit and water were provided when needed. All 
experiments were conducted in accordance with the European Communities 
Council Directive of November 24, 1986 (86/609/EEC) and were approved by 
the local ethics committee (DEC) for the use of laboratory animals of the 
university.
After training was completed, the animals were prepared for chronic 
neurophysiological experiments in two separate operations. Surgical sessions 
were performed under sterile conditions; anesthesia was maintained by artificial 
respiration (0.5% isoflurane and N2O), and additional pentobarbital and 
ketamine were administered intravenously. In the first operation a thin golden 
eye ring was implanted underneath the conjunctiva to allow for precise eye- 
movement recordings (see set-up). In the second operation a stainless steel 
recording chamber was placed over a trepane hole in the skull (diameter 
12 mm). Four stainless-steel bolts, embedded in dental cement, allowed firm 
fixation of the head during recording sessions (for details see Frens and Van 
Opstal, 1998). The position and orientation of the recording chamber were such 
that the IC and SC on both the left and right side could be reached by 
microelectrodes. Special care was taken to prevent obstruction of the monkey’s 
head and ears by the recording equipment and head mount when positioned in 
the experimental set-up.
In each experiment a glass-coated tungsten microelectrode (0.5-2.5 MQ) was 
carefully positioned and lowered into the brain through a short stainless-steel 
guide tube by a hydraulic stepping motor (Trent Wells). The analogue electrode 
signal was amplified (Bak Electronics, A-1), low-pass filtered (cut-off 15 kHz) 
and monitored on an oscilloscope. To detect action potentials the signal was fed 
through a level detector followed by a 4-bit counter. The output of the counter 
was digitized (sampling rate 1 kHz) and stored on hard disk for off-line analysis.
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In this way we could detect up till 16 spikes/ms. A real-time principal 
component analyzer was used to assess and verify whether triggered signals 
were obtained from single neurons (Epping and Eggermont, 1987).
The following points confirm that our cell recordings were obtained from 
within the IC:
1. Histology of both monkeys has confirmed that electrode tracks passed 
through the central nucleus of the IC.
2. The stereotaxic coordinates of the recording sites corresponded closely to the 
coordinates of the IC as given by the neuro-anatomical atlas of Snider and 
Lee (1961).
3. Often, saccade-related neural activity that was indicative for the deep layers 
of the SC was encountered before entering the auditory nucleus. These SC 
recording sites corresponded to the well-known topography of the 
oculomotor and visual maps, and provided the possibility to electrically 
evoke saccades (at thresholds below 50 |iA) that corresponded well to the 
local optimal saccade vector in the motor map (Robinson, 1972).
4. When lowering the electrode from dorsal to ventral locations, the best 
frequency for evoking auditory responses increased in an orderly manner (up 
to 20 kHz), over a depth range of ~3 mm. Such tonotopic ordering with depth 
has been reported earlier (Ryan and Miller, 1978). Latencies of auditory 
responses were typically ~10 ms, which also in line with these earlier 
findings.
Set-up and experimental paradigms
The head-restrained monkeys were seated in a primate chair in a completely 
dark and sound-attenuated room (3x3x3 m) in which the ambient background 
noise level was approximately 30 dB SPL (A-weighted, dBA). Reflections 
above 500 Hz were effectively absorbed by acoustic foam that was mounted on 
the walls, floor, ceiling, and every large object present. Auditory stimuli were 
produced by a broadband lightweight speaker (Philips AD-44725), which had a 
characteristic that was flat within 5 dB between 0.2 and 20 kHz after 
equalization (Behringer Ultra-Curve). The sound signals were generated 
digitally at a 50 kHz sampling rate (National Instruments DA board, DT2821) 
and tapered with a sine-squared on- and offset ramp of 5 ms duration. Before it 
was fed to the speaker, the signal was amplified (Luxman A-331) and band-pass 
filtered between 200 Hz and 20 kHz (Krohn-Hite 3343). The sound intensity was 
measured at the position of the monkeys’ head with a calibrated sound amplifier 
and microphone (Brüel and Kjær; BK2610/BK4144).
The speaker was mounted on a two-link robot, which consisted of a base with 
two nested L-shaped arms that were driven by separate stepping engines (Berger 
Lahr VRDM5), both controlled by a PC 80486 (see Hofman and Van Opstal, 
1998, for details). This setup enabled rapid (within 2 s) and accurate (within
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0.5°) positioning of the speaker at any location on a virtual sphere around the 
monkey’s head (radius 90 cm).
Target and response coordinates are expressed as azimuth (a) and elevation 
(e) angles, determined by a double-pole coordinate system in which the origin 
coincides with the center of the head. In this reference frame, target azimuth, Or, 
is defined as the angle between the target and the midsagittal plane. Target 
elevation, eT, is the angle between the target and the horizontal plane through the 
ears with the head in a straight-ahead orientation (Knudsen and Konishi, 1979).
Visual stimuli were presented by an array of 72 red LEDs that were mounted 
on a thin, acoustically transparent, spherical wire frame at polar coordinates R e 
[0°, 2°, 5°, 9°, 14°, 20°, 27°] and 0 e [0°, 30°, 60°, ..., 330°], in which the 
eccentricity R is the angle with the straight ahead direction and 0 the angle with 
the rightward orientation. The distance of the LEDs to the center of the 
monkey’s head was 85 cm, i.e. such that the visual stimuli were presented on a 
virtual sphere just inside the virtual sphere of the auditory targets.
The 2D orientation of the eye in space was measured with the double 
magnetic induction technique, which has been described in detail in earlier 
papers from our group (Bour et al., 1984). In short, two orthogonal pairs of coils, 
attached to the room’s edges, generated two oscillating magnetic fields (30 kHz 
horizontally, and 40 kHz vertically) that were nearly homogeneous and 
orthogonal in the area of measurement. The magnetic fields induced oscillating 
currents in the implanted eye ring, which in turn induced secondary voltages in a 
sensitive pick-up coil that was placed directly in front of the monkey’s eye. The 
signal from the pick-up coil was demodulated by two lock-in amplifiers (PAR- 
128A), tuned to either field frequency, low-pass filtered (cut-off 150 Hz), 
sampled at a rate of 500 Hz per channel (DAS 16), and finally stored on hard 
disk for further analysis.
Recording o f the frequency tuning curve o fIC  neurons
A neuron’s tuning curve was determined by measuring the response to tone pips 
of 39 frequencies, varying from 250 to 20159 Hz in 1/6 octave intervals. A trial 
consisted of three identical tone pips of 200 ms duration, which were presented 
at three different intensities (40, 50, and 60 dB SPL) and separated by an interval 
of 500 ms. The tone-pips were played in two different sequences, i.e. from low 
to high and from high to low intensity. Trials were presented in randomly 
interleaved order.
Sensitivity ofIC  neurons for sound position and level
In a series of 75 randomly interleaved trials, the auditory responses of single 
neurons in the IC were recorded as a function of sound location. Trials started 
with the presentation of a straight-ahead fixation light that was followed by the 
presentation of a 500 ms duration Gaussian White Noise (GWN; frozen noise) 
burst at an eccentric position. During target presentation the monkey was
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required to maintain fixation on a central LED. The broadband auditory target 
was presented at an intensity of 40, 50 and 60 dB SPL. The position of the 
eccentric auditory target was randomly chosen from aT e [-30°, -15°, 0°, 15°, 
30°] and eT e [-30°, -15°, 0°, 15°, 30°]. Trials in which the monkey was not 
accurately fixating the visual target (error larger than 4°) before (500 ms) and 
during the presentation of the auditory target were aborted and repeated in the 
same experiment.
Sensitivity ofIC  neurons for sound level
The sensitivity to changes in sound level was assessed in more detail for 70 
neurons in monkey Br. To that end, the speaker and fixation light were both 
positioned in the straight-ahead direction. The sound stimulus consisted of 500 
ms GWN bursts, delivered at intensities ranging from [10-60] dB SPL in 5 dB 
steps. Sound intensities were delivered in random order, and each stimulus 
condition was presented twice.
Sound intensity at the ear canal
When the neuron’s responses are modulated by sound azimuth re. head, two 
mechanisms could in principle account for such responses: binaural differences 
in timing or level, or a monaural sensitivity to absolute sound level. Note that the 
latter cue is ambiguous with respect to the coding of sound-source azimuth. To 
dissociate these two potential factors it is necessary to know how the sound 
pressure level at the entrance of each ear canal varies with sound position. To 
that end, the tip of the Brüel and Kjær microphone was placed at the side of the 
head within 0.5 cm from the entrance of the ear canal while broadband noise 
bursts (500 ms GWN, 60 dB SPL) were recorded (50 kHz sampling rate) at 45 
different locations in space. The position of these noise bursts varied in 15° 
intervals between a r e [-60°, +60°] and eT e [-30°, +30°]. One complete series 
was recorded for both ears in monkey Br. The results, for each azimuth location 
averaged across elevation, were applied to the data of both monkeys.
Sensitivity for eye position
The auditory response of IC neurons as a function of eye position was recorded 
in an additional series of 39 trials. This paradigm was similar to the ‘sound 
position sensitivity’ paradigm except that the positions of the visual and auditory 
targets were reversed. Now the GWN bursts (three different realizations of 500 
ms frozen noise) were presented at the central position, while the task of the 
monkey was to fixate an eccentric visual target (LED). The visual target was 
chosen out of 13 locations, from R e [0°, 9°, 20°] and 0 e [0°, 60°, 120°, 180°, 
240°, 300°]. The noise bursts were presented at a fixed intensity of 60 dB SPL. 
Each LED location and noise burst was selected at random for each trial.
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Data analysis
Calibration o f eye position
All measured eye position signals were calibrated at the start of an experiment 
on the basis of a series of eye fixations made to the 72 LEDs (see above). The 
mapping of raw (sampled) eye-position signals onto the corresponding spatial 
coordinates of the LEDs was achieved by training two three-layer neural 
networks separately for the horizontal and vertical eye position components (see 
Hofman and Van Opstal, 1998, for details). The neural networks accounted for 
the static nonlinearity inherent in the double magnetic induction method, small 
inhomogeneities in the magnetic fields, as well as for minor crosstalk between 
the signals of the horizontal and vertical magnetic fields.
The trained networks were used to map raw the eye-position signals that were 
recorded during the experiment onto actual 2D eye orientations, [aE, eE] (in 
degrees) in space. The absolute accuracy of the calibration was within 3% over 
the entire response range.
Response parameters and statistics
The average firing rate of a neuron as a function of time was computed by 
binning the spike events in 5 ms time-bins and averaging over trials. From the 
resulting peri-stimulus-time-histogram (PSTH), the baseline firing-rate was 
derived as the grand-average of the activity in the 200 ms preceding stimulus 
onset. Response latency was defined as the first time after stimulus onset that the 
PSTH exceeded the baseline by twice the standard deviation. The total cell- 
response in each trial was computed as the mean firing rate within a chosen time 
window. The time window could be interactively set by the experimenter as to 
optimally capture the total cell-response as judged from the PSTH (see Fig. 5.1 
for an example).
The probability that neurons were sensitive to either sound- or eye position 
was first assessed with a two-way ANOVA. The azimuth and elevation 
components of either sound- or eye position were taken as the two independent 
variables, and the cell response as the dependent variable. Given a large 
population of neurons, the expectation value for the number of neurons that will 
be classified by this method as ‘sensitive’ is dependent on the chosen criterion of 
significance. For example, on average 5 out of 100 non-sensitive neurons will be 
(erroneously) classified as ‘sensitive’ when the ANOVA chance criterion is set 
at 5%. These ‘false-positives’ need to be taken into account when interpreting 
the population scores. The chance criterion of the ANOVA, however, is 
calculated under the assumption that each variable is approximately normally 
distributed, and that the standard deviations are roughly the same. In general, 
this condition is not met for neural responses as the number of spikes is confined 
between a minimum (zero) and maximum, near which it usually varies in a non­
linear fashion. As a result the theoretical significance level of the ANOVA will
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be altered in some unknown manner and no longer relates in a simple way to the 
a priori expected number of false-positives. Nevertheless, this number could still 
be estimated. To that end, we bootstrapped the data and determined the statistics 
(mean and variance) of the outcome of the ANOVA tests performed on each set. 
Standard statistics were used to determine the significance level of the difference 
(e.g. with a t-test, see Press et al., 1992).
To further quantify the sensitivity of IC neurons to sound location and sound 
intensity, or to 2D eye position, we performed a multiple linear regression 
analysis (see Results, Eqs. 5.2 and 5.3). Best-fit parameters were obtained by 
minimizing the mean-squared error.
5.3 Results
The experiments described in this paper involve single-unit recordings from 94 
neurons. Data were collected from both ICs in monkey Gi (57 recordings) and 
from the right IC in monkey Br (37 recordings). A preliminary account of the 
spectral-temporal receptive field characteristics of these cells is described in 
Chapter 6 and in a recent conference proceedings (Versnel et al., 2002).
Sensitivity for sound position
Figure 5. 1 shows different features of a typical cell response in the IC of monkey 
Br. The clustering of spike moments (Fig. 5.1a) and the single peak in the 
accompanying PSTH (Fig. 5.1c) that occur shortly after stimulus onset (latency 
15 ms, dotted line) show that this cell responds with a marked burst of action 
potentials to the onset of the auditory stimulus (horizontal bar). As depicted by 
the broad spectral tuning curve of this neuron (inset in Fig. 5.1c), this cell was 
sensitive to a wide range of stimulus frequencies.
The different graphs displaying the neuron’s sensitivity to the spatial position 
of the stimulus (Fig. 5.1b, d and f) demonstrate that the cell response was 
modulated in a systematic way by sound azimuth (Fig. 5.1b, f), but not by sound 
elevation (Fig. 5.1d, f). Further, the neuron is largely insensitive to variations in 
absolute sound intensity (Fig. 5.1e). These qualitative observations are supported 
by the statistical evaluation with a two-way ANOVA (see Methods), from which 
it resulted that the neuron was highly sensitive to sound azimuth (P < 0.001), but 
not to sound elevation (P > 0.1).
To further document these findings, the spatial and frequency tuning 
characteristics of six other IC neurons are shown in Figure 5.2. Neurons were 
selected for their frequency tuning: two neurons in the low-frequency range 
(Fig. 5.2a, b), two neurons in the mid-frequency range (Fig. 5.2c, d) and two 
neurons in the high-frequency range (Fig. 5.2e, f). According to the two-way 
ANOVA five of the neurons (Fig. 5.2a-e) were sensitive to azimuth (P < 0.05), 
but not to elevation (P > 0.05). The response strength of the neuron that is shown 
in Figure 5.2f, on the other hand, is near monotonically related to sound azimuth
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Figure 5.1. Detailed illustration of response properties of IC neuron br0706 that is 
sensitive to sound azimuth, but not to sound level. (a) Spike rasters as function of time 
re. stimulus onset, in which each horizontal line corresponds to a single trial. Trials have 
been sorted off-line as function of azimuth. Thick line indicates stimulus presentation 
time (0-500 ms). Vertical lines denote the time window within which spikes were 
counted. Note systematic dependence of burst activity on sound azimuth. (b) Mean firing 
rate (computed within the window) for different sound levels (symbols) as function of 
sound-source azimuth. Note clear modulation of the cell’s activity. (c) PSTH of all spike 
rasters indicate a clear onset peak (latency 15 ms, indicated by dotted line). Neuron is 
slightly inhibited after the onset peak. Note that the neuron has a relatively broadband 
spectral tuning characteristic (up to 4 kHz; inset). (d) Mean firing rate as function of 
sound elevation. Note absence of trend. (e) Mean firing rate as function of sound level. 
The cell is not systematically modulated by sound level. (f) Spatial tuning of the cell. 
Radius of filled circles is proportional to mean firing rate within the particular 
azimuth/elevation bin.
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Figure 5.2. Six examples of neurons with (a, b) low-, (c, d) middle-, and (e, f) high- 
frequency spectral tuning curves that are sensitive to the sound location re. head. Data 
are plotted in the same format as Figure 5.1f. The neurons in panels (b, f) exhibit 
sensitivity to both sound azimuth and sound-source elevation. Neuron br2823 has a 
monotonic dependence on azimuth and elevation (‘2D spatial gain-field’, see also 
Fig. 5.7a-c), while neuron br3211 has a more complex sensitivity to elevation.
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(P < 0.05, ANOVA) but also displays a sharp decrease in activity for sounds 
around +15° elevation (P < 0.05), irrespective of azimuth. The position (around 
5 kHz) and sharpness of the single peak in the frequency tuning curve suggests 
that this elevation tuning could be related to the presence of an elevation- 
dependent notch in the monkey’s pinna filter (Spezio et al., 2000). Three other 
examples of neurons with tuning to sound-source elevation are shown in 
Figure 5.3. Note the variety in spatial tuning characteristics between these 
neurons, ranging from local excitatory to local inhibitory sensitivity.
The spatial sensitivity of each of the 94 recorded neurons was first assessed 
by an ANOVA. The results of this analysis (Table 5.1) indicate that most of the 
neurons (78%) were sensitive (P < 0.05) to sound position, in particular sound 
azimuth (72%). Further, some neurons (6%) showed an interaction between 
azimuth and elevation (i.e. they were particularly sensitive to one or more 2D 
sound positions). The frequency-tuning curves of the elevation-sensitive cells
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Figure 5.3. Three additional examples of neurons with a significant modulation 
(ANOVA, P < 0.05) of their mean firing rate as function of sound-source elevation, 
plotted in the same format as Figure 5.2. (a) Neuron gi3143 has an increased firing rate 
for elevations between 0°-15° (P < 0.01). This neuron is also significantly tuned to 
azimuth (P < 0.01). (b) Neuron gi6614 decreases its activity for elevations around 0° 
(P < 0.01). (c) Neuron br2811 has complex spatial sensitivity (P < 0.02).
C
(18%) typically featured a best frequency above 2 kHz, along with bandwidths 
ranging from sharply tuned to broadband. The numbers of cells that were 
spatially sensitive according to the ANOVA-tests were significantly larger than 
the expectation numbers (Table 5.1; see also Methods).
Table 5.1. Number of neurons that are sensitive to sound azimuth (aT) and elevation (eT) 
when tested with an ANOVA. The computed expectation value is indicated in between 
parenthesis (see Methods).
£t ~£t
aT 12 (0) 56 (2) 68
-aT 5 (2) 21 (90) 26
17 77 94
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Sound intensity to the auditory neuron
A limitation o f  the ANOVA method is that it does not indicate whether observed 
azimuth sensitivity is due to tuning to either binaural difference cues, to absolute 
sound level at the ipsilateral or contralateral ear, or to a combination o f these 
factors. In order to dissociate the contribution o f  each, it is necessary to take into 
account how absolute sound level varies with the position o f  the sound source 
relative to the head. Hereto, we measured monaural sound levels I (a T, f )  near the 
entrance o f  the left and right ear canal as a function o f  frequency at 49 different 
sound positions (Fig. 5.4a; see also Methods). The difference between these 
measured sound levels, the interaural level difference (ILD), is a veridical cue 
for sound azimuth, as it is independent o f  absolute sound level (Fig. 5.4b; e.g. 
Blauert, 1997).
Due to the acoustic shielding o f  the head, the relation between sound level at 
the ear canal and azimuth position depends strongly on sound frequency. This 
property can be observed in Figure 5.4, where the monaural and interaural 
intensity functions are modulated only for higher frequencies (> ~6 kHz).
For a flat broadband stimulus, the sound intensity ‘p erce ived ’ by the cell, 
IP(a T),  is the sum o f the intensity function I (a T, f )  over frequency. As, in general, 
the cell response also depends on sound-frequency, this sum needs to be 
weighted with the normalized frequency-response curve, T(f) (re. background, 
including both excitatory and inhibitory effects):
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Figure 5.4. Recorded sound level (a) and constructed ILD (b) as function of both sound­
source azimuth and frequency for the right ear averaged over elevation (the ILD does not 
vary significantly with elevation). Note strongest changes for sound level at high 
frequencies. Note also the sharp notch in (a), which disappears for the ILDs in (b).
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(5.1)
Thus, IP(aT) is a measure for monaural sound level that is corrected for the 
frequency sensitivity of the cell and for the azimuth dependent attenuation by the 
head (Fig. 5.1b).
Figure 5.5 shows two representative examples of frequency-tuning curves 
(Fig. 5.5a, c) and the corresponding perceived (solid line) and absolute (dotted 
line) intensity levels (Fig. 5.5b, d). The latter is the microphone signal near the 
ear canal and is obtained from Equation 5.1 by letting T f  = 1. Note that, for a 
low-frequency cell (Fig. 5.5a, b), the variation in perceived intensity with 
azimuth is rather modest (< 2 dB), whereas for a high-frequency cell (Fig. 5.5c, 
d) this modulation is more pronounced (< 8 dB).
Azimuth (deg)
62
60
58
56
54
Figure 5.5. Perceived sound level (solid line) as function of azimuth of a broad-band 
sound at 60 dB SPL for two different neurons (low-frequency (a, b), and high-frequency 
(c, d)), weighted by both the measurements shown in Figure 5.4a and their respective 
spectral tuning curves (a, c) according to Equation 5.1. Note that the high-frequency 
neuron is much more sensitive to sound azimuth than the low-frequency neuron. Dashed 
line in (b, d): sound level of the broadband sound as function of azimuth uncorrected for 
the tuning characteristic of the neuron.
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Sensitivity for sound position and intensity
The information about the reconstructed perceived sound levels can be used to 
estimate the extent to which the cell responds to the monaural or binaural cues,
i.e. whether it is genuinely tuned to azimuth, to sound level, or to both. To this 
end, a multiple linear regression model was used:
R (a T,e T, I p ) = /•lP iict0](a T ) + a T a T + eT •eT + c (5.2)
in which R(aT, eT, IP)  is the cell response as a function of sound azimuth (aT) 
and elevation (eT), and in which IP[ll'cl,0](aT)  is one of three possibilities: IP(aT) 
with respect to the ipsilateral ear (il), to the contralateral ear (cl) or to both (0). 
Note that the head-shadow effect for this latter case is relatively small. The 
choice between il, cl or 0 was based on which regression best correlated with the 
data.
Figure 5.6 displays three examples of this analysis. The top row shows a cell 
that is particularly responsive to contralateral sound intensity and to a lesser 
extent to azimuth and elevation, the center row shows a neuron that is most 
responsive to sound azimuth, and the bottom row depicts a cell that responds 
well to azimuth and perceived sound level. The high correlation coefficients 
(0.96, 0.52 and 0.79 respectively) suggest that the linear multiple regression 
model (Eq. 5.2) provides a reasonable description of the data. This is well in line 
with our finding that about 70% of the neurons responded monotonically to 
sound level in the range 10-60 dB SPL (data not shown). Note that the 
correction for the head-shadow effect slightly displaces the data in horizontal 
direction. Also note the internal trend in each of the three data-clusters that is in 
line with the general trend.
The multiple regression results for the entire population of cell recordings is 
shown in Table 5.2. Like the ANOVA-results, these results show that the 
majority of neurons is sensitive (P < 0.05) to sound position (77%), and in 
particular to its azimuth coordinate (70%). In addition, the regression results 
show that most neurons are also sensitive to sound intensity (66%). Note from 
the results that the responses of 18% of the cells varied with sound intensity, but 
not with sound azimuth. These cells would be falsely classified as azimuth 
encoding (i.e. binaural) cells when performing linear regression on azimuth only. 
The percentage of neurons that was significantly modulated according to the 
regression analysis was significantly higher than the expectation value 
(Table 5.2).
The IC-map of penetration sites in Figure 5.7 shows that the neurons with 
spatial tuning, as indicated by regression, were scattered throughout the 
recording sites. Note that cells without significant spatial tuning were 
predominantly encountered at dorsal sites.
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Figure 5.6. Result of the multiple linear regression analysis (Eq. 5.2) to dissociate a 
cell’s sensitivity to sound level (left-hand column), sound-level difference (i.e. azimuth; 
center column), and sound elevation (right-hand column) for three different neurons. 
The top neuron (br2823) is sensitive to sound level and (weakly to) sound azimuth and 
elevation (see also Fig. 5.2b). The center neuron (gi6607) is sensitive to sound azimuth, 
but not to intensity or elevation. The bottom neuron (gi5508) is sensitive to both absolute 
level and binaural level differences, but not to elevation. The asterisk (*) indicates a 
regression parameter that differs significantly from zero.
Table 5.2. Number of neurons that are sensitive to sound intensity (Ip), sound azimuth 
(aT) and elevation (eT) when tested with a linear regression model (Eq. 5.2). Expectation 
values are indicated in between parenthesis.
eT —eT Ip - Ip
aT 12 (0) 54 (5) 45 (0) 21 (5) 66
-aT 6 (5) 22 (94) 17 (5) 11 (94) 28
18 76 62 32 94
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Figure 5.7. Map of penetration sites in the IC re. center of the recording chamber. 
Symbols denote sensitivity of single neurons to either azimuth (o), to elevation (*), or 
neither (x). Data are pooled for both monkeys, and left/right IC. Left: Recording sites in 
lateral/medial and anterior/posterior chamber coordinates. Right: recording sites in depth 
(dorsal-ventral) re. the first acoustically evoked activity.
One advantage of linear regression is that, besides specifying statistical 
significance, the model provides explicit information on the nature of the 
modulation. The values for the regression coefficient i (Fig, 5.8a) and its partial 
correlation coefficient ri (Fig. 5.8b) indicate that most neurons (53/94) were 
excited by the sound level of the stimulus (i, ri > 0), regardless of its azimuth. 
Others were inhibited (i, ri < 0; 9/94) or not significantly modulated (32/94). 
Likewise, the predominant negative values obtained for the coefficients aT and ra 
indicate that nearly all neurons (63/94) fired more vigorously with increasing 
sound azimuth from ipsi- to contralateral, regardless of sound level. Only a few 
neurons (3/94) were best excited by ipsilateral azimuth and the rest (28/94) was 
not significantly modulated. The relative strength (or explanatory power) of the 
response-relation with sound azimuth and level varies widely from neuron to 
neuron as indicated by the broad distribution of the partial correlation 
coefficients (Fig. 5.8b). Note that a fraction of the neurons (lower left quadrant) 
were inhibited by an increase of sound intensity (ri < 0), but were nonetheless 
still excited by an increase in contralateral sound azimuth (ra < 0). Neither the 
regression nor the partial correlation coefficient appeared to depend on the cell’s 
best frequency (Fig. 5.8c, d).
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Figure 5.8. (a) Distribution of regression coefficients for perceived sound level (i) and 
contralateral sound azimuth (aT) for all neurons (pooled for both monkeys). Filled 
symbols (•) indicate that either i or aT differed significantly from zero. (b) Partial 
correlation coefficients. The majority of neurons is tuned to contralateral locations (aT > 
0). Most neurons increase their activity with increasing sound level (i > 0), although a 
significant population (n = 9) does the reverse. Note wide range of coefficients covered 
by the population. (c, d) Bottom panels show the distribution of the partial correlation 
parameters as function of best frequency of each neuron for which a complete tuning 
curve was obtained (n = 62). Note absence of a trend.
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Sensitivity for eye position
Figure 5.9 shows different features of a cell response in the IC of monkey Br 
when the monkey fixated visual targets at different locations. The cell’s firing 
rate was markedly elevated during the presentation of sound stimuli (Fig. 5.9a, 
c), particularly due to the presence of high-frequency components (inset). Most 
interestingly, however, the strength of the auditory response was significantly 
modulated by eye azimuth (P < 0.05; Fig. 5.9b, d, f), when tested with a two­
way ANOVA on eye azimuth and elevation. The small fixation-errors (< 4°; 
Fig. 5.9e) confirm that the monkey performed the visual fixation task very well 
for all presented target positions.
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Figure 5.9. Recording of neuron br2807 that is sensitive to eye position. (a) Spike 
rasters, sorted as function of eye azimuth. Note the high excitation levels for rightward 
eye fixations and the brief post-stimulus inhibition. (c) PSTH and spectral tuning curve 
(inset) of the neuron. (b) The mean firing rate of this neuron increases with eye azimuth, 
but (d) does not vary with eye elevation. (e) Absolute eye-fixation error was small 
during stimulus presentation. One second after stimulus onset, the monkey was 
rewarded, upon which it typically made a saccadic eye movement back to the center of 
the oculomotor range. (f) Mean firing rate (proportional to radius of black disk) as 
function of 2D eye-position. Note clear trend for rightward eye-positions.
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For the total population of 70 cell recordings, the two-way ANOVA analysis 
shows that some cells were sensitive to specific coordinates of eye azimuth, eye 
elevation or both (Table 5.3). However, these numbers did not differ 
significantly from their expectation values (Table 5.3), suggesting that, in 
general, auditory IC neurons are not sensitive to specific eye positions. To 
evaluate whether these neurons were perhaps responsive to eye position in a 
more systematic (planar) way, we modeled the response strength by means of a 
multiple linear regression:
R (a E,£ E ) — aE • a E + eE • £e + c (5 3)
with Rfofc, £e)  the cell response as a function of eye azimuth (aE) and eye 
elevation (eE) re. straight ahead. According to this analysis (Table 5.4), 
significant modulation of the auditory response with both eye azimuth and/or 
elevation was found in 16/70 neurons, which was significantly above 
expectation level (Table 5.4). This apparent discrepancy with the ANOVA 
results is explained by the fact that linear regression is more sensitive a slight but 
consistent trend in noisy data. As illustrated by the three examples in 
Figure 5.10, the modulation was indeed typically modest in size and noisy by 
nature. The distribution of regression and partial correlation values of the total 
cell population (Fig. 5.11) shows that these values scatter around zero and that 
the axes of maximal modulation are not tuned to a preferred direction.
Table 5.3. Number of neurons that are sensitive to eye azimuth (aE) and elevation (eE) 
when tested with an ANOVA. Expectation values are indicated in between parenthesis.
£e ~£e
aE 0 (0) 4 (3) 4
~ a 4 (3) 62 (65) 66
4 66 70
Table 5.4. Number of neurons that are sensitive to eye azimuth (aE) and elevation (eE) 
when tested with a linear regression model (Eq. 5.3). Expectation values are indicated in 
between parenthesis.
£e ~£e
aE 1 (0) 8 (4) 9
~aE 7 (4) 54 (70) 61
8 62 70
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Figure 5.10. Results of multiple linear regression (Eq. 5.3) on eye azimuth (left; aE) and 
eye elevation (right; eE) for three different neurons (neuron in (a, b) is the same as in 
Figure 5.9). The asterisk (*) denotes significant parameter value.
An important question is whether the cell activity of auditory IC neurons is 
also modulated in the absence of auditory stimuli. To address this question we 
conducted an additional regression analysis on the background activity in the 
250 ms period just prior to sound onset where the monkey already fixated the 
visual target. The results did not differ significantly from chance level, 
indicating that, even though eye position may influence auditory responses, it 
does not effect the activity of IC neurons by itself.
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Figure 5.11. Distribution of eye-position regression coefficients for all 70 neurons. 
Closed symbols denote significant values for aR and/or eR (Eq. 5.3). Note that the partial 
correlation coefficients (b) are substantially smaller than for the sensitivities obtained for 
sound location and sound level (cf. Figs. 8b and 12). The coefficients are also unbiased 
for the direction of the eye position vectors.
Sensitivity for sound- vs. eye-position
The extent to which an auditory IC neuron is responsive to either sound or eye 
position is indicative to the reference frame in which the target is represented. 
We assessed this responsiveness by evaluating what we term spatial sensitivity 
(the summed square of the regression coefficients) and spatial consistency (the 
summed square of the partial correlation coefficients). The spatial sensitivity 
measure indicates how strong the neural response is modulated, whereas the 
spatial consistency measure indicates how much spatial information it contains 
(i.e. codes).
Figure 5.12a compares the spatial sensitivity of sound- vs eye-position of all 
neurons that were tested for both paradigms (n = 48). Despite a few outliers 
(upper filled circles), on average, the sensitivity was larger for sound position 
than for eye position (most points lie below the solid line y  = x). This finding is 
more firmly established in Figure 5.12b, where the same comparison is shown 
for spatial consistency. The computed linear regressions between these two 
variables (dashed lines in Fig. 5.12a, b) indicate that the responsiveness for 
sound position is not significantly related to the responsiveness for eye position 
(note the low correlation values). Moreover, the responsiveness to eye position 
did not depend on the responsiveness to sound level (data not shown) or on the 
cell’s best frequency (data not shown).
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Figure 5.12. Absence of a correlation between a neuron’s responsiveness to eye position 
and sound location. Filled symbols: neurons with a significant modulation of eye 
position. (a) Absolute sensitivity vectors. Note that the majority of data points lie below 
the diagonal, indicating that sensitivity to craniocentric sound position is stronger than 
for eye position. (b) Partial correlation coefficients. Note that the head-centered sound 
location has a more consistent effect on the cell’s activity than eye position.
5.4 Discussion
General findings
This study shows that IC neurons of the awake macaque monkey are sensitive to 
absolute sound level, to binaural level differences (i.e. sound-source azimuth), to 
sound elevation, as well as to the horizontal and vertical components of eye 
position. Cells differed in their responsiveness to these variables, but regression 
parameters were uncorrelated.
The spectral tuning curves of the majority of neurons were narrow band, 
which indicates that the recordings were taken from the central nucleus of the IC 
(Ryan and Miller, 1978). Note, however, that the tuning characteristics of the 
neurons to sound level, craniocentric sound location and eye position were 
widely distributed across both the dorsal-ventral axis and the anterior-posterior 
or medial-lateral coordinates of the recording chamber, without any apparent 
clustering of parameter values (Fig. 5.7). The only topography encountered was 
the well-known dorsal-ventral tonotopic organization (Ryan and Miller, 1978). 
The lowest best frequencies (BF) were encountered at dorsal recording sites, 
with BF systematically increasing at more ventral locations. The activity of 70% 
of the neurons varied monotonically with sound level in the range of 10-60 dB 
SPL (data not shown).
By employing a method in which the neuron’s perceived absolute sound level 
was computed by accounting for both the head shadow effect and the cell’s
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spectral tuning curve (Figs. 4, 5 and Eq. 5.1), we could dissociate sensitivity to 
sound level from 2D sound location. Interestingly, most neurons were excited by 
an increase in perceived sound level and contralateral sound azimuth (Figs. 6 
and 8a, b). The relative sensitivities to these variables varied widely from cell to 
cell and were unrelated to the cell’s BF.
Spatial tuning
Over the restricted range of azimuths tested, none of the cells was tuned to a 
specific azimuth angle. Instead, a cell’s firing rate typically increased in a 
monotonic way for contralateral azimuths (Figs. 1-3). Cells differed in their 
sensitivity to azimuth position, but no evidence was obtained of a topographic 
representation. We cannot exclude the possibility that at near threshold levels the 
spatial tuning of some cells could be narrower, as the intensity range employed 
in this study (40-60 dB SPL) was well above threshold, albeit within the natural 
physiological range.
The relatively simple monotonic tuning to sound-source azimuth contrasted 
with the more complex responsiveness of IC neurons to sound-source elevation, 
even though both tuning characteristics could be present in the same cell (Figs. 
2f, 3). These different characteristics underscore the separate neural processes 
underlying the extraction of binaural-difference cues and the more intricate 
spectral-shape cues. Typically, the neurons that were sensitive to elevation had a 
high BF (above 4 kHz) and often displayed a reduced activity at one specific 
elevation angle. This raises the interesting possibility that these cells were 
specifically tuned to an elevation-specific notch in the HRTF, which would 
allow them to transmit reliable information about sound-source elevation.
Similar findings for sensitivity to sound azimuth and elevation have been 
reported for neurons in primate auditory cortex (Recanzone et al., 2000). The 
current results extend these findings to the monkey IC while including tuning to 
sound intensity and eye position. Taken together, both studies suggest a 
progressive involvement of spatially sensitive neurons from IC to primary 
auditory cortex to the adjacent caudomedial field. Our findings therefore add 
support to a recent hypothesis that this information stream may process auditory 
space in a serial manner (for review, see Recanzone, 2000).
Eye position
The auditory response of a significant population of the IC neurons (11%) was 
modulated by 2D eye-position (Figs. 9-11; Table 5.4). Compared to the effects 
of sound position, this sensitivity was relatively weak (Fig. 5.12) and was best 
described by multiple linear regression. The best-fit plane defines an optimal 
direction of 2D eye-position sensitivity vectors along which the modulation of 
firing rate is strongest. Our data indicate that optimal directions are distributed 
nearly homogeneously, without obvious clustering for either ipsi- or 
contralateral eye-positions, or along cardinal (horizontal/vertical) directions.
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Note that the spontaneous activity of IC neurons was not affected by eye 
position (e.g. Fig. 5.9). Taken together, these results indicate that eye position 
modulates auditory-evoked IC activity in a multiplicative planar fashion (‘gain 
field’). Interestingly, similar effects of eye position have been reported for 
saccade-related activity in the deep layers of the SC (Van Opstal et al., 1995a), 
for visual activity in primary visual cortex (Trotter and Celebrini, 1999), and for 
visual, memory, and saccade-related activity in lateral intraparietal cortex 
(Anderson et al., 1990; Read and Siegel, 1997). Such a modulation is thought to 
express a more general coding principle for neural populations that may 
represent targets in different reference frames (Zipser and Andersen, 1988; Van 
Opstal and Hepp, 1995). Neural network simulations have shown that the same 
population of saccadic burst neurons in the SC, when weakly modulated by eye 
position, could encode the saccade vector in different reference frames (Van 
Opstal and Hepp, 1995).
Note that the ANOVA did not yield a significant proportion of eye-position 
sensitive neurons, indicating the lack of tuning to a particular eye position. This 
apparent discrepancy with the regression results is explained by the fact that the 
latter is more sensitive to a slight but consistent trend in noisy data than the 
ANOVA.
Our findings do not support some aspects of the results recently reported by 
Groh et al. (2001). First, the proportion of eye position cells in our sample of 
neurons was lower (11% vs. 33%). Note, however, that the eye position scores in 
the present study were corrected for chance (without correction the score would 
be 25%). Second, the ANOVA test on eye position sensitivity in the present data 
set turned out negative (Table 5.3). We have no obvious explanation for this 
difference. Possibly, Groh et al. (2001) recorded from different subdivisions in 
the IC, which may have yielded different parameter distributions.
Model
Based on our results we hypothesize that the population of cells in the IC could 
transmit signals about sound location in both head-centered and eye-centered 
coordinates. These signals could mediate eye-head coordination to sounds by the 
saccade-related neurons in the SC (Goossens and Van Opstal, 1997). Sound 
location could be represented in the IC population by a weak but consistent 
multiplicative modulation of each cell’s spectral-tuning curve, T(f). On top of 
this major acoustic drive, the mean firing rate of each neuron is systematically 
modulated as function of perceived sound level (IP), sound-source azimuth and 
elevation (H  = (aT, eT)), and eye position (E = (aE, eE)), according to the 
sensitivities described in the Results. The overall responsiveness of an IC neuron 
could therefore be approximated by:
R = F0 • (1 + e • E) • (1 + i • I P + h • H) • T(f  ) (5.4)
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As each IC neuron has a different set o f  tuning parameters, appropriate 
weighting o f  the cell activities could allow the extraction o f  the relevant spatial 
information at a subsequent stage, needed to guide the head and eyes to the 
target.
How this latter transformation is implemented in the audio-motor system is 
still unresolved. To verify that a population o f  IC cells as described by 
Equation 5.4 could indeed specify sound location in both oculocentric and 
craniocentric coordinates we constructed the simple feed-forward neural 
network depicted in Figure 5.13a. In this model, IC cells are tonotopically 
ordered with narrow-band frequency-tuning curves (Gaussian tuning). Cells 
receive excitatory input from the contralateral ear and inhibitory input from the 
ipsilateral ear within the relevant bandwidth around their central frequency. 
Likewise, cells are also driven by absolute sound level. The spectral shape 
information from the HRTFs is preserved by the brainstem input, and 
transmitted to the IC cells via their monotonic sensitivity to sound level. In 
addition, cells receive a weak, but fixed, eye-position input (strengths [ea e£] 
randomly selected between ±1.5% o f the peak firing rate, F 0). Each IC cell 
projects to the SC motor map. The synaptic weights o f  only the latter projection 
were trained with the W idrow-Hoff delta rule to yield a topographic 
representation o f  gaze motor-error. Simulations show that the tonotopic-to- 
oculocentric transformation can be learned quite well (Fig. 5.13b, c; Van Opstal 
et al., 1995b). Thus, the eye-centered and head-centered spatial information 
could be represented implicitly and in a multiplexed way within the 
tonotopically organized population o f  IC cells, without the need o f an explicit 
craniocentric map o f  auditory space.
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<-Figure 5.13. (a) Model of how the IC could transform tonotopic acoustic input into 
oculocentric sound location in the topographic SC motor map. The latter is the eye motor 
error, M. Eye position, E, has a weak multiplicative input on the monaural and binaural 
IC cells. The sound is a flat-spectrum broadband sound that is presented at randomly 
selected locations H (head-centered azimuth and elevation) with variable intensity. The 
sound is filtered by the external ears (HRTFs), and yields systematic ILDs as function of 
azimuth. Connections from both ears and eye position to the IC cells are fixed. Each IC 
cell projects to the SC motor map. By training the IC-SC synaptic weights the model 
learns to produce the required tonotopic-to-oculocentric transformation. (b) Response 
field (frequency - ILD) of a typical model IC neuron with a BF of 7 kHz for two 
opposite eye positions along its optimal tuning direction. Note change in response 
function. (c) Typical result of a model simulation. The network was fully trained after 
about 2.105 randomly selected trials. The IC has 12 frequency channels, and 5 monaural, 
5 binaural cells/frequency band. The SC (10x10 units) encodes gaze motor-error. A 
sound is presented at H  = (20°, 30°) at the average intensity, with the eye looking at 
E = (-30°, 30°). Eye motor error is thus M  = (50°, 0°) (see inset in a). Activity of the 240 
IC and 100 SC neurons is shown in gray scale. The network learned to map all possible 
combinations of azimuth-elevation coordinates (range: ±60°), eye positions (range: 
±30°), and sound intensities (range: ±10 dB) in the required format of the SC motor map 
(total RMS error across the entire map: 30 spikes). In this example the error was 25.4 
spikes; correlation between desired and actual activity in the map: 0.97.
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Chapter 6: Spectro-temporal response fields 
in the inferior colliculus of awake 
monkey
The spectro-temporal response field (STRF) characterizes the excitatory and 
inhibitory response properties of an auditory neuron, and it can be used to 
linearly predict responses to a wide range of sound stimuli. Using broadband 
sounds with spectro-temporal modulations (‘ripples’), we determined STRFs 
from single-neuron recordings in the inferior colliculus of awake rhesus 
monkeys. A wide variety of ripple responses was found. For most neurons, 
responses to natural sounds could be well predicted on the basis of the STRF. 
These results suggest that spectro-temporal features are extracted at the level of 
the IC.
Adapted from: Versnel H, Zwiers MP, Van Opstal AJ (2002). Spectro-temporal response 
fields in the inferior colliculus of awake monkey. J Rev Acust. 33; 84-87985-06-8.
109
6.1 Introduction
Natural sounds as speech and music are generally broadband and characterized 
by complex dynamic spectral features. An important theme in auditory 
neuroscience concerns the neural processing of such sounds: how and where 
along the auditory pathway are features such as pitch, loudness and timbre 
represented? Auditory neurons have been classified on the basis of responses to 
simple stimuli such as tones and amplitude modulated (AM) broadband noise. 
Responses to tones provide spectral information: e.g. the neuron’s frequency 
response yields its best frequency (BF) and tuning bandwidth. Responses to AM 
noise provide temporal information: e.g. the modulation transfer function 
(Langner and Schreiner, 1988). However, these stimuli are very different from 
natural sounds, and the response features thus obtained are not sufficient to 
understand the mechanisms that underlie the processing of complex sounds. 
More appropriate stimuli should preferably integrate the spectral and temporal 
properties of sounds, yet allowing for a straightforward parameterization of these 
properties. One class of such stimuli is the so-called ‘ripple’: sinusoidal 
envelope modulations in the spectro-temporal domain, which are elementary 2D 
Fourier components (Kowalski et al. 1996a, Klein et al. 2000, Depireux et al 
2001). These stimuli are fully characterized by two parameters, one temporal 
and one spectral, and their spectro-temporal characteristics resemble those of 
natural sounds. From the neural responses to different ripples the spectro- 
temporal response field (STRF) can be derived. On the basis of the STRF and 
the spectrogram of an arbitrary stimulus, the response to that stimulus can be 
predicted by applying linear systems theory. A comparison of this linear 
prediction and the actual response yields information on the linearity of the 
neural processing.
Most electrophysiological studies on the auditory system, including those 
using spectro-temporal stimuli, have been performed in anesthetized animals. It 
is conceivable that anesthesia affects the neural response characteristics. 
Therefore, we studied auditory processing of spectro-temporal sounds in awake 
rhesus monkeys. We performed extracellular single-unit recordings in the 
inferior colliculus (IC) to ripples, tones, and animal vocalizations. The 
distribution of STRFs was examined and the spectral dimension of STRFs was 
compared to the tuning curves obtained with tones. Finally, we examined 
whether neural responses to natural vocalizations could be predicted on the basis 
of STRFs.
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6.2 Methods
Recordings
Single-neuron responses were recorded with glass-coated tungsten 
microelectrodes (impedance 0.5-1.5 MQ) in the IC of two adult male rhesus 
monkeys (macaca mulatta; weight ±7.5 kg). The chronic recording chamber (16 
mm diameter) was placed over a trepane hole in the skull, centered above the 
midline, and 2 mm posterior of the interaural line (Goossens and Van Opstal, 
2000, for details). Monkeys were rewarded with a drop of water for fixating a 
visual target at a straight-ahead location for 2 s during each trial. In monkey A, 
recordings were done in each hemisphere; in monkey B, in the right hemisphere 
only. Recording sites were evenly selected across an area of about 20 mm2. In a 
typical penetration, 1-3 units were recorded at any depth where acoustically 
evoked responses were encountered (no restriction to the central nucleus of the 
IC). Prior to entering the IC the electrode passed through the superior colliculus. 
The BF of auditory neurons was found to increase in an orderly manner in 
dorsal-ventral direction, indicative for the IC (Langner and Schreiner, 1988).
Sound stimuli
Stimuli were presented in the free field at the frontal central position at a 
distance of 0.9 m from the monkey. Pure tones were presented over a wide range 
of frequencies (223-20159 Hz; 1/6 octave steps) at three sounds levels (40, 50 
and 60 dB SPL), with a duration of 200 ms. Ripple stimuli consisted of a 
broadband complex of 126 components equally distributed (20/octave) from
0.25 to 20 kHz. The envelopes were sinusoidally modulated in the spectro- 
temporal domain, such as shown in Figure 6.1. In a typical experimental run, we 
presented all combinations of the ripple density Q  (-2:0.4:2 cyc/oct), and the 
ripple velocity W  (8:8:40 Hz), once. Note that Q < 0 corresponds to an upward 
direction of the spectral envelope (Fig. 6.1, top), Q > 0 to a downward direction 
(Fig. 6.1, middle), and that Q  = 0 is equivalent to a pure amplitude modulation 
(Fig. 6.1, bottom). The modulation depth was 100 %, the sound level was 56 dB 
SPL, and the duration was 2500 ms.
We presented 6 vocalizations, 3 macaque calls and 3 bird-song segments, 
which were obtained from other labs (www.wjh.harvard.edu/ 
~mnkylab/media/rhesuscalls and www.mathlab.sunysb.edu/~tony/birds) and 
resampled to 50 kHz. Artifacts and background noises were mostly removed. 
The calls were presented at 3 sound levels (40, 50 and 60 dB SPL), durations 
varied from 300 to 1600 ms, and the number of repetitions was 5.
111
16 
) 8 
k 4 
! 2 
e i
0.5
0.25
0.25
16
8j
k 4 
y 2 
e 1 
0.5 
0.25
0.5
0.5
0.5
1 1.5 
Time (s)
1 1.5 
Time (s)
1 1.5 
Time (s)
W = 4 Hz 
Q = -1.2 cyc/oct 
Direction: up
2.5
W = 8 Hz 
Q = 0.4 cyc/oct 
Direction: down
2.5
W = 4 Hz 
Q = 0 cyc/oct
2.5
Figure 6.1. Spectograms of three ripple stimuli.
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Ripple-data analysis
A response window o f 2250 ms was used, from 250 ms after stimulus onset 
(thus avoiding transient onset responses) to stimulus offset. Period histograms 
(Fig. 6.2a) were constructed based on the period o f  the temporal modulation o f  
the stimulus (inverse o f W). A Fourier analysis was performed on the period 
histograms, and a magnitude A(W, Q) and phase p(W, Q) were derived 
(Fig. 6.2b), yielding a complete spectro-temporal transfer function:
T(W, Q) = A(W, Q) * exp(ip( W, Q)) (6.1)
Inverse Fourier transformation o f T(W, Q) produces the STRF (Fig. 6.2c):
STRF(t, x) = F \T (W ,  Q)] (6.2)
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Figure 6.2. Analysis of ripple responses.
with x the tonotopic distance in octaves. The spectral section of the STRF 
reflects frequency tuning, the temporal section reflects the impulse response. 
The temporal response pattern of a cell to a sound stimulus, R(t), can be 
predicted by time-convolution and spectral integration with the stimulus 
spectrogram S(x, t):
R(t) = 2x {STRF(x, t) ®t S(x, t)} (6.3)
Three response parameters were derived from the transfer function T: the cell’s 
best ripple velocity, its best ripple density, and its direction preference D:
D = (Rup-Rdown)/(Rup+Rdown) (6.4)
A best frequency (BFstrf) and latency were derived from the STRF.
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6.3 Results
Ripple responses
Most neurons in the IC followed the phase of the ripple modulation (e.g., see the 
period histograms in Fig. 6.2a). We found that these neurons were bandpass 
tuned to certain ripple velocities and densities (magnitude TFs in Figs. 6.2b and 
6.3). The ripple preference clearly varied between cells (compare Fig. 6.3a to 
6.3b). Often the transfer function was symmetric: the upward-direction 
responses were similar to downward-direction responses, including the best 
ripple density and best ripple velocity (Figs. 6.2b and 6.3a, b). However, we also 
found cells with a clear preference for one direction (Fig. 6.3c), 12/89 cells 
showed such a preference (Fig. 6.4). A substantial proportion of cells (33/89) 
preferred a ripple density of zero, i.e., a pure amplitude modulation (Figs. 6.3d 
and 6.4). When these cells responded to ripples with Q  ^  0, they did not follow 
the phase of the envelope.
The STRFs generally showed excitation for a narrow range of frequencies 
with a latency of 10-20 ms so that a BFstrf could easily be defined (Fig. 6.3a-c). 
Inhibition occurred about 20 ms after excitation, and, in several cases the STRF 
showed inhibition to other frequencies, e.g., in Figure 6.3b above BFstrf. The 
frequency tuning given by the STRF was roughly similar to the frequency tuning 
obtained from responses to pure tones. In particular, BFs agreed for the majority 
of cells (58/66): the differences between their ripple and tone estimates of BF 
were less then 0.5 octave. Often, agreement was also found for the inhibitory 
sidebands, as in Figure 6.3b. Broad frequency tuning coupled to zero ripple 
density preference was typically observed in cells with a broad tuning to tones 
(Fig. 6.3d). Note that temporal response properties given by the STRF are not 
reflected by the tone response curves.
Figure 6.4 shows that IC neurons were tuned to a wide range of ripple 
densities and ripple velocities. Further, symmetric responses (D ~ 0) as well as 
asymmetric (D ^  0) were found and, within the latter group, some cells preferred 
upward (D > 0) and others downward direction (D < 0).
Predictions of vocalization responses
In 19 cells for which an STRF had been obtained, responses to the six different 
vocalizations were also recorded. Following Equation 6.3, we predicted these 
responses using a time bin of 12.5 ms. Figure 6.5 shows two examples of 
predicted and measured responses. Almost all positive peaks in the response 
patterns were reproduced by the predictions (in particular in Fig. 6.5a). Low- 
response segments corresponded to small deflections or inhibitory troughs of the 
predicted trace. The discrepancy between the predicted troughs and recorded 
near-zero response is a direct result of the straightforward linear prediction, 
which does not account for half-wave rectification as exhibited by neural firings.
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Figure 6.3. The magnitude transfer function, STRF and tone-response curve for four 
different IC-neurons. (a) Example of high best ripple-velocity (24 Hz) and low ripple- 
density (0.4 cyc/oct). D = 0.01, BFstrf = 4.0 kHz. (b) Example of low best ripple-velocity 
(8 Hz) and high best ripple-density (1.2 cyc/oct). D = -0.09, BFstrf = 4.0 kHz. (c) 
Example of an asymmetric TF, direction preference is upward. D = 0.26, Wb = 32 Hz, 
Qb = 0.4 cyc/oct, BFstrf = 1.4 kHz. (d) Example of only-zero-Q response. Wb = 32 Hz, 
D = -0.07. In all examples the spectral dimension of the STRF is comparable to the 
frequency-tuning curve. BFs are similar, and even inhibitory regions agree, e.g. 
inhibition above BF in (b). Note the scale difference between STRF and tone-response 
curves.
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The STRF in Figure 6.5b is interesting in that it reveals onset inhibition followed 
by excitation. Consequently, the vocalization response showed a large excitatory 
peak after stimulus offset, which was also predicted (albeit too early). Note that 
while most energy of the birdcall was below BFstrf, the prediction was fair.
In general, for a given neuron, the best prediction is found for the 
vocalization which spectrum has the largest overlap with the STRF. Figure 6.6
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Figure 6.4. Distributions of ripple response parameters over 89 IC-neurons. A few of the 
cells with high best velocities (32 or 40 Hz) which were additionally tested in a larger 
velocity range (8-80 Hz; fixed density) sometimes had their best response above 40 Hz.
shows for each cell the best correlation between prediction and response (out of 
six vocalizations). In 10 cells, correlations were higher than in the example of 
Figure 6.5b (r > 0.4). In 4 cells, predictions were poor (r < 0.25). Two of those 
cells had BFs above 10 kHz and were narrowly tuned, consequently, these cells 
did not respond to the vocalizations. The two other cells had BFs below 400 Hz, 
and since the ripples lacked energy below 250 Hz, their STRF might not have 
been estimated well. The 5 cells with mediocre correlations (0.25 > r < 0.4) had 
all nonmonotic rate-level curves (tested with broadband noise), and in four of 
those cells, the correlations were higher (r > 0.4) for lower levels (-10 or -20 
dB). Taken together, the linear prediction of IC cell responses was remarkably 
good for the majority of cells. Cases for which the prediction failed could be 
well explained.
6.4 Discussion
This report presents two important findings on spectro-temporal representation 
of sounds in the monkey IC. First, many IC neurons show a distinct preference 
for specific spectro-temporal features, and these preferences vary substantially in 
both the temporal and spectral dimension across the IC. Second, responses to 
complex broadband sounds with distinct spectro-temporal features like the 
animal vocalizations used in our study can be linearly predicted on the basis of 
responses to ripples, which are the elementary spectro-temporal stimuli. We 
conclude from these two points that a spectro-temporal Fourier representation of 
the stimulus spectrum (‘ripple analysis’), is already present at the level of the IC. 
The ripple analysis has previously been demonstrated in the auditory cortex 
(Kowalski et al. 1996b; Depireux et al. 1998). Other studies (e.g., Langner and 
Schreiner, 1988) have shown that IC neurons are tuned to temporal modulations 
over a wide range of modulation frequencies (‘velocities’ in this report), leading
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Figure 6.5. Prediction of responses to vocalizations on the basis of a cell’s STRF and the 
stimulus’ spectrogram (Eq. 6.3), for two different IC-neurons. The spectrogram is shown 
over the frequency range of the STRF. The spontaneous spike-rate (recorded before 
stimulus onset) has been subtracted from the response. (a) Prediction with a high 
correlation to the response. (b) Prediction with a medium-high correlation to the 
response.
to the hypothesis of IC neurons as temporal filters. Our study suggests an 
extension of this notion to IC neurons as spectro-temporal filters. The auditory 
cortex might subsequently refine the analysis. The range of temporal, spectral 
and direction scales might be modified from the IC to the auditory cortex to 
enhance the animal’s sensitivity to the acoustic range that dominates its 
environment and is most relevant to its survival.
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Figure 6.6. Correlations of predicted with recorded responses to vocalizations for 19 IC- 
neurons. For each neuron, the largest of 6 correlations found for 6 different vocalizations 
(at a high sound level) is shown.
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Chapter 7: Summary
This thesis describes experiments designed to investigate cross-sensory spatial 
coordination. In particular, it deals with sound localization and its relation to the 
visual system. The main questions and conclusions of the previous chapters are:
■ What is the effect of blindness on sound localization? (Chapter 2 and 3)
It is well known from studies in the barn owl that vision is used to spatially 
calibrate the auditory system. Relatively little is known about this learning 
process in humans. Chapter 2 and 3 show that, though blind humans are able 
to localize sounds in 2D, visual feedback may be required to optimally 
extract sound elevation in the presence of background noise. Further, the 
results also suggest that vision shifts the origin for arm pointing from the 
shoulder to the cyclopean eye.
■ What is the effect of compressed vision on sound localization? (Chapter 4) 
Shifting prisms have been used to study cross-sensory spatial plasticity. We 
compressed vision by means of 0.5x lenses. Chapter 4 demonstrates that 
azimuth localization, but not elevation, was compressed accordingly within 
the visual field of the lenses. The changes in localization behavior outside 
this field of interaction are consistent with a model in which azimuth 
localization is encoded by recruitment rather than by a population code.
■ How is sound location encoded in the IC? (Chapter 5)
The inferior colliculus is the first nucleus in the ascending auditory pathway 
that may encode 2D sound position. Chapter 5 describes the response 
properties of auditory neurons in the monkey IC to 2D sound position, sound 
intensity and eye position. Besides tuning to sound position and intensity in 
most neurons, the results show that, albeit in a relatively weak ‘gain-field’ 
like fashion, a small fraction of the population was modulated by eye 
position.
■ How are spectro-temporal properties encoded in the IC? (Chapter 6)
We used sounds with spectro-temporal modulations (‘ripples’) to determined 
the excitatory and inhibitory response properties of auditory neurons (STRFs) 
in the monkey IC. The results in Chapter 6 show that a wide variety of 
STRFs is found and that these can be used to linearly predict responses to a 
wide range of sound stimuli.
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The abstracts in the next sections summarize these results and conclusions in 
more detail.
Summary of Chapter 2
To investigate whether the visual system is crucial for adequate calibration of 
acoustic localization cues, sound-localization performance of early blind humans 
was compared with that of sighted controls. Because a potential benefit of vision 
is mainly expected for targets within the two-dimensional (2D) frontal hemifield, 
localization was tested within this target range, while using sounds of various 
duration and spectral content. Subjects were instructed to point, in separate 
experimental sessions, either with their left arm, or with their nose, in the 
direction of the perceived target position as accurately as possible. The 
experiments required the use of all available sound-localization cues such as 
interaural differences in phase and intensity, as well as the complex spectral 
shape cues provided by the pinnae. In addition, for long-duration stimuli, 
subjects could have had access to head motion-induced acoustic feedback. 
Moreover, the two pointing methods allowed us to assess different response 
strategies for the two groups. In an additional series, subjects were instructed to 
respond as quickly as possible.
The results show that, in general, 2D sound-localization performance of blind 
subjects was indistinguishable from that of sighted subjects, both for broadband 
noise and for pure tones. In the fast head-pointing task, the latency distributions 
of both groups were equal. These findings suggest that visual feedback is not 
required to calibrate the available localization cues -  including the idiosyncratic 
and complex spectral shape cues for elevation. Instead, the localization abilities 
of blind people show that the putative supervising role of vision may be 
supported, or taken over, by other non-visual feedback systems. The results do 
not provide support for the hypothesis that blind people can hypercompensate 
for the loss of vision in the frontal hemifield by developing superior sound- 
localization abilities.
Despite the general correspondence in localization behavior, some pointing- 
strategy related differences between blind and sighted subjects were apparent. 
The reconstructed origin (bias) of arm pointing was located near the shoulder for 
the blind subjects, whereas it was shifted and located near the cyclopean eye for 
the sighted subjects. These results indicate that both early blind and sighted 
humans adequately transform the head-centered acoustic target coordinates into 
the required reference frame of either motor system, but that the adopted 
response strategy may be specific to the subject group and pointer method.
Summary of Chapter 3
An important issue in neuroscience is the effect of visual loss on the remaining 
senses. Two opposing views have been advanced. On the one hand, visual loss 
may lead to compensatory plasticity and sharpening of the remaining senses. On
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the other hand, early blindness may also prevent remaining sensory modalities 
from a full development.
In the case of sound localization, it has been reported recently that, under 
certain conditions, early-blind humans can localize sounds better than sighted 
controls. However, these studies were confined to a single sound source in the 
horizontal plane. This study compares sound localization of early-blind and 
sighted subjects in both the horizontal and vertical domain, whereas background 
noise was added to test more complex hearing conditions.
The data show that for high signal-to-noise (S/N) ratios, localization by blind 
and sighted subjects is similar for both azimuth and elevation. At decreasing S/N 
ratios, the accuracy of the elevation response components deteriorated earlier 
than the accuracy of the azimuth component in both subject groups. However, 
although azimuth performance was identical for the two groups, elevation 
accuracy deteriorated much earlier in the blind subject group. These results 
indicate that auditory hypercompensation in early-blind humans does not extend 
to the frontal target domain, where the potential benefit of vision is maximal. 
Moreover, the results demonstrate for the first time that in this domain the 
human auditory system may require vision to optimally calibrate the elevation- 
related spectral pinna cues. Sensitivity to azimuth-encoding binaural difference 
cues, however, may be adequately calibrated in the absence of vision.
Summary of Chapter 4
The location of auditory and visual targets is encoded differently in the brain, 
but must be spatially concordant to accurately localize objects that produce both 
sounds and images. Mechanisms that maintain or modify spatial calibration 
across modalities have been described in animals (e.g. prism adaptation in barn 
owls), but only rudimentarily in humans. We quantified human sound 
localization in both azimuth and elevation before and after adaptation to 0.5x 
lenses for 2-3 days. We found a corresponding compression of auditory 
localization that was largely selective for azimuth and restricted to the visual 
field of the lenses. Interestingly, peripheral localization was also affected by the 
central compression, as if passively drawn centrally. These results provide 
strong evidence that, like in owls, spatially modified vision can induce 
corresponding changes in human sound localization, including novel 
mechanisms to account for scaling (compression). Results are consistent with a 
simple model in which sound location is encoded by recruitment rather than by a 
place code.
Summary of Chapter 5
The midbrain Inferior Colliculus (IC) is implicated in coding sound location, but 
supporting evidence from awake primates is scarce. In this study monkeys were 
trained to foveate a visual target, while broadband sounds of different intensities 
were presented at various locations. Both sound-source azimuth and elevation
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were varied while recording from single-units within the IC. To dissociate a 
neuron’s tuning to sound location from sound level, the head’s acoustic shadow 
was accounted for. In a second experiment sounds were presented straight ahead, 
while the monkey fixated visual targets at different 2D locations. Results show 
that many IC neurons are broadly tuned to both azimuth and sound level in a 
way that can be described by planar modulation. A significant fraction of 
neurons was tuned to elevation albeit in a more complex, often non-monotonic, 
way. In a portion of cells, also 2D eye position weakly modulated the IC 
responses. Tuning parameters to sound location, intensity and eye position were 
not correlated. We propose that a population of IC cells may encode the 
craniocentric 2D location of sounds, and also mediate the transformation of this 
signal into eye-centered coordinates. Both signals are required for adequate eye- 
head coordination.
Summary of Chapter 6
The spectro-temporal response field (STRF) characterizes the excitatory and 
inhibitory response properties of an auditory neuron, and it can be used to 
linearly predict responses to a wide range of sound stimuli. Using broadband 
sounds with spectro-temporal modulations (‘ripples’), we determined STRFs 
from single-neuron recordings in the inferior colliculus of awake rhesus 
monkeys. A wide variety of ripple responses was found. For most neurons, 
responses to natural sounds could be well predicted on the basis of the STRF. 
These results suggest that spectro-temporal features are extracted at the level of 
the IC.
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Chapter 8: Samenvatting
Dit proefschrift beschrijft experimenten opgezet ter bestudering van 
audiovisuele spatiële coördinatie. In het bijzonder betreft het geluidslokalisatie 
en de relatie met het visueel systeem. De kernvragen en conclusies van de vorige 
hoofdstukken zijn:
■ Wat is het effect van blindheid op geluidslokalisatie? (Hoofdstuk 2 en 3) 
Het is bekend van onderzoek in uilen dat visuele terugkoppeling gebruikt 
wordt om het auditief systeem spatiëel te ijken. Er is relatief weinig bekend 
over dit leerproces in mensen. Hoofdstuk 2 en 3 laten zien dat, alhoewel 
blinde geluid kunnen lokaliseren in 2D, visuele terugkoppeling nodig is om 
optimaal geluidselevatie te extraheren in de aanwezigheid van 
achtergrondruis. Verder suggereren de resultaten ook dat visie de oorsprong 
bij armwijzen verschuift van de schouder naar het cyclopische oog.
■ Wat is het effect van gecomprimeerd zicht op geluidslokalisatie?
(Hoofdstuk 4)
Schuifprisma’s zijn gebruikt in studies naar cross-sensorische spatiële 
plasticiteit. Wij hebben visie gecomprimeerd met behulp van 0.5x lenzen. 
Hoofdstuk 4 laat zien azimut lokalisatie, maar niet elevatie, op 
overeenkomstige wijze gecomprimeerd was binnen het visuele veld van de 
lenzen. De veranderingen in lokalisatiegedrag buiten dit interactieveld zijn 
consistent met een model waarin azimut lokalisatie gecodeerd wordt middels 
rekrutering in plaats van met een populatie code.
■ Hoe wordt geluidspositie gecodeerd in de IC? (Hoofdstuk 5)
De inferior colliculus is de eerste kern in de stijgende auditieve baan welke 
2D geluidspositie zou kunnen coderen. Hoofdstuk 5 beschrijft de response 
eigenschappen van auditieve neuronen in de IC van de aap voor 2D 
geluidspositie, geluidsintensiteit en oogpositie. Naast tuning voor 
geluidspositie in het merendeel van de neuronen, laten de resultaten zien dat, 
zij het op een zwakke ‘gain-field’ achtige manier, een klein deel van de 
populatie gemoduleerd werd door oogpositie.
■ Hoe worden spectro-temporele eigenschappen gecodeerd in de IC?
(Hoofdstuk 6)
We hebben geluiden met spectro-temporele modulaties (‘ripples’) gebruikt 
om de excitatoire en inhibitoire response eigenschappen van auditieve 
neuronen in de IC van de aap te bepalen. De resultaten van Hoofdstuk 6 laten
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zien dat er een grote variëteit aan STRFs bestaat en dat deze gebruikt kunnen 
worden om responsies op een breed scala van geluidstimuli lineair te 
voorspellen.
De volgende paragrafen vatten de resultaten en conclusies van de experimenten 
in meer detail samen.
Samenvatting van Hoofdstuk 2
Geluidslokalisatie gedrag van vroeg blinde mensen was vergeleken met dat van 
zienden met als doel te onderzoeken of het visueel systeem cruciaal is voor 
adequate ijking van akoestische lokalisatie cues. Omdat een potentieel voordeel 
van gezichtsvermogen vooral te verwachten valt voor doelen in het 
tweedimensionale (2D) frontale aangezicht is lokalisatie getest binnen dit 
doelbereik, gebruik makende van geluiden van verschillende duur en spectrale 
inhoud. Proefpersonen werden in afzonderlijke experimentele sessies 
geïnstrueerd om zo nauwkeurig mogelijk te wijzen in de richting van de 
waargenomen doelpositie, ofwel met hun linkerarm, of met hun neus. De 
experimenten vereisten het gebruik van alle beschikbare lokalisatie cues, zoals 
interaurale verschillen in fase en intensiteit, alsmede de complexe spectrale vorm 
cues verschaft door de oorschelp. Daarbij zouden proefpersonen voor lang 
durende stimuli de beschikking gehad kunnen hebben over hoofdbeweging 
geïnduceerde akoestische terugkoppeling. De twee aanwijs methoden stonden 
ons toe om verschillende respons strategieën voor de twee groepen te 
beoordelen. In een bijkomende serie werden proefpersonen geïnstrueerd zo snel 
mogelijk te responderen.
De resultaten laten zien dat, in het algemeen, 2D geluidslokalisatie van blinde 
proefpersonen ononderscheidbaar was van dat van zienden, zowel voor 
breedbandige ruis als voor pure tonen. In de snelle hoofdwijs taak was de 
latentie distributie van beide groepen gelijk. Deze bevindingen suggereren dat 
visuele terugkoppeling niet noodzakelijk is om de beschikbare lokalisatie cues te 
ijken -  inclusief de idiosyncratische en complexe spectrale vorm cues. In plaats 
daarvan laat het lokalisatie vermogen van blinde mensen zien dat de 
veronderstelde superviserende rol van het gezichtsvermogen ondersteund of 
overgenomen kan worden door andere, niet-visuele terugkoppel systemen. De 
resultaten geven geen steun aan de hypothese dat blinde mensen het verlies van 
gezichtsvermogen in de frontale hemisfeer kunnen hypercompenseren door 
superieure geluidslokalisatie vermogens te ontwikkelen.
Ondanks de algemene overeenkomst in lokalisatiegedrag werden sommige 
wij sstrategie gerelateerde verschillen tussen blinde en ziende proefpersonen 
zichtbaar. De gereconstrueerde oorsprong (bias) van armwijzen was 
gelokaliseerd nabij de schouder voor de blinde proefpersonen, terwijl deze 
verschoven en gelokaliseerd was nabij het cyclopisch oog voor de zienden. De 
resultaten duiden erop dat zowel vroeg blinde als ziende mensen adequaat
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hoofdcentrische akoestische doelcoördinaten transformeren naar het betreffende 
referentie kader van beide motor systemen, maar dat de aangenomen respons 
strategie specifiek zou kunnen zijn voor subject groep en wijsmethode.
Samenvatting van Hoofdstuk 3
Een belangrijke kwestie in de neurowetenschappen is het effect van het verlies 
van gezichtsvermogen op de overgebleven zintuigen. Twee tegengestelde visies 
zijn ontwikkeld. Aan de ene kant zou visueel verlies leiden tot compensatoire 
plasticiteit en opscherping van de overgebleven zintuigen. Aan de andere kant 
zou vroege blindheid een volledige ontwikkeling verhinderen van de 
overgebleven sensorische modaliteiten.
In het geval van geluidslokalisatie is het recentelijk gerapporteerd dat, onder 
bepaalde omstandigheden, vroeg blinde mensen geluid beter kunnen lokaliseren 
dan ziende mensen. Echter, deze studies beperkten zich tot een enkele 
geluidsbron in het horizontale vlak. Deze studie vergelijkt geluidslokalisatie van 
vroeg blinde en ziende mensen in zowel het horizontale als het verticale domein, 
waarbij achtergrond ruis werd toegevoegd om meer complexe hoor condities te 
testen.
De data laten zien dat lokalisatie in azimut en elevatie bij blinde en ziende 
proefpersonen overeenkomstig is wanneer de signaal-ruis (S/R) verhoudingen 
hoog is. Bij afnemende S/R verhouding viel in beide subject groepen de 
nauwkeurigheid van de elevatie respons componenten eerder terug dan de 
nauwkeurigheid van de azimut componenten. Echter, alhoewel azimut prestaties 
identiek waren voor beide groepen viel de elevatie nauwkeurigheid veel eerder 
terug voor de blinde subject groep. Deze resultaten geven aan dat auditieve 
hypercompensatie in de blinden zich niet uitbreidt tot het frontale doelbereik 
waar het potentiële voordeel van gezichtsvermogen maximaal is. Bovendien 
laten de resultaten voor het eerst zien dat het humane auditieve systeem voor dit 
domein gezichtsvermogen nodig zou hebben om optimaal de elevatie 
gerelateerde spectrale oorschelp cues te kunnen ijken. De gevoeligheid voor 
azimut coderende binaurale verschil cues echter zou adequaat geijkt kunnen 
worden in afwezigheid van gezichtsvermogen.
Samenvatting van Hoofdstuk 4
De locatie van auditieve en visuele doelen is verschillend gecodeerd in het brein, 
maar moet spatiëel in overeenstemming zijn om nauwkeurig objecten te 
lokaliseren die zowel geluid als beeld produceren. Mechanismen welke de 
spatiële ijking tussen modaliteiten onderhouden of modificeren zijn beschreven 
in dieren (b.v. prisma adaptatie in steen uilen), maar slechts rudimentair in 
mensen. We hebben humane geluidslokalisatie gekwantificeerd in zowel azimut 
als elevatie voor en na 2-3 dagen adaptatie aan 0.5x lenzen. We vonden een 
overeenkomstige kompressie van auditieve lokalisatie die hoofdzakelijk selectief 
was voor azimut en beperkt was tot het gezichtsveld van de lenzen. Perifere
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lokalisatie was interessant genoeg ook beïnvloed door de centrale kompressie 
alsof responsies passief naar het midden waren getrokken. Deze resultaten geven 
sterke aanwijzingen dat, net als in uilen, een spatiëel gemodificeerd gezichtsveld 
overeenkomstige veranderingen in humane geluidslokalisatie kan induceren, 
inclusief nieuwe mechanismen die schaling (kompressie) in rekening brengen. 
De resultaten zijn consistent met een simpel model waarin geluidslokalisatie 
gecodeerd word door rekrutering in plaats van door een plaatsgebonden 
codering.
Samenvatting van Hoofdstuk 5
De inferior colliculus (IC) in de middenhersenen is betrokken bij het coderen 
van geluidspositie, maar ondersteunend bewijs hiervoor van wakkere apen is 
schaars. In deze studie zijn apen getraind om een visueel doel te fixeren, terwijl 
op diverse locaties breedband geluiden van verschillende intensiteiten 
gepresenteerd werden. Zowel geluid azimut als elevatie werden gevarieerd 
tijdens de afleiding van geïsoleerde neuronen binnen de IC. Om de response 
karakteristieken van een neuron met betrekking tot geluidspositie en 
geluidssterkte te onderscheiden werd de akoestische schaduwwerking van het 
hoofd in rekening gebracht. In een tweede experiment werden geluiden van recht 
vooruit aangeboden terwijl de aap visuele doelen fixeerde op diverse 2D 
posities. De resultaten laten zien dat veel IC neuronen breed getuned zijn voor 
zowel geluid azimut als voor geluidssterkte op een manier welke het best kan 
worden beschreven middels een vlakke modulatie. Een significant fractie van 
neuronen was getuned voor elevatie, zij het echter op een meer complexe, vaak 
niet-monotone, manier. Voor een deel van de cellen gold dat zij ook enigszins 
door 2D oogpositie gemoduleerd werden. Tuning parameters voor 
geluidspositie, geluidssterkte en oogpositie waren niet gecorreleerd. Wij opperen 
dat een populatie van IC cellen de hoofdcentrische 2D positie van geluid kan 
coderen en ook de transformatie van dit signaal in oogcentrische coördinaten kan 
bewerkstelligen. Beide signalen zijn nodig voor adequate oog-hoofd coördinatie.
Samenvatting van Hoofdstuk 6
Het spectro-temporele response veld (STRF) karakteriseert de excitatoire en 
inhibitoire response eigenschappen van een auditief neuron, en kan gebruikt 
worden om responsies op een breed scala van geluidstimuli lineair te 
voorspellen. Met behulp van breedband geluiden met spectro-temporele 
modulaties (‘ripples’) hebben we STRFs bepaald van geïsoleerde neuronen in de 
inferior colliculus van wakkere rhesus apen. Een breed scala aan ripple- 
responsen werd gevonden. Voor de meeste neuronen konden de responsen op 
natuurlijke geluiden goed voorspeld worden op basis van de STRF. Deze 
resultaten suggereren dat de spectro-temporele eigenschappen geëxtraheerd zijn 
op het niveau van de IC.
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