Abstract. We introduce a large family of reproducing kernel Hilbert spaces H ⊂ Hol(D), which include the classical Dirichlettype spaces D α , by requiring normalized monomials to form a Riesz basis for H. Then, after precisely evaluating the n-th optimal norm and the n-th approximant of f (z) = 1−z, we completely characterize the cyclicity of functions in Hol(D) with respect to the forward shift.
1. Introduction 1.1. Overview. In this note, we study the cyclicity problem with respect to the forward shift operator acting on a rather general reproducing kernel Hilbert space (RKHS) which includes in particular the Hardy space, the Dirichlet space and the Bergman space. This problem has a long outstanding history and many efforts have been dedicated to solving it in various RKHS. In his pioneering work [5] , Beurling showed that cyclicity in the Hardy space H 2 is equivalent to being outer. Brown and Shields studied the cyclicity in the Dirichlet space for the polynomials that do not have zeros inside the disc, but that do have them on its boundary. Such functions are cyclic in D α if and only if α ≤ 1. They also proved that the set of zeros (in radial sense) of cyclic functions in the Dirichlet space has zero logarithmic capacity and this led them to ask whether any outer function with this property is cyclic [8] . This problem is still open although there has been relevant contributions to the topic by a number of authors; e.g. see [6, 7, 10, 11, 12, 13] and the survey papers [3, 14] .
In the recent paper [4] , a method is given to find the sequence of the n-th optimal approximant (p Dirichlet space. The first aim of the present paper is to study these concepts in the more general context of RKHS introduced above.
1.2.
Reproducing kernel Hilbert spaces. Let H be a Hilbert space of analytic functions on the open unit disc D which satisfies the following properties:
(i) For any n ≥ 0, χ n ∈ H, where χ n (z) = z n , and
(ii) (χ n / χ n H ) n≥0 is a Riesz basis for H. More explicitly, the last condition says that, for each f ∈ H, there is a unique sequence of complex numbers (a n ) n≥0 such that f = ∞ n=0 a n χ n , where the series is norm convergent and
The constants c 1 and c 2 are universal for H and, throughout the paper, c 1 and c 2 refer to these values. In particular, we are interested in the case c 1 = c 2 = 1, i.e. when (χ n / χ n H ) n≥0 is an orthonormal basis. In that case, H is known as a weighted Hardy space, see [9, page 14] or [15] . The axioms provided above can also be slightly generalized. We may assume that there is a sequence of strictly positive weights (w n ) n≥0 , with
such that (χ n / √ w n ) n≥0 is a Riesz basis for H. Hence, for each finitely supported sequence of complex numbers (a n ) n≥0 , we have
In the axioms presented above, we have w n = χ n 2 H . For the simplicity of notations, we will keep w n throughout the paper.
In the following, the set of all polynomials of degree less or equal to n is denoted by P n , and the set of all polynomials by P. The family of all functions which are analytic on a disc larger than D is denoted by Hol(D). The above set of axioms have several immediate consequences. We collect these properties in the following. (a) Since (χ n / √ w n ) n≥0 is a Riesz basis for H, if the infinite sequence (a n ) n≥0 is such that ∞ n=0 w n |a n | 2 < ∞, then ∞ n=0 a n χ n ∈ H. In particular, in the light of (1.1), this happens whenever lim sup n→∞ |a n | 1/n < 1.
In the language of function spaces, this means that Hol(D) ⊂ H. In fact, for this property, we only need the part of axiom (i) which says that lim sup n→∞
The previous property also implies that P is a dense subspace of
Note that the series n |z| 2n w −1 n is convergent for any z ∈ D because lim inf n→+∞ w n+1 wn ≥ 1. Thus the evaluation functional
is bounded on H and by the Riesz representation theorem, there is k H z ∈ H, the so called reproducing kernel of H, such that
In the particular case c 1 = c 2 (which corresponds to the case when (χ n / χ n H ) n≥0 is an orthonormal basis), we have
(d) The shift operator
is well-defined and bounded on H. In fact, it is straightforward to verify that
A function φ is called a multiplier of H if for each f ∈ H we have φf ∈ H. The set of all multipliers of H (which is an algebra) will be denoted by M(H). It is well known that M(H) ⊂ H ∩ H ∞ (D), and the multiplication operator
is well-defined and bounded on H. Hence, we equip M(H) with the operator norm. The above observation about the shift operator implies that each polynomial is indeed a multiplier of H because for f ∈ H and p ∈ P, we have pf = p(S)f . An important example of Hilbert space which fulfills our hypothesis (i) and (ii) is the family of Dirichlet-type spaces D α , defined as the space of analytic functions f (z) = n≥0 a n z n on D satisfying
This family by itself includes celebrated spaces like the classical Dirichlet space (α = 1), the Hardy space (α = 0) and the Bergman space (α = −1). Therefore, the results presented below work in particular in all these classical situations. Note that in [1] , Aleman studied the cyclicity problem in a class of spaces which fall in the class we introduced in this paper.
1.3. Terminology. A function f ∈ H is said to be cyclic if the polynomial multiples of the function form a dense subspace of H. The density of polynomials in H immediately ensures that the constant function 1 is cyclic. Therefore, the boundedness of the shift operator on H yields that an element f ∈ H is cyclic if and only if there exists a sequence of polynomials (p n ) n≥1 such that
as n goes to ∞. As one of the basic necessary conditions, since the point evaluations are bounded, a cyclic function cannot have any zeros inside D. That is why in the following we consider functions which live on a disc containing D, with no zeros on D, and then study the effect of its zeros on T or even outside D. Adopting some concepts from [4] , we define the n-th optimal norm and the optimal norm of f respectively by
where we recall that P n denotes the family of all polynomials of degree less or equal to n. Note that (ǫ n ) n is a decreasing sequence, whence, the limit ǫ exists and is well-defined. The n-th optimal approximant to 1/f is any polynomial p * n ∈ P n satisfying p * n f − 1 H = ǫ n (actually, we will shortly see that p * n is uniquely determined). With this new language, f ∈ H is cyclic if and only if its optimal norm is zero, i.e. ǫ = 0.
Statement of results.
As the first step, in Theorem 2.1, we show that optimal approximants exist and they are uniquely determined as the solution to a linear system. We dedicate Section 2 to its proof.
Then, in Section 3, we study the cyclicity for functions which are holomorphic on a disc bigger than the open unit disc. Let H denote the subclass of functions in Hol(D) which have no zeros inside D. Our main result, Theorem 3.1, concerns the characterization of cyclicity of the elements of H. In short, among several other intermediate results, we show that every function f ∈ H is cyclic in H if and only if
Note that in the case when H = D α , then w k = (k + 1) α . Thus, Theorem 3.1 says that each function f ∈ H is cyclic in D α if and only if α ≤ 1 and we recover a result of Brown-Shields.
The proof will be based on reducing the problem to studying the function f (z) = 1 − z, in the same spirit as in [4] , finding explicitly both the optimal polynomials and optimal norms for this function and then infering the result for other functions from this one.
As in [4] , one show that comparable speeds of decay apply to the optimal norms for all functions in H whose zeros on the boundary are simple and with at least one boundary zero. For higher multiplicity of the zeros it is not known whether slower decay is possible, although the lower bounds still apply. In Section 4, we present some remarks on this, leading to a sharpening of Theorem 3.1, and we introduce two problems on the algebraic properties of the spaces H.
Finally, in Section 5, we make some observations on the distribution of zeros of optimal polynomials and we address some problems that are left open in this context.
Existence and uniqueness
The following result ensures that the n-th optimal approximant always exists and, moreover, it is uniquely determined. Theorem 2.1. Let f ∈ H \ {0}, and let n ≥ 0. Then the n-th optimal approximant to 1/f uniquely exists, and is obtained via the solution to the linear system Ma = b,
where M = [m ij ] is a matrix with entries
] is a vector with entries
and the entries of the vector a = [a i ] are the coefficients of the n-th optimal approximant p *
Proof. Existence and uniqueness of the optimal approximant is an easy consequence of the Hilbert structure. Fix f ∈ H \ {0}, and consider the set V n (f ) = {pf : p ∈ P n }. Since each polynomial is a multiplier of H, the collection V n (f ) is a closed (finite dimensional) Hilbert subspace of H. Hence, the orthogonal projection Π n from H onto V n (f ) is well-defined. Therefore, there is a unique element p * n f ∈ V n satisfying p * n f = Π n (1) and, by the basic principles of inner product spaces, this element is such that p * n f −1 H = ǫ n . As f is not identically zero, p * n is uniquely determined. To verify the proposed linear system, note that the optimality of p * n is equivalent with p * n f − 1 being orthogonal to qf for all qf ∈ V n (f ). This is fulfilled if and only if
Put the independent term 1, χ i f H on the right hand side. Then decompose p * n as a sum of monomials p * n = n j=0 a j χ j and the result follows.
Note that if (χ n ) n≥0 is an orthogonal sequence (equivalently, if
where δ i0 = 1 if i = 0, and δ i0 = 0 otherwise.
Cyclicity in RKHS
Now we are ready to state and prove our main result. (b) There exists f ∈ H such that f is cyclic in H and, moreover, f (e iθ ) = 0 at some point e iθ ∈ T.
The proof has several steps.
3.1. Reductions of the problem. We can divide our function f into simple pieces and study the cyclicity of each one independently. This action is justified by the following observation.
Lemma 3.2. The product of two cyclic multipliers is cyclic.
Proof. If f and g are two cyclic multipliers, then there exist sequences of polynomials (p n ) n≥1 and (q m ) m≥1 , such that p n f − 1 −→ 0 and q m g − 1 −→ 0 in the norm of H as n and m go to ∞, respectively. Fix ε > 0, and choose n such that p n f − 1 H ≤ ε. Then, for this n, choose m = m(n) large enough to guarantee that
. Now, the sequence p n q m(n) of polynomials proves that f g is cyclic. To see this, by the triangular inequality, we have
To further reduce the problem, fix λ ∈ T, and consider the mapping
Since (χ n / √ w n ) n≥0 is a Riesz basis for H, then U λ is well-defined and bounded operator on H. Moreover, its inverse is Uλ and we have
Note that, U λ is defined such that
where q is the polynomial q(z) = n k=0 a k λ k z k . Since f is cyclic, there is a sequence (p j ) j≥1 such that p j f −→ 1 in H. Therefore, we also have
This means that U λ f is cyclic in H.
Given f ∈ H, we write it as
where λ k ∈ T and g has no zeros on D. Therefore, in the light of lemmas 3.2 and 3.3, the problem reduces to characterizing the cyclicity of f (z) = 1 − z and functions with no zeros in the closed unit disc.
No zeros on D.
We show that if there is no zeros on D, then everything works well. This entails to calculating the spectral radius of S which is, by itself, an interesting result. We remind that σ(S) and ρ(S) represent respectively the spectrum and the spectral radius of S.
Lemma 3.4. We have ρ(S) = 1.
The assumption (1.1) now implies that
Remark 3.5. In fact, we can go further and completely find σ(S). Let H w be the space H equipped with the new norm
By our main assumptions, we have
Hw . Hence, the operator S is similar to the multiplication operator S w ∈ L(H w ). Now, it is easy to verify that
In particular, with each λ ∈ D and 
Lemma 3.6. Hol(D) ⊂ M(H).
Proof. By Lemma 3.4, ρ(S) = 1. Therefore, if (a k ) k≥0 is any sequence such that (3.3) lim sup
In particular, if φ ∈ Hol(D), then we can write φ(z) = ∞ k=0 a k z k , where the Taylor coefficients (a k ) k≥0 satisfy (3.3). Now, it remains to note that if f ∈ H, then
and thus φ is a multiplier of H.
Finally, we need the following simple criteria for cyclicity which is a standard result.
Lemma 3.7. Let f ∈ M(H) and 1/f ∈ H. Then f is cyclic in H.
Proof. For any polynomial p we have
Since polynomials are dense in H, the last sum can be made arbitrarily small. Hence, f is cyclic in H. Proof. If f is analytic on a disc bigger than the open unit disc and, moreover, has no zeros onD, then 1/f has the same property and thus, by Lemma 3.6, both f and 1/f belong to M(H). In particular, 1/f ∈ H. Therefore, by Lemma 3.7, f is cyclic in H.
3.3.
At least one zero on T. We now deal with the remaining problem, which is the heart of Theorem 3.1. What remains is to characterize the cyclicity of the function f (z) = 1 − z.
Theorem 3.9. Let f (z) = 1 − z. Then the n-th optimal norm of f satisfies
and these rates are achieved by the polynomials given by
In particular, if (χ n / √ w n ) n≥0 is an orthonormal basis of H, then the n-th optimal norm of f is precisely
and the described polynomials are actually the optimal approximants.
Proof. In the case of an orthogonal basis, to check that p * n is the optimal approximant could be reduced to checking that it satisfies the corresponding linear system in Theorem 2.1. The lower bound for the optimal norm could be easily deduced from the optimality of these polynomials. While the above approach is feasible, we present a different proof that works for any Riesz basis.
with conventions a −1 = 1 and a n+1 = 0. Since
the Cauchy-Schwarz inequality implies
Therefore, for each p ∈ P n ,
On the other hand, with the special choice of a k suggested in the theorem, we have
Therefore,
Therefore, by (3.4) and (3.5), the bounds for the norms follow.
Passing to the limit, Theorem 3.9 immediately implies the following result. 
In particular, if (χ n / √ w n ) n≥0 is an orthonormal basis of H, then the optimal norm of f is precisely
In particular, Corollary 3.10 says that f (z) = 1 − z is cyclic in H if and only if The function f has only a finite number of zeros on T (by the isolated zeros principle). Then, we can decompose f as in (3.2) . By Theorem 3.8, the function g is cyclic in H. Moreover, we can write
As it was discussed in Corollary 3.10, under the assumption (3.6), the function z −→ 1 − z is cyclic. Moreover, the cyclicity is invariant under rotation (Lemma 3.3). Hence, each 1 − λ k z is cyclic and then, by Lemma 3.6 and Lemma 3.2, f is cyclic.
Sharp rates and algebraic properties
For the case when g ∈ H, and the boundary zeros of f are simple (i.e., multiplicity one), we can actually sharpen the proof of Theorem 3.1 to show that the optimal norms for g are comparable to those for the particular function z −→ 1 − z. Any function in H with at least one boundary zero has n-optimal norms decaying not faster than those for z −→ 1 − z. To see that there is also an upper control, define φ H (n) = n k=0 1 ω k and denote by A(T), the analytic Wiener algebra, that is, the space of analytic functions for which the Taylor coefficients are absolutely summable, with norm of f (z) = ∞ n=0 a n z n given by
Then we have the following result.
Theorem 4.1. Let f ∈ H with all its zeros on the boundary of the unit disc being simple zeros. Then there is a sequence of polynomials (p n ) n≥1 such that the sequence (p n f ) n≥1 is uniformly bounded in the A(T)-norm and
where C > 0 is a constant depending on f and H, but not on n.
The proof is omitted since it works in the same way as that of [4, Proposition 3.2]. The only minor change is the statement of the [4, Lemma 3.3], which should read as follows. Denote byĥ(n), the Taylor coefficient of degree n for the function h. Lemma 4.2. Suppose f is a polynomial of degree t with no zeros inside the disc and with all its zeros on the boundary being simple zeros. If n > t, then there is a constant C = C(H, f ) such that
Products of functions.
An interesting open question is to find an estimate on the optimal norms for higher multiplicity. It seems natural to ask whether these results are true without the assumptions on the multiplicity of the zeros. This would be true if we could give a positive answer to the following open problem, which is interesting by itself.
Problem 1. Is H ∩ A(T) an algebra?
The answer to this question is positive whenever {ω n } n≥0 is a bounded sequence, since then A(T) ⊂ H. It also holds whenever H is an algebra (trivially), and when H is the Dirichlet space. To see this last claim, observe that if f and g are bounded Dirichlet functions, then we have
Quotients of functions.
The following, somewhat related, question is settled in [1] for some special weights which are the moments of a function in L 2 (T). However, the question makes sense in our general setting.
Problem 2. Can every function f ∈ H be written as the quotient of two bounded functions in H, i.e.
5. Asymptotic distribution of the zeros of the optimal polynomials
In [4] , it was pointed out that the distribution of the zeros of the optimal polynomials should contain some information about the cyclicity of the function. A classical result of this type is the Eneström theorem (1893) which restricts the region where the zeros of a polynomial may lie, in terms of its coefficients. See, for instance, [2] . Suppose now that the monomials form an orthogonal basis in the space. Applying this result to the optimal polynomials for f (z) = 1 − z (see Theorem 3.9) implies the following conclusion. It would be interesting to sharpen this result or to solve the following problem at least in the case when f (z) = 1 − z. However, a much more natural condition arises when we apply Eneström's result to find points where p * n f − 1 is zero, which is, in fact, a function that should be close to zero uniformly on the compact subsets of the disc. 
