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Abstract—This paper presents a novel proof of the famous
water pouring theorem for choosing transmit power distribution
for the optimization of information rate on a coloured additive
Gaussian noise channel. The discrete case (optimization of infor-
mation rate for multicarrier modulation) and the continuous case
(determination of the capacity of a coloured noise channel) are
treated separately. In contrast to previous proofs, the proof for
the discrete case does not require calculus and for the continuous
case requires only elementary calculus. Finally, in the discrete
case, the algorithm for calculating the optimal transmit power
distribution follows as a natural corollary.
I. INTRODUCTION
Rigorous proofs of the water pouring theorem, such as the
classic proof in [1], generally require use of the Karhunen-
Lo` eve expansion and Toeplitz distribution theorems. A simpler
approach to proving the theorem, often used in textbooks, is
to make the intuitively reasonable assumption that when the
channel is divided in frequency, each subchannel is indepen-
dent of the set of all others, even in the limit as the number of
subchannels tends to inﬁnity. Simpler proofs are then possible
which usually rely on the method of Lagrange multipliers with
the application of the Kuhn-Tucker conditions [2], [3], [4].
The proofs presented here shall make use of this assumption,
but shall proceed using more elementary techniques. Also, the
proofs are presented for the baseband channel only; extension
to the bandpass channel follows from the same analysis with
only slight modiﬁcation.
II. EXPRESSION FOR THE INFORMATION RATE OF A
MULTITONE SYSTEM
According to Shannon’s information capacity theorem [5]
the capacity in bits/s of an AWGN channel of bandwidth B
is given by
C = B log2 (1 + SNR) (1)
In practice, a physically realisable system (employing e.g.
PAM or QAM) transmits data at a rate R < C, incorporating
a modulation gap   > 1:
R = B log2

1 +
SNR
 

(2)
Consider a channel bandlimited to B Hz with frequency
response function H (f), two-sided transmit power spectral
density P (f) and two-sided additive noise power spectral
density SN (f), jfj  B. We will assume that all three of
these functions are continuous on [0;B], and that jH (f)j
and SN (f) are positive on [0;B]. We divide the bandwidth
[0;B] into N subchannels
h
fk  
f
2 ;fk +
f
2
i
of bandwidth
f = B
N, where the center frequencies are fk =
f
2 +
kf, k = 0;1;:::N   1: We then make the approximation
that each subchannel is a narrowband AWGN channel. This
approximation is good for large N. The information rate for
subchannel k is then
Rk = f log2
 
1 +
jH (fk)j
2 Pk
2
k k
!
(3)
where Pk = 2P (fk)f is the transmit signal power allocated
to subchannel k, 2
k = 2SN (fk)f is the subchannel noise
variance and  k  1 is the subchannel modulation gap. In
addition we shall assume a power constraint
N 1 X
k=0
Pk = P (4)
The gain to noise ratio for subchannel k is deﬁned as
GNRk =
1
k
=
jH (fk)j
2
2
k k
(5)
so we can write the information rate for subchannel k as
Rk = f log2

1 +
Pk
k

(6)
We shall assume that the N subchannels are independent of
one another. The overall information rate for the DMT system
is then
R =
N 1 X
k=0
Rk = f log2
(
N 1 Y
k=0

1
k


N 1 Y
k=0
xk
)
(7)
where we deﬁne xk = Pk + k for each k.III. OPTIMAL POWER LOADING OF SUBCHANNELS FOR
DMT
Theorem 1 (Water Pouring Theorem - Discrete Case):
Given the power constraint (4), necessary and sufﬁcient
conditions for the maximization of information rate are
Pk > 0 ) xk  xm 8m 2 f0;1;:::N   1g (8)
(As an illustration of this theorem, the optimal transmit
power distribution is shown in Fig. 1 for the case of N = 5
subchannels.)
Proof: The problem is easily seen to reduce to that of
maximizing the function
Q((x0;x1;:::xN 1)) =
N 1 Y
k=0
xk
over the set
S =
(
(x0;x1;:::xN 1)jPk = xk   k  0;
N 1 X
k=0
Pk = P
)
where fk j k = 0;1;:::N   1g is a set of ﬁxed positive real
numbers.
Necessity of the Conditions:
The domain S is a ﬁnite-dimensional, closed and bounded
set, and Q is continuous on S; therefore a maximum exists.
To establish necessity we shall use proof by contradiction.
Assume the conﬁguration (x0;x1;:::xN 1) 2 S is optimal.
Suppose xk > xm for some k with xk > k and for some m.
Then, for any  with 0 <  < Minfxk   k;xk   xmg, we
can perform the mapping
xk ! x0
k = xk   
xm ! x0
m = xm + 
xi ! x0
i = xi i 6= k;m
We can immediately see that x0
i  i for i 2
f0;1;:::N   1gnfkg, and x0
k  k because of our choice
of . The conﬁguration
 
x0
0;x0
1;:::x0
N 1

also satisﬁes PN 1
i=0 fx0
i   ig = P. Now
Q(
 
x0
0;x0
1;:::x0
N 1

)   Q((x0;x1;:::xN 1))
=
0
@
Y
i6=k;m
xi
1
A[(xk   )(xm + )   xkxm]
=
0
@
Y
i6=k;m
xi
1
A[ (xk   xm   )]
> 0
This contradicts the assumption that the conﬁguration is opti-
mal, and thus proves necessity of the conditions.
Sufﬁciency of the conditions:
Let Pk > 0 and Pm > 0 for some k and m. Then by
necessary conditions xk  xm and xm  xk, and thus xk =
xm. Therefore there exists a constant L such that
xk = L 8 k with Pk > 0 (9)
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Fig. 1. Illustration of the water pouring theorem for DMT. The diagram
shows the optimal transmit distribution for the case of N = 5 subchannels.
Here only P0;P2 and P3 are positive.
Let Pk > 0 and let m < L: Suppose Pm = 0: Then xm =
m < xk: But the necessary conditions imply xk  xm. This
contradiction proves that
Pm > 0 8 m with m < L (10)
Let Pk > 0 and let m  L: Suppose Pm > 0: Then xm >
m  L: But we should have, from (9), that xm = L. This
contradiction proves that
Pm = 0 8 m with m  L (11)
Now, without loss of generality, we can assume that fkg
forms a monotonically nondecreasing sequence. From (9), (10)
and (11) we deduce that there exists r 2 f0;1;:::N   1g such
that Pk > 0 for all k  r and Pk = 0 for all k > r. Therefore,
deﬁning N = 1, for any j 2 f0;1;:::rg we have
r < xj  r+1 (12)
Summing these inequalities for all j 2 f0;1;:::rg, we get
(r + 1)r <
r X
j=0
(Pj + j)  (r + 1)r+1 (13)
Letting
Tr =
8
<
:
0 r = 0
rr  
Pr 1
j=0 j r 2 f1;:::N   1g
1 r = N
(14)
this can be written as
Tr < P  Tr+1 (15)
Since fTjg; j 2 f0;1;:::Ng is a monotonically nondecreas-
ing sequence, the value of r 2 f0;1;:::N   1g which satisﬁes
the previous equation is unique. Given this value of r, the
solution for the fPjg is, by (9)
Pj =

L   j j  r
0 j > r (16)where (combining (4) and (16))
L =
P +
Pr
j=0 j
(r + 1)
(17)
Thus the fPjg which satisﬁes the conditions is unique, and
this proves sufﬁciency of the conditions.
The algorithm for calculating the optimal power distribution
follows as a corollary. Given fkg, k 2 f0;1;:::N   1g and
P, the procedure is as follows: using (14), compute fTjg;
j 2 f0;1;:::Ng and ﬁnd that unique r 2 f0;1;:::N   1g
which satisﬁes (15). Then compute L via (17), thus yielding
the optimal power distribution (16).
It is not a difﬁcult matter to extend this method of proof
to obtaining analagous necessary and sufﬁcient conditions for
the continuous case; however this method of proof fails to
establish the existence of a maximum, a problem which the
current authors have as yet been unable to resolve.
IV. EXPRESSION FOR THE CAPACITY OF THE COLOURED
NOISE CHANNEL SUBJECT TO FIXED TRANSMIT POWER
SPECTRAL DENSITY
The capacity of the coloured noise channel for a ﬁxed
transmit power spectral density P (f) is obtained by taking
the limit of the information rate (with  k = 1 for all k) as the
number of subchannels, N, tends to inﬁnity. Deﬁne
GNR(f) =
1
(f)
=
jH(f)j
2
SN(f)
(18)
Then, assuming that the subchannels are independent in the
limit as N ! 1,
C = lim
N!1
N 1 X
k=0
Rk
 
  
 k=1 8 k
= lim
N!1
N 1 X
k=0
f log2
 
1 +
jH(fk)j
2 P(fk)
SN(fk)
!
=
Z B
0
log2
 
1 +
jH(f)j
2 P(f)
SN(f)
!
df
=
Z B
0
log2 (P(f) + (f))df  
Z B
0
log2 (f)df
To determine the capacity of the colored noise channel, we
must maximize this expression over the variable transmit
power distribution P(f), subject to the limiting form of the
power constraint (4), i.e.
lim
N!1
N 1 X
k=0
2P (fk)f = 2
Z B
0
P (f)df = P (19)
V. CAPACITY OF COLOURED NOISE CHANNEL
Theorem 2 (Water Pouring Theorem - Continuous Case):
Given the power constraint (19), the unique continuous
transmit power distribution P (f) for the maximization of the
capacity of the coloured noise channel is:
P0 (f) =

L   (f) f 2 SL
0 f = 2 SL
(20)
where, for any l,
Sl = ff 2 [0;B]j(f) < lg (21)
and L is such that
2
Z B
0
P0 (f)df = P (22)
(As an illustration of this theorem, the optimal transmit
power distribution is shown in Fig. 2 for an example channel
GNR.)
Proof: This problem is easily seen to reduce to that of
maximizing the functional
Q(P (f)) =
Z B
0
ln(P(f) + (f))df
over the set
S =
n
P (f) : [0;B] ! Rj P (f)  0 8f 2 [0;B];
Z B
0
P(f)df = P=2;P (f)continuous
o
where (f) is a ﬁxed positive continuous function on [0;B].
To prove that the function P0 (f) deﬁned above is the unique
P (f) 2 S which maximizes Q, we deﬁne for any candidate
function P (f) 6= P0 (f),
Pt (f) = P0 (f) + tP (f) t 2 [0;1] (23)
where
P (f) = P (f)   P0 (f) (24)
Note that
Z B
0
P(f)df =
Z B
0
P(f)df  
Z B
0
P0(f)df = 0 (25)
since P (f);P0(f) are both in S. Let
G(t) = Q(Pt (f))
=
Z B
0
ln(Pt(f) + (f))df
f
B
a(f)
P0(f)
Fig. 2. Illustration of the water pouring theorem for capacity of the coloured
Gaussian noise channel. The diagram shows the optimal transmit distribution
P0(f). Here P0(f) is positive only over two subintervals of [0;B]:This integral exists since Pt(f)  0 for all f 2 [0;B].
Differentiating,
G0 (t) =
Z B
0

P(f)
Pt(f) + (f)

df (26)
G0 (0) =
Z B
0

P(f)
P0(f) + (f)

df
=
Z
f = 2SL

P(f)
(f)

df +
Z
f2SL

P(f)
L

df
=
Z
f = 2SL

P(f)
(f)

df  
Z
f = 2SL

P(f)
L

df
=
Z
f = 2SL
P(f)

1
(f)
 
1
L

df
Thus G0 (0)  0, since P(f) = P(f) for all f = 2 SL. Also
G00 (t) =  
Z B
0

P(f)
Pt(f) + (f)
2
df < 0 (27)
So G0 (0)  0 and G00 (t) < 0 for all t 2 [0;1]. Therefore
G(0) > G(1) and so P0 (f) is the global maximum. Now if
we deﬁne, for any l > minf(f)g,
T (l) =
Z
Sl
(l   (f))df (28)
then k > l implies
T (k) =
Z
Sk
(k   (f))df

Z
Sl
(k   (f))df
>
Z
Sl
(l   (f))df
and thus T (k) > T (l). Therefore T (x) is strictly monoton-
ically increasing on x > minf(f)g. Applying the power
constraint (19) to P0 (f) yields T (L) = P=2. This equation,
coupled with the monotonicity of T (x) on x > minf(f)g,
imply that the solution for L is unique, and thus so is the
solution for P0 (f).
We note ﬁnally that this method of proof can quite easily
be extended to cover the discrete case.
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