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a b s t r a c t
Recently, in a Data Envelopment Analysis (DEA) framework, Färe and Grosskopf [15] argued that the
input directional distance function is invariant to afﬁne data transformations under variable returns to
scale (VRS), which includes, as a particular case, the property of translation invariance. In this paper we
show that, depending on the directional vector used, the translation invariance may fail. In order to
identify the directional distance functions (DDFs) that are translation invariant under VRS, we establish a
necessary and sufﬁcient condition that the directional vector must fulﬁll. As a consequence, we identify
the characteristics that the DDFs should verify to be translation invariant. We additionally show some
distinguished members that satisfy the aforementioned condition. We ﬁnally give several examples of
DDFs, including input and output DDFs, which are not translation invariant.
& 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. DEA and the translation invariance property
The ﬁrst authors to consider the translation invariant property in
connection with DEA models were Ali and Seiford [1], who con-
sidered only ﬁnite samples of non-negative data with many zeroes.
In the mid-nineties, Lovell and Pastor [22] faced the more general
problem of dealing with negative data. They studied the translation
invariance property again, considering the additive model [8] as well
as the weighted additive model, with weights attached to the
variables of the objective function [23]. They concluded that VRS is
a must, although some VRS models, such as the input-oriented or
output oriented BCC models [3], are not fully translation invariant.
From now on, we will consider only VRS models.
Apart from the aforementioned weighted additive model, only
a few additional VRS DEA models that are translation invariant
have been published to date. They are the RAM model [10] and the
BAM model [11], both additive-type models; a linear fractional
model known as the modiﬁed Slacks-Based Measure [26]; the
RDM model [27] and a new super-efﬁciency model based on RDM
[17]. Additionally, the approach by Färe and Grosskopf [15] asserts
that any input DDF under VRS is invariant to afﬁne transformation,
which implies the translation invariance property. We will show
that this claim is not valid. For an updated revision on translation
invariance and how to deal with negative data in DEA, see Pastor
and Aparicio [24]. Anyway, more recent and additional references
in this ﬁeld are Cheng et al. [9], Jahanshahloo and Piri [18], Hadad
et al. [16], Kazemi Matin and Azizi [20], Kerstens and Van de
Woestyne [21], Emrouznejad et al. [12] and Silva Portela and
Thanassoulis [28].
The remainder of the paper unfolds as follows: In Section 2, we
characterize the DDFs that are translation invariant. In Section 3, we
classify DDFs whose directional vector depends on the sample of
units, and show particular DDFs that are not translation invariant and
a single one that is translation invariant. Section 4 concludes.
2. Characterizing translation invariant DDFs
Let us consider a sample of n units to be rated. Unit jA 1;2; :::;nf g
uses a speciﬁc amount of m inputs, xj ¼ x1j; :::; xmj
 
ARmþ , to produce
a certain amount of s outputs yj ¼ y1j; :::; ysj
 
ARsþ
1 As usual, let us
denote the unit to be rated as x0; y0
 
. In a production context, any
input or output has a certain physical dimension. For instance, if one
of the inputs is capital, it is expressed in a certain monetary unit.
Each DDF [6,7] is identiﬁed by specifying a directional vector
g¼ ðg ; gþ Þa0mþ s; g ARmþ ; gþ ARsþ . In order to measure the
inefﬁciency associated to a speciﬁc unit of the sample, the DDF
projects the unit onto the weak efﬁcient frontier of the technology
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along the positive semi-ray deﬁned by vector g. Initially, the
directional vector g has exactly the same dimensions as any
observation of the sample and we will assume hereafter that the
components of the directional vector are expressed in the units of
measurement of the input and output variables being considered.
Additionally, g may be constant, i.e. g is the same vector for all
units, or may be variable, i.e. it is a speciﬁc vector for each unit. In
the latter case and for unit x0; y0
 
, we write g0 instead of g. By
deﬁnition, the projection of unit x0; y0
 
onto the weak efﬁcient
frontier is the intersection of the semi-ray x0; y0
 þ
β0ðg0 ; gþ0 Þ; β0Z0g with the weak efﬁcient frontier. The speciﬁc
value of number β0 that identiﬁes the point of intersection is the
inefﬁciency value measured by the DDF associated to point
x0; y0
 
, obtained as the optimal solution of the next linear
program.2
Max β0
s:t:
Xn
j ¼ 1
λj0xijrxi0β0gi0 ; i¼ 1; :::;m
Xn
j ¼ 1
λj0yrjZyr0þβ0gþr0 ; r¼ 1; :::; s
Xn
j ¼ 1
λj0 ¼ 1;
λj0Z0; j¼ 1; :::;n ð1Þ
It is well-known that βn0 ¼ 0 identiﬁes the unit being rated as
efﬁcient, while βn040 identiﬁes the unit being rated as inefﬁcient.
If all units are efﬁcient, the directional vector is completely
irrelevant. To avoid this possibility, from now on we assume that
at least one unit of the sample is inefﬁcient.
Continuing with our analysis, let us consider a translation
vector t ; tþ
 
ARmþ s; t ; tþ
 
a0mþ s that is applied to the units
of the sample xj; yj
 
; j¼ 1; :::;n: In this way, the translated sample
contains n units identiﬁed as xjþt ; yjþtþ
 
; j¼ 1; :::;n: Since, in
some cases, the performed translation may affect the directional
vector g0 ¼ ðg0 ; gþ0 Þ of the original DDF, let us denote by
gt0 ¼ ðgt0 ; gtþ0 Þ3 the directional vector associated to the trans-
lated sample of units that gives rise to the corresponding trans-
lated DDF, shortly DDFt. Let us enunciate precisely the conditions
that a DDF must satisfy to be a translation invariant DDF.
Deﬁnition 1. We say that a DDF with directional vector
g0 ¼ ðg0 ; gþ0 Þ is translation invariant if for any unit x0; y0
 
of
the sample being rated and for any translation vector
t ¼ t ; tþ ARmþ s the next two conditions hold.
1. The optimal value βn0 of program (1) for x0; y0
 
based on
xj; yj
 
; j¼ 1; :::;n, andg0 is the same as the optimal value βtn0 of
program (1) for x0þt ; y0þtþ
 
based on xjþt ; yjþtþ
 
;
j¼ 1; :::;n, andgt0, i.e. βn0 ¼ βtn0 .
2. The projection of x0þt ; y0þtþ
 
, given as
x0þt ; y0þtþ
 þβtn0 ðgt0 ; gtþ0 Þ, is equal to the translation of
the original projection of x0; y0
 
given as x0; y0
 þβn0

ðg0 ; gþ0 Þþ t ; tþ
 
.
Proposition 1. A DDF is translation invariant if, and only if,
gt0 ¼ g0.
Proof. If DDF is translation invariant, the ﬁrst condition of
Deﬁnition 1 states that βn0 ¼ βtn0 , while its second condition states
that the next equality holds: x0þt ; y0þtþ
 þβtn0 ðgt0 ; gtþ0 Þ
¼ x0; y0
 þβn0ðg0 ; gþ0 Þ
 þ t ; tþ . Deleting the term x0þt ;ð
y0þtþ Þ on both sides reduces the equality to βtn0 ðgt0 ;
gtþ0 Þ ¼ βn0ðg0 ; gþ0 Þ. Since the sample contains at least one inefﬁ-
cient unit, let us say x0; y0
 
, thenβn0 ¼ βtn0 40, and, canceling out
both betas, we ﬁnally get gt0 ¼ g0. &
Conversely, let us now assume that gt0 ¼ g0. Then the model
associated to DDFt is
Max βt0
s:t:
Xn
j ¼ 1
λj0 xijþti
 
r xi0þti
 βt0gi0 ; i¼ 1; :::;m
Xn
j ¼ 1
λj0 yrjþtþr
 
Z yr0þtþr
 þβt0gþr0 ; r¼ 1; :::; s
Xn
j ¼ 1
λj0 ¼ 1;
λj0Z0; j¼ 1; :::;n ð2Þ
Since
Pn
j ¼ 1
λj0 ¼ 1, the ti on both sides of the ﬁrst subset of m input
restrictions can be canceled out as well as the tþr on both sides of
the second subset of s output restrictions. Then model (2) collapses
with model (1) and, consequently, βn0 ¼ βtn0 , which means that the
ﬁrst condition of Deﬁnition 1 is satisﬁed. Since, by hypothesis,
gt0 ¼ g0, it is straightforward to verify that the second condition is
also satisﬁed, which concludes the proof.
The next corollary is a direct consequence of Proposition 1.
Corollary 1.
1) Any DDF whose directional vector does not depend on the
sample of units is a translation invariant DDF.
2) In particular, any DDF whose directional vector is a vector of
ﬁxed quantities is translation invariant.
Proof.
1) If g0 does not depend on the sample of units, it is obvious that it
remains unaltered after performing a translation of the sample.
Hence, gt0 ¼ g0, and by Proposition 1, the associated DDF is
translation invariant.
2) In particular, if g0 ¼ ðg0 ; gþ0 Þ, where g0 ¼ q1 ; q2 ; :::qm
 
ARmþ
and gþ0 ¼ qþ1 ; qþ2 ; :::qþs
 
ARsþ , it is clear that g0 does not
depend on the sample of units and, by (1), it is translation
invariant.4 &
Finally, and regarding the approach by Färe and Grosskopf, they
stated that “…we investigate h pð Þ ¼ apþb, a; b40 and the input-
oriented directional distance function case. Here we show that the
only data transformation leaving this model invariant is the positive,
afﬁne transformation h pð Þ ¼ apþb.” Consequently, Färe and Gross-
kopf's result of invariance to data afﬁne transformations includes the
case where a¼ 1 and parameter b is any strictly positive number, i.e.
translation invariance. However, the DDF with reference vector
g0 ; g
þ
0
 ¼ x0;0ð Þ is equivalent to the Shephard input distance
function, which is calculated in DEA through the input-oriented BCC
2 Let us observe that the ingredients for evaluating x0; y0
 
with program
(1) are both the units of the considered ﬁnite sample and the directional vector.
3 Since the translation is performed exclusively on the sample of units, it is
likely that gt0 ¼ g0, unless g0 is functionally related to x0; y0
 
or even to other units
of the sample.
4 In the specialized literature, the directional vector with all its components
equal to 1 has been used quite frequently, e.g. Färe et al. [14]. Hence, as a
consequence of Corollary 1, the associated DDF is translation invariant.
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model [3] if VRS is assumed as in (1), and it is well-known that the
input-oriented BCC model is not translation invariant in inputs [22].
Consequently, Färe and Grosskopf's result is not valid in general
terms. In this respect, we have shown in this section the character-
istics that the DDFs should verify to be translation invariant.
3. Classifying DDFs whose directional vector depends on the
sample of units
The efﬁciency literature has proposed a variety of directional
vectors with this characteristic. Let us revise some of them.
The most simple case is when g0 depends only on x0; y0
 
. A
classical example corresponds to g0 ¼ x0; y0
 
, ﬁrst proposed by
Briec [4] and baptized as the “proportional distance function” by
Boussemart et al. [5]. Since gt0 ¼ x0t ; y0þtþ
 
is clearly different
from g0, the proportional distance function is not translation invariant.
Two more well-known examples are derived considering the asso-
ciated input or output directional vectors. The ﬁrst one is x0;0sð Þ and
the second one 0m; y0
 
. The ﬁrst one projects x0; y0
 
onto the
weakly efﬁcient frontier through a radial input reduction and the
second one through a radial output augmentation. The corresponding
input DDF and output DDF are closely related to Shephard's distance
functions, and both of them are evidently non-translation invariant.
A more sophisticated case is when g0 depends on all the n units
of the considered sample. The next directional vector is well-
known in the DEA literature: g0 ¼  x0x
 
; yy0
  
; where the
i-component of x is the minimum of input-i over the sample of n
units, while the r-component of y is the maximum of output-r
over the same sample. The corresponding DDF is translation
invariant since the minimum and the maximum of inputs and
outputs are affected by a translation in exactly the same way as the
inputs and outputs themselves. This particular DDF corresponds to
the RDM by Portela et al. [27].
4. Conclusions
Färe and Grosskopf [15] stated that the input directional distance
function is invariant to afﬁne data transformations under VRS, which
means that it is also invariant to translations. However, we have
pointed out in this paper that in general terms this result is not valid.
Accordingly, we have been able to establish a necessary and sufﬁcient
condition that characterizes translation invariance for any DDF under
VRS, which depends exclusively on the directional vector. Being more
precise, what is needed is that gt0 ¼ g0. Obviously, input directional
distance functions with this speciﬁc type of directional vectors are
translation invariant. In particular, DDFs whose directional vector is a
vector of ﬁxed quantities with the same dimensions as the corre-
sponding inputs or outputs are translation invariant, a result that
obviously holds for input or output DDFs. As a counterpart, DDFs that
do not satisfy the condition of Proposition 1 are not translation
invariant. Particular examples are shown in Section 3.
We would like to conclude by mentioning some additional
topics for further research. Speciﬁcally, the satisfaction of the
translation invariance property should be studied in more recent
contexts, as for example (1) centralized resource allocation [13],
(2) the determination of least distance measures [2], (3) network
DEA [19] and (4) bounded models [25].
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