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This study investigated whether 15-month-old infants fast map multimodal labels, and,
when given the choice of two modalities, whether they preferentially fast map one bet-
ter than the other. Sixty 15-month-old infants watched ﬁlms where an actress repeatedly
and ostensively labeled two novel objects using a spoken word along with a representa-
tional gesture. In the test phase, infants were assigned to one of three conditions: Word,
Word+Gesture, or Gesture. The objects appeared in a shelf next to the experimenter
and, depending on the condition, infants were prompted with either a word, a gesture,
or a multimodal word–gesture combination. Using an infant eye tracker, we determined
whether infants made the correct mappings. Results revealed that only infants in theWord
condition had learned the novel object labels.When the representational gesture was pre-
sented alone or when the verbal label was accompanied by a representational gesture,
infants did not succeed in making the correct mappings. Results reveal that 15-month-old
infants do not beneﬁt from multimodal labeling and that they prefer words over represen-
tational gestures as object labels in multimodal utterances. Findings put into question the
role of multimodal labeling in early language development.
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INTRODUCTION
Multimodal speech–gesture combinations are an integral part of
language development. Caregivers, for example, often provide
labels for infants in temporal synchrony with gestures such as
pointing and showing (Ninio, 1980; Masur, 1997; Gogate et al.,
2000,2006). Thesemultimodal speech–gesture combinations scaf-
fold infants’ referential understanding (Iverson et al., 1999), since
deictic gestures help establish joint attentional episodes which are
crucial to the process of word learning (Tomasello and Farrar,
1986; Baldwin, 1991). Further, infants combine their own deictic
gestures with words, and these speech–gesture combinations are
predictive of the two-word stage (Iverson and Goldin-Meadow,
2005). As a whole, these studies show that deictic gestures are an
integral part of multimodal gesture–speech combinations and are
intimately connected with language learning, laying the grounds
for ﬁrst language acquisition.
Much less is known about the role of representational gestures
in infants’word learning.Whereas deictic gestures direct attention
to objects in the immediate environment, representational ges-
tures stand in for the entities to which they refer (Bates et al., 1979;
McNeill, 1992; Iverson et al., 1994; Capirci et al., 1996). Represen-
tational gestures can be either iconic, which have some perceptual
resemblance to their referent, or arbitrary, which have no percep-
tual resemblance to their referent. Interestingly, infants younger
than 2 years learn arbitrary gestures as easily as iconic gestures,
suggesting that they are not sensitive to gestural iconicity until
later in development (Bates et al., 1979; Namy et al., 2004; Namy,
2008).
One interesting possibility is that, similar to deictic gestures,
representational gestures, also, facilitate language development. A
recent study suggests a correlation between parents’ multimodal
labeling with iconic gestures and infants’ acquisition of the labels
(Zammit and Schafer, 2011). However, in that study parents’mul-
timodal labeling with deictic gestures as well as their labeling
without gestures also correlated with infants’ acquisition of the
labels. Accordingly, the study does not reveal a direct relation
between iconic gestures and word learning. It has also been sug-
gested that infants’ production of representational gestures may
be related to early vocabulary development, as indicated by a
concurrent correlation (Acredolo and Goodwyn, 1988). The idea
of a relation between representational gestures and language has
recently received a great deal of attention in the public. In par-
ticular, it has led to a mini-industry offering “baby-sign” courses
to parents and their babies, guided by the claim that babies can
be taught representational gestures to communicate before they
can talk. In an experimentally controlled training study (Good-
wyn et al., 2000), one group of parents was encouraged to provide
their infants with multimodal labels for a number of words that
are commonly learned around this age range. Infants who received
multimodal training outperformed infants in another group who
received no explicit training in nearly all of the receptive and pro-
ductive language measures at nearly all ages investigated (from
15 to 36months), suggesting that multimodal labels may facili-
tate language development. However, there are several criticisms
of this study (see Johnston et al., 2005). The authors, for example,
did not report on how subjects were recruited, nor did they report
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on how infants were assigned to groups. Therefore, one cannot
rule out the possibility that infants in the multimodal group out-
performed their peers because their parents were more motivated
to begin with. And, although the study included an additional
control group exposed to increased verbal labeling, no compar-
isons between the multimodal group and the verbal group were
reported. Accordingly, it remains unclear whether prelinguistic
infants beneﬁt from multimodal utterances involving represen-
tational gestures more so than from verbal utterances without
representational gestures.
Other studies have used fast mapping paradigms to investi-
gate the role of representational gestures in word learning. On
the basis of the ﬁnding that young infants can associate labels with
novel objects with very little exposure (Schafer and Plunkett, 1998;
Houston-Price et al., 2005), Namy andWaxman (1998, 2000), and
Namy (2001) investigated whether infants can also fast map rep-
resentational gestures. They found that 17- and 18-month-olds
fast map both spoken words and representational gestures, sug-
gesting that infants’ early symbolic capacity is not speciﬁc to a
single modality. Other fast mapping studies show that infants
as young as 13months can also associate other types of stimuli,
including beeps and tones as labels for novel objects (Namy and
Waxman,1998;Woodward andHoyne,1999;Namy,2001). In con-
trast, infants as young as 6months expect object labels in the form
of spokenwords (Fulkerson andWaxman,2007).As Fulkerson and
Waxman acknowledge, the conﬂicting ﬁndings in these studies
might be due to the methodologies employed. Namely, Fulker-
son and Waxman trained infants object labels using disembodied
sound–object pairings which involved no joint attention, while
Namy (2001) used an interactive paradigm that assured infants
were jointly attending to the intended referent while hearing the
object labels.
Few fast mapping studies have directly compared the learning
of gestural labels versus spoken labels when presented simultane-
ously in multimodal utterances. One recent experimental study
suggests that multimodal labeling facilitates 3-year-olds’ compre-
hension of novel verbs (Goodrich and Hudson Kam, 2009). In
that study, participants were ﬁrst shown a distinct action for each
of two objects. They were then exposed to two multimodal labels
containing a spoken novel verb and an iconic action depiction
corresponding to each of the objects. At test, participants heard
the spoken novel verb without the iconic action depiction and
had to choose to which object the verb referred. Results showed
that 3-year-old children beneﬁted from iconic gestural informa-
tion when learning novel verbs. Another study (Wilbourn and
Sims, in press) investigated whether 26-month-olds can learn
multimodal labels including spoken words and arbitrary manual
gestures. They reported that 26-month-olds can correctly iden-
tify the referent of a gesture–word combination when trained
using a multimodal label, but not when trained with a gestural
label alone. The authors, however did not include a group of
infants who were exposed solely to spoken words, thus, it remains
unknownwhether the gestural label actually facilitatedword learn-
ing. Further, it is still unclear whether younger infants at the
cusp of acquiring language beneﬁt from gestural labels in multi-
modal utterances. One question is thus whether preverbal infants
fast map multimodal labels, and, when given the choice of two
modalities, whether infants preferentially fast map one better than
the other.
In the current study, we investigated how infants interpret
utterances containing multimodal object labels. Using an infant
eye tracker, we taught infants multimodal labels for two novel
objects: Each time a label was produced, infants heard a spoken
label coupled with a representational gesture. At test, infants were
presented either with the verbal label, a verbal label accompanied
by a gestural label, or only a gestural label. Measuring their looks
to the objects, we assessed whether infants had made the correct
object–label associations. Following Schafer and Plunkett (1998),
we used a two-label procedure which is a more ridged method
of establishing word learning, and which has been shown to be
more reliable for looking than reaching measures (Gurteen et al.,
2011).We expected that if infants would be able tomap aword to a
referent, they would look above chance to the referent. If represen-
tational gestures reinforce the association between the label and its
referent, then infants should fast map better when both the repre-
sentational gesture and the word are available at test. However, if
infants do not knowhow to interpret the representational gestures,
then infants should perform better when the word is decoupled
from the gesture.
MATERIALS AND METHODS
PARTICIPANTS
Sixty 15-month-old infants participated in this study (mean age:
15; 14; 30males and30 females). Infantswere randomly assigned to
one of three conditions:Word (n = 20),Word+Gesture (n = 20),
and Gesture (n = 20). An additional 15 infants were tested but
excluded from analysis (three in the Word condition, ﬁve in the
Word+Gesture condition, and seven in Gesture condition; see
test phase section). Five infants were excluded for fussiness; seven
because less than 50% valid gaze points were recorded during the
training (see Results), two due to caregiver interference, and one
because his mother reported that he was familiar with one of the
novel objects. All infants were recruited through a database, and
all received a small gift for their participation.Written consent was
obtained from all of the legal caregivers of all participants.
EXPERIMENTAL SETUP AND PROCEDURE
Infants were seated on the laps of their caregivers approximately
50 cm in front of a Tobii 1750 remote eye tracker, equippedwith an
infant add-on. The eye tracker records gaze data at 50Hz and has
an average accuracy of 0.5˚ visual angle and a spatial resolution of
0.25˚ visual angle. Stimuli were presented on a 17′′ ﬂat screenmon-
itor. The visual area was 1,280× 1,024 pixels, and extended over
the entire area of the screen. Infants’eye-gazewas calibratedusing a
nine-point calibration. If fewer than seven points were calibrated
successfully, the calibration was repeated. Infants’ behavior dur-
ing the experiment was also recorded with a digital video camera
mounted on a tripod below the monitor.
STIMULI
Stimuli were recorded with a Canon HV 30 camera and edited
with Adobe Premiere Pro CS4. The video clips consisted of a
training phase and a test phase. During the training phase, an
actress sat behind a table with two tall, narrow shelves stand-
ing on either side of the table: one to the left and one to the
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right. Each shelf contained two compartments, within which the
objects could sit (see Figure 1). The experimenter gazed into the
camera, and, after a brief greeting, she proceeded to teach two
novel labels for two novel objects, as if the camera was an infant.
Each time the actress labeled the objects, she produced both an
arbitrary word and an arbitrary manual gesture, presented simul-
taneously. The words were both one syllable CVC words and
had no phonemes in common:/ƒIm/and/ni:p/. The gestures were
meant to be within the motor repertoire of a typically develop-
ing 15-month-old infant and were based on real contrastive signs
in a natural signed language. They were thus easily discernable
from one another (roughly yes and no in American Sign Lan-
guage). Table 1 provides a summary of the spoken words, manual
gestures, and novel objects used in the study. The experiment was
conductedby adhering to the guidelines for good scientiﬁc practice
by the Max-Planck-Society.
In the training phase, infants were exposed to a total of 16
word+ gesture labels, eight for one object and eight for the other
object. The training phase was divided into two parts, each of
Table 1 | Spoken words, manual gestures, and novel objects used in
this study.
Novel words Novel manual gestures Novel objects
/ƒIm/
ASLYES A
/ni:p/
ASL NO B
Novel objects were counterbalanced so that for half of the infants,/ƒIm/and ASL
yes were paired with Object A, and for the other half,/ƒIm/and ASL yes were
paired with Object B.
FIGURE 1 | Schematic overview of the procedure.Training Phase 1:
E ostensively drew attention to object 1 and then labeled it four times
using multimodal labels. The same was repeated for object 2. Training
Phase 2: E announced her intention to ﬁnd object 1. She then found it
and ostensively labeled it four times. The same was repeated for object
2. Test Phase (depicts 1 of 4 trials): E looked up and, according to the
condition, asked infants where object 1 was, using either a word, a
word+gesture or a gesture. This was followed by a 6-s test phase, in
which E gazed straight ahead for 6 s. Note: For all multimodal
combinations, the word and gesture occurred simultaneously. The
approximate duration of the gesture was 1 s and the approximate
duration of the word was 500ms.
www.frontiersin.org April 2012 | Volume 3 | Article 101 | 3
Puccini and Liszkowski Multimodal fast mapping
which presented infants with four word+ gesture object labels for
one object and four word+ gesture labels for the other object. In
the ﬁrst part, only one novel object was visible to infants at a time.
Using infant directed speech, the actress labeled the ﬁrst object
four times, using both the spoken label and the gesture simulta-
neously. The labels were embedded in familiar naming contexts
in order to facilitate learning (Namy and Waxman, 2000). During
the training, the actress ostensively drew attention to the objects
by shifting her gaze between the object and the camera. She said:
“Look!” (gaze to object and back), “A [word plus gesture]!
Look here,” (gaze to object and back to camera), “A [word
plus gesture]” (gaze to object and back to infant). “This is
a [word plus gesture], Wow!” (gaze to object and back to
infant), “A [word plus gesture].”
The actress then placed the ﬁrst object out of sight and pre-
sented the second object. Using the same script, she proceeded
to teach the label for the second object using the other word and
gesture.
The second part of the training wasmeant to familiarize infants
further with the objects’multimodal labels and to introduce them
to the task that would later be used in the test phase. Each of the
two novel objects sat in a separate compartment and the actress
stated that she wanted to ﬁnd one of the objects saying, “Hmm?
Where is the [word plus gesture]?” She then leaned over and gazed
into the compartments to search for the object. When she found
the appropriate object, she emoted positively, and said: “There it
is!” She then took the object out from the compartment, showed it
to the camera, and again, using ostensive language and alternating
gaze between the camera and the object, labeled it an additional
three times with the word and accompanying gesture. She said:
“The [word plus gesture]! Look! The [word plus gesture]. Wow,
the [word plus gesture].” The same procedure was repeated for
the second object, using the other word and sign. In total, infants
heard and saw the multimodal object labels eight times for each
object during the training phase.
Immediately following the training phase, infants viewed the
test phase. Each trial began with the actress looking downward.
After 1 s, the two objects each appeared in a separate compart-
ment. Using ﬁlm editing software, objects were superimposed so
that they appeared as if they had actually been present. After 5 s,
the actress raised her head, gazed into the camera as if address-
ing an infant and said: “Hello, where is the [target label]?” In
the Word condition, the target label was the spoken word. In the
Word+Gesture condition, the target label was the spoken word
along with the gesture, and in the Gesture condition, the target
label was only the gesture. Following the question, the actress con-
tinued to gaze directly into the camera for 6 s, which served as the
search phase, in which infants were expected to locate the target
object. After the 6-s had elapsed, the same question was repeated.
After a further 6 s, an attention getter was displayed in the center
of a black screen to bring infants’ attention to the middle of the
screen (approximately 2 s). Then the second trial started, within
which the other label served as the target. In total, there were four
trials, each consisting of two questions with the same label thus
totaling eight questions, with the target label alternating between
the trials, and the order being counterbalanced across participants.
We counterbalanced the positions of the objects based on the
two following criteria: First, over the course of all trials, each object
appeared in each compartment once. Second, the target object
never appeared in the same box for two consecutive trials. All
infants received a ﬁxed trial order whereby the positions of the
target- and non-target objects across trials were held constant for
all infants. We also counterbalanced which object was last seen
before the test phase as well as to which object each set of labels
was paired. Infants received no feedback with regard to whether
they had made the correct mappings.
ANALYSIS AND DATA REDUCTION
Infants who had less than 50% valid gaze points recorded during
the training were excluded from analysis. In total, this resulted in
the exclusion of seven infants (one in the Word condition, four
in the Word+Gesture condition, and two in the Gesture condi-
tion). For several infants, visual inspection indicated that there
was a shift in the eye tracking data, suggesting that the infant
had shifted positions between the calibration and the start of the
test. For these infants, an adjustment was made to estimate where
the infant was actually looking throughout the duration of the
videos (see also Frank et al., in press). We ﬁrst identiﬁed these
infants by visual inspection. In order to provide an objective cri-
terion, we also required that their data differed signiﬁcantly from
the norm. To calculate this, we ﬁrst calculated the mean X and
Y coordinates of all infants during the attention getters between
the test trials. Any infant whose individual mean X or Y coor-
dinate differed by more than 2 SD from the overall mean in at
least two out of three possible attention getters was selected for
an adjustment. The adjustment was computed by calculating the
difference between the individual’s mean in the X and Y axes and
the overall mean. This adjustment was then added to each valid
recorded coordinate for that particular infant. In total, data from
ﬁve infants were adjusted (two infants in theWord condition, one
infant in the Word+Gesture condition, and two in the Gesture
condition).
We created rectangular areas of interest of equal size surround-
ing both the target and non-target objects following the test
questions. For further analyses, two additional areas of interest
were created: one encompassing the gesture area surrounding the
actress’ torso, and another surrounding the actress in full. All AOIs
began 200ms after the relevant behavior,which is the approximate
time it takes for infants to program eyemovements (Canﬁeld et al.,
1997). Our primary dependent measures were (1) the propor-
tion of gaze points to the target object relative to the non-target
object, and (2) whether infants’ ﬁrst look was to the target or the
non-target object. We used Analyses of Variance to compare per-
formance between conditions, and one-tailed one-sample t -tests
to test whether infants performed above chance.
RESULTS
Figure 2 shows the mean proportion of gaze points that infants
looked to the target object, relative to the non-target object during
the search period following the test questions. A one-way ANOVA
on the mean proportion of gaze points to the target object relative
to the non-target object revealed a signiﬁcant difference between
conditions, F(2, 57)= 7.83, p = 0.001, partial η2 = 0.22. Post hoc
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FIGURE 2 | Mean proportion of gaze points to the target object relative
to the non-target object. Note: Asterisk indicates signiﬁcant performance
above chance, p<0.05.
FIGURE 3 | Proportion of trials with the first look to the target object.
Note: Asterisk indicates signiﬁcant performance above chance, p<0.05.
tests (two-tailed) using Least Signiﬁcant Difference comparisons
showed that infants in the Word condition looked signiﬁcantly
longer to the target (M = 1.8ms; SD= 1.1) object than infants
in both the Word+Gesture condition (Mean difference=−0.16,
p = 0.003 Cohen’s d = 0.45; M = 1.7ms, SD= 1.9) and in the
Gesture condition (Mean difference=−0.18, p = 0.001, Cohen’s
d = 0.64; M = 1.1ms, SD= 1.5). Infants in the Word+Gesture
and Gesture conditions did not differ signiﬁcantly from one
other (Mean difference= 0.03, p = 0.58, ns). One-sample t -tests
revealed that only infants in the Word condition looked signiﬁ-
cantly longer to the target object thanwould be expected by chance
[Word condition: t (19)= 3.37, p = 0.002;Word+Gesture condi-
tion: t (19)=−1.03, p = 0.841; Gesture condition: t (19)=−2.33,
p = 0.985; all one-tailed probabilities for the upper tails].
Figure 3 shows the mean proportion of infants’ ﬁrst looks
to the target object relative to the non-target object across
FIGURE 4 | Mean proportions of gaze points to target object relative to
the non-target object on trial 1, Question 1. Note: Asterisk indicates
signiﬁcant performance above chance, p<0.05.
the eight test questions. A one-way ANOVA did not reveal
signiﬁcant differences between conditions [F(2, 56)= 2.098,
p = 0.13], however the overall pattern followed that of the look-
ing time measure. Infants in the Word condition looked sig-
niﬁcantly more often ﬁrst to the target object than would be
expected by chance [t (19)= 2.008, p = 0.030], while infants in
the Word+Gesture condition and Gesture condition did not
[respectively, t (19)= 0.333, p = 0.372; t (19)= 0.920, p = 0.816
one-tailed probabilities for the upper tails].
Finally, we analyzed infants’ performance on the ﬁrst ques-
tion of the ﬁrst trial since it avoids any possible biases stem-
ming from switching labels, objects moving positions, repeated
questioning, or fatigue. A one-way ANOVA on the mean pro-
portion of gaze points to the target object relative to the non-
target object on the ﬁrst question of the ﬁrst trial revealed
a marginally signiﬁcant difference between conditions, F(2,
42)= 2.73 p = 0.077 (see Figure 4). One-tailed t -tests again con-
ﬁrmed that only infants in the Word condition performed above
chance [Word: t (16)= 2.698, p = 0.008; Word+Gesture condi-
tion: t (15)= 1.582, p = 0.068; Gesture t (12)=−0.869, p = 0.799;
all one-tailed probabilities for the upper tail].
To look at infants’ individual performance, we computed bino-
mial tests to compare the number of infants who ﬁrst looked to
the target with the number of infants who ﬁrst looked to the non-
target on the ﬁrst question of the ﬁrst trial. Only in the Word
condition, was there a signiﬁcant difference, indicating that only
infants in theWord condition had made the correct mappings (13
of 17 infants; p = 0.049, two-tailed; see Figure 5).
ADDITIONAL ANALYSES
It is possible that infants did not make the correct map-
pings in the Gesture condition because they did not attend
to the gestures, either in the training phase and/or during the
test phase. Indeed, during the training phase, infants focused
their attention on an average of 11.2 of 16 possible ges-
tures (70%), with no signiﬁcant difference between the ges-
tures [5.55 for ASL YES and 5.65 for gesture ASL NO; F(1,
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FIGURE 5 | Number of infants with a first look to the target on the first
question of trial 1. Note: Asterisk indicates signiﬁcant difference from
chance, p<0.05.
57)= 1.56, p = 0.21], and no signiﬁcant difference between con-
ditions, F(2, 57)= 1.56, p = 0.21. There were, however, no sig-
niﬁcant correlations between how many signs infants attended
to in the training phase and their performance in the test
phase. When analyzing each condition separately, the corre-
lations remained non-signiﬁcant Word: r = 0.108, p = 0.650;
Gesture: r = 0.167, p = 0.482; Word+Gesture r =−0.043,
p = 0.856.
During the test phase, infants in the Gesture condition looked
to the gesture area for almost all of the questions (M = 7.67
questions; SD= 0.594). A signiﬁcant one-way ANOVA on the
mean number of test questions in which infants attended the
sign space [F(2, 52)= 16.65, p< 0.001, partial η2 = 0.39] revealed
that infants in the Gesture condition looked to the gesture area
in signiﬁcantly more test questions than infants in the Word con-
dition (M = 4.58, SD= 2.17; Mean difference= 3.09, p< 0.001)
and marginally more than those in the Word+Gesture condi-
tion (M = 6.61, SD= 1.75; Mean Difference= 1.06, p = 0.062).
Infants in theWord+Gesture condition also looked at the gesture
area in signiﬁcantly more trials than infants in the Word condi-
tion (Mean difference= 2.03,p< 0.001). Thus, the gestures clearly
elicited infants’ attention in the test phase.
A further analysis also conﬁrmed that infants, in the test phase,
attended more to the gesture area in the conditions with gestures
than in the Word condition. A signiﬁcant one-way ANOVA on
the mean proportion of gaze points per question to the gesture
area [F(2, 52)= 17.83,p< 0.001, partialη2 = 0.406] relative to the
total amount of gaze points revealed that infants looked to the ges-
ture area signiﬁcantly more in the Gesture condition (M = 0.23,
SD= 0.12), than in both the Word+Gesture condition (where
the face and the gesture were competing for visual attention;
M = 0.14, SD= 0.11; Mean difference= 0.09, p = 0.007), and the
Word condition (where therewas no gesture;M = 0.04, SD= 0.05;
Mean difference= 0.19, p< 0.001), and signiﬁcantly more in the
Word+Gesture condition than in theWord condition (Mean dif-
ference= 0.10 p = 0.003). Taken together, the additional analyses
indicate that (1) in the training phase, infants in theGesture condi-
tion attended to fewer gestures, while they had presumably heard
all the auditory labels, and (2) in the test phase, infants allocated
more attention to the gesture area in the two conditions where a
gesture was present.
DISCUSSION
In the current study, infants were taught multimodal labels for
objects. Results from the test phase showed that infants were able
to map the verbal label to the referent. However, when the ver-
bal label was accompanied by a representational gesture, or when
the representational gesture was presented alone, infants did not
succeed in identifying the correct referents. These ﬁndings suggest
that when mapping labels to objects, infants initially rely more on
the verbal reference of multimodal utterances than on represen-
tational gestures, and further, that accompanying representational
gestures may interfere with making the correct mappings.
Why did infants in the Gesture condition fail to correctly iden-
tify the referents at test? It is unlikely that infants lack the general
capacity to integrate information of two modalities. For example,
12-month-olds appropriately process multimodal speech–gesture
utterances that include deictic gestures (Gliga and Csibra, 2009).
Further, when deictic gestures and spoken words are put in com-
petition with one another, infants sometimes even prefer gestures
over spoken words as referential cues (Grassman and Tomasello,
2010). One possible explanation for why infants failed in the
Gesture condition is that infants do not sufﬁciently attend to rep-
resentational gestures in multimodal utterances. Indeed, results
from our additional analyses showed that infants, in the training
phase, attended to only 70% of the gestures. Representational ges-
tures, by the very nature of the visual modality, require that infants
divide their visual attention between the referent and the gesture.
This, of course, is not the case for spokenwords as infants can visu-
ally attend to a referent and hear its spoken label simultaneously.
Neither is this the case for deictic gestures since they direct atten-
tion away from the gesture, and to the referent, thus facilitating the
mapping of an auditory label to the attended object. In the cur-
rent paradigm, infants’ visual attention was explicitly directed at
the referents with ostensive referential gaze and showing gestures.
It is likely that these deictic cues directed infants’ attention to the
novel objects and thus away from the gestural labels. Since the
labels were already provided in the auditory modality, the gestural
labels were presumably irrelevant for establishing a mapping.
However, infants did not simply ignore the gestures altogether.
First, if infants had ignored the gestures altogether, then they
should have performed equally well in both conditions where a
word was present at test. This was not the case. To the contrary,
infants performed worse when a spoken word was paired with a
gesture. Second, our additional analyses show that during the test
phase, infants in the Gesture condition indeed attended to the ges-
tures, yet still failed to identify the correct referents. These ﬁndings
suggest that during the test phase, the gestures actually interfered
with infants’ ability to identify the referents. Because there were no
deictic cues to guide infants’ visual attention, it is likely that infants
paid more attention to the gestures in the test phase, which ulti-
mately impeded their ability tomap the words to the objects. Typi-
cally,word learning entails a two-way associationbetween a spoken
word and an object. However, when representational gestures are
paired with spoken words, as was the case in this study, there is a
three-way association since both a spoken word and a representa-
tional gesture are mapped onto the object. The three-way associa-
tion (word–gesture–object) proved to be more difﬁcult for infants
to map than the two-way association (word–object). It is possible
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that older infants are able to form these associations since they
have more experience with spoken language. This would explain
why the 26-month olds inWilbourn and Sims (in press) made the
mappings but the 15-month-olds in the current study did not.
The claim that infants younger than 18months have no prefer-
ence for either modality (Namy andWaxman, 1998; Namy, 2001),
or that they even prefer the gestural over the verbal modality
(Goodwyn et al., 2000), was not substantiated by the current ﬁnd-
ings. Instead, results clearly support the notion that by 15months,
when confronted with multimodal utterances containing rep-
resentational gestures, infants rely on the verbal instead of the
gestural reference in word learning. The age at which infants form
this preference is still a matter of debate. With regard to uni-
modal utterances, some studies have found a preference for spoken
labels arising as early as 6months of age (Fulkerson andWaxman,
2007) while others suggest that it does not develop until later, for
example, around infants’ second birthdays (Namy and Waxman,
1998; Woodward and Hoyne, 1999; Namy, 2001). Of course, by
15months, infants learning spoken languages have already had a
great deal of experience with spoken words andmay even compre-
hend some commonly used spoken words as young as 6months
(Tincoff and Jusczyk, 1999; Bergelson and Swingley, 2012). How-
ever, it is important to emphasize that typically developing hearing
infants – who receive spoken language input – can indeed fast map
gestural labels that are unimodal (i.e., gestural labels that are not
combined with spoken words; Namy and Waxman, 1998; Namy,
2001). Similarly, research on the acquisition of signed languages
suggests that infants who are exposed to signs from birth (e.g.,
infants born to signing parents) acquire language at the same rate
as infants acquiring spoken languages (Petito, 1987; Meier and
Newport, 1990; Folven and Bonvillian, 1991; Capirci et al., 1998;
Schick, 2005). These studies show that infants can map repre-
sentational gestures to objects, and it might well be the case that
they also have no a priori preference for either modality. However,
the current study shows that when the label is presented in two
modalities simultaneously, representational gestures do not facili-
tate early word learning. This is because the deictic cues necessary
for establishing joint reference take visual attention away from the
gestural – but not the auditory – label. Representational gestures
may even hinder infants’mapping of a spoken word to its referent
when deictic cues are lacking, since representational gestures take
attention away from the referent.
A wide range of programs currently promote the use of mul-
timodal speech with young infants. Although the proclaimed
beneﬁts of these programs are extensive, empirical evidence sup-
porting the claims is lacking (see Johnston et al., 2005 for a
meta-analysis). Results from the current study do not support the
claim that representational gestures accompanying spoken words
facilitate earlyword learning. It is, of course, still possible that early,
increased exposure to multimodal labels could inﬂuence infants’
attentional skills and their processing of the more complex three-
way associations of multimodal utterances. More research needs
to be carried out which investigates howmuch exposure is actually
necessary for infants to form expectations about word modality,
andwhen the cognitive requirements emerge that enable infants to
use spoken words in combination with representational gestures
as object labels.
Another important consideration has to do with the nature of
the signs themselves. In the current study,weused arbitrary spoken
words andmanual gestures,which bear no physical resemblance to
the actual objects. Research shows thatmultimodal utterances con-
taining iconic gestures do facilitate word learning in toddlers and
adult second language learners (Kelly et al., 2009; Marentette and
Nicoladis, 2011). However, infants younger than 26months rou-
tinely fail to recognize gestural iconicity, and presumably would
not beneﬁt from multimodal utterances including iconic gestures
(Namy et al., 2004; Namy, 2008; Tolar et al., 2008)
Findings from this study show that 15-month-old infants make
use of verbal but not gestural references in multimodal utter-
ances containing representational gestures. These ﬁndings ques-
tion whether arbitrary multimodal labels facilitate early word
learning at 15months. It remains speculative whether a facilita-
tive effect of representational gesture–speech combinations on
word learning would occur with increased earlier exposure to
multimodal representational labels (e.g., through“baby signing”).
More likely, the multimodal combinatory use of representational
labels places too much cognitive demand on young infants since
it requires the formation of multiple associations. If so, represen-
tational gesture–speech combinations are likely not facilitative of
early language acquisition. A host of research has shown that ges-
tures play a leading role in the acquisition of language (e.g., Iverson
and Goldin-Meadow, 2005), however, few studies have explicitly
discussed the fact that these facilitative effects are initially attrib-
uted primarily to deictic gestures. Research shows that the iconicity
of representational gestures is not realized until around 26months
(Namy, 2008), and suggests that infants’ use of iconic gestures is
mediated by their vocabulary size (Nicoladis et al., 1999). Such
ﬁndings reinforce the argument that representational gestures
become relevant only after representational language is acquired
(see Liszkowski, 2010). Thus, while deictic gestures and deictic
gesture–speech combinations pave the way for language (Iverson
andGoldin-Meadow, 2005), representational gestures presumably
do not. Notwithstanding the enormous impact of deictic gesture–
speech combinations on language acquisition, current ﬁndings
suggest that representational gestures play a minor role in early
multimodal labeling and word learning.
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