ABSTRACT. This paper studies the semiparametric binary response model with interval data investigated by Manski and Tamer (2002, MT). In this partially identified model, we propose a new estimator based on MT's modified maximum score (MMS) method by introducing density weights to the objective function, which allows us to develop asymptotic properties of the proposed set estimator for inference. We show that the density-weighted MMS estimator converges at a nearly cube-root-n rate. We propose an asymptotically valid inference procedure for the identified region based on subsampling. Monte Carlo experiments provide supports to our inference procedure.
INTRODUCTION
Interval data is a common feature in empirical research. For example, as an explanatory variable, family income might be measured by a bracket with only upper and lower bounds reported to researchers. Models with interval data have been systematically investigated in a seminal paper by Manski and Tamer (2002, MT) . For a semiparametric binary response model with interval data, MT propose a modified maximum score (MMS) set estimator and show its consistency. The convergence rate and other asymptotic properties of the MMS estimator, which are necessary for inference, however are not established. In this paper, we extend MT's method and propose a density-weighted MMS (set-valued) estimator, which allows us to establish the asymptotic properties. Further, we propose an asymptotically valid inference procedure for the identified set. Monte Carlo experiments are used to illustrate the finite sample performance of the proposed estimator and inference procedure.
When one explanatory variable ν is not observed but other variables x have been measured precisely, the conditional distribution P(y|x, ν) is unknown in the population. MT suggest to characterize the identification region of model parameters based on P(y|x, ν 0 , ν 1 ), where ν 0 and ν 1 are observed lower/upper bounds of ν in the interval data. Instead of modifying the original econometric model and objects of interests, e.g. replacing P(y|x, ν) by P(y|x, d)
where d is a discrete random variable indicating which bracket v belongs to, MT's approach treats the observability of data as a separate issue of modeling and data generating process.
Although the observed bounds are less informative than ν, they still provide (partial) identification power for the object of interest. MT characterize the sharp identification region for the model parameters and show that their set estimators are consistent.
1 Following that direction, this paper focuses on the interval data issue in a semiparametric binary response model and provides an effective inference procedure for the partially identified parameters.
The issue of interval data also arises in estimating game theoretic models, where some equilibrium variables (e.g., equilibrium beliefs) are not observed but we could possibly derive their estimable upper/lower bounds from equilibrium conditions and model restrictions. For example, in a 2-by-2 game of incomplete information with correlated types, Wan and Xu (2012) show that each player's equilibrium strategy can be represented as a binary response 1 Magnac and Maurin (2008) discuss the identification of the semiparametric binary response model with interval data when additional instrumental variables are available.
model, in which one of the explanatory variables, the equilibrium belief on the rival's choice, is unknown to researchers and bounded by some nonparametrically estimable functions.
In this paper, we extend MT's MMS method by introducing density weights to the objective function for their MMS estimation. The weighting does not change the identification region of parameters of interest, but allows us to obtain a sample objective function in a U -process form. We further extend Kim and Pollard (1990) 's results on the asymptotic properties for maximum score point estimator to our setting and establish a set of conditions under which our density-weighted MMS estimator is nearly cube-root-n consistent.
Moreover, we follow Chernozhukov, Hong, and Tamer (2007) and construct confidence regions for the partially identified set as level sets of the sample objective function. Abrevaya and Huang (2005) show that the bootstrap for the asymptotic distribution of maximum score estimator is inconsistent. Their intuition carries through to our density-weighted MMS estimator in the partial identification scenario. Therefore, we propose to estimate the critical values by subsampling. Applying the results in Nolan and Pollard (1987, 1988) , we show that the inferential statistic converges in distribution to a non-degenerate random variable, which ensures the validity of the subsampling procedure. In Section 4, we conduct Monte
Carlo simulations under several choices of subsample sizes. The finite sample performance provide support to our inference procedure.
The key in our sample objective function is that it effectively controls the errors induced by the first stage nonparametric estimation in indicator functions. As in MT, our sample objective function also contains the term 1{E(y|x, ν 0 , ν 1 ) ≥ 1 − α} for some α ∈ (0, 1), which demands a nonparametric plug-in estimator of the conditional expectation inside the indicator function. By choosing bandwidths and kernels properly, we show that first stage estimation errors are asymptotically negligible and will not distort the asymptotic behavior of the second stage estimator.
Our method is also related to the literature of using U -process theory to derive asymptotic properties of estimators, e.g. Sherman (1994b) establishes the asymptotic properties of the U -processes in the analysis of a generalized semiparametric regression model, which includes Ichimura (1993) and Klein and Spady (1993) as leading examples. The binary response model that we consider in this paper is different from Sherman (1994b) in two aspects. First, the parameters of interest are not point identified. Second, as a trade-off of the robustness from the conditional median assumption, our density-weighted MMS estimator has an "irregular" convergence rate which is slower than root-n. We do, however, discuss the extension of the density-weighting idea to a regular case -the parametric regression model with interval data. We propose a density-weighted modified minimum distance (MMD) method in a similar way to consistently estimate the identified set at a nearly parametric rate.
A line of literature on cube-root-n asymptotics has been developed for a variety of "irregular" estimators (see, e.g., Abrevaya, 2000) . For the semiparametric binary response models, traditional maximum score type estimators have been reviewed, e.g. in Kim and Pollard (1990) and Horowitz (1998) . The unusual cube-root-n convergence comes from the fact that maximum score sample criterion function is essentially a step function of parameters, which is "irregular" in the sense that it does not allow for a quadratic expansion. 2 Similar intuition carries through to the asymptotic analysis in our setting where the parameters of interest are partially identified: we show that the irregular set estimator converges to the identification region at a rate slightly slower than cube-root-n. 3 Blevins (2012) also studies the asymptotic problems of irregular set estimators, which is related to the present paper, but has a different focus.
The rest of the paper is organized as follows. Section 2 reviews the semiparametric response model with interval data and the MMS estimator proposed by MT. In Section 3, we introduce the density-weighed MMS estimator and provide the conditions for valid 2 Under additional smoothness assumptions on the error term's density, Horowitz (1992) propose a smoothed MSE, which has a limiting normal distribution and a rate of convergence that is at least n −2/5 and can be arbitrarily close to n −1/2 . 3 On the other hand, a smoothed sample criterion function does not necessarily guarantee the corresponding estimator will converge at a parametric rate: in a simple setting of binary response models with a special regressor, Khan and Tamer (2010) show that the identification-at-infinity of parameters could also result in a convergence rate slower than the parametric rate. Chen, Khan, and Tang (2013) extend such a result.
inference. Section 4 reports Monte Carlo experiment results. We discuss some possible extensions in Section 5 and conclude the paper is Section 6.
SEMIPARAMETRIC BINARY RESPONSE MODEL WITH INTERVAL DATA
Consider the following semiparametric binary response model studied in MT,
The following assumption is made in MT, and throughout the present paper as well.
Assumption 2.1. Let Semiparametric Binary Regression (SBR) assumptions hold.
Assumption SBR-1 is the α-quantile-independence condition suggested by Manski (1975 Manski ( , 1985 ; SBR-2 asserts that observation of [ν 0 , ν 1 ] would not provide additional information for the distribution of if we know ν and x. SRB-2 holds if the bracket for each ν is generated at random, i.e., given x and ν, which bracket (with ν 0 ≤ ν ≤ ν 1 ) to be reported has to be independent with (see Aucejo, Bugni, and Hotz, 2013) . In practice, if the set of brackets are predetermined for reporting ν and forms a partition on the real line, then the conditional distribution of ν 0 and ν 1 given ν is degenerate and SBR-2 holds trivially.
Assumption SBR-3 is strong but could be substituted with weaker model restrictions that identify the sign of δ. In addition, positive δ constitutes a normalization.
As pointed out by MT, the threshold-crossing condition is invariant to the scale of the parameters. Hence, we set δ = 1 throughout as a scale normalization. Further, MT characterize the sharp identification region of β by
where
MT propose a consistent set estimator for B * : the modified maximum score (MMS) esti-
and sgn(·) be the conventional sign function.
4
Assumption 2.2.
Assumption 2.2 requires that there is no mass point at the 1 − α quantile of the distribution of P(z). This assumption excludes the identification power from those values of z's with zero scores, such that for identification of β, the maximum score type criterion function can exploit all the information provided by variations in z. The same assumption has also been made in MT.
Under Assumption 2.1, MT show that every b ∈ B * maximizes the following population criterion function,
If, in addition, Assumption 2.2 holds, then none of b ∈ B * maximizes the above criterion function.
To estimate B * , MT propose a modified maximum score (MMS) set estimator
where γ n ↓ 0 a.s. at a specific rate and the sample criterion function is given by
4 We adopt the convention sgn(0) = −1.
and P n is a nonparamteric estimator of P. In particular, if ν 0 = ν = ν 1 , then the MMS estimator becomes the classical maximum score estimator.
Assumption 2.3. B is compact. For any b ∈ B, xb + ν has a bounded probability density function with respect to the Lebesgue measure.
Assumption 2.5. P n (z) a.s.
−→ P(z), for a.e. z.
Under Assumptions 2.1 to 2.5, MT show that their MMS set estimator is consistent.
Later, we will substitute Assumption 2.5 with primitive conditions on kernel functions and bandwidths, under which we will show that our density-weighted MMS estimator is nearly cube-root-n consistent.
DENSITY-WEIGHTED MAXIMUM SCORE METHOD
We now introduce a density-weighted objective function, which is also maximized at the identification region B * . We then define a set estimator B f n in a U -process form as a level set of the sample criterion function. Further, we show that our estimator converges to B * at a rate slightly slower than n 1/3 and propose an inference procedure for both β and B * .
For notational simplicity and without loss of generality, we assume that z is continuously distributed and f (·) is the pdf, even though in empirical work discrete covariates are prevalent. Kernel estimation with discrete regressors can be accommodated.
5 Thus, we define the "density-weighted" population objective function as
5 In practice, if z contains a discrete variable that is ordered and takes many values, we can treat it as a continuous variable or apply smoothing method to it without splitting the sample. See e.g. Racine and Li (2004) . We thank a referee for pointing out this.
The objective function L(b, λ) is weighted by density f as opposed to S(b, λ), where the weights are always positive constants. As stated in Lemma 3.1, the set-maximizer of L(·, λ)
is still B * .
Lemma 3.1. Suppose that Assumptions 2.1 and 2.2 holds. Let B * be the set defined by
The proof is similar to that of MT's Lemma 1, and therefore omitted here. While any weighting function w, strictly positive on the support of z, provides the same identification region as B * , here we choose w = f . The "density-weighted" idea can also be found in Powell, Stock, and Stoker (1989) and it permits applying the U -process theory for asymptotic analysis.
Let P n and f n be kernel-based nonparametric estimators, defined by
in which K(·) and h ∈ R + are kernel function and bandwidth, respectively, and
which can also be represented as a second order U -process, i.e.
By the U -process representation of our sample criterion function, λ n is essentially a nonparametric plug-in estimator of the first stage. Note that here we choose the same kernel and bandwidth for both λ n and g * n in equation (6), which is not necessary in a more general analysis. Similar to MT, our second-stage set estimator is defined by
for some deterministic sequence γ n ↓ 0. Before exploring our set estimator in more detail, we make several assumptions for asymptotic analysis.
Assumption 3.1. P and f are twice continuously differentiable at all values of z in the support.
Assumption 3.2. h is a deterministic sequence satisfying nh p → ∞ and h → 0 as n → ∞.
Assumptions 3.1 to 3.3 are standard in the nonparametric estimation literature (see, e.g. Pagan and Ullah, 1999) . Further, Assumption 3.1 implies that f is bounded above.
For any generic value of a ∈ R d and any subset A ⊆ B, let ρ (a, A) = inf b∈A a − b , where · is the usual Euclidean norm. Theorem 1 below establishes the consistency of our set estimator, the proof of which is similar to that for Proposition 3 in MT.
Theorem 1. Let Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then sup b∈B
Proof. See Appendix A.1. Chernozhukov, Hong, and Tamer (2007) . The conditions in Theorem 1 require us to specify a sequence γ n converging to zero at a proper rate. In Sections 3.1 and 3.2, we will derive a uniform convergence rate for
additional conditions, which provides a guidance for choosing γ n such that the resulting level set is a consistent estimator for B * .
3.1. Convergence rate. In this section we derive the convergence rate for the densityweighted MMS estimator using the standard U -process theory.
We define a U -process sample criterion function by
. Equivalently, our set estimator is a level set of the U -process sample criterion function,
, which depends on sample size n implicitly through bandwidth h.
To derive the convergence rate for our set estimator, the key step is to establish the uniform
, which can be decomposed as
The first term of the right hand side of equation (7) is a demeaned U -process. By extending Kim and Pollard (1990) , Proposition 3.1 below provides an upper bound for the norm of this term. The second term on the right hand side of equation (7) is related to the asymptotic orthogonality condition in two-step semiparametric estimation. 6 In Proposition 3.2, we
show that this term is asymptotically negligible (of the order o p (n −2/3 )), which exploits the fact that the plug-in estimator λ n does not introduce much error to the sample criterion function unless the term [P(
Sherman (1994b) studies the asymptotic properties of a generalized semiparametric regression estimator using a type of U -process structure. The problem that we are looking at is different from that of Sherman's in the sense that our sample objective function is nonsmooth and does not allow for a quadratic Taylor expansion. As a result, the convergence rate of our density-weighted MMS estimator is slower than the √ n-rate in Sherman (1994b).
Proposition 3.1. Let Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then for any > 0, there exists a sequence of random variables {M n } of order O p (1), which does not depend on B * , such that
Proof. See Appendix A.2.
Note that Proposition 3.1 is not directly applicable to derive the convergence rate as it is stated under unknown function λ. To ensure the error introduced by the first stage estimation of λ is negligible, we strengthen Assumptions 3.1 to 3.3 as follows.
Assumption 3.4. The kernel K satisfies all the conditions in Assumption 3.3 and for some
Let f |(x,ν) be the conditional density of given (x, ν), similarly for f ν|z .
Assumption 3.5.
(1) f is everywhere R-continuously differentiable with bounded R-th partial derivatives. (2) f |(x,ν) is (R − 1)-continuously differentiable with respect to ν and has a bounded (R − 1)-th partial derivatives in a neighbourhood of x β + ν for all (x, ν) . f ν|z is everywhere R-continuously differentiable with respect to (x, ν 0 , ν 1 ) and has a bounded R-th partial derivative.
Assumption 3.5 imposes smoothness conditions for f |(x,ν) , f ν|z and the marginal density f of z. It ensures P(·) and f (·) are everywhere R-continuously differentiable with bounded R-th partial derivatives.
Assumption 3.6. h is a deterministic sequence satisfying n Assumption 3.6 requires that the high order kernel we use should satisfy R > p, a similar condition is also assumed in Powell, Stock, and Stoker (1989) . Note that if we choose the optimal rate for bandwidth, i.e., h ∝ n − 1 2R+p , then Assumption 3.6 requires 1/3 < R/(2R + p). It should also be noted that Assumptions 2.4 and 3.4 to 3.6 guarantee
Assumption 3.7. There exists a neighborhood around zero, denoted as N δ , and a constant
and µ is the Lebesgue measure.
By definition ξ is random variable. Assumption 3.7 is a technical condition that ensures that ξ is smoothly distributed in a small neighborhood of zero. It plays a similar role as Assumption 2.2.
Proposition 3.2. Let Assumptions 2.1 to 2.4 and 3.4 to 3.7 hold. Then,
Proof. See Appendix A.3.
Proposition 3.2 is crucial because it allows us to focus on the infeasible sample analog
Assumption 3.8. Let ∂B * denote the boundary of the identified set B * and β is in the interior of B * . Then
Assumption 3.8 is a partial identification condition. The primitive conditions can be derived using the method of derivatives as surface integrals (see Loomis and Sternberg, 1968) . In particular, it holds when the structural error is independent of z, has a continuous density and the angular component of z also has a continuous density. In the point identification case, Assumption 3.8 is equivalent to the condition that the population objective function has a negative definite second deravtive matrix at β.
Assumption 3.9. n 2/3 γ n → ∞ and γ n → 0.
Under Assumption 3.9, we can choose γ n → 0 at a rate slightly slower than n −2/3 .
One possible choice is the iterated logrithm: γ n = n −2/3 √ 2 ln ln n. Note that the statement in the second part of Theorem 1 imposes a restriction on the choice of γ n ,
→ 0 for some fixed δ > 0. By Propositions 3.1 and 3.2 and Assumption 3.8, it can be verified that γ n = n −2/3 √ 2 ln ln n satisfies the requirement.
For any two generic sets A and B, let ρ H (A, B) be the Hausdorff distance between them,
Theorem 2. Suppose Assumptions 2.1 to 2.4 and 3.4 to 3.9 are satisfied, then the Hausdorff
Proof. See Appendix A.4.
Assumptions 3.4 and 3.6 specify conditions on the bandwidth and kernel function for the first stage estimation. In Section 4, we examine the finite sample performance of our estimator under difference choices of bandwidth and kernel functions by simulations.
3.2. Inference. We now construct confidence regions for B * . Our method follows the subsampling procedure proposed by Chernozhukov, Hong, and Tamer (2007) , which is also used in Blevins (2012) . To give a heuristic argument, let 1 − α ∈ (0, 1) be the confidence level and C α be a positive constant to be specified. Define a level set
and a random variable
Further, in Lemma B.13 it has been shown that C n converges in distribution to a random variable C. Suppose that C is continuous at its 1 − α quantile C α . Then
where in the second step we replace λ n with λ in the sample analog and use Proposition 3.2.
This gives a confidence region for B * with asymptotic coverage probability 1 − α. The critical value C α can be estimated by following subsampling procedure. Algorithm 1 (Subsampling). Our subsampling procedure consists the following steps.
(1) Obtain a consistent estimate B f n using the whole sample.
(2) Choose a subsample of size m such that m → ∞ and m/n → 0. Let T n = ( n m ) be the number of subsamples.
where U m,j is the sample criterion function and λ m , j is the nonparametric estimates of the j-th subsample, respectively.
(5) Calculate the confidence set of B * at (1 − α) × 100% level aŝ
Theorem 3. Suppose that Assumptions 2.1 to 2.4 and 3.4 to 3.10 hold. Then
Proof. See Appendix A.5.
The proof to Theorem 3 follows Chernozhukov, Hong, and Tamer (2007, Theorem 3. 3).
In particular, Lemmas B.13 and B.14 play similar roles as their conditions C.4 and C5, respectively.
EXPERIMENTS
This section presents some simulation results on the finite sample performance of the density-weighted MMS estimator and the proposed subsampling inference procedure. We consider the following binary response model, shown in Lemma 3.1. As κ increase, the maximum value region of the functions become shorter, reflecting the fact that the identification power of the interval becomes stronger. Table 1 reports the estimation results for β 2 under different combinations of sample sizes and choices of slackness parameter γ n . In particular, we consider γ n = cQ * n −2/3 √ 2 ln ln n, where c ∈ {0.1, 0.5, 1.0}, Q * = sup b∈B U n (b, λ n ). We include Q * in the expression of γ n only for the purpose of normalization. We choose κ ∈ {1, 10}, representing two levels of informativeness of the interval. The set estimators are computed by a grid search with grid length equals to 0.001. under different choices of bandwidths and kernel functions. In particular, we consider h = c h n −1/10 and investigate how the finite sample performance of the left boundary estimator changes as we change c h . We also conduct simulations for other choices of rate which satisfy Assumption 3.6, all results are qualitatively similar and therefore omitted. In addition to the fourth order Gaussian kernel we used to obtain Table 1 , we also consider fourth order Epanechnikov, biweight and triweight kernels (see Hansen, 2005 , for detailed functional forms). The simulations is conducted with κ = 1, n = 1600 and c = 0.1.
Note first the magnitude of the RMSE and its shape as a function of bandwidth are similar across different kernel functions, especially among Epanechnikov, biweight and triweight (1) Slackness parameter γ n = cn −2/3 √ 2 ln ln n sup b∈B U n (b, λ n ), c ∈ {0.1, 0.5, 1.0} (2) Results are based on 2000 replications. kernels. We can also observe the trade-off between the bias and variance. For each choice of kernel function, there is a wide range choices of bandwidth under which the RMSE of the second stage estimator varies very little.
Next we examine the finite sample performance of the proposed inference procedure. √ 2 ln ln n. We approximate the critical values using 4000 subsamples.
For the j-th subsample, j = 1, · · · , 4000, we draw m observations without replacement and compute the statisticˆ j,m,n based on Equation (9). The critical value C α is computed as the 100(1 − α)% empirical quantile of {ˆ j,m,n } 4000 j=1 , with α = 0.01, 0.05, and 0.1 respectively. Lastly, the confidence region for B * 2 is then chosen as
All coverage frequencies are calculated based on 2000 replications.
To the best of our knowledge, there are no generic rules of choosing subsample size m.
We report results for different choices as a robustness check. Figure 3 plots Supsample Size n = 6400 1 FIGURE 3. Coverage probabilities under combinations of (n, m).
subsample sizes, the coverage frequencies are close the targeted levels. For a given sample size, the coverage frequencies decrease with the subsample size. This is not surprising.
When m is large, the sequence {ˆ j,m,n } j in equation (9) tends to take smaller values (giving everything else equal), so does its empirical quantiles and C α . As a result, computed confidence sets are smaller. Based on the numerical results in Figure 3 , the choice of m ≈ 10n 0.45 seems to produce the best overall performance for this data generating process. 
Following Kim and Pollard (1990) , n 1/3 (β n − β) converges in distribution to the random vector that maximizes a Gaussian process with continuous sample paths. On the other hand, our density-weighted MMS estimator becomes
Under Assumptions 3.4 and 3.6, it can be shown that n 1/3 (β f n − β) converges in distribution to the random vector that maximizes the same Gaussian process. Thus β f n and β n have the same limiting distribution. Above discussion suggests that we should not expect efficiency gains by just using the U -process sample analog.
In the general non-degenerate case, another concern on the asymptotics is the the first stage estimation errors introduced by the plug-in estimator λ n . Proposition 3.2 shows that the errors are asymptotically negligible in our approach, which might not be the same case for the MMS estimator.
5.2. Density Weighted Modified Minimum-distance Estimator. In this subsection, we briefly describe an extension of our approach to the problem of inference on parametric regression models with interval data, i.e.
E(y|x, ν) = g(x, ν; θ)
in which g is a known function, θ ∈ Θ ⊂ R p is the (finite dimensional) parameter of interest, and ν ∈ R is the latent regressor with observed bounds (ν 0 , ν 1 ), i.e. ν 0 ≤ ν ≤ ν 1 .
Further, MT assume that E(y|x, ν, ν 0 , ν 1 ) = E(y|x, ν) and g is weakly monotone in ν for each x ∈ R d and θ ∈ Θ.
From above model restrictions, MT characterize the sharp identification region for the model parameter θ using moment inequalities: let Θ I be a collection of c ∈ Θ satisfying the following conditions g(x, ν 0 ; c) ≤ E(y|x, ν 0 , ν 1 ) ≤ g(x, ν 1 ; c), a.s.
MT further employ a minimum-distance type objective function for which Θ I is a set-valued maximizer, the sample analog of which then leads to MT's modified minimum-distance (MMD) estimator. MMD is shown to be consistent under weak conditions. Similarly, we can introduce density-weights to MT's objective function, for which we can establish asymptotic properties for the induced set estimator and provide an asymptotically valid inference procedure for the identified region in a similar way.
Let z = (x , ν 0 , ν 1 ) and z is continuously distributed with a probability density function
Then our density-weighted MMD objective function is defined as follows
Therefore, we define our sample objective function
whereλ is the nonparametric estimator of λ:
Similarly to Proposition 3.2, it could be shown that Q n (c,λ) behaves asymptotically equivalent to the following infeasible sample criteria function
which indeed could also be written as a U -process (after all cross-product terms have been left out).
Our set estimator Θ f I is defined as the set of parameter values which nearly minimize Q n (·,λ),
By choosing the deterministic sequence γ n proportional to, e.g. n −1 √ 2 ln ln n and under a similar set of conditions, it could be shown that ρ
√ 2 ln ln n). We can also conduct inference on the identified set by taking appropriate level sets of Q n , with the critical values chosen based on a similar subsampling procedure as in Section 3.2.
CONCLUSION
This paper studies the semiparametric binary response model with interval data investigated by Manski and Tamer (2002) . We propose a density-weighted modified maximum score estimator and derive its asymptotic properties. Further, we propose to construct confidence sets for the identification region by subsampling. We also investigate the finite sample performance of the proposed estimator and inference procedure using Monte Carlo experiments.
Regarding potential empirical applications, here we suggest several possibilities for future studies. First, one can apply our method to conduct inferences on the wealth effect on smoking using Health and Retirement Study (HRS) data where wealth is reported by intervals, as in Manski and Tamer (2002) . In particular, our approach provides a confidence interval for the wealth parameter. A second possible fruitful area to apply our method is the empirical game. 
it is equivalent to show that for any given η > 0, B f n ⊆ B * η with probability approaching to one (w.p.a.1.), for which it suffices to show that inf b∈B
. By Lemmas B.1 and B.2,
Thus the result follows immediately. Now we show the second part of Theorem 1. Suppose that
where (e) is by the facts that Proof. Note that the point identification does not play a particular role in the proof of Kim and Pollard (1990, Lemma 4.1) . We replace θ 0 in their proof with our identified set B * (therefore A(n, j) = b : (j − 1)n −1/3 ≤ ρ(b, B * ) ≤ jn −1/3 ) and using the fact that U(b, λ) = U n (b, λ) = 0 for all b ∈ B * (by the definitions of B * , U n and U). Note also that the function class has an integrable envelope function (because of indicator functions). Lemma B.5 verifies the maximal inequality for the U -process objective function.
To apply Kim and Pollard (1990, Lemma 4.1) , it remains to verify that when n is large, E[G 2 ] ≤ CR g , where R g is the constant defined in Equation (11) and C is any finite positive constant. Recall
.
whereḡ n1 andḡ n2 have their own point-wise upper bounds (with respect to index b), respectively. In
and for theḡ n2 part, letθ(
It is then sufficient to verify that E[G (Kim and Pollard, 1990, Example 6.4 
), this is true for
as a R 2p dimensional random vector, and following the the same argument in (Kim and Pollard, 1990 , Example 6.4), the right hand side integral is bounded by the order b − β + hb − hβ , and therefore bounded by CR g /2 when n is large.
A.3. Proof of Proposition 3.2.
Moreover, for r satisfying Assumption 3.6, define
The conclusion follows from Lemmas B.8 and B.10.
A.4. Proof of Theorem 2. First, by Theorem 1, B f n ⊆ B * δ w.p.a.1. for any δ > 0, hence it is sufficient to consider a small neighborhood of B * .
Part I. By Proposition 3.1, for any > 0, there exists M n of order O p (1) such that
Let 1 , 2 and δ > 0 be defined in Lemma B.11 and = 2 2 > 0. Then for all b ∈ B * δ and n sufficiently large,
By Assumptions 3.6 and 3.9, we have ρ(b,
→ 0, the latter of which is given by Proposition 3.2. For the first statement,
Applying Proposition 3.2 to both sides, it follows that sup b∈B
Combine Part I and II, we can conclude that
A.5. Proof of Theorem 3. The argument follows the proof of Chernozhukov, Hong, and Tamer (2007, Theorem 3.3) and Blevins (2012, Theorem 4) . Let η n = √ γ n = n −1/3 (2 ln ln n) 1/4 . Let B * η n be the η n expansion of B * . Under the rate condition of m,
by construction, and
Step (a) holds due to the fact that L is an U -statistic of order m and takes value from unit interval; (b) holds by Lemma B.14; (c) holds by Assumption 3.10 and Lemma B.13. By similar
APPENDIX B. PRELIMINARY LEMMAS
We begin with some preliminary lemmas. Lemmas B.1 and B.2 will be used to show the consistency of our estimator; Lemmas B.3 to B.12 are primarily for convergence rate; Lemmas B.13 and B.14 are for the validity of inference.
for all b and z. Note that under Assumptions 2.4 and 3.1 to 3.3, it is standard in the nonparametric estimation literature
where L r refers to the convergence in the r-th mean.
Lemma B.1. Suppose that Assumptions 2.4 and 3.1 to 3.3 hold, then
where the last step comes from the fact that ξ n (z)
Lemma B.2. Suppose that Assumptions 2.4 and 3.1 to 3.3 hold, then
Note that the RHS does not depend on b, then
Thus, it suffices to show for any z ∈ Z , there is
Given λ, and a constant R g > 0, for each n, define a class of functions mapping from Z to R indexed by b ∈ B, where Z is the suppport of z:
Let G be its envelop function. Recall that
Under Assumptions 3.1 and 3.3,ḡ n (z i , b, λ) is the sum of a continuous function and indicator functions of finite dimensional parameter b and hence belongs to VC-class (Kosorok, 2008, Lemmas 9 .6, 9.9 and 9.12).
To simplify the notation, we writeḡ
Our proofs of Lemmas B.3 to B.5 is modified from the proof in Sherman (1994a).
Lemma B.3. Suppose that Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then for some finite constant
Proof. Since function class G n is a VC class, by maximal inequality 3.1 in Kim and Pollard (1990) , it follows that there exists some universal constant J such that
0 for all b. Define the degenerate classG n = {g ij : b ∈ B}. Then in Nolan and Pollard (1987) 's terminology, the process 1 n(n−1) ∑ 1≤j<i≤ngij (·) is P-degenerate. Sinceg ij is a sum of functions of V-C class, by Kosorok (2008, Lemmas 9.6, 9.9 ),G n is V-C class as well.
Lemma B.4. Suppose that Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then for some finite constant
Proof. Since
It follows that the classG n has an envelop function G n ≡ |K(
under Assumptions 3.1 and 3.3. Then by Theorem 6 of Nolan and Pollard (1987) , there exists a finite universal constant J > 0
The constant J is finite becauseG n is V-C class and Nolan and Pollard (1987, Lemma 16 ).
Lemma B.5. Suppose that Assumptions 2.1 to 2.4 and 3.1 to 3.3 hold. Then for some finite constant J and large n,
Proof. Note that
The last term on the right hand side is negligible by Lemma B.4 and Assumption 3.2. The conclusion then follows from Lemma B.3.
Lemma B.6 (Bernstein's tail inequality). Let X 1 , · · · , X n be independent real-valued random variables with zero mean, such that ∀ i,
VarX i and S n = ∑ n i=1 X i . We obtain for any > 0,
Proof. See Van der Vaart and Wellner (1996, lemma 2.2.9).
Lemma B.7. Suppose that Assumptions 2.1 to 2.4 and 3.4 to 3.6 hold, then for any q > 0
Proof. By Dominance Convergence theorem, it suffices to show n q P |ξ n (z)
Thus, by Bernstein's tail inequality (Lemma B.6),
by Assumptions 3.4 and 3.7. Further, under Assumption 3.6, for sufficient large n there is 0.
. It should also be noted that
Since R p f (z + th)dz → f (z), then for sufficient large n, there is
for some constant C > 0. Hence, we have
Again, for sufficient large n, there is Thus for n sufficiently large,
Therefore, for any q > 0
For r satisfying Assumption 3.6, define
Lemma B.8. Let Assumptions 2.1 to 2.4 and 3.4 to 3.6 hold, then
Proof. Because of Assumption 3.4, there is |ξ n (z i )| ≤ K/h p a.s.. Also note that λ n (z i ) = 1 {ξ n (z i ) > 0} and λ(z i ) = 1 {ξ(z i ) > 0}, then
Thus, the conclusion holds by Lemma B.7.
Lemma B.9. Let Assumptions 2.1 to 2.4 and 3.4 to 3.7 hold, then E1 |ξ n (z 1 )| ≤ n Proof. Note that
where the last equality follows from Lemma B.9.
Lemma B.11. Let Assumptions 2.1 to 2.4, 3.4 to 3.6 and 3.8 hold, then there exists 1 , 2 ∈ R + , such that for some δ > 0, U(b, λ) ≤ 1 h R ρ(b, B * ) − 2 ρ 2 (b, B * ), when b ∈ B * δ and n sufficiently large.
Proof. Let b in the δ-neighborhood of B * and b ∈ B * . Note that
For each b ∈ B, let b * ∈ B * , which depends on b, such that b * − b = ρ(b, B * ). Thus U(b, λ) = Γ n (b) − Γ n (b * ). By Taylor expansion
where b η = ηb * + (1 − η)b for some η ∈ (0, 1).
To obtain the derivative ∇ b Γ n (b * ), we first look at the derivative of Γ n (b) − E {ξ(z)ϑ(z 1 , b, λ)}.
Let ζ n (z) = ξ(z + uh)K(u)du − ξ(z). Then
Note that
where f xb * +ν 1 denotes the density function of xb * + ν 1 Because E ζ n (z)1(ξ > 0)|x, ν 1 ≤ C 1 h R for some constant C 1 > 0 and f xb * +ν 1 is also bounded above (because f is bounded above), it follows that ∇ b E {ζ n (z 1 ) × ϑ(z 1 , b * , λ)} ≤ 1 h R for some constant 1 > 0 that does not depend on the Lemma B.14. Let Assumptions 2.1 to 2.4 and 3.4 to 3.9 be satisfied. LetB n be a sequence of subset such that ρ H (B n , B * ) = o p (n −1/3 ), then n 2/3 inf b∈B * U n (b, λ n ) − n 2/3 inf b∈B n U n (b, λ n ) = o p (1).
Proof. By Proposition 3.2, and the fact that U n (b, λ) = 0 for all b ∈ B * , it is sufficient to show that inf b∈B n U n (b, λ) = o p (n −2/3 ).
DefineÃ(n, j) = b : (j − 1)c n n −1/3 ≤ ρ(b, B * ) ≤ jc n n −1/3 for some c n ↓ 0. ThenB n ⊆ ∪ ∞ j=1Ã j,j . We apply the same argument as in the proof of Kim and Pollard (1990, lemma 4 .1) with A(n, j) in the place of A(n, j). Notice that c n ↓ 0, it follows that there existsM n = o p (1) such that
n , for all b ∈B n .
By Lemma B.11, sup b∈B n U (b, λ) = o p (n −2/3 ), then it follows that inf b∈B n U(b, λ) = o p (n −2/3 ).
