We estimate nonlinear impulse responses of stock indices by asset class by the Local Projection method as suggested by Jorda (2005) to compute impulse responses. The method estimates impulse responses without the specification and estimation of the underlying multivariate dynamic system unlike the usual way of vector autoregression(VAR). It estimates Local Projections at each period of interest rather than extrapolating into increasingly distant horizons with the advantages of easy estimation and non-linear flexible specification.
Introduction
Vector autoregression(VAR) proposed by Sims (1980) is a statistical model used to capture linear interdependencies among multiple time series and has been widely used in economic analysis. However, there is a limit of the impulse responses from VARs in that they cannot reflect the nonlinear features of impulse responses. In a VAR setting, the impulse response of a variable caused by a certain shock is simply calculated as twice that of the original response (when the shock is assumed to be double). VARs cannot capture possible nonlinear effects due to the linearity of their impulse responses even if we believe there should be more (or less) effect when the shock is increased or decreased. There have been many research efforts to overcome the linearity of impulse responses of VARs such as the analysis of the impact of oil prices on macroeconomic variables. Mork (1989) and Hamilton (2000) showed that the impact of oil prices on GDP was asymmetric where rising oil prices lead to a slowdown in the economy while the effect of dropping oil prices was not statistically significant. Mork et al. (1994) argued that the asymmetric effect of oil price changes appeared in most OECD countries. Lee et al. (1995) proved that there existed asymmetric correlations between oil prices and business activities. Cunado and Gracia (2005) showed that the impact of rising oil prices on CPI was larger than that of falling oil prices. Besides the above research about the asymmetry of the effect of oil prices, there have been studies about the nonlinearity of the effects of oil prices on macroeconomic variables. Hamilton (1983 Hamilton ( , 2009 ) argued that oil shocks were responsible for recessions; however, not all changes in the price of oil have the same effect on the economy. For example, an oil price increases that simply reverses previous price decreases are unlikely to have a significant effect. He asserted that we might regard rising oil prices as an oil shock only if the prevailing price of oil is higher than it has been over the past three years. This argument implies that the impact of oil prices higher than the level would be enhanced, which can be interpreted as nonlinear effects. Jorda (2005) introduced the Local Projection method to compute impulse responses without the specification and estimation of the underlying multivariate dynamic system. Unlike VARs, the method estimates Local Projections at each period of interest rather than extrapolating into increasingly distant horizons. With the advantages such as easy estimation in the context of regression techniques, robustness to misspecification, and easy accommodation of highly non-linear and flexible specification, the method can be regarded as a good alternative to estimate impulse responses compared with VARs. Kim and Yoon (2009) applied the Flexible Local Projection method to oil prices and showed the nonlinearity and asymmetry of impulse responses. This motivates us to apply the Local Projection method to fluctuating data such as stock indices than oil prices to see whether the method could capture nonlinearity. This paper is organized as follows. In Section 2, a brief sketch of the Local Projection method and the rationale for the usefulness of the method are presented, followed by a simulation study and real data analysis. Section 3, conclude with a summary of the results. Zellner and Franz (1974) , Cooley and Dwyer (1998), and Jorda (2005) argue that data generating process(DGP) does not necessarily follow the VAR process. If the real DGP does not follow the VAR process, the ordinary generating of impulse response cannot be estimated correctly due to specification errors. Jorda (2005) proposed a Local Projection method to solve the problem. The Local Projection method is a set of h regression equations that does not need the assumption of DGP as VAR(p). Jorda (2005) considers projecting y t+s onto the linear space generated by (y t−1 , y t−2 , . . .)
Local Projection Method
′ as follows;
y t+s is a n × 1 vector; α s is a constant vector; B s i is a coefficient matrix where i and s denote a time lag and time span respectively; and ut is a n × 1 vector of the error term.
Note that the impulse response function from usual VARs can be represented as the difference between two forecasts due to Hamilton (1994) :
where Xt = (y t−1 , y t−2 , . . .) ′ ; vt is the n × 1 vector of reduced-form disturbances; and di is the vector that represents the shock of the i th element in y t . Therefore, the impulse response function of the local linear projection (2.1) is
There are several restrictions of impulse responses of linear models such as VARs. The impulse responses from VARs assume properties such as symmetry, shape invariance, history independence, and multidimensionality that forms a complicated calculation of standard errors. Multidimensionality can be solved with the local linear projection (2.1); however, the other restrictions cannot be handled because of the linearity of the model. To dispense with the restrictions, Jorda proposed alternatives based on Local Projections. Suppose there is a nonlinear time series process yt that can be expressed as a generic function of past values of a white noise process vt in the form
If it can be approximated by a Taylor series expansion around 0 = (0, 0, . . .), then the closest equivalent to the Wold representation in nonlinear time series is the Volterra series expansion as Priestley (1988) pointed out. The expansion is represented as follows:
which is a polynomial extension of the Wold decomposition with the constant omitted for simplicity. If we extend the Local Projection with polynomial terms on y t−1 , we can obtain the following equations. Note that cross-product terms are omitted for parsimony.
. . , h).
As a result, the impulse response at time s becomes,
and B 0 1 = I, Q 0 1 = 0n, and C 0 1 = 0n with normalizations where 0n denotes an n × 1 zero vector. The nonlinearity can be easily implemented due to the second and third order terms in the impulse response function. The method is called flexible Local Projections. The estimates are also easily calculated by least squares, equation by equation. It is clear that the impulse response function will vary according to the sign and with the size of the experimental shock defined by di. Therefore, it dispenses with the restrictions of the symmetry and shape invariance. The restriction of history independence can be solved since the impulse response depends on the local history y t−1 at which it is evaluated. Jorda argued that impulse responses comparable to local-linear or VARbased impulse responses can be achieved by evaluation at the sample mean, y t−1 =ȳ t−1 . The 95% confidence interval for the cubic approximation (2.6) can be easily calculated. Defining the scaling λ ≡ (di, 2y t−1 di, 3y stock universe is ordered by market capitalization to tell large and small classes. Each stock in the classes is also ordered by the book-to-market ratio to distinguish the value ones and growth ones. Finally, whole stocks are divided into large market capitalization(large cap) growth stocks(Index 1), large cap value stocks(Index 2), small cap growth stocks(Index 3), and small cap value stocks(Index 4). Figure 3 .1 shows that those four classes do not move independently and it seems that there is some correlation between them. Shocks to the stock market a directly influence a certain stock class as well as others according to the correlation between the classes. Note that every Index in the model is in the form of year-on-year growth rate. The impulse responses of each Index by a minus shock to Index 1 are also considered. Similar to the previous case, the magnitude of the shock is increased to 4 times the original shock. The nonlinearity of the impulse responses is shown in this case. The asymmetry of impulse responses is also discovered through comparison of the results with the previous case. We can see that a plus 116 −0.204 −0.755 −0.395 −0.036 0.231 4 0.647 0.222 −0.261 0.607 0.148 −0.173 −0.741 −0.348 0.012 0.269 shock to the Index 1 causes a relatively large responses of the other indices at month 2, while a minus shock to the Index 1 brings about the largest impacts on the other indices at month 4. Table 3 .2 shows the impulse responses caused by a minus shock to Index 1. The smallest values of the responses are obtained at month 4 if we set aside month 1. The response of Index 4 at month 1 shows smallest absolute value and it remains close to the smallest ones at month 4, which means small value stocks are relatively robust against a minus shock to large cap stocks unlike the previous case with a plus shock. 
Real Data Example

Conclusion and Future Work
We did the analysis with real data to see how well the nonlinear impulse responses could be captured by the Local Projection method. The nonlinearity of impulse responses is detected well by the Local projection method. Especially, the asymmetry of impulse responses caused by a plus and minus shock to a certain variable is also captured by the method. We can see that value stocks such as Index 2 and Index 4 (no matter if they are large or small) tend to be sensitive to the enlarged shocks to Index 1, while small value stocks are relatively robust against a minus shock to large cap stocks. We may assert that the limitation of VARs could be overcome by this method from the analysis in this paper. However, we should be cautious about the interpretation of the analysis results. Even though we see a relatively large fluctuation and rebounding effects, they tend to be moving within the confidence intervals after month 7 (or later), which means responses still remains not far away from zero after some time. Based on our analysis, we can think about more useful applications of the Local Projection method and a large study for the comparison of the performance with other nonlinear approaches such as LSTAR and threshold VARs. We can also extend the Local Projection algorithm to find a threshold of the impulse responses. There would be significant interest in finding a certain level of shock at which the impulses are enlarged or shrunk abruptly, because of their nonlinear movement. It could be possible by a mixture with any method dealing with nonlinear regression models like regression trees as illustrated in Chang and Kim (2011) .
