Abstract. PCA-SIFT is an extension to SIFT which aims to reduce SIFT's high dimensionality (128 dimensions) by applying PCA to the gradient image patches. However PCA is not a discriminative representation for recognition due to its global feature nature and unsupervised algorithm. In addition, linear methods such as PCA and ICA can fail in the case of non-linearity. In this paper, we propose a new discriminative method called Supervised Kernel ICA (SKICA) that uses a non-linear kernel approach combined with Supervised ICA-based local image descriptors. Our approach blends the advantages of a low dimensionality representation, like PCA-SIFT, with supervised learning based on nonlinear properties of kernels to overcome separability limitations of nonlinear representations for recognition. Using five different test data sets we show that the SKICA descriptors produce better object recognition performance than other related approaches with the same dimensionality. The SKICA-based representation has local sensitivity, non-linear independence and high class separability providing an effective method for local image descriptors.
Introduction
Local image descriptors are widely used in many computer vision applications such as object categorization and recognition [1] and image/video retrieval [2] . Probably one of the most popular and widely utilized local feature descriptors is SIFT [3] . SIFT descriptors have good properties including scale and rotation invariance, robustness against changes in viewpoint and illumination. This makes them an effective descriptor for object recognition applications. However, the SIFT descriptor has relatively high dimensionality (128 dimensions), which limits the performance of matching speed. PCA-SIFT [4] is an extension to SIFT which aims to reduce SIFT's high dimensionality by applying Principal Components Analysis (PCA) and yields a 36-dimensional descriptor. PCA is often used for reducing the dimensionality of an input feature space. PCA does not provide a discriminative representation for matching, however it does provide significant improvements in matching speed due to the dimensionality reduction and in reducing the high frequency noise in the descriptors.
Recently, a method closely related to PCA, Independent Component Analysis (ICA) [5] , has received high attention. ICA can be viewed as a generalization of PCA, since it is concerned not only with second-order dependencies but also with high-order dependencies. PCA makes the data uncorrelated while ICA makes the data as independent as possible. Applications of ICA to feature extraction from images have been a topic of research interest. It is known that most of the ICA basis images extracted from natural images are sparse and similar to localized and oriented edges [6] , which can capture important information for recognition. In addition, using the extracted ICA features for pattern discrimination has been studied for face recognition [7] , texture segmentation [8] , and object recognition [9] [10]. These results indicate the features estimated by ICA are better than the features estimated by PCA with regard to recognition accuracy.
In pattern recognition problems, it is more desirable that extracted pattern features belonging to different classes are mutually separated as much as possible in the feature space. However ICA algorithm is categorized unsupervised learning, class information is not taken into consideration when feature extraction is carried out. Therefore, high separability of extracted features is not always ensured. To overcome this problem, Supervised ICA(SICA) was proposed [11] . The class separability of the SICA features is enhanced by maximizing the Mahalanobis distance between classes. The results suggest that SICA is more efficient than ICA for recognition.
ICA is based on a linear model, so it is inadequate for ICA to describe complex nonlinear variations in pattern recognition due to illumination changes, viewpoint changes and noise. In addition, there are other non-linear factors due to a camera's properties. One approach to solve this problem is kernel-based methods that as they are effective for such non-linearity. Kernel methods allow for the development of a non-linear extension of some linear algorithms, such as PCA and ICA. Recently, Kernel ICA (KICA) [12] was proposed as a nonlinear extension of ICA, which combines the a nonlinear kernel with ICA. KICA can improve the performance of ICA for pattern recognition.
In this paper we propose a supervised Kernel ICA for local image descriptors (SKICA descriptors), which combines nonlinear kernels with SICA. SKICA descriptors accept the input as normalised and gradient patches (the PCA-SIFT descriptor). In natural images, nearby pixels are statistically related and gradients based on edges are important in object recognition. Therefore, the gradient patches is the appropriate input for SKICA descriptors. Our work has two key contributions. First, we propose a novel dimension reduction method for local image descriptors that is a supervised nonlinear method. Second, we show that SKICA descriptors is better than KICA, SICA, ICA and PCA descriptors for object recognition on various sets of natural images.
The paper is organized as follows. Section 2 presents the SKICA Algorithm. Section 3 describes the SKICA-based local image descriptors (SKICA descriptors). Finally, section 4 shows the experimental results and section 5 summaries our conclusion.
Supervised Kernel ICA algorithm

ICA and Supervised ICA
Spatial features in an image reflect that the value of one pixel depends on that of its neighbors. In real images, nearby pixels often have common causes and thus are statistically related. Researchers have analyzed the inter-relations between neighbor pixels to find new types of representations. For example, Bell and Sejnowski [6] applied ICA to input data consisting of image patches from natural images. ICA can be described as follow. First, assume we have a set of training
T , where each vector x i represents an image and the total number of training samples is N . The general model of ICA is:
where
T are the coefficients and each column of A is a basis image a i . The purpose of ICA is to seek mutually independent components s i . The goal of ICA is to find a transformation matrix W ICA , Y = W ICA X, to minimize the statistical dependencies between the coefficients s i . Several methods have been proposed for the W ICA estimation. For example, Bell and Sejnowski developed an elegant learning algorithm based on information maximization. The learning algorithm for W ICA can be summarized as:
where g() is sigmoid function. Before the learning procedure, a preprocessing operation V P CA = D −1/2 E T , whitens the data using PCA as is typical for most ICA learning algorithms. Here, D and E are the eigenvalues matrix and the eigenvectors matrix of the covariance matrix of X, respectively.
Since ICA is an unsupervised learning, the features estimated by ICA are not always useful in recognition. To overcome this problem, Supervised ICA(SICA) based on Linear Discriminant Analysis (LDA) was proposed [11] . The purpose of LDA is to maximize the following objective:
T is the between class scatter matrix and
is the number of samples in class c and C is the number of classes, respectively. In SICA, an additional cost function is defined such that the weighted sum of Mahalanobis distances between two classes is maximized. More concretely, using the initial vector w i0 of w i , the mean features are first calculated from its projection values. Then, their Mahalanobis distances are obtained for all combinations of two classes. Here, the distance between mean features of class l and m as J lm (w i0 ) are used for the weights in the cost function. The weights 1/J 2 lm (w i0 ) for the Mahalanobis distance of J lm (w i ) are defined as follows:
From this cost function, the following derivative ψ i is obtained:
Equation (5) is added to the ICA algorithm, and then the update formula of W SICA in the proposed SICA is given as follow:
T and α is a positive constant.
Kernel ICA and Supervised Kernel ICA
Since ICA is based on a linear model, ICA can fail in the case of non-linearity. Recently, Liu et al. [12] proposed Kernel ICA which combines kernel functions with ICA. The basic idea of the KICA is to map the input data into an implicit feature space F using a kernel: Φ : x ∈ t → Φ(x) ∈ F , and then the ICA algorithm is performed in F to produce the nonlinear independent components of the input data. The input data X is whitened in feature space F , first. Similar to Kernel PCA (KPCA) [13] , the whitening transform is to perform PCA in feature space F . The inner product of two vectors in F is calculated by a kernel function. In this paper, we use a Gaussian kernel k(x, y) = exp(− x−y 2 2δ 2 ). After the whitening transform, the ICA learning iteration algorithm described by Equation (2) is performed as follows:
where K is defined by
Φ are the Eigenvalues matrix and Eigenvectors matrix of K. The learning algorithm for W Φ KICA can be summarized as the following:
According to the derived algorithm above, the new feature representation in feature space, s Φ , of a test data x can be computed:
T , and k is a kernel function.
We propose Supervised Kernel ICA(SKICA) with a combination of KICA and Kernel Discriminant Analysis(KDA) [14] . As a nonlinear extension of LDA, KDA essentially performs LDA in the feature space F . The conventional betweenclass scatter operator S Φ B , within-class scatter operator S Φ W can be expressed as:
We maximize the Fisher criterion below to obtain the optimal projection directions w i in F :
The weights 1/J Φ lm 2 (w i0 ) for the Mahalanobis distance of J Φ lm (w i ) are defined as follows:
From this cost function, the following derivative ψ Φ i is obtained:
Equation (12) is added to the KICA algorithm, and then the update formula of W Φ SKICA in the proposed SKICA is given as follow:
Supervised Kernel ICA-based local image descriptors
SKICA is fundamentally a statistical model for natural images that models images as nonlinear superpositions of basis images, with non-Gaussian, independent weighting coefficients optimized for class separability. Here, we argue that the properties of SKICA applied to the local image descriptors retains the advantages of the reduced dimensionality but improves recognition accuracy due to the nature of the SKICA representation. We call SKICA applied to the local image descriptors, SKICA descriptors. To train SKICA, the image patches at the interest points are collected from a common image database. In this paper, we use the normalised patches and the gradient patches (PCA-SIFT descriptors) as the input data and detect the interest points by Difference-of-Gaussians (SIFT detector). SKICA are applied to the input data and the result is used as the projection matrix for SKICA descriptors. This process is done offline. The Euclidean distance between the feature vectors projected by the projection matrix is used for matching. An important and related advantage of using KPCA is that it reduces the dimensionality of the input data prior to applying SKICA. In the KPCA-style global filters, noise is automatically associated with the filters with high spatial frequency selectivity whose eigenvectors have small eigenvalues. Thus, KPCA also provides some benefits in reducing the high frequency noise in the descriptors prior to the application of SKICA. A block diagram for the whole process is given in Fig. 1 . In Fig. 2 , we show the SKICA basis patches, the ICA basis patches and the PCA basis patches obtained from the normalized image patches in the natural scene data. The PCA-basis consists of global features like 2D Fourier bases. On the other hand, the ICA-basis and the SKICA-basis consist of local features like a sparse coding [15] . Gradient patches are based on the local information such as edges and lines. These edges and lines are both abundant and important in object recognition. Using this information, SKICA can produce nonlinear independent image bases that emphasize important edge information for pattern recognition.
Natural scenes contain many higher-order forms of statistical structure, and they form an extremely non-gaussian distribution that is not at all well captured by orthogonal components. Moreover natural images contain localized, oriented structures with limited phase alignment across spatial frequency. Lines and edges, especially curved and fractal-like edges, cannot be characterized by linear pairwise statistics. That is to say, higher order dependencies in an image include nonlinear relations among the pixel intensity values, such as the relationships among three or more pixels in an edge or a curve. The features estimated by ICA resemble sparse coding which all have the important property of being localized in frequency and share the spatially localized properties of simple cells in the primary visual cortex [16] . The ICA model based on the receptive fields of simple cells can be described using linear models. Simple cell responses are certainly not completely linear because they show significant nonlinearities such as rectification and response saturation. It is inadequate for ICA to describe complex nonlinear variations in pattern recognition due to illumination changes, viewpoint changes and noise. In addition, there are other non-linear factors specific to image capture due to a camera's lens, shutter, CCD and Gamma correction. The SKICA representation can take into account non-linear higherorder statistical dependences in the data since it has enough information that can be obtained through supervised learning with nonlinear models. Therefore, the SKICA features produce sets of visual filters that are localised and have non-linear independence and high class separability.
Experimental Results
We tested SKICA descriptors based on normalised patches and normalised gradient patches for object recognition. We compare SKICA descriptors to KICA, SICA, ICA, PCA and SIFT descriptors. The experiments are performed over a set of classes provided by Caltech101 [17] 3 : cars side(720 images), cars rear(651 images), motorbikes(826 images), airplanes(1074 images) and faces(450 images). We used 30 images per object category for training and the rest for testing. To reduce the bias of the number of test images in each category, the mean of the recognition rate of each category is used. This test is repeated 3 times with different training data sets, and the mean recognition rate of 3 runs is used as a final result. All input patches are 32×32 grayscale. Some parameters for the SKICA algorithm were selected by experiment.
Object Recognition
The object recognition problem from the database is formulated as follows. We compare the images in the test set to all reference images in the training set by matching their respective interest points. Then, we choose the object shown on the reference image with the highest number of matches with respect to the test image as the recognized object. For the matching, an interest point in the test image is compared to an interest point in the reference image by calculating the Euclidean distance between their descriptor vectors. A matching pair is detected if its distance is close enough to be considered a match. The recognition performance is presented in Fig. 3 . Note that the recognition rate of SKICA descriptors was higher than that of KICA, SICA, ICA and PCA descriptors. The best recognition rate was approximately 87% for SKICA, 84% for KICA, 83% for SICA, 81% for ICA, 79% for PCA and 86% for SIFT. Table. 1 shows the confusion matrix for the different methods (gradient patches, 30 dimensions). It turns out from these results that the SKICA representation provides more discrimination power than other representations for object recognition.
Kurtosis and Class separability of extracted features
In order to examine the independence (sparseness) of features, we evaluate the kurtosis of extracted features, s = [s 1 , s 2 , · · · , s N ]. The kurtosis is defined as follows: Table 2 shows that the kurtosis of KICA features was the highest. The reason why the kurtosis of SKICA features becomes smaller is that the maximization of class separability as well as the maximization of independence are carried out.
We calculated values of the cost function in Eq.(11) in order to estimate the class separability. Table 3 shows that the highest class separability is obtained for the features extracted by SKICA as expected. From these results, increasing both the independence of features and the class separability has good influence on the recognition performance. 
Matching of extracted features
Fig . 4 shows the result of matching using SKICA, KICA, SICA, ICA, PCA (gradient patches, 30 dimensions) and SIFT on the motorbike images taken from different viewpoints. We manually set the thresholds to have each algorithm return 10 matches for comparison. SKICA descriptors correctly match the features near the edges of the motorbike. 
