INTRODUCTION
In their three papers [1] which implies in particular that T is compact Brezzi, Rappaz and Raviart have hmited their investigations to regular branches of solutions [1] , limit points [2] and simple bifurcation points [3] , whereas m [12] , [13] Rappaz and Raugel have considered m the same context bifurcation at multiple eigenvalues Tne purpose of mis paper is to genei ahze m an umfied treatment sorne of the mam results contained m the références mentioned above In particular, our theory includes the possibility to analyse two new situations a) m (1 1), T is non compact, b) the approximation is of Galerkin type with numencal intégration Also most concrete problems can be wntten naturally m the form (1 1), we have found suitable to adopt the following framework Let X and Y be real Banach spaces, F X -• Y be a sufficiently regular nonlmear map, x 0 e X be such thatF(x 0 ) = 0 In a neighborhoodof x 0 , weconsider the équation
we shall suppose ihai F {x 0 ) A -> Y is a FicdLolm operator of index 1, however we shall assume no compactness hypothesis on F (x 0 ) Several authors have considered bifurcation problems m the gênerai form (1 4) (see for example Magnus [10] ), since with ît the parameter X e M does not appear exphcitly, a simple hmit point cannot be distmguished from a regular point, in the same way, the " double hmit point " mtroduced by Decker and Keiler m [5] , can be treated as an usual simple bifurcation point (see Descloux, Rappaz [8] )
For approximatmg the équation F{x) = 0 we consider two families of fmite dimensional subspaces { X h },,, { Y h } h of X and Y respectively, nonlmear mappings F h X h -> Y h and the équations F h (x) = 0, (1 5) mstead of (1 3), we impose on F and F h a consistency condition and a stabihty condition which are given by relations (3 5) and (3 7) in Section 3, remark that they do not suppose that F (x 0 ) possesses any property of compactness As for the analysis of problems (1 1), (1 2) by Brezzi, Rappaz, Raviart and Raugel, our investigation will be based on the implicit function theorem In Section 1, we recall a version of this theorem and prove a basic error estimate (Theorem2.2).
Section 3 deals with " regular points ", i.e. we require that F'(x 0 ) is surjective. Theorem 3.1 contains the gênerai results. In Theorem 3.2, we suppose that X is of the form M x V, and that x 0 = (X 09 u 0 ) e X is a turning point ; for Galerkin methods, as in [2] , we obtain an improved bound for the parameter X at the approximate turning point.
The main results of this paper are contained in Section 4 which is devoted to bifurcation points. Although not impossible, we have found it very complicated to work with the approximate problem (1.5) when F h opérâtes on finite dimensional subspaces ; for this reason we require that F h admits a suitable extension F h : X -* Y such that, in particular, the équations F h (x) = 0 and Fh( x ) = 0 possess the same solutions. As in Section 3, we impose to F and F h (where now F h dénotes the extended operator X -• Y) a consistency condition (4.4) and a stability condition (4.6) . Supposing that the dimension of the kernel of F'(x 0 ) is n + 1 with n ^ 1, we apply the Lyapunov-Schmidt procedure to F and F h (Theorem 4.1) and reduce problems (1.4) and (1. for some q ^ 2 and there exists a non degenerate characteristic ray (Hypotheses (4.16), (4.17)) ; they show the existence of a branch F of solutions of the exact problem (1.4) passing through x 0 and tangent to the characteristic ray at x 0 and, on the other side, the existence of a branch T h of solutions of the approximate problem (1.5) converging to F. The particular case of a simple bifurcation point is treated in Theorems 4.4 and 4.5 which give error estimâtes similar to those obtained in [3] . The aim of Section 5 is to show how the results of Section 4 can be applied to the following classical problem
here O is the unit square 0 < x, y < 1 and we are interested by solutions in the neighborhood of (X o , 0) where X o = 5 II 2 is a double eigenvalue of the eigenvalue équation Au + Xu = 0. The approximate problem is obtained by the Galerkin method with numerical intégration. The exact problem can be written in the form (1.1) with T compact ; however, due to the présence of numerical intégration and to the fact that HQ(Q) is not imbedded in C°(Q), the approxivol. 16, n ö 4, 1982 322 J DESCLOUX, J RAPPAZ mate problera cannot be put m the form (1 2) Note that this difficulty can be overcome by replacmg HQ(Q) by WQ P (Q) for p > 2, but, then, the estimate 0(/i)m(5 25)shouldbereplacedbyO(/i 1 " E ),£ > 0(see [ll] ) Except for a part of Section 5, all the results of this paper are contained in our Report [8] m which however some further questions are discussed, for example bifurcation m présence of symmetry, the situation of imperfect numencal bifurcation (î e using the above notations, ƒ satisfies the relations
Let us also mention the analysis of a nonhnear Sturm-Liouville eigenvalue problem on the infinité interval (0, oo), hère, the exact problem can be wntten in the form (1 1), but with T non compact (see also [9] )
NOTATIONS. PRELIMINARIES
We first introducé some notations Let X, Y, Z be real Banach spaces For the sake of simphcity, we shall dénote by || . 
Proo/ : Since G(a(t), g(t)) = 0, we obtain by the fondamental theorem of calculus : 
we see that for any t e À, E(t) is an isomorphism from Y onto Z with inverse bounded by 2 c 0 . By differentiating (2.3) j times, 1 ^ j ^ p -1, and by using the bound || g (k) 
Then lim f n = f uniformly.
REGULAR POINTS
Let X and Y be two real Banach spaces, F : X -» Y be a C p mapping with p ^ 2 and x o elbe such that F(x 0 ) = 0. We suppose that x 0 is a regular Hypotheses (3 1) and (3 2) imply that the kernel of F'(x 0 ) is one-dimensional and consequently is spanned by some vector <D 0 G X, <D 0 # 0 Let \|/ 0 e X* be such that < CD 0 , V|/ 0 > ^ 0, where Z * dénotes the dual space of X and < ., . > the duahty painng between X and X* As we shall see m Theorem 3 1, there is an unique branch of solutions of the équation F(x) = 0 passing through x 0 which can be parametnzed by a function x(t) satisfymg the relations e) there is a positive constant |a such that
where ^ -{ x G X J < x, x|/ 0 > = 0 } (3 3) implies that the projectors Iî h are umformly bounded, (3 4) is the discrete analogous of (3 1), (3 5) is a relation of pointwise convergence which can be interpreted as a condition of consistency whereas (3 7) will appear as a condition of stabihty allowmg the use of the ïmphcit function theorem
Remark 3 
with uniformly (with respect to h) bounded inverse
Proof By Hypotheses ( 3 1 
Proo/ By Hypotheses (3 l)-(3 7) and by Lemma 3 1, relations (3 10), (3 11) and the boundedness of the derivatives of x(r) and of x h (t) follow easily from Theorem 2 1 apphed to 'S and ^h By applying Theorem 2 2 to 'S^, with W= U, <x(f) = f, s(t) = U h x(t), we obtain for 0 ^ k ^ p -1, | 11 < t 0 and some constant c xî>(r)-n h x ( *>(0 î from which, by using (3 10), (3 13) follows îmmediately Hypotheses (3 3), (3 5) together with the fact that F(x(t)) = 0 imply that the nght member of (3 13) converges, for each t, to zero as h tends to zero , m fact, by Theorem 2 3, the convergence is uniform with respect to t, this proves (3 12) • Besides Hypotheses (3 l)-(3 7), we shall assume from now on that we have the following particular situation X = U x V, where V is a real Banach space, X h = U x V h9 where V h is a subspace of V, an element oîU x V will be denoted by {X, u), XeU, ue V and we shall wnte F(X, u) for F(x) and F,(X,w)forF,(x) 5 
note that ( 3 14) and (3 15) are consistent with (3 2), m fact ît is easy to prove (see Appendix / of [8] ) that (3 1) implies that D u F(X 0 ,u 0 ) is a Fredholm operator of index 0 so that (3 14) is a conséquence of (3 1), (3 2) and (3 15) Let a 7 x 7 -^ R be a continuons and coercive bilmear form , we assume that F h is the Galerkm approximation of F with respect to a î e Our purpose is to show that the approximate branch parametnzed by (k h (t), u h (t)) has also a turning point for some t = t h near t = 0 and to give an « improved » estimate for the quantity X o -A, fc (t J Hypothesis (3 14) imphes the existence of an element y o e Y such that 
In the followmg, c will dénote a genene positive constant independent of h We use estimate (3 12) of Theorem 3 1 for k = 1, 2 Since X'(0) = 0, we obtain that hm ^(0) = 0, by (3 18), there exists t x > 0 such that, for h small enough, | X f^( t) | ^ c, | t \ < t x , consequently there exists h x > 0 and for /i< ^ an unique t ft e(-t x , t x ) such that X^(ï h ) = 0, furthermore, we have the estimâtes (4.6) (4.4) is a relation of pointwise convergence which can be interpreted as a condition of consistency whereas (4.6) will appear as a condition of stability which will allow, in Theorem 4.1, the Lyapunov-Schmidt procedure for F h ; clearly (4.4) and (4.6) are analogous to Hypotheses (3.5) and (3.7) introduced in the preceding section. Under the above hypotheses, we shall show the existence of a C p~q branch of solutions of the équation F(x) = 0 passing through x 0 and of a correspondîng approximate branch for the équation F h (x) = 0, the « exact » branch will be parametrized by a function x(t) eX such that x(0) = x 0 , x'(0) = a 0 To this end, let v|/ 0 G X * be such that < a 0 , \|/ 0 > / 0, where X * dénotes the dual of X and < ., . > the duahty painng between X and X *, we introducé the following mappings t, a) = U a -a 0 , * 0 > , 1 f(ta)\ , In the foUowing, c will dénote a generic constant independent of h. By using the above preiiminary results, in particular (4.25), we can apply the implicit function Theorem 2.1 to 0 and 0^ from which we deduce (4.21), (4.22) and the boundedness of the fïrst (p -q) derivatives of a(.) and of CT/,(.)-Applying furthermore Theorem 2.2 to ^h, we obtain, for h small enough, Q^k^p -q -l and | 11 < t Q , the estimate a ik \t) -
a(t)) = 0, it follows that < a(t) -CT 0 , \|/ O > = 0 and consequently that %{t, o(t)) = (0, f "« e h {t)% where we set g h (t) = f h (ta(t)) ; then, by (4.28), we have for h small enough, O^k^p
-q-l and | f | < £ 0 :
using once more Hypothesis (4.18) and Taylor's formula, we have for 0 and, in particular for m = q -1, m = q :
by replacing this expression in (4.29), we obtain the desired estimate (4.24).
• We now can define the parametrizations of the two above announced branches of solutions for the équations F(x) = 0 and F h {x) = 0. We set : .17), we shall say that CT 0 is a non-degenerate characteristic ray. Let E c X 1 be the set of characteristic rays with norm 1 ; by using a compactness argument bounded to the fact that X x is finite dimensional, it is easy to establish the foliowing result : if all characteristic rays are non-degenerate, then S is a finite set. 
*(•) ••(-to, t o )-*X; x(t) = x 0 + ta(t) + v(ta(t)); (4.30) **(•) : (-t* t o )-+X; x h {t) = x 0 + ta h (t) + v h {ta h (t)),

(to(t))) (v(ta(t)) -v h (to(t)))
1=1
We shall conclude this section by discussmg the particular case of simple bifurcation points, ie essentially the case n = \,q = 2 Note that our analysis will mclude implicitly the treatment the « double limit bifurcation point » [5] Specifically we shall suppose, from now on, that X x = Ker r"( A o) ^i as dimension 2 and î\ has dimension 1, let e u e 2 be a basis of X 1 and let g # 0 be an element of Yj, for any a = e t e x -h e 2 e 2 G X 1? e x and 8 2 G K, we can wnte /'(O) (a, a) = (/ -Q) F"(x 0 ) (a, a) = R(e ls e 2 ) ^ , (4 41) where R U 2 -• R is a quadratic form, as easily venfied, (4 39) together with (4 40) are equivalent to the property that R is indefmite and non-degenerate, i e that the determinant of the matrix associated with R is négative, consequently, (4 39) and (4 40) imply the existence of a non-degenerate characteristic ray Oj lmearly independent of a 0 such that any charactenstic ray is parallel to o 0 or to <J X In connection with Remark 4 2, we state the followmg result For n, positive integer, we divide the closure Q of Q in n 2 closed equal squares of side h = l/n, let 2 h be the set of these squares and
THEOREM 4 4 Let Hypotheses a) to e) and]) to l) be satisfied, we suppose the existence oftwo C 1 mappings x(.) and x h (.) (-t 0 , t Q ) cz M -> X x , t 0 > 0, such that F(x(t)) = F h (x h (t)) = 0 for \ t \ < t
(t) H-w h (t) 9 Q h (t) G X 19 w h (t) e X 2 and we set o h (t) = fh(%(t)) %
where Q x is the set of polynomials of the form axy -f bx + cv + d We introducé the a-projector Il ft , the interpolatory projector P h and the symmetrie bilinear form b h defined by
)
( 5 8) here, C£ = C°(fi) dénotes the set of contmuous functions on Q, vanishmg on 9Q As an approximation of ( 5 1) or (5 4), we consider the problem of finding
Note that, if ƒ e C£, we have " fc), (5 10) sothat (5 9) is equivalent to an exphcit system of (n -l) 2 nonlinear équations for the (n -l)
In the following, we shall be concerned with the approximation of solutions of Problem (5.1) For convenience, we shall first present all the results, and delay a sketch of their proofs to the end of the section.
We defïne by Lax-Milgram Theorem the operators T and T h as whereas (5.9) is equivalent to the équation u + T\(-^w + u 3 ) = 0, (X, u)eU x V h \ since the range of T h is K^, (5.9) is also equivalent to the problem of finding (X, u) e U x HJ such that in this last expression, note that it is not possible to suppress the introduction of the projector U h defined in (5.6); indeed T h is defined in CQ and HQ is not imbedded in C°.
In order to use the results of Section 4, we set X = U x HQ and Y = HQ. ( 5 18) smce T, defined by (5 13), is selfadjomt m HQ with respect to a(., .), we ïmme-diately obtain
Clearly, for x 0 = 0, F satisfies Hypotheses (4 1) and (4 2) of Section 4 with n = 2, furthermore Theorem 5 2 insures that F and F h venfy Hypo-theses (4.4), (4, 5) and (4.6). Consequently, we can apply Theorem 4.1 and define maps v(.) and v h (.) satisfying (4.7) and (4.8); we deduce the bifurcation functions ƒ and f h defined by (4.11 ) and (4.12). As announced, we shall only sketch the proofs of Theorems 5.1 to 5.5 which essentially rely on the results of Section 4. To this end, we need some preliminary lemmas.
We fîrst introducé some further notations. For u€L p = L P {Q) and 1 < p < oo,
l/P
As before Q x is the set of polynomials of the form axy + bx + cy + d. P : C°(Q) -> Q x is the interpolatory operator at the four vertices of Q. Furthermore, c will dénote a genene constant. 
(c
IU;
dépends on p,) By the standard argument of the « référence element » (see Ciarlet [4] ) and the continuous injection of H 1 in LP (1 ^ p < 00), we deduce easily from Lemma 5.1: Proof of Theorem 5.1 : By Lemma 5.3 and classical results on spectral approximation (see for example [6] , p. 140), there exist exactly two eigenvalues (repeated following their multiplicity) X lh and X 2h of Problem (5.12) which converge to À, o ; from symmetry arguments, it is easy to show that, in fact,
