Abstract-Unnormalized Haar spectra and Ordered Binary Decision Diagrams (OBDDs) are two standard representations of Boolean functions used in logic design. In this article, mutual relationships between those two representations have been derived. The method of calculating the Haar spectrum from OBDD has been presented. The decomposition of the Haar spectrum, in terms of the cofactors of Boolean functions, has been introduced. Based on the above decomposition, another method to synthesize OBDD directly from the Haar spectrum has been presented.
INTRODUCTION
THE various transformations which map a data vector (truth table) onto another vector have been used in digital logic design for more than 30 years. Spectral techniques have been applied to Boolean function classification, disjoint decomposition, parallel and serial linear decomposition, spectral translation synthesis (extraction of linear pre-and post-filters), multiplexer synthesis, prime implicant extraction, threshold logic synthesis, state assignment, and testing and evaluation of logic complexity [14] , [16] , [22] , [30] , [31] , [34] . The renewed interest in applications of spectral methods in design of VLSI digital circuits is caused by their excellent design for testability properties and the possibility of performing the decomposition with gates other than the ones used in most classical approaches.
There are at least two transforms which are based on squarewave-like functions that are well suitable for Boolean functions: Haar and Walsh transforms. All but two basis functions in the Haar transform consist of a square wave pulse located on an otherwise zero amplitude interval. When applied to logic design, an unnormalized Haar transform [16] , [17] , [30] , [34] is usually used. An extension of the Haar transform to deal with an incompletely specified Boolean function, where each spectral coefficient has an easy interpretation in the terms of basic logic gates, has recently been introduced [8] . The Walsh functions are global, like the Fourier functions, and consist of a set of irregular rectangular waveforms with only two amplitude values +1 and -1 [1] , [13] , [14] , [15] , [16] , [33] , [34] . Walsh spectral coefficients of Boolean functions have easy interpretation, and efficient methods of calculation of such spectra directly from the reduced representation of Boolean functions, in the form of disjoint cube representation for different Walsh orderings, have recently been introduced [7] . Computation of the fast Haar transform (FHT) requires order N (N is a number of spectral coefficients) additions and subtractions, which makes it much faster than the fast Walsh transform (FWT) [1] , [4] , [25] , [30] , [32] , [33] , [34] . Hardware-based fast Haar chips have been developed [4] . Due to its low computing requirements, the Haar transform has been used mainly for pattern recognition and image processing [33] , [34] . Such a transform is also well suited in communication technology for data coding, multiplexing, and digital filtering [17] , [29] , [34] . The Haar system is a prototype for wavelets and has many, but not all, of the properties of orthogonal wavelets [32] . The advantages of computational and memory requirements of the Haar transform make it of big interest to VLSI designers as well. For example, the authors of [26] , [27] presented a set of CAD tools to perform a switch-level fault detection and diagnosis of physical faults for practical MOS digital circuits using a reduced Haar spectrum analysis. In their system, the unnormalized reduced Haar binary spectrum was used as a means not only for diagnosing digital MOS ICs as a tool external to the circuit, but also as a possibility for a self-test strategy. The use of this set of CAD tools allowed the derivation of strategies for testing MOS circuits when memory states were encountered as a consequence of some fault types. The advantage of using Haar functions instead of Walsh functions in CAD systems based on spectral methods for some classes of Boolean functions was shown in [16] , [34] . For example, the analysis in [16] shows that the spectral complexity of conjunction and disjunction increases with the number of variables, exponentially for the Walsh functions and only linearly for the Haar functions. The circuit of the spectral multifunctional logical module [16] , [17] , [34] to generate arbitrary Boolean functions is shown in Fig. 1 . It consists of a generator of basis functions, an adder, a multiplier, and the memory to store spectral coefficients. The module can be reprogrammed by changing dynamically its memory content. Such a behavior of the module is useful in real-time adaptive control systems [17] , [34] . Karpovsky [16] noticed that the size of the memory block can be optimized only when the Haar basis is used. It is due to the fact that the number of nonvanishing Haar coefficients is reduced with input permutation of variables-the situation which does not apply to the Walsh basis. It should be noted that the realization of a permutation requires no special hardware [16] . Another advantage of the Haar spectrum in this application is the smallest number of required arithmetic operations, as there are many zero entries in the Haar transform matrix, and the number of nonvanishing Haar coefficients is reduced. The basic module from Fig. 1 can be modified to cater for the synthesis of sequential circuits [17] . The recent article [6] caused even more interest in the Walsh spectrum by showing an efficient method of calculating this spectrum directly from its recursive definition rather than from the properties of the transform itself, as the earlier method [23] , [24] . In the method [6] , both the original data and resulting spectrum are stored in the form of Decision Diagrams. This method was later extended to the calculation of the Chrestenson Transform, which is a generalization of Walsh functions based on complex numbers, that is frequently used for the representation of multiplevalued functions [16] , [20] . Unfortunately, both mentioned methods, though general, can be applied only to such transformation matrices that can be represented by a single recursive equation based on a standard Kronecker product structure. For example, they can be used for the Reed-Muller transform [24] . These methods are not suitable for the cases when the transformation matrix is not recursive, which was first noticed by [31] . Also, these methods do not apply to the case of Haar transform, as such a transform cannot be represented recursively by a standard Kronecker product. Instead, the recursive definitions of the Haar transform are based either on new matrix operators and standard Kronecker products applied to some block submatrices from the transform matrix [33] , or can be represented by a "Generalized" Kronecker product [30] . Since the methods [6] , [20] are not applicable to the Haar transform, the new methods for such a case have to be sought for. Such a new method should take into account the unique properties of the transformation matrix in question, as well as be optimized in terms of number of required operations and memory space.
Although the properties of Haar spectra have considerable interest and attraction, the majority of publications to date have employed the Walsh rather than the Haar transform in their considerations. It is mainly due to the fact that, up to now, there has been no efficient method of calculating Haar spectra directly from reduced representations of Boolean functions, such as Decision Diagrams, and vice versa. The present article addresses this important issue of operating only on reduced representations of both Haar spectra and original Boolean functions, and presents the mutual relationship between them. It is the first time that such a relationship between Haar spectra of Boolean functions and second common representation of such functions (so-called Binary Decision Diagrams discussed in more detail in Section 4) has been established. All the presented derivations are valid not only for completely specified Boolean functions, but also for incompletely specified ones (i.e., functions that have don't cares as some of their logical values) as well. It is very important, since, in most practical engineering design problems, the incompletely specified Boolean functions have to be dealt with. Introduced algorithms allow more efficient manipulation of different representations of Boolean functions during the synthesis process, since both spectral and OBDD representations of such functions are available to the designer, and either of them can be used interchangeably, dependent on the requirements of the design process. minterm is a minterm for which the value of the function is zero, a true (ON) minterm is a minterm for which the value of the function is one, and a don't care (DC) minterm is a minterm for which the value of the function is either zero or one. An n-variable minterm can be represented by an n-bit integer, the minterm number. In the minterm number, a variable in affirmation is replaced by one and in negation by zero. Two minterms are said to be adjacent when the Hamming distance between their minterm numbers is equal to one.
BASIC DEFINITIONS AND PROPERTIES
An n-bit string is a vertex of an object called a 0-cube. An n-variable Boolean function is represented as an n-dimensional space (nhypercube), in which each vertex represents a minterm. A collection of 2 i , i ∈ {0, 1, . 
where F x i is a cofactor of F(X), with respect to x i , and F x i is a cofactor of F(X), with respect to x i . A Binary Decision Diagram (BDD) [2] , [3] , [5] , [10] , [18] , [19] , [21] , [23] , [24] is a Rooted Directed Acyclic Graph representation with Node (or Vertex) Set V and Edge Set E. The Node Set consists of two types of nodes: the nonterminal and terminal nodes. A nonterminal node v ∈ V has as attributes an index, denoted by index(v), to identify an input variable of a function, and two children (or successors), low(v) and high(v) ∈ V. A terminal node u ∈ V has no child, and it has a value, denoted by value(u). value(u) = 0, 1, or 0.5 for the functional value of logical zero, one, or don't care, respectively. The Edge Set consists of two types of edges. A 0-edge is a link from a node v to its low child low(v), and a 1-edge is one that connects v to high (v) . A root is the topmost or the first nonterminal node in the BDD. A path is a set of nodes and edges traversed from the root to a terminal node. An Ordered Binary Decision Diagram (OBDD) is a BDD where the input variables in all paths appear in a fixed order, and each variable in a path appears, at most, once. In an OBDD, an ordering vector for the input variables is maintained, such that index(low(v)) < index(v) and index(high(v)) < index(v) for all nonterminal nodes v ∈ V. In digital logic design, an unnormalized discrete Haar transform is used instead [8] , [9] , [14] , [16] , [34] . The entries in the unnormalized discrete Haar matrix contain only the values of 1, −1, and 0 that are obtained by taking the signs of all the nonzero entries in the discrete Haar matrix T n . For simplicity, the same symbols , , , K b g the Haar spectrum is given by [14] , [16] , [17] , [34] : R T F n = , where R is the Haar spectrum (a column vector of dimension 2 1 n ¥ ) and [F] is a 2 1 n ¥ column vector of the logical values of the function F(X) (a truth table or minterm vector). Two types of coding are used for the minterm vector [F] of a Boolean function before its spectrum is computed [7] , [8] , [9] , [14] , [16] , [34] . The truth vector for R coding is coded by its original values: 0 for false minterms, 1 for true minterms, and 0.5 for don't care (DC) minterms. In the S coding, false minterms are represented by 1, true minterms by −1, and DC minterms by 0. Since there exists a linear relationship between the Haar spectra for both R and S codings for completely and incompletely specified functions [8] , this article will use only R coding.
Each spectral coefficient of R spectrum can be derived by multiplying the coded minterm vector of the Boolean function 
where Z is the set of integers. 
ALGORITHM FOR COMPUTATION OF HAAR SPECTRUM FROM OBDD

The OBDD is canonical if there exists no nonterminal node v with index(low(v)) = index(high(v)).
In this paper, we consider only canonical or reduced OBDD. tributions by each selected path that terminates in F = ε and contains the extended variable x n l -(or x n l -). In the algorithm computing the Haar spectrum, either the paths that terminate into F = 1 and 0.5 or F = 0 and 0.5 are to be considered, but not both. The set of paths to be selected depends on the type of the Boolean function, and the condition ruling the selection is given later, as a remark following Algorithm 1. 
It is obvious that, for a completely specified Boolean function, there is no DC minterms and (3), (4) For the OBDD that has more terminal values 1 than 0, the spectral coefficients are calculated more efficiently by considering the paths that terminate in F = 0 instead of F = 1. For such cases, Â M 1 in (3) and (4) 
EXAMPLE 2. Consider the incompletely specified Boolean function represented by the OBDD in Fig. 2 . A sample calculation of the first three spectral coefficients is given as follows.
For all paths that terminate in 1 and 0.5, we have: M F 
. , , . and . It should be noted that the Haar spectrum for a different variable ordering as that of the initial OBDD is also possible by Algorithm 1. In this case, the literals in u I may not appear in adjacent order in the OBDD. Pruning of paths that does not contain the extended literals has to be delayed until the path is selected based on the matching process. The modified algorithm can also be extended to calculate the Haar spectrum from Free Binary Decision Diagram (FBDD) [5] , [11] , where each variable appears, at most, once in each path, but the variables encountered in any two paths may appear in different order.
DECOMPOSITION OF HAAR SPECTRAL COEFFICIENTS
When an n-variable Boolean function F(X) is decomposed with respect to x n or x n , the residue Haar spectra ¢ R of the cofactor F x n and ¢¢ R of the cofactor F x n can be computed by: , k ∈ Z;
where the symbols with single and double prime superscripts denote the spectral coefficients of the cofactors F x n and F x n , respectively.
PROOF. Since the cofactor with respect to x n can be obtained by considering only the first 2 Equations (7) and (8) closely parallel the definition of Shannon's decomposition from (1) , except that the decision variable x i must be evaluated in a descending order of the index i (i = n, n − 1, ..., 1). The size of the resulting spectrum ¢ R or ¢¢ R is halved through each iteration. After n iterations, only a single spectral coefficient is left. The value of this coefficient is either 0, 0.5 or 1, representing the R coded functional value of the minterm formed by the conjunction of all decision variables along the path. PROPERTY 6. When the dc coefficient of a residue spectrum is equal to 0, the logical function describing the cofactor is 0.
The following Properties 7 to 10 and Lemmas 2 and 3 are given for the case when the Boolean function is always dependent on the variable x n or the decomposition of the function starts with the variable x n . Such formulation of properties is useful in the following algorithm. However, it should be noticed that the more general case of the functional dependence on a variable x i or the decomposition with any variable x i , 1 ≤ i ≤ n is possible. Similar properties can be given for the decomposition according to any cofactor F Similar to the output complement attribute edge [3] , the replacement of the terminal node with value 0 by that with value 0.5 and the terminal node with value 1 by that with value 0.5 of a BDD can be regarded as two additional new attribute edges op0 and op1 respectively. The introduction of op0 and op1 not only maximizes the space efficiency but also increases the hit ratio of the hashbased cache compute table. From Lemmas 2 and 3, it is obvious that halving the summation of all higher coefficients constitutes a simple and effective hash function for both op0 and op1. Given the above preliminaries, the algorithm for constructing OBDD from Haar spectrum is based on the successive applications of (7) and (8) . The decision variable is in the descending order of the index i (i = n, n − 1, ..., 1). 
EXPERIMENTAL RESULTS
The presented algorithm has been implemented in C. Table 2 shows the results of the calculation of complete Haar spectra for selected MCNC benchmark functions obtained from their OBDD representations. The ordering of variables is derived from the circuit topology. To give an impression of size of the considered circuits and resulting Haar spectra, some information on the MCNC benchmark functions is provided in Table 2 . The columns "Inputs" and "Outputs" show the number of input and output variables of the benchmark functions respectively, and the column "Number" represents the number of essential nonvanishing Haar spectral coefficients, while the column "Time" is the system execution time in seconds required to calculate the Haar spectrum on a HP Apollo Series 715 workstation. It should be noted that the algorithm can accept a more general FBDD representation.
CONCLUSION
The essential relationships between classical (OBDDs) and spectral (Haar spectra) representations of Boolean functions used in the design of VLSI digital circuits have been stated. The fundamental formulas presented in Sections 3 and 4 are very useful, since either representation can be more convenient in different stages of the VLSI design process. The stated formulas give us the working tool to translate in both directions the spectral and classical knowledge about the underlying Boolean function. The research summarized here will have not only impact on the more efficient applications of both representations of Boolean functions in the design process, but also gives the insight onto the links between computer and communication technologies: two areas that use extensively Haar spectra in many applications. In both technologies, Haar spectra are the most promising approaches dealing with the problems of test generation and response data analysis and compression [26] , [27] . A major advantage of the approach presented here to mutual Haar spectrum/OBDD conversion process is its convenience for computer implementation, and, by using reduced representations for both original data and corresponding spectra, its ability to yield solutions to problems of very large dimensions. A similar approach can also be applied to calculate other spectra that do not have recursive transformation from Decision Diagrams, for example, the spectra of different Discrete Wavelet Transforms [32] .
