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a b s t r a c t
We review the present status of the Standard Model calculation of the anomalous
magnetic moment of the muon. This is performed in a perturbative expansion in the
fine-structure constant α and is broken down into pure QED, electroweak, and hadronic
contributions. The pure QED contribution is by far the largest and has been evaluated
up to and including O(α5) with negligible numerical uncertainty. The electroweak
contribution is suppressed by (mµ/MW )2 and only shows up at the level of the seventh
significant digit. It has been evaluated up to two loops and is known to better than one
percent. Hadronic contributions are the most difficult to calculate and are responsible
for almost all of the theoretical uncertainty. The leading hadronic contribution appears
at O(α2) and is due to hadronic vacuum polarization, whereas at O(α3) the hadronic
light-by-light scattering contribution appears. Given the low characteristic scale of this
observable, these contributions have to be calculated with nonperturbative methods, in
particular, dispersion relations and the lattice approach to QCD. The largest part of this
review is dedicated to a detailed account of recent efforts to improve the calculation
of these two contributions with either a data-driven, dispersive approach, or a first-
principle, lattice-QCD approach. The final result reads aSMµ = 116 591 810(43) × 10
−11
and is smaller than the Brookhaven measurement by 3.7σ . The experimental uncertainty
will soon be reduced by up to a factor four by the new experiment currently running at
Fermilab, and also by the future J-PARC experiment. This and the prospects to further
reduce the theoretical uncertainty in the near future – which are also discussed here
– make this quantity one of the most promising places to look for evidence of new
physics.
© 2020 Elsevier B.V. All rights reserved.
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The current tension between the experimental and the theoretical value of the muon magnetic anomaly, aµ ≡
(g − 2)µ/2, has generated significant interest in the particle physics community because it might arise from effects of as
yet undiscovered particles contributing through virtual loops. The final result from the Brookhaven National Laboratory
(BNL) experiment E821, published in 2004, has a precision of 0.54ppm. At that time, the Standard Model (SM) theoretical
value of aµ that employed the conventional e+e− dispersion relation to determine hadronic vacuum polarization (HVP),
had an uncertainty of 0.7 ppm, and aexpµ differed from a
SM
µ by 2.7σ . An independent evaluation of HVP using hadronic τ
decays, also at 0.7 ppm precision, led to a 1.4σ discrepancy. The situation was interesting, but by no means convincing. Any
enthusiasm for a new-physics interpretation was further tempered when one considered the variety of hadronic models
used to evaluate higher-order hadronic light-by-light (HLbL) diagrams, the uncertainties of which were difficult to assess.
A comprehensive experimental effort to produce dedicated, precise, and extensive measurements of e+e− cross sections,
coupled with the development of sophisticated data combination methods, led to improved SM evaluations that determine
a difference between aexpµ and a
SM
µ of ≈ 3–4σ , albeit with concerns over the reliability of the model-dependent HLbL
estimates. On the theoretical side, there was a lot of activity to develop new model-independent approaches, including
dispersive methods for HLbL and lattice-QCD methods for both HVP and HLbL. While not mature enough to inform the
SM predictions until very recently, they held promise for significant improvements to the reliability and precision of the
SM estimates.
This more tantalizing discrepancy is not at the discovery threshold. Accordingly, two major initiatives are aimed at
resolving whether new physics is being revealed in the precision evaluation of the muon’s magnetic moment. The first
is to improve the experimental measurement of aexpµ by a factor of 4. The Fermilab Muon g − 2 collaboration is actively
taking and analyzing data using proven, but modernized, techniques that largely adopt key features of magic-momenta5


























ummary of the contributions to aSMµ [1–36]. After the experimental number from E821, the first block gives the main results for the hadronic
ontributions from Sections 2–5 as well as the combined result for HLbL scattering from phenomenology and lattice QCD constructed in Section 8.
he second block summarizes the quantities entering our recommended SM value, in particular, the total HVP contribution, evaluated from e+e−
data, and the total HLbL number. The construction of the total HVP and HLbL contributions takes into account correlations among the terms at
different orders, and the final rounding includes subleading digits at intermediate stages. The HVP evaluation is mainly based on the experimental
Refs. [37–89]. In addition, the HLbL evaluation uses experimental input from Refs. [90–109]. The lattice QCD calculation of the HLbL contribution builds
on crucial methodological advances from Refs. [110–116]. Finally, the QED value uses the fine-structure constant obtained from atom-interferometry
measurements of the Cs atom [117].
Contribution Section Equation Value ×1011 References
Experiment (E821) Eq. (8.13) 116 592 089(63) Ref. [1]
HVP LO (e+e−) Section 2.3.7 Eq. (2.33) 6931(40) Refs. [2–7]
HVP NLO (e+e−) Section 2.3.8 Eq. (2.34) −98.3(7) Ref. [7]
HVP NNLO (e+e−) Section 2.3.8 Eq. (2.35) 12.4(1) Ref. [8]
HVP LO (lattice, udsc) Section 3.5.1 Eq. (3.49) 7116(184) Refs. [9–17]
HLbL (phenomenology) Section 4.9.4 Eq. (4.92) 92(19) Refs. [18–30]
HLbL NLO (phenomenology) Section 4.8 Eq. (4.91) 2(1) Ref. [31]
HLbL (lattice, uds) Section 5.7 Eq. (5.49) 79(35) Ref. [32]
HLbL (phenomenology + lattice) Section 8 Eq. (8.10) 90(17) Refs. [18–30,32]
QED Section 6.5 Eq. (6.30) 116 584 718.931(104) Refs. [33,34]
Electroweak Section 7.4 Eq. (7.16) 153.6(1.0) Refs. [35,36]
HVP (e+e− , LO + NLO + NNLO) Section 8 Eq. (8.5) 6845(40) Refs. [2–8]
HLbL (phenomenology + lattice + NLO) Section 8 Eq. (8.11) 92(18) Refs. [18–32]
Total SM Value Section 8 Eq. (8.12) 116 591 810(43) Refs. [2–8,18–24,31–36]
Difference: ∆aµ := aexpµ − a
SM
µ Section 8 Eq. (8.14) 279(76)
storage ring efforts at CERN and BNL. An alternative and novel approach is being designed for J-PARC. It will feature an
ultra-cold, low-momentum muon beam injected into a compact and highly uniform magnet. The goal of the second effort
is to improve the theoretical SM evaluation to a level commensurate with the experimental goals. To this end, a group
was formed – the Muon g − 2 Theory Initiative – to holistically evaluate all aspects of the SM and to recommend a single
alue against which new experimental results should be compared. This White Paper (WP) is the first product of the
nitiative, representing the work of many dozens of authors.
The SM value of aµ consists of contributions from quantum electrodynamics (QED), calculated through fifth order in
he fine-structure constant; the electroweak gauge and Higgs bosons, calculated through second order; and, from the
trong interaction through virtual loops containing hadrons. The overall uncertainty on the SM value remains dominated
y the strong-interaction contributions, which are the main focus of the Theory Initiative.
In this paper, significant new results are presented, as are re-evaluations and summaries of previous work. Particularly
mportant advances have been made in distilling the various approaches to obtaining the HVP contribution from the large
umber of old and new data sets. The aim of the Initiative is an inclusive and conservative recommendation. At this time,
VP is determined from e+e− data; new lattice efforts – while promising – are not yet at the level of precision and
onsistency to be included in the overall evaluation. New here is a data-driven prediction of HLbL based on a recently
eveloped dispersive approach. Additionally, a lattice-QCD evaluation has reached the precision necessary to contribute to
he recommended HLbL value. Together they replace the older ‘‘Glasgow’’ consensus, and reduce the uncertainty on this
ontribution, while at the same time placing its estimate on solid theoretical grounds. A compact summary of results
s given in Table 1, along with the section and equation numbers where the detailed discussions are presented. The
ast column provides for each result the underlying list of references used to obtain it. We strongly recommend that
hese references be cited in any work that uses the results presented here. The Initiative has created a website [118],
hich includes links to downloadable bib files and citation commands, to make it easy to add these references to the
ibiliography. The recommended SM value lies 3.7σ below the E821 experimental result.
. Introduction
The anomalous magnetic moment of the muon1 has, for well over ten years now, provided an enduring hint for new
physics, in the form of a tantalizing 3–4σ tension between SM theory and experiment. It is currently measured to a
precision of about 0.5 ppm [1], commensurate with the theoretical uncertainty in its SM prediction. With a plan to reduce
the experimental uncertainty by a factor of four, two new experiments will shed new light on this tension: the E989
experiment at Fermilab [119], which started running in 2018, and the E34 experiment at J-PARC, which plans to start its
first run in 2024 [120].
1 The muon magnetic moment µ is a vector along the spin s, µ = g(Qe/2mµ)s. The g factor consists of the Dirac value of 2 and the factor
µ = (g − 2)µ/2, which arises from radiative corrections. The dimensionless quantity aµ is called by several names in the literature: ‘‘the muon
agnetic anomaly’’, the ‘‘muon anomalous magnetic moment’’, and the ‘‘muon anomaly’’. All of these terms are used interchangeably in this document.6




















However, without improvements on the theoretical side, the discovery potential of these efforts may be limited. To
leverage the new experimental efforts at Fermilab and J-PARC and hence unambiguously discover whether or not new-
physics effects contribute to this quantity, the theory errors must be reduced to the same level as the experimental
uncertainties. In the SM, aµ is calculated from a perturbative expansion in the fine-structure constant α, which starts
with the Schwinger term α/(2π ) and has been carried out up to and including O(α5). Its uncertainty, dominated by
he unknown O(α6) term, is completely negligible. Electroweak corrections have been evaluated at full two-loop order,
ith dominant three-loop effects estimated from the renormalization group. Their uncertainty, mainly arising from
onperturbative effects in two-loop diagrams involving the light quarks, is still negligible compared to the experimental
recision. The dominant sources of theory error are by far the hadronic contributions, in particular, the O(α2) HVP term
nd the O(α3) HLbL term. There are a number of complementary theoretical efforts underway to better understand and
uantify the hadronic corrections, including using dispersive methods, lattice QCD, and effective field theories, as well
s a number of different experimental efforts to provide inputs to dispersive, data-driven evaluations. The Muon g − 2
heory Initiative was created to facilitate interactions among these different groups, as well as between the theoretical
nd experimental g −2 communities. It builds upon previous community efforts, see, e.g., Refs. [121,122], to improve the
M prediction for aµ.
The Initiative’s activities are being coordinated by a Steering Committee that consists of theorists, experimentalists,
nd representatives from the Fermilab and J-PARC muon g−2 experiments. This committee also functions as the Advisory
ommittee for the workshops it organizes. Given the precision goals and the potential impact, it is crucially important to
ave more than one independent method for each of the two hadronic corrections, each with fully quantified uncertainties.
ostering the development of such methods is a prime goal of the Initiative, as this will enable critical cross-checks, and,
pon combination, may yield gains in precision, to maximize the impact of E989 and E34. To this end, several workshops
ere organized in 2017, 2018, and 2019.
The first meeting, held near Fermilab [123], served to kick-off the Initiative’s activities. All sessions in the workshop
ere plenary and featured a mix of talks and discussions. Representatives of all major theoretical efforts on the hadronic
ontributions to the muon were invited to speak about their work, and all theorists working on such calculations were
ncouraged to participate. Representatives from the e+e− experiments, which are performing measurements needed for
evaluations of the hadronic corrections to aµ based on dispersive methods, also presented invited talks, as did members
of the Fermilab and J-PARC experiments.
The Fermilab workshop’s main outcome was a plan to write a WP on the theory status of the SM prediction of the
muon g − 2. Given the high stakes of a possible discovery of new physics the emphasis was on presenting a reliable
SM prediction with a conservatively estimated error. The time plan had as a final goal to post the WP before the public
release of the Fermilab E989 experiment’s measurement from their run 1 data. For that purpose, two working groups were
formed, one on the HVP correction and another on the HLbL correction, and all stakeholders were invited to join them.
Each working group held a meeting in early 2018. The HVP workshop was held at KEK [124] and the HLbL workshop at
the University of Connecticut [125].
The second plenary meeting of the Initiative was held at the University of Mainz [126] in June 2018. The first four days
of the workshop followed the successful format of the Fermilab workshop, while the last day was reserved for editorial
meetings for the WP, which produced a detailed outline, including writing assignments. Finally, the most recent meeting
took place in September 2019 at the Institute for Nuclear Theory (INT) at the University of Washington in Seattle [127].
It followed the same format as the previous two workshops, with a mix of talks and extended discussion time. It also
included breakout sessions to bring the co-authors of the four main sections together to map out the conclusions of each
section and the strategies for finalizing them. The INT meeting was instrumental for setting out the rules and deadlines,
collectively referred to as the ‘‘Seattle agreement’’, which are needed for finalizing the WP:
• Procedure for obtaining the final estimate.
The consensus reached early on was to aim for a conservative error estimate, but a concrete implementation of this
principle into a detailed procedure was first worked out and agreed upon during the INT workshop. Details can be
found in Section 2.3.7, the concluding parts of the other sections, as well as Section 8.
• Authorship
All participants of past Muon g − 2 Theory Initiative workshops, members of the two working groups, and their
collaborators were invited to become co-authors of the WP. The contributions from section authors, defined as
members who made significant contributions to the corresponding sections of the WP, are highlighted at the
beginning of each section.
• Deadline for essential inputs: 31 March 2020
Essential inputs are defined as experimental data used in data-driven, dispersive evaluations, or new theoretical
calculations that contribute to the SM prediction of aµ. A paper that contains essential inputs must be published
by the deadline, in order to be included in the final results and averages. Papers that appear on arXiv, but are not
published before the deadline will be mentioned in the WP. The original, agreed-upon deadline at the Seattle meeting
was earlier (15 October 2019). It was adjusted to the date shown above, to reflect the actual timeline of the WP.
The work of the Muon g − 2 Theory Initiative will continue, certainly for the duration of the experimental programs
at Fermilab and J-PARC. With the focus of the first WP on the consolidation of the SM prediction, a workshop is planned
at KEK [128] to discuss the next steps towards reducing the theory errors to keep pace with experiment.7





















The Steering Committee is co-chaired by Aida El-Khadra and Christoph Lehner and includes Gilberto Colangelo, Michel
Davier, Simon Eidelman, Tsutomu Mibe, Andreas Nyffeler, Lee Roberts, and Thomas Teubner. The Steering Committee’s
tasks are the long-term planning of the Theory Initiative as well as the planning and organization of the workshops that
led to the writing of the WP. The writing of the WP by the various section authors was coordinated by the WP editorial
board, which also performed the final assembly into one document. The WP editorial board included all the members of
the Steering Committee and Martin Hoferichter.
The remainder of this review is organized as follows: With the focus of this paper on the hadronic corrections, we
first discuss the evaluations of HVP, the dominant hadronic contribution, where we summarize the status and prospects
of dispersive evaluations in Section 2 and lattice calculations in Section 3. The source of the currently second-largest
uncertainty, HLbL scattering, is addressed with data-driven and dispersive techniques in Section 4 and with lattice QCD
in Section 5. The current status of the QED and electroweak contributions is presented in Sections 6 and 7, respectively.
In Section 8 we summarize the main conclusions and construct our recommendation for the current SM prediction.
2. Data-driven calculations of HVP
M. Benayoun, C.M. Carloni Calame, H. Czyż, M. Davier, S.I. Eidelman, M. Hoferichter, F. Jegerlehner, A. Keshavarzi,
B. Malaescu, D. Nomura, M. Passera, T. Teubner, G. Venanzoni, Z. Zhang
2.1. Introduction
Based on analyticity and unitarity, loop integrals containing insertions of HVP in photon propagators can be expressed
in the form of dispersion integrals over the cross section of a virtual photon decaying into hadrons. This cross section
can be determined in e+e− annihilation, either in direct scan mode, where the beam energy is adjusted to provide
easurements at different center-of-mass (CM) energies, or by relying on the method of radiative return, where a collider
s operating at a fixed CM energy. In the latter, the high statistics allow for an effective scan over different masses of
he hadronic system through the emission of initial-state photons, whose spectrum can be calculated and, in some cases,
easured directly. With the availability of high-luminosity colliders, especially meson factories, this method of radiative
eturn has become a powerful alternative to the direct scan experiments. In addition, it is possible to use hadronic τ decays
o determine hadronic spectral functions, which can be related to the required hadronic cross section. As a consequence
f the wealth of data from many sources, the hadronic cross section is now known experimentally with a high precision
ver a wide range of energies. This allows one to obtain data-driven determinations of the HVP contributions.
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where x = 1−βµ1+βµ , βµ =
√
1 − 4m2µ/s. When expressed in the form K̂ (s) =
3s
m2µ
K (s), the kernel function K̂ is a slowly varying
onotonic function, rising from K̂ (4M2π ) ≈ 0.63 at the two pion threshold to its asymptotic value of 1 in the limit of large
s. R(s) is the so-called (hadronic) R-ratio defined by2
R(s) =






ue to the factor K (s)/s, contributions from the lowest energies are weighted most strongly in Eq. (2.1). Note that the
uperscript in σ 0 indicates that the total hadronic cross section in the dispersion integral must be the bare cross section,
xcluding effects from vacuum polarization (VP) (which lead to the running QED coupling). If these effects are included
s part of the measured hadronic cross section, this data must be ‘‘undressed’’, i.e., VP effects must be subtracted, see
he more detailed discussion below. Otherwise, there would be a double counting and, as such, iterated VP insertions are
aken into account as part of the higher-order HVP contributions.
Conversely, the hadronic cross section used in the dispersion integral is normally taken to be inclusive with respect
o final-state radiation (FSR) of additional photons. While this is in contradiction to the formal power counting in α,
t would basically be impossible to subtract the real and virtual photonic FSR effects in hadron production, especially
or higher-multiplicity states for which these QED effects are difficult to model. As these FSR effects are not included
xplicitly in the higher-order VP contributions, this procedure is fully consistent. Note that, in line with these arguments,
2 Note that this standard definition of σpt does not take into account effects due to the finite electron mass, which, for CM energies above the
hadronic threshold, are completely negligible.8













































Similar dispersion integrals have been derived for the HVP contributions at next-to-leading order (NLO) [131] and next-
o-next-to-leading order (NNLO) [8]. They are more complicated and require double and triple integrations, respectively,
nd will not be given explicitly here. As will be discussed in more detail below, the NLO contributions are numerically of
he order of the HLbL contributions, but negative in sign. The NNLO contributions turn out to be somewhat larger than
aively expected and, therefore, should be evaluated as a nonnegligible component of aHVPµ .
adronic cross section at low energies. At low energies, the total hadronic cross section must be obtained by summing all
ossible different final states. Numerous measurements for more than 35 exclusive channels from different experiments
ave been published over many years. Due to the size of the cross section and its dominance at low energies, the most
mportant channel is the two-pion channel, which contributes more than 70% of aHVP, LOµ . This final state stems mainly
rom decays of the ρ meson, with an admixture of the ω. Sub-leading contributions arise from decays of the ω and φ in the
hree-pion and two-kaon channels, and from four-pion final states with more complicated production mechanisms. Note
hat by taking the incoherent sum over distinct final states, interferences between different production mechanisms are
aken into account without the need to model their strong dynamics or to fit them. Even-higher-multiplicity final states
up to six pions) and final states containing pions and kaons or the η have become important to achieve an accurate
escription of the total hadronic cross section. Contributions for which no reliable data exists, but which are expected
ot to be negligible, have to be estimated. This is, e.g., the case for multi-pion channels consisting mostly or entirely of
eutral pions. Such final states can be approximated by assuming isospin symmetry, which can be used to model relations
etween measured and unknown channels. The reliability of such relations is difficult to quantify and is usually mitigated
y assigning a large fractional error to these final states. However, with more and more channels having been measured
n recent years, the role of these isospin-based estimates has been largely diminished. For leading contributions very
lose to threshold, where data can be sparse, the hadronic cross section can be estimated based on additional constraints,
.g., from chiral perturbation theory (ChPT). The data for the most relevant channels and recent developments from the
ifferent experiments is reviewed below in Section 2.2 in more detail.
adronic cross section at higher energies. For energies beyond about
√
s ∼ 2GeV, summing exclusive channels becomes
nfeasible, as many exclusive measurements do not extend to higher energies and because more unmeasured higher-
ultiplicity channels would have to be taken into account. One therefore relies on measurements of the inclusive cross
ection. Alternatively, for energies above the τ mass and away from flavor thresholds, perturbative QCD (pQCD) is expected
o provide a good approximation of the total hadronic cross section and is used widely. Contributions to R from massless
uarks are known to order α4s in pQCD, whereas the cross section for heavy quarks is available at order α
2
s . QED corrections
o the inclusive cross section are small and can be added easily. A popular routine to calculate the hadronic R-ratio in
QCD is rhad [132], to which we also refer for formulae and a detailed discussion.
In which energy regions pQCD can be used to replace data is a matter of debate. Between different groups there is
onsensus that above the open bb̄ threshold, at about
√
s ∼ 11GeV, pQCD can certainly be trusted and is much more
accurate than the available quite old data for the inclusive hadronic cross section. However, for energies between the
charm and bottom thresholds and above the exclusive region (i.e., from 1.8–2GeV), different analyses either rely on
he inclusive data or the use of pQCD. For a detailed discussion of the resulting differences, see Section 2.3. At higher
nergies the theoretical uncertainty of the pQCD predictions can, in a straightforward way, be estimated by varying
he input parameters, the strong coupling αs and the quark masses, together with a variation of the renormalization
scale. Alternatively one can consider the size of the highest-order contribution as an indication of the error induced
by the truncation of the perturbative series. While these procedures have no strict foundation and no clear statistical
interpretation, they are commonly accepted.3 The error estimates of the perturbative cross section obtained in this way
are typically significantly smaller than those obtained when relying on the available data. At lower energies,
√
s ∼ 2GeV,
residual duality violations are likely to represent a more important correction to the pQCD prediction. These have been
estimated in Ref. [6] and are discussed in more detail in Section 2.3.7.
While the density and quality of the available data allows one to resolve and integrate the contributions from the
ρ, ω, and φ resonances directly and without modeling, the very narrow charm resonances J/ψ and ψ ′, as well as the
Υ (1–3 S) states have to be added with suitable parameterizations to the continuum contributions. However, these heavier
resonances provide only subleading contributions to aHVPµ and its error.
Data treatment. In the hadronic cross section as measured in e+e− annihilation, e+e− → γ ∗ → hadrons, the physical,
‘full’’ photon propagator contains any number of insertions of the VP operator Π (q2). Unless the hadronic cross section
s normalized with respect to the measured muon pair production cross section, which contains the same VP insertions
o that they cancel exactly, these ‘‘running coupling’’ corrections have to be subtracted, as has been explained above. For
any recent data sets, this is already done and undressed cross section values σ 0 are published. If not, it must be done
3 Another possible estimate of the error would be the variation of the renormalization scheme used in the pQCD calculations. As the availability of
results in schemes different from the usually used MS scheme is limited, such an approach has not been adopted commonly, but see, e.g., Ref. [133]
for a discussion of results for R in different classes of so-called MOM schemes.9













































rior to use in the dispersion integrals. While the leptonic VP contributions to Π (q2) have been calculated in QED to
hree- [134] and four-loop accuracy [135], the hadronic VP contributions cannot be reliably calculated in pQCD. Instead
hey are obtained via a dispersion integral that relates the leading real part of the hadronic VP operator to its imaginary











ere P indicates the principal-value prescription and the hadronic R-ratio is the same as in Eq. (2.1).4 The subleading
maginary part is provided by the cross section data and should, for the best possible accuracy, be included. One therefore
elies on the hadronic data one wants to undress, which is not a problem as in practice an iterative process converges
apidly. The main experiments and groups involved in data compilations, such as CMD-2 and SND at Novosibirsk, DHMZ,
egerlehner, and KNT, have developed their own different routines and parameterizations.
As remarked above, (real and virtual) FSR must be included in the hadronic cross section. However, it is not easy to
etermine to which extent real FSR may have been excluded in the experimental analyses. Clearly, real soft and virtual
ontributions are inevitably part of the measured cross section, but hard real radiation has been omitted, to some extent,
y selection cuts. For (charged) pion and kaon production, FSR is typically modeled by scalar QED, which has been shown
o be a good approximation for small photon energies, corresponding to large wavelengths, where the composite structure
f the mesons is not resolved [136–138]. If subtracted in an experimental analysis, it can hence be added back in these
ases. However, it is difficult to model FSR in multi-hadronic systems with high precision, which contributes to the
ncertainty of this data (though it should be noted that for most exclusive channels used for aHVPµ there is limited phase
pace for hard radiation, which makes this issue less important). If measurements are based on the method of radiative
eturn, which in itself is an O(α) process, the understanding of FSR and its interplay with the initial-state radiation (ISR)
s of paramount importance and an integral part of these analyses.
It is clear that the accuracy in the treatment of the data with respect to radiative corrections is limited. Therefore,
ypically additional radiative-correction errors are assigned, which aim to take into account these uncertainties.
ata combination. There are different ways in which the hadronic data can be used to obtain aHVPµ in a combined analysis.
n principle, if cross sections are measured finely enough by a single experiment, one can first integrate individual data
ets, then average. However, this may prevent the use of sparse data and mask possible tensions in the spectral function
etween different experiments (or data sets of the same experiment), which may be invisible after integrating. Therefore,
ost of the recent analyses rely on first combining data, then taking the g − 2 integral. In this case, the combination
in each exclusive channel or for the inclusive data) must take into account the different energy ranges, the different
inning, and possible correlations within and between data sets. To achieve this, different methods are used by different
roups, as will be discussed in Section 2.3. For the direct data integration, the g − 2 integral can then be performed
sing a simple trapezoidal rule or after first applying more sophisticated methods to smooth the cross section behavior
ocally. Alternatively, additional constraints on the hadronic cross sections can be imposed. Such constraints can be due to
nalyticity and unitarity, see Section 2.3.4, or from global fits of hadronic cross sections based on models like the Hidden
ocal Symmetry models discussed in Section 2.3.3. In the latter case, the derived model cross sections are used in the
ispersion integrals.
The remainder of this section is organized as follows: In Section 2.2, the different experiments and methods, direct scan
nd radiative return, are discussed. The hadronic cross section data is reviewed, with emphasis on the most important
hannels and comparisons of data from different experiments for the same channel. This section also includes a short
iscussion of radiative corrections and Monte Carlo generators, and of the possible use of spectral-function data from
adronic τ decays. Section 2.3 contains short reviews of the most popular global analyses for the HVP contributions to
µ. It also includes a discussion of additional constraints that can be used to further improve the two-pion channel, a
omparison of the different evaluations, and a conservative merging of the main data-driven results. Section 2.4 discusses
rospects for further improvements of the data-driven determination of aHVPµ and Section 2.5 contains a short summary
nd the conclusions for this part.
.2. Hadronic data
The dispersive approach for computing HVP contributions to the muon anomalous magnetic moment is based on the
vailability of e+e− annihilation measurements of hadronic cross sections at energies below a few GeV. In this section,
e present a review of this data, where a wealth of precision results has been obtained in recent years.
4 A possible experiment designed to measure VP directly is discussed in Section 2.4.1.10






Fig. 1. The LO Feynman diagrams for the annihilation processes e+e− → hadrons (left) and e+e− → γ + hadrons with ISR (right).
Source: Reprinted from Ref. [139].
2.2.1. Experimental approaches
The scan method. Until recently, measurements of annihilation cross sections were done by taking data at fixed CM
energies, taking advantage of the good beam energy resolution of e+e− colliders. Then the full accessible range was
scanned at discrete energy points. At each point the cross section for the process e+e− → X is directly obtained through
σX =
NX
ϵX (1 + δ)Lee
, (2.5)
here NX is the observed number of X events, ϵX is the efficiency depending on the detector acceptance and the event
election cuts, (1 + δ) the radiative correction, and Lee the integrated e+e− luminosity obtained from registered leptonic
events with known QED cross sections (e+e− → e+e−, µ+µ−, or γ γ ). All quantities depend on the CM energy
√
s of
the scan point. The radiative correction takes into account the loss of events by ISR causing them to be rejected by the
selection, which usually imposes constraints on energy–momentum balance.
At LO the process is described by the Feynman diagram shown in Fig. 1. The beauty of e+e− annihilation is its simplicity
due to the purely leptonic initial state governed by QED and the exchange of a highly virtual photon coupled to any
charged particles (leptons or quarks). Thus strong interaction dynamics can be studied in a very clean way as quark pairs
are created initially out of the QCD vacuum.
The advantages of the scan approach are (i) the well-defined CM energy (mass of the hadronic system), which applies
for both the process being investigated and background, thus limiting the number of sources for the latter, and (ii) the
very good energy resolution, typically ∼ 10−3
√
s, allowing for the study of the line shape of narrow resonances such as the
ω and the φ. These good points have some negative counterparts, as data taking has to be distributed at discrete values,
leaving gaps without information, while being limited by the operating range of the collider as luminosity usually drops
steeply at lower energies. The consequence of this fact is that the wide range of energies necessary for the dispersion
integral has to be covered by a number of experiments at different colliders of increasing energies. Thus, only for the
region from threshold to 2 GeV, three generations of colliders have been used. An additional complication of this situation
is a lack of continuity in detector performance and therefore some difficulties for evaluating systematic uncertainties in
a coherent way.
Precise results below 1.4GeV from the CMD-2 and SND detectors at BINP (Novosibirsk) have been obtained in the
scan mode at VEPP-2M, and more recently from CMD-3 and SND at VEPP-2000 up to 2 GeV. Inclusive measurements with
BES-II at the BEPC collider at IHEP (Beijing), BESIII with the improved BEPCII, and KEDR at BINP are also available above
1.9GeV. Finally, results exist from older experiments at Orsay, Novosibirsk, and Frascati, but they are much less accurate.
The ISR approach. ISR is unavoidable, but it can be turned into an advantage by using the NLO process shown in Fig. 1
in order to access the LO cross section. In practice this approach could only be implemented with the advent of high-
luminosity colliders, such as the φ factory DAΦNE and the B factories KEK-B and PEP-II (all designed for the study of CP
violation), in order to compensate for the O(α) reduction in rate for ISR.
Of course ISR occurs all the time, but the difference between the two approaches resides in the fact that in the scan
method one selects events with a radiative photon energy very small compared to the CM energy, whereas in the ISR
approach one tries to cover the full range of photon energies. Keeping a fixed CM energy
√
s enables the collection
f events over a wide spectrum of energies
√
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s′ is the effective ISR luminosity, ϵXγ is the full acceptance for the event sample, and σ 0X(γ ) is the ‘‘bare’’ cross
section for the process e+e− → X(γ ) (including FSR effects, but with leptonic and hadronic VP contributions excluded).
The latter use of the bare cross section, rather than the dressed cross section, is a matter of choice, as to where one11






















q. (2.7) relies on the e+e− luminosity measurement (Lee) and on the theoretical radiator function dW/d
√
s′. The latter
describes the probability to radiate an ISR photon (with possibly additional ISR photons) so that the produced final state
(excluding ISR photons) has a mass
√
s′. This probability depends on s, s′, and on the angular range for the ISR photon in
he e+e− CM system.
The ISR approach for low-energy cross sections has been followed by the KLOE experiment at DAΦNE for the π+π−
hannel and by BABAR operating at PEP-II, where an extensive program of multi-channel measurements was conducted
n the few-GeV range. More recently, results have also been obtained with BESIII and CLEO-c. Different variants have been
sed, depending on whether or not the ISR photon is detected and how the ISR luminosity is determined:
1. photon at small angle and undetected, radiator function from NLO QED: KLOE-2005 [140];5 KLOE-2008 π+π− at
√
s = 1.02GeV [58]; BABAR pp̄ at
√
s = 10.58GeV [68];
2. photon at large angle and detected, radiator function from NLO QED: KLOE-2010 π+π− at
√
s = 1.02GeV [61];
BABAR multihadronic channels at
√
s = 10.58GeV [44–47,53–56,62,63,67,80];
3. photon at large angle and detected, radiator function from measured µ+µ−(γ ) events: BABAR π+π− [60,64] and
K+K− [60,64] at
√
s = 10.58GeV; BESIII π+π− [73] and CLEO-c π+π− [84] at
√
s ∼ 4GeV;
4. photon at small angle and undetected, radiator function from measured µ+µ−(γ ) events: KLOE-2012 π+π− at
√
s = 1.02GeV [65]).
Specific choices obviously depend on experimental opportunities and are optimized as such. At DAΦNE, small-angle
ISR is advantageous in order to reduce background and LO FSR events. At high-energy colliders, the best approach for
precision measurements is the large-angle ISR photon detection, which provides a kinematic handle against backgrounds
and the simultaneous analysis of hadronic and µ+µ− final states in order not to depend on a Monte Carlo generator
for determining the ISR luminosity. It even allows considering an extra photon in the kinematic fit [60,64,142], ensuring
that the ISR process is directly measured at NLO, thus reducing the radiative corrections. Also this configuration defines
a topology where the ISR photon is back-to-back to the produced hadrons, thus providing high acceptance and better
particle identification due to larger momenta. High acceptance is important for multi-hadronic final states because
it means less dependence on internal dynamics for computing the selection efficiency, hence a smaller systematic
uncertainty. Particle identification is also easier, particularly with method 2 at B factories because the final state is strongly
boosted. ISR luminosity determination with detected muon pairs is equivalent to measuring a ratio of events hadrons/µµ
in which several effects cancel (particularly extra ISR), thus allowing for a reduction of systematic uncertainties.
Apart from the points just mentioned the big advantage of the ISR approach is to yield in one fell swoop a continuous
cross section measurement over a broad range of energies. The practical range extends from threshold (for large-angle
ISR) to energies close to
√
s. At low CM energy (KLOE) the limitation for the upper range is the decreasing photon energy
and the rapid rise of the LO FSR contribution, which has to be subtracted out. At large energy (BABAR) it is statistics
and background that limit the range, but still values of a few GeV are obtained, depending on the process. The main
experimental disadvantage of the ISR approach is that many background processes can contribute and some effort is
needed to control them. They range from higher-multiplicity ISR processes to nonradiative annihilation to hadrons at the
beam energies. In the latter case the photon from a high-energy π0 can mimic an ISR photon and this contribution must
be estimated directly on data in order not to rely on models used in Monte Carlo generators.
Radiative corrections and Monte Carlo simulation. A correction of the annihilation event yield because of extra radiation
is mandatory as it can be quite large (∼10% or more). As an overall precision of less than 1% is now the state of the
art for cross section measurements, radiative corrections have to be controlled accordingly. Calculations are made at
NLO with higher orders resummed for the radiation of soft photons in the initial state. The full radiative corrections
involve ISR and FSR soft and hard photon emission, virtual contributions, and VP. As detector acceptance and analysis
cuts must be taken into account, radiative corrections are implemented using Monte Carlo event generators. Dedicated
accurate generators have been recently developed for the determination of the e+e− luminosity, such as BHWIDE [143]
and BABAYAGA [144] at two-loop level (NNLO), and for annihilation processes through ISR, such as EVA [145,146] and
its successor PHOKHARA [147,148] with almost complete NLO contributions. These generators and their performance are
discussed in Section 2.2.7.
Unlike for the QED µ+µ− process the simulation of FSR from hadrons is model-dependent. It is true for the LO part
because the measured range of s′ is very close to s for KLOE, thus enhancing the importance of LO FSR, except for the
case of small-angle ISR. Although the interference between LO ISR and FSR amplitudes vanishes for a charge-symmetric
detector when integrating over all configurations, some control over the |FSR|2 can be obtained from the measurement of a
5 The data from this measurement should not be used because of a trigger problem and the need for a reevaluation of the Bhabha cross section
in the new version of the Babayaga generator, as explained in Ref. [141].12








Fig. 2. The data from CMD-2 [50,51] (left) and SND [49] (right) on e+e− → π+π− in the ρ region.
Source: Reprinted from Ref. [139].
charge asymmetry [145,149]. The additional FSR (NLO) also suffers from model-dependence: here the pions are assumed
to radiate as pointlike particles (scalar QED), which is implemented in an approximate way using the PHOTOS [150]
package when a full NLO matrix element is not available, as it is the case for multi-hadronic processes.
For the BABAR ISR program signal and background ISR processes are simulated with a Monte Carlo event generator
based on EVA. Additional ISR photons are generated with the structure function method [151] collinear to the beams,
and additional FSR photons with PHOTOS. To study the effects of this approximation on the acceptance detailed studies
have been performed using the PHOKHARA generator. It should be emphasized that for the precision measurements of the
π+π− and K+K− processes done with the ratio method to µ+µ− the results are essentially independent of the description
of higher-order effects in the generator. This independence is exact for the dominant ISR contributions. For different NLO
FSR effects, where it is no longer exact, the measurement of events with one additional photon allows corrections to be
applied.
Finally the event generation has to be followed in practice by a full simulation of the detector performance and of
the analysis procedure. Unavoidable differences between real data and its simulated counterparts have to be thoroughly
studied and corrected for within limits that are then translated into systematic uncertainties. Modern experiments
quote experimental uncertainties around 1% or even below. The smallest values are obtained in the π+π− and KK̄
channels, where the angular distribution is known from first principles. In the dominant ρ region, the best quoted
systematic uncertainties are 0.6–0.8% for CMD-2, 1.3% for SND, 1.0–2.1–0.7% for KLOE, and 0.5% for BABAR (multiple
alues correspond to different data sets and analyses).
uminosity measurements. An independent measurement of the e+e− luminosity is necessary in most cases, except for in
the ISR approach using the ratio of measured hadrons to muon pairs in the same data sample. For this purpose Bhabha
scattering e+e− → e+e− is generally used as the cross section is large and electrons are easy to identify. The major source
f systematic uncertainty comes from differences between the detector performance and the simulation, mainly regarding
he effect of angular resolution near acceptance edges. In some cases (for example with BABAR), several QED processes
re used and combined, providing some cross-checks. Then one should include the uncertainty from the calculation of
he reference cross section and its implementation in event generators. Typical values for the total luminosity uncertainty
re 0.4–0.5% for CMD-2 and SND, 0.5% for BESIII, 0.3% for KLOE, and 0.5–1.0% for BABAR.
2.2.2. Input data
Exclusive measurements.
• The π+π− channel
The numerical importance of the π+π− channel for aHVP, LOµ has triggered a large experimental effort to obtain
reliable and precise data. Thus, although there is no strong reason to ignore them, most older measurements are
now essentially obsolete. Therefore, we concentrate here on the results obtained in the last decade or so.
Precise measurements in the ρ region came from Novosibirsk with CMD-2 [43] and SND [49], revising older results.6
In addition, CMD-2 has obtained results above the ρ region [48], as well as a second set of data across the ρ
resonance [51]. Neither experiment can separate pions and muons, except for near threshold using momentum
measurement and kinematics for CMD-2, so that the measured quantity is the ratio (Nππ + Nµµ)/Nee. The pion-pair
cross section is obtained after subtracting the muon-pair contribution and normalizing to the Bhabha events, using
computed QED cross sections for both, including their respective radiative corrections. The results, shown in Fig. 2,
6 There were problems with the large radiative corrections in previous analyses of CMD-2 [152] and SND [153].13
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section corresponds to π+π− including pion-radiated photons and virtual final-state QED effects. The uncertainties
in the radiative corrections (0.4%) should be considered fully correlated in the two experiments as they now use the
same programs.
The KLOE [58] and BABAR [60,64] ISR analyses are initially very different. First, the CM energy is close to the studied
energy in the case of KLOE (soft ISR photons), while it is very far in the BABAR case (hard ISR photons). In KLOE-
2008 and KLOE-2012 the ISR photon is not detected and reconstructed kinematically, assuming no extra photon.
Since the cross section strongly peaks along the beams, a large statistics of ISR events is obtained. Pion pairs are
separated from muon pairs with kinematical constraints. In BABAR, the ISR photon is detected at large angle (about
10% efficiency) so that the full event is observed, and an additional photon can be incorporated in the kinematical fit
(undetected forward additional ISR or detected ISR/FSR photon). Another big difference concerns the ISR luminosity:
in the KLOE-2008 and KLOE-2010 analyses it is computed using the NLO PHOKHARA generator [148], while in BABAR
both pion and muon pairs are measured and the ratio ππ (γ )/µµ(γ ) directly provides the ππ (γ ) cross section. The
small-angle ISR photon provides a suppression of the sizeable LO |FSR|2 contribution in KLOE, and the remaining
part is computed from PHOKHARA. In BABAR, the |FSR|2 contribution is negligible because of the large value of s.
The KLOE method with small-angle undetected ISR photons also reduces the range of ππ masses on the low side
because of the limited angular acceptance of the detector. To overcome this problem, the analysis of KLOE-2010
was performed with large-angle ISR [61]. Finally, the KLOE-2012 measurement [65] was obtained using the same
ratio method as BABAR (Fig. 3), but with undetected small-angle ISR photons. This ratio is taken in small mass
bins (typically 6MeV) for KLOE, while for BABAR larger intervals (50MeV) are used in order to reduce statistical
fluctuations on the individual cross section values, taking into account the expected variation of the µµ(γ ) cross
section within each interval and the bin-to-bin correlations in the covariance matrix.
The three KLOE measurements have been recently combined taking into account the correlations between the
different data sets [82]. The combination method was aimed at providing a coherent KLOE data set with a fully
consistent treatment of uncertainties between the three analyses.
In order to reduce systematic uncertainties, the BABAR method involves the simultaneous measurement of the
process e+e− → µ+µ−, which by itself can be checked against the QED prediction using the e+e− luminosity.
The comparison of the BABAR data with NLO QED shows a good agreement from threshold to 3 GeV within a total
uncertainty of 1.1%, dominated by the luminosity uncertainty (Fig. 4).
More recently results with the ISR method in the charm region and large-angle ISR tagging have been obtained by
BESIII [73] and a group using the data from CLEO-c [84]. Both have a larger statistical uncertainty. Their data is
shown in Fig. 5.
Although lots of data have been recorded in the π+π− channel with precision increasing over time, their consistency
is far from excellent. The problems encountered will be discussed in Section 2.2.4.
• The other two-body channels
The π0γ final state is the first open hadronic channel and defines the lower limit of integration of the dispersion
integral. In addition to older results, recent measurements from SND over the full spectrum up to 2GeV are now
available with increased precision [76,87].
Cross sections for the K+K− and KSKL final states are given in Fig. 6 for CMD-2 [57,154], SND [40,155], and
BABAR [142]. They are dominated by the prominent φ resonance. Again here the broad mass range available through
the ISR approach is noteworthy. Very recently results were obtained at VEPP-2000 by CMD-3 [81] and SND [77],
differing markedly from the earlier CMD-2 and SND measurements at VEPP-2M. While experiments are in good
agreement for KSKL, the situation is more problematic for K+K−, as discussed in Section 2.2.4.
Precise measurements of the proton–antiproton final state have been achieved by BABAR [46,67,68] and CMD-3 [72].
The cross section for e+e− → pp̄ given in Fig. 7 shows little energy dependence from threshold to 2 GeV. Again
the ISR method allows the measurement to be performed over a large energy range up to 6GeV. A measurement
of e+e− → nn̄ is available from SND [70], showing a cross section comparable to that of pp̄ from threshold to
2 GeV within the modest achieved precision. The nucleon-pair production at 2 GeV accounts for about 4% of the
total hadronic cross section.
• The multi-hadronic channels
The cross sections for several exclusive channels have been measured with the scan method up to 1.4GeV by CMD-2
and SND and extended more recently up to 2 GeV using the VEPP-2000 collider and the upgraded CMD-3 and SND
detectors. The ISR approach has been used extensively by BABAR, covering the range from threshold to typically
3–5GeV. The BABAR results represent an almost complete set of exclusive measurements up to about 2 GeV. Above
2GeV, many channels with higher multiplicity open up that in practice cannot be studied individually, so that the
method using the sum of exclusive cross sections is no longer practicable. For essentially all the final states measured
by the scan method at VEPP-2000, the agreement with BABAR is excellent, providing a nice consistency check.
Previous measurements were limited to the maximum energy of 1.4GeV of VEPP-2M and uncertainties in the
efficiency due to limited angular acceptance and imperfect knowledge of the final-state dynamics. Other experiments
were plagued by low statistics and large systematic uncertainties. Here the ISR method with large-angle detected
photons profits from the boost of the hadronic system in the detector acceptance, permitting the detailed study14







Fig. 3. The KLOE data sets on e+e− → π+π− in the ρ region obtained in the three experimental configurations described in the text [58,61,65].
Source: Adapted from Ref. [65].
of the final states and, therefore, considerably reducing the uncertainty on the overall efficiency arising from the
imperfect knowledge of the hadronic dynamics.
The largest multi-hadronic cross sections below 2GeV are for the 3-pion and 4-pion final states. The 3-pion cross
section is dominated at low energy by the ω (Fig. 8) and φ resonances as measured by the CMD-2 [38,52] and
SND [42] experiments. Above the φ, results are available from BABAR [44] and SND [156], which agree with each
other as seen in Fig. 9, while both disagree strongly with the earlier results from DM2 [157]. For the 2π+2π− [45,63]
and π+π−2π0 [80] final states, the improvement provided by the ISR BABAR results is spectacular both in terms
of precision and mass coverage, as displayed in Fig. 9. Previous results from VEPP-2M [158–160] and VEPP-
2000 [161] only extended to 1.4GeV. Results on exclusive final states containing up to 6 quasi-stable hadrons are
available [47,66]. The limitation on hadron multiplicity, set largely by the difficulty to select and identify multi-π0
final states, does not permit a reliable reconstruction of the full hadronic rate above 2GeV as a sum over individually
measured exclusive cross sections.
Numerous processes with smaller cross sections have to be considered to saturate the total hadronic rate. Fig. 10
shows some results on final states including η mesons, namely ηπ+π− from BABAR [54,85], CMD-2 [39], and
SND [71], and ηπ+π−π0 from CMD-3 [79]. Further, more recent, data sets for ηπ+π− exist from SND [162] and CMD-
3 [163]. For the η4π final states only results from BABAR are available, both for η2π+2π− [54] and ηπ+π−2π0 [88].
A lot of progress was recently achieved by BABAR on KK̄n pions final states with the complete set of measurements
for all charge configurations with n = 1, 2 [53,56,62,69,78], thanks to the detection of KS , KL, charged pions and
kaons, and multiple π0. These results are shown in Fig. 11.
There are also additional measurements for some specific channels, K+K−π+π− [74] and KSKLπ0 [83]. Finally, cross
sections for K+K−η [56] and KSKLη [69] are available from BABAR.
arrow resonances. The contributions of the very narrow resonances J/ψ and ψ(2S) are obtained by numerically
ntegrating their undressed Breit–Wigner line shapes. The uncertainties in the integrals are dominated by the knowledge
f their bare electronic widths available from experiment [165,166].
nclusive R measurements. Above 2GeV the annihilation cross section has to be measured inclusively because of the
arge number of open exclusive channels. Precise results in the 2–4.5GeV range are from BESII [37,41,59]. The KEDR
ollaboration has recently published results from an inclusive R scan from
√
s = 1.84 to 3.05GeV [75,86], complementing
their previous measurements obtained between 3.12 and 3.72GeV [75]. This data is the most precise and complete in this
energy range with a typical systematic uncertainty of 3%. It constitutes a very valuable input to test the validity of the pQCD
estimate (cf. Fig. 12). Between 2GeV and the charm threshold, the R value (hadronic cross section scaled to the s-channel
pointlike fermion-pair lowest-order cross section) behaves smoothly with a weak energy dependence, and it agrees with
the pQCD prediction within experimental uncertainties. The results on R, based on the sum of exclusive channels below
2GeV [2] and the inclusive measurements above, are given in Fig. 12. The matching between the measurements in the
two regions is satisfactory and consistent with the quoted uncertainties.15





Fig. 4. Results from BABAR [60,64] using the large-angle ISR method: e+e− → µ+µ− compared to NLO QED (top) and e+e− → π+π− from threshold
to 3 GeV using the ππ/µµ ratio (bottom). The inset shows the ρ region.
Source: Reprinted from Ref. [60].
Fig. 5. The BESIII (left, reprinted from Ref. [73]) and CLEO-c (right, reprinted from Ref. [84]) data on e+e− → π+π− in the ρ region using large-angle
detected ISR photons.
2.2.3. The missing channels
Thanks to the BABAR systematic program of measurements of exclusive cross sections, very few channels are now
missing below 2GeV. These involve states with either KL’s, or with high multiplicity, especially with multiple π0’s. While
single-KL processes have recently been measured by BABAR [69], the cross sections for KLKLππ can be safely estimated
from the corresponding KSKS states, assuming CP invariance. Also BABAR results on the π+π−3π0 channel have just been
released [88], so that the only relevant final state up to 6 pions left unmeasured is π+π−4π0. Its contribution can be
stimated from the other measured 6-pion final states using isospin constraints obtained by projecting the cross section
n Pais isospin classes [168,169]. When applying these isospin relations, it is important to consider the production of η
esons separately because of their isospin-violating decays. At the present time the estimated contribution of missing
hannels contributes a fraction of less than 0.05% of the aHVP, LOµ value when integrating the cross sections up to 1.8GeV,
which is not an issue anymore (before 2017 this fraction amounted to 0.7%). The situation is more problematic between
1.8 and 2GeV, since the lack of measurements of higher-multiplicity final states could introduce some small systematic16
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Fig. 6. Cross sections for e+e− → KSKL measured by SND [40] (upper left), and e+e− → K+K− by CMD-2 [57], SND [40], and BABAR [142] (upper
ight), and BABAR over a wider energy range (bottom).
ource: Reprinted from Refs. [40,142].
Fig. 7. Results from BABAR [46,67,68] and CMD-3 [72] on the cross section (in nb) for e+e− → pp̄.
Source: Reprinted from Ref. [72].
effect due to the resulting under-evaluation of R. In this respect, the recent measurement by CMD-3 [89] of the 3π+3π−π0
final state brings valuable information on this issue.
17
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Fig. 8. The ω resonance in the π+π−π0 channel from CMD-2.
Source: Reprinted from Ref. [38].
Fig. 9. Results from some multi-pion cross sections. Top left: π+π−π0 from BABAR [44], SND [42,164], and older experiments. Top right:
π+2π−BABAR [45,63] and older experiments. Bottom: π+π−2π0 from BABAR [80] and older experiments (left), and 2π+2π−π0 from BABAR [54]
(right).
Source: Reprinted from Refs. [54,63,80,164].18
T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxxFig. 10. Results from BABAR [54,85], CMD-2 [39], and SND [71] on the cross sections for e+e− → ηπ+π− (left), and from CMD-3 [79] for
e+e− → ηπ+π−π0 (right).
Source: Reprinted from Refs. [79,85].
Fig. 11. Results from BABAR [53,56,62,69,78] on the cross sections for e+e− → KK̄π (top row) and e+e− → KK̄ππ (second and third rows).
Source: Reprinted from Ref. [2].
2.2.4. Major tensions in hadronic data
We present here the status of, and a discussion of the most important discrepancies between, data from different
experiments that affect significantly the precision of the combined cross sections used for the evaluation of the dispersion
integrals.
Tensions in the π+π− channel. The π+π− channel accounts for approximately 3/4 of the full hadronic contribution to the
muon g − 2. Thus, there is a need for the highest precision. Many experimental measurements have been performed in
the last four decades, but it is only in the last 15 years that sufficient statistics and small systematic uncertainties have
been achieved.19







Fig. 12. The total hadronic e+e− annihilation cross section ratio R as a function of
√
s [2]. Inclusive measurements from BES [37,41,59] (and references
herein) and KEDR [75,86,167] are shown as data points, while the sum of exclusive channels from this analysis is given by the narrow blue bands.
lso shown is the prediction from massless pQCD (solid red line).
ource: Reprinted from Ref. [6].
However, the situation is far from ideal as the two most precise measurements by KLOE and BABAR do not agree
ell within their quoted uncertainties. After the combination [82] of the three KLOE measurements based on different
SR methods, the reduced uncertainty makes the situation worse. Fig. 13 taken from Ref. [82] shows the ratios of the
ecent measurements by CMD-2, SND, BABAR, and BESIII to the combined KLOE cross section in the 0.6–0.9GeV mass
region, where the KLOE band and the data points include the full diagonal error. Several features are apparent: (1) the
normalization at the peak is generally higher than KLOE, (2) there is a trend for a linear increase of the ratio with mass,
and (3) a clear disagreement is seen in the narrow ρ–ω interference region. Due to the higher precision of the BABAR
data, these features are most clearly visible there, but they are also present for the other experiments. While there is
reasonable agreement below 0.70–0.75GeV, the KLOE data appears noticeably lower on the ρ peak and above by a factor
rising to a few percent.
The ratios in the ρ–ω interference region display a common oscillatory pattern. Since in Ref. [82] the ratio of a given
experiment is computed with respect to the linearly interpolated value between adjacent KLOE points, one could expect
some bias, especially in the interference region with its fast-varying cross section. Indeed, such oscillation is not present
for the ratio KLOE to BABAR [64], where a fit to the BABAR data is used as reference in order to avoid such effects. As seen
in Fig. 14, the interference pattern is more washed out in KLOE, most probably due to the choice of wide mass bins. A
vertical offset is clearly seen in the plot on the ρ peak. It should be noted that the effect of the ρ–ω interference pattern
is largely canceled when integrating over the mass spectrum. Thus differences in this region between the experiments
are not expected to produce large biases for the integral values.
The most significant discrepancy between the KLOE and BABAR data points to one or several systematic effects not
properly covered by the estimated systematic uncertainties. Here one might hope to appeal to other experiments to
resolve this discrepancy. Unfortunately, their results are insufficiently precise at present, lying between those of KLOE
and BABAR, and overlapping reasonably with both. This can been seen in Fig. 15 which shows the contributions to the
dispersion integral from the region between 0.6 and 0.9 GeV for each of the experimental data sets. One-parameter
fits yield χ2/dof values of 4.5/4 and 3.6/4 for fits including all experiments but BABAR and all experiments but KLOE,
respectively. Thus CMD-2/SND/BESIII/CLEO are compatible with either KLOE or BABAR.
In the combination procedures used by DHMZ (see Section 2.3.1) and KNT (see Section 2.3.2), local tensions are dealt
with by introducing scaling factors for the uncertainties. Global tension is also accounted for in the DHMZ analysis.
Some tension also occurs in the combination of the results from the three KLOE measurements [82]. The ratios of the
cross section values between KLOE-2012 and KLOE-2008, as well as KLOE-2010 and KLOE-2008, were computed taking
into account all the correlations between the measurements, for both the statistical and systematic uncertainties. They
show some systematic deviations from unity (Fig. 16) that are statistically significant and not fully taken into account
20
T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxxFig. 13. The π+π− cross section from the KLOE combination compared to the BABAR, CMD-2, SND, and BESIII data points in the 0.6–0.9GeV
range [82]. The KLOE combination is represented by the yellow band. The uncertainties shown are the diagonal statistical and systematic uncertainties
summed in quadrature.
Source: Reprinted from Ref. [82].
Fig. 14. The π+π− cross section from KLOE combination, BABAR, CMD-2, SND, and BESIII in the ρ–ω interference region [82].
Source: Reprinted from Ref. [82].
by the local scaling procedure [170], leading to what is likely an underestimated systematic uncertainty in the combined
result. Since these deviations largely cancel when integrating the spectrum, the integral values are consistent [82]. These
discrepancies are not present in the ratio between the KLOE-2012 and KLOE-2010 measurements, which is consistent
with unity in the whole energy range (see Fig. 16).
Very recently the SND collaboration has presented their results at VEPP-2000 on the π+π− channel [171] with
increased statistics and reduced systematic uncertainties (0.8%) compared to their analysis at VEPP-2M discussed above.
They perform a fit of the pion form factor using a vector-meson dominance (VMD) ansatz for the ρ resonance together
with ω and ρ ′ contributions. This description of their data is used to compare with existing data in a convenient way. The
resulting comparison ratios are shown in Fig. 17 separately for BABAR, KLOE-2008, and KLOE-2010, and VEPP2M results
from SND and CMD-2. While there are some small deviations from the latter two results, more severe discrepancies are
found with KLOE and BABAR. On the one hand, below 0.7GeV both KLOE-2008 and BABAR are higher than SND by 2–4%,21











Fig. 15. Comparison of results for aHVP, LOµ [ππ ], evaluated between 0.6GeV and 0.9GeV for the various experiments..
Fig. 16. Ratios of cross sections [82] from KLOE-2012 to KLOE-2008 (top left), KLOE-2010 to KLOE-2008 (top right), and KLOE-2012 to
LOE-2010 (bottom). The green bands indicate the uncommon systematic uncertainty in the respective ratios.
hile KLOE-2010 is more in agreement. On the other hand, above 0.7GeV SND agrees well with BABAR, while both KLOE
easurements are below by 2–3%. If these observations could provide some hints for understanding the KLOE–BABAR
iscrepancy, it is clear that still more experimental investigations with high precision are needed for further progress in
his crucial π+π− contribution. The new SND results are not yet included in the data combinations discussed in this WP
ersion, but will be added later after they are carefully examined and accepted for publication.
ensions in the K+K− channel. Tensions among data sets are also present in the K+K− channel (see top panel of Fig. 18
or a display of the available measurements). A discrepancy up to 20% between BABAR [142] and SND [155] was observed
or masses between 1.05 and 1.4GeV. Fortunately the problem has been resolved with the most recent SND result [77],
lthough the origin of the previous systematic shift is not discussed. It looks like the older SND results should be discarded.22
T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxxFig. 17. Top left: ratio of SND-2020 π+π− cross section values to form factor fit. Top right: ratio of previous SND and CMD-2 cross sections to new
SND fit. Bottom: similar ratios for BABAR (left) and KLOE8 and KLOE10 (right).
Source: Reprinted from Ref. [171].
Concerns also arise regarding data on the φ(1020) resonance. Previously, a 5.1% difference between CMD-2 [57] at
VEPP-2M and BABAR [142], with the CMD-2 data being lower, was observed. SND [40] results are also low compared to
BABAR, but the discrepancy is not significant in view of the larger SND systematic uncertainty (6.8%). Surprisingly, new
results from CMD-3 at VEPP-2000 [81] exhibit the opposite effect: they are 5.5% higher than BABAR (cf. Fig. 18 (middle)).
The discrepancy of almost 11% between the two CMD-2/3 data sets greatly exceeds the quoted systematic uncertainty of
2.2%, of which only 1.2% is assigned to the detection efficiency. The upward cross section shift is claimed to originate from
a better understanding of the detection efficiency of kaons with very low energy in the CMD-3 data, since the φ(1020) lies
very close to the K+K− threshold. It should be remarked that, in comparison with the CMD-2/3 and SND measurements,
the ISR method of BABAR benefits from higher-momentum kaons with better detection efficiency owing to the boost of
the final state.
Given the yet unresolved situation, both CMD-2 and CMD-3 data sets should be kept, which, owing to the uncertainty
rescaling procedure, leads to a deterioration of the precision (by about a factor of 2) of the combined data (Fig. 18
(bottom)). A better understanding of the data from CMD-2/3 and SND is necessary in order to improve the situation.
2.2.5. Short-term perspectives
Given the progress achieved in the last decade the situation on the contributions from multi-hadronic final states
appears well under control and new results to come from VEPP-2000 will provide additional checks. Thus, the attention
should be focused on the contributions from the low-lying vector mesons, where discrepancies between experiments
remain unresolved. The largest component from the ρ meson is still the first priority for improvement. In this respect,
results are expected from the on-going analysis of three experiments: BABAR [172] using the full data sample and a
new method independent of particle ID, which contributed the largest single systematic uncertainty in the 2009 analysis,
and CMD-3 [173] and SND [174] taking advantage of their upgraded detectors and the larger luminosity delivered by
VEPP-2000. First results and comparisons in the π+π− channel have been presented recently by SND [171], as discussed
in Section 2.2.4.
2.2.6. Use of hadronic data from τ decay
The use of data on semileptonic τ decays in the evaluation of aHVP, LOµ and ∆α
(5)
had was originally proposed in Ref. [175].
−
→ X−νIt is based on the fact that in the limit of isospin invariance, the spectral function of the vector current decay τ τ
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Fig. 18. Top left: bare cross sections for e+e− → K+K− . See text for a description of the data used. Top right: comparison between individual
e+e− → K+K− cross-section measurements from BABAR [142], CMD-2 [57], CMD-3 [81], SND [40], and the HVPTools combination. Bottom: local
cale factor vs. CM energy applied to the combined K+K− cross-section uncertainty to account for inconsistency in the individual measurements.
ource: Reprinted from Ref. [6].
s related to the e+e− → X0 cross section of the corresponding isovector final state X0 (the so-called conserved vector
urrent (CVC) relation),
σ l=1X0 (s) =
4πα2
s
v1,X− (s) , (2.8)
here s is the CM energy-squared or equivalently the invariant mass-squared of the τ final state X , α is the fine-structure























ere, mτ is the τ mass, |Vud| the CKM matrix element, BX− and Be are the branching fractions of τ− → X−(γ )ντ (final-
state photon radiation is implied for τ branching fractions) and of τ− → e−ν̄eντ , (1/Nx)dNx/ds is the normalized τ
pectral function (invariant mass spectrum) of the hadronic final state, RIB represents s-dependent isospin-breaking (IB)
orrections, and SEW is the short-distance electroweak radiative correction [176].
Spectral functions and branching fractions for the τ have been precisely measured at LEP and at the B factories under
ery different conditions. Much larger statistics are available at B factories, but overwhelming QCD backgrounds must be
educed at the cost of small efficiencies with corresponding irreducible systematic uncertainty. The reverse occurred at LEP
ith Z decays into two boosted τ s and small well-understood backgrounds inducing small systematic uncertainties, but
ith moderately high statistics. As a consequence, branching fractions are well measured at LEP, while the determination
f normalized spectral functions profit from the high statistics available at B factories. For the dominant 2π channel the
ranching ratio has been best measured by ALEPH [180] in agreement with the other experiments [181–185] and the
ost accurate spectral function has been obtained by Belle [185]. Combined spectral functions from all experiments are
vailable [176].




⏐⏐⏐⏐ F0(s) ⏐⏐⏐⏐2 , (2.10)GEM(s) β−(s) F−(s)
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ratio term (middle left), the effect of the ρ mass and width difference in the |F0/F−|2 term (middle right), the effect of the ρ–ω
nterference in the |F0/F−|2 term (bottom left), and the total corrections (bottom right). The difference between the open blue points and the solid
lack one in the last plot stems from the ρ–γ mixing corrections proposed in Ref. [178].
ource: Reprinted from Ref. [179].
here FSR(s) refers to the final-state radiative corrections [186] (see also Ref. [187]), GEM(s) denotes the long-distance
adiative corrections of order α to the photon-inclusive τ− → π−π0ντ (γ ) spectrum [176], β30 (s)/β
3
−
(s) accounts for the
mpact on the ratio of phase space factors of the π± − π0 mass splitting and is important only close to threshold (see
+π− and π−π0 pion form factors, respectively.ig. 19), and F0(s) and F−(s) are the timelike π
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ontributions to aHVP, LOµ [ππ ](τ ) (×10
10) and BCVC
π−π0
(×102) from the IB corrections. Corrections shown correspond to the GS parameterization [176].
he total uncertainty includes the difference with the KS parameterization quoted as δ(GS − KS).






ρ–ω interference +2.80(19) −0.01(1)
Mπ± − Mπ0 effect on σ −7.88 +0.19
Mπ± − Mπ0 effect on Γρ +4.09 −0.22
Mρ± − Mρ0bare 0.20
+0.27
−0.19 +0.08(8)
ππγ , electromagnetic decays −5.91(59) +0.34(3)
δ(GS − KS) −0.67 −0.03
Total −16.07(1.85) +0.69(22)
The ratio |F0(s)/F−(s)|2 is the most difficult to estimate reliably, since a number of different IB effects may contribute.
ome, such as the contribution to the numerator of this ratio from the IB part of the ρ–ω interference shoulder, and the
mpact of IB differences in the masses and widths of the charged and neutral ρ mesons can be estimated from data, albeit
ith some residual model dependence. In contrast, contributions produced by, for example, an IB difference in the charged
nd neutral ρ isovector current decay constants and/or a purely IB ρ0 isoscalar current decay constant, both of which are
xpected to exist on general grounds, would manifest themselves as small IB differences in the broad ρ distributions
or which no obvious phenomenological method of estimating their size exists. One could, of course, assume that such
ontributions are numerically small, estimate the contributions one is able to constrain phenomenologically, and then see
f the sum of that partial set of corrections, when applied to the τ ππ distribution, brings the result into agreement with
+e− → ππ distribution results. If this turned out to be the case, one could argue that this provides post facto evidence
or the smallness of the IB contributions one is unable to estimate phenomenologically. Considerable effort, described
n more detail below, has been expended on investigating this possibility. As we will see, the sum of the partial set of
B corrections that result does not yet provide an understanding of the IB difference between the τ and e+e− → ππ
istributions, so at present we are unable to take advantage of the τ data. It is, however, worth detailing the work that
as been done in this direction to date. The alternate possibility of using lattice simulations to include all sources of IB
imultaneously and evaluate the IB inclusive τ–e+e− aHVP, LOµ difference is discussed in Section 3.4.2.
Below 1GeV, the pion form factors are dominated by the ρ meson resonance. Important IB effects are thus expected
rom the mass and width differences between the ρ± and ρ0 mesons, and ρ–ω mixing. The difference between the
corrections used in Ref. [176] and those of Refs. [177,178] is mainly due to different width differences considered. The













here gρππ is the strong coupling of the isospin-invariant ρππ vertex and δ0,− denotes radiative corrections for











used in Ref. [178]. The numerical values of Eq. (2.11) and Eq. (2.12) at Mρ = 775MeV are +0.76MeV and −1.3MeV,
respectively. Another small difference that contributes to the IB difference originates from the mass difference δMρ =
Mρ− −Mρ0 of 1.0(9)MeV [176] and 0.814MeV [178]. This illustrates the systematic uncertainties when estimating the IB
corrections related to phenomenological form factor parameterizations. To avoid a circularity problem, the ρ parameters
need to be determined from other reactions than e+e− → π+π− and τ− → π−π0ντ , but since, e.g., the Breit–Wigner
arameters are reaction dependent, this induces a systematic uncertainty that is difficult to control, one aspect of which
s the need to define a ρ0 in the presence of electromagnetic interactions and thus a convention for ρ0–γ mixing.
The effects of the IB corrections applied to aHVP, LOµ using τ data in the dominant ππ channel are shown in Table 2 [176]
or the energy range between the 2π mass threshold and 1.8GeV. The short-distance correction, SEW = 1.0235(3) [176],
s dominant. The uncertainty of GEM corresponds to the difference of the two GEM corrections shown in Fig. 19. The
uoted 10% uncertainty on the FSR and ππγ electromagnetic corrections is an estimate of the structure-dependent effects
pion form factor) in virtual corrections and of intermediate resonance contributions to real photon emission [176]. The
ystematic uncertainty assigned to the ρ–ω interference contribution accounts for the difference in aHVP, LOµ between two
henomenological fits, where the mass and width of the ω resonance are either left free to vary or fixed to their world-
verage values. Some of the IB corrections depend on the form factor parameterization used, and the values quoted in
able 2 correspond to those of Gounaris–Sakurai (GS) parameterizations [189], but the total uncertainty includes the full
ifference between the GS and the Kühn–Santamaria (KS) parameterizations [176].26
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Fig. 20. Relative comparison between the combined τ (after the IB corrections) and e+e− → π+π− spectral function contributions.
Source: Reprinted from Ref. [190].
Another way to compare e+e− and τ spectral functions is to predict the branching ratio of τ decays into the ππ0(γ )ντ
final state, Bππ0 , using e+e− data. In Table 2, the effects of the IB correction to the prediction are also shown. Using CVC,





















here smin is the threshold of the invariant mass-squared of the final state X0 in e+e− annihilation. CVC comparisons of τ
branching fractions are of special interest because they are essentially insensitive to the shape of the τ spectral function,
hence avoiding biases in the unfolding of the raw mass distributions from acceptance and resolution effects.
Despite the improved IB corrections, there is still a sizable difference between the e+e− based prediction of 692.3(4.2)×
10−10 and the τ based one of 703.0(4.4) × 10−10 [191]. The difference amounts to 10.7(4.9) × 10−10, corresponding to a
deviation of 2.2σ . The shape of the combined τ spectral function after the IB corrections in the two-pion channel is also
different from the one from e+e− data (Fig. 20). The discrepancy is further reflected in the τ branching fractions (Fig. 21).
A model-dependent ρ–γ mixing, occurring only in the e+e− data, was proposed in Ref. [178] to explain the e+e−–τ
discrepancy. The proposed correction corresponds to the difference between the open blue points and the solid black
points in Fig. 19 (bottom right), showing an increasing effect above the ρ peak that appears uncomfortably large. Unlike
γ –Z mixing on the Z resonance, well established theoretically and experimentally, the description of photon mixing with
a strongly interacting ρ may be affected by significant difficult-to-assess uncertainties. The correction [178], shown in
Fig. 22, seems to overestimate the observed difference.
Concluding this part, it appears that, at the required precision to match the e+e− data, the present understanding
of the IB corrections to τ data is unfortunately not yet at a level allowing their use for the HVP dispersion integrals. It
remains a possibility, however, that the alternate lattice approach, discussed in Section 3.4.2, may provide a solution to
this problem.
2.2.7. Radiative corrections and Monte Carlo generators
For the scan experiments at Novosibirsk, an event generator MCGPJ [192] is used. Its theoretical precision was
estimated to be better than 0.2%. It simulates e+e−, µ+µ−, π+π−, K+K−, and KLKS final states. The code was cross-
checked against BHWIDE [143] for the e+e− final state and against KKMC [193] for the µ+µ− final state. Agreement at a
level of 0.2% was found in both cases.
For the luminosity measurements, MCGPJ [192] or BABAYAGA@NLO [144] event generators are used. The accuracy of
the BABAYAGA@NLO is 0.1%, which was cross-checked by comparisons with the BHWIDE event generator.
In most of the experiments that used the radiative-return method [58,60,61,65,73,82], the PHOKHARA event generator
was used in the experimental analyses. The generator evolved from its first versions [149,194], where only ISR corrections
were included at NLO. The missing ISR NNLO corrections were also estimated there. They can be at most 0.3%, which
was confirmed later in Ref. [195]. They will be included soon at the leading logarithmic approximation [196]. The other
NLO corrections were added gradually for final states with two hadrons and µ+µ− in the final state: for π+π− in
Refs. [148,197,198], for K+K− in Ref. [199], for pp̄ in Ref. [200], and for µ+µ− in Ref. [148].
In all these papers, NLO radiative corrections involving the exchange of two virtual photons between the initial
electron–positron line and the final hadron (muon) line were neglected. The complete NLO radiative corrections for
+ − + −the reaction e e → µ µ γ were calculated and included into the generator PHOKHARA in Ref. [201]. It was shown
27
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Fig. 21. The measured branching fractions for τ− → π−π0ντ compared to the predictions from the e+e− → π+π− spectral functions, applying the
B corrections. The long and short vertical error bands correspond to the τ and e+e− averages, respectively.
Source: Reprinted from Ref. [176].
Fig. 22. Same as Fig. 20, except that the ρ–γ mixing correction proposed in Ref. [178] has been applied to the τ data.
there that for that process, used for luminosity monitoring, the missing radiative corrections for the KLOE experimental
event selections were at most 0.1%, while for the BABAR event selection, they were not bigger than 0.2%. The generator
with the complete NLO radiative corrections was available during the BESIII analysis. The same type of corrections for
the reaction e+e− → π+π−γ were calculated recently [202]. Again, the previously missing part of the NLO radiative
corrections is small for all experimental event selections. Around the ρ peak the corrections do not exceed 0.05% for all
the experiments and are equally small for other invariant masses for BABAR and BESIII event selections. For KLOE it is
useful to discuss separately the most relevant region of the pion pair invariant masses (0.6–0.9GeV) for the evaluation
of the muon anomalous magnetic moment. For the event selections used by KLOE in 2008 and 2012 [58,65], the missing
corrections reach as much as 0.18% at low pion-pair invariant masses. At the ρ peak, they are well below 0.05%. For
the KLOE 2010 event selection (detected photon) [61], the radiative corrections can be larger, up to 0.5% in the relevant
region. Yet around the ρ peak, they are smaller and amount up to only 0.2%. Above 0.9GeV, which is outside the relevant
region, the corrections can reach up to 2.4%. Summarizing, with the results of Ref. [202], it was finally excluded that28

















































he differences between the experimental extractions of the pion form factor can originate from the missing radiative
orrections.
The radiative corrections involving photon–hadron interactions are model-dependent. They were studied carefully
or the π+π− final state (see Ref. [203] and references therein), so the model used in PHOKHARA is reliable with the
ccuracy of the current experiments. With a further experimental error reduction it would be good to repeat the tests
ith a better accuracy. For other final states, the systematic experimental tests were not performed, and moreover the
SR corrections are implemented in PHOKHARA only for a small number of final states and are modeled in experiments
sing PHOTOS [204]. With the increasing experimental accuracy, such tests and a better modeling are necessary.
.3. Evaluations of HVP
.3.1. The DHMZ approach
The software package HVPTools,7 developed for the DHMZ approach, features an accurate data interpolation, averaging,
nd integration method, systematic tests, and a statistical analysis based on the generation of large samples of pseudo-
xperiments. It has been deployed in Ref. [176] for hadronic τ decay spectra and in Ref. [190] for the most important
hannel, e+e− → π+π−, as well as for e+e− → π+π−2π0. In Refs. [2,6,169] it has then been used for performing
ombinations in all the e+e− → hadrons channels under consideration. HVPTools allows for a comprehensive treatment of
he correlations between the measurements of one experiment, as well as inter-experiment and inter-channel correlations.
ross-section data. In the dispersion integral for the lowest-order hadronic contribution (see Eq. (2.1)) the contribution
rom the light u, d, s quark states is evaluated using exclusive experimental cross-section data up to an energy of 1.8GeV,
here resonances dominate, and pQCD to predict the quark continuum beyond that energy (except for the charmonium
egion, where the evaluation of the dispersion integral is based on inclusive experimental cross-section data).
A large number of e+e− → hadrons cross-section measurements are available (see Section 2.2). Eq. (2.1) and the
reatment of higher-order hadronic contributions require ISR as well as leptonic and hadronic VP contributions to be
ubtracted from the measured cross-section data, while FSR should be included.
Older measurements are affected by an incomplete or undocumented application of radiative corrections. Because
f lack of documentation, the latter contribution of approximately 0.9% in the π+π− channel has been added to the
ata, accompanied by a 100% systematic error [206]. Initial-state radiation and leptonic VP effects are corrected by
ll experiments, however hadronic VP effects are not. They are strongly energy dependent, and in average amount to
pproximately 0.6%. In the DHMZ approach this correction is applied, accompanied by a 50% systematic error [206]. These
SR and hadronic VP systematic uncertainties are treated as fully correlated between all measurements of one experiment,
nd also among different experiments and different channels.
ombining cross-section data. The requirements for averaging and integrating cross-section data are: (i) properly prop-
gate all the uncertainties in the data to the final integral error, (ii) minimize biases, i.e., reproduce the true integral
s closely as possible in average and measure the remaining systematic error, and (iii) optimize the integral error after
veraging while respecting the two previous requirements. The first item practically requires the use of pseudo-data or
onte Carlo (MC) simulation, which needs to be a faithful representation of the measurement ensemble and to contain
he full data treatment chain (interpolation, averaging, integration). The second item requires a flexible data interpolation
ethod and a realistic truth model used to test the accuracy of the integral computation with pseudo-data experiments.
inally, the third item requires optimal data averaging, taking into account all known correlations to minimize the
pread in the integral measured from the pseudo-data sample. Furthermore, this optimization has to be done without
verestimating the precision with which the uncertainties of the measurements and their correlations are known.
The combination and integration of the e+e− → hadrons cross-section data are performed using the software package
VPTools. It transforms the bare cross-section data and associated statistical and systematic covariance matrices into
ine-grained energy bins, taking into account the correlations within each experiment as well as between the experiments
such as uncertainties in radiative corrections) to the best available knowledge. The covariance matrices are obtained by
ssuming common systematic error sources to be fully correlated. To these matrices are added statistical covariances,
resent for example in binned measurements as provided by KLOE, BABAR, BES, or the τ data, which are subject to
in-to-bin migration that has been unfolded by the experiments, thus introducing correlations.
The interpolation between adjacent measurements of a given experiment uses second-order polynomials. This is an
mprovement with respect to the previously applied trapezoidal rule, corresponding to a linear interpolation, which leads
o systematic biases in the integral (see below, and also the discussion in Section 8.2 and Fig. 12 of Ref. [206]). In the
ase of binned data, the interpolation function within a bin is renormalized to keep the integral in that bin invariant after
he interpolation. This may lead to small discontinuities in the interpolation function across bin boundaries. The final
nterpolation function per experiment within its applicable energy domain is discretized into small bins (of 1MeV, or
arrower for the ω and φ resonances) for the purpose of averaging and numerical integration.
7 HVPTools is written in object-oriented C++ and relies on ROOT functionality [205]. The cross-section data base is provided in XML format. The
systematic errors are introduced component by component as an algebraic function of mass or as a numerical value for each data point (or bin).
Systematic errors belonging to the same identifier (name) are taken to be fully correlated throughout all measurements affected.29































The averaging of the interpolated measurements from different experiments contributing to a given energy bin is the
most delicate step in the analysis chain. Correlations between measurements and experiments must be taken into account.
Moreover, the experiments have different measurement densities or bin widths within a given energy interval, and one
must avoid having extrapolated information (through the polynomial interpolation) substitute for missing information in
a region of lower measurement density. To derive proper averaging weights given to each experiment, wider averaging
egions8 are defined to ensure that all locally available experiments contribute to the averaging region, and that in case
f binned measurements at least one full bin is contained in it.
The bin-wise average between experiments is computed as follows: a) Pseudo-data generation fluctuates the data cross
ections taking into account all known correlations and the polynomial interpolation is redone for each generated pseudo-
ata; for the purpose of determining the averaging weights, the averaging regions are filled and interpolated for each
xperiment. b) For each generated pseudo-data, small bins are filled for each experiment, in the energy intervals covered
y it, using the polynomial interpolation. c) In each small bin a correlation matrix between the experiments is computed
nd a χ2 minimization yields the averaging weights. This approach avoids relying too much on long-range correlations
f uncertainties in the determination of the average weights (see Section 2.3.6). d) The average and its uncertainty are
omputed in each small bin. e) If the χ2 value of a bin-wise average exceeds the number of degrees of freedom (dof), the
ncertainty in this averaged bin is rescaled by
√
χ2/dof to account for inconsistencies (cf. the left panel of Fig. 23).9
The consistent propagation of all errors into the evaluation of aHVP, LOµ is ensured by generating large samples of
seudo-experiments, representing the full list of available measurements and taking into account all known correlations.
n eigenvector decomposition technique is used for generating pseudo-experiments for measurements provided with
ovariance matrices. In particular, this technique is used to propagate the statistical and systematic correlations between
he three KLOE measurements [207,208], for which global covariance matrices have been made available. For each
enerated set of pseudo-measurements, the identical interpolation and averaging treatment leading to the computation
f Eq. (2.1) as for real data is performed, hence resulting in a probability density distribution for aHVP, LOµ , the mean and
MS of which define the 1σ allowed interval (and which – by construction – has a proper pull behavior). The same
seudo-experiments are also used to derive (statistical and systematic) covariance matrices of combined cross sections,
sed then for the integral evaluation. Uncertainties are also propagated through shifts of one standard deviation of each
ncertainty, allowing one to account for correlations between different channels for integrals and combined spectra. The
onsistency between the results obtained with these three different approaches has been checked. The procedure yielding
he weights of the experiments can be optimized with respect to the resulting error on aHVP, LOµ .
The fidelity of the full analysis chain (polynomial interpolation, averaging, integration) has been tested by using as truth
representation a Gounaris–Sakurai [189] vector-meson resonance model faithfully describing the π+π− data. The central
alues for each of the available measurements are shifted to agree with the Breit–Wigner model, leaving their statistical
nd systematic errors unchanged. The so-created set of measurements is then analyzed akin to the original data sets.
he difference between true and estimated aHVP, LOµ values is a measure for the systematic uncertainty due to the data
reatment. The bias is found to be negligible, below 0.1 × 10−10, when using second order polynomials. Interpolation
sing the trapezoidal rule, in contrast, leads to a much larger, ∼1 × 10−10, bias.
The individual e+e− → π+π− cross-section measurements (dots) and their average (shaded/green band) are plotted
in Fig. 24. The error bars contain statistical and systematic errors.
The right panel of Fig. 23 shows the weights vs.
√
s the different experiments carry in the average. BABAR and KLOE
ominate over the entire energy range. The experiments labeled ‘‘other exp’’ in the figure correspond to older data with
ncomplete radiative corrections. Their weights are small throughout the entire energy domain.
The evaluation of the complete aHVP, LOµ [ππ ] integral for the π
+π− contribution from threshold to 1.8GeV, using a fit up
o 0.6GeV (see Section 2.3.4) and the HVPTools data combination above, gives 507.0(1.9)×10−10. The correlation among
the uncertainties of these two contributions of 62% evaluated using pseudo-experiments is taken into account. Removing
BABAR or KLOE from the data set gives 505.1(2.1)×10−10 and 510.6(2.2)×10−10, respectively, with an absolute difference
of 5.5 × 10−10 that is significantly larger than the individual uncertainties. In light of this discrepancy, which is not fully
captured by the local uncertainty rescaling procedure, half of the full difference between the complete integrals without
BABAR and KLOE, respectively, is included as additional systematic uncertainty in the DHMZ study. The central value of
the aHVP, LOµ [ππ ] contribution is placed half-way between the two results. To avoid double counting, the local uncertainty
rescaling between BABAR and KLOE is not applied, but that between these and the other π+π− data sets is kept. This
procedure results in a total π+π− contribution of aHVP, LOµ [ππ ] = 507.9(0.8)(3.2) × 10
−10, where the first uncertainty is
statistical and the second systematic (dominated by the new uncertainty of 2.8 × 10−10) [6].
Common sources of systematic uncertainties also occur between measurements of different final-state channels and
must be taken into account when summing up the exclusive contributions. Such correlations mostly arise from luminosity
uncertainties, if the data stem from the same experimental facility, and from radiative corrections. In total, 15 categories of
8 For example, when averaging two binned measurements with unequal bin widths, a useful averaging region would be defined by the experiment
with the larger bin width, and the bins of the other experiments would be statistically merged before computing the averaging weights.
9 Such inconsistencies frequently occur because most experiments are dominated by systematic uncertainties, which are difficult to estimate. In
particular, the sharp peak at 0.78GeV is due to local discrepancies across the ρ–ω interference and the bump between 0.85 and 0.95GeV is due to
a discrepancy between KLOE and BABAR.30











Fig. 23. Left: Rescaling factor accounting for inconsistencies among experiments versus
√
s. Right: Relative averaging weights per experiment versus
s (see text).
Source: Reprinted from Ref. [6].
Fig. 24. Cross section for e+e− → π+π− annihilation measured by the different experiments for the entire energy range. The error bars contain
both statistical and systematic errors, added in quadrature. The shaded (green) band represents the average of all the measurements obtained by
HVPTools, which is used for the numerical integration following the procedure discussed in Section 2.3.1.
Source: Reprinted from Ref. [6].
correlated systematic uncertainties are distinguished. Among those, the most significant belong to radiative corrections,
which are the same for CMD2, CMD3, and SND, as well as to luminosity determinations by BABAR, CMD2, and SND
(correlated per experiment for different channels, but independent between different experiments). Propagating each of
these categories of systematic uncertainties separately in the combinations allows for their coherent treatment in the sum
of the contributions of the different channels. This yields a larger, but more realistic, uncertainty on aHVP, LOµ .
Adding all lowest-order hadronic contributions together gives
aHVP, LOµ = 694.0(4.0) × 10
−10, (2.14)
hich is dominated by experimental systematic uncertainties [6].
.3.2. The KNT approach
KNT [3,7] provide a predominantly data-driven compilation for the hadronic R-ratio, which is then used to predict the
VP contributions to precision observables such as the anomalous magnetic moment of the electron (ae), muon (aµ), and
lepton (aτ ), to the ground-state hyperfine splitting of muonium, and also the hadronic contributions to the running of
he QED coupling α(q2). The obtained R-ratio has also been used to determine the strong coupling αs at low scales through
inite-energy sum rules [209].
ata selection and application of radiative corrections. The KNT analyses [3,7] are based on the earlier works of Refs. [210–
14]. With very few exceptions where data sets are known to be unreliable, superseded by newer analyses, or not adding
ny useful information, all available data sets for e+e− → hadrons in the relevant energy range are used. However, KNT31

































o not use information from hadronic τ decays. Predictions from pQCD are only used from
√
s > 11.199GeV, above all
flavor thresholds (apart from the top quark, which can safely be treated perturbatively).
As discussed in Section 2.1, in general, the data must be undressed with respect to VP corrections, but should contain
FSR effects. For many recent data sets, the cross sections are provided in the required form already, and no further
corrections are applied. However, for cases where ‘‘undressing’’ is required, the KNT VP routine is used. This is, in a self-
consistent iterative procedure, obtained from the very same hadronic cross section data.10 For sets where VP corrections
have been applied only partially (some older data sets), or with routines known to be unreliable, these corrections are
undone and the KNT routine is applied. For FSR, one requires that all photon radiation, real and virtual, be included in
the data. Clearly, unless a subtraction based on theoretical predictions is made, any measurement includes the virtual
and soft real radiation. However, hard real photons above a resolution or analysis-based cut may be lost and lead to a
smaller measured cross section. In the π+π− channel, for the recent, precise data sets obtained via the method of radiative
return, photons in the final state are an integral part of the experimental analyses and their error estimates, and, hence,
additional FSR corrections are not applied. For data obtained through the energy scan method, if analyses indicate that
FSR had been subtracted or not fully included, inclusive FSR corrections based on scalar QED are applied, which have been
shown to be of sufficient accuracy at the low energies where data are used. The situation is different in the K+K− and
K 0S K
0
L channels. In the numerically most important region close to the φ peak, there is very little phase space for hard
photon radiation above a resolution or analysis-imposed selection cut, and estimates of the corresponding real photon
FSR correction have shown that their size is negligible [3]. FSR corrections are, therefore, not applied in the K+K− or K 0S K
0
L
hannels. For more complicated higher-multiplicity final states, only limited theoretical predictions and tools (including
he Monte Carlo generators used in the experimental analyses) to calculate FSR with precision are available.
To account for any under- or over-correction resulting from limited information on radiative corrections and the rather
rude approximations made when applying them, additional VP and FSR errors are assigned in the different hadronic
hannels for the derived quantities, like aHVP, LOµ and ∆α(q
2). For details of the applied procedures and individual numbers
ee Refs. [3,7,214].
ata combination. To determine the contributions of a specific hadronic final state to the hadronic R-ratio, data com-
inations are performed in all channels for which data are available. For this, the data in each channel are subjected
o a clustering procedure, which, based on the available local data density, determines the optimal binning of the data
nto a set of clusters. This is done by an algorithm that performs a scan over a large range of possible binnings and the
any resulting fits for the data combination. The optimal clustering is then determined by a combination of criteria;
he best overall fit quality, the goodness of fit locally, i.e., in the individual clusters and the achieved uncertainty of the
ontributions to aHVP, LOµ , or other derived quantities in the given channel. While a too narrow clustering would defeat
he aim of a local data combination and hence not lead to the best possible determination of R and its error, a too wide
lustering would effectively lead to a significant re-binning of individual data sets and ultimately to a too coarse and
rong representation of the data.
The fit methodology that achieves the actual combination has significantly evolved from the original approach used up
o Ref. [214], where systematic errors due to simple, overall multiplicative uncertainties were effectively integrated out by
itting related renormalization (nuisance) factors through a nonlinear χ2 minimization. To consistently use the information
rom full covariance matrices for correlated (statistical and systematic) uncertainties given in recent experimental analyses
or the leading hadronic channels, this approach proved not to be sufficient. Hence, since Ref. [3], the KNT compilation
ses instead the method of an iterated χ2 fit, which fully takes into account all available covariance matrices and, hence,
ccounts for all correlations arising from correlated uncertainties. This method has been shown to be free from the bias
hat would arise when naively using correlations in a χ2 minimization [215,216], but accounts for nontrivial, nonlocal
orrelations that not only enter in the error estimate, but also influence the determination of the mean values of R over
he full energy range. This is important, as measurements from one experiment, with locally small uncertainties, can
elp to constrain the normalization of data points from another experiment at different energies, through and within its
ystematic uncertainties. Therefore, the completely data-driven combination in local clusters, through the correlated fit,
ecomes a global fit in each channel.




















here the double sum is over a total of Ntot contributing data points in the channel under consideration and the labels
and n refer to the clusters. The quantities Ri,Im and R
j,I
n are the linear-model interpolant cross section values of clusters
and n against which data points R(m)i and R
(n)


























10 This routine, currently version vp_knt_v3.0, can be obtained by contacting the authors directly.32
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Fig. 25. Distribution of the local χ2min/dof used for the error inflation in the two-pion channel.









redefined at each step of the iteration. For the first step of the iteration, the matrix is initialized simply using the
experimental R measurements instead of fit results, hence the first step corresponds to a naive correlated fit, which would,
however, in general lead to a biased result. In practice, only a few iterations are needed for the fit to converge.
The fit returns, apart from the mean R values for each cluster, a full covariance matrix, which contains all correlated
and uncorrelated uncertainties. These are then used to determine derived quantities (e.g., aHVP, LOµ ) channel-by-channel and
using trapezoidal integration.11 The fit also returns local χ2min/dof values for each cluster, which are used for a local χ
2
min
error inflation according to the standard procedure recommended by the PDG. For the two-pion channel, the distribution
of the local χ2min/dof is shown in Fig. 25. Note that, for all channels, the local error inflation exceeds the error inflation
based on the global χ2min/dof.
Overall, the full use of correlation information in the fit has benefited the KNT analysis, with this approach having
further constrained the mean values. Consequently, for the aHVP, LOµ integral, this has yielded results that are not expected
from a simple local data combination (which does not fully take into account the given correlations) and has achieved
a considerable error reduction. It should be stressed that, if correlated uncertainties were neglected in the fit of the
mean values and only propagated for the error analysis, this would neglect important information. Especially for derived
quantities with a nonflat kernel like aHVP, LOµ , this could lead to a result that is significantly different (> 1σ ) from the result
obtained from a correlated fit (see the discussion below for this effect in the KNT analysis of the π+π− channel).
Results. For the most important two-pion channel, Fig. 26 demonstrates these nontrivial effects of the correlated data
combination. The result obtained for aHVP, LOµ [ππ ] from the combination of all data differs from what one would expect
from a weighted average of predictions where only individual data sets (or subsets of the data) are used. Instead, the high
accuracy of the KLOE data, with their strong correlations and good agreement with the direct scan and the BESIII data,
leads to a rigidity of the combination that limits the influence of the BABAR data. These BABAR data would, in a local
data combination that does not fully take into account the correlations, dominate the fit.12 This is corroborated by the
findings from studying combinations where all data are used but either the KLOE or the BABAR data are excluded. While,
when neglecting BABAR, the mean value in the KNT analysis hardly changes, when neglecting KLOE, the data from BABAR
are dominating the fit and the mean value moves up significantly, though still not as much as it would in a simple local
average, which would become very much dominated by BABAR. The impact of different choices for the data combination
will be further discussed in Section 2.3.5.
As one cannot exclude duality-violating effects to be still effective at CM energies of about 2 GeV, KNT prefer to use
data as much as possible and not to rely on pQCD. Fig. 27 shows the KNT data combination in the energy region from 1.8
to 2.2GeV, where the transition from using the sum of exclusive channels (red band) to a compilation of the inclusive
data (blue band) is made. The gray band shows, for comparison, the prediction from pQCD.
In total, the updated KNT19 analysis [7] leads to
aHVP, LOµ = 692.78(1.21)stat(1.97)sys(0.21)vp(0.70)fsr × 10
−10
= 692.78(2.42)tot × 10−10 , (2.17)
11 It has been checked that this direct data integration does not lead to any numerically relevant bias, with the exception of the ω resonance in
the π+π−π0 channel. There, a quintic polynomial is applied, as the linear interpolation would lead to an overestimate, while lower polynomial fits
would lead to unphysical fluctuations [7].
12 In the range
√
s < 1.937GeV, the combination of all π+π− data yields aHVP, LOµ [ππ ](KNT19) = 503.46(1.91) × 10
−10 . Propagating only
ocal correlations to the mean value (for the energy-binning defined by the KNT clustering algorithm) results in aHVP, LOµ [ππ ](Local average) =
09.4(2.9) × 10−10 , compared to the BABAR only result of aHVP, LO[ππ ](BABAR data only) = 513.2(3.8) × 10−10 .µ
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Fig. 26. Comparison of aHVP, LOµ [ππ ] obtained when using only subsets of the available data to the full KNT result shown by the yellow band. To
llow for the comparison, the energy range is restricted to 0.6 ≤
√
s ≤ 0.9GeV. See Refs. [3,7] for details.
Source: Reprinted from Ref. [7].
Fig. 27. Comparison of the sum over all exclusive channels to the compilation of inclusive data and the prediction from pQCD in the range from
1.8 to 2.2GeV. The blue square markers show the data from KEDR [167].
where the different errors (statistical, systematic, and the additional errors due to radiative corrections, VP, and FSR) are
added in quadrature.
2.3.3. Other approaches
Approach by F. Jegerlehner. In this section, we review the approach underlying the results recently presented in Refs.
[27,217–220], which is also based on the direct integration of cross section data, see Figs. 28 and 29. The main features
of the approach regarding the data integration can be summarized as follows [27,218,220,221]:
1. Take undressed data as they are and apply the trapezoidal rule (connecting data points by straight lines) for
integration. Integrating data smoothed by Chebyshev polynomial fits reproduces the results within insignificant
deviations.
2. To combine results from different experiments: (i) integrate data for individual experiments and combine the results
for each overlap region; (ii) combine data from different experiments before integration and integrate the combined
‘‘integrand’’. Check consistency of the two possible procedures to estimate the reliability of the results.
3. Error analysis: (i) statistical errors are added in quadrature; (ii) systematic errors are added linearly for different
experiments; (iii) combined results are obtained by taking weighted averages; (iv) all errors are added in quadrature
for ‘‘independent’’ data ranges as specified in Fig. 29, assuming this to be allowed in particular for different energy
regions and/or different accelerators and/or detectors; (v) best: apply the true covariance matrix if available, this
is the case for the ISR measurements from meson factories.
4. The ρ-resonance region is integrated using the GS parameterization of the pion form factor, see Fig. 28. Other
pronounced resonances have been parameterized by Breit–Wigner (BW) shapes with parameters taken from the
PDG. For the ω and φ one can apply a BW+PDG evaluation or use the corresponding decay spectra into 3π , π0γ ,
K+K−, K K , and ηγ .L S
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Fig. 28. A compilation of the modulus squared of the pion form factor in the ρ meson region, which yields about 75% of aHVP, LOµ . Data from CMD-2,
ND, KLOE, BABAR, BESIII, and CLEOc [43,48–51,58,60,61,64,65,73,82,84,140,141], besides some older sets.
ource: Reprinted from Ref. [27].
Fig. 29. The compilation of R(s)-data utilized in the analyses of Refs. [27,217–220]. The bottom line shows the relative systematic errors within the
plit regions. Different regions are assumed to have uncorrelated systematics. Data from Refs. [37,41,44–47,53–56,59,62,63,66,67,69–72,75–77,142,
67,222–227] and others.
ource: Adapted from Ref. [27].
In addition to the data shown in the figures, pQCD is applied from 5.2GeV to 9.46GeV as well as above 11.5GeV, see
Fig. 29, using the code of Ref. [132]. The central result based on e+e− data alone is13
aHVP, LOµ = 688.1(4.1) × 10
−10 , (2.18)
here the central values and uncertainties are distributed on different energy ranges as shown in Fig. 30. In view of the
bserved discrepancies in the e+e− → ππ data from BABAR and KLOE, also a combined analysis with the τ → ππντ
data from ALEPH [180,191,228,229], OPAL [182], CLEO [183], and Belle [185] has been considered [27]
aHVP, LOµ = 688.8(3.4) × 10
−10 , (2.19)
hich is based on the isospin-breaking corrections from Ref. [178] (see Section 2.2.6). Finally, the combination with
nalyticity constraints (see Section 2.3.4) in the implementation of Ref. [230] leads to [27]
aHVP, LOµ = 689.5(3.3) × 10
−10 . (2.20)
idden-local-symmetry approach. ChPT provides a rigorous access to the low-energy part of the nonperturbative sector of
CD, but needs to be extended by vector mesons to go deeper inside the resonance region, leading to Resonance Chiral
erturbation Theory (RχPT). As shown in Ref. [231], RχPT is, in principle, equivalent to the Hidden Local Symmetry (HLS)
odel [232,233], motivating the use of the HLS model for the analysis of annihilation cross sections as input for HVP. Such
ffective Lagrangians share the important feature that they predict physics correlations among the different annihilation
13 This number, which relies on GS and BW parameterizations as described above, is quoted below in Section 2.3.5 as the main result from this
approach.35















Fig. 30. Distribution of contributions and error squares from different energy regions.
Source: Reprinted from Ref. [27].
Fig. 31. The ππ data in the global fit approach: the left panel shows the e+e− → π+π− data with an inset to show the spacelike region; the right
panel displays the dipion spectrum in the τ decay. The fit region covers the interval s = [−0.3, 1.0]GeV2 .
ource: Adapted from Ref. [238].
rocesses H = {Hi, i = 1, . . . , p} they encompass. This means that any given e+e− → Hi cross section is numerically
onstrained, not only by the experimental data collected in the Hi channel, but also by those collected in any other final
tate Hj embodied inside the Lagrangian framework. Stated otherwise, the data collected in any annihilation channel Hi̸=j
ehave as an increased statistics for any given channel Hj.
The HLS model is a framework easier to handle than RχPT. However, in order to successfully account for the
arge amount of precise experimental data currently available, one should go beyond the basic model and extend
t, consistently with its framework, using appropriate symmetry-breaking mechanisms; basically, HLS models define
nteracting frameworks for the fundamental pseudoscalar (P) and vector (V ) meson nonets together with photons (γ ).
istorically, the vector-meson mixing (V–V ′) and the vector-meson–photon mixing (V–γ ) induced by pseudoscalar meson
oops allowed for a primitive version of a broken HLS model [234]. This raw broken HLS model has evolved towards an
perating version (BHLS) [235–237], which covers a large realm of physics processes involving the fundamental vector
nd pseudoscalar meson nonets. An enriched version of BHLS, named BHLS2, is now available, which has been shown
o sharply improve the description of the very low-energy region [238]. Therefore, working Lagrangian frameworks now
xist that are able to provide a consistent picture of all the data samples covering the s interval ranging from the nearby
spacelike region [239,240] to slightly above the φ meson mass. Fig. 31 illustrates the fit quality on the various ππ data
(spacelike and timelike form factors and the dipion spectrum in the τ decay).
In their present form, the BHLS frameworks encompass a substantial number of processes of different kinds. Beside the
VPγ and Pγ γ partial width decays – where V and P are shorthands to denote any meson pair taken in the fundamental
36








































The π+π− contribution to aHVP, LOµ in the range [0.35, 0.85]GeV
2 in units of 10−10 . The numbers given in the first data column are read off from
ef. [82]. The numbers in the second data column are the corresponding reconstructed values from BHLS2 fits; the last two columns display the
educed χ2 and the p-value of the fit, respectively.
π+π− Data set Direct integration [82] BHLS2 χ2/Nπ+π− p-value
KLOE08 378.9(3.2) 373.78(1.84) 130/60 14%
KLOE10 376.0(3.4) 375.04(2.35) 69/75 78%
KLOE12 377.4(2.6) 376.74(1.59) 59/60 80%
KLOE combination 377.5(2.2) 377.17(0.89) 95/85 65%
V and P nonets – the BHLS2 framework describes the e+e− annihilation into the six crucial channels14 π+π−, π+π−π0,
+K−, K 0K̄ 0, π0γ , and ηγ (all covered by several data samples), and, finally, the hadronic spectrum in the τ± → π±π0ντ
ecay. Additionally, the new BHLS2 release [238] allows, for the first time, the use of the accurate spacelike data [239] in
he derivation of aHVP, LOµ [ππ ]. Finally, it should be valuable to include within the BHLS2 framework the dipion spectra in
he η, η′ → π+π−γ decays, as they provide additional high-statistics data samples able to further constrain the estimate
or aHVP, LOµ [ππ ].
As most BHLS parameters are not known ab initio, they should be extracted from data. This is performed by means
f global fit techniques permitted by the BHLS frameworks and involves the annihilation channels listed before together
ith the (≃ 50) available experimental data samples. Satisfactory global fits – performed with the minuit minimizer –
eturn the vector of the parameter central values (a⃗0) and their (full) error covariance matrix V (a⃗). The reported statistical
nd systematic errors being closely implemented in the construction of the minimized χ2 [237], V (a⃗) reflects accurately
he full error budget of the fit data samples. In particular, it should be noted that the most rigorous way to account for
he normalization uncertainties affecting most of the precise data samples is via a global fit, where the different samples
overing the same channel with different normalization uncertainties are allowed to compete and optimally lead to their
ommon absolute normalization [237,241,242]. Then, the cross section derived from the fit intrinsically carries the most
robable normalization for the channel considered; this has been recently confirmed within the BHLS2 scheme by showing
hat the normalization of the pion form factor derived from a global fit to only experimental data is in close accord [238]
ith pion form factor spectra produced by lattice QCD groups. When the fit is successful, one is motivated to assume
hat a⃗0 and V (a⃗) reliably summarize the full information carried by the data samples involved in the fit—assuming the
ncertainties provided by the various experiments are reasonably well under control. Because of the role of the ‘‘physics
orrelations’’, one may also infer that, for any given annihilation channel within the BHLS scope, the model parameter
nformation derived from a global fit should be more precise than any treatment of each annihilation channel separately.
his statement is substantiated below in the case of the π+π− channel.
For a given channel Hi, its contribution to aµ is then obtained by replacing the experimental cross sections by the
odel cross sections and using the fit outcome to estimate aµ(Hi). The reference value for each aµ(Hi) is derived from
set of estimates Q ≡ {aµ(Hi, k), k = 1, . . . , p} obtained by making a large enough number (p) of samplings of the
odel parameter vector a⃗ using its central values a⃗0 and the error covariance matrix V (a⃗) returned by the minuit fit.
he reference value for aµ(Hi) is then defined as the average and its uncertainty as the RMS of the set Q of evaluations.
he remaining ≃ 17% of the HVP contribution not covered by the BHLS framework should be determined using other
ethods based on direct integration of data samples over wider ranges. This full method has been used in order to derive
he information for aµ presented in Refs. [235,237,238] and reported below.
To illustrate the outcome of the method, Table 3 contains some results derived for the π+π− channel, using the
xample of the KLOE data sets. The results therein are based on almost all e+e− data except for other data sets for the
+π− channel, the spacelike data from Refs. [239,240], and the dipion spectra in τ decays collected by ALEPH, CLEO, and
elle. The reduction in uncertainty of the BHLS fit result compared to the direct integration is precisely driven by the
orrelations to other channels.
The most important outcome of the broken BHLS2 model is the contribution of the six channels involved in its
ramework from the various thresholds up to 1.05GeV, which results in [238]
aHVP, LOµ (HLS,
√
s < 1.05GeV) = 572.44(1.20)fit × 10−10 . (2.21)
This includes all data sets with the notable exception of the BABAR π+π− data.15 Adding 114.67(2.76) × 10−10 for√
s > 1.05GeV and 1.28(17)×10−10 from the tiny non-HLS channels below 1.05GeV, the BHLS2 final result becomes [238]
aHVP, LOµ = 687.1(3.0) × 10
−10 . (2.22)
14 The contribution of these six hadronic final states up the φ mass (≃1.05GeV) represents about 83% of the total muon HVP and about half of
its (squared) uncertainty in standard approaches.
15 A high quality of the global fits requires the absence of significant tensions between the global model and the various candidate data samples
to be considered. Within the BHLS/BHLS2 global framework, about 90% of the reported data samples possess quite good fit properties; the most
noticeable exceptions are the KLOE08 and BABAR dipion data sets. As discussed in Ref. [237], they severely degrade the fit quality when included
in the set of fit samples; one also observes significant discrepancies when using each of them as single representative for the π+π− channel within
he (full) sample collecting all the available data sets for the other HLS channels. This is the reason why in Refs. [237,238] it is found to be more
statistically) secure to discard the KLOE08 and BABAR dipion spectra from the set of samples included in the BHLS global fits.37
























.3.4. Constraints from analyticity, unitarity, and crossing symmetry
Since the HVP integral only relies on input for e+e− → hadrons, the corresponding contribution to the anomalous
agnetic moment of the muon can, in principle, be evaluated with minimal model dependence as long as data are
vailable everywhere at the required level of precision. For the lowest-multiplicity channels, however, strong constraints
n the functional form of the cross section arise from general principles that the underlying hadronic amplitudes have
o fulfill, such as analyticity, unitarity, and crossing symmetry. These additional constraints can allow for an improved
valuation in energy regions where data are scarce, and, more importantly, provide valuable cross-checks on the data
ets because an incompatibility with the resulting global fit function may point towards inconsistencies in the data. Such
nalyses have recently been performed for the 2π [4,6,243] and 3π [5] channels.
In the absence of radiative corrections, the hadronic cross section for the 2π channel is directly related to the pion
ector form factor by means of




⏐⏐FVπ (s)⏐⏐2 , (2.23)
where σπ (s) =
√
1 − 4M2π/s and F
V
π (s) describes the pion matrix element of the electromagnetic current
⟨π±(p′)|jµ(0)|π±(p)⟩ = ±(p′ + p)µFVπ ((p
′
− p)2) . (2.24)
his form factor is strongly constrained by analyticity and unitarity, allowing one to derive a global fit function based
n fundamental properties of QCD. Such representations have been used before to evaluate aHVP, LOµ [ππ ] [244–247].
ere, we concentrate on recent applications [4,6,243] that impose the constraints from analyticity and unitarity on the
odern high-statistics data sets, thereby providing a powerful cross-check and a complementary perspective to the direct
ntegration of the data.
We start with the basic structure of a dispersive form factor parameterization from Ref. [4] (see Refs. [248–250] for
imilar representations)





here the respective factors incorporate 2π , 3π , and higher intermediate states in the unitarity relation. The elastic, 2π ,
ontribution is described via the Omnès function [251]













with δ11(s) the isospin I = 1 elastic ππ phase shift. Inelastic corrections in the 3π channel almost exclusively arise from
ρ–ω mixing, whose effect is concentrated in a narrow region around the ω mass. Inelasticities from higher intermediate
states are dominated by the 4π channel, they are strongly suppressed below the πω threshold [252,253].
For the practical application to the modern e+e− → π+π− data sets a number of subtleties need to be taken into
account [4]. First, the representation Eq. (2.25) applies to the form factor in pure QCD, while experimentally it is the
photon-inclusive cross section that is inserted in the HVP integral. Accordingly, one first needs to remove FSR effects from
the bare cross sections provided by experiment, then perform the fit, and add the FSR effects back in the end [137,148,254].
Second, to obtain a representation fully based on general QCD properties also the input for the phase shift δ11(s) needs
to be consistent with analyticity and unitarity, as well as crossing symmetry, and thus fulfill the Roy equations for ππ
scattering [255] (see Refs. [256–258]). While ρ–ω mixing is adequately described by a narrow resonance approximation


















r even gω(s) directly, an efficient parameterization of higher inelasticities is crucial to obtain a representation valid
hroughout the whole region
√
s ≲ 1GeV, e.g., in terms of a conformal polynomial whose phase is constrained by the
Eidelman–Łukaszuk bound [252,253]. Finally, systematic effects related to the high-energy continuation of the phase shift,
the solution of the Roy equations, and the order of the conformal polynomial N need to be taken into account.
In Ref. [4], it is shown that all modern timelike data sets allow for a statistically acceptable description based on
Eq. (2.25), as long as the ω mass is admitted as a free parameter.16 In the fit, an iterative strategy [215] is required to
ccount for the systematic covariance matrices while avoiding the D’Agostini bias [216], the data points from the ISR data
ets are to be interpreted as weighted averages over the bins, and the Eidelman–Łukaszuk bound can be implemented as
n additional contribution to the χ2 function. Combined fits to several data sets should account for the uncertainties in
he energy calibration, which is implemented in Ref. [4] using separate energy rescalings for each data set, constrained
16 The only exception concerns the BESIII data set, for which issues with the statistical covariance matrix were uncovered (the collaboration is
aware of the problem and an erratum is currently in preparation). For KLOE08, the global fit function reveals two bins with disproportionately large
contributions to the χ2 .38































y the respective estimate of the experimental calibration uncertainty. In this way, the central result, including also the
pacelike data from NA7 [239], becomes
aHVP, LOµ [ππ ]
⏐⏐
≤1GeV = 495.0(1.5)(2.1) × 10
−10
= 495.0(2.6) × 10−10 , (2.28)
where the first, fit, uncertainty has been increased by
√
χ2/dof ∼ 1.1, mainly driven by the known tension between the
KLOE and BABAR data sets, and the second, systematic, uncertainty is dominated by the sensitivity to N . This uncertainty
is estimated by the variation seen among fits with different N and comparable χ2/dof, which could be improved by
including explicit input on the inelastic channels. In addition, experimental and systematic uncertainties could be better
disentangled by an analysis using pseudo-experiments [6] (to ensure that the experimental uncertainties are not counted
multiple times). A surprising outcome of the fit is that all data sets unanimously favor an ω mass significantly below
the PDG average [259] and the extraction from the 3π channel (see below), the reason for which is currently not fully
understood. A free complex phase in the 3π contribution Gω(s), as often employed in experimental analyses, violates
analyticity, but resonance-enhanced isospin-breaking corrections due to the radiative channels π0γ , ππγ , ηγ , . . . can
effectively produce a small imaginary part in ϵω that removes part of the tension in Mω [260]. We also quote the result
for the low-energy region
aHVP, LOµ [ππ ]
⏐⏐
≤0.63GeV = 132.8(0.4)(1.0) × 10
−10
= 132.8(1.1) × 10−10 . (2.29)
An extension to the 3π channel very close in spirit to Ref. [4] has recently been put forward in Ref. [5]. In this case, the
constraints on the underlying amplitude γ ∗ → 3π from analyticity, unitarity, and crossing symmetry are analyzed in the
framework of Khuri–Treiman equations [261], see Section 4.4.2, which allow one to resum the final-state rescattering of
the pions in terms of the ππ phase shift δ11(s). In addition, the normalization is constrained by the Wess–Zumino–Witten
anomaly [262,263] in terms of the pion decay constant Fπ [264–266]. The resulting representation leads to
aHVP, LOµ [3π ]
⏐⏐
≤1.8GeV = 46.2(6)(6) × 10
−10
= 46.2(8) × 10−10 , (2.30)
where the first, fit, uncertainty includes a scale factor
√
χ2/dof ∼ 1.2, and the systematic error is again dominated by
inelastic effects parameterized by a conformal expansion. Even though the scale factor is larger, the tension among the
data sets should be considered much less severe than in the 2π channel, given that the χ2 inflation mainly reflects tensions
mong a large number of low-statistics data sets, with far less pronounced consequences for the central value than in 2π
f a single experiment is omitted. Finally, the masses of ω and φ come out in agreement with the PDG parameters, but
nly once radiative effects in the definition of the mass parameters are taken into account consistently.
The main systematic uncertainty in Eq. (2.28) and Eq. (2.29) arises from the treatment of inelastic effects, as
arameterized in terms of the conformal polynomial. For the low-energy region there is an alternative strategy that is
ess sensitive to the inelastic region [243]. (See Refs. [230,267] for earlier work.) Removing ρ–ω mixing via Gω(s), this
ormalism concentrates on the elastic region where Watson’s theorem [268], equating the phase of the form factor to
1
1(s), is exact. In short, input for the spacelike form factor [269,270], the modulus of the timelike form factor in the range
0.65, 0.71]GeV, the elastic ππ phase shift, and a weighted integral over the modulus squared of the form factor above
he inelastic threshold, defines a functional extremal problem whose solution determines optimal upper and lower bounds
n |FVπ (s)| below 0.63GeV. The final result
aHVP, LOµ [ππ ]
⏐⏐
≤0.63GeV = 132.9(8) × 10
−10 (2.31)
grees perfectly with Eq. (2.29), slightly improving the uncertainty thanks to the reduced sensitivity to the high-energy
egion. Note that in this approach the ω mass and width, the ρ–ω mixing parameter ϵω , and the ππ phase shift below
he inelastic threshold enter as input into the analysis (for details see Ref. [243]).
The latest DHMZ update [6] (see Section 2.3.1), also incorporates analyticity constraints in the energy range below
.6GeV. As in Refs. [4,243], the representation is based on an Omnès factor Eq. (2.26), but the details of the implementation
s well as data treatment and fit strategy are quite different. The phase shift δ11 is not constrained by Roy equations, but
it to data using the parameterization from Ref. [257], and no inelastic phases are included in the representation. All the
easurements in the timelike region up to 1.0GeV are used in the fit. When the measurements from different experiments
re locally inconsistent, the corresponding uncertainties are scaled according to the local χ2 value and the number of
egrees of freedom following the PDG prescription [259]. The fit is performed using as test statistic a diagonal χ2 function
gnoring correlations among different measurements, avoiding the D’Agostini bias without making too strong assumptions
n the knowledge of correlations (see Section 2.3.6). Pseudo-experiments that account for the correlations are used to
ropagate the experimental uncertainties through the fit. This is a conservative procedure regarding the uncertainty on
HVP, LO
µ (as exploiting the correlations in the test statistic would reduce its amplitude), but comes at the expense of using
test statistics that exploits less information on correlations and is, therefore, less powerful (in the statistical sense) when
rying to check for possible tensions between a theory and a data set. Another set of pseudo-experiments that account for
he correlations is used to assess the goodness-of-fit yielding a p-value of 0.27. The reliability of the procedure is checked
y generating a set of pseudo-experiments and the resulting p-values are found to be uniformly distributed between 0 and
as expected. While the fit is performed between the threshold and 1.0GeV, the result is used below 0.6GeV only. The39









ull evaluations of aHVP, LOµ from FJ17 [27], DHMZ19 [6], KNT19 [7], and BDJ19 [238]. The uncertainty in DHMZ19 includes an additional systematic
ncertainty to account for the tension between KLOE and BABAR.
BDJ19 DHMZ19 FJ17 KNT19
aHVP, LOµ × 10
10 687.1(3.0) 694.0(4.0) 688.1(4.1) 692.8(2.4)
Table 5
Selected exclusive-mode contributions to aHVP, LOµ from DHMZ19 and KNT19, for the energy range ≤ 1.8GeV, in units of 10
−10 . Where three (or
ore) uncertainties are given for DHMZ19, the first is statistical, the second channel-specific systematic, and the third common systematic, which is
orrelated with at least one other channel. For the π+π− channel, the uncertainty accounting for the tension between BABAR and KLOE (amounting
o 2.76 × 10−10) is included in the channel-specific systematic.
DHMZ19 KNT19 Difference
π+π− 507.85(0.83)(3.23)(0.55) 504.23(1.90) 3.62
π+π−π0 46.21(0.40)(1.10)(0.86) 46.63(94) −0.42
π+π−π+π− 13.68(0.03)(0.27)(0.14) 13.99(19) −0.31
π+π−π0π0 18.03(0.06)(0.48)(0.26) 18.15(74) −0.12
K+K− 23.08(0.20)(0.33)(0.21) 23.00(22) 0.08
KSKL 12.82(0.06)(0.18)(0.15) 13.04(19) −0.22
π0γ 4.41(0.06)(0.04)(0.07) 4.58(10) −0.17
Sum of the above 626.08(0.95)(3.48)(1.47) 623.62(2.27) 2.46
[1.8, 3.7]GeV (without cc̄) 33.45(71) 34.45(56) −1.00
J/ψ , ψ(2S) 7.76(12) 7.84(19) −0.08
[3.7,∞) GeV 17.15(31) 16.95(19) 0.20
Total aHVP, LOµ 694.0(1.0)(3.5)(1.6)(0.1)ψ (0.7)DV+QCD 692.8(2.4) 1.2
choice of the ranges is motivated by the gain of precision of the fit in the low-energy region compared to the combined
data integration. The fit result below 0.63GeV,
aHVP, LOµ [ππ ]
⏐⏐
≤0.63GeV = 133.2(5)(4) × 10
−10
= 133.2(6) × 10−10 , (2.32)
where the first error estimates experimental and the second model uncertainty (checked to be significant with respect to
fluctuations of the experimental uncertainties), agrees well with Eq. (2.29) and Eq. (2.31). While the slightly larger central
value could also be due to the differences in the data treatment, the smaller systematic uncertainty likely arises when no
inelastic effects need to be constrained in the fit.
2.3.5. Comparison of dispersive HVP evaluations
The different evaluations described in the previous sections all rely on data for e+e− → hadrons, but differ in the
treatment of the data as well as the assumptions made on the functional form of the cross section. In short, the evaluations
from Section 2.3.1 (DHMZ19) and Section 2.3.2 (KNT19) directly use the bare cross section, the one from Section 2.3.3
(FJ17) assumes in addition a Breit–Wigner form for some of the resonances, and the evaluation from (BDJ19) relies on
a hidden-local-symmetry (HLS) model. For certain channels, most notably 2π and 3π , constraints from analyticity and
unitarity define a global fit function or optimal bounds that can be used in the dispersion integral to integrate the data,
see Section 2.3.4 (ACD18 and CHS18 for 2π ). In this section, we compare the different evaluations and comment on
possible origins of the most notable differences in the numerical results.
Table 4 shows the results of recent global evaluations. We start with a more detailed comparison of DHMZ19 and
KNT19. At first sight, both evaluation appear in very good agreement, but the comparison in the individual channels, see
Table 5, shows significant differences, most notably in the 2π channel, which differs at the level of the final uncertainty.
For the 3π channel, both analyses are now in good agreement, between each other as well as with a fit using analyticity
and unitarity constraints [5], which produces 46.2(8) × 10−10, see Eq. (2.30). Previous tensions could be traced back to
different interpolating functions [5,271,272]: since the data is relatively scarce off-peak in the ω region (and similarly,
to a lesser extent, for the φ), while the cross section is still sizable, a linear interpolation overestimates the integral.
Both DHMZ19 and KNT19 analyses include evaluations of the threshold region of the 2π channel, either using ChPT or
dispersive fits, as well as, going back to Ref. [211], estimates for the threshold regions of π0γ and 3π below the lowest
data points, based on the chiral anomaly for the normalization and ω dominance for the energy dependence (following
Ref. [273] for π0γ and Refs. [274,275] for 3π ). The corresponding estimates, 0.12(1) × 10−10 for π0γ and 0.01 × 10−10
for 3π , agree well with recent dispersive analyses, which lead to 0.13× 10−10 [276] and 0.02× 10−10 [5], respectively.17
Finally, a difference of about 1.0×10−10 arises from the energy region [1.8, 3.7]GeV depending on whether data (KNT19)
or pQCD (DHMZ19) is used. Summing up these three individual channels already leads to a significant cancellation among
17 Since the 3π threshold contribution is very small, it does not matter for aµ that in this case ω dominance from Refs. [274,275] noticeably
nderestimates the cross section.40


















omparison of aHVP, LOµ [ππ ] from CHS18 [4], KNT19 [7,271], DHMZ19 with the BABAR/KLOE adjustment [6,272] (the second error gives the additional
ystematic uncertainty included for the BABAR/KLOE tension), and the variant without (DHMZ19′). All numbers in units of 10−10 . For the low-energy
egion ≤ 0.63GeV the comparison is also shown to ACD18 [243].
Energy range ACD18 CHS18 DHMZ19 DHMZ19′ KNT19
≤ 0.6GeV 110.1(9) 110.4(4)(5) 110.3(4) 108.7(9)
≤ 0.7GeV 214.8(1.7) 214.7(0.8)(1.1) 214.8(8) 213.1(1.2)
≤ 0.8GeV 413.2(2.3) 414.4(1.5)(2.3) 414.2(1.5) 412.0(1.7)
≤ 0.9GeV 479.8(2.6) 481.9(1.8)(2.9) 481.4(1.8) 478.5(1.8)
≤ 1.0GeV 495.0(2.6) 497.4(1.8)(3.1) 496.8(1.9) 493.8(1.9)
[0.6, 0.7]GeV 104.7(7) 104.2(5)(5) 104.5(5) 104.4(5)
[0.7, 0.8]GeV 198.3(9) 199.8(0.9)(1.2) 199.3(9) 198.9(7)
[0.8, 0.9]GeV 66.6(4) 67.5(4)(6) 67.2(4) 66.6(3)
[0.9, 1.0]GeV 15.3(1) 15.5(1)(2) 15.5(1) 15.3(1)
≤ 0.63GeV 132.9(8) 132.8(1.1) 132.9(5)(6) 132.9(5) 131.2(1.0)





GeV 490.7(2.6) 493.1(1.8)(3.1) 492.5(1.9) 489.5(1.9)
the differences, which in combination with the smaller channels, see Table 5, produces the agreement of the central value
at the level of 1×10−10. The difference in the [1.8, 3.7]GeV interval may reflect the level of agreement between data and
QCD, while for the exclusive channels most differences are well within the uncertainties, apart from the 2π channel.
ince both evaluations for the latter are based on the same data, this channel deserves further attention.
To this end we consider the detailed breakdown in energy intervals as given in Table 6, in comparison to the result of
global fit function derived from analyticity and unitarity, see Section 2.3.4. In addition, the DHMZ19 number includes
systematic error defined as half the difference between evaluations performed either without KLOE or without BaBar,
ith the central value defined as the mean between the two. Without this adjustment (DHMZ19′), the total number for
the 2π channel, 507.0(1.9), becomes a little closer to KNT19.
The first observation is that the dispersive result, CHS18, lies halfway between DHMZ19 and KNT19 when considered
for the full energy range ≤ 1GeV (the contribution above 1GeV is small and differences there negligible). Next, the
low-energy region, say below the ρ peak, agrees well with DHMZ19, while the KNT19 results lie about 1.5 × 10−10
lower. Vice versa, above the ρ peak the global fit agrees with KNT19, while DHMZ19 lies about 1.5 × 10−10 higher.
These observations suggest the following interpretation: at low energies data are relatively scarce, so that in the direct
integration of the data the treatment of correlations around the ρ peak may well influence the low-energy result. Here,
evaluations imposing analyticity and unitarity constraints [4,6,243] favor the higher value.18 For the energy region above
the ρ, the data display the well-known tension between BABAR and KLOE, so any combination will effectively reflect
the relative weight assigned to each experiment in the fit. This is also the reason why the difference becomes larger in
DHMZ19 than in DHMZ19′, because with the central value chosen as the mean between evaluations without KLOE and
without BABAR, the weight of BABAR in defining the central value slightly increases. Finally, in addition to the covariance
matrices provided by experiment, in the direct integration also the algorithm to combine the data into bins plays a role.
In this regard, the use of correlated uncertainties in the DHMZ and KNT approaches deserves detailed consideration. As
mentioned previously, in the DHMZ data combination, uncertainties are propagated through large samples from pseudo-
experiments produced via Monte Carlo (MC) simulation (see Section 2.3.1). This approach results in correlations being
propagated to the mean values in local regions in an effort to avoid making too-strong assumptions about the given
covariances. In the KNT approach, as described in Section 2.3.2, a correlated fit is implemented, where the available
covariances are used in their entirety to constrain the fit and influence the mean values fully. A comparison of these
methods is given in Fig. 32, which shows the normalized difference of the three KLOE measurements of the π+π− cross
section with each combination. For DHMZ, the higher-energy data points do not influence the lower-energy data region
only covered by KLOE10 and the fit mean values in this region are described only by those KLOE10 data. In the KNT case,
the covariances from the energy-independent normalization uncertainties mean that the precision of the higher-energy
KLOE08/KLOE12 data is propagated to the lower-energy region through the window allowed by those correlations. For
the complete π+π− combination, the KNT analysis is therefore restricted by the correlations of these three precise and
highly correlated measurements, consequently favoring a lower resulting π+π− cross section than in the DHMZ analysis.
verall, this results in a smaller value for aHVP, LOµ [ππ ] in KNT than in DHMZ (specifically DHMZ19’). It should be noted
hat in Ref. [82], the KNT data combination was compared with the Best Unbiased Linear Estimator (BLUE) approach [277],
here all uncertainties and covariances were propagated via MC pseudo-experiments to the BLUE values. This yielded
esults that were consistent with those from KNT. It is known that the BLUE method is equivalent to the minimization of
he uncertainty of the output of a weighted average, cf. Gauss–Markov theorem (see, for example, Ref. [278]). It is also
18 Note that the DHMZ19 number in Table 6 for ≤ 0.63GeV corresponds to the combined result of the fit (≤ 0.6GeV) and data integration
[0.6, 0.63]GeV), while the number in Eq. (2.32) refers to the fit result only. As indicated by the small change and the uncertainty on it [6], good
greement is observed between the direct integration and the fit-based combination also in the low-energy region.41


























Fig. 32. The normalized difference of the three KLOE measurements (KLOE-2008, KLOE-2010, and KLOE-2012) of the π+π− cross section with the
ombination of the three from DHMZ (left) and KNT (right, adapted from Ref. [82]).
nteresting to note that the central values of the integrals of the KLOE combination from DHMZ and KNT in the dominant ρ-
egion are similar at aHVP, LOµ [ππ ]
⏐⏐
[0.6,0.9]GeV = 366.5(2.8)×10




(KNT), although the KNT combination yields a smaller uncertainty.
Next, we turn to the comparison to FJ17. The number quoted in Table 4 refers to the result from Section 2.3.3 using
e+e− data alone, with input from τ data increasing the value by 0.8 × 10−10. In comparison to KNT19 and DHMZ19 two
main effects can be identified: first, the contributions from ω and φ are fit using Breit–Wigner functions with parameters
from the PDG [259], the ρ using a Gounaris–Sakurai parameterization, instead of a direct integration of the data. Second,
the data from different experiments are combined by taking weighted averages of integrals in overlapping regions instead
of a locally weighted average. In combination, these effects increase the HVP integral by 2.2×10−10 [220]. Including τ data
and adapting the low-energy result from Ref. [243] below 0.63GeV, the best value given in Section 2.3.3 and Ref. [220]
becomes 689.5(3.3) × 10−10, so accounting, in addition, for these two effects the central value would move closer to
DHMZ19 and KNT19.
Finally, in Ref. [238] the low-energy channels π+π−, π0γ , ηγ , π+π−π0, K+K−, KLKS are fit in an HLS model below
.05GeV, while for the energy region above as well as the non-HLS channels below the results from Refs. [27,220] are
pplied. By far the biggest numerical effect compared to DHMZ19 and KNT19 arises because the BABAR data for the π+π−
hannel are not included in the fit, which amounts to about 3.5× 10−10 [279]. The remainder of the difference originates
argely from the non-HLS channels, e.g., the difference between KNT19 and BDJ19 in the energy region [1.05, 2]GeV is
.0 × 10−10 [271,279].
.3.6. Uncertainties on uncertainties and on their correlations
Modern e+e− annihilation data are published as a set of cross section values, their corresponding uncertainties,
nd a prescription for evaluating the point-to-point or bin-to-bin correlations of the uncertainties (see Section 2.2). It
as been pointed out by the ATLAS collaboration, in the context of the jet performance [280] and jet cross section
tudies [281,282], that the amplitudes of systematic uncertainties and their correlations are generally impacted by
ncertainties themselves. In order to account for uncertainties on uncertainties and on their correlations, several different
‘configurations"/‘‘scenarios" of uncertainties were published there. More recently, similar remarks were made in the
ontext of the e+e− annihilation data used for the evaluation of aHVP, LOµ [6,283], pointing to the fact that their combination
as to be done without overestimating the precision with which the uncertainties of the measurements and their
orrelations are known (see also Section 2.3.1).
The statistical uncertainties of the measured cross sections and their correlations are generally known rather pre-
isely,19 both for measurements performed at fixed
√
s values and for ISR measurements involving unfolding techniques.
owever, even if they are published together with the nominal values of the measurement, the systematic uncertainties
nd their correlations are never really measured, but rather estimated. For this reason, the size of the systematic
ncertainties of the various measurements, the correlations of a systematic uncertainty component impacting several
easurements, as well as the correlations between the systematic uncertainties impacting a given measurement, are not
erfectly known. Furthermore, the uncertainties impacting all these quantities are not available in the current publications
f hadronic spectra.
Looking closely at the systematic uncertainties of the hadronic spectra, one can notice that they are evaluated in
elatively wide mass ranges, with sharp transitions between them (see, e.g., Refs. [58,64]). Actually, if one were trying
19 Note, however, that in the case of measurements performed with relatively low statistics, the statistical fluctuations of the number of event
counts can itself impact the evaluation of the statistical uncertainty of the measurements [216].42
















































o evaluate them in narrower ranges, fluctuations caused by the limited available statistics would impact the values of
he extracted systematics, also yielding an uncertainty on their evaluation. Furthermore, the change of the event topologies
etween the measurements performed at different
√
s values triggers questions about the treatment of a given systematic
ncertainty component as being fully correlated across the phase space. Typical examples are the uncertainties related to
cceptance or to tracking. Similarly, the amount and type of background contributions differ significantly depending on
he
√
s value, but often a single uncertainty component is provided for their subtraction. One can also question whether
ll the systematic uncertainties, e.g., the ones related to the trigger and the tracking (when the latter is involved in the
rigger decision), are really independent. Finally, one standard deviation is statistically not well defined for systematic
ncertainties. For all these reasons the systematic uncertainties and their correlations can never be considered as being
erfectly known.
As discussed earlier, tensions between the input measurements are observed in several channels, in particular π+π−,
here there are tensions between BABAR and KLOE, and K+K−, where measurements differ on the φ → K+K− peak.
hese tensions are not only local, but manifest as systematic trends having a coherent impact on the dispersion integrals.
hey are a direct indication of underestimated uncertainties for the measurements and point to the need for a conservative
ncertainty treatment in the data merging and fitting procedure.
The existence of uncertainties on uncertainties and on their correlations is relevant for precision studies and should
e taken into account in any data combination exercise. From this perspective, for the data merging exercise, one can
istinguish two main types of approaches.
First, the method used in Refs. [2,6,169,176,190] is based on a local χ2 minimization, performed separately in each of
he fine bins used for determining the weights of the measurements in the combination. Doing so, the χ2 minimization
nly uses locally the information on the size of the uncertainties and on the correlations between the measurements.20
fterwards, the full information on the correlations across the phase space for a given experiment, the correlations
f the uncertainties between the experiments, as well as between the various channels, is propagated from the input
easurements to the final combination result and the corresponding dispersion integrals. This is done using a series of
seudo-experiments, as well as by varying the experimental inputs by one standard deviation of a given uncertainty and
epeating the combination procedure.
A second category of methods uses a χ2 computed globally, for the full mass range of interest, including correlations
cross all the experimental data points and bins [3,82]. Such methods rely on the description of the mass-dependence of
he amplitude of each uncertainty component, as well as on the assumption of each uncertainty component being fully
orrelated across the phase space, which also induces a reduced uncertainty of the combination result compared to local
erging procedures.
Similarly, when fitting the experimental spectra, one can either use only the diagonal uncertainties in the χ2 followed
y a propagation of the full set of uncertainties and their correlations, as done in Ref. [6], or one can use a global χ2
efinition [4,5,237,238]. In the latter case one makes the same assumptions on the perfect knowledge of the uncertainties
nd the correlations as discussed earlier, which also reduces the uncertainty on the corresponding dispersion integrals.
The question of the knowledge of correlations between different measurements of an experiment and between exper-
ments was also brought up in Refs. [243,267,284]. Therein, a weighted average is conservatively used for combinations
f results from several measurements of a given experiment, in the
√
s range between 0.65 and 0.71GeV, and then of
single (combined) values from each experiment. However, a global χ2 definition with correlations is used to determine
he uncertainty for the results of the combinations and an attempt is made to estimate the correlations used therein.
his follows an approximate method for dealing with the case when the exact correlations are not known [285]. Doing
o, the level of correlations between all the pairs of measurements of a given experiment, in the considered
√
s range, is
assumed to be the same. This is indeed a reasonable approximation for the systematic uncertainties of a given experiment
in this rather limited energy interval. Still, it is well known that the level of statistical correlations between the bins of
measurements involving unfolding (e.g., BABAR and KLOE) strongly depends of their
√
s separation. Similarly, the level of
orrelations between all the pairs of results based on different experiments in the timelike region is assumed to be the
ame. However, this assumption is at variance with a direct study of the timelike experimental inputs. Indeed, e.g., the
orrelations of the systematic uncertainties between the results based on two analyses of the KLOE experiment are much
arger than the ones between a measurement from KLOE and a measurement from a different experiment. In the context
f the method applied in Refs. [243,267,284], the use of the same uncertainties on the phase in the elastic region and on
he spacelike data, for all the results, may dampen the effect of different correlations of the timelike data and can justify
o a certain extent the assumption.
In summary, there are clear indications for the existence of uncertainties on the uncertainties and on their correlations
or the hadronic data and they have a direct impact on the combination procedures. At the same time, the assumptions
hat combination or fitting methods make about the knowledge of uncertainties and of their correlations have direct
onsequences on the central values and the uncertainties of the resulting dispersive integrals. In the long term, it is
esirable to have measurements provided together with the information of uncertainties on uncertainties and on their
orrelations.
20 This information is used on slightly wider ranges, of typically up to a couple of 100MeV, when averaging regions are defined in order to account
for the difference between the point-spacing and bin-sizes for the various experiments [190]. In this procedure the systematic uncertainties are not
constrained (profiled), but rather directly propagated from each input measurement to the averaging regions and then to the fine bins.43


















































.3.7. Conservative merging of model-independent HVP results
he methodology. In this section we describe a procedure for merging the HVP combination results discussed in the
ections 2.3.1, 2.3.2 and 2.3.4, labeled DHMZ, KNT, and CHHKS respectively.21 The merging procedure is therefore based
n the DHMZ and KNT results in exclusive hadronic channels in the mass range below 1.8GeV and on the inclusive
valuations in the various (complementary) higher-mass ranges. The CHHKS results are included in the merging for the
+π− and π+π−π0 channels, where they are available.
The first requirement for this merging procedure is to be conservative. This is motivated by the tensions observed
etween experimental data (see Section 2.2), as well as by the differences between the results of combinations based
n the same data inputs but using different methodologies (see Section 2.3.5), with their various assumptions on
he knowledge of uncertainties and of their correlations (see Section 2.3.6). The second requirement is to account for
he correlations of the systematic uncertainties between different channels, yielding an unavoidable increase of the total
ncertainty [2,6,169]. Indeed, a detailed study of the uncertainties in each channel allowed one to identify 15 such
orrelated uncertainty components in the latest DHMZ analysis [6].
In the merging procedure implemented here, the central value of aHVP, LOµ is computed as the sum of simple averages
i.e., the arithmetic means) of the DHMZ and KNT results in the relevant hadronic channels and mass ranges. The CHHKS
entral values are included in the simple averages for the π+π− channel below 1.0GeV, as well as for the π+π−π0
hannel.
For the experimental and theoretical uncertainties, in each channel and each relevant mass range, the maximum of
he DHMZ and KNT results is taken.22 Correlations between channels are taken into account as in the DHMZ analysis.
o account for the cases in which the KNT uncertainties are larger, a quadratic difference is then used to evaluate by
hich amount the corresponding DHMZ uncertainty would need to be enhanced in order to reach the same value, so that
he final uncertainty can be constructed by adding these amounts to the experimental uncertainty of the DHMZ sum of
hannels, using a quadratic sum.
In each channel and each relevant mass range, half of the difference between the central values of the DHMZ and KNT
ombinations is taken as an extra systematic uncertainty. An exception occurs in the π+π− channel, where the maximum
etween this difference and the uncertainty related to the tension between the BABAR and KLOE measurements, as
valuated by DHMZ [6], is taken. This allows us to stay conservative while at the same time avoiding any double-counting
f the effect of the BABAR/KLOE tension, which has a direct impact on the difference between the central values of the
HMZ and KNT results. This systematic uncertainty is treated as independent between channels and mass ranges, which
s motivated in part by the fact that the sign of the corresponding algebraic differences between the DHMZ and KNT
esults tends to fluctuate randomly.
umerical results. The numbers required to implement this merging procedure have been collected in Section 2.3.5, in
articular, Table 5. We obtain
aHVP, LOµ = 693.1(2.8)exp(2.8)sys(0.7)DV+QCD × 10
−10
= 693.1(4.0) × 10−10 . (2.33)
his value is based on Refs. [2–7], which should be cited in any work that uses or quotes Eq. (2.33), with main experimental
nput from Refs. [37–89]. The first error in Eq. (2.33) refers to the experimental uncertainties, the largest of which is that
f the 2π channel (1.9 × 10−10), followed by that associated with the 3π channel (1.5 × 10−10). The contribution of the
xperimental systematic uncertainties correlated between at least two channels amounts to 1.6 × 10−10. The second,
ystematic error is nearly completely saturated by the 2π channel, where the 2.8×10−10 uncertainty assigned in Ref. [6]
s half the difference between evaluations without BABAR and KLOE, respectively, exceeds the systematic error defined
s half the difference between the DHMZ and KNT evaluations (1.8 × 10−10), and is therefore adopted as the systematic
ncertainty in the 2π channel. With the CHS18 number about half-way in between the DHMZ and KNT evaluations, it
s clear that including this dispersive evaluation will not further increase the uncertainty. The second-largest difference
etween DHMZ and KNT occurs in the energy region [1.8, 3.7]GeV (0.5 × 10−10), but is covered by the duality violation
ncertainty, as evaluated by DHMZ [6]. The corresponding error, computed as the difference of the evaluations of the
VP contribution based on either inclusive data or pQCD input in the region [1.8, 2.0]GeV, could either be considered
f experimental or systematic origin. We therefore display this uncertainty, completed by a small contribution from the
QCD calculation itself, separately in Eq. (2.33) labeled ‘‘DV+QCD’’. The final error is evaluated as the quadratic sum.
21 We emphasize that this does not represent an attempt to combine these results, which would involve evaluating the correlations between them
tc.
22 The CHHKS uncertainties are not included here, which is motivated as follows: for the 3π channel, both the experimental and systematic
ncertainties are below the uncertainty from the direct integration. For the 2π channel, this still holds true for the uncertainty derived from
xperiment, but the systematic effects as estimated in Ref. [4] are slightly larger, indicating that contrary to 3π the precision that can be obtained
ith a global fit is slightly worse than from the direct integration. Checks of the significance of the variations used for the systematic uncertainties
s well as using explicit input for the inelastic channels are also foreseen (see Section 2.3.4). Given the conservative treatment of the 2π channel
n view of the BABAR and KLOE tension (see Section 2.3.1), we therefore do not see a reason to increase the uncertainty further.44














Fig. 33. Higher-order insertions of HVP at NLO. The gray blobs refer to HVP, the white one in diagram (b) to leptonic VP.
Table 7
Evaluations of aHVP, NLOµ from FJ17 [27], HLMNT11 [214], KLMS14 [8] (using the LO HVP routine from
Ref. [214] as input), and KNT19 [7]. The evaluation from Ref. [8] was also adopted in Ref. [6].
FJ17 HLMNT11 KLMS14 KNT19
aHVP, NLOµ × 10
10
−9.93(7) −9.84(7) −9.87(9) −9.83(4)
We consider the merged number quoted in Eq. (2.33) a conservative but realistic assessment of the current situation
regarding LO HVP. It merges different methodologies for the direct integration of the data, while including analytic-
ity/unitarity constraints where available (covering about 80% of the final value) and accounting for the tension between the
BABAR/KLOE data sets beyond the standard (local) χ2 inflation. In particular, in this procedure, it is clear how new high-
tatistics data on the 2π channel would impact the various components of the uncertainty: by reducing the experimental
nd systematic uncertainties when included in the average; because evaluations without BABAR/KLOE would no longer be
ominated by KLOE/BABAR; and because differences in methodology will become less important when tensions between
he data are less severe.
.3.8. Higher-order insertions of HVP
Higher-order iterations of HVP have been considered as early as Ref. [286], leading to the consideration of the
opologies shown in Fig. 33. Explicit kernel functions for the corresponding integrals have been derived in Refs. [131,287].
umerically, diagrams (a) and (b) yield the dominant contribution (with a sizable cancellation between them), while
iagram (c) is very small. Recent evaluations are shown in Table 7. Within uncertainties there is good agreement among
he different evaluations, especially in view of the final accuracy required for (g − 2)µ. To be consistent with the merged
alue for LO HVP given in Eq. (2.33), we adopt the central value from Ref. [7] but increase the uncertainty accordingly,
eading to
aHVP, NLOµ = −9.83(7) × 10
−10, (2.34)
hich, in particular, ensures that the uncertainty can still be considered anticorrelated with the one assigned to the LO
VP contribution.
Beyond NLO, it was pointed out in Ref. [8] that even NNLO insertions are not negligible, as their combined effect
aHVP, NNLOµ = 1.24(1) × 10
−10 (2.35)
is of a similar size as the final accuracy goal of the Fermilab g − 2 experiment. We will adopt this value for the NNLO
contribution, which agrees well with the subsequent evaluation from Ref. [27], aHVP, NNLOµ = 1.22(1) × 10
−10.
2.4. Prospects to improve HVP further
2.4.1. The MUonE project
A novel approach has been proposed to determine aHVP, LOµ , measuring the effective electromagnetic coupling in the
spacelike region via scattering data [288]. The elastic scattering of high-energy muons on atomic electrons of a low-Z
target has been identified as an ideal process for this measurement and a new experiment, MUonE, has been proposed at
CERN to measure the shape of the differential cross section of µe elastic scattering as a function of the spacelike squared
momentum transfer [289].
Assuming a 150GeV muon beam with an average intensity of about 1.3 × 107 muons/s, presently available at CERN’s
muon M2 beamline, incident on a target consisting of 40 beryllium layers, each 1.5 cm thick, and three years of data taking,
one can reach an integrated luminosity of about 1.5× 107 nb−1, which would correspond to a statistical error of 0.3% on
the value of aHVP, LOµ . The direct measurement of the effective electromagnetic coupling via µe scattering would therefore
provide an independent and competitive determination of aHVP, LOµ . It would consolidate the muon g − 2 prediction and
allow a firmer interpretation of the upcoming measurements at Fermilab and J-PARC.
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Fig. 34. Left: design of the baseline detector concept. Right: single station.
Fig. 35. Left: x-projection of the scattering angle from 12GeV e− with 8 mm target compared with the results of the fit based on the sum of a
aussian and a Student’s t distribution. Right: Data/Monte Carlo ratio.
ource: Reprinted from Ref. [292].
In the kinematic configuration described above, MUonE can cover the squared four-momentum transfer region
0.143GeV2 < q2 < 0, corresponding to approximately 87% of the aHVP, LOµ integral. The rest can be obtained either
sing timelike data and pQCD, or via lattice-QCD evaluations as described in Section 3.4.1. First lattice-QCD computations
f this remaining part are presented in Refs. [17,290].
he experiment. The detector is comprised of 40 identical modules, each consisting of a 1.5 cm-thick layer of Be coupled
o three Si tracking layers separated from each other by a distance of ∼1 m (to be optimized) with intermediate air
aps (see Fig. 34) [291]. Thin targets are required to minimize the impact of multiple scattering and background on the
easurement, and multiple copies of such targets to obtain the necessary statistics. The Si detectors provide the necessary
esolution (∼20 µm) with a limited material budget (<0.07 X0 per unit). This arrangement provides both a distributed
ow-Z target as well as the tracking system. Downstream of the apparatus, a calorimeter and a muon system (a filter plus
ctive planes) will be used for e/µ particle identification.
Significant contributions of HVP to the µe → µe differential cross section are essentially restricted to electron
cattering angles below 10mrad, corresponding to electron energies above 10GeV. The net effect of these contributions is
o increase the cross section by a few permil: a precise determination of aHVP, LOµ requires not only high statistics, but also a
igh systematic accuracy, as the final goal of the experiment is equivalent to a determination of the signal to normalization
atio with an O(10 ppm) systematic uncertainty at the peak of the integrand function. Although this determination does
ot require the knowledge of the absolute cross section (signal and normalization regions will be obtained by µe data),
t poses severe requirements on the knowledge of the following quantities:
• Multiple scattering: studies of the systematics indicate that an accuracy of the order of 1% is required on the
knowledge of the multiple-scattering effects in the core region. Results from a test beam at CERN with 12 and 20GeV
electrons on 8 and 20 mm C targets show good agreement between data and GEANT4 simulations, see Fig. 35 [292].
• Tracking uniformity, alignment, and angle reconstruction: it is important to keep the systematic error arising from
the nonuniformity of the tracking efficiency and angle reconstruction at the 10ppm level. The use of state-of-the-art
Si detectors should ensure the required uniformity. Among the considered alternatives, the Si strip sensors being
developed for the CMS tracker upgrade represent a good solution. In particular, the Si sensors that are foreseen for
the CMS HL-LHC outer tracker in the so-called 2S configuration have been chosen [293]. They are 320 µm-thick
sensors with n-in-p polarity produced by Hamamatsu Photonics. They have an area of 10 cm×10 cm (sufficient to46



















Fig. 36. Left: a schematic view of the CMS 2S module. Right: a picture of the CMS 2S module.
cover the MUonE acceptance) and a pitch p = 90 µm, which means having a single hit precision ∼ p/
√
12 ∼ 26µm.
The strips are capacitively-coupled and segmented in two approximately 5 cm-long strips. In the 2S configuration,
two closely-spaced Si sensors reading the same coordinate are mounted together and read out by common front-end
ASIC. With their accompanying front-end electronics, they can sustain high readout rate (40MHz) and are well suited
to track triggering (see Fig. 36).
The relative alignment of the Si detectors will be monitored with the high statistics provided by the muon beam.
The mechanics of the structure is still under optimization. The relative distance between the Si tracker elements will
be monitored by a laser-interferometry system.
• Knowledge of the beam: a 0.8% accuracy on the knowledge of the beam momentum, as obtained by the BMS
spectrometer used by COMPASS, is sufficient to control the systematic effects arising from beam spread. The beam
scale must be known at the level of about 5MeV. This can be obtained by µe elastic scattering events exploring the
µe kinematics [291].
• Extraction of ∆αhad(q2) in the presence of radiative corrections: the signal extraction is carried out by a template
fit method. ∆αhad(q2), the leading hadronic contribution to the effective electromagnetic coupling, is modeled by a
parametric analytic function with logarithmic dependence at large |q2| and linear behavior at small |q2|, as expected
from general principles [291]. Template distributions for the muon and electron scattering angles θµ and θe, both 1D
and 2D, have been calculated from NLO Monte Carlo events on a grid of points in the parameter space sampling the
region around the expected reference values. The template fit is then carried out by a χ2 minimization comparing the
angular distribution of pseudo-data with the predictions aHVP, LOµ obtained for the scanned grid points. The extraction
is consistent with the expected value within half a standard deviation.
heory. The present status of the theory prediction for µe scattering is summarized in a recent report of the MUonE
heory Initiative [294]. In this section we briefly review some of the main results, recent activities, and future plans.
NLO QED radiative corrections to the differential µe scattering cross section were computed a long time ago by applying
ome approximations and revisited more recently in Ref. [295]. The complete calculation of the full set of NLO QED
orrections and of NLO electroweak corrections with the development of a fully exclusive Monte Carlo event generator
or MUonE was completed in Ref. [296]. The generator is currently used for simulation of MUonE events in the presence
f QED radiation.
The QED corrections at NNLO, crucial to interpret MUonE high-precision data, are not yet known, although some of the
wo-loop corrections that were computed for Bhabha scattering in QED [297–299] and for t t̄ production in QCD [300,301]
an be applied to µe scattering as well. Several steps towards the calculation of the full NNLO QED corrections to µe
cattering were taken in Refs. [302–305], where all the master integrals for the two-loop planar and nonplanar four-
oint Feynman diagrams were computed. These results, obtained setting the electron mass to zero while retaining full
ependence on the muon one, paved the way for the evaluation of the two-loop QED amplitude for massless electrons,
hich is now close to completion [306]. The extraction of the leading electron mass effects from the massless µe scattering
mplitudes has been recently addressed in Ref. [307] (see also Refs. [308–310]). In addition to the two-loop amplitude,
eal–virtual and double-real contributions must be computed. In order to combine these contributions using dimensional
egularization, a suitable NNLO subtraction scheme has to be implemented. One example of such a scheme is the FKS2
cheme [311] developed very recently, which extends the NLO FKS subtraction scheme [312,313] to NNLO in the case of
assive QED where only soft singularities are present. A large theoretical effort is under way to complete the full NNLO
ED calculation [294].
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Besides pure QED, NNLO corrections also involve QCD contributions that cannot be computed perturbatively. They
have been computed recently in Ref. [314], using the dispersive approach with hadronic e+e− annihilation (timelike)
data. This approach, originally based on Ref. [315], has also been employed to calculate the hadronic corrections to muon
decay [316,317] and Bhabha scattering [318–320]. The results of Ref. [314] show that these hadronic corrections will
play a crucial role in the analysis of MUonE’s data. Recently, taking advantage of the hyperspherical integration method,
the NNLO hadronic corrections have also been calculated employing HVP in the spacelike region, without using timelike
data [321]. This elegant alternative approach can in principle be included in the template fitting procedure.
To NNLO accuracy, electron pair production effects should also be considered and taken into account. Diagrams at
one-loop and two-loops with VP insertions in the photon propagator were considered some time ago [322,323] for
Bhabha scattering in the massless limit up to 0.1% accuracy. Pair production shows in fact potentially large corrections
of the form (α/π )2
[
log(−q2/m2e )
]3, which are only canceled by the real pair production diagrams at the same order. The
resummation of lepton pair production contributions has also been shown to take place to all orders of the perturbative
expansion [324–326].
The extreme accuracy of MUonE demands the resummation of classes of higher-order corrections that are potentially











, where L and ℓ are the so-called collinear log and infrared log (or soft log), respectively. In the definition
of ℓ, ∆ω is related to the maximum energy allowed for the radiation, which is in general a function of the applied cuts
and the observable under consideration. Thanks to factorization theorems of soft and collinear radiation, the resummation
techniques exponentiate the leading-log corrections up to all orders in α (terms of the form αn(L − 1)nℓn). A general
framework for implementing the leading logarithmic resummation numerically is provided either by the QED Parton
Shower (PS) approach or the Yennie–Frautschi–Suura (YFS) formalism (for a review of the approaches see for example
Ref. [203] and references therein). These methods can be improved to consistently include NLO corrections [143,144,327].
Going one step further, when the complete NNLO corrections will be available and a NNLO matched PS (or O(α2) YFS)
will be implemented, we expect that the error due to missing corrections will start at order α3L2, not enhanced by any
nfrared log ℓ.
The precision expected at the MUonE experiment also raises the question whether possible new physics (NP) could
ffect its measurements. This issue was addressed in Ref. [328] studying possible NP signals in muon–electron collisions
t MUonE due to heavy or light mediators, depending on whether their mass is higher or lower than O(1 GeV). The
ormer were analyzed in a model-independent way via an effective field theory approach, whereas for the latter the
uthors discussed scenarios with light spin-0 and spin-1 bosons. Using existing experimental bounds, it was shown that
ossible NP effects in muon–electron collisions are expected to lie below MUonE’s sensitivity, therefore concluding that
t is very unlikely that NP contributions will contaminate MUonE’s extraction of ∆α had(q2). Ref. [329] addressed the
ensitivity of MUonE to new light scalar or vector mediators able to explain the muon g − 2 discrepancy, concluding that
he measurement of ∆αhad(q2) at MUonE is not vulnerable to these NP scenarios. Therefore, the analyses of Refs. [328,329]
each similar conclusions where they overlap.23 These results confirm and reinforce the physics case of the MUonE
roposal.
tatus and future plans. The MUonE collaboration presently consists of groups from CERN, China, Germany, Greece, Italy,
oland, Russia, Switzerland, UK, and USA. These groups have strong expertise in the field of precision physics. A Letter of
ntent has been submitted in June 2019 to CERN SPSC [291], and a test run of a few weeks in 2021, with one two-station
etector, has been recently approved. This test run will hopefully be followed by a full-statistics run in 2022–24.
.4.2. Impact of future measurements on dispersive HVP
Although BABAR has already published results of its ISR analyses for most of the final states below 2GeV, some
rocesses with higher multiplicities and lower cross sections are still under study: π+π−3π0, π+π−4π0, 2π+2π−3π0,
+π−3π0η, 2π+2π−2π0η. Of special importance is the new ongoing analysis of the π+π− channel, aimed at reducing
ystematic uncertainties of the published results (0.5% in total on the ρ resonance). To achieve this goal, a new
ethod [331] has been developed to separate the π+π−, K+K−, and µ+µ− processes without using particle identification
ID), which contributed the largest systematic uncertainty in the previous analysis. The separation is now performed by
itting the respective contributions in the angular distribution in the particle-pair CM system using their well-known
xpected shapes. This approach takes full advantage of the complete coverage of these distributions thanks to the large
oost of the final state opposite to the high-energy ISR photon detected at large angles. The new analysis will also use
ull BABAR statistics, double that of the previous analysis. This doubling, together with the increase in efficiency from no
onger using particle ID with strong cuts, will produce a final data sample for analysis seven times that of the previous
ABAR study. The new and previous results will have a negligible statistical correlation and largely different systematic
ncertainties.
23 Some specific NP examples with heavy mediators were also discussed in Ref. [330], reaching broadly the same conclusions of the general
analyses of Refs. [328,329].48






















Fig. 37. Results on the e+e− → π+π− cross section at SND (left, reprinted from Ref. [171]) and on the squared pion form factor at CMD-3 (right,
preliminary, adapted from Ref. [332]) measured in energy scans at VEPP-2000.
Work on collecting larger samples of e+e− annihilation data aimed at obtaining much more precise hadronic cross
sections is going on in two directions—scan (CMD-3 and SND at VEPP-2000) and ISR (BESIII at BEPCII and Belle II at
SuperKEKB) measurements.
Two detectors at the only currently operating low-energy e+e− collider VEPP-2000, CMD-3 and SND, continue data
aking by scanning the CM energy range from the threshold of hadron production (≈ 300MeV) up to 2007MeV. Currently
he integrated luminosity collected by each of the detectors is 63 pb−1 in the low-energy range below 1030MeV (the
CM energy range with the ρ, ω, and φ mesons dominated by the low-multiplicity final states and giving the largest
contribution to HVP) and 185 pb−1 from 1030 to 2007MeV dominated by the multi-particle final states. The current plan
is to continue data taking for another five years with a goal of collecting about 1 fb−1 in the whole energy range.
At both detectors, the available data sample of e+e− → π+π− events around the peak of the ρ resonance is already
arger than in any other experiment. The results for the cross section obtained at SND [171] (left) and the pion form factor
t CMD-3 [332] (right, preliminary) are shown in Fig. 37. The achieved systematic uncertainty for the squared form factor
s currently 0.8% for SND and about 0.6% for CMD-3. Work is in progress and CMD-3 has a goal of reaching (0.4–0.5)% [332].
As to the higher energy range, the goal is to reach a systematic uncertainty of (2–3)% on the final states with the
argest higher-multiplicity cross section, π+π−π0, 2π+2π−, π+π−2π0, etc. Here the challenge is to disentangle various
ntermediate states leading to the same final state, e.g., a±1 (1260)π
∓, ρ0f0(980), etc., in the 4π case. This task can be
ccomplished by performing a more complicated multidimensional amplitude analysis in place of the much simpler
ne-dimensional analysis, already tried in the processes e+e− → 3π+3π− [66] and e+e− → K+K−π+π− [74], where
he achieved systematic uncertainty is limited by the knowledge of the production dynamics and reaches 6% and 10%,
espectively. Finally, a scan of the CM energy range from 4.7GeV to 7.0GeV has been recently performed with the KEDR
etector at the VEPP-4M e+e− collider in Novosibirsk [333]. Data were taken at 17 energy points with an approximate
tep of 150MeV. The goal is to measure R with an accuracy of about 3%.
The ISR program of the BESIII collaboration focuses so far on the three most important channels e+e− → π+π−,




The analysis of the pion form factor is considered as the flagship project of the ISR program at BESIII. The first
measurement, in which sub-percent accuracy has been achieved, is published [73]. The total uncertainty is dominated
by the contributions of the theoretical uncertainty of the radiator function and the uncertainty of the luminosity mea-
surement, each of which is 0.5%. Progress in the theoretical description of radiative corrections and further improvement
of the understanding of the BESIII detector performance can help to reduce the total uncertainty of the pion form factor
measurement. Alternatively, a different normalization scheme can be used, in which the two dominating uncertainties
cancel. The normalization to the muon yield is also used in the most precise ISR measurements of the π+π− cross section
y the KLOE [82] and BABAR [60] collaborations. However, based on the data evaluated at BESIII, the final result in this
pproach is limited by the statistics of the muon yield. The BESIII collaboration is considering acquiring additional 20 fb−1
t
√
s = 3.773GeV [335]. A combination of these data and already recorded data sets should provide statistics sufficient to
achieve a final accuracy of 0.5% at BESIII. Additional efforts aim at extending the investigated mass ranges of the two-pion
system. The published result is limited to masses between 600 and 900 MeV, which covers the peak of the ρ resonance,
nd determines approximately 50% of the LO HVP contribution to aµ. The applied technique of exclusively reconstructing
he ISR final state also allows one to measure the hadronic cross section at smaller masses, down to the π+π− threshold.
t higher masses, in addition, an inclusive measurement of the ISR production of the π+π− channel is performed, where
he ISR photon is reconstructed from the missing four-momentum of the pions, and events where the photon is not49






























Fig. 38. BESIII results on the e+e− → π+π−π0 [336] (left, red) and e+e− → π+π−π0π0 [337] (right, black) cross sections measured with ISR
vents in 2.93 fb−1 of data at
√
s = 3.773GeV. Previous results obtained in energy scans and by BABAR using the ISR method are shown for
comparison [38,42,44,80,157,160,338–345].
emitted along the beam axis are rejected. This strategy allows one to measure the cross section at hadronic masses above
1GeV with high statistics.
The investigation of e+e− → π+π−π0 [336] combines two analysis strategies, involving either explicitly detecting the
ISR photon or reconstructing it from the missing four-momentum. In this way, masses of the three-pion system covering
the range from the peak of the ω resonance up to the J/ψ resonance peak can be studied from the 2.93 fb−1 of data at
√
s = 3.773GeV. As a spin-off, the branching fractions of the narrow resonances are determined. The left panel of Fig. 38
llustrates the BESIII result in comparison with existing ISR and energy scan measurements. The systematic uncertainty of
he cross section is found to be 2% at the narrow resonances and 3% in the remaining regions. The dominating background
ontribution to ISR production in the three-pion channel comes from the four-pion production with two neutral pions,
hich is studied separately.
The cross section of e+e− → π+π−π0π0 is also measured as the error-weighted mean of the results of the two ISR
nalysis strategies [346]. The main background contribution comes again from the next higher neutral-pion multiplicity,
hich has been measured to tune MC distributions for background subtraction from data. The resulting preliminary cross
ection is shown in the right panel of Fig. 38. The systematic uncertainty of the four-pion cross section is determined
s 4%, where the π0 reconstruction efficiency becomes one of the important contributions, and, consequently, has been
tudied in detail.
The above results on both three- and four-pion cross sections illustrate that from the individual data set used in
his analysis, BESIII can provide world-class accuracy results at hadronic masses above approximately 1.5GeV. With the
dditional future data mentioned above, this accuracy will also be achieved at smaller masses.
In the Belle II experiment the Bhabha tagging at the level-one (L1) trigger was significantly improved by using
ccurate determination of trigger cell clusters in the trigger electronics. In the L1 trigger there are several independent
rigger modes, charged and neutral, to provide a careful measurement and monitoring of the trigger efficiency from the
xperimental information during data taking.
In spring–summer of 2018 the first physics run was performed in the Belle II experiment. Among other processes, a
irst look at ISR events was carried out. The invariant mass of two charged particles assuming each to have the pion mass
s shown in Fig. 39 in comparison with MC simulations performed with the PHOKHARA code [347]. It was demonstrated
hat the trigger efficiency for ISR events was better than 90%.
In the second Belle II physics run performed in March–July of 2019, about 5 fb−1 of integrated luminosity was collected.
he data analysis is ongoing. It focuses on the π+π− and π+π−π+π− channels with the goal of providing a careful check
f the data and their comparison with simulation. Plans for the future suggest extending these studies to other final states,
iming at a determination of the total cross sections for most of the hadronic channels when the collected luminosity
chieves a few hundred fb−1.
With 50 ab−1 of data planned at Belle II, one hopes to collect an order of magnitude higher data samples of various
adronic final states. Together with new independent measurements at BESIII, two detectors at VEPP-2000, as well as
ith those already existing at BABAR and KLOE, this should significantly improve the input, and hence also the precision,
f the data-driven HVP determination. Let us consider first the π+π− channel. We will assume that in a few years there
ill be five new independent data samples (BABAR, Belle II, BESIII, CMD-3, and SND), all giving close results. If each
easurement has an uncertainty of 0.5% dominated by systematic effects, an optimistic average of these data sets results
n a π+π−-channel uncertainty of the LO hadronic contribution of the order of 1 × 10−10 (0.2%). One should also take
nto account additional uncertainties due to higher-order radiative corrections [202], at the level of 0.2% fully correlated
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between the data. Thus the total uncertainty due to the π+π− channel is estimated to be 1.5×10−10. If for other exclusive
channels we assume that each of the measurements achieves a 2% systematic uncertainty, the total uncertainty of their
contribution is 1.2 × 10−10. Finally, taking from Ref. [6] 0.7 × 10−10 as an estimate for the systematic uncertainty of
the RQCD contribution, we arrive at ∼ 2 × 10−10 as a total uncertainty of the LO hadronic contribution or about 2 times
better than today. Possible hidden correlations between various data and corresponding estimates can obviously affect
the numbers above.
2.5. Summary and conclusions
In recent years, data-driven evaluations of the HVP contribution to the muon g − 2 have been consolidated and
improved to an accuracy below the percent level. In this section, the status of the hadronic data and of the evaluation of
aHVPµ has been reviewed, and a comparison and critical assessment of the most popular compilations has been presented.
This has led to a detailed understanding of their differences and of the current limitations of the dispersive HVP approach.
The limitations are not only due to the published (statistical and systematic) uncertainties of the hadronic data sets used
as input, but arise from currently unresolved and significant discrepancies between data sets from different experiments
in leading channels and, importantly, also from the limited knowledge of the correlated (systematic) uncertainties, see
the discussion in Section 2.3.6.
A main result of this section of the white paper is the prediction of the leading-order hadronic contributions, Eq. (2.33),
obtained through a merging procedure designed to take into account the differences between recent data-driven analyses
and to provide a conservative estimate of the uncertainty. It reads
aHVP, LOµ = 693.1(4.0) × 10
−10 . (2.36)
For the complete HVP contribution, this result has to be complemented by NLO and NNLO HVP contributions, obtained
within the same framework, see Eq. (2.34) and Eq. (2.35),
aHVP, NLOµ = −9.83(7) × 10
−10 , aHVP, NNLOµ = 1.24(1) × 10
−10 . (2.37)
When adding the contributions, their errors should be taken as fully (anti-)correlated. These evaluations are based on
Refs. [2–7] (LO), Ref. [7] (NLO), and Ref. [8] (NNLO), with main experimental input from Refs. [37–89].
To further improve these predictions, it will be crucial to resolve the major tensions between existing data sets, which
have been discussed in Section 2.2.4, in particular in the leading π+π− and important K+K− channels. For the former,
several new analyses are underway, see the brief discussion in Section 2.2.5. The expected new, high-accuracy data sets
have the potential to resolve the puzzle in the π+π− channel and hence to significantly improve the predictions. For the
latter, further scrutiny of the existing data analyses should lead to a better understanding of their current discrepancies
and in turn allow one to improve the accuracy of the K+K− contribution. At present it is not possible to reliably predict
how soon and to which extent such further improvements will be achieved. However, as discussed in Section 2.4, with the
prospect of many more data from several experiments, including Belle II, and the possibility of a direct and completely
independent measurement of HVP in electron–muon scattering, there is a realistic chance to significantly improve the
data-driven prediction of aHVP within the next few years.µ
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. Lattice QCD calculations of HVP
T. Blum, M. Bruno, M. Cè, C.T.H. Davies, M. Della Morte, A.X. El-Khadra, D. Giusti, Steven Gottlieb, V. Gülpers, G. Herdoíza,
T. Izubuchi, C. Lehner, L. Lellouch, M.K. Marinković, A.S. Meyer, K. Miura, A. Portelli, S. Simula, R. Van de Water, G. von
Hippel, H. Wittig
.1. Introduction
In this section we review the status of lattice QCD calculations of the HVP contribution to the muon’s anomalous
agnetic moment. Our discussion is organized as follows: Section 3.1 provides a general introduction followed by
ection 3.2, which details the strategies employed in the various calculations. In Section 3.3 we compare recent lattice
esults and in Section 3.4 we discuss connections of HVP calculations with the MUonE experiment, with τ decays, and
ith the running of the electroweak coupling constants α and sin2 θW. Finally, in Section 3.5 we conclude with a summary
of the current status and prospects for the future.
Within this subsection, we first discuss some of the basic ideas and formulae in Section 3.1.1. Then in Section 3.1.2,
we discuss the calculation of HVP as a function of momentum, its integration over momenta, and which techniques for
calculating VP are most useful in different momentum ranges. In Section 3.1.3, we discuss the time moments method,
which is followed by a discussion of the coordinate space representation in Section 3.1.4. Finally, in Section 3.1.6, we
provide a brief discussion of some of the issues common to all the methods.
3.1.1. Hadronic vacuum polarization
Any lattice approach aiming to determine the leading hadronic contribution to the anomalous magnetic moment of
















f=1 Qf ψ̄f (x)γµψf (x), the index f labeling quark flavors, and Qf being the corresponding electric charge
in units of the electron charge. Traditionally, one performs a Fourier transform and introduces the VP tensor,
Π
(Nf )
µν (Q ) =
∫
d4x eiQ ·x C
(Nf )
µν (x) . (3.2)




µν (Q ) = (δµνQ 2 − QµQν)Π (Nf )(Q 2) . (3.3)
n finite volume and at finite lattice spacing, the tensor decomposition of HVP is more complicated, because SO(4) sym-
etry is explicitly broken to the finite hypercubic group through space–time discretization and boundary conditions [348,
49]. The relation above is, however, recovered in the continuum and infinite-volume limits.
In order to obtain the leading hadronic contribution to the anomalous magnetic moment of the muon (aHVP, LOµ ), one






dQ 2 f (Q 2)Π̂ (Q 2) , (3.4)
here Π̂ (Q 2) ≡ 4π2
[
Π (0) −Π (Q 2)
]
and
f (Q 2) =
m2µQ
2Z3(1 − Q 2Z)
1 + m2µQ 2Z2
, Z = −
Q 2 −
√
Q 4 + 4m2µQ 2
2m2µQ 2
, (3.5)
s derived in Refs. [350–353] for spacelike momenta.
We see that in going from Eq. (3.1) to Eq. (3.4) one needs to perform a Fourier transform (which implies a volume
ntegral in coordinate space) and a weighted integral over momenta, with a weight function (or kernel) f (Q 2). One has
he flexibility of performing these operations in different orders, which produces the different approaches described
n the following. While the final quantity is always aHVP, LOµ , intermediate expressions (e.g., concerning kernels) differ
substantially and in practical implementations each approach has its own virtues and drawbacks.
3.1.2. Calculating and integrating Π (Q 2) to obtain aHVP, LOµ
Let us first consider the case where the VP tensor, Πµν(Q ), has been computed for a number of lattice momenta,
perhaps including the use of twisted boundary conditions [354,355] in order to obtain a finer momentum resolution. What
s usually computed is the zero-mode-subtracted VP tensor (obtained by replacing eiQ ·x with eiQ ·x − 1 in Eq. (3.2)), as
roposed in Ref. [348]. This reduces contamination from finite-volume effects [349,356], and also removes contact terms,52











Fig. 40. Pictorial representation of the hybrid method. Different procedures are used in the three regions to obtain partial contributions to aHVP, LOµ .
hich would otherwise be present in the case µ = ν (see, for example, Ref. [353]). One can then obtain the scalar VP by
sing Eq. (3.3). In the often used setup, µ = ν, that equation takes the simple form





from which one clearly sees that any imprecision in
∑
µΠµµ(Q ) at low Q
2 is enhanced in Π (Q 2). This has important
onsequences on the achievable accuracy for aHVP, LOµ . The reason is that the kernel f (Q
2) in Eq. (3.4) diverges as Q 2 → 0
so that the integrand f (Q 2)Π̂ (Q 2) is peaked at values of Q 2 around a quarter of the lepton mass squared. These very low
momenta cannot be directly accessed on current lattices since extensions of about 10 fm would be required. Therefore,
the lattice results in the accessible but most noisy region (the region of lowest precision) have to be extrapolated towards
Q 2 = 0. The value of the scalar VP at vanishing momentum is in addition needed in order to compute the corresponding
ultraviolet finite quantity Π̂ (Q 2), which eventually enters the weighted integral discussed above. This subtraction constant
can be obtained by fitting the data, as we describe in the following, but it can also be directly computed either through
operator insertions, as proposed in Ref. [357], or by calculating the low time moments of the vector correlator [358]. The
latter approach can be generalized to determine the HVP and Adler functions, as well as higher derivatives, at finite values
of Q 2 [356]. An alternative approach to computeΠ (Q 2) is to utilize the derivatives of the free-energy density with respect
to the background magnetic field [359].
Initial lattice determinations of aHVP, LOµ relied on fit ansätze to describe Π (Q
2) over the entire range of available
omenta (possibly extending it to infinity by matching to perturbation theory) [352–354,360–362]. Those ansätze were
nspired either by vector-meson dominance or more generally based on the use of rational functions. In such approaches,
owever, the derivatives of Π with respect to Q 2 of all orders are monotonic and decrease in magnitude with increasing
Q 2, leaving such fits dominated by the high-precision, higher-Q 2 region where all curvatures are smaller than they are
n the crucial low-Q 2 region, see for instance Ref. [363]. The so-called hybrid method [363] was proposed to circumvent




high. The integral in Eq. (3.4) is split accordingly,
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dQ 2f (Q 2) × Π̂pert(Q 2) , (3.10)
nd different procedures are used in the three different regions. The integration from Q 2high (a few GeV
2) to infinity in
Eq. (3.10) is done using perturbation theory. This is typically a very tiny contribution, at the permil level for the muon.
In the region between Q 2low and Q
2
high (the former being a hadronic scale ≈ 0.1GeV
2), lattice results are very accurate
and one can perform a simple numerical integration, for example by using the trapezoidal rule. This region contributes
10%–20% to aHVP, LO, mostly depending on the actual choice for Q 2 .µ low
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The interval 0–Q 2low in Eq. (3.8) is obviously the most important one and obtaining a reliable description of Π̂ (Q
2)
n this region is therefore crucial. The authors of Refs. [363,364] start from the observation that Π̂ (Q 2) is related to a
tieltjes function, whose mathematical properties are well studied [365], in particular concerning the convergence of
epresentations via Padé approximants. They proposed, in fact, to use Padé functions of the form






i=1 bi Q 2i
, (3.11)
o model the VP in the low-Q 2 regime. Mathematical theorems guarantee that asymptotically in M and N one obtains a
odel-independent description of the data and the convergence of the Padé sequence provides rigorous lower and upper
ounds to the exact function Π̂ (Q 2) of the form
Π[N−1,N](Q 2) ≤ Π[N,N+1](Q 2) ≤ Π̂ (Q 2) ≤ Π[N,N](Q 2) ≤ Π[N−1,N−1](Q 2) . (3.12)
owever, in practical applications M and N are chosen to be equal to 2 or 3 at most. Another approach put forward in
ef. [363] relies on a conformal change of variables in order to improve the radius of convergence of a simple Taylor
xpansion. In detail, the proposal consists of adopting the following fit model
ΠN (Q 2) = Π (0) +
N∑
i=1







, z = Q 2/4M2π . (3.13)
In both cases (Padé functions or conformal polynomials) the stability of the fits can be improved by supplementing them
with estimates of the derivatives of Π (Q 2) at zero momentum either through numerical differentiation or from the time
moments, as we discuss in the following subsection.
Finally, we note that the hybrid method can naturally be adapted to include information on Π̂ (Q 2) from experimental
data at low Q 2. Indeed, the proposed MUonE experiment [291] aims to provide a measurement of the VP function at
spacelike Q 2 in exactly the low-Q 2 region that is problematic for lattice calculations. Here the split into three Q 2 regions
as in Eqs. (3.7)–(3.10) is an integral part of the MUonE experiment’s strategy, see Section 3.4.1 for more details.
3.1.3. Time moments
The method of time moments was introduced in Ref. [358] as a way to calculate the VP for small Q 2. Starting from
Eq. (3.3), we can look at the VP tensor with two identical spatial indices with Q having only a time-component, i.e.,
Qµ = (ω, 0, 0, 0). Again dropping the superscript (Nf ), we have
Πkk(Q ) = Q 2Π (Q 2) = ω2Π (ω2) . (3.14)




d4x eiQ ·xCkk(x) . (3.15)
Recognizing that we can pick any spatial index k, we can increase statistics by averaging over all three spatial directions.







d3x Ckk(x) , (3.16)
nd write the RHS of Eq. (3.15) as
−
∫
dx0 eiωx0C(x0) . (3.17)
t this point, we may either consider the coefficients resulting from an expansion of the exponential in a power series
r successively differentiate the RHS with respect to ω to Taylor expand around ω = 0. In either case, the integrals with













Reverting to Q 2 rather than ω as the kinematic variable, we may write a power series for Π (Q 2),
Π (Q 2) = Π0 +
∞∑
ΠnQ 2n , (3.19)n=1
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Π0 = Π (0) = −
1
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Padé approximation to Π (and Π̂ ) can be constructed from the lowest few time moments of the correlator [358,366].
The time moments extend to infinitely large x0; however, the lattices are of finite extent, so one usually models the
ong-time behavior of the current correlator C(x0) to extend the moment integral (or sum) to infinity. The same issue
lso arises in the related time-momentum method (see Section 3.1.4), where it is discussed in more detail. For the time
oments, this issue clearly becomes more important for higher moments. The achievable precision was discussed in
efs. [358,363], for example.
Time moments can also be used as input to a collection of approximants put forward in Refs. [367,368]. These arise
rom the use of Mellin–Barnes techniques and, in the cases analyzed in Ref. [367], are shown to converge to the full
esult very rapidly with the number of moments used. They have the advantage, over Padé approximants, of allowing for
systematic matching to perturbation theory at short distance, though this advantage is of more formal than practical
elevance, given the very small size of perturbative contributions to aHVP, LOµ (see Section 3.1.2).
The Taylor coefficients themselves are also useful as intermediate quantities enabling detailed comparisons between
ndependent lattice calculations. In particular, the Πn for different n have different sensitivities to the short- and long-
istance systematic effects in lattice calculations (see Section 3.3). Finally, since the Taylor coefficients can also be
valuated using the data-driven methods discussed in Section 2, they can be used to provide valuable tests of the lattice
ethods.
.1.4. Coordinate-space representation
An alternative way to write the subtracted VP in terms of the current correlator is given by [348]





















dx0 C(x0 )̃f (x0) , (3.22)
where the kernel function































⏐⏐⏐⏐ t̂2)] , (3.24)
where t̂ = mµx0; numerically convenient series expansions for f̃ are given in Appendix B of Ref. [369]. Alternatively, f̃ (x0)
is evaluated numerically (e.g., as in Ref. [10]).
While the main difficulty in the determination of aHVP, LOµ via Π̂ (Q
2) lies in getting an accurate estimate of Π (Q 2) in
he low-Q 2 region, the main difficulty in determining aHVP, LOµ via Eq. (3.22) lies in controlling the large-x0 behavior of the
ntegrand. The main issues are the exponential growth of the relative statistical error of C(x0) at large time separations,
he presence of finite-volume (and potentially finite-temperature) effects in this regime, and the need to extend the x0
ntegration beyond the region where lattice data are available.
To address the latter issue, it becomes necessary to split the integration range at some point xcut0 , where for x0 ≤ x
cut
0
he correlator C(x0) is estimated by a local interpolation of the lattice data (with cubic splines working well in practice),
hile for x0 > xcut0 a suitable extension derived from the lattice data supplemented with additional information is used
nstead.
The value chosen for xcut0 impacts the overall error on a
HVP, LO
µ in two ways: if x
cut
0 is chosen too large, the statistical
ccuracy deteriorates quickly due to the rapidly decaying signal-to-noise (StN24) ratio of the correlator data; if xcut0 is
hosen smaller, the systematic error due to the model dependence of the extension of the correlator grows. In practice, at
east for pion masses above the physical one, the effect is found to be negligible for the strange and charm-quark [358,375]
ontributions as long as xcut0 ≥ 1.2 fm, whereas for the light-quark contribution [12,376,377] a window can be found within
hich the value of aHVP, LOµ is not significantly impacted by the precise choice of x
cut
0 at least for pion masses larger than
00MeV.
24 StN problems in lattice QCD have been studied since the pioneering works of Parisi [370] and Lepage [371] and arise when there are states
contributing to a variance correlation function with less than twice the energy of the ground state of the correlation function. A possible solution
to this problem can be found in the framework of multi-level Monte Carlo integration techniques for fermionic systems [372–374].55
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Fig. 41. The integrand of Eq. (3.22) for the evaluation of the light-quark contribution to aHVP, LOµ in the time-momentum representation on Nf = 2+1
attice ensembles with pion masses of Mπ = 280MeV (left panel) and Mπ = 200MeV (right panel). Also shown are the results from reconstructing
the correlator using nmax = 1, . . . , 4 states in Eq. (3.25) and the reconstruction of the long-time tail using a single-exponential extension. Left panel
from Ref. [382], right panel adapted from Ref. [383].





where En is the energy of an energy eigenstate |n⟩ belonging to the representation T1 of the cubic group, and An is
the associated matrix element of the electromagnetic current. Ideally, the low-lying finite-volume spectrum is known
explicitly from a dedicated spectroscopic study, permitting the use of a truncated spectral sum for C(x0) beyond xcut0 [378].
Alternatively, the large-time behavior of the correlator can be modeled in various ways. The simplest model is a single-
exponential extension, i.e., taking only one term in the series of Eq. (3.25) and fixing E1 and A1 from a fit to data at
shorter time separations (using a smeared version of the vector correlator, where available, to extract E1 with better
precision) [369,377]. This model (which is essentially vector-meson dominance) is of course overly simplistic, and while
it tends to describe the data well at heavy pion masses, it becomes a poor description of the very-long-time tail at light
pion mass, where the two-pion channel opens (cf. Fig. 41). A more sophisticated approach in the absence of detailed
spectroscopic information is to model the finite-volume spectrum via the Lüscher formalism [379,380] applied to the
Gounaris–Sakurai parameterization [189] of the timelike pion form factor with parameters Γρ , Mρ fixed via a fit to the
lattice data [369,377]. The latter procedure also allows for correcting the leading finite-size effects by calculating the
vector correlator in infinite volume from the timelike pion form factor and calculating aHVP, LOµ from there [377,380,381].
Future studies, however, should perform a dedicated spectroscopic companion study.
A third possibility is to implement rigorous upper and lower bounds on the correlation function [10,11]. These can then
be used to replace the correlation function, at large x0 where noise takes over, by a statistically more precise representation
in terms of these bounds (see below).
We note that the coordinate space representation described in this section is related to the method of time moments
(cf. Section 3.1.3) in that the Taylor expansion of f̃ (x0) in the integrand of Eq. (3.22) yields the sum over time moments
that gives aHVP, LOµ in that method. For a discussion of other related methods see Ref. [384].
3.1.5. Windows in euclidean time
In the aµ integral in Eq. (3.22), it is useful to consider different time regions in order to separate the short- and
long-distance systematic lattice effects (discretization, finite volume, etc.). To this end, the RBC/UKQCD collaboration has
proposed the window method [11], which breaks the time integral into three parts:
























dx0 C(x0 )̃f (x0)Θ(x0, t1,∆) , (3.26)56































here Θ(t, t ′,∆) = [1 + tanh[(t − t ′)/∆]]/2 defines the window as a smooth function in Euclidean time with width
arameter∆ that smoothes the window on both sides of the interval. A convenient choice is∆ = 0.15 fm. The parameters
0 and t1 are chosen to separate short- and long-distance effects, typically t0 ∼ 0.4 fm and t1 ∼ 1.0 fm. Corrections due
o systematic effects or subleading contributions can be applied to each window separately, and each window can also
e separately extrapolated to the continuum and infinite-volume limits. In particular, the intermediate window aWµ is, by
esign, expected to be less sensitive to discretization errors than the short-distance window aSDµ . It is also designed to be
ess sensitive to long-distance effects than aLDµ and much less affected by the StN problems at large x0 (see Section 3.3).
n summary, we expect that aWµ can, in principle, be calculated with better precision and better control over systematics
han the complete aHVP, LOµ .
The windows, same as the Taylor coefficients of Section 3.1.3, are useful intermediate quantities enabling detailed
omparisons between independent lattice calculations. The window method also enables a comparison of intermediate
uantities with results from data-driven methods. Here one first translates the R-ratio data for e+e− → hadrons, see












hich can then be used to construct the windows. In particular, as advocated by the RBC/UKQCD collaboration, the
indow method can be used to combine evaluations of aSDµ and a
LD
µ using R-ratio data with lattice determinations of
W
µ to yield a hybrid determination of a
HVP, LO
µ that is more precise than each alone [11].
.1.6. Common issues
One of the main issues affecting the calculation of aHVP, LOµ on the lattice is the difficulty of determining the long-
istance behavior of the vector correlator with good statistical accuracy. This manifests itself in the direct approach to
ˆ (Q 2) as a lack of precise information on the low-momentum regime even when using twisted boundary conditions
o probe momenta below the lowest Fourier momentum on a given lattice size. In the method of time moments, the
roblem manifests itself as an increase of the statistical error for the higher moments. In the time-momentum approach,
t manifests itself in the perhaps most direct way as a loss of statistical precision on the correlation function at large
uclidean time distances.
While the problem is the same in terms of its origin, the available remedies differ between the different methods. In
he direct approach, the hybrid strategy uses analyticity to describe the low-momentum region with a Padé approximant,
hereas in the time-momentum approach, the spectral representation can be used to model the long-time behavior of the
orrelation function. In either case, additional information (such as from a dedicated spectroscopic study [383,385–387])
s needed in order to make the best use of the lattice data.
Control of finite-volume effects and the determination of the lattice scale are other important issues common to all
attice QCD calculations. The scale-setting uncertainty is of particular importance because, while aHVP, LOµ is a dimensionless
uantity, it depends on the scale through the value amµ of the muon mass in lattice units. Standard error propagation






⏐⏐⏐⏐⏐× ∆ΛΛ , (3.28)
where Mµ = mµ/Λ is the muon mass in units of Λ. By working in the coordinate-space representation, it can then be
shown [369] that Mµ
daHVP, LOµ
dMµ
= 1.22×10−7, corresponding to an amplification factor of 1.8 from the relative scale setting
error ∆Λ/Λ to the relative error ∆aHVP, LOµ /a
HVP, LO
µ . This implies that reaching an accuracy of better than 1% for a
HVP, LO
µ
requires the lattice scale to be known at the few-permil level.
3.2. Strategies
As described in the previous section, at order O(α2) the hadronic contribution aHVP, LOµ (α
2) is related to the average
of the T -product of two electromagnetic currents over gluon and fermion fields, see Eq. (3.1). Since all quark flavors
contribute to the current, aHVP, LOµ (α
2) can be split into two main contributions
aHVP, LOµ (α
2) = aHVP, LOµ,conn + a
HVP, LO
µ,disc , (3.29)
where the subscripts ‘‘conn’’ and ‘‘disc’’ indicate quark-connected and -disconnected contractions, respectively, for all
flavors. The various flavor-connected components have different statistical and systematic uncertainties and, therefore,
they are usually calculated separately. Thus, the quark-connected contribution aHVP, LOµ,conn (α
2) can be written as
HVP, LO HVP, LO HVP, LO HVP, LO HVP, LOaµ,conn = aµ (ud) + aµ (s) + aµ (c) + aµ (b) , (3.30)
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here the terms on the RHS correspond to the contributions of the light u- and d-quarks (treated in the isosymmetric
imit mu = md), of the strange, charm, and bottom quarks, respectively.
By definition, aHVP, LOµ (α
2) and the terms in Eqs. (3.29) and (3.30) do not include effects due to the electric charges of the
valence and sea) quarks, which would add corrections of O(α) to aHVP, LOµ (α
2). Effects due to the up–down mass difference
ield corrections that are similar in size, since both δm = (md − mu) and α are parameters of order 1%, which should be
nterpreted relatively to ΛQCD for δm. We note that almost all lattice QCD ensembles employed in current studies contain
ight sea quarks with degenerate masses, i.e., δm = 0. Hence, aHVP, LOµ (α
2) and the terms in Eqs. (3.29) and (3.30) are
urther defined to be evaluated in the isosymmetric limit (mu = md). Specifically, in this review the isosymmetric point
s defined as the isospin-corrected pion mass suggested by FLAG [388], namely Mπ = 134.8(3)MeV.
Thanks to the recent progress in lattice determinations of aHVP, LOµ (α
2) it becomes necessary to include the strong
nd electromagnetic isospin-breaking (IB) corrections discussed above. A simultaneous expansion in δm and α leads to
ontributions to aHVP, LOµ of order O(α
2δm) and O(α3). Thus, the total LO HVP contribution aHVP, LOµ is given by
aHVP, LOµ = a
HVP, LO
µ (α
2) + δaHVP, LOµ , (3.31)
ith
δaHVP, LOµ = δa
HVP, LO
µ (ud) + δa
HVP, LO
µ (s) + δa
HVP, LO
µ (c) + δa
HVP, LO
µ,disc , (3.32)
here δaHVP, LOµ (ud) includes both the strong and the QED IB corrections to the connected light-quark contribution, while
aHVP, LOµ (s) and δa
HVP, LO
µ (c) contain only QED effects of order O(α
3): strong IB (SIB) corrections in these contributions only
ppear at subleading, (md − mu)2 order, which can be safely neglected even for a permil-precision calculation of aHVP, LOµ .
It should be stressed that the separation in Eq. (3.31) and Eq. (3.32), into the isospin-symmetric flavor terms (α = 0
nd mu = md) aHVP, LOµ (α
2) and the IB corrections δaHVP, LOµ is prescription and scheme dependent. Since the individual
erms in Eqs. (3.30) and (3.32) are typically calculated separately, it is important that the prescription used is fully
pecified (see Section 3.2.1). To enable detailed comparisons between results from independent lattice calculations for
hese quantities, it is desirable to understand their prescription dependence. However, the total LO HVP contribution,
.e., aHVP, LOµ (α
2) + δaHVP, LOµ , evaluated in the full QCD+QED theory is, of course, unambiguous.
The following subsections describe the strategies adopted by lattice collaborations to compute the separate flavor
erms appearing in Eqs. (3.31) and (3.32). This also includes descriptions of how the uncertainties coming from statistics,
iscretization effects, scale setting, finite-volume effects, long-distance effects due to ππ intermediate states, chiral
xtrapolation/interpolation, and quark mass tuning are estimated. The main results with their error budgets are collected
nd compared in Section 3.3.
.2.1. Separation prescriptions
As discussed above, the impressive precision improvements of modern lattice QCD simulations now require calcula-
ions in the full QCD+QED theory, which includes explicit QED and strong IB effects, in order to produce physical results.
n interesting question, which is of practical importance to the organization of lattice simulations, is to address the
mpact of SIB effects and QED corrections separately. This requires a careful definition of ‘‘QCD without electromagnetism’’
nd, generally speaking, it corresponds to stating the conditions that are used to determine the quark masses and the
attice spacing. Therefore, the separation of the QCD+QED theory into QCD plus corrections is unavoidably prescription
ependent.
Presently the various lattice collaborations have adopted a diversity of separation schemes [389–396]. These schemes
re based on defining a complete set of conditions fixing the physics when α becomes unphysical. These conditions are
ypically defined in term of hadronic masses or renormalized Lagrangian parameters. A review of the different methods
nd a discussion of the subtleties concerning a precise definition of ‘‘QCD without electromagnetism’’ is given in Ref. [397].
For the reader’s reference, here we provide details of the specific renormalization prescriptions adopted by the three
roups that performed the first lattice calculations of the IB corrections δaHVP, LOµ , namely ETM, Fermilab–HPQCD–MILC,
nd RBC/UKQCD (see Section 3.2.5 for detailed descriptions of the calculations). The renormalization scheme used by the
TM collaboration [12,375] is to impose thatmud,ms,mc , and the strong coupling constant αs match at MS(2 GeV) in QCD+
QED and in pure QCD [389,398]. This prescription was introduced by Gasser, Rusetsky, and Scimemi (GRS) in Ref. [399]
and is known as the GRS renormalization prescription. Many lattice groups, including the ETM collaboration, use the pion
decay constant25 fπ± = 130.41(20)MeV [259] to determine the lattice scale in physical units (see the discussion on scale
setting in Section 3.2.2). This value of the pion decay constant is obtained from experimental measurements of the leptonic
πµ2 decay rate by subtracting the radiative corrections to the decay rate using a ChPT based estimate from Ref. [400].26
n Refs. [395,401] it has been shown that the IB corrections to the leptonic πµ2 decay rate computed on the lattice in the
GRS scheme agree with the corresponding ChPT estimate and the resulting change of fπ± turns out to be less than ∼ 0.2%.
Such variation is found to be well within the level of the statistical precision of the lattice spacing determination by ETM.
The Fermilab Lattice, HPQCD, and MILC collaboration [9] calculates SIB corrections to HVP using up- and down-quark
25 We use the notation fπ =
√
2Fπ throughout this review.
26 The f ± result also uses |V | taken from nuclear beta decay as input.π ud
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asses determined by the MILC collaboration [394,402] to reproduce experimental hadron masses with QED corrections
emoved. A similar scheme was used by the RBC/UKQCD collaboration [11,403] to calculate IB corrections to HVP as a
erturbative expansion around the isospin-symmetric result with light and strange quark masses determined in Ref. [404].
B corrections were determined by tuning the up-, down-, and strange-quark mass such that the experimental π+, K+,
nd K 0 masses are reproduced. In addition the RBC/UKQCD collaboration has determined the lattice spacing including
ED by fixing the Ω− mass to its experimental value. The shift of the Ω− mass due to QED corrections is found to be
ignificantly smaller than the lattice spacing uncertainty.
Ambiguities in choosing different prescription schemes are ofO(αmf ), wheremf is the mass of a quark with flavor f . For
light quarks these ambiguities are numerically of the same order as higher-order IB effects at the physical point [390,397]
since mud = 12 (mu + md) ≃ md − mu. Hence, for the purposes of the present review the impact of the prescription
dependence is expected to be small compared to the current uncertainties, particularly in the case of the light-quark
contribution aHVP, LOµ (ud), which provides almost 90% of the total a
HVP, LO
µ . We stress again that a
HVP, LO
µ is free from
ambiguities. However, in order to enable detailed comparisons between lattice QCD results for the individual contributions
in Eq. (3.31) and Eq. (3.32), it will be important that future higher-precision calculations explicitly describe the prescription
employed. Ideally, each lattice group would perform and discuss comparisons between different schemes.
3.2.2. Connected light-quark contribution
The connected contribution of light u- and d-quarks, aHVP, LOµ (ud), is the most important hadronic contribution to
aHVP, LOµ (α
2). It represents ≈ 90% of aHVP, LOµ (α
2). As a reminder, this intermediate quantity is defined in the isosymmetric
limit (δm = 0), where we take the physical point as the isospin-corrected neutral pion mass, Mπ = 134.8(3)MeV.
In this subsection we consider the latest determinations of aHVP, LOµ (ud) obtained by various lattice collaborations,
namely HPQCD [376],27 BMW [10], RBC/UKQCD [11], ETM [17,377], Fermilab–HPQCD–MILC [14], PACS [13], Mainz/
CLS [15], and Aubin et al. [16]. Details of the various lattice formulations adopted for the QCD action can be found
in the corresponding references. However, note that the HPQCD, BWM, ETM, Fermilab–HPQCD–MILC, and Aubin et al.
calculations are based on Nf = 2 + 1 + 1 ensembles, while those of RBC/UKQCD, PACS, and Mainz/CLS are performed on
Nf = 2 + 1 ensembles. The former allow short-distance matching to the full SM at renormalization scales equal to mb,
up to 1/m2b corrections, while that scale is mc and corrections are of order 1/m
2
c for calculations based on Nf = 2 + 1
ensembles. The BMW [10], RBC/UKQCD [11], ETM [377], Mainz/CLS [15], and Aubin et al. [16] evaluations of aHVP, LOµ (ud)
are obtained adopting the discretized version of the time-momentum representation Eq. (3.22), expressed directly in
terms of the vector correlator C(x0) determined on the lattice at zero spatial momentum. Instead, the HPQCD [376]
results are based on Eq. (3.4), where Π̂ (q2) is constructed from the time-moments of the vector correlator C(x0) using the
Padé approximation (see Section 3.1.3). The Fermilab–HPQCD–MILC determination [14] is obtained using both the time-
momentum representation and the HPQCD time-moment procedure [376]. Finally, the PACS calculation [13] employs both
the time-momentum representation and momentum-space integration methods.
Statistical errors. Both the signal and the noise in the vector correlator C(x0) decrease exponentially with the time
separation x0 between the source and the sink. The statistical precision of the vector correlator C(x0) is governed by
he number of gauge configurations and by the number of sources (either point or stochastic) adopted in the calculation.
owever, in spite of the high statistics generally used, in the case of the light u and d quarks the StN ratio becomes a
evere issue, since in this case the signal deteriorates very quickly with increasing x0. Indeed, the exponential decay of
he noise is controlled by the pion mass, while the one of the signal is dominated by vector-meson states at intermediate
imes and two-pion states at large times.
A possible strategy for controlling the StN ratio is the replacement of the correlator C(x0) at large values of x0 with
ts value determined by a (multi-)exponential fit to the data performed at smaller values of x0. This strategy has been
dopted by Mainz/CLS [369] (for Nf = 2), HPQCD [376], ETM [17,377], and Fermilab–HPQCD–MILC [14]. Typical values of
he replacement point are between ∼2 and ∼2.5 fm.
Instead, BMW [10], RBC/UKQCD [11], Mainz/CLS [15] (for Nf = 2 + 1), and Aubin et al. [16] introduce a cut xc beyond
hich the correlator C(x0) is replaced by the average of a lower and an upper bound. The value of xc is chosen such that
he upper and lower bounds agree within the statistical errors when the latter are not too large. All three adopt a value
f xc close to ∼3 fm.
An improved version of the bounding method was investigated by RBC/UKQCD in Refs. [405,406]. It uses a set of
orrelation functions built from other interpolating operators in conjunction with the standard vector current operator
o probe the long-distance region to better precision. The other correlation functions in the basis are designed to have
trong overlap with the difficult-to-measure states in the spectrum, namely the lowest-lying ππ scattering state with
ack-to-back momentum. From these correlation functions, the spectrum and matrix elements needed to reconstruct the
ong-distance region are computed precisely. These parameters are used to reconstruct the contribution to C(x0) from the
owest-lying states in the spectrum. These states are subtracted from C(x0) and the bounding method is applied to the
ubtracted correlation function. Doing so improves the convergence of the upper and lower bounds and permits smaller
alues of xc to be taken, where the correlation functions have better statistical precision. The remaining contribution from
he subtracted states is added back after bounding.
27 The intermediate light-quark quantity reported by HPQCD as aHVP, LOµ (u/d) is evaluated at the physical charged pion mass, and so includes some
SIB and QED corrections. It should not be confused with aHVP, LO(ud) as defined here.µ
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inite-volume effects and long-distance two-pion contributions. Finite-volume effects (FVEs) and long-distance two-pion
contributions represent two very delicate, interconnected issues in the lattice evaluation of aHVP, LOµ (ud).
The RBC/UKQCD [11] and BMW [10] determinations of aHVP, LOµ (ud) include an estimate of FVEs based on ChPT at NLO.
or the current–current correlation function NLO ChPT simply corresponds to scalar QED, and its prediction coincides
ith the estimate corresponding to the case of two noninteracting pions [349]. The HPQCD [376] and Fermilab–HPQCD–
ILC [14] results include an extended version of ChPT, which accounts for γ –ρ mixing. However, the changes with respect
o the standard NLO ChPT are found to be numerically small [376].
Aubin et al. computed FVEs to NNLO in ChPT [16] in coordinate space. NNLO corrections were first computed by Bijnens
nd Relefors [407] in momentum space. The NNLO corrections are significant, almost 50% of the NLO contribution with
he same sign, for physical masses and lattices of size L ∼ 5–6 fm.
A study of FVEs on the lattice has been carried out by Mainz/CLS [378] and, more systematically, by ETM [377].
They compared the results obtained for aHVP, LOµ (ud) using different gauge ensembles sharing approximately the same
ion mass and lattice spacing, but differing in the lattice volume. Then, they adopt a representation of the vector
orrelator at intermediate and large time distances based on the Lüscher formalism [379,380] adopting the Gounaris–
akurai parameterization [189] for the timelike pion form factor with parameters Γρ and Mρ fixed via a fit to the lattice
ata. Such a procedure enables an estimate of the vector correlator in the infinite-volume limit and, consequently, to
stimate FVEs coming from intermediate and long-distance two-pion contributions. The ETM collaboration has extended
he representation of the vector correlator by including, at short times, a contribution based on quark–hadron duality,
btaining a nice reproduction of all their lattice data for time distances from ∼0.2 fm up to ∼2–2.5 fm. This procedure
llows them to extrapolate the vector correlator to the physical pion point both at finite volumes and in the infinite-
olume limit. The corresponding estimate of FVEs at the physical pion point turns out to be larger than the NLO ChPT
rediction by a factor of ∼1.5–2 [377,408]. This is in accord with the NNLO FVEs in Ref. [16].
Two groups, RBC/UKQCD [405] and PACS [13,409], have studied FVEs by comparing results at a few lattice volumes
irectly at or close to the physical pion point. Both obtain FV corrections that are larger than the NLO ChPT predictions by
factor of ≈ 1.7. Using the bounding method, it is possible to calculate aHVP, LOµ (ud) directly on two ensembles at the same
attice spacing with enough precision to resolve the FVEs, showing good agreement with the prediction from combining
he Gounaris–Sakurai and Lüscher formalisms [405]. A novel proposal to use the input of the pion electromagnetic form
actor to estimate finite-volume effects to aHVP, LOµ is discussed in Ref. [410]. It should be mentioned that in the case of the
PQCD [376], BMW [10], and Fermilab–HPQCD–MILC [14] calculations, which are performed with staggered fermions, the
VEs are expected to be significantly mitigated by the contributions of pions with different tastes, which are more massive
han the pseudo-Goldstone pion. However, as discussed in the next paragraph, these effects are a source of additional
iscretization errors, which can also be estimated and corrected using ChPT. Indeed, as shown in Refs. [14,16,376], it
s advantageous to consider FV and taste-breaking effects together and apply them to aHVP, LOµ prior to the continuum
xtrapolation.
iscretization errors and scale setting. Discretization effects due to finite lattice spacing depend on the specific lattice
ormulation adopted for describing both the fermion and the gluon fields. The QCD action on the lattice is usually on-shell
(a)-improved, i.e., hadron masses are affected by discretization effects starting at second order in the lattice spacing,
hile the calculation of the HVP tensor in Eq. (3.1) requires in general a dedicated improvement, since it receives off-shell
ontributions. The vector correlator employed in Refs. [10,11,14,15,376,377] is O(a)-improved.
In the case of the staggered formulations adopted in Refs. [10,14,16,376], generic discretization effects start at
(a2) [10] and O(αsa2) [14,16,376], respectively, but additional O(α2s a
2) [10] and O(α2s a
2) [14,16,376] effects that generate
he taste splittings among the pions result in a sizable lattice spacing dependence of aµ. However, when the LO taste-
reaking effects are taken into account using the predictions of one-loop staggered ChPT, the lattice spacing dependence
s significantly reduced [14,16,376]. The NNLO ChPT results of Refs. [16,407] can, in principle, be modified to also include
igh-order taste-breaking effects [14,376].
As discussed in Section 3.1.6, aHVP, LOµ (ud) is sensitive to the scale setting despite being a dimensionless quantity, since
he lepton kernel f (Q 2) involves the physical lepton mass. The scale is set using the PDG [259] value of the pion decay
onstant fπ± in Refs. [10,14,16,376,377], a linear combination of pion and kaon decay constants in Ref. [15], the Ω− mass
n Ref. [11], and the Ξ-mass in Ref. [13].
A strategy to reduce such a sensitivity significantly was first proposed by ETM [411] and consists in replacing the






V , where MV is a hadronic
uantity (also in lattice units) that can be calculated precisely in lattice QCD. In Ref. [377], MV is taken as the lightest
ector-meson mass, determined from a finite-volume spectrum decomposition of the vector lattice correlator using the
üscher formalism. In Ref. [15], instead, the pion decay constant fπ is used for this purpose.
The continuum limit is based on simulations at different values of the lattice spacing, where it is desirable to include
t least three lattice spacings in the analysis. The extrapolation to the continuum is typically performed in a combined fit
ogether with the chiral extrapolation/interpolation to the physical pion point discussed next.
60

















































hiral extrapolation/interpolation. The QCD simulations are carried out around the isospin-symmetric physical pion point
Mπ = 134.8(3)MeV) in Refs. [10,11,13,14,16]. In these cases only a smooth interpolation of the lattice data is required
nd the systematic uncertainties associated with this procedure are negligible. Instead, for the Mainz/CLS-17 [369] and
TM [377] results, the QCD simulations are performed at heavier pion masses and the extrapolation to the physical pion
oint is carried out using ChPT-inspired fit functions [412–415]. These chiral extrapolations are a significant source of
rror, but acceptable at the current few percent level precision. Finally, Refs. [15,376] include ensembles close to the
hysical point, as well as ensembles at heavier-than-physical pion masses. These calculations also employ ChPT-inspired
it functions to include the data at the heavy pion masses in the analysis, albeit to interpolate to the physical point.
owever, for subpercent precision, lattice calculations should be based entirely on ensembles at the physical point, which,
s we discussed above, is already the case for some lattice efforts, and will soon be universal.
.2.3. Connected strange, charm, and bottom contributions
The connected contribution of strange and charm quarks, aHVP, LOµ (s) and a
HVP, LO
µ (c), are important hadronic contribu-
ions to HVP at order O(α2). They represent ≈ 8% and ≈ 2% of aHVP, LOµ (α
2), respectively . The contribution of the heavier
-quark was calculated on the lattice in Ref. [416]. The value obtained, 0.27(4) × 10−10, is negligible at the current level
f overall uncertainty on aHVP, LOµ .
The evaluation of aHVP, LOµ (b) and a
HVP, LO
µ (c) do not suffer from the difficulties discussed for the light-quark contribution
HVP, LO
µ (ud) in Section 3.2.2. The two-point vector heavyonium correlation function has a good StN ratio, but also falls
ery rapidly with time, x0, on the lattice, because of the large mass of the heavyonium states. This means that, for
xample, time-moments can be calculated very accurately without the need for high precision at large times [417].
ecause heavyonium states are relatively small in spatial extent, finite-volume effects are also negligible on the lattice
izes typically being used. Discretization effects are more problematic for heavy quarks than light ones, and they will
ypically be the main source of uncertainty.
The time-moments of charmonium and bottomonium vector current–current correlators calculated in lattice QCD can
e directly compared, in the continuum limit, to values of q2-derivative moments extracted from experimental data for
he R-ratio Eq. (2.3). This is because the charm- and bottom-quark contributions to the experimental data can be isolated
nd the quark-line disconnected contribution, not included in the lattice QCD results, can be neglected. The lattice QCD
alculations of the moments for the charm case in Refs. [417,418] and for the bottom case in Ref. [416] agree well with
he values extracted from experiment. They provide a test against R(s) on a flavor-by-flavor basis, which is equivalent to
esting part of HVP.
The latest determinations of aHVP, LOµ (c) come from HPQCD [358] (using Ref. [417]), ETM [375], BMW [10], RBC/UKQCD
11], and Mainz/CLS [15]. They agree well, as is seen by the comparison in Section 3.3.2.
The evaluation of aHVP, LOµ (s) is similarly straightforward in lattice QCD [358]. The vector strangeonium states have
elatively heavy masses (≳ 1GeV) so that, although the StN is worse than for the charm and bottom cases and the
umerical cost is larger for high statistics, accurate correlators can be obtained for the full range of x0 values needed
o determine the contribution to HVP by any of the methods discussed in Section 3.1. Consequently, the choice of specific
trategies made by the various collaborations is not important. Finite-volume effects might be expected here from the
act that the ground-state of the physical strangeonium vector correlator is a KK̄ configuration, which will be distorted on
he lattice at finite volume. In practice this has very little impact because the φ is so close to threshold and finite-volume
ffects are seen to be very small [358,375]. aHVP, LOµ (s) is sensitive to the tuning of the valence strange quark mass and to
ight and strange sea-quark masses [419]. The impact of this in different calculations depends on how these are handled.
hose uncertainties are at present generally smaller than the uncertainty coming from the determination of the lattice
pacing.
Again lattice QCD calculations for aHVP, LOµ (s) agree well between different lattice formalisms and methods, see
ection 3.3.2. This is a good test of the different approaches to calculating HVP in lattice QCD, independent of the specific
ssues that arise in the aHVP, LOµ (ud) case.
.2.4. Disconnected contributions
Results for the quark-disconnected contribution aHVP, LOµ,disc have been presented in Refs. [10,15,366,369,420,421]. The
stimate of aHVP, LOµ,disc in Ref. [14] is based on a ChPT-inspired model. In addition, the size of the disconnected contribution
o the VP function Π̂ has been analyzed in ChPT at NLO [422] and NNLO [414]. Direct calculations [10,15,420] show that
he absolute magnitude of disconnected diagrams amounts to around −2% of the total value of aHVP, LOµ . Hence, while the
isconnected contribution is not dominant, its accurate determination is crucial regarding the precision target.
Calculations of aHVP, LOµ,disc typically employ the time-momentum representation and the spatially summed vector–vector
orrelator C(x0) ≡ Cconn(x0) + Cdisc(x0), where Cconn(x0) denotes the connected part of the correlator with individual
ontributions from the light (ud), strange (s), charm (c), and bottom (b) quarks (see Eq. (3.29) and Eq. (3.30) and
urrounding discussion). The disconnected contribution aHVP, LOµ,disc is then defined via the integral representation of Eq. (3.22),
.e.,
aHVP, LOµ,disc =
( α )2 ∫ ∞
dx0 Cdisc(x0) f̃ (x0) . (3.33)
π 0
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t is instructive to analyze the long-distance behavior of the correlator C(x0) and its isospin decomposition C(x0) =
I=1(x0) + C I=0(x0), where I = 1, 0 denote the isovector and isoscalar contributions. First, one realizes that the isovector






here the prefactor is equal to 1/2 times the inverse of the sum of the squared electric charges. In the long-distance





1 + O(e−Mπ x0 )
)
. (3.35)
In addition, from the observation that the isoscalar spectral function vanishes below the three-pion threshold, one can








he relative size of the disconnected and connected contributions to the VP function has also been studied in ChPT. At
ne-loop order one finds Π̂disc/Π̂conn = −1/10 [422], while the two-loop correction computed in Ref. [414] reduces the
agnitude significantly, to Π̂disc/Π̂conn ≃ −0.04.28


















where qf , qf
′







γµS f (x, x)
]
. (3.38)
The quark propagator S f (x, y) ≡ [Df ]−1(x, y) is obtained by solving the Dirac equation
∑
z D
f (x, z)φ(z) = δxy. For a given
timeslice x0, the loop ∆fµ(x0) includes the sum over spatial coordinates x, and one must solve the Dirac equation for every
spatial coordinate x. This must be repeated for various timeslices x0 to evaluate Gdisc(x0). Therefore, the computational
cost for the required all-to-all propagator is increased by a factor proportional to the four-volume of the lattice, which
is typically of order 107, and prohibitively costly. In practice, the quantity ∆fµ in Eq. (3.38) is computed using stochastic
techniques, by solving the linear system
∑
z D








η(r)(x)η(r)(y)† = δxy . (3.39)
After inserting the solution φ(r) into Eq. (3.38), one recovers∆fµ from the stochastic average. The statistical error in Gdisc(x0)
is therefore a combination of the statistical uncertainty arising from the gauge average and the additional stochastic error
due to summing over noise vectors. The number Nr of source vectors η(r) is optimized in order to minimize the associated
stochastic noise for given numerical cost. Compared to the exact calculation of all-to-all propagators, the numerical cost
is typically reduced by 3–4 orders of magnitude.
Restricting the discussion to QCD with only light (ud) and strange (s) quarks, the statistical accuracy of Gdisc(x0) can be


















ence, the stochastic noise largely cancels in the difference ∆udk − ∆
s
k, provided that the same source vectors are used
o compute the individual light and strange contributions. In Ref. [423] it was demonstrated that the gain in statistical
ccuracy amounts to two orders of magnitude.
There are a number of additional variance reduction techniques designed to improve the statistical precision in the
etermination of Gdisc(x0). These include low-mode deflation [420,424], which can be combined either with hierarchical
robing and Hadamard vectors [15,425] or with a hopping parameter expansion that suppresses stochastic noise by
nverse powers of the quark mass [426,427], as well as all-mode-averaging (AMA) [428], which is based on a combination
f multiple low-precision calculations of the quark propagator with a subsequent bias correction.
28 The big change between the one- and two-loop contributions is due to the ρ resonance, which appears in ChPT only at two-loop order.62




We now discuss recent evaluations of aHVP, LOµ,disc . A collection of results is shown and compared in Section 3.3.2 (the
lower-right panel of Fig. 45).
The calculation by the BMW collaboration [10,421] uses staggered quarks at the physical pion mass and five different
lattice spacings. The StN ratio was enhanced via a combination of several variance reduction techniques, including AMA
and low-mode deflation and also exploited the stochastic noise cancellation between light and strange quark loops. For
a given quark flavor f , the loop ∆fk(x0) is computed via a combination of the exact treatment based on the spectral
representation for a finite number of the lowest eigenmodes and the stochastic estimate of the quark propagator in the
orthogonal complement of the subspace spanned by the lowest eigenmodes. For the latter, BMW used a combination of
high-precision and low-precision solutions of the projected Dirac equation, such that the bias correction involving the
high-precision solves is only computed for a subset of noise vectors, thereby reducing the numerical effort. Clear signals
are obtained for five lattice spacings/twelve ensembles at almost physical mass point, and the continuum extrapolation
is taken reliably.
In their calculations using domain wall fermions, the RBC/UKQCD collaboration [11,420] has determined the dis-
connected contribution from ud and s quarks at the physical pion mass and at a single lattice spacing a = 0.114 fm.
The calculation is based on low-mode deflation and the spectral representation of the quark propagator for the lowest
eigenmodes, combined with the stochastic evaluation of the contributions corresponding to the high modes. In order to
control the stochastic noise associated with the latter, RBC/UKQCD employed a particular spatial distribution of stochastic
source vectors, designed to minimize unwanted long-distance contributions [420].
The recent calculation by the Mainz group [15] is based on six ensembles generated using O(a) improved Wilson
fermions, which cover four different lattice spacings with pion masses down to 200MeV. The calculation of the quark
loops ∆fk was performed using hierarchical probing [425], and a significant reduction of the stochastic noise was observed
when using two noise vectors with 512 Hadamard vectors each. The quark-disconnected contribution was determined by
first applying the ‘‘bounding method’’ to the full isoscalar correlator before subtracting the connected light- and strange-
quark contributions. Since the ensembles satisfy TrMq = const, where Mq is the bare quark mass matrix, the results were
extrapolated to the physical point in the variable M2K − M
2
π .
The Fermilab–HPQCD–MILC collaboration [14] has estimated the quark-disconnected contribution using a ChPT-
inspired model, which includes ρ mesons and photons [376]. The contribution from ππ states to aHVP, LOµ,disc was determined
by multiplying the full ππ contribution to aHVP, LOµ by −1/9, in accordance with Eq. (3.36). The additional contributions
from non-ππ states were estimated by considering the difference between the isoscalar and isovector correlators, which
are assumed to be saturated by the ω and ρ mesons, respectively [366]. A direct lattice calculation of the quark-line
disconnected contribution by this collaboration is in progress [429,430].
In Table 9 and Fig. 45 (lower-right panel), we show a compilation of results for aHVP, LOµ,disc . While the lattice results from
BMW [10] and RBC/UKQCD [11] are in good agreement, the estimate from the Mainz group [15] is somewhat lower than
the rest.
3.2.5. Strong and QED isospin-breaking contributions
In the previous sections we have discussed the determination of HVP in the isospin-symmetric limit, where the up-
and down-quark are treated as being equal in lattice calculations. However, in nature isospin symmetry is broken by the
mass difference between the up and down quarks as well as by their electric charges. Effects due to the up–down mass
difference (δm = md −mu) and corrections from QED, i.e., due to the interactions of the charged quarks with photons, are,
in general, of O(δm/ΛQCD) and O(α), respectively, and thus, both of the order of 1%. The current efforts to determine HVP
from lattice QCD at a precision level of 1% or better make it now necessary to include these effects in the calculations.
Recent results are summarized in Table 10.






D[U, A, ψ, ψ̄]O[ψ, ψ̄, A,U] e−S[ψ,ψ̄,A,U] , (3.41)
with the quark fields ψ and ψ̄ , the SU(3) gluon fields U , and the photon fields A. The action S[ψ, ψ̄, A,U] now also
contains couplings of quarks to photons as well as a kinetic term for the photon fields. There are mainly two methods
that are used to include QED in the calculation of the path integral of Eq. (3.41). It was first proposed in Ref. [431] to treat
QED nonperturbatively by using stochastic photon fields and to calculate quantities with QCD+ QED gauge configurations.
On the other hand, since the fine-structure constant is a small parameter, one can treat QED in a perturbative fashion.
The RM123 collaboration proposed in Ref. [389] to expand the QCD+ QED path integral of Eq. (3.41) in the fine-structure
constant,









+ O(α2) , (3.42)
nd to explicitly calculate the contributions to O(α). In general, this will amount to calculating contributions from
iagrams with one photon propagator (see below for a discussion on the diagrams required for HVP). A detailed
omparison of the stochastic and the perturbative treatment of QED can be found in Ref. [432]. The perturbative expansion63










































as used to calculate QED corrections to HVP by the ETM collaboration [12,17,375,408,433,434] and the RBC/UKQCD
ollaboration [11,403].
One important issue when including QED in lattice calculations is the treatment of the zero-mode of the photon
ield, which cannot be constrained by a gauge-fixing procedure (see Ref. [435] for a detailed discussion). Both the ETM
nd RBC/UKQCD collaborations have used the QEDL prescription, where all spatial zero-modes of the photon fields are
emoved [391,436], i.e.,
∑
x Aµ(x0, x) = 0 for all µ, x0.
In addition to including QED one has to account for the different masses of the up- and down-quark. One possibility
is to use different input masses for up- and down-quarks as done by the Fermilab–HPQCD–MILC collaboration [9] to
calculate SIB corrections to aµ. Another approach to treating the difference in the light-quark masses was proposed by
the RM123 collaboration in Ref. [398]. Here, the path integral is expanded with respect to the differences ∆mf = mf −m̂f ,
















ith an insertion of a scalar current (see below for a discussion on the specific diagrams required for HVP). The
ifferences ∆mf are free parameters that can be tuned a posteriori. A perturbative expansion in ∆mf was used by the
TM collaboration [12,375] and the RBC/UKQCD collaboration [11,403] to calculate IB corrections to HVP.
As discussed in Section 3.2.1, it is important to stress that the physical point is only unambiguously defined in full
CD+ QED with mu ̸= md. On the contrary, defining the physical point in a pure QCD setup is ambiguous and relies on
mposing a renormalization prescription to separate strong and QED IB effects. The renormalization schemes adopted by
he ETM, Fermilab–HPQCD–MILC, and RBC/UKQCD collaborations when calculating IB corrections to HVP are reviewed in
ection 3.2.1.
The calculation of the strong and QED IB corrections δaHVP, LOµ of Eq. (3.32) requires the evaluation of both quark-
onnected and -disconnected contractions for all flavors. Since the various quark-connected components are diagonal in
lavor and show different statistical and systematic uncertainties, they are usually computed separately on the lattice. As
n the case of the O(α2) term aHVP, LOµ,conn , the main contribution to δa
HVP, LO
µ,conn is given by the light u- and d-quark, δa
HVP, LO
µ (ud).
Only a few lattice calculations of δaHVP, LOµ are present in the literature so far, namely those performed by the
TM [12,375], RBC/UKQCD [11], and Fermilab–HPQCD–MILC [9] collaborations. While none of them include all of the con-
ributions to δaHVP, LOµ , they already provide useful results, as we discuss below. Details of the various lattice formulations
dopted for the QCD action can be found in the corresponding references. In Ref. [10] the BMW collaboration provides a
henomenological estimate of IB corrections to aHVP, LOµ (α
2) based on dispersive methods and ChPT. Furthermore, a new
attice calculation of the HVP tensor with dynamical QCD and QED fields by the CSSM/QCDSF/UKQCD collaboration is
ngoing [437].
When using the perturbative method of Refs. [389,398], as done by the ETM [12,375] and RBC/UKQCD [11] collabora-
ions, aHVP, LOµ is expanded into a lowest-order contribution a
HVP, LO
µ , evaluated in isospin-symmetric QCD (i.e., mu = md
nd α = 0), and a correction δaHVP, LOµ computed at LO in the small parameters (md − mu)/ΛQCD and α. The IB correction
aHVP, LOµ encodes both strong and QED corrections contributing to a
HVP, LO
µ to O(α
2(md−mu)/ΛQCD) and O(α3), respectively,
nd its evaluation requires the computation of the diagrams depicted in Figs. 42 and 43. The set of diagrams coming from
he expansion to O(α) in the QED coupling is shown in Fig. 42.29 These diagrams can be divided into three different
lasses: QED corrections to the quark-connected contributions are given by diagrams V , S, and ST ; diagrams F , D3, and
3T represent corrections to the quark-disconnected contributions; while diagrams T , D1, D1T , D2 and Td, D1d, D1d,T ,
2d account for QED IB effects coming from dynamical sea quarks for the quark-connected and quark-disconnected
ontributions (the latter denoted by a subscript d), respectively. Diagrams ST , D1T , D3T , D1d,T of Fig. 42, denoted by
ubscripts T , correspond to the insertions of the tadpole operator. The latter is a feature of lattice discretization and
lays a crucial role in order to preserve gauge invariance to O(α) in the expansion of the quark action. In the calculation
erformed in Ref. [11] tadpole contributions are absent since insertions of local vector currents are used. Regularization-
pecific IB effects associated with the tuning of the quark critical masses in the presence of QED interactions [389,393]
rise when the lattice fermionic action does not preserve chiral symmetry, as in the case of Wilson and twisted-mass
ermions (see, e.g., Refs. [12,375]). This requires in addition the evaluation of diagrams with insertions of pseudoscalar
ensities (i.e., replacing the insertions of a scalar operator in Fig. 43 by pseudoscalar currents). IB corrections due to the
xpansion in the quark masses are given by the diagrams in Fig. 43.
The ETM [12,375] and RBC/UKQCD [11] calculations are performed within the so-called electroquenched approxima-
ion, i.e., by treating sea quarks as neutral particles with respect to electromagnetism. Thus, diagrams where photonic
orrections or insertions of scalar/pseudoscalar operators are applied to sea-quark loops (i.e., diagrams T , D1, D1T , D2, Td,
D1d, D1d,T , D2d of Fig. 42 and R, Rd of Fig. 43) have not been included so far. The ETM collaboration [12,375] evaluates the
LO SIB and QED quark-connected corrections30 (due to diagrams V , S, ST , M , and an analogous one with one insertion of
29 The use of lattice conserved vector currents at the source and at the sink requires the evaluation of additional diagrams [432].
30 In the GRS renormalization prescription [399] adopted in Refs. [12,375] the light-quark contribution includes both strong and QED IB corrections,
while the strange- and charm-quark ones are induced by purely QED effects of order O(α3). SIB corrections to the latter contributions only appear
at higher orders in the quark-mass difference (m − m ).d u
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T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxxFig. 42. Photonic-correction diagrams to order O(α) with external vector operators.
Source: Adapted from Ref. [403].
Fig. 43. SIB-correction diagrams to order O(∆m). The diamonds denote the insertion of a scalar operator.
Source: Adapted from Ref. [403].
the pseudoscalar density) with dynamical up, down, strange, and charm quarks at three values of the lattice spacing, at
several lattice volumes and with pion masses between ≃ 210 and ≃ 450MeV. The RBC/UKQCD [11] calculation (including
diagrams V , S,31 F , M) is performed with three dynamical quarks, on a single ensemble at a nearly-physical pion mass. In
addition to calculating IB corrections to the connected HVP contribution, RBC/UKQCD calculates the leading QED correction
to the disconnected contribution due to diagram F in Fig. 42. Here one is only interested in contributions where the
quark lines are connected by gluons in addition to the photon. If no additional gluons connect the two quark lines, these
contributions are conventionally counted as higher-order HVP terms. Estimates of the uncertainties related to the neglect
of the remaining SIB and QED diagrams are provided by both collaborations.
Since the ETM and RBC/UKQCD collaborations use local versions of the external vector currents, QED corrections to
the corresponding renormalization constants are included in the calculations of δaHVP, LOµ . ETM [12] makes use of the
nonperturbative determinations of the quark-bilinear-operator renormalization constants obtained in Refs. [395,438]
within the RI′-MOM scheme [439] to first order in the electromagnetic coupling and to all orders in the strong one,
while RBC/UKQCD [432] determines the multiplicative renormalization constant of the vector current from the ratio of
local–conserved to local–local vector two-point functions.
The Fermilab–HPQCD–MILC collaboration [9] calculates the strong IB corrections using two QCD gauge ensembles
generated with four flavors of dynamical quarks, at the same lattice spacing and volume. The two ensembles share the
same strange- and charm-quark masses, which are both fixed close to their physical values, and differ in the values of
the light sea-quark masses. One is isospin-symmetric, while the other has fully nondegenerate quark masses with nearly-
physical values of mu and md. By comparing the results on the two ensembles the authors of Ref. [9] provide an estimate
of the tiny, leading sea-IB contributions to aHVP, LOµ (see diagram R of Fig. 43), which are expected to be quadratic in the
quark mass difference (md − mu).
We close the present subsection by describing the main sources of uncertainty current lattice calculations of δaHVP, LOµ
have to deal with, and we refer the reader to Section 3.3 for results and comparisons. As in the case of the leading hadronic
contribution aHVP, LOµ (α
2), typical uncertainties are related to statistics; long-distance effects due to light intermediate
states; finite-volume and discretization effects; scale setting and chiral extrapolation/interpolation. The light u- and d-
quark contributions suffer from StN problems, which are controlled by adopting strategies similar to those described
in Section 3.2.2. ETM applies an exponential analytic representation at large time distances directly to the strong and
31 RBC/UKQCD uses local currents for the QED vertices and, therefore, diagram S is absent.T
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ED IB corrections, by expanding the functional form of the total correlator in ∆m and α (à la RM123 [389,398]), while
ermilab–HPQCD–MILC adopts this strategy for the full vector correlator C(x0) including only strong IB corrections due
o different up- and down-quark input masses. The RBC/UKQCD [11] collaboration evaluates the leading strong and QED
B corrections δaHVP, LOµ replacing the data in the integration over the whole Euclidean time region by an exponential fit
nsatz.
Due to the long-ranged nature of QED interactions, the inclusion of the latter in lattice calculations is known to generate
otentially large finite-volume effects (FVEs) suppressed only by powers of the inverse spatial extent L. The infinite-
olume limit of the QED contributions δaHVP, LOµ (f ), with f = u, d, s, c , is performed by ETM [12,375] using several gauge
nsembles of different lattice extent and it is combined together with the continuum limit and the chiral extrapolation to
he physical pion mass. Four ensembles sharing approximately the same pion mass and lattice spacing, but differing in the
attice volume allow for a direct estimate of FVEs and hence control over the infinite-volume extrapolation. As mentioned
n Refs. [12,375], it is expected that the leading FVEs in the QEDL prescription start at order O(1/L3) because of the overall
eutrality of the system, instead of O(1/L2) obtained with a naive power-counting. This behavior was formally established
n Ref. [440], by constraining the analytic structure of the forward Compton scattering amplitude for a vector two-point
unction using Ward–Takahashi identities. This object is identical to the LbL function described in Ref. [441], and this work
as used as an input in one of the two derivations in Ref. [440]. Moreover, an analytic two-loop expression for the QEDL
inite-volume corrections to the HVP two-pion contribution is derived in Ref. [440] using scalar QED as an effective theory
f elementary pions. It is confirmed in this framework that the O(1/L2) contribution cancels for neutral currents, and is
onzero for charged current. As a consequence, it is argued in Ref. [440] that for typical physical simulations withMπL ≃ 4,
ne has exp(−MπL) ≃ 1/(MπL)3 ≃ 2%. Therefore in principle the power-like FVEs introduced by QED are expected to
have a size similar to the exponential-like QCD FVEs. In both cases the magnitude of these effects on the IB corrections
to the HVP is roughly a factor of 5 smaller than a target relative uncertainty of 0.1% on the total HVP contribution. These
theoretical expectations are consistent with the lattice results δaHVP, LOµ of the four ETM gauge ensembles [12] and FVEs
do not affect significantly both δaHVP, LOµ (s) and δa
HVP, LO
µ (c). The estimate of FVEs provided by RBC/UKQCD [11] arises from
he difference between the computation using an infinite-volume photon propagator and the QEDL result. For the SIB
orrections FVEs differ qualitatively and quantitatively. In the GRS renormalization prescription adopted by ETM [12,375]
he SIB correlator receives nonvanishing contributions only in the light-quark sector and, since a fixed value of the light
uark mass difference (md−mu) is used for all gauge ensembles, an exponential dependence in terms of the quantity MπL
s expected. By fitting the results of numerous twisted-mass ensembles with several ansätze, an estimate of the systematic
ncertainty due to FVEs is provided. The Fermilab–HPQCD–MILC [9] and RBC/UKQCD [11] collaborations estimate FVEs
or the SIB contributions using ChPT.
As in the case of the LO contribution, the quantity δaHVP, LOµ is sensitive to the scale setting through the lepton
ernel f (q2). Scale settings adopted by the various collaborations (see Section 3.2.2) are part of the ingredients used to
alibrate the lattices nonperturbatively and, thus, contribute to defining what one means by QCD in the full (QCD+QED)
theory. The separation of the full theory into isospin-symmetric QCD and radiative corrections requires a convention (see
Refs. [395,442] for a detailed discussion); only the complete quantity aHVP, LOµ of Eq. (3.31) evaluated in the full theory
is unambiguous and prescription free (see Section 3.2.1). In order to reduce the uncertainty related to the scale setting
a possible strategy proposed by ETM [12,375] is to consider the ratio of the IB corrections δaHVP, LOµ over the LO terms
aHVP, LOµ for each flavor channel. The attractive feature of this ratio is to be less sensitive to some of the systematic effects.
The continuum limit is then performed via a combined fit by taking advantage of several gauge ensembles at different
values of the lattice spacing. As in the case of the isospin-symmetric calculation, discretization effects play a minor role in
the light-quark sector, while in the evaluation of δaHVP, LOµ (s) and δa
HVP, LO
µ (c) they are larger. In the case of the staggered
ormulation adopted in Ref. [9] lattice data are corrected for the additional discretization effects due to the taste splitting
mong pions by using the predictions of staggered ChPT. RBC/UKQCD [11] calculates IB corrections at a single lattice
pacing and takes a simple (aΛ)2 estimate, with Λ = 400MeV as discretization error.
Finally, for simulations carried out close to the physical pion mass, such as the ones performed by the Fermilab–
PQCD–MILC [9] and RBC/UKQCD [11] collaborations, only a smooth interpolation of the lattice data is required. Instead,
he ETM gauge ensembles used in Refs. [12,375] have been generated at heavier pion masses and the extrapolation to the
hysical point, namely Mπ = 134.8 (3)MeV, is performed using a phenomenological fit ansatz. The pion mass dependence
f δaHVP, LOµ (s) is quite mild and even weaker in δa
HVP, LO
µ (c), being driven only by the sea quarks.
3.3. Comparisons
This section is devoted to presenting and comparing lattice results for aHVP, LOµ and the various intermediate quantities,
such as the flavor specific contributions or subleading IB corrections that can be calculated separately. All the results
presented here are extrapolated to the continuum and infinite-volume limits and interpolated or extrapolated to the
physical point. The quoted errors in all lattice results include statistical and systematic uncertainties, where the latter
estimates effects from scale setting, input parameters, continuum extrapolation, infinite-volume extrapolation, and chiral
interpolations/extrapolations. Typically, these systematic errors are estimated by varying the chiral, continuum, or finite-
volume fit functions, including adding higher-order terms in the corresponding EFT expansions, or varying which lattice
data are included, among other things.
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ummary of results for aHVP, LOµ ; see also Fig. 44. All lattice results fully take into account the corrections and systematic errors, except for those
arked with ∗, which are older results that did not include SIB and QED corrections in the quoted values and errors. In some cases, the lattice
esults include phenomenological estimates of the SIB/QED corrections instead of direct lattice calculations. Results for which the second column
tates Nf = 2 + 1 include charm contributions in the valence sector, but not in the sea. Results with Nf = 2 also omit strange sea-quark effects.
hen results are displayed with two errors, the first is the statistical uncertainty and the second the systematic one. With only one quoted error,
he statistical and systematic uncertainties are combined. HISQ = highly improved staggered quarks, Stout4S = 4 steps stout-smeared staggered
uarks, tmQCD = twisted mass QCD, DWF = domain wall fermions, Clover = O(a) improved Wilson quarks, StoutW = stout-smeared O(a) improved
ilson quarks. Simulations with staggered quarks employ ‘‘rooted’’ determinants, to remove the extra doublers from the sea. TMR = time-momentum
epresentation, VMD = vector-meson dominance.
Collaboration Nf aHVP, LOµ × 10
10 Fermion Π̂ (Q 2)
ETM-18/19 [17,377] 2+1+1 692.1 (16.3) tmQCD TMR
FHM-19 [14] 2+1+1 699 (15) HISQ Padé w. Moments/TMR
BMW-17 [10] 2+1+1 711.1 (7.5)(17.5) Stout4S TMR
HPQCD-16 [376] 2+1+1 667 (6)(12) HISQ Padé w. Moments
ETM-13 [411] 2+1+1 674 (21)(18)∗ tmQCD VMD
Mainz/CLS-19 [15] 2+1 720.0 (12.4)(9.9) Clover TMR
PACS-19 [13] 2+1 737 (9)(+13
−18) StoutW TMR/Padé
RBC/UKQCD-18 [11] 2+1 717.4 (16.3)(9.2) DWF TMR
Mainz-17 [369] 2 654 (32)(+21
−23)
∗ Clover TMR
KNT-19 [7] pheno. 692.8 (2.4) − dispersion
DHMZ-19 [6] pheno. 694.0 (4.0) − dispersion
BDJ-19 [238] pheno. 687.1 (3.0) − dispersion
FJ-17 [27] pheno. 688.1 (4.1) − dispersion
RBC/UKQCD-18 [11] lat.+pheno. 692.5 (1.4)(2.3) DWF TMR + disp.
Fig. 44. Compilation of recent results for aHVP, LOµ in units of 10−10 . The filled dark blue circles are lattice results that are included in the ‘‘lattice
world average’’. The average, which is obtained from a conservative averaging procedure in Section 3.5.1, is indicated by a light blue band, while the
light-green band indicates the ‘‘no new physics’’ scenario, where aHVP, LOµ results are large enough to bring the SM prediction of aµ into agreement
ith experiment. The unfilled dark blue circles are lattice results that are older or superseded by more recent calculations. The red squares indicate
esults obtained from the data-driven methods reviewed in Section 2. See Table 8 for more information on the results included in the plot.
ource: Adapted from Ref. [443].
.3.1. Total leading-order HVP contribution
In Fig. 44 and Table 8, we compare the results for aHVP, LOµ reported by the various lattice QCD groups as well as
hose obtained from the data-driven methods described in Section 2. Note that lattice results based on gauge ensembles
ith N = 2 sea quarks are not included in our averages. The results from the BMW collaboration (BMW-17 [10]), thef
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lavor-specific contributions to aHVP, LOµ , see also Fig. 45. The HPQCD-16 result for the light-quark connected contribution (marked by a †) is evaluated
t the physical charged pion mass, and so includes some SIB and QED corrections. It is therefore not directly comparable with the other lattice results
or aHVP, LOµ (ud). The ETM-19 result [17] is an update of ETM-18 [377] and uses the same gauge ensembles and analysis methods. The FHM-19 [14]
ntry for aHVP, LOµ,disc is a phenomenological (non-lattice) estimate obtained from a ChPT-inspired model. When results are displayed with two errors,
he first is the statistical uncertainty and the second the systematic one. With only one quoted error, the statistical and systematic uncertainties are
ombined.
Collaboration Nf aHVP, LOµ (ud) × 10
10 aHVP, LOµ (s) × 10
10 aHVP, LOµ (c) × 10
10 aHVP, LOµ,disc × 10
10
ETM-18/19 [17,377] 2+1+1 629.1(13.7) 53.1(1.6)(2.0) 14.75(42)(37) −
Aubin et al.-19 [16] 2+1+1 659 (22) − − −
FHM-19 [14] 2+1+1 637.8(8.8) − − −13(5)
BMW-17 [10] 2+1+1 647.6(7.5)(17.7) 53.73(04)(49) 14.74(04)(16) −12.8(1.1)(1.6)
HPQCD-16 [376] 2+1+1 599.0(6.0)(11.0)† − − 0(9)(−)
HPQCD-14 [358] 2+1+1/2+1 − 53.41(00)(59) 14.42(00)(39) −
Mainz/CLS-19 [15] 2+1 674(12)(5) 54.5(2.4)(0.6) 14.66(45)(6) −23.2(2.2)(4.5)
PACS-19 [13] 2+1 673(9)(11) 52.1(2)(5) 11.7(0.2)(1.6) −
RBC/UKQCD-18 [11] 2+1 649.7(14.2)(4.9) 53.2(4)(3) 14.3(0)(7) −11.2(3.3)(2.3)
Mainz/CLS-17 [369] 2 588.2(31.7)(16.6) 51.1(1.7)(0.4) 14.3(2)(1) −
RBC/UKQCD collaboration (RBC/UKQCD-18 [11]), and the Mainz/CLS collaboration (Mainz/CLS-19 [15]) agree well within
their errors. The results reported by the Fermilab Lattice, HPQCD, and MILC collaborations (FHM-19 [14]) and by the
ETM collaboration (ETM-18/19 [17,377]), while in good agreement with each other, are slightly lower than BMW-17,
RBC/UKQCD-18, and Mainz/CLS-19, but still consistent, at about 1σ . The BMW-17, RBC/UKQCD-18, and Mainz/CLS-19
esults are in slight tension with the data-driven evaluations, and consistent with the ‘‘no new physics’’ scenario (black
ertical lines), i.e., the value that aHVP, LOµ would need to have in order to bring the SM prediction of aµ into agreement
ith the experimental measurement [1], while keeping all other SM contributions unchanged. The situation is reversed
or the FHM-19 and ETM-18/19 results, which are consistent with the data-driven results but in slight tension with the
‘no new physics scenario’’. The PACS collaboration (PACS-19 [13]) has reported a value of aHVP, LOµ which is slightly larger
han the ‘‘no new physics’’ scenario and in more than 2σ tension with the dispersive predictions. This result is also in mild
ension with BMW-17, RBC/UKQCD-18, and Mainz/CLS-19 and has a 2σ tension with FHM-19 and ETM-18/19. Excluding
older lattice calculations, which have been superseded [369,376,411], the BMW-17, RBC/UKQCD-18, FHM-19, Mainz/CLS-
19, PACS-19, and ETM-18/19 results are combined in Section 3.5.1 into a ‘‘lattice world average’’ using a conservative
procedure, which is shown as a blue band in Fig. 44. Given the relatively large spread between the lattice results, it is
not surprising that the ‘‘lattice world average’’ is consistent with both the data-driven results and the ‘‘no new physics’’
scenario.
3.3.2. Flavor-specific and subleading contributions





and the subleading corrections aHVP, LOµ,disc and δa
HVP, LO
µ , which allow for more detailed comparisons of the various lattice
esults. The plots in the four panels of Fig. 45 indicate the number of sea quarks in the gauge ensembles on which the
attice results are based, where Nf = 2 + 1 + 1 labels ensembles with up, down, strange, and charm quarks in the sea,
f = 2 + 1 means that charm-quark effects are taken into account in the valence sector, but not in the sea, while for
f = 2, strange-quark effects in the sea are also missing. Filled symbols indicate results included in the lattice averages
f Section 3.5.1, which are shown in each panel as a light blue band. Open symbols indicate results that are not included
n the averages.
The lattice results for the dominant light-quark connected contribution aHVP, LOµ (ud), shown in the upper-right panel
f Fig. 45, exhibit a similar spread in central values as those for aHVP, LOµ . There is a 2.4σ tension between the results
ith lowest (ETM-18/19 [17,377]) and highest (Mainz/CLS-19 [15], PACS-19 [13]) central values, while BMW-17 [10],
BC/UKQCD-18 [11], FHM-19 [14], and Aubin et al.-19 [16] lie in between. In HPQCD-16 [376], the light-quark connected
ontribution is not defined in the same way as in this review, as it is evaluated there at the physical charged pion mass. As
result it cannot be directly compared to lattice results for aHVP, LOµ (ud) and is therefore omitted from Fig. 45. As discussed
n Section 3.2, aHVP, LOµ (ud) is sensitive to the long-distance (large Euclidean time) behavior of the vector-current correlator,
hich is the region where the correlator suffers from a StN problem. It is possible that the above tension is related to the
ifferent strategies employed to control and model this important region. Further investigations, including comparisons
f other intermediate quantities with different levels of sensitivity to the short- and long-distance contributions, would
e useful. The fact that the tension between different results is larger than the individual errors may be an indication that
ome systematic effects are underestimated. We expect that this situation will improve in future high-precision studies,
hich will enable more refined analyses of the underlying systematic errors.
The strange- and charm-quark connected contributions aHVP, LOµ (s) and a
HVP, LO
µ (c) are shown in the upper-right and
ower-left panels of Fig. 45 respectively. These quantities are already calculated at close to target precision. The results
or aHVP, LO(s) and for aHVP, LO(c) from Refs. [10,11,17,358,377] are nicely consistent. However, the PACS-19 [13] resultµ µ
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Fig. 45. Comparisons of lattice results for flavor-specific contributions to aHVP, LOµ (α2). (Upper-Left) Light-quark connected contribution aHVP, LOµ (ud).
Upper-Right) Strange-quark connected contribution aHVP, LOµ (s). (Lower-Left) Charm-quark connected contribution a
HVP, LO
µ (s). (Lower-Right) Quark-
isconnected contribution aHVP, LOµ,disc . The lattice results in each panel are grouped by the number of sea quarks in the gauge ensembles employed in
he underlying calculations, where ‘‘Nf = 2+1+1’’ (circles) labels ensembles with up, down, strange, and charm quarks in the sea, for ‘‘Nf = 2+1’’
squares) charm quarks are not included in the sea, while for ‘‘Nf = 2’’, (up triangles) strange quarks are also omitted in the sea. Filled symbols
ndicate results included in the lattice averages of Section 3.5.1, which are shown here as light blue bands. Open symbols indicate results that have
een updated or superseded, see Table 9 for further details.
ource: Adapted from Ref. [443].
or aHVP, LOµ (s) is in 1σ tension with the other lattice results while for a
HVP, LO
µ (c) it is in almost 2σ tension with the
est. The strange- and charm-quark connected contributions, while insensitive to FVEs and StN problems from large
uclidean times, suffer from larger discretization effects. This is especially true for aHVP, LOµ (c), and we note that the PACS-19
alculation has O(a) artifacts, which are not present in the other lattice results.
As explained in Section 3.2.4, the calculation of the quark-disconnected contribution aHVP, LOµ,disc is an especially challenging
art of the lattice-QCD calculation of aHVP, LOµ . In fact, as shown in Fig. 45 (lower-right panel) the results for a
HVP, LO
µ,disc exhibit
he second-largest tension among the individual contributions to aHVP, LOµ . While the BMW-17 [10] and RBCC/UKQCD-
8 [11] results are nicely consistent with each other, they disagree with the Mainz/CLS-19 [15] result. Unlike BMW-17
nd RBCC/UKQCD-18, the lattice calculation in Mainz/CLS-19 employs ensembles at unphysically large pion masses and
herefore requires a chiral extrapolation to the physical point. One of the fit ansätze employed in the chiral extrapolation
akes the 1/M2π singularity into account, which leads to a significantly lower value for a
HVP, LO
µ,disc at the physical point.
Finally, the challenging nonperturbative calculation of the subleading IB contributions δaHVP, LOµ has been performed
y only a few collaborations so far, as can be seen in Table 10 where we have collected the current lattice evaluations
see Section 3.2.5 for a detailed discussion of calculations). Of the five results listed in Table 10 only FHM-17 [9],
BC/UKQCD-18 [11,403], and ETM-19 [12] are based on actual lattice calculations that are precise enough to quote results.
hile none of the three collaborations provide a complete lattice computation of all the contributions to δaHVP, LOµ , the
mitted contributions are estimated phenomenologically in all cases. In Ref. [9] (FHM-17) a result for the connected
IB correction is presented, while Refs. [11,12,403] (RBC/UKQCD-18 and ETM-19) present a calculation of the connected
IB and QED corrections. No disconnected contributions are included in the lattice calculations of Refs. [9,12], while
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Summary of SIB and/or QED corrections: δaHVP, LOµ . See Section 3.2.5 for further details.
Collaboration δaHVP, LOµ × 10
10Comments
ETM-19 [12] 7.1 (2.9) SIB+QED, perturbative method:
QED = (V , S, ST ) in Fig. 42, SIB = M in Fig. 43.
M ∋ scalar/pseudoscalar(PS) masses,
where PS is for keeping maximal twist.
RBC/UKQCD-18 [11,403]9.5 (10.2) SIB+QED, perturbative method:
QED = (V , S, F ) in Fig. 42, SIB = M in Fig. 43.
F with no gluon between two quark-loops
belongs to NNLO and is excluded.
FHM-17 [9] 9.5 (4.5) Simulations with full-SIB for ud-conn:
md − mu ̸= 0 while α = 0.
BMW-17 [10] 7.8 (5.1) (SIB + QED) using ChPT and dispersion:
ρ–ω mix., FSR, M ISLimπ → Mπ± , π
0γ , ηγ .
CSSM/QCDSF/UKQCD ≲ 1% × aHVP, LOµ Simulations with Full-QED for ud-conn:
Preliminary [437] α ̸= 0 while md − mu = 0. Mπ ∼ 400 MeV.
Table 11
Up/down-contribution and total for Π1,2 . The former correspond to the navy circles in Fig. 46 and include FV corrections. The light components,
Πudn , do not include SIB/QED corrections, but the total Π
tot
n does. The results for HPQCD-16 [376], FHM-19 [14], and Aubin et al.-19 [16] (annotated
with ⋆) have been multiplied by a charge factor of (9/5) to convert them to the convention used by the other groups.







ETM-18/19 [17,377] 2+1+1 0.1642(33) 0.383(16) 0.1002(23) −
Aubin et al.-19 [16] 2+1+1 0.159(15)⋆ − − −
FHM-19 [14] 2+1+1 0.16776(25)⋆ 0.3760(115)⋆ 0.1011(24) 0.2089(95)
BMW-16 [421] 2+1+1 0.1660(17)(30) 0.313(10)(13) 0.1000(10)(28) 0.181(6)(11)
HPQCD-16 [376] 2+1+1 0.1606(22)(14)⋆ 0.362(7)(14)⋆ 0.0984(14) 0.2070(89)
RBC/UKQCD-18 [11] 2+1 0.1713(46)(14) 0.352(37)(10) − −
Benayoun-16 [444] pheno. − − 0.09896(73) 0.20569(162)
Charles-18 [368] pheno. − − 0.10043(36) 0.20914(113)
Fig. 46. The first (left) and second (right) time moments of the ud contribution to the current–current correlator. The filled blue circles indicate
continuum-limit and FV corrected lattice results, while the open light blue circles correspond to results with FV corrections removed. The open dark
blue circle shows the HPQCD-16 result at a finite lattice spacing of a ≈ 0.12 fm with leading discretization and FV corrections added. See Table 11
for detailed numbers.
Refs. [11,403] (RBC/UKQCD-18) include only the leading QED diagram. Nevertheless, within the quoted uncertainties an
overall agreement among the present estimates is evident.
3.3.3. Taylor coefficients
We now consider the moments of the vector current correlator, Πn, defined in Eq. (3.20). As discussed in Section 3.1.3
he Taylor coefficients Πn become sensitive to larger distance scales as n increases. For example, the dominant contri-
utions to Π1 and Π2 are from the correlator at t ∼ 1 fm and 1.5 fm, respectively [421]. Thus, the moments allow
distance-scale-dependent comparison of HVP. Fig. 46 shows the light-quark connected contribution to the Taylor
oefficients (Πud1,2) reported by various lattice QCD groups. The open circles are lattice results obtained after the continuum
nd physical point extrapolation, but without FV corrections, while FV corrections are added in the filled blue circles,
aking the latter suitable for comparison.32 The HPQCD-16 [376] results (open circles) are obtained at a finite lattice
32 By definition, Πud does not include SIB/QED corrections. However, the results for Π tot listed in Table 11 do take SIB/QED effects into account.n n
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Fig. 47. (Left) Continuum limit of the intermediate window aWµ (ud) (∆ = 0.15 fm, t0 = 0.4 fm, t1 = 1 fm) for DW (circles) and HISQ (squares)
ermions. Lines denote fits linear in a2 for the a → 0 limit (bursts). The R-ratio result (cross, Ref. [445]) is also shown. It corresponds to the
ifference of the total R-ratio window result based on Ref. [3] and the sum of all but the isospin-symmetric light-quark lattice results of Ref. [11].
inite-volume (DWF and HISQ) and taste-breaking (HISQ) corrections are included to NLO in ChPT. Lattice spacing uncertainties, added in quadrature
ith statistical errors, are also included. Plot reproduced from Ref. [16]. (Right) Comparison of aWµ (ud) results after continuum and infinite-volume
xtrapolation (blue circles). The RBC/UKQCD-18 result [11] is based on 2+1 flavors of DW fermions. All other lattice results are based on 2+1+1
lavors of HISQ fermions [16,396,446]. Both extrapolations for HISQ shown in the left panel are reproduced in the right panel as well for comparison.
he DW and R-ratio results are the same as shown in the left panel.
pacing (a ≈ 0.12 fm), because Ref. [376] did not report continuum limit results for Πudn . As shown in the left panel of
ig. 46, all lattice results [11,14,376,377,421] for Πud1 are nicely consistent, while there is a 2σ tension between BMW-
6 [421] and FHM-19 [14] for Πud2 (right panel). Considering the [1, 1] Padé approximant for the HVP scalar function,
ˆ (Q 2), the light-quark connected anomaly is evaluated as













he Padé approximants thus tell us that a larger Πud1 and smaller (−Π
ud
2 ) result in a larger a
HVP, LO
µ (ud) [421]. This may
xplain why BMW-17 (with BMW-16) and RBC/UKQCD-18 obtain a somewhat larger aHVP, LOµ (ud) than ETM-18/19 and
HM-19.
.3.4. Intermediate window
The window method developed in Ref. [11] can be used to compare lattice results where they are most precise, for
xample when 0.4 ≲ x0 ≲ 1.5 fm, which defines the intermediate window aWµ . By design, the upper end of the x0
ange is chosen to remove contributions from the large Euclidean time region, which is sensitive to FV and two-pion
ffects and suffers from severe StN problems. In addition, the cut on the lower end of the x0 range is expected to result
n reduced discretization errors. This quantity can therefore be calculated with much better (statistical and systematic)
recision than the total aHVP, LOµ , and hence is a powerful diagnostic tool for comparing different lattice methods. Given
he precision goals, careful studies of the remaining systematic effects, in particular discretization errors are certainly
eeded. Finally, as proposed in Ref. [11] and discussed in Section 3.1.4, one can also evaluate aWµ using experimental R-
atio data for a more detailed comparison between lattice and data-driven results. However, until very recently, only two
roups, RBC/UKQCD-18 [11] and Aubin et al.-19 [16], had used their lattice data to evaluate the intermediate window
W
µ in the continuum and infinite-volume limits (see the left panel of Fig. 47). The two panels in Fig. 47 show lattice
esults for aWµ (ud), which is defined in isosymmetric QCD (without SIB and QED corrections) specifically for the light-
uark contributions. In order to compare the lattice results with an R-ratio derived evaluation, the ‘‘R-ratio/lattice’’ point
n Fig. 47 is constructed in Ref. [445] by first using the analysis in Ref. [3] to evaluate the R-ratio window and then
ubtracting from it the contributions from the heavier flavors, the disconnected, and the IB terms using the lattice results
f Ref. [11]. The right panel of Fig. 47 shows, in addition to the published RBC/UKQCD-18 and Aubin et al.-19 results, two
ew lattice results for aWµ , BMW-20 [396] and LM-20 [446] (open blue circles). Both appeared only very recently, and
ave therefore not yet been reviewed in depth in this paper. The three staggered results, Aubin et al.-19, BMW-20, and
M-20, lie above the RBC/UKQCD-18 and ‘‘R-ratio/lattice’’ values. The quoted uncertainties on the new BMW-20 and LM-20
attice results and on Aubin et al.-19 for the three lattice spacing fit are significantly smaller than the ‘‘R-ratio/lattice’’ one,
ith which only the RBC/UKQCD-18 value is clearly compatible. If one considers the spread of the two and three lattice
pacing fit results from Aubin et al.-19 as a systematic uncertainty for this calculation, the RBC/UKQCD-18 evaluation is
lso compatible with the Aubin et al.-19, BMW-20, and LM-20 results at the 2σ level. It will be important to see what
appens to the spread of the lattice results as more high-precision calculations of this quantity become available. Needless
o say, such calculations should include detailed analyses of the associated systematics, in particular, discretization effects.
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In this section, we highlight some of the connections between lattice calculations of HVP and other efforts related to
he anomalous magnetic moment of the muon and other electroweak precision quantities. In Section 3.4.1, we explain
he impact of lattice calculations of HVP on the proposed MUonE experiment. In Section 3.4.2, we show how lattice
alculations of IB contributions to HVP can be used to assess the IB corrections to τ spectral functions in the evaluation of
VP from τ decays. Finally, in Section 3.4.3, we demonstrate the impact of lattice calculations of HVP on the determination
f the running of the electromagnetic coupling α and the weak mixing angle sin2 θW .
3.4.1. HVP from lattice QCD and the MUonE experiment
A novel effort proposing a muon–electron scattering experiment (MUonE) at CERN is gaining a lot of attention as a
clean, direct measurement of the HVP function, Π̂ (Q 2), in a spacelike regime [288,289] that will help improve the precision
of the determination of aHVP, LOµ . Initially a part of the Physics Beyond Colliders program for a dedicated fixed-target facility
in CERN’s North Area, the request for a test run of the MUonE experiment [291] has recently been approved by the SPS
Committee at CERN. Pending a successful feasibility study in 2021, MUonE plans to measure HVP up to Q 2 = 0.14GeV2
with statistical precision of roughly 0.3% after two years of data taking (cf. Section 2.4.1).
Lattice QCD and the MUonE experiment will determine HVP to high accuracy in complementary momentum ranges.
Thus, a hybrid strategy including both experimental and lattice data sets [290] will give an estimate of the HVP
contribution to aµ that is independent of e+e− → hadrons data. This strategy is similar to the approach described in
Section 3.1.2, which allows for a better control of the systematics in aHVP, LOµ by dividing the Euclidean Q
2-range into
three sub-intervals and probing different integration boundaries of these domains [363]. MUonE will yield a measurement
of the effective electromagnetic coupling ∆α(Q 2(x)) in the kinematic range with maximal momentum corresponding to
xmax = 0.932, Q 2 =
x2m2µ
1−x . Hence, writing a
HVP, LO
µ = I0 + I1 + I2 as in Eq. (3.7), this suggests that I0 can be evaluated using






dx(1 − x)∆αhad[Q 2(x)] , (3.45)
where the upper limit, xmax = 0.932, corresponds to Q 2low = 0.14GeV
2 and the integrand will be determined by the data
collected by the MUonE experiment. The strategy to reach the aimed precision is discussed in Section 2.4.1. As noted in
Section 3.1.2, the data in the integration range of I0 (cf. Fig. 40 and text below) is crucial for the overall precision of the
HVP spacelike integral. The expected high accuracy of the MUonE experiment in this Q 2-region, combined with lattice
input for I1, defined in Eq. (3.9), for the intermediate-Q 2 range, will lead to a precise estimate of HVP entirely independent
of the dispersive approach. Precise determinations of I1 from the lattice will be used in two ways:
1. A lattice estimate of I1 will be combined with the MUonE experimental measurements in the low-Q 2 region and
the perturbative contribution I2 to obtain a precise estimate of the total HVP contribution. A preliminary result for
I1 with O(a) improved Wilson fermions is discussed in Ref. [290]. Recently [17,377,447], the sum I1 + I2 (including
disconnected contributions and IB effects) has been estimated to be equal to 91.6(2.0) × 10−10, using the time
momentum representation and the twisted-mass discretization of the fermion QCD action. It is encouraging that
the uncertainty in the above result is close to the statistical error expected for the integral I0 after two years of data
taking.
2. The infinite-volume, continuum values of the integrals I1 and I2 for a predefined set of integration boundaries
can serve as benchmarks between different lattice collaborations, in addition to the comparisons discussed in
Section 3.3.
Furthermore, the MUonE experimental data at fixed-Q 2 in the measured range could be used to validate the independent
lattice determinations (after the infinite-volume and continuum limits are taken) at fixed Q 2-values.
3.4.2. HVP from τ decays
Hadronic decays of τ leptons have been used in the past as an alternative source of experimental data in the evaluation
of the HVP contribution to (g − 2)µ with the dispersive methods. As discussed in Section 2.2.6, the sum of contributions
from the subset of IB effects that have been identified and estimated phenomenologically to date have so far failed to
explain the observed experimental τ–e+e− ππ difference. The possibility, moreover, exists that contributions from sources
of IB for which phenomenological estimates are not possible may not be numerically negligible. In this situation, it is worth
exploring the alternate approach based on lattice QCD+QED simulations, which would automatically take into account all
sources of IB.
The calculation of the QED and strong IB corrections from lattice simulations to HVP has been presented in detail in
Section 3.2.5. Here we start our discussion from the isospin decomposition of the two-flavor current, jµ = j
I=0,I3=0
µ +
jI=1,I3=0µ . The contributions to HVP can be split into three classes of two-point correlation functions C(x0) (see Ref. [448]
for more details): isoscalar C00, isovector C11, and mixed contributions C01. Similarly, from the charged (vector current)
operators jI=1,I3=±1 we define the two-point correlation function C : if isospin was a preserved symmetry, the mixedµ +−
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ontribution would vanish identically and C+− = C11. However, the presence of QED interactions together with the
p/down mass difference breaks isospin symmetry, leading to two corrections that must be applied to the charged spectral
unctions: the first, given by the mixed contribution C01, is completely absent in the τ data, which carries most of the
–ω mixing physics; the second is given by the difference C11 − C+−. The additional channels not present in τ decays,
such as π0γ or π+π−π0, can be supplemented directly from experimental data or via C00.
If we imagine a perturbative expansion in α and (mu − md) around the isosymmetric world, the difference C11 − C+−
only depends on two specific QED diagrams, used by the RBC/UKQCD collaborations in Ref. [448] to provide a preliminary
estimate. C01 instead involves many more diagrams and is dominated by the SIB corrections, which in turn are noisier
and are currently under investigation.33 Note, however, that the overall precision required for the total correction is
approximately 10–15%, a goal that is well within reach of state-of-the-art lattice simulations.
In conclusion, the calculation of the IB correction to inclusive τ spectral densities involves essentially a manipulation
of the QED and SIB diagrams of quark-connected and disconnected HVP, described in Section 3.2.5. We refer the reader to
that section for a proper discussion and understanding of the systematic errors, such as finite-volume and discretization
effects. Before concluding this subsection, we focus our attention on two important systematic effects, peculiar to this
specific IB correction factor. First, we must remember that lattice correlation functions are fully inclusive, and as such,
the correction factor obtained from lattice simulations should be applied to the sum of the π−π0 spectral density with
ther channels, like the four-pion one. Higher excited states are expected to be suppressed by the (g − 2)µ kernel, but
study has to be performed to properly understand this subtlety. Second, when comparing isospin-corrected τ spectral
unctions (not aµ) between a lattice and a phenomenological prediction, or an experimental measurement, particular care
s required to make sure that the treatment of the radiative effects is the same. As discussed in Section 2.2.6, in τ decays to
−π0 final states, radiative events are removed from the experimental data via the function GEM introduced in Eq. (2.10).
n contrast, only FSR is present in the lattice calculation of IB effects discussed in Ref. [448]. Therefore a redefinition of GEM
o remove the remaining radiative corrections from the experimental τ data is required, before one applies the weighted
ntegral over the spectral function difference evaluated on the lattice to the weighted integral over the experimental τ
ata.
As new exciting results are expected in the upcoming years on the experimental determination of the charged
pectral functions, especially from Belle II, a controlled theoretical input of the IB correction is crucial to provide an
lternative determination of the HVP contribution to aµ, and lattice QCD+QED calculations will play an essential role in
he understanding of the final uncertainties, given the difficulties so far encountered in the phenomenological approach.
.4.3. Hadronic corrections to the running of the electromagnetic coupling and the weak mixing angle
The lattice QCD computation of HVP can also provide a first-principles determination of the hadronic contributions to
he running of the electromagnetic coupling α and of the weak mixing angle sin2 θW .





efers to its value at q2 = 0, corresponding to the fine-structure constant, and where ∆α(q2) collects the sum of quark and
epton contributions. The largest fraction of the overall uncertainty on the running of α(q2) from q2 = 0 up to the Z-pole
ass is due to low-energy hadronic effects, denoted by ∆αhad(q2). The prospects for a future International Linear Collider
ndicate that the uncertainty on the running of α could become a limiting factor in the global fit of the electroweak sector
f the SM [449,450].
The dispersive approach can be used to determine ∆αhad(q2) from the lightest five quark flavors [2,3,219], where the
ispersive integral is dominated by higher-energy scales compared to the case of aHVP, LOµ . On the lattice, the subtracted





Π̂ (Q 2) . (3.46)
he connection to the running to the Z pole in the timelike region is given by the so-called Euclidean split technique (or
dler function approach) [451,452]















he second and third contributions in the RHS are computed using the perturbative expansion of the Adler function D(Q 2),
hich works well starting from Q 20 ≈ 4GeV
2, while the first term on the RHS of Eq. (3.47) accounts for the nonperturbative
ontribution. Its lattice determination provides an alternative to the dispersive approach, in which the nonperturbative
unning is derived from e+e− → hadrons data by means of Eq. (2.4). While the relative uncertainty at the Z pole is
elow 0.5%, at intermediate values of Q 2 ≈ 4GeV2, the uncertainty from experimental data in the dispersive approach
mounts to a ∼1% error on ∆αhad(−Q 2) [219]. A lattice QCD determination at this level of precision would therefore
lready provide important information about the hadronic corrections to the running of α.
In the range of Q 2-values between 0.5 and 4GeV2, the subtracted HVP function Π̂ (Q 2) can be computed on the lattice
ith high statistical precision. Contrary to the case of aHVP, LOµ , where smaller Q
2-values are responsible for the largest share
33 See Section 3.2.5 for a discussion of recent progress in lattice calculations of the connected SIB contribution.73



















































f the total error, in the case of ∆αhad(−Q 2) short-distance contributions play a more significant role. Particular attention
s thus required to the assessment of systematic effects from lattice artifacts and scale setting. A first comparison of
attice determinations of ∆αhad(−Q 2) to the results from the dispersive approach has been reported in Refs. [453–456].
e remark that detailed comparisons among lattice QCD and dispersive results at definite values of Q 2 could provide
tringent cross-checks of both approaches. One way to achieve this is using the window method described in Section 3.1.
In the ‘‘no new physics’’ scenario the theoretical estimate of aHVP, LOµ would shift the SM prediction for the total aµ
owards the experimental value. While the data-driven determinations of aHVP, LOµ are incompatible with this scenario, the
urrent lattice results cover a large enough range to be compatible with both, ‘‘no new physics’’ and the data-driven result
or aHVP, LOµ (see Section 3.5). It is in principle possible that future, precise lattice results will consolidate around a high
nough value to bring the corresponding SM prediction into agreement with experiment. Indeed, very recently, the BMW
ollaboration reported a first lattice QCD+QED calculation of aHVP, LOµ with subpercent precision [396], which is compatible
ith the ‘‘no new physics’’ scenario and discrepant with the R-ratio data. However, in addition to disagreeing with the
-ratio data, which would need to be understood, such a shift in aHVP, LOµ would also affect ∆αhad and would therefore
ave consequences for global SM fits [457,458]. Indeed, excluding input from R-ratio data, global SM fits are sufficiently
verconstrained that it is possible to predict ∆α(5)had(M
2
Z ) using only electroweak precision probes. For instance, the 2018
fitter result, ∆α(5)had(M
2
Z )|EW= 271.6(3.9) × 10




−4 [6,7] based on the R-ratio data. In summary, a ‘‘no new physics’’ result for
HVP, LO
µ is likely to also yield a higher value of ∆αhad. However, because the two quantities have different, positive weights
n each energy bin of the e+e− cross section, for lattice calculations like Ref. [396], information about the Q 2 dependence
f the HVP function Π̂ (Q 2) is needed to quantify the effect on ∆α(5)had(M
2
Z ). Indeed, high-precision lattice calculations for
αhad(Q 2) up to some energy scale Q 2 (where connection with the perturbative running up to the Z pole can be made)
ould exactly provide the needed information.
The weak mixing angle sin2 θW governs the γ –Z mixing and induces a constraint on the coupling constants of the
lectroweak theory. The value of sin2 θW at the Z pole has been determined with high precision by the LEP and Tevatron
xperiments and is heavily constrained by the global fit of the SM in the electroweak sector [459].
Various ongoing and future low-energy experiments [461] target a high-precision measurement of sin2 θW at energy
cales below 4GeV2, where nonperturbative QCD effects play a prominent role. In contrast to the case of aHVP, LOµ and α, a
traightforward application of a dispersive approach suffers from the difficulty to isolate the contributions from up- and
own-type quarks. Such a flavor separation is, however, naturally provided by a lattice QCD calculation. As an example,
lavor separation based on neglecting OZI-violating effects has been shown to be incompatible with lattice data, while
ssuming isovector ρ-meson dominance works better [219]. The hadronic contribution to the running of the weak mixing
ngle, ∆had sin2 θW (−Q 2), can be expressed in terms of the HVP function once an independent input for the value of the
U(2)L coupling α2 at Q 2 = 0 is employed [462]. Lattice QCD computations of ∆had sin2 θW (−Q 2) have been reported
n Refs. [453,455,456,463,464]. These results suggest that subpercent precision could be achieved in upcoming lattice
eterminations of ∆had sin2 θW (−Q 2) at intermediate Q 2-values, thus providing an essential theoretical counterpart to
he ongoing experimental efforts.
.5. Summary and conclusions
.5.1. Current status
As discussed in Section 3.3 and shown in Tables 8 and 9, there are up to seven high-quality calculations of the different
lavor contributions to aHVP, LOµ . Thus, it makes sense to consider some form of world average of lattice results for this
uantity. However, not all groups compute all contributions and, as seen above, the various contributions suffer from
ignificantly different systematic errors, some of which are correlated from calculation to calculation. Therefore, we have
hosen to average the individual contributions separately, taking into account correlations so as not to underestimate
rrors. These flavor-by-flavor averages will also be useful to the lattice community as benchmarks.
All contributions have a systematic uncertainty associated with the determination of the lattice scale in common.
his uncertainty is significant, but largely uncorrelated among the various calculations, because it is dominated by the
nderlying statistical errors. Small correlations due to common, subleading systematics may be present, in particular
or SIB and QED effects. For example, for all calculations except for those of RBC/UKQCD-18 [11] and ETM-19 [17], the
attice spacing is determined from lattice calculations based on ensembles with mu = md and α = 0, with QED effects
stimated phenomenologically. While in some cases SIB effects are calculated directly, in others they are also estimated
henomenologically. The resulting systematic errors on the overall scale are in the range of a few permil to one percent.
n summary, we treat the scale errors as uncorrelated between independent lattice results, except for Aubin et al.-19 [16]
nd FHM-19 [14], since the Aubin et al.-19 result uses the scale uncertainty obtained in Ref. [14].
The ud and disconnected contributions to aHVP, LOµ also suffer from significant FV uncertainties, even on lattices with
∼ 6 fm, as discussed in Sections 3.2.2 and 3.2.4. Indeed, FVEs have been mostly estimated using ChPT [16,349,407],
34 The precise value depends on the choice of input parameters and details of the fit, e.g., ∆α(5)had(M
2
Z )|EW= 270.3(3.0)× 10
−4 [458] using the PDG
alues [259] of m , M and the Bayesian implementation HEPfit [460].t H
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Table 12
Summary results for the individual flavor contributions to aHVP, LOµ (α
2) (in the isospin limit, δm = 0 and
α = 0) and for the SIB and QED corrections in units of 10−10 .









650.2(11.6) 53.2(0.3) 14.6(0.1) −13.7(2.9) 7.2(3.4)
ChPT-inspired models [376], or direct estimates in still imprecise lattice calculations at the physical pion mass [13]. In
the case of Mainz/CLS-19 [15] and ETM-18/19 [17,377], models of the mud and L dependencies of FVEs have been studied
ore carefully using ensembles with smaller volumes and with a number of average, light, u and d quark masses that are
larger than the physical value. These studies have then been used to extrapolate their results for aHVP, LOµ (ud) to infinite
volume and physical quark masses. All of these estimates point to FV corrections around 3% for L ∼ 6 fm and physical mud.
However, the uncertainties on these results are still quite large and the methods used by different teams to estimate them
are quite similar. Thus, we consider the uncertainties associated with these FV corrections, as well as those associated
with extrapolations in mud, as 100% correlated across calculations.
In addition, we treat the statistical errors in FHM-19 [14] and Aubin et al.-19 [16] as 100% correlated, because these
two calculations are based on overlapping MILC configurations.
To summarize, we go through the uncertainties, listed in each calculation, for each of the contributions to aHVP, LOµ , and
isolate the FV and chiral uncertainties and, for FHM-19 [14] and Aubin et al.-19 [16], the statistical and scale errors. We
then average the results for each of the contributions to aHVP, LOµ , assuming 100% correlation between these uncertainties.
If these cannot be isolated, but rather are subsumed in a more encompassing systematic error, we correlate this larger
uncertainty with the uncertainties of the other calculations. All other errors are treated as uncorrelated. To perform the
averages, we use the FLAG strategy described in Ref. [397].
Sea-charm-quark effects on aHVP, LOµ can be estimated in QCD perturbation theory (see, e.g., Ref. [11]) and are found to
be below the permil level. Thus, we can combine Nf = 2 + 1 and Nf = 2 + 1 + 1 results. However, when permil-level
calculations of aHVP, LOµ start being considered, it will be important to make sure that sea-charm effects do not alter the
scale setting at that level of precision. Note that b-quark effects can also be estimated in perturbation theory (see, for
example, Ref. [14]) and are found to be below 1 permil. These will be neglected here.
To determine the average aHVP, LOµ (ud), we use the calculations of BMW-17 [10], RBC/UKQCD-18 [11], PACS-19 [13],
FHM-19 [14], Mainz/CLS-19 [15], Aubin et al.-19 [16], and ETM-18/19 [17,377]. As can be seen in Fig. 45, agreement
between the different collaborations is not that good. The average carries a χ2/dof = 10.3/6 = 1.7 and we follow the
PDG recipe of increasing the final error on the average by a factor equal to the square root of that number.
The averages for aHVP, LOµ (s) and a
HVP, LO
µ (c) are obtained from the same calculations, except for Aubin et al.-19 that does
not include results for those quantities. Here the χ2/dof are 5.8/5 = 1.2 and 4.3/5 = 0.9, so that there is only a small
inflation of the final error for aHVP, LOµ (s). Note that the inclusion of PACS-19 for a
HVP, LO
µ (s) increases the total χ
2 from 0.7
to 5.8, indicating that its agreement with the average of the other results is poor.
For aHVP, LOµ,disc , there are only three independent lattice results with a signal: BMW-17, RBC/UKQCD-18, and Mainz/CLS-19,
which we average. While the first two agree very well, the third is significantly lower, due to a large chiral extrapolation.
The average carries a χ2/dof = 4.2/2 = 2.1 and the final error is appropriately enlarged.
All of the contributions discussed up to now have been obtained in the isospin limit defined in Section 3.2, with
mu = md and α = 0. To compare lattice results to those obtained in phenomenology, SIB and QED corrections must be
added. Of the results given Table 10, only RBC/UKQCD-18, FHM-17, and ETM-19 present results for the SIB corrections from
direct lattice calculations. Further, only RBC/UKQCD-18 and ETM-19 also include connected QED contributions in their IB
calculation, where RBC/UKQCD-18 alone includes the leading disconnected QED diagram. As these are first-generation
calculations of some of those effects and those effects are small, we choose the conservative approach of averaging
RBC/UKQCD-18 and ETM-19 under the assumption that the uncertainties of the two calculations are 100% correlated.
Our averages for the individual flavor contributions to aHVP, LOµ , in the isospin limit and for the leading SIB and QED
corrections, are summarized in Table 12. These contributions can now be combined to obtain average lattice numbers
for the LO HVP contribution in the isospin limit, aHVP, LOµ (α
2). Adding to this result the SIB and QED corrections yields the
total LO HVP correction aHVP, LOµ , which can be compared with the phenomenological determinations of a
HVP, LO
µ . A final
choice has to be made on how to combine uncertainties in adding up the individual flavor and SIB+QED contributions.
The uncertainty associated with the determination of the overall scale is 100% correlated among these contributions in a
same calculation. Those associated with FV corrections are anticorrelated in the ud and disconnected contributions, but
those in the latter are only −1/10 of the former. Also, in a calculation of the various contributions performed on the same
set of ensembles, statistical errors will be correlated. Thus, we chose the conservative approach of adding the errors of
the individual contributions linearly in our final results. This procedure leads the following world average for the O(α2)
contribution to the total LO HVP correction:
HVP, LO 2 −10aµ (α ) = 704.3(15.0) × 10 . (3.48)
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dding to this result the average SIB+QED correction, we obtain the following lattice world average for the total LO HVP
ontribution to the muon (g − 2):
aHVP, LOµ = 711.6(18.4) × 10
−10 , (3.49)
here we include subleading digits at intermediate stages before rounding to the digits shown. This result has an
ncertainty of 2.6%, which is a factor of 4.5 larger than the data-driven one quoted in Section 2.5. Unfortunately this means
hat it is not precise enough to distinguish between the data-driven evaluation and the ‘‘no new physics’’ scenario, where
HVP, LO
µ would be large enough to bring the SM prediction into agreement with the current experimental measurement of
µ. Thus, it is imperative that lattice calculations of aHVP, LOµ significantly improve in the coming years. The prospects for
his are discussed in the following subsection. Finally, we note that the lattice average for aHVP, LOµ is based on Refs. [9–17],
hich should be cited in any work that uses or quotes Eq. (3.49).
.5.2. Towards permil-level precision
Thanks to a dedicated and sustained effort by the lattice community in recent years, remarkable progress has been
ade in lattice calculations of the hadronic contributions to aµ and related quantities, as we have outlined in the
receding subsections (see also Section 5). This work continues, as evidenced by the several new lattice results for
HVP, LO
µ [396,446,465] (and related quantities) that have appeared so recently that they could not be reviewed in depth
n this paper.35
We note that lattice QCD calculations relevant for quark flavor physics have also improved significantly, where a
rowing number of quantities have now been calculated with permil-level precision (see, for example, Refs. [397,466]
or an overview). In that case, however, the relevant quantities, hadron masses, decay constants, form factors, and
ther hadronic matrix elements of local operators involving stable, single-particle states do not suffer from the same
omplications as the HVP function discussed in this review. As discussed in Sections 3.1 and 3.2, the complications are
ue to HVP (which is computed from the vector-current two-point function, see Section 3.1.1) receiving contributions from
ector-meson intermediate states, chiefly the ρ meson, and hence also from multi-pion states, which cause significant
inite-volume effects and exponentially growing signal-to-noise problems at large Euclidean times. A further complication
s the presence of disconnected contributions, which are notoriously difficult to calculate with precision. Finally, a common
hallenge is that permil-level precision requires the inclusion of corrections due to strong IB (mu ̸= md) and QED effects.
Nevertheless, despite the added complications in lattice QCD+QED calculations of HVP, the existence of reliable permil-
evel lattice results for other quantities is encouraging. Also encouraging is that a significant effort by the international
attice community to add HVP to this list is currently underway. Indeed, the first lattice QCD+QED result for aHVP, LOµ
ith subpercent precision was very recently presented by the BMW collaboration [396], an impressive achievement. The
uoted result, aHVP, LOµ = 712.4(4.5) × 10
−10, differs from the data-driven evaluation obtained in Section 2.5 by 3.2σ and
s consistent with the ‘‘no new physics’’ scenario. This surprising disagreement with the data-driven R-ratio results must
e checked by other lattice calculations with commensurate precision and, if confirmed, must be understood. Moreover,
s pointed out in Section 3.4.3 and in Refs. [457,458], while bringing the SM into agreement with experiment for aµ, this
esult would impact existing tensions within the global electroweak fit, since a change in HVP also affects ∆αhad.
The results presented in Ref. [396] will, of course, be scrutinized in detail in the ongoing efforts by other lattice groups.
n particular, the extent to which Ref. [396] has successfully leveraged the methods described in this review to overcome
he above-mentioned challenges must be checked by other groups. Some results may indeed appear later this year, but it is
uch too early to speculate on the outcome of these efforts. Here we emphasize that any upcoming study should include
etailed results not just for the individual flavor contributions to aHVP, LOµ , but also for the other intermediate quantities
hat are defined in Section 3.1 and discussed in Section 3.3, including the Taylor coefficients (Πn), hybrid integral (I1),
nd the window quantities (aSDµ , a
W
µ , and a
LD
µ ). These intermediate quantities are sensitive to different distance scales, and
ence differ in how they are affected by statistical and systematic uncertainties. They can therefore yield valuable insights
nto any tensions between different lattice results and also between lattice and data-driven methods. In particular, the
ntermediate window aWµ , being relatively insensitive to long-distance effects, may be a powerful diagnostic tool to assess
ompatibility among all HVP calculations. To summarize the lessons learned from the current lattice efforts, the following
ey features will pave the road towards permil-level precision:
(a) To reduce the statistical uncertainty on the dominant light-quark contribution to aHVP, LOµ , noise reduction methods
such as all-mode averaging [428] and low-mode averaging [467–469] that have been used in Refs. [11,16,396],
together with high statistics, are crucial. A promising approach for further significant improvements is the
analysis of additional correlation functions with multi-pion states, which enables a precise and model-independent
reconstruction of the long-distance tail [387,406,470]. Additionally, such an analysis can yield valuable information
on finite-volume effects.
35 See Section 1 for more information about the deadline and rules adopted in this review concerning the inclusion of papers as essential inputs.76





























Fig. 48. HLbL in the muon g − 2 in model calculations. The blobs on the right-hand side of the equal sign are form factors that describe the
nteraction of photons with hadrons.
ource: Adapted from Ref. [471].
(b) It is understood that the numerical simulations must be performed at the physical point, employ improved actions
and operators, so that discretization errors start at O(a2) (or higher), and include multiple lattice spacings. Several
of the lattice results for aHVP, LOµ presented in this review are already based on such ensembles. For permil-level
precision, it will also be important to resolve higher-order discretization effects, which requires the inclusions of
ensembles at more than three lattice spacings in the analysis. The inclusion of dedicated finite-volume studies
and ensembles with large spatial volumes (L ≥ 6 fm) or the use of other model-independent methods to estimate
finite-volume effects are also desirable.
(c) The corrections due to strong isospin breaking and QED effects must be calculated with sufficient precision and must
include the complete set of O(α) and O(δm) terms described in Section 3.2.5, including disconnected (sea-quark)
effects.
(d) Given the sensitivity of aHVP, LOµ to the scale setting uncertainty (see Section 3.1.6), a dedicated effort based on a
similarly comprehensive study is necessary. In particular, strong isospin breaking and QED corrections must also
be included in such a study.
Fortunately, the technology and methods needed to meet these challenges are already in place. Indeed, if the pace
f innovation seen in the past few years continues, there may be further improvements to the methods along the way.
n conclusion, with sustained, dedicated effort, there are no roadblocks that would prevent the lattice community from
eaching the permil-level precision goal for aHVP, LOµ .
. Data-driven and dispersive approach to HLbL
J. Bijnens, G. Colangelo, F. Curciarello, H. Czyż, I. Danilkin, F. Hagelstein, M. Hoferichter, B. Kubis, A. Kupść, A. Nyffeler,
V. Pascalutsa, E. Perez del Rio, M. Procura, C.F. Redmer, P. Sánchez-Puertas, P. Stoffer, M. Vanderhaeghen
.1. Introduction
.1.1. The HLbL contribution to the muon g − 2
One of the largest uncertainties of the SM evaluation of (g−2)µ at present comes from the HLbL scattering contribution
epicted on the left-hand side of Fig. 48. Unlike its QED counterpart, this contribution cannot be calculated in perturbation
heory, and thus one should rely on either lattice QCD or data-driven evaluations, similarly to how it is done for the HVP
ontribution.
HLbL scattering is, however, more complicated than HVP, because the LbL contributions enter through a four-point
unction – the LbL scattering amplitude – rather than a two-point function as in the case of VP. To the right-hand side of the
qual sign in Fig. 48 various contributions to the HLbL tensor are shown. This picture was used in early model calculations,
ut it is to a large extent still valid, though defined more precisely in modern, data-driven approaches as will be explained
ere. At low energies, there are exchanges of single mesons, like the light pseudoscalars π0, η, η′, heavier scalars like
0(980), a0(980), or axial-vector mesons a1, f1, and tensor mesons f2, a2 above 1GeV. Furthermore, there are loops with
harged pions and kaons. Finally, when all momenta are large, HLbL can be described by a perturbative quark loop. Since
he HLbL contribution to the (g−2)µ is obtained through integration of the HLbL tensor over all momenta, it is a priori not
lear whether any momentum expansion of the tensor could be usefully applied. In the integral there is a weight function
arising from muon and photon propagators) in which the only scale is the muon mass. One could therefore expect that
ow momenta should dominate the integral, but translating this expectation into an algebraic expansion scheme has not
een possible so far. A detailed analysis of the respective merits of the chiral and the large-Nc expansions in QCD have been
iscussed in a key paper by Eduardo de Rafael [351] (see, however, Appendix C of Ref. [21] for a discussion of the large-Nc
xpansion in the SM). According to this analysis, the leading contribution in ChPT is the charged-pion loop at order p4,
hile it is subleading in large Nc . On the other hand, the exchanges of single mesons are leading in large Nc (as is the quark
oop), with the light pseudoscalars starting at order p6 and the heavier mesons at order p8. Since in general the interaction
f photons with mesons is described by form factors the situation becomes very involved and in general rather model-
ependent. Note that the charged-pion loop is actually finite without a form factor (scalar QED), whereas the neutral pion
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xchange with pointlike vertices diverges like log2Λ with some UV cutoff Λ [472–474]. Some model calculations will be
ummarized at the end of Section 4.2. They show that the exchanges of the light pseudoscalars π0, η, η′ are numerically
ominant compared to the charged-pion loop with form factors. Actually, the identification of the different contributions
n the right-hand side of Fig. 48 is not unique in model calculations. Only the dispersive framework discussed below allows
or an unambiguous definition of individual contributions to HLbL. Finally, in many model calculations, the high-energy
art of the HLbL amplitude is modeled by a constituent quark loop, denoted by q in the figure, again with form factors
escribing the interaction with the photons. This leads to the problem of a possible double-counting of such a dressed
onstituent quark loop with the mesonic contributions discussed above. Note, however, that in the HLbL contribution to
he muon g − 2 there are always mixed regions in the loop integrals where not all momenta are large, but some are
mall. Within the dispersive framework this amounts to a proper matching of the dispersive contribution to HLbL with
hort-distance constraints from pQCD, as will be discussed in Section 4.7.
At the same time, the HLbL contribution to the muon g − 2 is suppressed by an extra power of the fine-structure
onstant α compared to HVP and indeed is about two orders of magnitude smaller: hence it does not need to be
etermined to the same level of accuracy. To meet the precision goal of the ongoing Fermilab experiment it suffices
o know the HLbL contribution with about 10% relative accuracy. Past evaluations of HLbL before 2009 were summarized
nd combined with some new estimates in Ref. [475] (‘‘Glasgow consensus’’ by Prades, de Rafael, and Vainshtein) and in
he review by Jegerlehner and Nyffeler [476]:
aHLbLµ (Glasgow consensus) = 105(26) × 10
−11 , (4.1)
aHLbLµ (Jegerlehner–Nyffeler) = 116(39) × 10
−11 . (4.2)
hey are consistent with each other and are actually largely based on the same model calculations, but the estimates fall
hort of the present accuracy goal. Moreover, error estimates of individual contributions of similar size were combined
n quadrature in Ref. [475] and linearly in Ref. [476]. Therefore, of even greater concern is the question of ‘‘model
ependence’’ of these values and their uncertainties, as they are not based on lattice QCD or data-driven dispersive
valuations. The aim of this section is to summarize recent progress in the evaluation of the HLbL contribution based
n analytic, data-driven approaches that were proposed in the year 2014 and thereafter. As we will show, improvements
ith respect to the above evaluations will concern both accuracy and rigor. Some more recent estimates for HLbL that
artly use results from the dispersive, data-driven approaches will be summarized in Section 4.9.
.1.2. Dispersive approach to the HLbL amplitude
As most of the earlier work based on analytic approaches to HLbL relied on models, not only was it difficult to assess
ncertainties, but also to compare different calculations in detail. A common language was nonetheless used and was
ainly based on the identification of the different contributions by the particles that are exchanged inside the hadronic
lob. This identification was however not free from ambiguities as soon as one tried to compare the same contributions
etween different models. These were mainly related to the off-shell contributions of the different particles. In order to
learly and uniquely identify the various contributions on the basis of the particles exchanged, it was necessary to adopt a
ispersive language. The underlying logic is that if an amplitude can be reconstructed from its singularities, and these are
elated by unitarity to physical subamplitudes obtained by cutting the hadronic blobs in all possible ways and taking into
ccount all possible (on-shell) intermediate states, then the whole amplitude can be split into a number of contributions
learly identified by the (on-shell) intermediate states.
This approach has long been used for HVP, and indeed once it is implemented for a certain amplitude there can
ardly be any reason not to use it. For HLbL it was not known how and whether at all it could be implemented. The
roblem is that some preliminary steps are necessary if one wants to translate the operation of cutting the hadronic blob
nd identifying the relevant intermediate states into uniquely defined mathematical expressions. In the case of n-point
unctions of currents, which are rank n Lorentz tensors, one first needs to find a basis of Lorentz tensors of that rank,
ritten in terms of the available independent momenta, and make sure that this basis also satisfies the relevant Ward
dentities. This step is almost trivial for HVP: the basis of Lorentz-invariant rank-2 tensors built out of one momentum
onsists of two elements and if one imposes gauge invariance one ends up with one single tensor. In addition one has to
ake sure that the basis tensors do not have kinematic singularities or zeros, because only for such scalar functions one
an write down a dispersion relation in a straightforward manner. This step too is trivially performed for HVP. Solving
hese problems for HLbL is a much more formidable task, which has been achieved for the first time only a few years
go [477]. A summary and some details of the steps that lead to the derivation of such a basis are presented below
n Section 4.2. There one can also find a derivation of a master formula that provides a compact representation of the
ontribution of the relevant basis functions of the HLbL tensor to the (g − 2)µ in terms of a three-dimensional integral.
The latter has to be evaluated numerically.
This is only the preparatory work, however, and writing down a dispersion relation still requires to list all possible
cuts and intermediate states that can appear in the hadronic blob. Here again the case of HVP is much simpler than that
of HLbL. For the former, there is only one possible cut and the form of the dispersion relation is the same for any of the
possible intermediate states. This implies that one can write a general formula for all possible intermediate states. Indeed,
as can be seen in the section dedicated to HVP, this contribution to the (g − 2) can be written as a single integral overµ
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he cross section σ (e+e− → hadrons), because the kernel function in the integral does not depend on the intermediate
tate. For HLbL things are significantly more complicated, and the approach that has been followed so far [477,478] was
o write down a dispersion relation separately for each intermediate state. Those that have been dealt with so far are:
i) pion pole;(ii) pion box; (iii) two-pion cut. In the following, one section is dedicated to each of these. The first two
ontributions are currently known with very good accuracy, and in particular the second one, which can be expressed in
erms of the vector form factor only, known to remarkable accuracy thanks to the e+e− → π+π− measurements, has
een calculated with negligible uncertainties. The first one also, now known to better than 5%, can be considered a closed
hapter. The third one has been estimated to about 10% accuracy for the contribution of the S-waves (a precision which
s more than sufficient when considering the fact that this contribution is itself less than 10% of the total). Going beyond
he S-waves is still challenging, however, also in view of conceptual developments which have not been completed yet
nd mostly concern the application of the formalism to D-waves and higher.
This approach can be trivially extended to heavier states with similar quantum numbers: the formula for the single-
ion-pole contribution applies as well to the η and η′ contributions, that for the pion box to the kaon box, and that for
wo-pion exchanges for any heavier pairs of pseudoscalars (two kaons, πη, ηη, etc.). Indeed all these contributions can be
stimated, as discussed below. What still needs to be done is an estimate of contributions that would require an extension
f the formalism just described: in particular the contribution of three-pion intermediate states and higher. Calculating
hese contributions at the same level of rigor as the ones discussed here does not seem feasible at the moment. An
pproach based on resonance saturation (for example representing this contribution via an axial-meson exchange) will
e pursued instead. These estimates confirm the initial hope that their uncertainty is already under good control at the
resent level of precision.
The final point that needs to be addressed in this introduction concerns the behavior of the HLbL at asymptotically
arge values of the momenta, or short-distance constraints (SDCs) in short. The relevance of these and an estimate of
he numerical impact for the calculation of the HLbL contribution to the (g − 2)µ have been pointed out in Ref. [18].
he contributions of the various intermediate states that have been estimated and put together here do not satisfy the
DCs. As pointed out by Melnikov and Vainshtein, the most important contribution, that of a single pion, cannot satisfy
hese constraints. This implies that not even by adding any finite number of such intermediate states the problem can
e solved. Two alternative proposals have been recently put forward for satisfying these constraints, one based on an
nfinite tower of excited pseudoscalars and one based on a tower of axial-vector mesons. Despite the completely different
mplementations the estimates of the impact of the SDCs on the HLbL contribution to the (g − 2)µ agree on a value
ignificantly lower than what the original suggestion in Ref. [18] would give. There are still open questions, however, and
more satisfactory understanding of the role of the SDCs, and in particular of the axial-vector mesons in satisfying them,
ill require additional work.
.1.3. Dispersion relation for the Pauli form factor F2
Another dispersive data-driven approach for the calculation of aHLbLµ was proposed in Ref. [479]. It is based on the
nalytic properties of the electromagnetic vertex function of the muon and expresses aHLbLµ through a dispersive integral
ver the discontinuity of the vertex function, which in turn can be related to observables. Experimentally, the amplitudes
nvolved in the unitarity equations for the required discontinuities can be measured in two-photon and e+e− production
rocesses, see Section 4.3.
The HLbL contribution from Fig. 48 to the Pauli form factor F2(k2) is obtained from the following two-loop integral,












Lλ1λ2λ3λ(p, q1, k − q1 − q2, q2)Πλ1λ2λ3λ(q1, k − q1 − q2, q2, k)
q21q
2
2(k − q1 − q2)2
[
(p + q1)2 − m2µ
] [
(p + k − q2)2 − m2µ
] , (4.3)
here Πλ1λ2λ3λ and Lλ1λ2λ3λ are the projections on the helicity basis of the fourth-rank HLbL tensor (see Eq. (4.7) for
ts definition, even though with only three arguments, the fourth being fixed by momentum conservation) and the
orresponding lepton tensor from the vertices along the muon line and the projection on F2(k2), see Ref. [479] for details.
he anomalous magnetic moment is then defined as the static limit of the form factor, k2 = 0, with k being the photon
momentum.
When analytically continued to complex values of the virtuality k2 of the external photon, the electromagnetic vertex
function possesses branch point singularities joining the physical production thresholds, as is dictated by unitarity.
Assuming that the Pauli form factor falls off sufficiently fast at infinity, one obtains the following unsubtracted dispersion
relation for the form factor in the static limit, i.e., the HLbL contribution to the anomalous magnetic moment










here the integration involves the discontinuity of the form factor Disck2F2(k2) along the cut in the k2-plane starting from
he lowest branch point.79


















Fig. 49. Unitarity diagrams contributing to the imaginary part of the vertex function. The cut indicates the on-shell intermediate state.
Source: Reprinted from Ref. [479].
As can be seen from the structure of the two-loop integral in Eq. (4.3), the branch cuts of the form factor F2(k2)
are related to the propagators of the virtual muons and photons and nonanalyticities of the HLbL tensor. The latter
possesses two types of discontinuities, the corner (one-photon) and cross (two-photon) cuts. The corner cuts are related
to a conversion of a virtual photon to a hadronic state with negative C-parity, while the cross cuts are related to the
two-photon production of a C-even hadronic state. As the dominant contributions originate from the lowest thresholds,
they are mainly governed by intermediate states including pions. In particular, the lowest threshold in the C-odd channel
s related to π+π−-pair production (pion loop in HLbL) and in the C-even channel to a π0 intermediate state (pion pole
n HLbL). By virtue of unitarity, these discontinuities are related to amplitudes of physical hadron production processes.
The discontinuity in Eq. (4.4) is obtained as a sum of nine topologically different contributions, which are graphically
epresented by unitarity diagrams in Fig. 49. As an example, for the first diagram it implies that we obtain DiscF2(k2) from
q. (4.3), if we replace the cut photon propagator 1/q22 by (2π i)δ(q
2
2) and the cut function Πλ1λ2λ3λ(q1, k − q1 − q2, q2, k)
y Disc(k−q2)2Πλ1λ2λ3λ(q1, k − q1 − q2, q2, k) in the integral. The latter nonperturbative discontinuity function is directly
elated to amplitudes of processes γ ∗γ ∗ → X and γ ∗ → γX , with X denoting a C-even hadronic state, which are
ccessible experimentally.
The approach was tested by considering the pion-pole contribution to HLbL using a simple VMD model for the
ransition form factor (TFF), using the methods described in Ref. [482]. Taking into account the discontinuities from all
elevant two-particle and three-particle cuts through the propagators of the muons, photons, vector mesons, and neutral
ions, the result from Ref. [473] was reproduced exactly. The method allows one to quantify the relative contribution
f e+e− → π0γ and e+e− → γ γ γ processes to the aµ integral, and involves a partial compensation between those
ontributions. The pion-pole prescription in this dispersive approach involves a singly-virtual TFF at the external vertex,
s in the dispersive approach from Refs. [20,477,478], but differs from the prescription given in Ref. [18]. So far, no explicit
xpressions have been given in this approach to HLbL to obtain the pion-pole contribution for a generic pion TFF or the
recise input that is needed from the scattering process γ ∗γ ∗ → ππ to obtain the pion-loop contribution to HLbL from
data.
4.1.4. Schwinger sum rule
The Schwinger sum rule [483,484] is an exact dispersive formula that expresses the anomalous magnetic moment in
terms of a single integral over an observable cross section. As such, the Schwinger sum rule is not only a conceptual analog
of the dispersive approach used to evaluate the HVP contribution, it generalizes the HVP formula to arbitrary topologies
(see Ref. [485] for more details).














here σLT (ν,Q 2) – the longitudinal-transverse photoabsorption cross section – is the response function corresponding to
n absorption of a polarized virtual photon with energy ν and spacelike virtuality Q 2 on the muon with mass m . Thisµ
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Fig. 50. Different channels contributing to the photoabsorption process: hadron photoproduction through timelike Compton scattering (a) and the
Primakoff mechanism (b), and HLbL contributions to the electromagnetic channels (c, d) (crossed diagrams omitted).
Source: Adapted from Ref. [485].
esponse function is rather common in the studies of nucleon spin structure via electron scattering. Equivalently, it can









g1(x,Q 2) + g2(x,Q 2)
]
, (4.6)
where x = Q 2/(2mµν) is the Bjorken variable; ν0 and x0 denote the photoabsorption thresholds.
To evaluate the hadronic contributions to the photoabsorption on the muon, it is useful to distinguish the following
two ways hadrons can contribute:
(i) explicit hadron photoproduction, see, e.g., Fig. 50 (a, b),
(ii) virtual contributions via the electromagnetic channels, see Fig. 50 (c, d).
The standard HVP formula is reproduced when using the timelike Compton scattering channel Fig. 50 (a) as input,
see Ref. [485] for a detailed proof. The rest of the contributions in Fig. 50 are of the HLbL type. The prospects for
an experimental determination of the latter contributions are unclear at the moment. The hadron-production-channel
contributions to the muon spin structure functions can in principle be done at a high-energy muon beam facility, such as
SPS at CERN, where the polarized muon beam is scattered off atomic electrons with hadrons in the final state. The virtual
HLbL contributions into the electromagnetic channels are not measurable directly and will need to be evaluated using
the dispersive approach to the HLbL scattering amplitude discussed above. It therefore remains to be seen whether the
virtues of the Schwinger sum rule can be useful in practical evaluations of the HLbL contribution, but it is certainly a new
avenue for approaching this difficult calculation, which offers reasons of interest and is worthwhile pursuing.
4.2. Hadronic light-by-light tensor
4.2.1. Definitions, kinematics, notation
The HLbL contribution to the muon anomalous magnetic moment is governed by the polarization tensor for fully
off-shell photon–photon scattering in pure QCD,
Πµνλσ (q1, q2, q3) = −i
∫
d4x d4y d4z e−i(q1·x+q2·y+q3·z)⟨0|T {jµ(x)jν(y)jλ(z)jσ (0)}|0⟩ . (4.7)
This involves four electromagnetic quark currents, incoming momenta {q1, q2} and outgoing momenta {−q3, q4}, with
Mandelstam invariants




4.2.2. Lorentz and gauge invariant representation




Lµνλσi Ξi , (4.9)
where the scalar functions Ξi depend on 6 kinematic variables. However, this set is largely redundant since gauge
invariance implies 95 linear relations between the Ξi. Furthermore, two additional constraints arise in four space–time
dimensions due to a degeneracy in the Lorentz structures that follows from the Schouten identity [489].
By generalizing the procedure introduced for doubly-virtual Compton scattering by Bardeen, Tung [490], and Tar-














































hat is manifestly gauge invariant and closed with respect to crossing relations [477]. Only 7 of the Tµνλσi are genuinely
ifferent, the remaining 47 being determined by crossing (see Ref. [20] for their explicit form). The connection between
he two sets ofΞi andΠi is presented in detail in Ref. [477]. Crucially, only the BTT scalar functionsΠi are free of kinematic
ingularities. This makes them suitable for a dispersive representation. The BTT set is still redundant since a real tensor
asis for Πµνλσ contains 41 elements, which matches the number of helicity amplitudes for fully off-shell photon–photon
cattering. However, the resulting ambiguities in the definition of the scalar functions cancel out in the calculation of the
bservable aµ.
The HLbL contribution to aµ can be derived from Πµνλσ using standard projection operator techniques [287,480,481].
y expanding the photon–muon vertex function around q4 = 0 and taking into account that Πµνλσ vanishes linearly with
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T iµνλσ (q1, q2, q4 − q1 − q2)
) ⏐⏐⏐⏐
q4=0
Πi(q1, q2,−q1 − q2) , (4.11)
here p is the muon momentum. In this expression, the limit q4 → 0 can be taken straightforwardly since the BTT scalar
unctions are free of kinematic singularities and zeros. Since the Πi depend only on q21, q
2
2, and q1 · q2, five out of the
ight integrals in Eq. (4.11) can be performed analytically without any knowledge of the scalar functions, through angular
verages after a Wick rotation to Euclidean momenta, using the technique of Gegenbauer polynomials (hyperspherical
pproach) [492,493]. Furthermore, the symmetry properties in Eq. (4.11) under q1 ↔ −q2 allow one to derive a master





















Ti(Q1,Q2, τ ) Π̄i(Q1,Q2, τ ) . (4.12)
ere Q1 := |Q1| and Q2 := |Q2| denote the norm of the Euclidean four-momentum vectors, and τ is the cosine of the
ngle between these vectors. The integral kernels Ti(Q1,Q2, τ ), which involve traces and derivatives at q4 = 0 according
o Eq. (4.11) for the structures in Eq. (4.10), are fully general and explicitly given in Appendix B of Ref. [20]. The functions
¯ i are linear combinations of the Πi and have to be evaluated for the reduced spacelike kinematics
s = −Q 23 = −Q
2
1 − 2Q1Q2τ − Q
2
2 , t = −Q
2



















4 = 0 . (4.13)
here are only 6 distinct Π̄i, the remaining ones being related to these by crossing symmetry. Eq. (4.12) generalizes the
hree-dimensional integral formula for the pion-pole contribution in Ref. [476]. It is a consequence of gauge invariance
nd crossing and does not depend upon the method used to compute Π̄i, which fully parameterize the hadronic content
n aHLbLµ . This master formula is well-suited for a direct numerical implementation. In particular, the energy regions
enerating the bulk of the contribution can be identified by numerical integration.
.2.3. Dispersive representation and definition of individual contributions
The complexity of the analytic structure of the four-point function Πµνλσ prevents us from summing over all possible
ntermediate states at once as done in the case of HVP. A dispersive representation of the BTT scalar functions at fixed
hoton virtualities involves two independent kinematic variables instead of only one, and the double spectral functions
hat fully determine Π̄i cannot be directly measured in an inclusive manner. Therefore, the only way to make use of
Mandelstam representation of the scalar functions [477] is to consider individual intermediate states and for each of
hese construct a relation between the double spectral function and physical observables like form factors and cross
ections involving on-shell hadrons. In this framework, the unitarity relation makes it possible to rigorously define the
ontributions to Π̄i and thus to aHLbLµ stemming from one-, two-hadron etc. intermediate states in direct and crossed
hannels. Unitarity diagrams for one- and two-particle cuts in the direct channel are shown in Fig. 51. By making the
ssumption – corroborated by all model calculations – that the importance of the contribution of an intermediate state
ecreases as the corresponding threshold increases, one can focus on the most important contributions and treat them
xplicitly. This is the approach pursued in Refs. [20,21,477,478,494–497]. The bulk of aHLbLµ is expected to originate from
tates at energies up to about 1.5GeV, with the numerically dominant role played by the π0-pole. Compared to this
ontribution, other one-particle states, like η and η′, are suppressed. Two-pion effects are further suppressed but still







µ + · · · (4.14)
here aπ
0-pole
µ is generated by the exchange of a π
0 in one of the channels, aπ-boxµ has two-pion discontinuities
imultaneously in two channels (as shown in diagram (a) of Fig. 52), while aππ is characterized by a two-pion cut only inµ
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Fig. 51. Intermediate states in the direct channel for HLbL scattering: one- and two-particle cut. The gray blobs denote hadronic amplitudes involving
∗γ (∗) .
ource: Reprinted from Ref. [20].
Fig. 52. Two-pion-cut contributions to HLbL scattering. Solid/wiggly lines refer to pions/photons, respectively. Double lines generically denote heavier
ntermediate states (multi-pion states, heavier resonances etc.). Crossed diagrams are omitted.
ource: Reprinted from Ref. [496].
ne of the three channels and denotes the two-pion contribution beyond the pion box shown in diagrams (b) and (c). The
llipsis refers to higher intermediate states. The extensions to η-, η′-exchange and two-kaon states are straightforward.
The dispersive representations of all these contributions will be discussed in Sections 4.4 and 4.5.
4.2.4. Summary of earlier calculations
An early attempt at calculating the HLbL contribution was performed in Ref. [498] with essentially either the pion-
pole contribution or a constituent quark loop as input. Both approaches gave numbers in the same ballpark but it was
not clear how to combine them. A solution to this was given in Ref. [351] where chiral and large-Nc counting were used
to distinguish a number of contributions and show that they are separate. Soon after, two groups used this underlying
method to do a full evaluation of the HLbL contribution, namely Hayakawa, Kinoshita, and Sanda (HKS) [499–501] and
Bijnens, Pallante, and Prades (BPP) [488,502,503]. HKS used pseudo-scalar exchange with vector-meson dominance (VMD)
suppression in all photon legs, a quark loop also with VMD suppression in all photon legs and the pion loop evaluated
within a hidden local symmetry (HLS) model. BPP used the framework of the extended Nambu–Jona-Lasinio (ENJL) model
plus a number of phenomenological adjustments and a short-distance quark loop. This model gave a decent description
of low-energy results. The modeling was necessary since very few experimental results with one off-shell photon existed
at the time and none with two or more off-shell photons.
Both groups made, albeit for different reasons, a sign mistake in the pion ‘‘pole’’ contribution36 discovered by Ref. [473].
Both groups obtained similar total numbers with the main contribution from pion exchange, sizable contributions from
η and η′ exchange as well as from the pion and quark loops. The pion pole has since been recalculated by many groups
(see the reviews Refs. [27,476] with numbers that are in reasonable agreement with each other). The leading logarithmic
contributions are in fact fixed from chiral perturbation theory [474,504]. The present best value for the pion-pole term is
discussed in Section 4.4 and is in good agreement with the old estimates but much more precise.
The next largest contribution was the pion loop but the two models gave very different results. The HLS model was
later realized to not live up to a short-distance constraint with two photons off-shell [505,506]. The ENJL approach of
BPP is very similar to a pion box contribution with a model description for the form-factor. There was some confusion
due to the effect of pion polarizabilities [507,508], which was finally confirmed to be small [496,506]. This is discussed
in Section 4.5 on the two-pion contributions.
The final contributions included in the early work were scalar and axial-vector exchange. Both were found to be small
but not fully negligible. The former is partly included in the two-pion contribution within the dispersive approach and
the latter is discussed in Section 4.6.
The next big improvement was the inclusion of short-distance constraints by Ref. [18]. This work gave a larger value for
HLbL due to the way the short-distance constraint was included, which relied on a particular way to treat pseuodoscalar
and axial-vector exchange. Short-distance constraints are discussed in Section 4.7 on asymptotics. It was later agreed
that the short-distance quark loop also satisfied the new short-distance constraint leading to numbers in the ballpark of
10 × 10−11 for HLbL [475,476,505].
36 We use quotation marks since in the model calculations this contribution has some ambiguities concerning exactly what is included in it.83




























election of earlier estimates for HLbL in units of 10−11 . Legend: BPP = Bijnens, Pallante, Prades; HKS = Hayakawa, Kinoshita, Sanda; KnN = Knecht,
yffeler; MV = Melnikhov, Vainshtein; BP = Bijnens, Prades; PdRV = Prades, de Rafael, Vainshtein; N/JN = Nyffeler / Jegerlehner, Nyffeler.
Contribution BPP(96) HKS(96) KnN(02) MV(04) BP(07) PdRV(09) N/JN(09)
π0, η, η′ 85(13) 82.7(6.4) 83(12) 114(10) 114(13) 99(16)
π, K loops −19(13) −4.5(8.1) −19(19) −19(13)
π, K loops + subleading in Nc 0(10)
axial vectors 2.5(1.0) 1.7(1.7) 22(5) 15(10) 22(5)
scalars −6.8(2.0) −7(7) −7(2)
quark loops 21(3) 9.7(11.1) 2.3 21(3)
total 83(32) 89.6(15.4) 80(40) 136(25) 110(40) 105(26) 116(39)
Alternative approaches include the constituent chiral quark model where only the pion exchange and the quark loop
is taken into account [509], variations thereof [510,511], a number of discussion with only the quark loop [512,513], and
an in principle more complete model using the Dyson–Schwinger framework [489,514]. The former include only a limited
number of contributions and the latter has not yet reached final status. In Table 13 we collect earlier results in various
approaches. The dispersive approach is in good agreement with the better model estimates and improves on the precision
as well as on the quality of the error estimates. This table is essentially the same as Table 13 in Ref. [476].
4.3. Experimental inputs and related Monte Carlo studies
The numerically most important contributions to HLbL come from the neutral-pion-pole diagram, poles of other light
pseudoscalar mesons (P = η, η′), and two-pion contributions [20]. The necessary input to calculate the pseudoscalar-
eson-pole contribution to (g − 2)µ are TFFs FPγ ∗γ ∗ (q21, q
2
2) of the pseudoscalar mesons. The TFFs can be measured
experimentally and the status of recent experiments is presented in Section 4.3.1. In particular the normalization of
the TFFs, FPγ ∗γ ∗ (0, 0), is given by the radiative decay width Γ (P → γ γ ). The most important input is the radiative
ecay width of the π0 and the recent results from the PrimEx experiment are discussed in Section 4.3.1. In principle
he π0, η, and η′ pole contributions to HLbL can be obtained from experimental data. However, the doubly off-shell
FFs FPγ ∗γ ∗ (q21 < 0, q
2
2 < 0) are suppressed and the statistical accuracy is limited. An alternative method uses large-
tatistics data sets on hadronic and radiative processes to determine the TFFs using dispersion relations. For the π0 TFF
he most important pieces of input are ππ P-wave phase shifts and the cross section for e+e− → π+π−π0, as discussed in
ection 4.4.2. The next-important contribution is from two-photon processes involving a pseudoscalar meson pair, where
he contributions of π+π− and π0π0 pairs dominate.
.3.1. Pseudoscalar transition form factors
Pseudoscalar TFFs are experimentally accessible in three different processes.37 While the spacelike regime can be
tudied in two-photon collisions, investigations of the timelike regime are possible in Dalitz decays of pseudoscalar mesons
nd the radiative production of pseudoscalar mesons in e+e− annihilations. Furthermore, the TFFs’ normalizations can be
ccessed in the decays into two real photons. The theoretical description of TFFs is discussed in Section 4.4.
adiative decay widths. In the case of real photons, the TFF FPγ ∗γ ∗ (0, 0) of a pseudoscalar meson P with mass MP is related
o the radiative decay width according to
Γ (P → γ γ ) =
πα2M3P
4
⏐⏐FPγ ∗γ ∗ (0, 0)⏐⏐2 . (4.15)
hus, the precise knowledge of the decay width is important, as it provides the normalization of the TFF measurements.
The radiative decay width of the pion can be determined precisely with the chiral axial anomaly in the limit of vanishing
uark masses [521,522]:38




= 7.750(16) eV . (4.16)
igher-order corrections have been calculated in the framework of chiral perturbation theory [523–526] up to order
8. Also, corrections to the chiral anomaly have been estimated using dispersion relations and sum rules [527]. The
stimated uncertainty in the ChPT prediction is 1.4% [526]. The PrimEx collaboration at Jefferson Lab has performed
wo Primakoff-type experiments to measure the π0 → γ γ decay width with the matching accuracy. In the Primakoff
ethod the π0 photoproduction cross section is measured at forward angles in the Coulomb field of a heavy nucleus. The
wo experiments, PrimEx-I and PrimEx-II with an upgraded setup, have measured the cross sections on carbon and lead
PrimEx-I) and on carbon and silicon (PrimEx-II).
37 In addition, the doubly-virtual TFFs are also probed by dilepton decays [515–520].
38 See Footnote 25 for our conventions regarding F .π
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Fig. 53. Available information on the spacelike TFF of the π0 . CELLO [90] (blue circles), CLEO [91] (yellow triangles), BABAR [96] (green boxes),
Belle [99] (purple stars), and preliminary BESIII data (red) are displayed. The error bars indicate total uncertainties.
The PrimEx-I result [528], with an extracted value of the decay width of Γ (π0 → γ γ ) = 7.82(14)stat(17)syst eV, with
total uncertainty of 2.8%, is the most precise published measurement. The preliminary improved value from PrimEx-II
s Γ (π0 → γ γ ) = 7.790(56)stat(109)syst eV [109]. Therefore the combined result is:
Γ (π0 → γ γ ) = 7.802(52)stat(105)syst eV = 7.802(117) eV , (4.17)
ith a 1.5% accuracy matching the ChPT predictions.
The best result for Γ (η → γ γ ) is determined from the cross section of the e+e− → e+e−η process at CM energy of
GeV measured by the KLOE-2 experiment, where the final electrons escape the detector at low scattering angles. This
ross section is dominated by the contributions from photons with virtualities close to zero, leading to a 4.6% accuracy
or the η radiative width: 520(20)stat(13)stat eV [100].
Based on the same experimental approach, the best individual result for a measurement of Γ (η′ → γ γ ) is reported
y the L3 collaboration. The reaction e+e− → e+e−η′ is studied at
√
s = 91GeV and the radiative width of the η′ is
determined as 4.17(10)stat(27)stat keV [92], hence with a relative accuracy of 6.9%.
Spacelike transition form factors. Two-photon collisions are studied at e+e− colliders. The cross section of pseudoscalar
meson production in two-photon collisions is proportional to the square of the respective spacelike TFF, which is a function
of the momentum transfers Q 21,2 = −q
2
1,2 ≥ 0 of the two photons. Due to the dependence of the cross section on the
momentum transfers, published data on pseudoscalar TFFs almost exclusively correspond to the case where one of the
photons is quasi-real, i.e., Q 2 ≈ 0.
Published results on the π0 TFF from the CELLO experiment at DESY [90] are illustrated with blue circles in Fig. 53,
they cover momentum transfers 0.5GeV2 ≤ Q 2 ≤ 2.7GeV2. The CLEO results [91] have better accuracy, albeit at
higher momentum transfers of 1.5GeV2 ≤ Q 2 ≤ 9.0GeV2, as shown with yellow triangles in Fig. 53. The most recent
measurements are from BABAR and Belle [96,99], and they are illustrated with green boxes and purple stars, respectively,
in Fig. 53. Due to kinematic limitations only momentum transfers Q 2 > 4GeV2 are measured. On the other hand, the
results cover the full range up to 40GeV2, allowing for tests of pQCD applicability. Here, a peculiar feature of the BABAR
results is the excess of the TFF beyond the predicted asymptotic limit of pQCD, which also shows a tension with the Belle
result. It should be noted that the BABAR result is the first one to explicitly take into account radiative corrections. Potential
issues in the treatment are addressed in Section 4.3.4. More recently, the BESIII collaboration released preliminary data
on the π0 TFF in the range 0.3GeV2 ≤ Q 2 ≤ 3.1GeV2 [529]. As can be seen from the red circles in Fig. 53, the statistical
accuracy is unprecedented at Q 2 < 1.5GeV2 and compatible with the accuracy achieved by CLEO at larger values of Q 2.
The final BESIII result will include the latest developments on radiative corrections discussed in Section 4.3.4.
Data on the spacelike η TFF have been published by the CELLO, CLEO, and BABAR [97] collaborations and are illustrated
in the left panel of Fig. 54. The CELLO result (blue circles) combines the analysis of the decay modes η → γ γ , η →
π+π−π0, and η → π+π−γ [90]. Momentum transfers 0.3GeV2 ≤ Q 2 ≤ 3.4GeV2 are covered. The CLEO result (yellow
triangles), in contrast, treats every investigated decay mode independently [91]. For η → γ γ and η → 3π0 momentum
2 2 2 + − 0transfers in the range 1.5GeV ≤ Q ≤ 9.0GeV are studied, while information on η → π π π is available for
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Fig. 54. Available information on the spacelike TFFs of η (left) and η′ (right). CELLO [90] (blue circles), CLEO [91] (yellow triangles), BABAR [97]
green boxes), and L3 data [92] (brown crosses) are shown. The error bars indicate total uncertainties.
2
≤ 20GeV2. The size of the Q 2 intervals differs for the individual decay modes. At BABAR (green boxes) only the decay
ode η → π+π−π0 is investigated, providing information in the momentum range 4.0GeV2 ≤ Q 2 ≤ 40.0GeV2 [97].
The same experiments also provided data on the spacelike η′ TFF, which are shown in the right panel of Fig. 54. The
ELLO result (blue circles) is a combination of the investigated decay modes η′ → π+π−γ and η′ → π+π−η [90].
or the latter, the subsequent decay modes η → γ γ , η → π+π−π0, and η → π+π−γ are considered. Information
n the momentum transfer dependence is available for 0.3GeV2 ≤ Q 2 ≤ 20.0GeV2. The CLEO result (yellow triangles)
overs momentum transfers 1.5GeV2 ≤ Q 2 ≤ 30.0GeV2 [91]. The decay modes η′ → π+π−γ , η′ → π+π−η, and
′
→ π0π0η are considered along with several subsequent decay modes of the η meson. The momentum transfer
ependence of the TFF is provided separately for the six final states. At BABAR (green boxes), only the decay η′ → π+π−η
ith the subsequent two-photon decay of the η meson has been used, providing information in the momentum range
.0GeV2 ≤ Q 2 ≤ 40.0GeV2 [97]. The L3 experiment (brown crosses) at LEP, CERN investigated η′ → π+π−γ for
omentum transfers up to Q 2 ≤ 10.0GeV2 [92]. In addition to the single-tag measurement, the proportionality of the
ransverse momentum of the η′ to the total momentum transfer Q 2 = Q 21 +Q
2
2 is exploited to provide information down
o Q 2 ≥ 0.1GeV2.
Recently, the BABAR collaboration published the first measurement of the doubly-virtual TFF of the η′ based on
′
→ π+π−η and the subsequent η → γ γ [108]. Based on 46.2+8.3
−7.0 signal events, the TFF is determined in seven intervals
of (Q 21 ,Q
2
2 ) in the range 2.0GeV
2
≤ Q 21,2 ≤ 60.0GeV
2. Three of the intervals are along the diagonal of Q 21 = Q
2
2 , four are
off-diagonal. A one-dimensional representation of the result is shown in Fig. 59.
Timelike transition form factors. Dalitz decays of pseudoscalar mesons allow one to determine the respective TFFs in the
momentum range of m2ll ≤ q
2
≤ M2P , with m
2
ll the CM energy of the dilepton. Thus, they are ideally suited to determine
the slope of the TFF at q2 = 0, defined according to FPγ ∗γ ∗ (q2, 0) ≈ FPγ ∗γ ∗ (0, 0)[1 + q2/Λ2P + O(q
4)].
Until recently the PDG value of the slope of the π0 TFF was dominated by a model-dependent extrapolation of the
pacelike results of the CELLO collaboration [90], which provided a better accuracy than the existing data [530,531] on the
0 Dalitz decay. Recently, two high-statistics measurements of the latter were published by the A2 [106] and NA62 [107]
ollaborations. The former studied the Dalitz decay in π0 photoproduction with a nonmagnetic spectrometer, obtaining
slope parameter of Λ2π = 0.61(20) GeV
2. The latter exploited the K± → π±π0 decay using a secondary particle beam
t CERN to obtain a slope parameter value of Λ2π = 0.495(76) GeV
2. Both results take into account the recent radiative
orrections of Ref. [532].
Due to its larger mass, the Dalitz decay of the η and η′ mesons can proceed via electron–positron as well as muon
airs. The latest results on η → µ+µ−γ have been obtained by the NA60 collaboration in p–A collisions [104], where
he inclusively measured dimuon mass spectrum is fit with the expected contributions after background subtraction to
etermine the slope parameter as Λ2η = 0.517(22) GeV
2. In contrast, the A2 collaboration studied η → e+e−γ exclusively
n photo-induced production with a nonmagnetic spectrometer yielding Λ2η = 0.507(28) GeV
2 in their latest result [105].
0n contrast to the π case, radiative corrections [533] have not been applied here yet.
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Fig. 55. Available information on the timelike TFF of π0 (left) and η (right), from CMD-2 [537], SND [76,87,538,539], CLEO [540], and BABAR [541].
he error bars indicate total uncertainties.
For the Dalitz decays of the η′ meson, the available experimental information is rather scarce. A first measurement
ased on muon pairs in the final state was reported from a pion-induced experiment in Serpukhov [534]. Only recently,
he η′ → e+e−γ decay was observed by BESIII and the slope parameter of Λ2
η′
= 0.625(73) GeV2 [102] was determined.
The Dalitz decays of pseudoscalar mesons can also proceed via two virtual photons, resulting in a four-lepton final
tate. The most recent result for the π0 double Dalitz decay comes from the KTeV experiment at Fermilab [535]. Besides
he momentum dependence of the TFF, the branching ratio and the parity of the pion are determined with high accuracy.
or the heavier pseudoscalar mesons only the double Dalitz decay of the η meson was observed at KLOE-2 [536] and the
ranching fraction determined.
At timelike momentum transfers larger than the squared rest mass of the pseudoscalar meson, information on the TFF
an be obtained from the radiative production of the mesons in e+e− annihilations. The production cross section is related




(q2 − M2P )
3
q6
|FPγ ∗γ ∗ (q2, 0)|
2
, (4.18)
where q2 = s is equivalent to the squared CM energy
√
s defined by the accelerator.
The CMD and SND experiments in Novosibirsk have a long tradition in studying e+e− → γπ0 and e+e− → γ η in energy
scan experiments up to
√
s = 2GeV, exploiting the potential of the detectors and the accelerator complex [42,76,87,537–
539,542] upgrades. The most recent cross section results are shown in Fig. 55. The data on the η′ production are
available, at significantly larger
√
s, from the CLEO and BABAR collaborations, where the η and η′ TFFs were measured at
s = 3.773GeV and
√
s = 10.6GeV [540,541]. In addition, there is information on φ → η′γ from KLOE [543], SND [544],
and CMD-2 [545].
Dalitz decays of vector mesons into pseudoscalars and lepton pairs also provide information of pseudoscalar TFFs.
Special interest is in ω → π0µ+µ−, where the NA60 collaboration reported a strong deviation of the q2 dependence
from the expected VMD behavior [95]. The result, obtained by fitting known contributions to the inclusive dimuon
spectrum measured in peripheral In–In collisions was later confirmed in p–A collisions with an order of magnitude better
statistics [104]. An exclusive measurement of ω → π0e+e− is provided by the A2 collaboration [105]. However, due to
limited statistics especially at large values of q2, an unambiguous confrontation of experimental results and calculations
is not yet possible.
The KLOE-2 collaboration reported results on the Dalitz decays of the φ into e+e− pairs and π0 and η mesons,
respectively, with world-leading accuracy [546,547]. While the q2 dependence in case of the η meson can still be
reasonably described by a VMD model, a better description is achieved for the case of the π0 by a calculation with
arameters fit to the ω → π0µ+µ− result obtained by the NA60 collaboration.
ata available in the near future. The experimental input to the dispersive calculations of the hadronic light-by-light
ontributions for the pseudoscalar pole contributions are the TFFs FPγ ∗γ ∗ (−Q 21 ,−Q
2
2 ) at arbitrary, yet small values of
omentum transfer Q 2 ≈ 1GeV2. The preliminary result for π0 presented by the BESIII collaboration (see Section 4.3.1)i
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Fig. 56. Simulation of KLOE-2 measurement of the γ ∗γ → π0 TFF Fπ0γ ∗γ ∗ (−Q 2, 0) (red triangles) with statistical errors for 5 fb
−1 [548]. Dashed
ine is Fπ0γ ∗γ ∗ (−Q 2, 0) according to the LMD+V model [549], solid line is Fπ0γ ∗γ ∗ (0, 0) as given by the chiral anomaly [521,522]. CELLO [90] (green
rosses) and CLEO [91] (blue stars) data at high Q 2 are also shown for illustration.
ource: Reprinted from Ref. [548].
overing 0.3GeV2 ≤ Q 2 ≤ 3.1GeV2 thus provides singly-virtual information in the relevant region. The final publication
f the result is expected within the next months. Additionally, the analyses are being extended to the TFFs of η and η′,
ombining different decay modes for better statistical accuracy. First tests indicate the feasibility of the measurements
overing the same range of momentum transfer as in the π0 case.
Further relevant results are expected from the KLOE-2 experiment, whose data taking campaign has ended in March
018 after collecting more than 5 fb−1 at the CM energy corresponding to the φ meson mass. The goal of the ongoing
nalysis is to measure the π0 → γ γ decay width with 1% statistical accuracy, and the γ ∗γ → π0 TFF with 6% accuracy
or each bin of the spacelike momentum transfer. Covering the range of 0.01GeV2 ≤ Q 2 ≤ 0.1GeV2 [548], for the first
ime data at smallest values of Q 2 will be provided, as illustrated in Fig. 56. The result will serve both as an input to the
ata-driven approaches to HLbL discussed in Section 4.4 and as an intermediate cross-check of the respective calculations
ncluding the results obtained by lattice QCD [22].
Recently, the KLOE-2 collaboration for the first time [550] presented a preliminary statistical evidence of correlated
oincidence events between the tagger stations [551] and the KLOE calorimeter, obtained from the analysis of a data
ample of about 500 pb−1. Efforts are still needed to reduce the big amount of uncorrelated coincidence events affecting
he feasibility and the precision of the measurement.
New measurements at similarly small virtualities are also proposed at JLab [552,553]. After the 12GeV upgrade the
rimakoff program can on the one hand be used to measure the radiative widths of η and η′ with high precision and in a
ystematically independent approach compared to the e+e− experiments. On the other hand, the Primakoff program can
e extended to measure the momentum dependence of the meson TFFs at smallest values of Q 2. A momentum range of
.001GeV2 up to 0.5GeV2 can be covered, which is not only complementary to the efforts at KLOE-2, but also bridges
he gap between the expected KLOE-2 data and the BESIII results, leading to a fully mapped out momentum dependence
f the singly-virtual meson TFFs.
To actually provide data at arbitrary values of both virtualities, double-tagged measurements are required. So far only
he BABAR result on η′ is available at rather large virtualities. The BESIII collaboration started feasibility studies of double-
agged measurements for the three lightest pseudoscalar mesons [554]. Within the next years results can be expected on
Pγ ∗γ ∗ (−Q 21 ,−Q
2
2 ) with 0.5GeV
2
≤ Q 21 ,Q
2
2 ≤ 2.0GeV
2. The impact of this measurement for the π0 pole contribution has
lready been estimated based on an optimistic Monte Carlo study [555].
.3.2. γ (∗)γ → ππ and other pseudoscalar meson pairs
Most of the investigations on two-photon production of pairs of pions or other pseudoscalar mesons have been
erformed studying collisions of quasi-real photons. In terms of accuracy, the studies compiled in Refs. [556,557], which
ere performed mostly at SLAC and DESY, have been superseded by the results obtained at Belle for π0π0 [558,559]
+π− [560,561], π0η [562], ηη [563], K+K− [560,564], and K 0S K
0
S [565]. The data allows one to determine properties of
calar and tensor resonances, especially their radiative widths.
Recently, the Belle collaboration published the first measurements of π0 and K 0S pairs production in a singly off-shell
hoton process [103,566]. The π0π0 system is studied for masses between 0.5GeV ≤ mππ ≤ 2.1GeV and helicity angles
f the pions with |cos θ | < 1.0. Momentum transfers between Q 2 ≥ 3.0GeV2 and Q 2 ≤ 30GeV2 are covered. The TFF of
0(980) and of the helicity-0, -1, and -2 components of f2(1270) are determined separately. The analogous measurement
f the K 0s K
0
s system allowed for the first time for equivalent investigations of the TFF of the f
′
2(1525). Finally, further
onstraints arise from timelike processes, which have been measured for singly-virtual kinematics [227,567–571].88


































Priorities for new experimental input and cross-checks.
issue experimental input [I] or cross-checks [C]
axials, tensors, higher pseudoscalars γ (∗)γ ∗ → 3π, 4π, KK̄π, ηππ, η′ππ [I]
missing states inclusive γ (∗)γ ∗ → hadrons at 1–3GeV [I]
dispersive analysis of η(′) TFFs e+e− → ηπ+π− [I]
η′ → π+π−π+π− [I]
η′ → π+π−e+e− [I]
γπ− → π−η [C]
dispersive analysis of π0 TFF γπ → ππ [I]
high accuracy Dalitz plot ω → π+π−π0 [C]
e+e− → π+π−π0 [C]
ω, φ → π0l+l− [C]
pseudoscalar TFF γ (∗)γ ∗ → π0, η, η′ at arbitrary virtualities [I,C]
pion, kaon, πη loops γ (∗)γ ∗ → ππ, KK̄ , πη at arbitrary virtualities,
(including scalars and tensors) partial waves [I,C]
4.3.3. Other relevant measurements
Anticipating the combined estimate in Section 4.9, we discuss here which other, future, measurements will be
articularly useful to improve on the data-driven determination of the HLbL contribution.
Apart from the uncertainty originating from the short-distance regime, the largest individual error is currently
ttributed to the axial-vector contributions; beyond that, also scalars and tensors above 1GeV come with a very large
elative uncertainty and the role of excited pseudoscalar states has been stressed recently in the context of short-distance
onstraints [24,572]. For the estimate of such contributions, data on three- or four-pion as well as other multi-hadron final
tates (KK̄π , ηππ , η′ππ ) are needed. In the past, mostly measurements of the two-photon production using quasi-real
hotons were performed. In view of the Landau–Yang theorem [573,574] that forbids the coupling of axial vectors to two
eal photons, new measurements should go beyond that restriction. Studies on the four-pion final states involving a single
irtuality focused on double vector-meson production [575–578].
An experimentally challenging task will be a measurement of the inclusive hadron production cross section in two-
hoton collisions at masses between 1 and 3GeV (see Refs. [579–582] for the on-shell case). The inclusive mass spectra
ith one or both of the photons off-shell will settle the issue of missing states in the calculations of aHLbLµ , and may lead
o an improved matching of this intermediate region to quark-loop estimates that interpolate towards the short-distance
imits.
Beyond these altogether rather poorly known contributions, there is a strong incentive to further improve upon the
ominant, large pieces. For a dispersive analysis of the singly- and doubly-virtual pseudoscalar TFFs, as discussed in
ection 4.4, additional, independent experimental information is needed. The data can be divided into necessary input to
he calculations that, together with theory uncertainties, will determine the accuracy of the predictions; and experimental
ross-checks.
For the dispersive description of the TFFs of η and η′ (that has not been completed yet) [583], experimental input to
constrain the doubly-virtual behavior are of utmost importance. To this end, detailed differential data on e+e− → ηπ+π−
will contribute to an improved understanding of the deviations of the doubly-virtual TFF from the factorization hypothesis
at intermediate energies. Similarly, differential decay data on η′ → π+π−π+π− will allow one to develop a double
pectral function, and corresponding measurement of η′ → π+π−e+e− will help complete the dispersive framework
or the η(′) TFFs, although in either case the kinematic range is limited by the decay kinematics. Finally, data on the
rimakoff-type reaction γπ− → π−η would be very helpful to better constrain the high-energy continuation of the
dispersive input.
For the π0 TFF [584], precision data on the e+e− → π+π−π0 cross section would be desirable to settle tensions
etween the existing data. In addition to the cross section studies in the context of HVP, the analysis of ω, φ → π+π−π0
ecay dynamics provides a valuable cross-check of the dispersive formalism. For φ → π+π−π0 precision data from KLOE
nd CMD-2 can be used [52,585] but until recently, surprisingly little information had been available on the ω → π+π−π0
alitz plot. First observation of a deviation from P-wave phase space consistent with ρ meson contribution was reported
y WASA-at-COSY [586]. Recently high-statistics results from BESIII were released [587], with accuracy allowing one
o test assumptions in the dispersive calculations [588,589]. New data on the Primakoff-type reaction γπ → ππ will
urther help to improve the predictions of the dispersive frameworks. Additional data on the Dalitz decays ω → π0l+l−
nd φ → π0l+l− can be used to cross-check the calculations.
As experimental input to the calculations of the pion loop contribution to HLbL in (g − 2)µ, information on the partial
aves in γ ∗γ ∗ → ππ are required at arbitrary values of momenta transfer. The only result with a single photon off-shell
s for the π0π0 system from the Belle collaboration [103] with Q 2 > 3.0GeV2. The BESIII collaboration announced a
easurement of the π+π− system at 0.3GeV2 ≤ Q 2 ≤ 3.0GeV2, covering invariant masses from the two pion threshold
p to 2.0GeV and the full range of the pion helicity angle [590]. Similar studies are considered for the neutral two-meson
inal states π0π0, π0η, and ηη.We summarize our recommendations for intensified experimental activities to improve on HLbL in Table 14.
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Fig. 57. The pseudoscalar-pole contribution: the dashed lines stand for the pseudoscalar meson, while the blobs can be unambiguously related to
the TFFs.
Source: Reprinted from Ref. [19].
4.3.4. Radiative corrections and Monte Carlo event generators
With the error on (g − 2)µ coming from the HVP and the HLbL contributions almost at the same level [2,3,6,7],
the relevance of the error reduction in the HLbL is as important as the error reduction in HVP. As a consequence, all
possible sources of the error have to be scrutinized once more. The most important information on these contributions
comes from experimental data on γ (∗)γ (∗) → hadrons amplitudes, where one of the sources of the systematic error is
he accuracy of the Monte Carlo event generators. The most important one for the evaluation of the (g − 2)µ are the
(∗)γ (∗) → pseudoscalar(s) amplitudes. In the spacelike region they were reported in Refs. [90,91,96,97,99]. A strong
ension was found between the BABAR data [96] and other measurements [90,91,99] of the pion TFF.
For the recent experimental measurements two event generators were used: TREPSPST [99,591] in the BELLE analysis
nd GGRESRC [592] in the BABAR analysis. Both of them include radiative corrections by means of a structure function
ethod. Recently the event generator EKHARA [593,594] was upgraded [595] and the QED corrections were included
xactly into the code. The EKHARA code predicts much bigger, up to 20%, radiative corrections for the single tag event
election of BABAR experiment as compared to the GGRESRC event generator prediction, which is of order of 1%.
f the predictions by the EKHARA generator are correct, reanalyses of the experimental data are necessary. It is not
traightforward to get information on how this large change in the radiative corrections influences the measurements, as
t affects not only the radiative correction factor, but also the experimental efficiencies; and to obtain the experimental
fficiencies the detector simulations are necessary. Ignoring the effect on the efficiencies and taking into account only
he radiative correction factor, the pion TFF extracted from the BABAR data is about 20% higher. However, as can be seen
rom Eq. (4.19) and Fig. 58, the weighting factors w1,2 dampen the influence of the BABAR data to aπ
0-pole
µ , as they are
nly available at Q 2 > 4GeV2. Nevertheless, these considerations strongly suggest that reanalyses of the experimental
ata and a confirmation of the results of Ref. [595] are necessary, as the radiative corrections might affect the measured
orm factors at a scale relevant for the (g − 2)µ predictions.
4.4. Contribution of the pion pole and other pseudoscalar poles
The pseudoscalar-pole contributions (see Fig. 57) require the on-shell pseudoscalar TFFs in the spacelike region as the
only input and represent the largest individual contributions to HLbL: typically, aP-poleµ ∼ 100× 10
−11, which is similar in
size to the whole HLbL. As a consequence, and accounting for the expected experimental uncertainty (15× 10−11), these
should be understood below the 10% level. Still, given the relevant scales, the π0 represents the major contribution, yet
the currently sought precision requires also a careful evaluation of the η and η′.
Given their prominent role, these contributions have been widely explored in the past, starting from the pioneering
work in Refs. [488,499–503] based on hadronic effective Lagrangians at a time when experimental data were scarce,
implying potentially large uncertainties. As a result, it was necessary to use more phenomenological descriptions for
the pseudoscalar TFFs, based on vector-meson-dominance (VMD) ideas and guided by the few existing experimental
data [488,501]. Later, building on large-Nc ideas and new data, the inclusion of additional resonances allowed the authors
to satisfy (certain) known low- and high-energy QCD constraints and to better fit and interpolate the data [473]. We do
not discuss the nonpole (‘‘π0-exchange’’) contributions or even variants in which one vertex contains a constant form
factor [18,476,596] for the reasons outlined in Section 4.2.3.
With the advent of the new generation of (g − 2)µ experiments, systematic uncertainties of such approaches (related
to the finite number of resonances and the large-Nc limit), previously irrelevant, must be improved upon far beyond the
typical 30% estimates. Consequently, the phenomenological determinations must be model-independent and data-driven
to as large an extent as possible, making use of all experimental data on the corresponding TFFs in order to achieve a
new standard of precision, and also to provide a competitive cross-check on the lattice calculation in Section 5.5. In the
following, we review what we believe are the most up-to-date evaluations of the pseudoscalar-pole contributions in the
literature, with a special emphasis on the π0. In particular, we demand that three criteria be met:
1. in addition to the TFF normalization given by the real-photon decay widths, also high-energy constraints must be
fulfilled;90











Fig. 58. Weight function w1(Q1,Q2, 0) for π0 (left) and η′ (right); cf. Eq. (4.19).
Source: Reprinted from Ref. [19].
2. at least the spacelike experimental data for the singly-virtual TFF must be reproduced;
3. systematic uncertainties must be assessed with a reasonable procedure.
We distinguish two different strategies fulfilling these criteria: the dispersive one, which could in principle reconstruct the
TFF from completely unrelated data based on analyticity constraints; and the one based in the mathematical framework of
Padé approximants along with experimental data in the spacelike (and low-energy timelike) region. As both are based on
very different approaches, the numerical agreement that is found between the two, and also with the lattice determination
in Section 5.5, gives us further confidence in the reliability of the π0-pole contribution thus determined. In addition, we
also comment on recent progress in other approaches. Finally, we summarize the status of the η and η′ contributions.
4.4.1. Definitions, asymptotic constraints
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2 + 2τQ1Q2. The explicit form of the weight functions w1/2(Q1,Q2, τ ) can be found in the
iterature [19,21,476,555]. A numerical evaluation of w1(Q1,Q2, 0) is shown in Fig. 58: their most important property













here jµ(x) = q̄(x)Qγµq(x), with Q = diag(2,−1,−1)/3, and ϵ0123 = +1. For real photons and in the chiral limit
u,d,s → 0 (supplemented by the large-Nc limit for the η′, so that the latter remains massless), it is related to the
nomaly [521,522,597],∑
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here a = 0, . . . , 8 is the corresponding flavor index associated to the Gell-Mann matrices λa, extended to include
λ0 ≡
√






2 q. Away from the chiral limit, corrections arise
and η–η′ mixing must be accounted for, see Refs. [598,599] and references therein. The high-energy behavior can be
obtained by expanding the product of electromagnetic currents on the light-cone, obtaining at leading order in pQCD and
at leading-twist [600,601]














igher-order corrections in pQCD have been derived as well [602,603]. Since for large momenta φaP (x) → 6x(1 −
) [601,604], the following limits can be inferred
lim
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where we include β0 ≡ 11Nc/3 − 2Nf /3, with Nf the number of effective active flavors. The first limit is commonly
known as the Brodsky–Lepage (BL) limit [600,601], while the latter can be rigorously obtained from the operator product
expansion (OPE) [605–608]. The η and η′ cases receive important αs corrections due to the anomalous dimension of
the singlet axial current [609], which have been accounted for by the last factor [599,610,611]. Finally, higher-order
corrections have been calculated using the OPE, which, for the π0, multiply Eq. (4.24) by (1 − 89
δ2
Q 2
), with the estimate
2
= 0.20(2) GeV2 determined from sum rules [606] already used in Refs. [18,476,596] and also supported by lattice
esults [22,612].
.4.2. The pion pole in a dispersive approach
The central idea behind the dispersive analysis of the π0 TFF [21,497,613] is to reconstruct this object from its dominant
low-energy singularities. As Fig. 58 (left) demonstrates, the main weight for the HLbL integration in Eq. (4.19) lies in the
region of Qi < 1GeV; in this range, where a precise and reliable theoretical description is therefore of prime importance,
the intermediate states dominating the discontinuities in the two form factor virtualities are given by two- and three-
pion intermediate states. In particular, these discontinuities can be reconstructed from data on e+e− → 2π, 3π and
automatically contain the effects of the lowest-lying resonances in these channels, the ρ(770), ω(782), and φ(1020), in a
model-independent way. Beyond this dominant part constructed rigorously from dispersion theory, two further pieces are
added in order to fulfill all asymptotic constraints described in the previous section: an effective pole that parameterizes
heavier intermediate states; and an asymptotic contribution constructed on the basis of a pion distribution amplitude.
Altogether, the TFF is therefore written as [21,497]
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)∗f1(x, y)] , (4.27)
where qπ (s) =
√
s/4 − M2π , F
V
π (s) is the electromagnetic form factor of the pion, and f1(s, q
2) the partial-wave amplitude
or γ ∗(q)π → ππ . The onset of the isoscalar discontinuity is sthr = 9M2π in the absence of electromagnetic effects,
hile taking into account the significant decay ω → π0γ lowers it to M2
π0
. siv/is represent isovector and isoscalar cutoffs.
V
π (s) is described in terms of an Omnès representation [251] based on a variety of inputs for the ππ P-wave phase
hift and fit to data on τ− → π−π0ντ [185]. The amplitude f1(s, q2) is constructed based on solutions of Khuri–Treiman
quations [261], with a normalization function a(q2) that needs to be adjusted to e+e− → 3π data. At the real-photon
oint, f1(s, q2 = 0) can be tested experimentally in the reaction γπ → ππ [614,615], while Dalitz plot distributions on
→ 3π [586,587] and φ → 3π [52,585] probe it on the narrow isoscalar vector resonances [588]. For general q2, a
epresentation of a(q2) with good analytic properties [21] is fit to e+e− → 3π cross section data by SND [42,616] and
ABAR [44] up to q2 = (1.8GeV)2. In particular, a single-variable dispersion relation yields a prediction for the timelike
ingly-virtual π0 TFF [21,613,617] that is in very good agreement with precise data [76,537,618,619]: with its correct
nalytic properties, the dispersive TFF representation links the timelike and the spacelike form factor seamlessly, such that
imelike data helps constrain the spacelike low-energy region where data is still relatively scarce. Even more importantly,
he dispersive formulation as in Eq. (4.27) fixes the doubly-virtual TFF, for which no data at all is available as yet, from
ingly-virtual input.
To account for the asymptotic behavior of the TFF in doubly-virtual kinematics, we realize that Eq. (4.22) can be written
n a double-spectral form akin to Eq. (4.27), with a formal asymptotic double-spectral function
ρasym(x, y) = −2π2Fπxyδ′′(x − y) , (4.28)
here δ′′(.) denotes the second derivative of a delta function. Inserting Eq. (4.28) into the double-spectral representation
q. (4.27) and integrating over all x and y reproduces the pQCD form of Eq. (4.22) for the asymptotic distribution amplitude.
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hich does not contribute for singly-virtual kinematics, but ensures the asymptotic behavior Eq. (4.22) otherwise. Finally,

















llows the combined representation to fulfill the TFF normalization exactly via an effective coupling geff around 10%, and
an effective mass Meff as the only free parameter that is fit to the high-energy singly-virtual spacelike data [90,91,96,99].
Meff turns out to be of the order of 1.5–2GeV, consistent with the interpretation as an effective pole that summarizes the
corrections due to higher energies and higher intermediate states.
Altogether, the TFF representation Eq. (4.25) leads to the π0-pole contribution
aπ
0-pole







The individual errors reflect the experimental uncertainty in the TFF normalization, in the dispersive representation (due
to phase-shift input and the variation of cutoffs), the fit to high-energy singly-virtual data approaching the Brodsky–Lepage
limit, and the onset of the asymptotic contribution in Eq. (4.29). This has been updated compared to the published result,
aπ
0-pole






−11 [21,497] , by adapting both central value and
uncertainty of the TFF normalization to the final PrimEx result [109]. The decomposition of the uncertainty in Eq. (4.31)
therefore paves the way to further scrutinizing by means of dedicated experimental measurements, requiring (at most)
singly-virtual input only. Obviously, however, doubly-virtual input can be of help as well.
4.4.3. Pion pole: Padé and Canterbury approximants
Both success and limitations of resonance saturation approaches, despite expected 30% large-Nc corrections, were un-
derstood and reinterpreted from a purely mathematical point of view in the context of Padé approximants (PAs) [620,621]
in Refs. [622–626], and employed to describe the pseudoscalar TFFs in Refs. [599,627–629]. PAs are rational functions
that, under certain conditions, can be rigorously applied to describe QCD Green’s functions – in contrast to VMD models,
without the restriction to the large-Nc limit – provided one abandons the idea to interpret the poles therein in terms
of physical states, and reinterprets the parameters in terms of the underlying function’s series expansion. Specifically, to






















where bP , cP , . . . stand for the coefficients of the (singly-virtual) TFF series expansion at low energies. With such
a construction, convergence theorems exist for meromorphic functions [620,624] and, more remarkably, for Stieltjes
functions (this essentially means that the spectral function is positive—a textbook example is the HVP [622,626]) that





provide, respectively, lower and upper bounds to the approximated function. In addition, the high-energy behavior can
also be incorporated [630]. As an important point, then, the convergence of a sequence can help to estimate the sought
systematic uncertainty as outlined in Refs. [19,625].
For the TFFs at hand, their analytic structure is a priori unknown, which impedes using any theorem in a straightfor-
ward way. However, beyond the large-Nc limit and in line with the previous section, the most relevant aspects at low
energies are elastic ππ rescattering along with the narrow ω, φ resonances. For such features, the former being Stieltjes
once subleading left-hand cuts are disregarded (see the discussion in Ref. [631]), and the ω, φ resonances essentially
meromorphic (in their zero-width approximation), one recovers a so-called meromorphic function of Stieltjes type, for
which convergence with Padé approximants is guaranteed [620,630,632]; in particular PN+JN (J ≥ −1) sequences converge.
As such, Padé theory can be straightforwardly applied to the π0 TFF with anticipated success—with systematics expected
of the order of the subleading effects, well beyond the precision obtained in this framework with the current data, and
completely different from other approaches.
The generalization to the doubly-virtual case involves an extension of PAs, Canterbury approximants (CAs) [621,633–
637], whose definition parallels that of PAs and extends the notion of convergence to meromorphic and Stieltjes
functions [638]—previous comments about convergence to the TFF also apply here [19]. For simplicity, only the lowest-
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For the C01 approximant, all parameters are fixed from the P → γ γ decays and the slope at Q
2
= 0 that, together with
additional terms in the series expansion, were determined from a fit to data [90,91,96,99,106,107,259] using PAs [19,626].93











his leads to a first estimate aπ
0-pole
µ = 65.3(2.8) × 10
−11 [19]. For the second case, the singly-virtual parameters can be
fixed from the curvature and the BL limit. Regarding doubly-virtual parameters, the OPE limit (including the δ2 term) is
mposed to supply the necessary constraints in the absence of data. This fixes all but one single parameter, which can be
elated to a term aP;1,1Q 21 Q
2
2 in the low-energy series expansion and is left free within a range (a
min
P;1,1 ≤ aP;1,1 ≤ a
max
P;1,1) that
avoids spacelike poles and results in the band 63.0(1.2)×10−11 ≤ aπ
0-pole
µ ≤ 64.1(1.3)×10
−11, that can be easily improved
with the advent of doubly-virtual data. The systematic uncertainties are obtained from the difference with respect to the
C01 estimate, which proves to be a conservative estimate for a set of toy models [19]. The final result reads
aπ
0-pole
µ = 63.6(1.3)stat(0.6)aP;1,1 (2.3)sys × 10
−11
→ 63.6(2.7) × 10−11 . (4.34)
he first error arises from singly-virtual parameters alone, including the normalization and the slope; the second is
onnected to doubly-virtual uncertainties, connected to aP;1,1; the third is the systematic uncertainty inherent to the
sequence truncation. The error reduction with respect to the C01 estimate is related to the C
1
2 approximant complying
exactly with the pQCD predictions in contrast to the C01 one, which is also partly responsible for the difference in the
central values. This approach will benefit from forthcoming BESIII results (see Section 4.3.1) that should allow us to
improve and increase the number of parameters obtained for the series expansion Eq. (4.32). Further, the prospects for
measuring doubly-virtual data at BESIII, see Section 4.3.1, will help in constraining doubly-virtual parameters, such as
aP;1,1. Also, it will benefit from new π0 → γ γ measurements. In particular, preliminary studies show that latest PrimEx
result [109] shifts the central value up to 64.8 × 10−11, with similar uncertainties, yet this has to be taken with caution
until a full reanalysis is carried out.
4.4.4. Pion pole: other approaches
Several other approaches to the pion-pole contribution have been pursued, which however do not fulfill all criteria
laid out above.
The π0 TFF has been computed using Dyson–Schwinger equations [514,639–643], i.e., in a microscopic scheme that
attempts to solve QCD in terms of quark and gluon degrees of freedom, introducing certain approximations on the way.
Both Refs. [640,643] reproduce the spacelike TFF data and the OPE-like behavior becomes obvious already at moderate
energies. In contrast, Ref. [640] shows significant deviations from the BL limit at higher energies – irrelevant for (g−2)µ –
while Refs. [639,643] find only small corrections at moderate energies due to a nonasymptotic nature of the distribution
amplitude also advocated in other approaches [639,644,645], with the BL limit actually restored at higher energies. The
authors obtain aπ
0-pole
µ = 62.6(1.3) × 10
−11 [642] and aπ
0-pole
µ = 61.4(2.1) × 10
−11 [643], in perfect agreement with
Eq. (4.31) as well as Eq. (4.34), but systematic uncertainties due to truncations in the system of coupled integral equations
are hard to gauge.
In addition, holographic models of (large-Nc) QCD have been used to determine aπ
0-pole
µ [646–648]. In particular,








−11, in perfect agreement with Eq. (4.31) and Eq. (4.34), but with systematic errors due to model
dependence and large-Nc corrections that are hard to estimate.
Furthermore, there are various effective-Lagrangian models (sometimes dubbed resonance chiral theory) [649,650]
that reproduce a large variety of space- and timelike data [649], yet commonly fail to incorporate all the high-energy
constraints, in particular the OPE limit [649,650] and the BL one for a second small but nonzero virtuality. Ref. [650]
also investigates the inclusion of loop, 1/Nc , and heavier vector resonance corrections. Recently, a modification of the BL
interpolation formula [651] to the doubly-virtual region has been proposed [652], motivated by pQCD models accounting
for higher-twist effects. The model incorporates the high-energy pQCD scaling and depends on a single parameter Λ that
is fit to the available spacelike data. Such a one-parameter ansatz then fixes the doubly-virtual behavior relying on the
pQCD-based interpolation. Compared to Refs. [19,21,22,497,642], it leads to a smaller doubly-virtual form factor in the low
Q 2 range (by around 20% around Q 2 = 0.5GeV2), resulting in a value for aπ
0-pole
µ that is around 10% smaller. Systematic
ncertainties inherent in VMD-like models and the pQCD-motivated interpolation are hard to estimate. We note that all
odern evaluations to aπ
0-pole
µ agree with the early calculations [473,488,501,503], given the larger uncertainty estimates
f the latter. Additional approaches calculating a nonpole contribution [476,510,511,513,514,596,646,647,653–657] are
mitted from the discussion for the reasons discussed in Section 4.2.3.
.4.5. η- and η′-pole contributions
The η and η′ contributions closely resemble that of the π0, with the additional difficulties inherent to the η–η′
mixing, their higher masses, and singularities related to their singlet component. These imply theoretical difficulties
for reproducing their γ γ decays and asymptotic behavior, Eq. (4.24), producing marked differences in the literature.
Fig. 58 (right) also demonstrates that the weight functions in the integral equation (4.19) are such that for the heavier
pseudoscalars, larger momentum ranges play a relevant role.
A full dispersive analysis of the η- and η′-pole contributions to aµ along the lines of the π0 analysis described in
Section 4.4.2 has not been completed yet. This is partly due to the different isospin decomposition,
2 2 2 2 2 2Fη(′)γ ∗γ ∗ (q1, q2) = Fvv(′) (q1, q2) + Fss(′) (q1, q2) , (4.35)
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Fig. 59. Left: BABAR data points [108] with statistical errors (inner bars) and statistical and systematic combined (outer bars) in black, together with
he CA prediction including errors (blue bands). Right: The analogous plot for the diagonal Q 2Fη′γ ∗γ ∗ (−Q 2,−Q 2) TFF.
hich depends on two different functions and makes the full form factor less amenable to a complete reconstruction from
ingly-virtual input only. The dispersive formalism for the singly-virtual η/η′ TFF has been established [658]: while the
soscalar part at low energies can be described in a VMD-type approximation due to the narrowness of the ω(782) and
(1020) resonances, the isovector contribution relies, next to the pion vector form factor, heavily on data for the decays
(′)
→ π+π−γ [659–661], which show strong deviations from a simple-minded ρ-dominance picture [250,631,662]. First
teps towards an investigation of the doubly-virtual isovector contribution have been taken [663], which analyze the
ipion invariant mass distribution in data on e+e− → π+π−η [54,85,163]. Ultimately, a construction of the double-




2) will need to proceed based on an amplitude for η
(′)
→ 2(π+π−) [664,665],
hich is still work in progress. The completion of this low-energy dispersive representation by an effective pole and
pQCD-inspired asymptotic contribution in analogy to Eq. (4.25) should then be straightforward.
The approach of CAs to the η and η′ contributions bypasses several of the complications above arising in most
heoretical approaches. The methodology is analogous to the π0 with two differences. First, the available data [90–
2,95,97,98,101,102,104,105] at lower energies allows one to extract additional terms in the series expansion and avoids
he use of the BL limit—the latter can be nevertheless obtained from data and is employed to predict the OPE limit. Second,
he OPE parameter δ2 has not been determined for the η or η′. Instead, an additional 30% uncertainty for SU(3)F -breaking
as been assumed [19]. The prediction thus obtained can be checked against the recently published BABAR data [108]





epresents 95% of the total aη
′-pole
µ contribution. The results are shown in Fig. 59 and are in good agreement, while the
tatistics are not sufficient yet to further constrain the doubly-virtual parameters. This results in
aη-poleµ = 16.3(1.0)stat(0.5)aP;1,1 (0.9)sys × 10
−11
→ 16.3(1.4) × 10−11 ,
aη
′-pole
µ = 14.5(0.7)stat(0.4)aP;1,1 (1.7)sys × 10
−11
→ 14.5(1.9) × 10−11 . (4.36)
iven the excellent numerical agreement between dispersive analysis and the CA one for the π0-pole contribution and the
ery good performance for low-energy timelike data [599,629], we expect a similar scenario for η/η′, while an independent
ispersive calculation ought to be completed as soon as possible.
Similar to the π0 case, very recently two different groups [642,643] have computed these contributions using
yson–Schwinger equations. The first group accounts for quark-mass effects when computing the – unphysical – light-
nd strange-quark TFFs, that are later employed to compute the – physical – η/η′ TFF using the mixing parameters
etermined from phenomenology in Ref. [598], obtaining aη/η
′-pole
µ = [15.8(1.2)/13.3(0.9)] × 10−11 [642]. In contrast, the
econd group [643] includes the U(1)A anomaly effects explicitly, while incorporating additional parameters subsequently
onstrained from phenomenology. This allows them to work directly with the physical form factors [666]. Interestingly
nough, the results, aη/η
′-pole
µ = [14.7(1.9)/13.6(0.8)] × 10−11 [643], are consistent with Ref. [642] and with Eq. (4.36).
In addition, holographic estimates for the η and η′ exist [646,648]. Furthermore, there are estimates from effective
agrangian models [649,650], which again fail to reproduce the high-energy constraints, as well as from the interpolation
ormula in Ref. [652]. Once more, we omit calculations of nonpole contributions [18,510,511,514,646,653,655,657].
.4.6. Conclusion
The most compelling determinations of aπ
0-pole
µ fulfilling the outlined quality criteria are in good agreement with each
ther and with the lattice determination [22] (see Section 5.5 for details) that is obtained from a z-expansion fit, adjusting95
T. Aoyama, N. Asmussen, M. Benayoun et al. Physics Reports xxx (xxxx) xxxFig. 60. Comparison of the π0 TFF from dispersion theory [21,497] (red), CA [19] (blue), and lattice QCD [22] (yellow). We show both the singly-
(left) and the doubly-virtual (right) form factors.
the form factor normalization for the experimental PrimEx result [528]:39
aπ
0-pole










µ (lattice) = 62.3(2.3) × 10
−11 . (4.37)
Moreover, all three underlying π0 TFFs are consistent with each other, as can be observed from Fig. 60. Combining the
dispersive evaluation of the π0 with the CA for η and η′, which are in good agreement with Dyson–Schwinger equations








where individual systematic uncertainties of CA have been combined linearly. Similarly, combining the result obtained




µ = 94.3(5.3) × 10
−11 , (4.39)
with differences in uncertainties mainly due to the different treatment in systematic errors.
4.5. Contribution of two-pion intermediate states
As discussed in Section 4.2.3, Mandelstam’s double-dispersion relation [667] can be used to define the contributions
of different hadronic intermediate states to the HLbL tensor and aµ [477] in a model-independent way. In the unitarity
relation, the lightest intermediate state is a single neutral pion, giving rise to the pion-pole contribution aπ
0-pole
µ discussed
in Section 4.4. The next lightest intermediate state is given by two pions, either π0π0 or π+π−. The unitarity relation for
the HLbL tensor expresses the discontinuity due to two-pion intermediate states in terms of the sub-process γ ∗γ ∗ → ππ .
If one applies unitarity a second time and considers intermediate states in the crossed sub-process γ ∗π → γ ∗π , one can
split the full two-pion contribution to HLbL into a sum of different box topologies, as illustrated in Fig. 52. In the following,
we discuss the different two-pion contributions and their numerical evaluation based on dispersion theory.
4.5.1. Pion box
In the unitarity relation for γ ∗π+ → γ ∗π+, the lightest intermediate state is the charged pion. The starting-point
to define this contribution is a fixed-s dispersion relation for γ ∗γ ∗ → π+π−. In Ref. [477], it was shown that the pure
pole contribution in this dispersion relation exactly coincides with the Born term in a scalar QED (sQED) calculation of
γ ∗γ ∗ → π+π−, multiplied by a pion vector form factor (VFF) for each of the two off-shell photons as illustrated in
Fig. 61. The seagull term is required in a sQED Feynman-diagram calculation to obtain a gauge-invariant expression. In
the dispersive approach, one first defines a BTT tensor decomposition for γ ∗γ ∗ → ππ [490,491], which fully takes care
of gauge invariance, in analogy to the case of the HLbL tensor itself as described in Section 4.2.2. In this representation,
gauge invariance is manifest and there are two pion-pole unitarity diagrams present. Note that cutting the propagator
39 Note that these determinations use slightly different input for the TFF normalization, e.g., with the CA result updated to PrimEx-II the spread
among the central values would become slightly larger—see previous comments.96














Fig. 61. Contribution to γ ∗γ ∗ → π+π− of a charged-pion pole in the crossed channels. The dispersively defined pole contribution is equivalent to
the scalar QED Born terms, multiplied by pion vector form factors for the off-shell photons.
Source: Adapted from Ref. [477].
Fig. 62. The dispersively defined box topologies are identical to the sQED one-loop expression, multiplied by pion vector form factors for the off-shell
photons.
puts the pion on shell: only on-shell states enter the sum of intermediate states in the unitarity relation. The two hadronic
blobs in Fig. 61 therefore correspond to the pion VFF and only depend on the photon virtualities.
If this pure pole term is singled out in both of the sub-processes in the unitarity relation for HLbL, one obtains the
pion-box topology shown in Fig. 52(a). On both sides of the unitarity cut, the hadronic blobs refer to the pion VFF, which
is a function of the respective squared momentum q2i of the off-shell photon. In particular, these factors do not depend on
the Mandelstam variables, hence in a double-dispersion relation that treats the q2i as fixed external quantities, they can
e taken out of the dispersion integrals and multiply a double-dispersion relation for a pion box with pointlike vertices:
Ππ-boxi (s, t, u; q
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)
.
xplicit calculation of the double-spectral densities ρi shows that Eq. (4.40) without the form factors is mathematically
quivalent to the one-loop light-by-light expression in sQED [477]. Therefore, the situation is analogous to the pion
ole in the sub-process γ ∗γ ∗ → π+π−: the dispersively defined box topologies are identical to the sQED one-loop
xpression, multiplied by one VFF for each of the off-shell photons. Note that the sQED loop contribution in terms of
eynman diagrams consists of boxes, triangles, and bulbs, but that the corresponding unitarity diagrams are just the
hree box topologies shown in Fig. 62. The bulb and triangle diagrams in sQED are required for a gauge-invariant result.
owever, upon projection on gauge-invariant BTT structures, the kinematic and dynamic singularities are separated and
he sQED contribution to the coefficient functions only have the dynamic singularities of pure box topologies, which can
e expressed in terms of double-spectral representations.
This relation is useful because it allows one to express the dispersively defined boxes in terms of Feynman-parameter
ntegrals and to obtain very compact expressions for the scalar functions. In the master formula for aµ Eq. (4.12), the
calar functions enter in the limit q4 → 0. For this reduced kinematics, one can explicitly perform the integral over one

























dy Ii(x, y) , (4.41)
0 0
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Fig. 63. Cross section for γ γ → π+π− (left) and γ γ → π0π0 (right) from DV18 [669] and HS19 [670], in comparison to the data from Belle [559,561],
Mark II [671], CELLO [672], and Crystal Ball [673].
where, e.g.,
I1(x, y) =
8xy(1 − 2x)(1 − 2y)
∆123∆23
,
∆ijk = M2π − xyq
2
i − x(1 − x − y)q
2
j − y(1 − x − y)q
2
k ,
∆ij = M2π − x(1 − x)q
2
i − y(1 − y)q
2
j . (4.42)
The expressions for the other scalar functions contributing to aµ can be found in Ref. [20].
Therefore, the only input quantity in the pion-box contribution is the pion VFF. In the master formula Eq. (4.12), one
has to integrate over spacelike q2i , i.e., it is also the spacelike VFF that is required for the calculation of the pion-box
contribution. The VFF has been studied in much detail in the context of the HVP contribution to aµ and can be precisely
determined in fits to e+e− → π+π− data [4,245,246]. For the application of the pion box in HLbL scattering, the available
precision of the VFF is beyond what is needed and leads to the result [20]
aπ-boxµ = −15.9(2) × 10
−11 . (4.43)
The dispersively defined pion box can be understood as a model-independent notion of a pion loop. The clean definition
of the pion box practically eliminates the uncertainty on this particular contribution.
4.5.2. Pion rescattering, S-waves
The unitarity relation for the HLbL tensor in general provides a connection between the two-pion contribution to HLbL









J,λ3λ4 (s) , (4.44)
where ηi,f = ±1 take care of the sign conventions for the partial waves (see Ref. [20] for details), S is the symmetry
factor for the two pions, σπ (s) =
√
1 − 4M2π/s is the phase space. The photon helicities are denoted by λi and only partial
aves with even J are present. A given input for the helicity partial waves for γ ∗γ ∗ → ππ defines the imaginary part
of the HLbL partial waves. The difficulty lies in the reconstruction of the real part. As is well known, helicity amplitudes
contain kinematic singularities, hence it is mandatory to perform a basis change to a set of scalar functions that are free
of kinematic singularities in order to enable a dispersive reconstruction of the real part. The basis change from the BTT
scalar functions to helicity amplitudes can be easily performed by contraction with polarization vectors. The inversion
of this basis change is nontrivial and has been worked out in Ref. [20]. In particular, it is necessary to first resolve the
redundancy in the BTT set, at least for the simplified kinematics of fixed-s, -t , or -u dispersion relations. This turns out
to be possible provided that one makes use of sum rules for the HLbL scalar functions for fixed-s/-t/-u kinematics [20].
These sum rules are related to the ones for the special case of forward scattering, derived in Ref. [668].
In Ref. [20], a first evaluation of the S-wave low-energy contribution has been performed. The input for the doubly-
virtual γ ∗γ ∗ → ππ partial waves h0,00 and h0,++ was constructed as follows: Although the general tensor decomposition
for γ ∗γ ∗ → ππ involves five structures [477,491,674], only two of them get contributions from S-waves. One therefore
has to solve a simplified 2 × 2 system, where the dispersion relation is written in the basis of scalar functions that are98



















ree of kinematic singularities and the elastic unitarity relation is diagonal in the basis of helicity amplitudes. The solution
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2, s), λ(a, b, c) = a
2













s the Omnès function, and δ0 denotes the elastic S-wave ππ-scattering phase shift (isospin indices are suppressed).∆J,λ1λ2
enotes the inhomogeneity due to the left-hand cut (given by the singularities in the t- and u-channel γ ∗π → γ ∗π ).
n Ref. [20], the left-hand cut has been approximated by a pion pole. In this case, ∆J,λ1λ2 is the partial-wave-projected
orn term, multiplied by VFFs describing the dependence on the photon virtualities. The ππ phase shift is an input
in the dispersion relation. In Ref. [20], a simple phase-shift representation based on a modified inverse-amplitude
method [675] was used, which at low energies agrees well with the full phenomenological phase shift from Roy-equation
analyses [257,258,676] and accurately reproduces the parameters of the f0(500) resonance, but cuts off the f0(980)
resonance that would require a coupled-channel treatment together with two-kaon intermediate states.
Properly subtracting the contribution of two Born terms on both sides of the unitarity relation to avoid double-counting
with the pion box, the S-wave low-energy contribution with a pion-pole left-hand cut is given by [20,496]
aππ,π-pole LHCµ,J=0 = −8(1) × 10
−11 . (4.47)
The isospin-0 component thereof can be understood as a dispersive description of the f0(500) contribution in terms of
two-pion intermediate states.
4.5.3. Pion rescattering, D- and higher waves
The partial-wave framework developed in Ref. [20] is in principle valid for arbitrary partial waves. This has been tested
by expanding the Born term for γ ∗γ ∗ → π+π− into partial waves and resumming the contribution to aµ up to J = 20. A
nice convergence pattern to the full pion-box contribution is observed, providing a strong cross-check of the partial-wave
framework.
The complication of a generalization to D- and higher partial waves then mainly lies in the construction of the
appropriate input for the γ ∗γ ∗ → ππ helicity partial waves. In the case of on-shell photons γ γ → ππ , there is enough
data available [558,559,561,671–673] to enable a partial-wave analysis [678]. However, the continuation in the photon
virtualities requires the solution of dispersion relations for γ ∗γ ∗ → ππ . The on-shell case has already been studied in
detail in Refs. [679–681]. The generalization to the singly-virtual case γ ∗γ → ππ has first been studied for S-waves in
Ref. [681]. In Ref. [669], this work was extended to a coupled-channel treatment (with KK̄ ) of the S-waves as well as
a single-channel treatment for D-waves. For the S-wave isoscalar amplitude the coupled-channel Omnès function was
used from a dispersive summation scheme [682–684] that is based on the N/D ansatz [685]. The set of coupled-channel
integral equations was solved with the input from the left-hand cuts, which were present in a model-independent form
as an expansion in a suitably constructed conformal mapping variable. These coefficients were determined from fitting to
Roy analyses for ππ → ππ [256,257], ππ → KK̄ (for I = 0) [686,687], and existing experimental data for these channels.
The solution of the unsubtracted dispersion relation with the left-hand cut given by the pion (kaon) pole allowed one to
cover the region of the scalar f0(980) resonance, which has a dynamical {ππ, KK̄ } origin. In order to reproduce the f2(1270)
esonance in the on-shell D-wave data, higher left-hand cuts beyond the pion pole are required [679]. In Ref. [669] they
ave been approximated with light vector-pole contributions, i.e., ω and ρ exchanges. To describe the real-photon data,
he radiative decay coupling ω/ρ → πγ (in the SU(3) limit) was fixed at the f2(1270) resonance position from the
γ → π0π0 cross section. Using the phenomenological couplings extracted from the radiative widths [259] does not
xactly reproduce the on-shell γ γ → ππ cross sections, pointing to a small correction from even heavier intermediate
tates in the left-hand cut and potentially inelastic effects in the ππ D-wave [670]. The photon virtuality dependence
n the vertex was included by the corresponding electromagnetic TFFs. For the ω the dispersive analysis from Ref. [589]
as used (see also Ref. [617]), while for the sub-dominant ρ contribution the VMD model was adopted. As a result, the
irst dispersive prediction of the cross sections for the finite spacelike q2 including the f0(980) and f2(1270) regions was
btained [669].
For aµ the doubly-virtual γ ∗γ ∗ → ππ process is needed, where compared to the singly-virtual case γ γ ∗ → ππ theumber of helicity amplitudes increases from three to five and there is an additional complication related to the behavior
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compared to the Born results (dotted curves).







2 a narrow-width resonance of mass MV produces
a singularity that moves from the unphysical sheet through the left-hand branch cut onto the physical sheet, a situation
similar to anomalous thresholds in triangle diagrams [670]. For virtualities below the anomalous point, preliminary plots
of the γ ∗γ ∗ → ππ cross sections were shown in Ref. [652].40 In [670], the full doubly-virtual D-wave system was
derived from the Roy–Steiner equations [477] and subsequently solved using the modified Muskhelishvili–Omnès method
introduced in Ref. [679]. In particular, the solution of the complication of spacelike anomalous thresholds was given in
terms of a path deformation, which enabled the calculation of all γ ∗γ ∗ → ππ D-waves for arbitrary virtualities. In
Ref. [677], the singly-virtual analysis of Ref. [669] based on partial-wave dispersion relations was extended to the doubly-
virtual case γ ∗γ ∗ → ππ where an alternative strategy for the treatment of the anomalous thresholds was shown. Below
we provide a comparison of the two independent dispersive analyses Refs. [669,677] and [20,670]. The inclusion of these
results into the dispersion relation for HLbL and the numerical evaluation of the contribution of ππ D-waves to aµ is the
focus of ongoing work.
In Figs. 63–65, we compare the results for the γ (∗)γ (∗) → ππ cross sections (for different virtualities) defined by
dσTT
dΩ
(γ ∗γ ∗ → π+π−) =
α2 σπ (s)







40 The preliminary curves shown in Ref. [652] suffered from a numerical instability in the calculation of one of the five dispersive integrals, which
led to an overestimation of σ in the f (1270) region by a factor ∼2.4, leaving the predictions for σ and σ mainly unchanged [677].LL 2 TT TL
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2
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DDV19 [677] compared to the Born results (dotted curves).101
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Fig. 67. Helicity amplitudes for γ γ ∗ → ππ in the isospin I = 0 channel including S- and D-waves from DV18 [669] and HS19 [670], integrated
over the scattering angle z = cos θ , in comparison to the Born results (dotted curves). The photon virtuality is Q 2 = 0.5GeV2 .102
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here for the neutral pions one has to include an additional factor of 1/2 and λ is the Källén triangle function. The
uantities σTT , σTL, σLT , and σLL enter the cross section for the process e+e− → e+e+ππ given in Refs. [668,688]. The latter
ets the convention for the flux factor, while for the longitudinal polarization vectors the convention from Ref. [677] is
dopted. In Figs. 66–68, we show the helicity amplitudes for γ (∗)γ (∗) → ππ for the isospin I = 0 channel, where the
0(500), f0(980) and f2(1270) resonances occur. We display the sum of S- and D-waves including unitarization, integrated
ver the full scattering angle. The Born terms are shown for comparison. In Figs. 63–68 the theoretical curves from the
ispersive analyses of Refs. [669,677] and [20,670] are shown, with some additional adjustments as explained below.
verall, we observe relatively good agreement between the two analyses. The deviations can be attributed to a different
reatment of the vector-meson couplings [669,670], the external input for the form factors, as well as the inclusion
f the coupled-channel S-wave in Refs. [669,677], which is responsible for the f0(980) peak. The curves in Ref. [670]
sed pure VMD form factors with MV = 0.77GeV. For the curves shown in Figs. 64 and 65, the ω TFF was adjusted to
eproduce the form-factor slope determined in the dispersive analysis [617]. The differences in the Born terms between
he analyses Refs. [669,677] and [670] reflect a slightly different mass in the VMD form factor. For more details on the
ispersive predictions for the off-shell processes, we refer to Refs. [669,670,677]. The solution of the technical difficulties
n the dispersion relations for γ ∗γ ∗ → ππ [670,677] is independent of the form-factor input. The evaluation of the
ontribution to aµ will rely on a refined analysis with dispersive input for the form factors, which can be validated by
ingly-virtual measurements. The BESIII collaboration is currently analyzing both π+π− and π0π0 production in single-tag
easurements in the 0.2GeV2 ≲ Q 2 ≲ 2GeV2 range [689].
4.5.4. Comparison with earlier work
The available dispersive evaluations of two-pion contributions can be compared to ingredients of more model-
dependent evaluations of the HLbL contribution. However, such a direct comparison is of very limited significance: in
principle, one should only compare pole residues and discontinuities to avoid the model-dependent notion of off-shell
hadronic intermediate states. In addition, even residues suffer from a basis dependence due to the presence of HLbL sum
rules, as will be discussed in Section 4.6. This makes the separation into contributions from different intermediate states
only unique for those contributions that fulfill the sum rules exactly.
The pion-box contribution Eq. (4.43) can be contrasted with the pion-loop contribution, which had been rather
controversial in the past. Estimates of pion and kaon loops were given as
aπ,K -loopµ = −4.5(8.1) × 10
−11 [501] , −19(13) × 10−11 [488] , 0(10) × 10−11 [18] , (4.49)
here the charged-pion loop dominates and the kaon-loop contribution is responsible for approximately 5% of the above
stimates. The estimate of Ref. [488] was later refined to
aπ-loopµ = −20(5) × 10
−11 [506] , (4.50)
hich includes the effect of pion polarizabilities.
The low-energy ππ S-wave contribution Eq. (4.47) might be compared to a model-dependent scalar-exchange
ontribution:
ascalarµ = −6.8(2.0) × 10
−11 [488] . (4.51)
ccording to Ref. [690], this contribution in the ENJL model [488] can be interpreted to be related to a large part to the
road f0(500) resonance and therefore to ππ-rescattering effects. The model estimate of Ref. [27] for scalar contributions
ascalarsµ [a0, f0, f
′
0] = −6.0(1.2) × 10
−11 [27] (4.52)
ncludes the f0(500) as well as the narrow scalars f0(980) and a0(980). The f0(500) scalar is responsible for ∼ 50%–85% of
q. (4.52). In the narrow-width model of Ref. [28], the contribution of the broad f0(500) was estimated to lie in the range





−11 [28] . (4.53)
The scalar contributions beyond the f0(500) region have been estimated in Refs. [25,28], see Section 4.6.2. Finally, the
π D-wave contribution could also be compared to a narrow-width approximation for the f2(1270) tensor meson (which
as a width of 186.7+2.2
−2.5 MeV [259]). Existing estimates [25,26] are based on propagator expressions for narrow tensor
esonances. The required input for the resonance TFFs is constrained by using HLbL forward-scattering sum rules and new
ata by the Belle collaboration [103], see Section 4.6.2.103
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The dispersive formalism for the HLbL tensor of Refs. [477,478] allowed for the first time a model-independent
definition of the contribution of one- and two-particle intermediate states. The clean definition of separate contributions
allows one to significantly reduce uncertainties, as in the case of the pion box. To complete this program, one has to make
sure that the summation of the hadronic intermediate states at low energies leads to a description that reproduces or at
least can be matched to the asymptotic behavior demanded by QCD, see Section 4.7.
The dispersive framework for HLbL relates the pion-box contribution to the pion VFF in the spacelike region. With
the solution for the pion VFF from an extended Omnès solution [4,245,246], the pion-box contribution is determined
as [20,496]
aπ-boxµ = −15.9(2) × 10
−11 . (4.54)
Since the relation to the pion VFF is exact, the only uncertainty comes from the dispersive determination of the pion VFF
itself, which is negligible in the present context.
Two-pion contributions beyond the pion box are due to ππ-rescattering effects in the direct channel as well as heavier
left-hand cuts in the crossed channel γ ∗π → γ ∗π . So far, the S-wave low-energy rescattering contribution has been
calculated, in an approximation that only takes the pion pole as a left-hand cut into account and cuts off the f0(980)
resonance (and higher scalars) [20,496]:
aππ,π-pole LHCµ,J=0 = −8(1) × 10
−11 . (4.55)
At the moment, no estimate of the impact of heavier states in the left-hand cut on the S-wave contribution is available, but
it is assumed to be moderate [20]. We abstain from guessing its value and assume this contribution to be covered by the
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ncertainty estimates assigned to heavier states and the asymptotic contribution. For the contribution of D- and higher
artial waves, these heavier left-hand cuts need to be taken into account, but a model-independent dispersive evaluation
f the contribution to aµ is not yet available. Therefore, we consider all two-pion contributions beyond Eqs. (4.54) and
4.55) to be covered by the discussion in Section 4.6.
.6. Contribution of higher hadronic intermediate states
The framework for two-pion intermediate states discussed in Section 4.5 can in principle be generalized directly to
ther two-particle intermediate states, such as KK̄ , πη, ηη. Probably, a generalization to intermediate states of three and
ore particles cannot be done with the same level of rigor, necessitating further approximations. A systematic numerical
nalysis of intermediate states beyond two pions within the framework defined in Section 4.2 is not yet available. In this
ection, we discuss possible generalizations and existing estimates that could be combined with the dispersive framework,
nd we provide some observations on the suppression of higher intermediate states.
.6.1. Kaon box, two-kaon, πη, and ηη intermediate states
When considering two-meson intermediate states beyond two pions, we can be guided by the strength of the measured
γ → MM cross sections in comparison with the γ γ → ππ cross section to get an idea of the most important channels
ontributing to aµ, although the weighting by kernel functions in the integrals for aµ might change the naive picture. In
he region around 1GeV, corresponding to the scalar resonances f0(980) and a0(980), the largest measured cross sections
ome from the π+π− channel (around 120nb), followed by the π0η channel (around 40nb). In the region of the tensor
esonances f2(1270) and a2(1320), the two-photon cross sections for the π+π−, π0η, and K+K− channels amount to
round 300, 45, and 40nb, respectively. Other two-meson channels, such as K 0K̄ 0 or ηη have much smaller cross sections
n the same energy range. For the contributions to aµ we can therefore expect, beyond the ππ channels, the π0η channel
o be the next important channel, followed by K+K−.
The exact same formalism of two-particle intermediate states discussed in Section 4.5 for two pions can in principle be
pplied directly to the case of two kaons. Selecting in the light-by-light unitarity relation the two-kaon intermediate state
eads to a relation between the light-by-light two-kaon discontinuity and the sub-process γ ∗γ ∗ → KK̄ (in the charge
asis, the two kaons are either K+K− or K 0K̄ 0). Selecting in the crossed-channel unitarity relation for γ ∗K → γ ∗K the
ne-kaon intermediate state defines the double-spectral contribution of the kaon box. In complete analogy to the pion
ox, the kaon box can be written as a one-loop sQED Feynman integral, multiplied by kaon VFFs for the off-shell photons.



























dy IKi (x, y) , (4.56)
where IKi is given by analogous expressions as for the pion case, Eq. (4.42).
In the case of the pion VFF, a dispersive parameterization that is fit to e+e− data [4,20] turns out to be rather close to






aπ-box,VMDµ = −16.4 × 10
−11 , (4.58)
eviating only by 3% from the pion-box result Eq. (4.43) with a dispersive VFF. Assuming that also in the case of the kaon
VMD parameterization of the VFF


















orks reasonably well, we find the VMD estimate
aK
+-box,VMD
µ = −0.50 × 10
−11 . (4.60)




µ = −0.48(2)(4) × 10
−11 [29] . (4.61)
he first error is due to the variation of the model parameters. The second error is a numerical uncertainty due to the
mployed nine-dimensional Monte Carlo integration. It can be eliminated by using the master formula and the Feynman
arameterization Eq. (4.56) from [20,477] together with the kaon VFF input from [29]. This leads to
aK
+-box,DSE
= −0.46(2) × 10−11 , (4.62)µ
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here the error is only due to the variation of the model parameters and does not include possible further intrinsic model
ncertainties. These estimates could be improved by implementing a model-independent dispersive analysis of the kaon
ector form factor [691].
In principle, there is also the contribution of the neutral kaon box. However, a VMD representation [692] of the neutral




















eads to a completely negligible contribution of
aK
0-box,VMD
µ = −1.2 × 10
−15 . (4.64)
A coupled-channel solution for the helicity partial waves for γ ∗γ ∗ → ππ and γ ∗γ ∗ → KK̄ would allow one to calculate
the kaon-rescattering contribution using the same partial-wave formalism as for the pion-rescattering contribution. Such
an analysis could be used to extend the calculation of the low-energy S-wave ππ contribution [20,496] to higher energies
and include the f0(980) resonance, which strongly couples to both two-pion and two-kaon states.
Turning to the second most important two-meson channel γ ∗γ ∗ → πη, a description of the a0(980) resonance requires
a coupled-channel treatment of the {πη, KK̄ } system. It was found that the inclusion of KK̄ intermediate states appears to
be necessary in order to describe γ γ → πη data [693–695]. In a recent dispersive analysis [695] the left-hand cuts coming
from the t- and u - channel vector-meson exchanges were tested against the data in the crossed process, the η → π0γ γ
decay. The a2(1320) resonance was taken into account explicitly within the assumption that it is predominantly produced
by the helicity-2 state (similar to the f2(1270)). Together with the proposed dispersive method for the a0(980) this yields
a parameter-free description of the γ γ → π0η cross section [695], which is in reasonable agreement with the data
from the Belle collaboration [562]. An extension to the singly- and doubly-virtual processes of γ ∗γ ∗ → πη is also under
development [696], and can be tested with future data from BESIII [554].
4.6.2. Estimates of higher scalar and tensor resonances
The unitarity relation involves a sum over all possible asymptotic intermediate states. In practice, for the HLbL
tensor, we are not able to perform this complete sum: higher multi-particle intermediate states lead to more and
more complicated topologies for the hadronic four-point function. Hence the goal of the dispersive approach is to
determine the contribution of the lightest intermediate states as precisely as possible. The contribution of hadronic
states in the energy regime around 1 . . . 2GeV must be estimated using additional approximations. This should be done
in a way that is compatible with the dispersive framework explained in Section 4.2, in particular a double-counting
of contributions calculated dispersively must be avoided. For the contribution of even heavier states, the matching to
asymptotic constraints has to be considered, see Section 4.7.
Some basic relations of the partial-wave framework of Ref. [20] are valid beyond two-particle intermediate states.
E.g., fixed-s/-t/-u dispersion relations for the scalar basis functions of the light-by-light tensor can be written without yet
referring to the unitarity relation. The basis change to light-by-light helicity amplitudes is generic as well. The expansion
into helicity partial waves can be generalized to arbitrary intermediate states by including also odd partial waves. The
contribution of multi-particle intermediate states beyond two pions is expected to be suppressed by phase space and the
higher thresholds. The expectation is that these contributions are negligible unless the light-by-light helicity partial wave
is resonantly enhanced.
The contribution of resonant partial waves is tractable if the resonance is narrow. In the narrow-width approximation,
the spectral function of the partial wave becomes a δ function and the dispersive integral collapses to a resonance-pole
contribution. In analogy to the pole contribution of the light pseudoscalars, the contribution of resonance poles can then
be expressed in terms of (on-shell) TFFs FRγ ∗γ ∗ (q21, q
2
2).
Such narrow-resonance calculations may provide an estimate for the size of higher resonance contributions, and
consequently the resulting uncertainty on aµ. As an example, recent estimates for the narrow scalars with masses ≳ 1GeV
yield values in the range







−11 [28] . (4.65)
The numbers from Ref. [25] give the contribution of the scalars f0(980), a0(980), and f0(1370), whereas the numbers from
Ref. [28] in addition include the narrow scalars a0(1450) and f0(1500). The numbers in Eq. (4.65) exclude the broad f0(500)
resonance, which we discussed in Section 4.5.
A first estimate of the contributions of the tensor mesons f2(1270), f2(1565), a2(1320), and a2(1700) to aµ in the narrow-
resonance approximation was performed in Ref. [25]. The dominant helicity-2 TFFs of the tensor mesons were constrained
from forward light-by-light sum rules. This estimate was updated in Ref. [26] in light of new data on the f2(1270) TFFs
from the Belle collaboration, by allowing the production of tensor states in helicity-0, -1, and -2 states. The resulting
contribution to aµ was found to be
atensors = 0.9(1) × 10−11 [26] . (4.66)µ
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The narrow-width approximation can be tested in the case of the resonances f0(980) and f2(1270) by comparing with a
ispersive determination in terms of two-pion and two-kaon intermediate states [697]. In such a comparison, the residue
f the resonance pole should be extracted for the same set of scalar functions that is used in the dispersive determination
f the two-pion/-kaon contribution. Unfortunately, the contribution of resonance poles depends on the choice of the tensor
asis. In Ref. [20] it was shown that aµ is not affected by a basis change provided that the HLbL tensor fulfills a set of
sum rules for general fixed-s/-t/-u kinematics, which generalize the sum rules for forward scattering [668]. Since a single
resonance does not saturate the light-by-light sum rules, its contribution to aµ is basis dependent. Only the contribution
of a tower of resonances that saturates the sum rules will be basis independent. This complication will have to be taken
into account in a comparison with the existing narrow-width estimates [25,26].
The present estimates of scalars and tensors could be confronted with future evaluations of two-pion/-kaon contribu-
tions including the effects of the resonances f0(980) and f2(1270) in S- and D-waves, see Section 4.5.4.
4.6.3. Axial-vector-meson contributions
A potentially important contribution to aµ beyond the two-meson channel input comes from axial-vector mesons. Al-
though the production of an axial-vector meson by two real photons is forbidden by the Landau–Yang theorem [573,574],
an axial-vector meson can be produced when one or both photons are virtual, and thus must be taken into account in the
HLbL contribution to aµ. Early estimates in the ENJL [488] and HLS models [499,500] found contributions to aµ in the range
(2 − 3) × 10−11. In Ref. [18], OPE constraints on the light-by-light tensor were derived, see Section 4.7, and a model was
constructed where the saturation of the asymptotic constraints was achieved by dropping the momentum dependence of
the singly-virtual TFFs, thereby introducing substantial model dependence at low energies. The axial-vector contributions
in this model due to a1(1260), f1(1285), and f1(1420) were ten times larger than the previous estimates. Such a value
corresponds to about 20% of the total HLbL contribution.
A general discussion of the Aγ ∗γ ∗ vertex leads to three independent Lorentz structures and form factors that are
subject to symmetry constraints, so that the Landau–Yang result is satisfied. The axial contribution was reevaluated in
Refs. [25,27], which incorrectly claimed that the calculation of Ref. [18] was in contradiction with the Landau–Yang
theorem.41 The L3 collaboration measured the two-photon fusion to f1(1285) and f1(1420) at LEP using the decays to
π+π−η [93] and K 0S K
±π∓ [94]. The Q 2 dependence of one linear combination of TFFs was studied assuming the squared
transverse momentum of the reconstructed final state to be equivalent to Q 2. In Ref. [25], this empirical information was
used to model the TFFs of the f1(1285) and f1(1420), leading to a contribution to aµ of
aaxialsµ [f1, f
′
1] = 6.4(2.0) × 10
−11 [25] . (4.67)
Ref. [27] has also estimated the a1(1260) contribution (responsible for 25% of the estimated axial contribution) and
imposed short-distance constraints with the result
aaxialsµ [a1, f1, f
′
1] = 7.6(2.7) × 10
−11 [27] . (4.68)
Both results are around 3 times smaller than the estimate of Ref. [18]. Recently, a new calculation of the axial-vector
contribution was performed using resonance chiral theory [30], obtaining





−11 [30] . (4.69)
The even smaller value obtained in this model is explained by the fact that resonance chiral theory at the considered
order only contributes to antisymmetric form factors, while in Refs. [25,94] only the symmetric part of one form factor
was retained and parameterized by a dipole form. At low energies the antisymmetric part of the form factors only gives
a suppressed contribution to aµ, leading to the substantially smaller value of Eq. (4.69). In resonance chiral theory, the
symmetric form factor of Refs. [25,94] appears at higher chiral/large-Nc order [30]. The uncertainty estimate in Eq. (4.69)
is dominated by the poorly known asymptotic behavior of the form factors, and also covers uncertainties due to the
neglected symmetric form factor.
In Refs. [700,701], the contribution of a tower of axial-vector resonances was considered within holographic-QCD
models in order to satisfy short-distance constraints. The contribution of the lightest axial multiplet was given in Ref. [700]
as
aaxialsµ [a1, f1, f
′
1] = 17.4(4.0) × 10
−11 [700] . (4.70)
However, this result is entangled with the contribution that ensures the fulfillment of short-distance constraints discussed
in Section 4.7, in particular its longitudinal component is part of ∆aLSDCµ in Eq. (4.83). Hence, we do not include this
result in our estimate of the lowest axial-vector contribution. In Ref. [700], 58% of the contribution of the whole tower
of axial-vector resonances are due to the longitudinal component. The difficulty in the bookkeeping between axial-vector
contributions and short-distance constraints is related to the necessary matching procedure. This entanglement will be
reflected in a linear combination of the uncertainties, see the detailed discussion in Section 4.9.
41 A closer inspection in fact shows that the model of Ref. [18] respects the Landau–Yang theorem [698,699], as recently confirmed in Ref. [30].107
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4.6.4. Conclusion
At present, contributions beyond the pion box and the low-energy S-wave ππ-rescattering discussed in Section 4.5 are
not calculated in a model-independent dispersive framework. The most important contributions of heavier states concern
scalars beyond the low-energy region (the f0(500) is covered by the S-wave ππ-rescattering contribution), axial vectors,
and tensor mesons. These contributions have been estimated mainly within a narrow-width approximation and based on
Lagrangian formulations for the contribution to HLbL, which may differ from dispersively defined residues depending on
the choice of basis, as discussed in Section 4.6.2. The narrow-width approximation relates the contribution to aµ to TFFs
for the resonances. Experimental information on these TFFs is available only for singly-off-shell kinematics and in the
case of axials and tensors only for a subset of the independent TFFs. Current estimates therefore model the full off-shell
dependence of the TFFs as a factorizing monopole or dipole.
The impact of the mentioned approximations and model dependences is difficult to quantify. However, at least in the
case of scalar and tensor resonances in the two-pion channel, the situation is expected to improve with future extensions
of the dispersive framework. At present, the existing published estimates Eqs. (4.65)–(4.69) suggest
ascalars+tensorsµ = −1(3) × 10
−11 ,
aaxialsµ = 6(6) × 10
−11 . (4.71)
The central value for scalars and tensors is given by adding up the average of Eq. (4.65) with Eq. (4.66), the central value
for the axials is given by an unweighted average of Eq. (4.67) (increased by 33% to account for the contribution of the
a1), Eq. (4.68), and Eq. (4.69). The errors are chosen to cover the range of these model estimates but do not include
unquantified uncertainties due to approximations and model dependences. In order to take them into account, one might
inflate the uncertainties from the existing estimates by an arbitrary amount, e.g., by a factor of 2 as in Ref. [27], but the
situation remains unsatisfactory and calls for a dedicated effort to obtain a model-independent determination of these
contributions.
4.7. Asymptotic region and short-distance constraints
The asymptotic regime is not expected to give a large contribution to HLbL but it plays an important role in the estimate
of the error. The main object underlying HLbL is the Green function of four vector currents defined in Eq. (4.7). HLbL itself
is then given by Eq. (4.12). The previous sections discuss in detail how intermediate states of increasing mass contribute.
For higher virtualities q2i , more and more intermediate states can contribute and these become progressively more difficult
to estimate using a dispersive approach. Here one needs to start using QCD directly as much as possible.
The approach with summing over intermediate states as exchange of resonances cannot reproduce all QCD constraints
unless an infinite number of states is included. The reason is that the resonance couplings to off-shell photons satisfy QCD
constraints, usually called Brodsky–Lepage (BL) constraints [601,651], and that these require the full four-point Green
function to have too strong a falloff at high virtualities for a finite number of tree level exchanges. This was shown in
Ref. [702] for a three-point function, but a similar argument applies here.
SDCs are used in several different ways in HLbL. First are the constraints from the operator product expansion (OPE)
and BL arguments on the form factors involved in coupling hadrons to photons. These are useful in obtaining the high-
virtuality contributions from the individual intermediate states as discussed in earlier sections. Second, we have SDCs on
the full four-point function with all four legs highly virtual. These can be used to see if a particular set of intermediate
states is sufficient. This regime is less relevant for HLbL since we require one of the legs at zero momentum. Third is the
regime where one of the q2i , say q
2
3, is much smaller than the other two, implying from momentum conservations that
q21 ∼ q
2
2 (for q4 = 0). The SDC for this case has been derived in Ref. [18]. Finally, there are contributions from the regime
where all three virtualities are large, here the main contribution is the quark loop and possible higher-order corrections
as derived in Ref. [23]. A further important observation is how fast short-distance contributions are expected to fall with
a lower cutoff Qmin. For sizable q2i quark masses play a minor role. The scale of contributions must then be a function
of m2µ/q
2




i and all others
Ti ∼ m2µ/q
2
i . With no other scale involved we thus expect contributions to fall as 1/Q
2
min.
4.7.1. Derivation of the short-distance constraints
The derivation of HLbL SDCs is based on the OPE for configurations in which some of the virtualities become large.
Since always q24 = 0, this leaves two distinct kinematic configurations that are relevant for HLbL scattering: either all










2. In the first case,
when we take the standard first term in the OPE with all Wick contractions the free propagator (i.e., the free quark loop),
the limit q1 + q2 + q3 → 0 can be taken. The next term involving mq⟨q̄q⟩ however does not allow this limit [23]. An
alternative OPE where the q4 is treated as a background external field is needed here. The first two nonzero orders have
been worked out in Ref. [23]. The leading term is indeed analytically the same as the quark loop. The quark loop is thus
the first contribution in a systematic expansion. The next term is suppressed by two powers of the large scale and is




= eqFαβXq the external field induced condensate. Xq has been determined for the light
quarks in lattice QCD [703]. The numerical contribution of the next term is negligible since mq and Xq are numerically
small [23]. The numerical results for the quark loop are discussed below in Section 4.7.3 and in Ref. [23].
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2, were studied in detail in Ref. [18]. A key role is played by the
VVA correlator, based on the observation that the OPE of the two vector currents corresponding to q1 and q2 produces an
xial current42
Πµν(q1, q2) = i
∫















with currents defined as
jµ(x) = ψ̄(x)Qγ µψ(x) , jµ5 (x) = ψ̄(x)Q
2γ µγ5ψ(x) , ψ = (u, d, s)T , (4.73)




/3, q̂ = (q1 − q2)/2, and ϵ0123 = +1. Following similar work in the context of the
electroweak contribution to (g − 2)µ [35,704], the analysis of Ref. [18] is then based on nonrenormalization theorems for
the remaining VVA correlator Wµνρ(q1, q2) [705,706]. The HLbL tensor becomes












































2, (q1 + q2)





2, (q1 + q2)
2)t−µνρ − w̃−T (q21, q22, (q1 + q2)2)t̃−µνρ] , (4.76)
n terms of longitudinal and transverse structure functions wL, w±T , w̃
−





xial anomaly provides the constraint
wL(q21, q
2





nd the full set of transverse nonrenormalization theorems reads [706]
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hile the nonrenormalization theorem for Eq. (4.77) applies to both perturbative and nonperturbative corrections, see
ef. [705], the relations Eq. (4.78) do receive nonperturbative corrections. The singlet part receives both perturbative and
onperturbative corrections. All constraints are derived in the chiral limit.
Similarly, SDCs can be derived for the hadronic quantities that define the contribution from individual intermediate
tates, see Section 4.4.1 for the pseudoscalar poles and SDCs on the corresponding TFFs. In particular couplings to two
ff-shell photons with large and nearly equal virtualities can use the same expansion as in Eq. (4.72) to obtain constraints.
or π0 exchange including this is standard. For two-pion intermediate states, the matrix element of an axial current with
wo pions vanishes, implying that the amplitude has to drop as 1/q̂2 in the asymptotic limit [506]. Similar constraints can
e derived for all intermediate one-particle exchanges on the two off-shell photon couplings using the matrix elements
f the particle and the axial current in Eq. (4.72).
.7.2. Hadronic approaches to satisfy short-distance constraints































42 This expansion assumes q + q ̸= 0, otherwise there are additional terms.1 2
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his section will be mainly concerned with this part. The constraint Eq. (4.79) should be compared with the contribution





















nd similarly for η, η′. The low-energy theorem




nd the asymptotic behavior
Fπ0γ ∗γ ∗ (q̂








ogether with the corresponding relations for η, η′, ensure that, formally, in the chiral limit and for q23 → 0 the sum of
he pseudoscalar poles indeed saturates Eq. (4.79).
However, as pointed out in Ref. [18], this SDC still applies for |q23| > Λ
2







ulfilled. Since the TFFs drop with 1/q23, Fπ0γ ∗γ ∗ (q
2, 0) ∼ −12C3Fπ/q2 asymptotically, the pseudoscalar poles no longer
aturate the SDC in this regime. As a remedy, it was suggested in Ref. [18] to neglect the momentum dependence of the
ingly-virtual TFF altogether, leading to an increase by 13.5 × 10−11 for the π0 and 5 × 10−11 each for η, η′ (using the
MD+V model from Ref. [473] for the π0 and VMD for η, η′) for a total increase of about 23.5× 10−11. Further arguments
or this procedure were recently given in Ref. [707].
In Ref. [18] it was also argued that the effect of replacing the full singly-virtual TFF by its normalization could be
nterpreted as the result of summing an infinite tower of excited pseudoscalar poles, similarly to the Regge model for
he pion TFF itself [708,709]. Another alternative is the use of holographic models that automatically incorporate an
nfinite tower of resonances as recently discussed in Refs. [700,701]. Two facts make implementing the constraint difficult,
q. (4.79) is exact in the chiral limit as the first term in the expansion in q23/q̂
2 and the decay constants fP for the massive
seudoscalars must vanish in the chiral limit.
In the holographic approach [700,701] models are employed that consist of an infinite tower of vector and axial-vector
esonances but not of the pseudoscalars. The SDCs are satisfied in the longitudinal sector as well due to axial-vector
xchanges. The parameters in the models are chosen such that as much as possible of low-energy phenomenology is
eproduced while keeping the SDCs satisfied. The SDC can only be satisfied when the infinite tower of axial vectors is
ncluded, they are violated for any finite number as expected from the arguments of Ref. [702]. For the longitudinal part
ef. [700] (including ground-state axial vectors) quotes
∆aLSDCµ = (17(HW2) or 23(HW1))× 10
−11 . (4.83)
oth HW1 and HW2 fit low-energy phenomenology, but HW1 has additional freedom to fit the SDC, while HW2 does so
nly partially. Ref. [701] instead obtains
∆aLSDCµ = 14 × 10
−11(both Set 1 and Set 2) . (4.84)
et 1 and Set 2 refer to different sets of input parameters, Set 1 has the ρ mass at its physical value, but satisfies the SDC
nly qualitatively, while Set 2 enforces the correct SDC at the expense of a ρ mass which is then too large. In both papers
ffects of quark masses are only taken into account in the pseudoscalar-pole contribution.
Finally, the longitudinal SDCs can also be saturated explicitly by a large-Nc-inspired Regge model for the corresponding
calar functions [24,572], albeit away from the chiral limit. Using phenomenological input for excited pion and η states as












Model (3.8)syst × 10
−11
= 12.6(4.1) × 10−11 , (4.85)
here the first error propagates the uncertainty from the input model parameters and the second estimates the systematic
ncertainty due to the modeling of the TFFs. This is much smaller than obtained when neglecting the momentum
ependence of the second form factor of 23.5 × 10−11 [18].43 The estimated model dependence is further reduced in






× 10−11 = 13(6) × 10−11 , (4.86)
43 Note that Ref. [24] found that with modern input for the TFFs the result with the prescription from Ref. [18] increases to 38 × 10−11 , mainly
ecause TFFs including the BL short-distance behavior increase the result over the VMD form factors used for η, η′ in Ref. [18]. Taking the singly-virtual
FF pointlike as in Ref. [18] implies neglecting 2π and 3π cuts in the dispersive point of view of Ref. [24].110



















Fig. 69. ∆aLSDCµ as a function of a cut Qmin ≤ Qi in the (g − 2)µ integral. The quark loop diverges for Qmin → 0 (and mq = 0) and is included for its
symptotic behavior, the other curves illustrate the implementations of the longitudinal SDCs discussed in the main text: MV [18,707], CCDGI [701]
two parameter sets), HW2 [700] (two variants of the HW2 model), and excited pseudoscalars [24,572].
here the second contribution, evaluated from the pQCD quark loop with mq = 0, implements the asymptotic region and
he first is dominated by the lowest pseudoscalar excitations. The latter contribution can be interpreted as an estimate for
he mixed regions in the (g − 2)µ integral and carries large uncertainties due to limited phenomenological information
n the two-photon couplings of these states. In fact, in the chiral limit the pseudoscalar excitations would decouple,
ut η(1475) [94,714] and η(1760) [713] have been seen in γ γ collision, with two-photon couplings in line with the
xpectation from the Regge models constrained by the HLbL SDCs [24,572]. The matching scale in Eq. (4.86) is chosen
t Qmatch = Qmin = 1.7(5) GeV (with Qmin as defined in Section 4.7.3), and the contribution from the ground-state
seudoscalar states is taken into account in the matching.
The different implementations discussed above are illustrated in Fig. 69 as a function of a cutoff Qmin in the (g − 2)µ
integral. Asymptotically, all curves approach the pQCD quark loop (except for HW2, which fits the SDC only partially).
The figure shows that given all the caveats in the comparison, the Qmin-dependence of the various implementations in
erms of a summation of axial-vector and pseudoscalar resonances agree reasonably well, while the significant numerical
ifference to the MV model originates predominantly from the low-energy region.
Work on the transversal constraints related to wT also exists. In Ref. [18] it was suggested to saturate these SDCs
with axial-vector contributions, but the proposed model is not matched to the two-photon couplings [93,94] and again
neglects the momentum dependence of the singly-virtual form factor in the same spirit as done for the longitudinal part.
The holographic model estimates are similar in size but a bit smaller than the longitudinal contributions of Eqs. (4.83) and
(4.84), again including the lowest axial vectors. With the resummation of excited axial-vector states also the transversal
SDCs are satisfied. The role of axial-vector resonances in HLbL is discussed in more detail in Section 4.6.3 concentrating
on the lowest multiplet.
4.7.3. Quark loop
The pQCD quark loop is the first term in an OPE expansion with the soft photon treated via a background external
field [23]. In addition, it does, in the chiral limit, reproduce both the longitudinal OPE constraint Eq. (4.79) and the
transversal constraints [24,505]. Accordingly, it is instructive to study its numerical contribution when various cuts on
the integration momenta are imposed.
The numerical result for the pQCD quark loop with a cut on each Qi ≥ Qmin is shown in Fig. 70, both in the chiral limit
and for a constituent quark mass mq = 0.3GeV. We further separate the total contribution into the partial ones from Π̄1–2




2 the longitudinal SDCs are expressed in terms
f Π̄1–2 and the transversal ones in terms of the others. The figure shows that the numerical result for the quark loop is
ominated by the ‘‘longitudinal’’ scalar functions. The difference between solid (mq = 0) and dashed (mq = 0.3GeV) lines
ndicates the potential impact of chiral corrections.
Fig. 71 extends the integration region by including configurations in which two momenta are above Qmin, but the third




2. Since the result diverges in the chiral limit, we dampen the
dditional integration regions by Q 2/(Q 2 +Λ2) whenever Q < Qmin, so that for Λ → ∞ Fig. 70 is recovered. Again, the
esult is dominated by the ‘‘longitudinal’’ functions, while the sensitivity to Λ gives some indication as for the impact of
the mixed regions to the HLbL integral, and should be matched onto hadronic realizations of the SDCs as described in
Section 4.7.2. In fact, for scales Qmin ∼ Λ ∼ 1.4GeV, which reproduce Eq. (4.86) for the longitudinal SDCs, one would
TSDC −11expect a transversal component ∆aµ ∼ 4 × 10 [24,572].
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Fig. 70. Contribution of the pQCD quark loop to aµ for Qi ≥ Qmin . Solid lines for vanishing quark masses, dashed lines for mq = 0.3GeV. The total
contribution from Π̄1–12 is shown in black, together with the partial ones from Π̄1–2 (red) and Π̄3–12 (blue).





2) below Qmin (plus crossed), see main text, for
anishing quark mass (left) and mq = 0.3GeV (right). Color coding as in Fig. 70, which is reproduced in the limit Λ → ∞. The limit Λ → 0 does
ot exist for mq = 0. Left diagram reprinted from Ref. [572].
.7.4. Estimate of the high-energy contribution to HLbL
The final goal is to obtain an error of about 10% on hadronic HLbL. As mentioned above, we do not expect the pure
hort-distance contribution to be a large one, but it does become important in the error estimates. We face here two
uestions: how much of the short-distance region has already been included in the other parts and how well does the
uark loop describe this contribution?
First, let us consider the case for all Qi ≥ Qmin. For Qmin = 2GeV, the quark loop should be a good approximation, we
lso see in Fig. 70 that taking massless quarks or a constituent quark mass does not make much of a difference. Lowering
min to 1GeV increases the uncertainty on the quark-loop dominance but again we notice that the difference with and
ithout a constituent quark mass is about 3×10−11, giving an indication of the sensitivity to low-energy effects. The main
uestion at the moment is how much of this is already included via the dispersive contributions and the other resonance
xchanges. The expectation is that most will be included and we estimate the missing parts as 5(5) × 10−11.
The more difficult part is the case where two Qi are large and the third is small. The effects are estimated in Fig. 71 by
the difference between the full lines and the various dashed lines. Alternatively, one may consider the implementation
of the SDCs in terms of hadronic states as discussed in Section 4.7.2. We expect a pointlike TFF at the second vertex as in
Ref. [18] to be an overestimate due to the modifications that this model implies in the low-energy region. In Ref. [505]
it was determined that a large part of the enhancement is from regions other than where the SDC is valid, which agrees
with the conclusion from Refs. [24,572] that the main contribution beyond the asymptotic pQCD part is dominated by
the lowest pseudoscalar excitations in the Regge sum. From the curves in Fig. 71 it is also clear that a total contribution
−11significantly larger then 20 × 10 seems unlikely.
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Fig. 72. HLbL scattering combined with lepton vacuum polarization. Diagrams where the lepton loop is inserted into the other photon propagators
re not shown.
ource: Reprinted from Ref. [31].
The estimates from the quark-loop and the Regge model with a small enhancement expected from the transversal
ontributions lead us to estimate
∆aSDCµ = 15(10) × 10
−11 . (4.87)
his does not include the axial-vector estimate of Section 4.6.3 nor the short-distance part of the lowest pseudoscalar
xchange as discussed in Section 4.4. The uncertainty is meant to cover the impact of the transversal SDCs as well as the
nterplay with states whose masses lie in the matching region between 1–2GeV. In particular, this needs to be taken into
ccount when combining the uncertainty in Eq. (4.87) with the ones quoted for these states in Section 4.6. In contrast,
ouble counting with the ground-state pseudoscalar poles is not an issue, since their (small) contribution has been taken
nto account in the matching leading to Eq. (4.86), they are also not included in the holographic estimates we quoted
n Eqs. (4.83) and (4.84). A more complete estimate beyond Eq. (4.87) will require a detailed study of the interplay and
atching between different contributions, in particular for the transversal SDCs and axial-vector resonances as well as
he matching to the quark loop.
For completeness, we also comment on the contribution from the charm quark. Assuming that this contribution
s fully perturbative, with mass mc = 1.27(2) GeV [259], the quark loop evaluates to ac-loopµ = 3.1(1) × 10
−11. In
nalogy to the light quarks, one would expect the most important nonperturbative effect to be related to the pole
ontribution from the lowest-lying cc̄ resonance, the ηc(1S) with mass mηc (1S) = 2.9839(5) GeV and two-photon width
(ηc(1S) → γ γ ) = 5.0(4) keV [259]. Using a VMD-type form factor with scale set by the J/ψ (as suggested by a significant
ranching fraction B(J/ψ → ηc(1S)γ ) = 1.7(4)% [259]), this leads to the estimate a
ηc (1S)
µ = 0.8×10−11 [24] (this estimate
grees with the Dyson–Schwinger-equation result aηc (1S)µ = 0.9(1)× 10−11 from Refs. [643,715]). Given the relatively low
cale set by mc one may also expect αs corrections in a similar ballpark. To avoid a potential double counting issue, we do
ot add the ηc to the quark loop, but consider its contribution as an indication for the uncertainty from nonperturbative
ffects. Altogether, we estimate
ac-quarkµ = 3(1) × 10
−11 , (4.88)
hile the b-quark contribution is already suppressed to the level of 10−13.
.8. Hadronic light-by-light scattering at NLO
In Ref. [8] the contribution of HVP at O(α4) to the muon g − 2 was calculated as aHVP, NNLOµ = 12.4(1) × 10
−11. This
esult is only suppressed by a factor 1/8 compared to the absolute value of the HVP at NLO. This raises the question
hether other contributions at order O(α4), i.e., HLbL combined with lepton VP (HLbL at NLO), see Fig. 72, could become
elevant in case of a large prefactor in combination with the expected enhancement factor log(mµ/me). If HLbL at NLO
ere 1/8 of the result for HLbL as estimated in Eq. (4.92) in the next section, it would be almost of the same size as the
inal precision goal of the Fermilab muon g − 2 experiment.
In Ref. [31] the size of HLbL at NLO was estimated by evaluating the presumably numerically dominating pion-pole
ontribution with the additional inclusion of the VP of an electron loop. To allow for a quick numerical evaluation of the
oop integrals, a simple VMD model for the pion TFF was used, which yields a result for HLbL close to the dispersive
pproach. One thus obtains the estimate
aπ
0-pole, NLO
µ = 1.5 × 10
−11 , (4.89)
correction of about 2.6% to the pion-pole contribution to HLbL with VMD. In fact, from renormalization-group







≈ 2.5% , (4.90)π 3 me
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n remarkable agreement with the explicit calculation. In this estimate, the factor 3 originates from the fact that each of
he photon propagators can be renormalized, and the prefactor of the logarithm can be derived from the expression of
he VP in the limit mℓ → 0.
Other contributions of order O(α4) were estimated in Ref. [31] to be of the order of 1/4 of the logarithmically-enhanced
iagrams with electron VP, based on the corresponding results for radiative corrections to LbL in QED where HLbL itself
s replaced by a muon loop, arguing that the muon mass is close to a typical hadronic scale. The factor of 4 enhancement
or the diagrams with electron VP is close to the RG estimate (2/3) log(mµ/me) ∼ 3.6. Also radiative corrections to the
LbL blob itself should be negligible, at least for the dominant pseudoscalar-pole contribution, where electrically neutral
articles are exchanged.
In this way, the conservative estimate aHLbL, NLOµ = 2.3(1.1) × 10
−11 is obtained, using the updated value for the total
LbL from Eq. (4.92), which should be compared to the total 116(39)×10−11 used in Ref. [31], and the suppression factor
rom Eq. (4.90). Accordingly, we find a modest change in the central value, but a noticeable reduction in the uncertainty
hen compared to aHLbL, NLOµ = 2.9(1.7) × 10
−11 from Ref. [31] (rounded therein to 3(2) × 10−11). The errors propagated
rom the total HLbL estimate, 0.5 × 10−11, as well as the possible effect of nonlogarithmically enhanced contributions,
.6 × 10−11, i.e., a quarter of the central value as observed for QED, have been added linearly to be conservative. In view
f the precision obtained for the total HLbL in Eq. (4.92), we therefore get the following updated value for HLbL at NLO:
aHLbL, NLOµ = 2(1) × 10
−11 . (4.91)
.9. Final result
.9.1. Combining all contributions and estimating missing ones
Analytic approaches to the calculation of the HLbL contribution to the muon (g − 2)µ have a long history, but in very
ecent years have been extended and improved significantly, even though more work is still needed to achieve a complete
nalysis and a satisfactory estimate of uncertainties. The most significant progress, as described in this section, has been
ade in the calculation of the pseudoscalar-pole contributions and in the pion box and related rescattering effects. Both
ave been calculated with reliable uncertainty estimates at the level of 5% or below. Recent work on other contributions
resonances in particular) has also been made but not with the same level of rigor, which is a consequence of the very
ontrivial related difficulties described in detail in the corresponding sections. Finally the issue of matching to the pQCD
ehavior at short distances is being addressed, but final results are not yet available.






aπ-boxµ = −15.9(2) ;
• S-wave ππ rescattering
aππ,π-pole LHCµ,J=0 = −8(1) ;
• kaon box
aK -boxµ = −0.5(1) ;
• scalars and tensors with MR ≳ 1GeV
ascalars+tensorsµ ∼ −1(3) ;
• axial vectors
aaxialsµ ∼ 6(6) ;
• short-distance contribution
∆aSDCµ ∼ 15(10) ;
• charm and other heavy-quark contribution
acµ ∼ 3(1) .
umming all these contributions we obtain a central value of 92 × 10−11. As for the uncertainty, summing all of them
n quadrature gives 13 × 10−11, which is somewhat higher than the goal of the 10% accuracy for this contribution, but
lready significantly lower than previous estimates. A thorough discussion of the uncertainty and whether adding errors
f individual contributions in quadrature is appropriate at the present stage is important and will be provided in the next
ubsection. Note that the three different estimates of the pion pole discussed in Section 4.4, see Eq. (4.37), would lead to
irtually the same final result even once updated to the exact same TFF normalizations.
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omparison of two frequently used compilations for HLbL in units of 10−11 from 2009 and a recent update with our estimate. Legend: PdRV =
rades, de Rafael, Vainshtein (‘‘Glasgow consensus’’); N/JN = Nyffeler / Jegerlehner, Nyffeler; J = Jegerlehner.
Contribution PdRV(09) [475] N/JN(09) [476,596] J(17) [27] Our estimate
π0, η, η′-poles 114(13) 99(16) 95.45(12.40) 93.8(4.0)
π, K -loops/boxes −19(19) −19(13) −20(5) −16.4(2)
S-wave ππ rescattering −7(7) −7(2) −5.98(1.20) −8(1)
subtotal 88(24) 73(21) 69.5(13.4) 69.4(4.1)
scalars − − −
}
− 1(3)
tensors − − 1.1(1)
axial vectors 15(10) 22(5) 7.55(2.71) 6(6)
u, d, s-loops / short-distance − 21(3) 20(4) 15(10)
c-loop 2.3 − 2.3(2) 3(1)
total 105(26) 116(39) 100.4(28.2) 92(19)
4.9.2. Uncertainty estimate
Given the current rather unsatisfactory theoretical status of the calculation of some contributions and what is at stake
a possible discovery of physics beyond the SM), it is worthwhile discussing the uncertainty estimate in some detail and
hether it should be made more conservative. Clearly, the theoretically more difficult estimates concern the following
our contributions: scalars, tensors, axial vectors, and short distance. As explained above, single-resonance-exchange
ontributions beyond the pseudoscalar ones are not unambiguously defined: whenever one calculates a particular
ontribution to HLbL, one has to choose a ‘‘basis’’ (BTT set, to be more precise) for the HLbL Lorentz tensor. The contribution
o the muon g −2 will depend on this choice unless a set of sum rules is satisfied, but as explained above if one considers
single resonance at a time, this is the case only for pseudoscalars. This poses the problem of how to quantify the
ncertainty coming from an ambiguity, which has no unique answer. Progress in addressing this issue will require a
alculation of these single-resonance-exchange contributions that does not suffer from such an ambiguity. A possible
ay to argue is that in the presence of an ambiguity one would expect a specific calculation within a given framework
and basis) to provide the correct order of magnitude, but not more. This suggests to assign roughly a 100% uncertainty
o any contribution affected by this ambiguity, which is indeed the case for the sum of scalars and tensors and for the
xial-vector contribution.
A rather extreme approach would be to combine all errors linearly instead of in quadrature, including those not affected
y this ambiguity, but we do not think that this is justified and would be overly conservative. One should also keep in mind
hat the errors assigned to the short-distance, axial-vector, heavy-scalar, and tensor contributions are not independent,
ee the discussion in Section 4.7, to the extent that currently some of these uncertainties may actually be double counted,
roviding another rationale for not simply adding all uncertainties linearly.
We opted for the following procedure, which we consider more sensible. We first add the errors from the independent
ata-driven, dispersive estimates for the pseudoscalar poles, the pion box, and ππ rescattering in quadrature, yielding
4.1 × 10−11, then we add the errors for the model-dependent estimates for the sum of scalars and tensors, the axial-
ector contribution, and the short-distance contribution linearly, yielding ±19×10−11, and finally we combine these two
rrors and the one from the charm quark loop in quadrature. This leads to our final estimate aHLbLµ = 92(19) × 10
−11.
.9.3. Comparison to the Glasgow consensus and other compilations
The intense activity on the HLbL contribution of the last five years based on the dispersive approach has been reported
n this section and summarized above. It is useful to discuss here in some detail what are the reasons behind the changes
n the numbers compared to the estimates used in 2009, even though on the surface they do not seem to be so large.
e will also comment on a few recent estimates. In Table 15 we have collected the frequently used compilations for
LbL from 2009 by Prades, de Rafael, and Vainshtein (‘‘Glasgow consensus’’, PdRV(09)) [475,717] and Jegerlehner and
yffeler (N/JN(09)) [476,596], and a recent update of the latter that has appeared in the book by Jegerlehner (2nd edition,
(17)) [27]. Our estimate is also shown for comparison.
The main difference of the first three estimates by PdRV [475], N/JN [476,596], and J [27] to our result is that they
re based purely on model calculations, see also Table 13 in Section 4.2 for details of the original works for some of
he individual contributions. Some constraints from theory, e.g., from ChPT at low energies or from short distances in
QCD, and from experiment are taken into account in those models, e.g., on the singly-virtual pseudoscalar TFFs. But
his model dependence makes it very difficult to estimate the uncertainty in a reliable way. On the other hand, our
stimates for the numerically dominant contributions from the light pseudoscalar poles π0, η, η′ and for a substantial part
f the two-pion intermediate state in HLbL (pion-box and S-wave ππ rescattering) are now based on model-independent
ispersion relations or Canterbury approximants and the error estimates are largely driven by the precision of the input
ata. To emphasize this significant progress we have evaluated the sum of these contributions and compared the different115








































valuations for the corresponding subtotal in the line labeled as ‘‘subtotal’’ in Table 15.44 While the central values are all
uite close to each other (the largest discrepancy is with the Glasgow consensus, which, however, includes a large part
f the short-distance contribution in the pseudoscalar poles) and all compatible within errors, the largest improvement
s in the uncertainty, which has been reduced by a factor 6 to 3.
The lower part of the table contains the remaining contributions, which still suffer from significant uncertainties,
urther separated into the contribution from light quarks as well as the c-loop. For these a comparison among different
valuations is more difficult, because model dependence is still affecting all contributions (with the exception of the
hort-distance contribution evaluated here). It is in this second part of the table that future progress will have to happen.
We have described above how we obtained our final error estimate. Just for comparison, in PdRV [475] all errors have
een added in quadrature, in N/JN [476,596] all errors have been added linearly, and in J [27] the errors have been added
n quadrature and then multiplied by a factor 2 to account for possible model uncertainties so far unaccounted for.
We also briefly comment on the numbers in the recent review by Danilkin, Redmer, and Vanderhaeghen [652]. The
ain difference is their estimate of the pseudoscalar-pole contribution, 84(4) × 10−11, lower than our value by about
.5σ , which is incompatible with what we know about this contribution as explained in Section 4.4. The smaller value
or the PS-poles is compensated by the quark-loop contribution, 20(4) × 10−11, which is a bit larger than our estimate
f the short-distance contribution, leading to a central value, 87(13) × 10−11, very close to ours. The errors in Ref. [652]
re added linearly, but in particular the uncertainties for the axial-vectors and the short-distance contribution are much
maller than ours, which is the main reason for their rather small total uncertainty.
The comparison discussed here clearly shows that there has been significant progress since the time of the Glasgow
onsensus. The development of a more systematic approach to the calculation of the HLbL contribution has led to improved
stimates of several of the underlying contributions. The shifts in the central values are relatively moderate, never larger
han two sigmas with respect to older estimates, but the overall shift is quite significant and in the negative direction,
hus increasing the discrepancy with the measured value. Even more important than the shift in the central value is our
bility to make better uncertainty estimates. In some cases these have been drastically reduced with respect to the time of
he Glasgow consensus, but in some others a better theoretical understanding of the formalism has led to a more cautious
ttitude. The upshot is that even taking a conservative approach we could bring the total uncertainty down to about 20%
f the central value and the prospects for an even further reduction in the coming years, towards the 10% goal, are very
ood as will be sketched in the next subsection.
.9.4. Final estimate and outlook
Our final estimates for HLbL from Table 15 and HLbL at NLO [31] from Eq. (4.91) read as follows:
aHLbLµ = (69.3(4.1) + 20(19) + 3(1)) × 10
−11
= 92(19) × 10−11 , (4.92)
aHLbL, NLOµ = 2(1) × 10
−11 , (4.93)
here we want to stress again that now the numerically dominant contributions from the single-pseudoscalar poles
nd large parts of the two-pion contribution rely on a data-driven dispersive approach and are under good control, as
hown in the first line. The errors for the model-dependent estimates for the sum of scalars and tensors, the axial-vector
ontribution, and the short-distance contribution have been added linearly. Finally, the errors have been combined in
uadrature to obtain the second line in Eq. (4.92). The total error is about 20% and is completely dominated by the
odel estimates of a numerically subdominant part of the total. The final number in Eq. (4.92) is thus mainly based on
efs. [19,21,22] for the pseudoscalar poles, Ref. [20] for 2π intermediate states, and Refs. [18,23,24] for OPE constraints
nd the charm loop. In addition, Refs. [25–30] entered the estimates of heavy intermediate states. We recommend that
hese papers be cited as well when using Eq. (4.92), because they are important to determine the ranges, but as an
bsolute minimum those that directly affect the central values and short-distance behavior. The main experimental input
hat enters the phenomenological determination of HLbL scattering, besides e+e− → hadrons cross sections, is from
efs. [90–109].
What needs to be done to improve the estimate for HLbL and what is the final uncertainty that one can expect to
chieve? The most urgent next steps are the following:
1. complete the calculation of the η and η′ contributions with a dispersive approach. We do not expect significant
shifts neither in the central value nor in the error, but it will be very important to confirm our current estimates
for these two contributions with a second and theoretically better founded method;
2. carry out a calculation of single-resonance contributions that is unambiguous (basis independent) and that satisfies
all phenomenological constraints on the resonance properties;
44 To make a meaningful comparison, since the largest contribution among the scalars is due to the σ/f0(500), which is treated as a ππ rescattering
effect here, we have considered the contribution of the scalars of earlier evaluations in the line labeled ‘‘S-wave ππ rescattering’’. This is indeed
justified for the scalar contribution −6.8(2.0)×10−11 in the ENJL model from Ref. [488], as confirmed in Ref. [690]. The σ/f0(500) is also responsible
or 50–80% of the value −6.0(1.2) × 10−11 from Ref. [27], depending on the mixing.116







Fig. 73. HLbL contribution to the muon g − 2. The shaded blob represents all possible intermediate hadronic states.
Source: Reprinted from Ref. [112].
Fig. 74. Diagrams contributing to HLbL scattering at order O(α3). Quark connected (left) and leading disconnected (right) diagrams are shown.
Source: Reprinted from Ref. [113].
3. understand how this can be implemented for the axial vectors and how these contributions can be matched to the
short-distance constraints in the transverse channel;
4. further study the matching between the short-distance constraints and the dispersive representation in the
longitudinal channel analytically and numerically, and in particular understand the role of axial-vector resonances
and their possible interplay with the pseudoscalar ones in this matching.
At the present status of our knowledge none of the steps above seem to be unfeasible. Unless there are surprises, we
expect that the final uncertainties of the four contributions listed above will be slightly or even significantly reduced.
With this, it will be possible to achieve the goal of a final and conservatively evaluated 10% uncertainty on the HLbL
contribution to the muon (g − 2)µ.
5. Lattice approaches to HLbL
N. Asmussen, T. Blum, A. Gérardin, M. Hayakawa, R.J. Hudspith, T. Izubuchi, L. Jin, C. Lehner, H.B. Meyer, A. Nyffeler
5.1. Introduction
The HLbL scattering contribution to the anomalous magnetic moment of the muon is depicted in Fig. 73, where the
external soft and on-shell photon interacts through a hadronic blob with three off-shell photons that then couple to the
muon. In this section, we discuss lattice QCD approaches to calculating this contribution, which allow for a first-principles
calculation with systematically improvable uncertainty.
In a perturbative framework for QED, the HLbL scattering contribution to the muon g − 2 in a lattice QCD calculation
rises at order α3 from the diagrams shown in Figs. 74 and 75. They are classified as connected or disconnected depending
n whether the quark lines are (dis-)connected. Though they are not shown explicitly, it is understood that for a given
iagram quark–gluon interactions to all orders are included. In a lattice QCD calculation, these additional diagrams are
enerated by statistical sampling from a gauge-configuration ensemble. The diagrams in Fig. 74 dominate the HLbL
ontribution. Because at least one loop has a single photon attached, each of the sub-leading disconnected diagrams
hown in Fig. 75 vanish in the SU(3) flavor limit since Qu + Qd + Qs = 0, and each are quark-mass and color suppressed.
The total aHLbLµ comes from summing the contributions from the diagrams shown in Figs. 74 and 75 and permutations
generated by attaching the three photons to the muon line in six possible ways.117















Fig. 75. Sub-leading disconnected diagrams contributing to HLbL at order O(α3).
Source: Reprinted from Ref. [113].
5.2. HLbL on the lattice
The HLbL contribution to the muon g − 2 has been calculated from first principles using the lattice regularization by
RBC and later by the Mainz group. The first successful such calculation treated QED nonperturbatively [110]. Subsequent
calculations that treat QED perturbatively [112,113,718,719] have proven more efficient. Furthermore, the calculations
are now performed in coordinate space by both groups, which is most natural on the lattice, and a moment method is
applied to calculate F2(q2 = 0) directly, which avoids the extrapolation from finite to vanishing q2. The QED parts of the
amplitudes have been computed in finite [110,112,113] and infinite volume [114,115,720]. The former exhibits large 1/L2
corrections from infinite volume [112], where L is the linear size of the lattice, due to the massless photons while the
latter exhibits the usual exponentially suppressed errors in QCD due to its mass gap. Nonzero lattice spacing errors are
also large [112,113] though they can be significantly controlled using clever subtractions that vanish in the continuum
and infinite-volume limit [113,116].
Generally in lattice gauge theory physical observables are computed from Euclidean time correlation functions on a
hypercubic lattice with spacing a and four-volume VT = L3T . Physical results are obtained from extrapolations to the
ontinuum (a → 0) and infinite-volume (L, T → ∞) limits.
The anomalous magnetic moment is computed from the correlation of muon fields and the quark electromagnetic
urrent (see Fig. 73),
C(t) = ⟨ψ†µ(t
′, p′)jν(q, t)ψµ(0, p)⟩ , jν(q, t) =
∑
f
Qf q̄f γνqf (q, t) , (5.1)
here q = p′ −p is the momentum transferred to the muon by the external photon. In the limit of large time separations,
′
≫ t ≫ 0, the ground state of the muon dominates the correlation function, and it is proportional to the matrix element
f the electromagnetic current between on-shell muon states.
lim
t ′≫t≫0








here the form factors F1 and F2 depend on q2. The form factors evaluated in the static limit, q2 = 0, contain all
nformation on the muon’s intrinsic couplings to the photon. In particular, it is a straightforward exercise to show
2(0) = (g − 2)/2.
The form of Eq. (5.2) is dictated by the Ward identity (or charge conservation). In Refs. [111,112], a nontrivial ‘‘moment’’
ethod for computing the correlation function at precisely q2 = 0 is given, which is a crucial ingredient in both the
inite-volume and infinite-volume QED approaches. This method is explained in detail below.
The total aHLbLµ comes from summing the contributions from diagrams shown in Fig. 74 and Fig. 75 and permutations
enerated by attaching the three photons to the muon line in six possible ways. In practice the correlation functions
orresponding to these diagrams are computed in coordinate space, and the integrals (sums) over the positions of
he internal vertices conserve momentum flowing from the external vertex to the muon. Exact sums are prohibitively
xpensive, so they are done stochastically. The RBC group chooses random point pairs (x, y) to emphasize the important118





































egion |x − y| ≲ 1 fm since the contribution is exponentially suppressed by the QCD mass gap whenever any pair of
ertices becomes separated by a long distance [112]. Using x and y as point source locations to compute quark propagators,
he remaining two vertices are summed exactly.
In the aforementioned moment method, the momentum projection of the external vertex becomes a coordinate-space
oment. This adds a complication. Since translational invariance is used to take the moment with respect to (x + y)/2,
t can no longer be used to ensure the Ward identity, i.e., that the photon attaches at all possible points on the loop.
o overcome this, the external photon is explicitly attached in all possible ways, requiring extra (sequential) propagator
alculations. The benefits of the moment method far outweigh the extra cost [112]. If one were to perform this moment
ethod with respect to (x + y + z)/3, the use of sequential propagators could be avoided [112].
The finite-volume QED method is currently only being pursued by RBC, while the infinite-volume QED method is used
y both Mainz and RBC. Since the two groups do not use the same notation, we first present the different approaches
eparately, using RBC’s notation for the finite-volume QED method and Mainz’s notation for the infinite-volume QED
ethod. In Section 5.3 we then perform a dedicated comparison study between both groups for QCD ensembles with
imilar quark masses and volumes. Section 5.4 describes results computed directly with physical masses.
.2.1. The HLbL calculation using finite-volume QED (RBC)
The RBC group has performed calculations in finite-volume QED [110,112,113]. Due to gauge invariance, nonzero charge
annot exist in a finite volume with periodic boundaries. This obstacle can be overcome by omitting all photons with zero
patial momentum [436]. This finite-volume version of QED is known as QEDL, and QED is recovered in the infinite-volume
imit.
The photons and muons are implemented on a hypercubic lattice of size L with spacing a. For the muons, the group
ses domain wall fermions (DWF) with the size of the extra fifth dimension, Ls, set to infinity. DWF define a discrete
ersion of the Dirac operator that has exact chiral symmetry at nonzero lattice spacing. Due to chiral symmetry, the
eading discretization error for DWF is O(a2). For the QCD part of the amplitude a similar lattice Dirac operator is used,
ut with finite Ls, in which case a small explicit breaking of chiral symmetry results in an additive shift of the quark
asses. The photon propagators are evaluated in the Feynman gauge using the noncompact formalism.
As a check on the method, including systematic errors, the calculation was first performed in the case of pure QEDL.
n Fig. 76, the LbL scattering contribution in pure QEDL is shown for several volumes and lattice spacings [112]. A simple
nsatz is used to extrapolate to the infinite-volume and continuum limits,














From Fig. 76 one sees the extrapolated value agrees with the well-known analytic result [721]. However, the size of the
iscretization and finite-volume errors is large. The typical lattice scale of QCD simulations is a−1 ∼ 1–2GeV or higher, so
corresponding curves compared to those shown in Fig. 76 would lie closer to the continuum limit. The typical lattice size
for QCD simulations is 5–6 fm, which corresponds to 1/(mµL)2 ≈ 0.1. Thus large finite-volume effects for the hadronic
ontributions computed in QEDL are expected.
.2.2. The HLbL calculation using infinite-volume QED (Mainz and RBC)
The Mainz group has pioneered the infinite-volume QED method and we follow the Mainz approach unless otherwise
oted. RBC has also contributed to the development of this method and is actively using it as well, as explained in the
ollowing section. The infinite-volume QED method provides an explicit formula for F2(q2) at q2 = 0 that is manifestly
orentz covariant. The formula separates the task into a QED part and a QCD part. For the QED part a semi-analytical kernel
unction has been derived using infinite-volume, continuum perturbative QED. This avoids 1/L2 finite-volume errors that
ould arise in a finite box due to propagating massless photons. The Mainz group has pre-computed and stored the kernel
unction for multiple use. The QCD part is an integral over a four-point position-space correlation function that can be
omputed using lattice QCD.
emi-analytical calculation of QED kernel and master formula. The derivation in the Mainz approach starts from the




Tr{[γρ, γτ ](−i/p + mµ)Γρτ (p, p)(−i/p + mµ)} , (5.4)
ith the vertex function Γ defined as






2(q1 + q2 − k)2
1
(p′ − q1)2 + m2µ
1
(p′ − q1 − q2)2 + m2µ
×
(
γµ(i/p′ − i/q1 − mµ)γν(i/p
′
− i/q1 − i/q2 − mµ)γλ
) ∂
∂kρ
Πµνλσ (q1, q2, k − q1 − q2) ,














Fig. 76. QEDL LbL scattering contribution to the muon anomaly. Curves are evaluated from a fit using Eq. (5.3) at fixed lattice spacing. The uppermost
curve is the continuum limit and the cross is the value evaluated in perturbative QED [721].
Source: Reprinted from Ref. [32].












omentum-space Eqs. (5.4) and (5.5) already show the trace over the gamma structure and the propagators that will
e contained in the QED kernel function, and the QCD correlation function Πµνλσ .
Parameterizing the on-shell muon momentum with an arbitrary four-dimensional direction ϵ̂,
p = imµϵ̂ (p2 = −m2µ) , (5.6)
nd performing the Fourier transformation of Eqs. (5.4) and (5.5) into position space yields an expression involving a








L[ρ,σ ];µνλ(ϵ̂, x, y) i Π̂ρ;µνλσ (x, y) , (5.7)
with
iΠ̂ρ;µνλσ (x, y) =
∫
d4z (−zρ)Π̃µνσλ(x, y, z),
Π̃µνσλ(x, y, z) =
⟨
jµ(x) jν(y) jσ (z) jλ(0)
⟩
, (5.8)
i.e., iΠ̂ is a spatial moment of the QCD correlation function Π̃ . This expression is valid for any ϵ̂. The average over ϵ̂,




dΩϵ L[ρ,σ ];µνλ(ϵ̂, x, y) ≡
⟨




removes the dependence on the direction, and leads to the master formula,
















L̄[ρ,σ ];µνλ(x, y)i Π̂ρ;µνλσ (x, y)
=
∫
d|y|f (|y|) . (5.10)
he kernel is defined as




αβδ(x, y) , (5.11)A=I,II,III
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Fig. 77. Mainz definition of the coordinates x, y, z, 0 in HLbL in the (g −2)µ . The muon and the photon propagators are contained in the QED kernel
unction L̄. The blob denotes the QCD correlation function iΠ̂ to be evaluated on the lattice.












nd the tensors are given by






β )Vδ(x, y) ,






















, V , and T are parameterized by the six weight functions ḡ(1,2,3) and l̄(1,2,3),
S(x, y) = ḡ(0)
(
|x|, x̂ · ŷ, |y|
)
,
Vδ(x, y) = xδ ḡ(1)
(




|x|, x̂ · ŷ, |y|
)
,































|x|, x̂ · ŷ, |y|
)
. (5.14)
hese functions depend on the three variables |x|, |y|, and cosβ = x̂ · ŷ, where x̂ = x/|x| and ŷ = y/|y|.
If all weight functions are known, it is very cheap to compute the kernel. Therefore the Mainz group has stored pre-
omputed representations of the six weight functions. Ref. [720] shows the corresponding plots. These representations
llow one to compute the kernel during the lattice computation on the fly.
Note that the points x, y, z, and the origin 0 used in the Mainz approach differ from the corresponding coordinates as
efined in the RBC method. Fig. 77 shows a graphical representation of the Mainz definitions. See Refs. [114] and [723] for
ore details of the derivation and an explicit formula for the weight function ḡ(2). The Mainz group uses O(4) rotational
nvariance to choose points along a diagonal of the lattice [719].
Note that the QED kernel is not unique. RBC introduced a subtracted kernel that leaves the integral unchanged,
ut changes the integrand, in particular it smoothens its short-distance behavior, i.e., when the vertices approach each
ther [115]. Only in this way was it possible to reproduce the known result for a lepton loop in QED. The Mainz group
as seen this behavior as well in both the continuum and in infinite volume, when studying the case of the pion-pole
ontribution to HLbL with a vector-meson dominance (VMD) model and for a lepton loop in QED [116]. In both of these
est cases, the integrand f (|y|) for aHLbLµ from Eq. (5.10) as function of |y|, after integrating over |x| and cosβ , rises steeply
t small |y| and has a long negative tail at large |y|. The first behavior poses a challenge for use in lattice computations
ue to the finite lattice spacing, while the second property of the integrand demands a large lattice volume in physical
nits to cover the tail.
The derivation of the subtracted QED kernels starts from the following observation: in the continuum and in infinite
olume one can write the conserved current jµ(x) as a total derivative,




, (5.15)µ ν µ ν
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jµ(x) = 0 . (5.16)
he correlation function inherits this property,∫
x
iΠ̂ (x, y) =
∫
y
iΠ̂ (x, y) = 0 . (5.17)
One can define subtracted kernels L(1,2,3), such that for all kernels L(i) (omitting the Lorentz indices),
L(0)(x, y) = L̄(x, y) , (standard kernel)







L(2)(x, y) = L̄(x, y) − L̄(0, y) − L̄(x, 0) ,
L(3)(x, y) = L̄(x, y) − L̄(0, y) − L̄(x, x) + L̄(0, x) , (5.18)









[ρ,σ ];µνλ(x, y) iΠ̂ρ;µνλσ (x, y) . (5.19)
The standard kernel obeys
L(0)(0, 0) = 0 . (5.20)
he subtracted kernels have the following additional properties:
L(1)(x, x) = 0 ,
L(2)(0, y) = L(2)(x, 0) = 0 ,
L(3)(x, x) = L(3)(0, y) = 0 . (5.21)
The quark-connected part of the four-point function iΠ̂ involves three different contractions. Computing all three of
them and applying Eq. (5.10) amounts to what we call ‘‘method 1’’. In a lattice implementation of this method, for N
evaluations of the y integrand, 1 + N propagators and 6(1 + N) sequential propagators are needed. If we define
Π
(1)
µνσλ(x, y, z) ≡ −2ReTr{S(0, x)γµS(x, y)γνS(y, z)γσ S(z, 0)γλ} , (5.22)
where the S(x, y) are quark propagators, which represents one of the Wick contractions of the quark-connected part
Π̃ cµνσλ(x, y, z), we can write (for any given background gauge field)
Π̃ cµνσλ(x, y, z) = Π
(1)
µνσλ(x, y, z) +Π
(1)
νµσλ(y, x, z) +Π
(1)
νσµλ(y, z, x) . (5.23)
Note that ∂xµΠ̃
c
µνσλ(x, y, z) = 0 for all x. The computation can be arranged in a different way, such that only the contraction
Π (1) is computed and the others are implemented by permuting the way that the photons are attached to the vertices of

















A diagrammatic representation of the contractions for methods 1 and 2 is shown in Fig. 78. While method 2 requires
he calculation of far fewer propagators, its integrand receives contributions from the exchange of resonances odd under
harge conjugation, which cancel out upon fully integrating over x, y, and z.
The freedom one has in choosing the QED kernel without affecting aHLbLµ allows for the suppression of certain
iscretization effects via subtractions; see Eq. (5.18). However, control over the finite-size effects turns out to be
hallenging as these subtractions tend to make the integrand broader. Therefore the Mainz group is currently investigating
he benefit of a new class of kernels [116]
L(2,λ̄)ρσ ;µνλ = L
(0)


















L(0)ρσ ;µαλ(x, 0) , (5.25)
hich reduces to L(2) for λ̄ = 0, and L(0) for λ̄ = ∞. Such a kernel has the property of vanishing whenever x or y does,
(0)ut does not qualitatively alter the long-distance behavior of the original kernel L for positive values of λ.
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Fig. 78. Contractions needed to compute g − 2. Upper row: The three connected Wick contractions needed in method 1. Bottom row: In method 2
the different contraction types are implemented in the QED part of the diagram.
Source: Reprinted from Ref. [116].
Table 16
Lepton-loop contribution in QED. Comparison of the exact result [725,726] and the Mainz approach. The
first uncertainty stems from the three-dimensional integration, the second from the extrapolation to
small |y|.
ml/mµ aLbLµ × 10
11 (exact) aLbLµ × 10
11 Precision Deviation
1/2 1229.07 1257.5 (6.2)(2.4) 0.5% 2.3%
1 464.97 470.6 (2.3)(2.1) 0.7% 1.2%
2 150.31 150.4 (0.7)(1.7) 1.2% 0.06%
Numerical tests of the QED kernel. This section provides numerical studies, with the aim of verifying the correctness
of the Mainz approach and learning about its numerical properties. The literature provides results for the pion-pole
contribution to HLbL with the VMD model and for the lepton-loop contribution to LbL scattering in QED. The Mainz
group has implemented the correlation function iΠ̂ for both contributions in position space.
Assuming a VMD model transition form factor (TFF),45

















llows one to derive the pion-pole correlation function






















Kπ (y − x, y) + ϵµσαρϵνλβγ
∂
∂xγ
Kπ (x, x − y)
}
. (5.27)
The function Kπ is given by




GMπ (u) − GMV (u)
)
GMV (x − u)GMV (y − u) = Kπ (y, x) , (5.28)










ith the modified Bessel function K1. Fig. 79 shows the result of the computation using this iΠ̂ for different pion masses.
he Mainz approach reproduces the known result for the pion-pole contribution at the percent level and therefore
emonstrates that the approach is correct. Note that the integrand gets a longer negative tail for pion masses as they
pproach the physical value.
Similarly, an explicit expression for the lepton-loop correlation function iΠ̂ in terms of Bessel functions and traces of
roducts of gamma matrices can be found in Ref. [720]. Fig. 80 and Table 16 show the corresponding results.
45 See Footnote 25 for our conventions regarding F .π
123















Fig. 79. Numerical study of the pion-pole contribution with the VMD model. Left: integrand for aHLbLµ after the integration over |x| and cosβ . Right:
HLbL
µ integrated in |y| up to the cutoff |y|
max . Solid curves: result of the Mainz approach. Dashed curves: results obtained in momentum space.
ource: Adapted from Ref. [720].
Fig. 80. Integrand of the lepton loop for different loop-particle masses ml .
Source: Reprinted from Ref. [724].
As explained above, the integral does not change with the choice of the QED kernel; however, the integrand does. The
eft panel of Fig. 81 displays the integrands f (|y|) from Eq. (5.10) of the final integration over |y| corresponding to the
ifferent kernels, for the neutral pion-pole contribution for Mπ = 300 MeV with the VMD model. Here method 1 for the
contractions is used. Compared to the standard kernel, L(2) and L(3) have less pronounced peaks at short distances, there
s no negative tail, and they approach zero faster at long distances. We expect these subtracted kernels to have smaller
attice artifacts and therefore to be favorable in lattice computations. For comparison, the middle panel shows the effect of
sing the method 2 for the contractions. As explained above, method 2 is computationally much cheaper than method 1,
ut now the integrand, e.g., for kernel L(2) becomes again more long-ranged. This is even more pronounced in the right
panel, which shows the integrand for the VMD form factor with the physical pion mass, again using kernel L(2).
.2.3. Differences between the RBC and Mainz infinite-volume QED methods and QED loop tests
The idea to compute the QED part analytically in the continuum was first proposed by the Mainz group [111].
ubsequently, the RBC group developed a similar method [115].
The amplitude, or weighting function, to be computed is shown in Fig. 82. The Mainz group employs a fully Lorentz-
ovariant formulation. Using translational and O(4) rotational invariance, the space–time dependence is reduced to three
arametric variables for the points x, y, and z [114]. The RBC group instead uses a setup consistent with their QEDL
imulations where the direction of the muon line is fixed along the time axis, which results in five parameters. In either
ase, the function is computed once and saved, and then used repeatedly for each set of points (x, y, z) to be evaluated124

















Fig. 81. The integrand for the π0-pole contribution using the VMD form factor based on the standard kernel L(0) and the subtracted kernels L(1,2,3)
at Mπ = 300MeV, using method 1 (left panel) and method 2 (middle panel) for the contractions. In the plot in the middle, the L(3) curve is hidden
behind the L(2) curve. The right panel compares the integrands with kernel L(2) for methods 1 and 2 for a pion with physical mass.
Source: Reprinted from Ref. [116].
Fig. 82. The QED weighting function for the HLbL scattering amplitude with the conventions by RBC.
Source: Reprinted from Ref. [115].
or the hadronic amplitude. In practice, the QED weighting functions are computed on a regular grid in parameter space
hat can be interpolated for arbitrary values of (x, y, z).
Both the Mainz and RBC infinite-volume QED method can be tested by replacing the quark loop with a lepton loop,
hile keeping the rest of the lattice calculation the same. In practice this means that the quark propagators are solved
n a unit gauge background instead of a QCD gauge configuration. This therefore is a strong test of the diagrammatic
ampling methods that are used.
The left panel of Fig. 83 shows infinite-volume QED results from the Mainz group. The lepton loop is evaluated on
discrete lattice (mµL = 7.2) using improved Wilson fermions (leading O(a) error). Again, typically a−1 ∼ 1–2GeV for
attice QCD simulations, which corresponds to amµ ∼ 0.1–0.05 in the figure. Even though the QED weighting function is
computed entirely in the continuum and infinite volume, the residual lattice spacing [O(a2)] error is significant. Results
for local and point-split (conserved) currents are shown, the former having much larger discretization effects—even the
wrong sign for the entire range of the simulations. We come back to this below. The finite-volume errors are barely
detectable, a consequence of the large volume used (mµL = 7.2). Typical sizes for QCD simulations satisfy mµL ≈ 4.
The left panel of Fig. 84 shows infinite-volume QED results from the RBC group [115]. The lepton loop is again evaluated
on a discrete lattice for various spacings and sizes, and only local currents. Similarly to the Mainz results, residual lattice
spacing (O(a2)) effects are large. We also see large finite-volume corrections since here sizes start at mµL = 3.2.
In Ref. [115] an improved weighting function is constructed by subtracting the same weighting function, but evaluated
for one point coincident with another. Using the notation in Ref. [115] to avoid confusion, the RBC subtracted weighting
function is
G(2)σ ,κ,ρ(y, z, x) = G
(1)
σ ,κ,ρ(y, z, x) − G
(1)
σ ,κ,ρ(z, z, x) − G
(1)
σ ,κ,ρ(y, z, z) . (5.30)
n this case the subtraction term vanishes in the continuum and infinite-volume limits when combined with the QCD part
s a consequence of the Ward identity, or charge conservation for the quark loop [115]. Since the subtraction removes
ontributions where two of the three points are the same, it is expected that lattice spacing errors will be significantly
educed. In the Mainz notation the equivalent subtraction reads
L̄(x, y) − L̄(x − y, 0) − L̄(y, y) . (5.31)
n the right-hand panels of Figs. 83 and 84 results are shown for the subtracted case. One sees the residual lattice spacing
nd finite-volume effects are substantially reduced (comparing RBC results, discretization errors are reduced by a factor of
our, and finite-volume by two [115]). For the Mainz results the local-current values are now closer to the continuum one.
his suggests the subtractions are working as intended, removing large short-distance artifacts that arise when currents
ollide.
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Fig. 83. LbL scattering contribution to the muon anomaly for QED∞ using the Mainz approach [719] (loop mass ml = 2× muon mass mµ) with 4
ocal (ll), or 2 conserved and 2 local currents (cc). The left panel shows results for the original QED weighting function. The right panel is for the
ubtracted case (see text). The lepton loop is evaluated for various lattice spacings, and mµL = 7.2 (dashed lines). Larger volume (14.4) curves (solid
ines) are obtained by shifting the mµL = 7.2 curve by the difference between 7.2 and 14.4 simulations at two lattice spacings (amµ ≈ 0.09 and
0.11). The horizontal lines denote the known analytic result.
Fig. 84. LbL scattering contribution to the muon anomaly for QED∞ using the RBC approach [115] (loop mass ml = muon mass mµ = axis label
m). The left panel shows results for the original QED weighting function. The right panel is for the subtracted case (see text). The lepton loop is
evaluated for various lattice spacings and sizes [mµL = 3.2, 4.8, 6.4, 9.6, bottom to top (left) and top to bottom (right)]. In both panels the results
are fit up to order a6 while assuming that F2(L = ∞) = F2(mµL = 9.6). The horizontal lines denote the known analytic result.
Source: Adapted from Ref. [115].
The known analytic values for loop masses one and two times the muon mass are listed in Table 16. The extrapolated
values agree well with these, but it should be noted that subtraction terms are important for reliable extrapolations.
5.3. Cross-checks between RBC and Mainz
A cross-check of results between the Mainz and RBC groups has been carried out for heavier than physical masses.
Strictly speaking, one should only compare values in the infinite-volume and continuum limits since both groups use
different QED∞ weighting functions and lattice discretizations. Such extrapolations, at a fiducial pion mass, have not
been done by the Mainz group, and only for the connected diagram by the RBC group. However, the parameters of the
calculations are reasonably close and so a comparison is still worthwhile.
Mainz uses the Wilson-clover fermion and Lüscher–Weisz gauge action with tree-level coefficients. The parameters for
the ensembles are a−1 = 2.29 and 3.08GeV, L = 2.7–4.2 fm, and Mπ = 200, 285, and 340 MeV. RBC uses the Domain Wall
fermion and both the Iwasaki and Iwasaki–DSDR gauge actions with a−1 = 1.015, 1.73, and 2.38GeV, L = 2.7–4.7 fm, and
Mπ = 340, 357, and 432 MeV. The Iwasaki–DSDR gauge action includes an additional dislocation-suppressing determinant
ratio (DSDR) compared to the Iwasaki gauge action that reduces lattice artifacts for coarser gauge ensembles.
In Fig. 85 the pion mass dependence is shown for aHLbLµ . In the left panel (Mainz) a weak pion mass dependence is
observed (note the signal for the 200 MeV case disappears beyond |y| = 1.5 fm). In the right panel (RBC), the mass126















Fig. 85. Pion mass dependence of partial sums for the HLbL contribution to the muon anomaly. Mainz (left) and RBC (right). QED∞ with subtraction
is used in both [L(2) (left) and G(2) (right)].
Fig. 86. Lattice spacing dependence of partial sums for the connected HLbL contribution to the muon anomaly. Mainz, Mπ = 340MeV (left) and
BC, Mπ = 340 and 357 MeV (right). QED∞ with subtraction is used in both [L(2) (left) and G(2) (right)].
ependence is clearly resolved as Rmax increases (Rmax is the upper bound on distances between positions x, y, z of three
nternal QED vertices). For the common 340 MeV pion ensembles, the curves plateau to consistent values, around 8×10−10.
owever this good agreement might be coincidental, due to the differing approaches, and could fail in the limits a → 0,
→ ∞.
To further investigate the consistency between the calculations, we show the lattice spacing dependence in Fig. 86.
ainz (left) uses 340 MeV pions, and RBC 340 and 357 MeV pions (the small shift in the pion mass should not have a
arge effect here, cf. Fig. 85). The signal degrades above 2 fm in the left panel, before a sharp conclusion can be drawn.
owever, at shorter distance where the lattice artifacts should be more pronounced, there is no discernible difference. The
ight panel shows no difference within relatively small errors, and from this we conclude that for these lattice spacings
nd pion masses the discretization errors are small, at most.
Finally, we discuss the finite-size effects in the calculations. In Fig. 87 results are shown for fixed pion mass, with
π = 285 and 340 MeV for the Mainz and RBC groups, respectively. In the left panel (Mainz) there is no effect outside
f statistical errors, which grow appreciably at large distance. In the right panel (RBC) there is a significant volume
ependence, which is clear after about 2 fm. In the left panel, the curves diverge at about the same distance, though
ot outside of statistical errors. The ratio of lattice sizes is 4.13/2.75 = 1.5 and 3.55/2.66 = 1.33 for Mainz and RBC,
respectively, but the Mainz pion mass is lighter, so the effects should be roughly the same.
Both the RBC and the Mainz [116] groups have gone further to investigate the finite-volume effects. In Fig. 88 the
results in Fig. 87 have been extrapolated to the continuum limit, and another ensemble with a−1 = 1GeV and L = 4.7 fm
is shown for comparison. Neglecting nonzero a effects, which are expected to be small for QED∞, there is still a potentially
sizable finite-volume effect. Since the finite-volume effects arise at long distance from the pion contribution, the lattice
results are combined with the pion-pole contribution in infinite volume (see Section 5.5). The combination is shown in the
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Fig. 87. Volume dependence of partial sums for the HLbL contribution to the muon anomaly. Mainz, Mπ = 285MeV (left) and RBC, Mπ = 340MeV
(right). QED∞ with subtraction is used in both [L(2) (left) and G(2) (right)].
Fig. 88. Connected HLbL contribution to the muon anomaly (RBC). In the left panel the two Iwasaki ensembles, L = 2.66 and 3.55 fm, have been
extrapolated to the continuum limit, and the Iwasaki–DSDR, 1GeV, L = 4.7 fm ensemble is shown for comparison. The right panel shows the
combination of the Iwasaki–DSDR ensemble with the LMD pion-pole model result for long distance (reverse partial sum).
right panel of Fig. 88. If the switch over from the full lattice result to the pion-pole contribution is done at large enough
distance (but not too large), a plateau should develop that gives the infinite-volume result for the entire contribution.
Such a plateau exists for Rmax between 1.5 and 3 fm. The value is about 13.5× 10−10, which indicates the 1GeV curve in
the left panel is already close to the infinite-volume limit.
From the above we conclude the Mainz and RBC connected HLbL results for heavy pion masses are compatible. It would
be worthwhile to carry out a similar comparison for the disconnected diagram when those results become available. The
results for the connected diagram should also be improved to make a stringent comparison.
5.4. Results for physical pion mass
So far only the RBC group has obtained results at the physical mass point (see Table 17 for a summary of ensembles
and lattice parameters). In Ref. [113] using QEDL, they obtained
aHLbLµ = 5.35(1.35) × 10
−10 (5.32)
or a = 0.114 fm, in finite volume (L ≈ 5.5 fm), using the first ensemble listed in Table 17. To obtain this result only
onnected and leading disconnected diagrams were computed (Fig. 89 displays results for all ensembles). While this
alue is about a factor of two smaller than model and data-driven ones, as observed in the pure QEDL case, there may
e severe power-law finite-volume effects (and somewhat less severe nonzero lattice spacing effects). Further inspection128























attice parameters for RBC ensembles. Möbius domain wall fermions (MDWF) and Iwasaki (I), or Iwasaki–DSDR (ID) gauge fields. The QCD amplitudes
re combined with QEDL and QED∞ weighting functions. For the former, free DWFs and photons are used. The muon mass is always taken at
he physical point [259]. In the ‘‘meas’’ column the entries refer to the number of configurations used for connected and disconnected diagram
easurements, respectively.
fermion gluon Mπ (MeV) size a−1 (GeV) a (fm) L (fm) meas
MDWF I 139 483 1.730 0.114 5.476 65, 124
MDWF I 135 643 2.359 0.0837 5.354 43, 105
MDWF ID 142 243 1.015 0.194 4.656 157, 156
MDWF ID 142 323 1.015 0.194 6.21 70, 69
MDWF ID 142 483 1.015 0.194 9.32 8, 0
MDWF ID 144 323 1.378 0.141 4.51 75, 69
Fig. 89. Partial sums for connected (left) and leading disconnected (right) HLbL contributions to the muon anomaly at the physical mass point (RBC).
‘‘r ’’ denotes the distance between the two sampled vertices on the hadronic loop(s). Most of the contributions come from the region r ≲ 1–2 fm.
Source: Reprinted from Ref. [32].
of Fig. 89 reveals a large cancellation between the leading contributions, rendering the statistical precision on the final
result significantly worse than the connected or disconnected ones alone. Such a cancellation is expected from simple
charge counting arguments together with pion dominance [506,727,728].
The calculation has been repeated [32] on the ensembles listed in Table 17, which include smaller lattice spacing at
the same volume and larger spacing with larger volumes.
The data points are combined using a simple ansatz,


















here ‘‘I’’ and ‘‘D’’ refer to Iwasaki and Iwasaki–DSDR gauge actions, respectively. The extrapolation to the limits L → ∞
nd a → 0 is shown in Fig. 90 and yields [32]
acHLbL = 24.16(2.30)(5.11) × 10−10 ,
adHLbL = −16.45(2.13)(3.99) × 10−10 ,
aHLbLµ = 7.87(3.06)(1.77) × 10
−10 , (5.34)
or the connected, leading disconnected, and total hadronic contribution to the muon anomaly from HLbL scattering. The
irst quoted error is statistical, the second systematic. The latter is estimated by taking the difference of central values
rom Eq. (5.33) and fit forms with various higher-order corrections, including cross terms, i.e., terms that depend on both
and L.
The RBC group has also computed the hadronic contributions within the QED∞ framework. Fig. 91 shows values
omputed on the L = 6.4 fm, a−1 = 1GeV ensemble. In this demonstration the lattice result has been combined with a
odel calculation of the dominant pion-pole piece, which is free of statistical fluctuations, discretization errors, and finite-
olume effects. At long distance the pion pole dominates, while for shorter distances other contributions are important
s well. Therefore one should search for a distance to switch between the two where the statistical and finite-volume
rrors from the full calculation are under control, but is still large enough that the pole term dominates. From Fig. 91 one
ees a range, 1.5 ≤ Rmax ≤ 3.0 fm, where the total contribution remains constant, while the statistical error stays under
ontrol. The value of this plateau is a bit higher, but consistent within errors, to the QEDL result quoted above. While a
ontinuum limit of the QCD part is yet to be taken, because the subtracted weighting function has been used, the residual
attice spacing error is expected to be small. Likewise, the systematic error due to the model is likely to be small (see
ection 5.5), and eventually the model will be replaced by the lattice calculation as is shown in Fig. 92.129











Fig. 90. Continuum and infinite-volume extrapolation in QEDL at the physical mass point (RBC). Connected (top-left), disconnected (top-right), and
total (bottom) hadronic contributions to the muon anomaly from HLbL scattering. The solid lines are evaluated from a fit to Eq. (5.33). Upper
(connected, total) and lower (disconnected) lines correspond to a = 0.
Source: Reprinted from Ref. [32].
5.5. Pion-pole contribution
In Minkowski space–time, the TFF describing the interaction between a neutral pion and two off-shell photons with
momenta q1 and q2 is defined via the following matrix element,
i
∫
d4x eiq1·x ⟨Ω|T {jµ(x)jν(0)}|π0(p)⟩ = ϵµναβ qα1 q
β





here jµ is the hadronic component of the electromagnetic current, p = q1 + q2, and ϵµναβ is the fully antisymmetric
ensor with ϵ0123 = +1.
In lattice QCD, the starting point is the three-point correlation function defined as





jµ(z, ti)jν(0, tf )P†(x, t0)
⟩
eip·x e−iq1·z . (5.36)
ere τ = ti − tf is the time separation between the two vector currents, and tπ = min(tf − t0, ti − t0) is the minimal
ime separation between the pion interpolating operator P† and the two vector currents. From here, the amplitude Ãµν
s extracted,
Ãµν(τ ) ≡ lim
tπ→+∞





⟨π |π⟩ > 0 parameterizing the overlap of the pseudoscalar operator with the pion state,
µν is related to the TFF via
Ãµν(τ ) = −iQ Eµν Ã
(1)(τ ) + PEµν
d̃A(1)
dτ




















2 = (Eπ − ω1)
2
− (p − q1)2 , (5.40)
ith ω1 set to ĩω. The (ω1-independent) tensors appearing on the right-hand side of Eq. (5.38) are defined by ϵµναβqα1q
β
2 =
iPE ω + in0Q E , where n denotes the number of temporal indices carried by the two vector currents.µν 1 µν 0
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Fig. 91. Combined lattice and pion-pole contributions to the HLbL scattering part of the muon anomaly. Partial sums for the hadronic contributions,
connected (top-left), leading disconnected (top-right), and total (bottom), computed with QED∞ . a−1 = 1GeV, L = 6.4 fm, and Mπ = 142MeV. Lines
enote the π0-pole contribution computed from the LMD model and are summed right-to-left.
Fig. 92. Contribution of the π0 pole contribution summed right-to-left. The LMD curve uses the LMD model converted to coordinate space and
combined with the RBC’s subtracted QED kernel. The other two curves, 24D and 32D, use the π0 → γ γ amplitude calculated with these two
nsembles. However, different from the LMD curve, the calculation of these two curves only captures the leading 1/(MπRmax) π0 term in the pole
ontribution. Therefore the difference is due to (i) the pion TFF an d (ii) the long distance (MπRmax ≫ 1) approximation used in lattice calculation.131





























Fig. 93. Lattice results for the pion TFF [22] using local vector currents on a 643 × 128 ensemble (labeled D200) with a pion mass of 200 MeV and
lattice spacing of 0.064 fm. The left panel shows the TFF at singly-virtual kinematics, the right panel at equal-virtuality kinematics. Black points
orrespond to the results obtained in the pion rest frame, while the blue points are obtained in the pion moving frame. Error bands correspond to
he global z-expansion fitting procedure described in the main text.
ource: Reprinted from Ref. [22].
Eqs. (5.38) and (5.39) allow one to predict the amplitude Ãµν(τ ), given the TFF. The inversion of the Fourier transform
n Eq. (5.39), followed by the analytic continuation to imaginary ω̃, i.e., real ω1, allows one to obtain the TFF from Ã(1)(τ )
or all spacelike and lightlike virtualities, q2i ≤ 0 [729].
Two calculations have been performed to date with the goal of covering the kinematics relevant to aHLbLµ . The first one
as carried out with Nf = 2 flavors of dynamical quarks [730], the second [22] with Nf = 2 + 1 flavors (i.e., dynamical
p, down, and strange quarks). Both used an O(a) improved Wilson quark action, however only the second employed
(a) improvement for the vector currents, with improvement coefficients computed in Ref. [731]. Moreover, two lattice
iscretizations of the vector current have been used to constrain the continuum extrapolation. An example of the lattice
ata obtained at Mπ = 200 MeV is given in Fig. 93. Two reference frames were used, thus providing a check for the
orentz covariance of the results, and allowing for a better kinematic coverage than with the pion rest-frame alone.
As an important development since Ref. [730], a systematically improvable parameterization of the TFF was used in
ef. [22], inspired by the analysis of other hadronic form factors,(
1 +


























ith cnm = cmn, MV = 775MeV,
zk =
√
tc + Q 2k −
√
tc − t0√




he threshold tc set to 4M2π , and t0 chosen so as to minimize the maximum value of zk for Q
2
k ∈ [0, 4GeV
2
]. The subtractions
o the powers zn1 and z
m
2 in Eq. (5.41) are designed to enforce the property that the imaginary part of the TFF open
roportionally to (q2 − tc)ℓ+1/2 with ℓ = 1. The z-expansion at order N = 3, fit to virtualities up to 4 GeV2, is used.
he parameters of the expansion are themselves expanded to linear order in M2π and a
2 and fit globally to the data from
hirteen lattice ensembles covering four lattice spacings and pion masses ranging from 200 MeV to 420 MeV. Plots of
he singly- and doubly-virtual form factors extrapolated to the physical point can be found in Fig. 60 in Section 4.4. The
greement with experimental data in the singly-virtual case from BESIII, CELLO, and CLEO, see Section 4.3.1, and with
heoretical calculations for the singly- and doubly-virtual form factors using dispersion relations [21,497] and Canterbury
pproximants [19] is very good.
Using the values of the parameters in the continuum (i.e., at a = 0) and at the physical pion mass, the pion-pole
ontribution to aHLbLµ is calculated using the relevant weight functions, see Eq. (4.19), and the final result is [22],
aπ
0-pole
µ = 59.7(3.4)(0.9)(0.5) × 10
−11
= 59.7(3.6) × 10−11. (5.43)
he first error is statistical, the second is the systematic error associated with the parameterization of the TFF, and the
hird comes from the disconnected contribution; in the last equality, the individual error estimates have been added
n quadrature. The total absolute error is reduced by a factor of 2.3 with respect to the earlier calculation [730] and
orresponds to a relative precision of 6%.
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An important benchmark of the lattice calculation is the normalization of the TFF, which is known to 0.8% from the
PrimEx-II experiment [109], Fπ0γ ∗γ ∗ (0, 0) = 0.275(2) GeV
−1. The lattice calculation [22] finds
Fπ0γ ∗γ ∗ (0, 0) = 0.264(8)(4) GeV
−1 (5.44)




2 ) for Q
2
i ∈ [0, 1GeV
2
] with a
-expansion truncated at N = 1. Thus the lattice result is statistically consistent with the experimental measurement
t the 1.2σ level, and lies on the lower side. ChPT predicts the absence of a chiral logarithm in the leading pion-mass
ependence of [fπFπ0γ ∗γ ∗ (0, 0)] [732,733], and phenomenological studies estimate the slope in M2π to be small compared
o the typical size 0.5 × 10−3GeV−2 of low-energy constants (see in particular Ref. [526]). The fit performed to lattice
ata [22] is consistent with these predictions.
It is also interesting to ask what value would be obtained for aπ
0-pole
µ by combining the lattice data with the precise
xperimental information on Fπ0γ ∗γ ∗ (0, 0). The result is then 62.3(2.3) × 10−11 [22], where the central value, higher by
bout one standard deviation than Eq. (5.43), reflects the higher value of the experimental determination of Fπ0γ ∗γ ∗ (0, 0)
s compared to the lattice one.
Finally, we note that a further application of the lattice TFF calculation is the treatment of long-distance effects in the
attice calculation of the full aHLbLµ . The π
0-exchange contribution dominates the tail of the coordinate-space integral that
ields aHLbLµ as well as its leading finite-size effect. In addition, the dependence of a
HLbL
µ onMπ receives a major contribution
from the π0 exchange. These effects can be better controlled if the TFF is known at the parameters of the gauge ensembles
used to compute aHLbLµ .
5.6. LbL forward scattering amplitudes
The HLbL amplitudes can be studied for their own sake in lattice QCD, at kinematics such that no hadrons could be
produced in the γ ∗γ ∗ collision [718,728]. Dispersive sum rules have been derived for the forward amplitudes [668,734]
in terms of the cross sections for γ ∗γ ∗ → hadrons, allowing for comparisons with phenomenology. The Euclidean
momentum-space four-point function of the electromagnetic current jµ at spacelike virtualities







jµ1 (X1)jµ2 (X2)jµ3 (0)jµ4 (X4)
⟩
(5.45)




2 ,−Q1 · Q2) =
e4
4
Rµ1µ3Rµ2µ4Πµ1µ3µ4µ2 (−Q2; −Q1,Q1) . (5.46)
he projectors Rµν project onto the plane orthogonal to the vectors Q1 and Q2; thus MTT corresponds to the amplitude




2 ), a crossing-symmetric variable parameterizing the CM
nergy
√
s, the subtracted dispersion relation
MTT(q21, q
2












ν ′2 − q21q
2
2
ν ′(ν ′2 − ν2 − iϵ)
(σ0 + σ2)(ν ′) (5.47)
an be written, where σJ corresponds to the total cross section for the photon–photon fusion reaction γ ∗γ ∗ → hadrons
ith total helicity J .
While experimental data exists for the fusion of real photons into hadrons, no such data is available for spacelike
hotons. In order to model the corresponding cross section, we note that the contribution of a narrow meson resonance
s
σγ ∗γ ∗→resonance ∝ δ(s − M2) × Γγ γ ×
[
FMγ ∗γ ∗ (Q 21 ,Q
2
2 )
FMγ ∗γ ∗ (0, 0)
]2
. (5.48)
To what extent all eight forward LbL amplitudes obtained from lattice computations can be described by such a sum
of resonances via the dispersive sum rule is an interesting question. Essential ingredients in this parameterization of
σγ ∗γ ∗→hadrons are the TFFs FMγ ∗γ ∗ (Q 21 ,Q
2
2 ), describing the coupling of the resonance to two virtual photons. In the case
of the neutral pion, dedicated lattice QCD calculations of Fπ0γ ∗γ ∗ have been performed (see Section 5.5), thus allowing
or a definite prediction for this contribution. For the other included hadronic resonances, which have quantum numbers
PC
= 0±+, 1++, 2++, a monopole or dipole parameterization of the virtuality-dependence of the TFFs was chosen and
it to the lattice data for the forward LbL amplitudes. In addition to the resonances, the Born expression for σγ ∗γ ∗→ππ was
ncluded in the cross section. A satisfactory description of the data was obtained in this way; see Fig. 94.
Five classes of Wick contractions contribute to the full four-point correlation function. While the fully connected
lass of diagrams can be computed cost-effectively using ‘‘sequential’’ propagators, the other classes require the use
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2 , 0), multiplied by 10
6 , computed on a 483×96 lattice ensemble
with Mπ = 314 MeV and lattice spacing a = 0.065 fm. Left: contribution of the fully connected class of quark contractions. Right: contribution of
the (2+2) quark-contraction class.
Source: Reprinted from Ref. [728].
of stochastic methods. In Ref. [728], only the first two classes, denoted by the symbols (4) and (2+2), were computed,
because the other three classes (3+1), (2+1+1), and (1+1+1+1) are expected to yield significantly smaller contributions.
If this expectation is correct, and if the LbL amplitude is dominated by resonance exchanges, one can infer with what
weight factors the isovector and the isoscalar resonances contribute to the leading contraction topologies (4) and (2+2).
The isoscalar resonances contribute with unit weight to the class (2+2); the isovector resonances over-contribute with
a weight factor 34/9 to class (4), while the (2+2) contractions compensate with a weight factor of −25/9 [506]. These
counting rules have been used in describing the lattice data in Fig. 94. In particular, the large-Nc-inspired counting rules
suggest that there is a large cancellation between the isovector resonances and the isoscalar resonances in the (2+2)
class of diagrams, with the exception of the pseudoscalar mesons, due to the large mass difference between the π0 and
the η′ meson. Therefore, in Ref. [728] the contribution of the (2+2) diagrams to the LbL amplitudes was modeled as the
η′ contribution, minus 259 times the π
0 contribution. Within the ∼ 30% uncertainties, the lattice data was successfully
eproduced.
Thus the exploratory study [728] found that the LbL tensor Eq. (5.45) at moderate spacelike virtualities can be
escribed by a set of resonance poles, much in the same way that aHLbLµ is obtained in model calculations. In the future,
a lattice/phenomenology comparison at a higher degree of precision would be worthwhile to perform.
5.7. Summary of current knowledge from the lattice
The HLbL contribution to the muon g − 2 has been calculated by RBC with both QED and QCD gauge fields simulated
on the finite-volume lattice using the QEDL scheme. The calculation was performed for several lattice ensembles, with
different lattice spacing and volume and all particles at their physical masses. After the infinite-volume and continuum
extrapolations, RBC obtained the value [32]
aHLbLµ = 7.87(3.06)stat(1.77)sys × 10
−10 , (5.49)
which includes contributions from both connected diagrams and disconnected diagrams. Large discretization and finite-
volume corrections are apparent but under control, and the value in the continuum and infinite-volume limits is
compatible with previous model and dispersive treatments, albeit with a large statistical error. This error comes from a
large cancellation between the connected and the disconnected diagrams, which are each determined relatively precisely.
The result of Eq. (5.49) currently represents the best ab-initio knowledge from lattice QCD for the complete aHLbLµ
contribution. It builds on the crucial methodological developments of Refs. [110–116].
Using infinite-volume QED, there are currently two similar approaches (RBC and Mainz) to directly computing aHLbLµ
from the lattice. Both reproduce the literature result for the analogous lepton-loop case, and both seem consistent at
comparable lattice QCD simulation parameters for the hadronic contribution. It remains unclear whether one methodology
has more desirable features than the other but it could be that their systematics are somewhat different, making a
comparison between the two in the continuum limit at the physical point even more valuable.
Both approaches have illustrated the practical necessity of performing a subtraction in the QED kernel, in order to
remove contributions coming from the region where two vertices coincide. Although such a subtraction contributes
nothing to the final value of aHLbLµ , purely from the lattice calculation perspective it helps remove unwanted discretization
effects by altering the shape of the integrand. Several choices of subtracted kernels have now been proposed, but this is
not an exhaustive list and there is the possibility of further improvements by a good choice of subtracted kernel.
The comparison between the two approaches focused on the connected diagram as its statistical uncertainty is small in
both approaches. Unfortunately, the leading disconnected contribution is known to be of comparable size to the connected
one but with opposite sign, thus creating a significant cancellation in the full determination of aHLbLµ . While disconnected
diagrams are notoriously difficult to calculate accurately in lattice QCD, improved sampling strategies can be helpful. RBC’s
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esults using the so-called M2 trick, e.g., exhibit similar statistical precision as the connected diagram. It is expected that
he higher-order disconnected diagrams are negligible, and preliminary results for one of the additional diagrams, from
oth groups, indicate this is true. However, all the diagrams need to be calculated to verify this expectation.
The RBC group has carried out preliminary calculations of both connected and leading disconnected diagrams in QED∞
with physical masses. When combined with model or lattice calculations of the long-distance part of the pion-pole
contribution, precise results are obtained that are consistent with QEDL. While the results are obtained on a coarse lattice,
in finite volume, the subtraction kernel combined with the smaller lattice artifacts of QED∞ suggest the agreement may
hold even after residual QCD artifacts are extrapolated away.
Currently the lattice determination of the HLbL contribution is not as precise as the analytic methods. However, it is a
first-principles determination that is statistically and systematically improvable. The best determination from lattice QCD
so far is approximately at the current experimental precision and therefore serves as a very important consistency check.
Now that the methodology has been formulated and tested, improvements in precision are expected with additional
statistics and possible further methodological improvements.
5.8. Expected progress in the next few years
RBC is now improving its physical point QEDL calculation by quadrupling the statistics on the leading disconnected
diagram on the smallest-lattice-spacing ensemble, which is expected to reduce the total uncertainty in the current
continuum extrapolation by approximately 50%. At the same time results for QED∞ will be computed to investigate
residual QCD discretization errors. Together, these new computations should produce a significant reduction of the theory
uncertainty in the near term.
In the next few years it is expected that there will be a first-principles, continuum result for aHLbLµ from both the
Mainz and RBC approaches using infinite-volume QED and lattice QCD. After this the target will then be that of reducing
statistical uncertainty, which can be done by additional lattice QCD measurements. It is possible that new methodologies
and techniques will be invented to aid this calculation, but even without them an uncertainty of the order of 10−10 appears
feasible by the end of the Fermilab experiment.
Although thought to be small, it is still worthwhile to attempt to compute the contributions from the remaining
disconnected diagrams beyond leading order. This poses a significant challenge as they may be statistically noisy and
computationally expensive to compute. It is expected that an estimate of the size of these contributions directly measured
from the lattice will be made soon.
Over the next few years it is possible that more lattice collaborations may also choose to compute aHLbLµ , and this would
be most welcome, as different groups tend to have different systematics in their approaches allowing for an extended
global comparison. It is expected that the Mainz code for computing the QED kernel will be made public, which should
help facilitate such endeavors.
6. The QED contributions to aµ
T. Aoyama, T. Kinoshita, M. Nio
6.1. Introduction
In the SM of elementary particles, the anomalous magnetic moment of the muon, aµ ≡ (g −2)µ/2, can be divided into
electromagnetic, hadronic, and electroweak contributions





The QED contribution is further divided according to its lepton-mass dependence. Since the anomaly aµ is dimensionless,
the lepton-mass dependence appears in the form of the ratio between lepton masses. Thus, we may rewrite
aQEDµ = A1 + A2(mµ/me) + A2(mµ/mτ ) + A3(mµ/me,mµ/mτ ) , (6.2)
where me, mµ, and mτ are masses of the electron, muon, and τ -lepton, respectively. The term A1 is independent of the
lepton-mass ratios and universal for all lepton species.
The smallness of the QED coupling constant, the fine-structure constant α = 1/137.035 . . . , allows us to calculate each













A(6)i + · · · , for i = 1, 2, 3 . (6.3)
Because of renormalizability of QED, every A(n)i is finite and calculable by using the Feynman-diagram techniques. Since
Schwinger’s result of 1947, A(2)1 = 1/2, many researchers have been involved in the calculation of higher-order terms. By
2018, all terms up to the eighth order have been obtained and cross-checked by different groups using different methods.
On the other hand, the entire tenth-order contribution has been calculated only by one group with numerical means.
Only small portions of the tenth-order contribution have been independently double-checked. In the following sections,
we summarize all perturbative coefficients A(2n) up to the tenth order.i
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Fig. 95. Second-order vertex diagram. There is only one diagram. The straight and wavy lines represent lepton and photon propagators, respectively.
Source: Reprinted from Ref. [735].
Fig. 96. Fourth-order vertex diagrams. There are seven diagrams in total. The time-reversed diagrams of (a,c) are not shown. The solid and wavy
lines represent lepton and photon propagators, respectively.
Source: Reprinted from Ref. [735].
.2. Mass-independent contributions
The mass-independent contribution A1 is known up to the tenth-order of perturbation theory. The number of
vertex Feynman diagrams contributing to the second-, fourth-, and sixth-order terms are 1, 7, and 72, respectively, see


















































= 1.181 241 456 587 200 . . . , (6.6)
here a4 is the polylogarithm





= 0.517 479 061 673 899 386 . . . . (6.7)
An earlier attempt at the fourth-order calculation was also made in Ref. [740], but gave the wrong answer. The sixth-order
terms were numerically calculated in Refs. [741–746].
Recently, the eighth-order mass-independent contribution A(8)1 has been calculated in near-analytical form [747]. The
analytic forms of only a small number of integrals remain undetermined, but their numerical values are precisely known.
Thus, the contribution from 891 vertex diagrams, A(8)1 , is obtained up to 1100 digits:
A(8)1 = −1.912 245 764 926 445 574 . . . , (6.8)
which is consistent with the latest fully numerical calculation [748]. Earlier numerical calculations are found in Refs. [749–
759]. A less accurate but consistent result was also obtained in Ref. [760] by using analytical means. The contribution
from the gauge-invariant Set V of Fig. 98 is also independently and numerically calculated in Refs. [761,762], showing a
consistent result.
The tenth-order mass-independent term A(10)1 receives contributions from 12 672 vertex diagrams and has been
calculated only by numerical means. The latest value is found in Ref. [34]:
A(10)1 = 6.737(159) . (6.9)
The improvement of this result over the previous value A101 = 6.675(192) in Ref. [763] is a consequence of the continued
accumulation of more statistics in the numerical evaluation of the relevant integrals. Each gauge-invariant set of Fig. 99
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Fig. 97. Sixth-order vertex diagrams. There are 72 diagrams in total, and they are divided into five gauge-invariant sets. Typical diagrams from each
set are shown as (a)–(e). There are 3 diagrams in set (a), 1 diagram in set (b), 12 diagrams in set (c), 6 diagrams in set (d), and 50 diagrams in set
(e). The solid and wavy lines represent lepton and photon propagators, respectively.
Source: Reprinted from Ref. [735].
Fig. 98. Eighth-order vertex diagrams. There are 891 diagrams in total, and they are divided into 13 gauge-invariant subsets of five super sets. A
typical diagram from each subset is shown as I(a)–(d), II(a)–(c), III, IV(a)–(d), and V. Set I(a) consists of a single diagram, while there are 6 diagrams
in set I(b), 3 in set I(c), 15 in set I(d), 36 in set II(a), 6 in set II(b), 12 in set II(c), 150 in set III, 18 in set IV(a), 60 in set IV(b), 48 in set IV(c), 18
in set IV(d), and 518 in set V. The straight and wavy lines represent lepton and photon propagators, respectively.
Source: Reprinted from Ref. [773].
is described in detail in Refs. [748,764–773]. A part of the tenth-order contribution coming from the diagrams without
a fermion loop shown as Set V of Fig. 99 has been independently calculated by numerical means in Ref. [774]. The two
available numerical results, however, differ from each other by 4.8σ . This difference is still negligible for the current
precision of the electron g − 2, but may be crucial for future measurements. The difference is not relevant for the muon
g − 2, since the electron-loop contribution is nearly a hundred times greater than the mass-independent contribution at
the tenth order.
6.3. Mass-dependent contributions
Lepton-mass dependence of the QED contribution to aµ comes from vertex diagrams with at least one closed fermion
loop and thus starts to appear at fourth order in the perturbative expansion. As the muon mass is located in the middle
of the lepton mass hierarchy, one has two types of asymptotic expansion parameter, either mµ/me > 1 or mµ/mτ < 1.
herefore, for the analytic calculation, the evaluation of one Feynman diagram requires different asymptotic expansions
or the closed-electron and closed-τ loop cases. For the numerical calculation, on the other hand, all that is needed is to
hange the input value for the mass of the lepton in the loop.
The mass ratios used for the evaluation are the muon-to-electron mass ratio mµ/me = 206.768 2827(47) [775] and
the muon-to-τ mass ratio mµ/mτ = 5.946 35(40)× 10−2 [259]. It is the mass-dependent terms that distinguish between
the electron and the muon anomalous magnetic moments in QED. Particularly in higher-order terms, the electron loop
contribution is logarithmically enhanced and gives rise to much larger contributions than the mass-independent term of
the same order.
6.3.1. Fourth-order
The fourth-order mass-dependent term was obtained in the asymptotic expansion with x = me/mµ < 1 as an
expansion parameter in Refs. [776,777]. The closed analytic expression valid for any mass ratio x of a closed fermion
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Fig. 99. Tenth-order vertex diagrams. There are 12 672 diagrams in total, and they are divided into 32 gauge-invariant subsets over six super sets.
Typical diagrams of each subsets are shown as I(a)–(j), II(a)–(f), III(a)–(c), IV, V, and VI(a)–(k). There are 208 Set I diagrams (1 for I(a), 9 for I(b),
9 for I(c), 6 for I(d), 30 for I(e), 3 for I(f), 9 for I(g), 30 for I(h), 105 for I(i), and 6 for I(j)), 600 Set II diagrams (24 for II(a), 108 for II(b), 36 for
II(c), 180 for II(d), 180 for II(e), and 72 for II(f)), 1140 Set III diagrams (300 for III(a), 450 for III(b), and 390 for III(c)), 2072 Set IV diagrams, 6354
Set V diagrams, and 2298 Set VI diagrams (36 for VI(a), 54 for VI(b), 144 for VI(c), 492 for VI(d), 48 for VI(e), 180 for VI(f), 480 for VI(g), 630 for
VI(h), 60 for VI(i), 54 for VI(j), and 120 for VI(k)). The straight and wavy lines represent lepton and photon propagators, respectively. The external
photon vertex is omitted for simplicity and can be attached to one of the lepton propagators of the bottom straight line in super sets I–V or the
large ellipse in super set VI.




































log(1 − t) . (6.11)
or |z| > 1, the logarithm log(1 − z) is analytically continued and its principal value Log(1 − z) is instead used:
Log(1 − z) = log |1 − z| + iArg(1 − z) . (6.12)
For x = me/mµ < 1, the expansion is found to be
































x6 + . . .
= 1.094 258 3093(76) , (6.13)138


















here the uncertainty comes from the muon mass mµ. For x = mτ/mµ > 1, the expansion is





















+ . . .
= 0.000 078 076(11) , (6.14)
here the uncertainty comes from the τ -lepton mass mτ .
.3.2. Sixth-order
The sixth-order mass-dependent term is known in closed analytic form for arbitrary values of the mass ratios [725,781].
ince the form is too lengthy to list in papers, only the expansions are given in Refs. [725,781]. With x = me/mµ, the
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= 22.868 379 98(20) , (6.15)
here the dominant contribution 20.947 924 85(15) comes from the LbL scattering diagrams shown in Fig. 97(d) and the
ncertainty comes from the muon mass mµ. Before arriving at this analytic expression, many analytic and/or numerical
alculations had been carried out [130,480,782–789].
The τ -lepton contribution is as follows, with x = mτ/mµ [725,781]:





































= 0.000 360 671(94) , (6.16)
here the uncertainty comes from the τ -lepton mass mτ .
The three-mass term A(6)3 (mµ/me,mµ/mτ ) appears for the first time at sixth order from the diagram with two VP
nsertions shown in Fig. 97(b), see Refs. [790–792]:









































= 0.000 527 738(75) , (6.17)
here x = me/mµ and y = mτ/mµ and the uncertainty comes from the τ -lepton mass mτ .
.3.3. Eighth-order
The electron contribution to the eighth-order mass-dependent term, A(8)2 (mµ/me), comes from the 12 gauge-invariant
ets I(a)–(d), II(a)–(c), III, and IV(a)–(d) in Fig. 98. The dominant contribution comes from diagram IV(a), which has
double-logarithmic enhancement: one enhancement comes from the LbL scattering loop and the other from the
econd-order VP insertion [793]. The complete result is
A(8)2 (mµ/me) = 123.785 51(44) + 8.8997(59) = 132.6852(60) , (6.18)
here the first term is the contribution from the LbL diagram IV(a) and the second term is the sum of the other diagrams.
he result (6.18) is obtained mostly by numerical evaluation of the Feynman integrals [33,757,794]. The uncertainties139
























re due to numerical integration by VEGAS [795]. An independent check has been done by means of an asymptotic
xpansion. The expansion itself is analytic, but the coefficients of the small expansion parameter x = me/mµ are calculated
umerically [796]. For some simple integrals such as the diagrams I(a–c) of Fig. 98, the asymptotic expansion provides
uch better precision, while for other complicated diagrams, the entirely numerical integration provides more precise
esults. Both results are in good agreement on a diagram-by-diagram basis.
The eighth-order τ -lepton contributions, A(8)2 (mµ/mτ ) and A
(8)
3 (mµ/me,mµ/mτ ), are also independently checked. This
s done in two ways, first by numerical calculation [33] and second by use of an asymptotic expansion [797]. The latter
roduces the higher-precision results,
A(8)2 (mµ/mτ ) = 0.042 4941(53) , (6.19)
A(8)3 (mµ/me,mµ/mτ ) = 0.062 722(10) . (6.20)
he contribution from the LbL diagram IV(b) has also been independently checked [798].
.3.4. Tenth-order
Although the asymptotic expansions of some diagrams are available [799], most of the diagrams shown in Fig. 99 have
een calculated only by numerical means [764–772,800]. However, using confirmed lower-order results, the application
f the renormalization group provides reliable estimates of the electron contributions of some sets of Fig. 99, see Refs.
801–803]. The nonrelativistic calculation is also useful to investigate the LbL scattering diagram VI(k) of Fig. 99, see
ef. [804]. Another approach to the diagrams I(a)–(j) of Fig. 99 is to construct the Padé approximant of the four-loop VP
unction [805] by applying the method developed for the three-loop VP function [806]. This method is powerful enough
o improve the asymptotic expansion and yields very good agreement with the numerical results of each subset I(a)–(j).
The numerical results for the sum of all diagrams with one or more fermion loops are given by
A(10)2 (mµ/me) = 742.32(86) , (6.21)
A(10)2 (mµ/mτ ) = −0.0656(45) , (6.22)
A(10)3 (mµ/me,mµ/mτ ) = 2.011(10) , (6.23)
here all uncertainties are statistical ones from the numerical integration by VEGAS. The values given in Eqs. (6.21) and
6.22) are slightly different from those given in Ref. [33]. This is because the numerical precision of the contributions from
he diagrams I(i) and III(c) of Fig. 99 has been improved since the publication of Ref. [33].
.3.5. Twelfth-order
In view of the rather large value of A(10)2 (mµ/me), one might wonder about the size of the twelfth-order perturbative
ED contributions For this purpose, note that the dominant contributions to A(8)2 (mµ/me) and A
(10)
2 (mµ/me) both come from
he LbL diagram with insertion of second-order VP functions. Analogously, the leading contribution to the twelfth-order
erm would come from the insertion of three VPs into the sixth-order LbL diagram of Fig. 97(d), see Ref. [33]. One thus
xpects
A(12)2 (mµ/me) ∼ A
(6)



















∼ 0.8 × 10−12 , (6.25)
where A(6)2 (mµ/me; LbL ) ∼ 20 and the factor 10 accounts for the possible ways of VP insertions. Including the contribution
of the other diagrams, the size of the twelfth-order term might be as large as 10−12. This is smaller than the target
uncertainty 15× 10−11 of the new muon g − 2 experiment at Fermilab, but larger than that of the tenth-order QED term.
6.4. Fine-structure constant
In order to obtain the theoretical prediction of the QED contribution to aµ, we need a precise value for the fine-structure
constant α. Currently, the best value of α comes from the Cs atom-interferometry experiment [117]:
α−1(Cs) = 137.035 999 046(27) . (6.26)
The value is consistent with the one previously obtained by the Rb-atom interferometry [807] and the uncertainty of
Eq. (6.26) represents a 3.1 fold improvement over α(Rb). A quotient of the Planck constant and the mass of Cs, h/mCs, is
measured and α(Cs) determined via
α(Cs) =
[
2R∞ Ar (Cs) h
]1/2
, (6.27)c Ar (e) mCs
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ontributions to muon g − 2 from QED perturbation terms in units of 10−11 . They are evaluated with two values of the fine-structure constant α
etermined by the Cs experiment and the electron g−2. The uncertainties of the second-order term is due to α. Those of the fourth- and sixth-order
erms are due to the τ -lepton mass. Those of the eighth- and tenth-order terms are due to numerical integrations. The twelfth-order contribution
s unlisted in this table and might be 0.0(1) from the estimate of the leading-order contribution.
Order with α(Cs) with α(ae)
2 116 140 973.321(23) 116 140 973.233(28)
4 413 217.6258(70) 413 217.6252(70)
6 30 141.90233(33) 30 141.90226(33)
8 381.004(17) 381.004(17)
10 5.0783(59) 5.0783(59)
aµ(QED) 116 584 718.931(30) 116 584 718.842(34)
where R∞ is the Rydberg constant and Ar (Cs) and Ar (e) are the relative atomic masses of a Cs atom and an electron,
respectively, which are defined by mCs/u and me/u, u being the unified atomic mass unit. As all three are precisely known
nd found in the CODATA 2014 adjustment [775], the uncertainty of the quotient h/mCs governs the uncertainty of α(Cs).
o determine the values of the Rydberg constant R∞ and the relative atomic mass Ar (e), a number of QED loop calculations
re needed, but the uncertainties due to QED corrections are small. Thus, the value of α(Cs) can be regarded as independent
rom QED. We also note that there exists a 2.7σ tension between two values of R∞ reported in Refs. [808,809]. But both
re sufficiently accurate and the difference does not affect the determination of the value of α(Cs).
Another determination of the value of α relies on the electron anomalous magnetic moment ae. The best measurement
f ae at Harvard [810]
aexpe = 1 159 652 180.73(28) × 10
−12 (6.28)
s equated to the theoretical formula of ae similar to Eq. (6.1). The value of α(ae) thus obtained is [34]
α−1(ae) = 137.035 999 1496(13)(14)(330) , (6.29)
here the uncertainties are from the numerical evaluation of the tenth-order QED term, the hadronic contribution, and the
easurement Eq. (6.28). The QED mass-independent terms A(2n)1 are common for ae and aµ and given in Eqs. (6.4)–(6.9).
he QED mass-dependent terms for ae are found in Refs. [748,773] and the contribution is 2.747 5720(14)×10−12 in total.
he hadronic and electroweak corrections are ahade = 1.693(12) × 10
−12 and aEWe = 0.03053(23) × 10
−12, respectively,
oth quoted from Refs. [27,219].46 The obtained α−1(ae) is 0.104(43) × 10−6 smaller than Eq. (6.26) and the discrepancy
s 2.4σ . When α(ae) is used to evaluate aQEDµ , one must keep in mind that α(ae) and the theoretical formula Eq. (6.2) are
trongly correlated with each other. The mass-independent terms A(2n)1 are common to the QED formulae for both ae and
µ. Even for the mass-dependent terms, the same computer programs are used for numerical calculation just by changing
oop-fermion masses.
.5. QED contribution to aµ
Summing the terms in the perturbative QED expansion up to tenth order, we obtain the QED contribution to the muon
nomalous magnetic moment, as summarized in Table 18. The two possible choices for the fine-structure constant, α(Cs)
f Eq. (6.26) and α(ae) of Eq. (6.29), lead to
aQEDµ (α(Cs)) = 116 584 718.931(7)(17)(6)(100)(23)[104] × 10
−11 , (6.30)
aQEDµ (α(ae)) = 116 584 718.842(7)(17)(6)(100)(28)[106] × 10
−11 , (6.31)
where the uncertainties are due to the τ -lepton mass mτ , the eighth-order QED, the tenth-order QED, the estimate of the
twelfth-order QED, the fine-structure constant α, and the sum in quadrature of all of these. Apart from the respective
input for α and the lepton masses, these final values are based on the latest QED calculations from Refs. [33,34], which
should be cited in any work that uses or quotes Eqs. (6.30) and (6.31). The difference between Eq. (6.30) and Eq. (6.31) is
0.09 × 10−11, so that we may use either one as far as comparison with the on-going experiments is concerned.
7. The electroweak contributions to aµ
D. Stöckinger, H. Stöckinger-Kim
46 See also the recent evaluation in Ref. [7], ahade = 1.7030(77) × 10
−12 , which is fully compatible but more precise. Both evaluations use aHLbLe =
.037(5) × 10−12 [27,219], whose central value is close to previous estimates, aHLbLe = 0.035(10) × 10
−12 [475] and aHLbLe = 0.039(13) × 10
−12 [476],
ut in view of the relative accuracy that we quote in Eq. (4.92), its uncertainty may be underestimated.141













Fig. 100. One-loop Feynman diagrams contributing to aEWµ .
Fig. 101. Sample bosonic two-loop Feynman diagrams contributing to aEWµ .
Fig. 102. Sample fermionic two-loop Feynman diagrams contributing to aEWµ .
7.1. Introduction
In this section we describe the electroweak (EW) SM contributions to aµ. These contributions are defined as all SM
ontributions that are not contained in the pure QED, the HVP, or the HLbL contributions. Equivalently, the EW SM
ontributions are given by Feynman diagrams that contain at least one of the EW bosons W , Z , or the Higgs.
Figs. 100–102 show sample one-loop and two-loop diagrams. The EW contributions are strongly suppressed by the
eavy masses of the EW bosons; numerically they contribute at the same order as the HLbL correction. They involve
iverse and interesting physical effects. The heaviest SM particles including the top quark and Higgs boson enter, EW
auge and Yukawa interactions and EW parameters are relevant. At higher orders large logarithmic corrections and
onperturbative hadronic corrections need to be included.
In the following we first provide an overview of the EW contributions and their most interesting qualitative features.
ection 7.3 gives details on the logarithmically enhanced and the nonperturbative hadronic higher-order corrections.
ection 7.4 presents full up-to-date numerical results. Our presentation and the updated numerical evaluation is based
n Refs. [35,36]. For an extensive review we also refer to Ref. [476].
.2. Brief overview
















= 194.79(1) × 10−11 , (7.1)




Z ) defined via the W - and Z-boson pole
asses. In the numerical evaluation the current values of the input parameters [259] have been used, including the SM142








rediction for MW ; the given uncertainty is the parametric uncertainty. The one-loop contributions are essentially given
y diagrams with W or Z exchange. Although the full one-loop contribution result is gauge independent, the individual
iagrams depend on the choice of gauge, and in most common gauges also diagrams with unphysical Goldstone bosons
enter as in Fig. 100c. The one-loop contribution of the physical Higgs boson Fig. 100d is negligible: it is suppressed by
he additional factor m2µ/M
2
H because of the two muon–Higgs Yukawa couplings.








.e., it is not only suppressed by the loop factor but also by the small mass ratio m2µ/M
2
W ≈ 10
−6. Such a mass suppression
is actually a general property of contributions of heavy particles to aµ.
The two powers of the heavy mass and one power of mµ in Eq. (7.2) arise from the dimensionality of the appropriate
operator and its relation to aµ; the other power of mµ arises from the need for a chirality flip between a left- and right-
handed muon, which in the SM is generated by the muon mass. It is noteworthy that a similar suppression happens in
new physics models with new heavy particles of mass MNP. Typically such particles contribute terms ∼ αm2µ/M
2
NP, but
there might be important additional factors if the new couplings are different from α and if there are new potentially
enhanced mechanisms for left–right chirality flips. For an extensive discussion of the role of chirality flips in the context of
aµ we refer to Refs. [811,812]; surveys of possible deviations from the naive scaling due to chiral enhancement, relevant
in particular in the context of ae (see Section 6.4), are given in Refs. [813,814].
Three interesting physical effects appear at higher orders.
1. There are very large logarithmically enhanced corrections to the one-loop result Eq. (7.2). These arise from diagrams
like the ones in Fig. 101b,c, Fig. 102b,c, generally from two-loop diagrams that contain heavy particles and a photon.
The resulting large logarithms logM2Z /m
2
f , where mf is one of the light fermions partially compensate the two-loop
suppression. Numerically, these logarithmic two-loop effects reduce the one-loop result by approximately 20%.
2. The top quark and Higgs boson appear, most significantly from Fig. 101a, Fig. 102a,b. The top quark contributes,
e.g., via diagram Fig. 102b. Because of anomaly cancellation, this diagram is only well defined for the combination of
all fermions of one generation, but the contribution from the third generation (t, b, τ ) amounts to approximately
−8 × 10−11. The Higgs boson contributes, e.g., via diagrams Fig. 101a, Fig. 102a. As an example, Fig. 102a is gauge
independent and finite by itself and amounts to −1.5 × 10−11.
3. Nonperturbative hadronic corrections are important. In particular in the diagrams in Fig. 102b,c the computation
using perturbative quark loops and, e.g., constituent quark masses is not satisfactory. In a better treatment the
γ –Z or γ –γ –Z Green functions are evaluated without perturbation theory using, e.g., dispersion relations or
hadronic models similarly to the evaluation of the HVP and HLbL contributions. The shift obtained by replacing
the perturbative quark loop by the improved treatment amounts to approximately +2 × 10−11.
Taking into account all up-to-date corrections given in detail in Section 7.4 one obtains the final result
aEWµ = 153.6(1.0) × 10
−11 . (7.3)
7.3. Leading two-loop logarithms and hadronic electroweak corrections
A special class of higher-order diagrams are those that contain heavy EW particles and also a photon. Examples are





f , where m
2
f is a light SM fermion.
These logarithmic two-loop contributions were first extensively discussed and computed in Ref. [815], however
omitting certain diagrams. Later, as a part of the first full two-loop computation, Refs. [816,817] obtained a full expression
of the large two-loop logarithms in the approximation (1− 4 sin2 θW) → 0. Using an elegant approach based on effective
field theory (EFT) and renormalization group methods, Refs. [35,818] obtained the large two-loop logarithms without
approximation and also extended the computation to the leading three-loop logarithms. The final result for the two-loop
logarithms using a perturbative treatment of quarks can be written in the form [35]



































































3 in terms of
the fermion weak isospin and charge. The result reflects the contributions in the EFT approach. The first line originates
from diagrams like Fig. 101c, which contain an insertion of an aEWµ one-loop diagram. In the EFT it corresponds to the
running of the dimension-5 dipole operator contribution to aµ; the coefficient 4α/π is the anomalous dimension of this
operator. In fact, the same logarithmic correction also applies to a large class of new physics models [818,819]. The other
terms correspond to 4-fermion operators, which arise in the EFT upon integrating out tree-level Z-exchange diagrams.
Via renormalization group evolution, the 4-fermion operators mix with the dipole operator and thus contribute to aµ.
The terms in the second line of Eq. (7.4) correspond to bosonic two-loop diagrams such as Fig. 101b, in which integrating
out a Z-boson generates an effective 4-muon vertex. The terms in the third line correspond to the fermionic two-loop
diagrams in Fig. 102b,c; here the masses of the fermions enter, except in case of the electron loop, where the muon
mass sets the relevant light scale. Interestingly, the qualitative behavior of the fermion loop contributions is affected by






f = 0 (7.5)
for each fermion generation. The prefactor of logMZ in the first term of the last line is given by this sum; hence logMZ
actually cancels and the true enhancement of the diagram Fig. 102b comes from the mass ratios of the different fermions
of each generation, not from the smallness of the fermion masses compared to MZ [816].
The two diagrams in Fig. 102b,c contain loops of the light quarks u, d, s. As shown in the third line of Eq. (7.4), a
perturbative evaluation produces large logarithms of light quark masses. Because of confinement, these quark masses are
not well defined and significant nonperturbative corrections to these Feynman diagrams are expected. A nonperturbative
evaluation of these diagrams, which can replace the perturbative result, has been pioneered in Ref. [820] and improved
in Refs. [35,704].
The simpler diagram in Fig. 102c contains a two-point γ –Z subdiagram. Lorentz invariance implies that only the
vectorial coupling of the Z boson can contribute, as is reflected by the appearance of the factors gµV g
f
V in the corresponding
terms in Eq. (7.4). This allows one to obtain the value of the γ –Z subdiagram and then of the contribution to aµ from
the diagram in Fig. 102c nonperturbatively via a dispersion relation from e+e− → hadrons data. The nonperturbative












logMZ/mq → 6.88 (7.6)
in Eq. (7.4), see Ref. [35].
The diagram in Fig. 102b contains a three-point γ ∗–γ –Z∗ subdiagram with quark or lepton loops. Because of the
Furry theorem, here only the axial Z boson coupling can contribute, and as a consequence gauge anomaly cancellation
is important. The basic quantity of interest for the nonperturbative evaluation is the Green function for the VVA currents
⟨0|Tjµ(x)jν(y)jρ5 (z)|0⟩. After contraction with one photon polarization vector and in the limit of small external photon
momentum it can be expressed in terms of two scalar functions wL,T (Q 2), which only depend on the Z∗ momentum scale
Q 2. The contribution to aµ can be expressed in terms of integrals of wL,T over Q 2, and using a one-loop evaluation of wL,T



























or each individual fermion, there is only a 1/Q 2 suppression and the contribution to aµ is UV divergent, but because of
q. (7.5) the sum over each fermion generation is well-behaved.
Refs. [35,704,820] have investigated constraints on these functions from nonrenormalization theorems and from




2) = −3w[s]L (Q
2) = 2/Q 2; wT is similar with specific O(1/Q 6) corrections. For the actual calculation outside the
chiral limit, Ref. [35] employs a model ansatz involving pion and other meson masses for all four functions w[u,d],[s]L,T that is
compatible with all constraints. Combining this with the perturbative results for the electron and muon loop contributions,
Ref. [35] obtains
aEW(2)µ (e, µ, u, c, d, s) = −6.91(20)(30) × 10
−11 , (7.8)
for the nonperturbative evaluation of the first- and second-generation contributions of diagram Fig. 102b, where the
uncertainties refer to the first and second generation, respectively. The perturbative evaluation for the third generation
yields
aEW(2)µ (τ , t, b) = −8.21(10) × 10
−11 . (7.9)
The uncertainties given in Eqs. (7.8) and (7.9) are obtained in Ref. [35] by varying respective input parameters of the
hadronic models and perturbative calculations in generous intervals. The total theory uncertainty associated with these
contributions is then conservatively inflated by Ref. [35] to ±1.0 × 10−11.144




























.4. Full result including all known higher-order corrections
Here we present the full numerical results of the EW contributions to aµ, up to leading three-loop order, following the
resentation in Ref. [36]. The one-loop result Eq. (7.1) has been expressed in terms of the muon decay constant GF. It is
mportant that higher-order contributions are evaluated in a renormalization scheme compatible with this. The following
esults all correspond to a parameterization of higher-order n-loop results in terms of GFαn−1.
In order to avoid double counting between leading logarithmic and nonlogarithmic and between nonperturbative and










nd to subdivide the fermionic two-loop contributions further into
aEW(2)µ;ferm = a
EW(2)
µ (e, µ, u, c, d, s) + a
EW(2)




µ;f-rest,no H . (7.11)
he first two terms on the RHS of Eq. (7.11) denote contributions from the diagrams in Fig. 102b with a γ ∗–γ –Z∗-
ubdiagram, as already discussed in Section 7.3. The third term denotes the Higgs-dependent fermion-loop diagrams
ike in Fig. 102a; the fourth collects all remaining fermionic two-loop contributions, e.g., from W -boson exchange or from
iagram in Fig. 102c.
The bosonic two-loop contributions aEW(2)µ;bos are defined by two-loop and associated counterterm diagrams without
losed fermion loops, as in Fig. 101. These contributions contain the large logarithms in the first and second lines of
q. (7.4) and nonlogarithmic terms, which depend in particular on the Higgs boson mass. Their first full computation in
ef. [817] was a milestone—the first full computation of a SM observable at the two-loop level. Ref. [817] employed an
pproximation assuming MH ≫ MW . Ref. [821] later confirmed the result but provided the full MH-dependence; Ref. [822]
hen published the result in semianalytical form. Recently a fully numerical computation in Ref. [823] again confirmed
he result. Using the PDG value MH = 125.18(16)GeV [259] now fixes the value of these contributions and we obtain
aEW(2)µ;bos = −19.96(1) × 10
−11 . (7.12)
he given theory uncertainty is the parametric uncertainty resulting from the experimental uncertainty of the Higgs boson
nd W -boson masses.
The most critical types of fermion-loop contributions aEW(2)µ (e, µ, u, c, d, s; τ , t, b) from the diagrams of Fig. 102b have
lready been discussed in Section 7.3, and the numerical results have been given in Eqs. (7.8) and (7.9).
Next we focus on the Higgs-dependent fermion-loop corrections. They are given by the diagrams of Fig. 102a with
iggs–γ –γ or Higgs–γ –Z subdiagram. These diagrams were computed in various limits of the ratio MH/mt in Ref. [816];
n exact expression can be found, e.g., in Ref. [36], and further discussion of the validity of large-mass expansions for
uch contributions has been given recently in Ref. [824]. Inserting the measured value of the Higgs boson mass, and
aking into account all fermions (only the heavy fermions top, bottom, charm, and τ are relevant) and diagrams with
iggs and Z-boson exchange, we obtain
aEW(2)µ;f-rest,H = −1.51(1) × 10
−11 , (7.13)
here the indicated uncertainty arises essentially from the uncertainty of the input parameters mt and MH .
The non-Higgs dependent contributions aEW(2)µ;f-rest,no H have also been computed in Ref. [816] in the approximation
1 − 4s2W) → 0; the neglected terms have then been added in Ref. [35] and include the hadronic corrections to diagrams
ith γ –Z interaction Fig. 102c. Ref. [36] provides the full analytic result. Numerically, it obtains
aEW(2)µ;f-rest,no H = −4.64(10) × 10
−11 . (7.14)






Contributions from beyond the two-loop level have been considered in Refs. [35,818], using the EFT and renormaliza-
tion group methods mentioned in Section 7.3. The value of these logarithmically enhanced three-loop corrections depends
on the parameterization of the one- and two-loop results. Specifically, an accidental cancellation among the three-loop
corrections was observed in Ref. [35] if the two-loop result is parameterized in terms of GF α. In this case the three-loop
logarithms are numerically negligible. Hence,
aEW(≥3)µ = 0(0.20) × 10
−11 , (7.15)
where the uncertainty estimate is from Ref. [35]. It corresponds to estimating the nonleading logarithmic three-loop
contributions to be below a percent of the two-loop contributions.
Summing up the previous numerical results of the one-loop contributions Eq. (7.1), the bosonic two-loop contributions
Eq. (7.12), the four fermionic two-loop contributions Eqs. (7.8), (7.9), (7.13) and (7.14), and the leading three-loop
logarithms Eq. (7.15), we obtain
aEW = 153.6(1.0) × 10−11 , (7.16)µ
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Fig. 103. Update of Fig. 5 of Ref. [36] for the numerical result for aEWµ as a function of the Higgs boson mass. The vertical band indicates the
easured value of MH [259]. The dashed lines correspond to the uncertainty of the final result, quoted in Eq. (7.16).
s already given in Eq. (7.3). This value is mainly based on Refs. [35,36], which should be cited in any work that uses or
uotes Eq. (7.16). The result is illustrated in Fig. 103, which is an update of Fig. 5 from Ref. [36]. We assess the final theory
ncertainty of these contributions to be ±1.0× 10−11, the estimate of Ref. [35] for the overall hadronic uncertainty from
he diagrams of Fig. 102b, which is now by far the dominant source of uncertainty of the EW contributions. The uncertainty





maller and the uncertainty due to the experimental uncertainty of the Higgs-boson, W -boson, and top-quark masses is
ell below 10−12 and thus negligible.
. Conclusions and outlook
In this paper we provide a detailed analysis and review of the SM calculation of the muon anomalous magnetic moment
µ. The emphasis is on the hadronic contributions, since they dominate the final uncertainty, but the QED and electroweak
ontributions are also discussed in detail and up-to-date numbers are provided.
The QED contribution, which has been calculated up to tenth order in the perturbative expansion, i.e., O(α5), is
eviewed in Section 6. The final number depends on the input used for the fine-structure constant α and at present
here are two independent determinations that differ by about 2.4 standard deviations. The impact of this discrepancy
n the final number for aµ is however well below the uncertainty of the QED contribution itself, which is dominated by
he estimated effect of the O(α6) contribution. As final number we take the one based on the value of α obtained from
tom-interferometry measurements of the Cs atom [117], see Eq. (6.30), and the latest QED calculations from Refs. [33,34]:
aQEDµ (α(Cs)) = 116 584 718.931(104) × 10
−11 . (8.1)
Electroweak contributions are reviewed in Section 7: they have been calculated up to two loops and an estimate of the
leading logarithmic contribution beyond two-loop level is also included in the final estimate. The hadronic loops, which
appear at two-loop level, are also included and dominate the uncertainty of the EW contribution. The final result Eq. (7.16)
(mainly based on Refs. [35,36]) reads
aEWµ = 153.6(1.0) × 10
−11 , (8.2)
ith an uncertainty ten times larger than the QED one, but still negligible with respect to the hadronic uncertainties.
In the section on data-driven evaluations of HVP we reviewed both the available data sets for the e+e− → hadrons cross
section and the techniques applied for the evaluation of the HVP dispersive integral. In particular, we provide a detailed
discussion of the differences between these approaches and the current limitations of the dispersive HVP evaluation,
as they arise from the published experimental uncertainties as well as, crucially, from unresolved tensions among the
data sets, especially in the dominant ππ channel. As the main result, Eq. (2.33), we devised a merging procedure that
adequately takes into account these tensions, which also drive the differences between the available HVP evaluations. The
resulting estimate, based on Refs. [2–7] as well as the main experimental input from Refs. [37–89],
aHVP, LOµ = 6931(40) × 10
−11 (8.3)
should provide a conservative but realistic assessment of the current precision of data-driven HVP evaluations. In the
same framework, the LO result is complemented by NLO [7] and NNLO [8] HVP iterations, see Eq. (2.34) and Eq. (2.35),
aHVP, NLO = −98.3(7) × 10−11 , aHVP, NNLO = 12.4(1) × 10−11 , (8.4)µ µ
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eading to the sum




µ = 6845(40) × 10
−11 . (8.5)
inally, we discussed the prospects for future improvements, including new data from several e+e− experiments as well
s the possibility to measure HVP independently in electron–muon scattering.
The status of lattice QCD+QED calculations of HVP is reviewed in Section 3. While lattice calculations can, in principle,
rovide an alternate, ab initio determination of the HVP contribution, they are, at present, not precise enough to confront
he data-driven evaluations. The current ‘‘lattice world average’’, obtained in Section 3.5.1 from a conservative combination
f current, published lattice QCD+QED results, is consistent with the data-driven result of Eq. (8.3) but with a large enough
ncertainty to also cover the ‘‘no new physics’’ scenario:
aHVP, LOµ = 7116(184) × 10
−11 , (8.6)
ased on Refs. [9–17].
The phenomenological estimate of HLbL scattering as reviewed in Section 4 is essentially based on a dispersive
pproach, in analogy to HVP. The various contributions to HLbL can be collected into three main pieces depending on
ow they have been estimated: (1) the numerically dominant contributions from the single-pseudoscalar poles and large
arts of the two-pion intermediate states, both of which rely on data-driven approaches and are under good control;
2) the model-dependent estimates for the sum of scalar, tensor, and axial-vector contributions, as well as the impact
f short-distance constraints; all of these still suffer from significant uncertainties, which in the total have been added
inearly; (3) the c-quark contribution, which can be estimated using perturbative QCD, with a conservative uncertainty
stimate in view of the low scale and potential nonperturbative effects. The final estimates for HLbL from Table 15 (mainly
ased on Refs. [18–30] and, in addition to e+e− → hadrons cross sections, the experimental input from Refs. [90–109])
and HLbL at NLO [31] from Eq. (4.91) read as follows:
aHLbLµ = (69.3(4.1) + 20(19) + 3(1)) × 10
−11
= 92(19) × 10−11 , (8.7)
aHLbL, NLOµ = 2(1) × 10
−11 , (8.8)
here the first line gives the three pieces in the same order as discussed above and the total in the second line is obtained
y adding the central values of the three contributions and combining the errors in quadrature. The final error is about
0% and is completely dominated by the model estimates of a numerically subdominant part of the total.
The lattice determination of HLbL scattering is reviewed in Section 5. The lattice methodology for this quantity has
dvanced significantly in the last years [110–116] and has now reached a mature stage, resulting in a calculation [32]
ith reliable estimates of both statistical and systematic uncertainties (Eq. (5.49)):
aHLbLµ = 78.7(30.6)stat(17.7)sys × 10
−11 . (8.9)
here have been extensive checks between different groups working on the lattice HLbL as well as internal checks of the
alculations such as the regression against the leptonic loop or pion-pole contributions. These checks are explained in
etail in Section 5.
To obtain a recommendation for the full SM prediction we proceed as follows: for HLbL scattering, there is excellent
greement between phenomenology and lattice QCD, to the extent that it is justified to consider a weighted average.
aking into account that the lattice-QCD value does not include the c-quark loop, we first average the light-quark
ontribution and add the c quark as estimated phenomenologically in the end. This produces
aHLbLµ (phenomenology + lattice QCD) = 90(17) × 10
−11 , (8.10)
nd, using Eq. (8.8),
aHLbLµ (phenomenology + lattice QCD) + a
HLbL, NLO
µ = 92(18) × 10
−11 . (8.11)
or HVP, the current uncertainties in lattice calculations are too large to perform a similar average and the future
onfrontation of phenomenology and lattice QCD crucially depends on the outcome of forthcoming lattice studies. For
his reason, we adopt Eq. (8.3) as our final estimate, emphasizing that the uncertainty estimate already accounts for the
















= 116 591 810(43) × 10−11 . (8.12)
his value is mainly based on Refs. [2–8,18–24,31–36], which should be cited in any work that uses or quotes Eq. (8.12).
t differs from the Brookhaven measurement [1]
exp −11aµ = 116 592 089(63) × 10 , (8.13)
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here the central value is adjusted to the latest value of λ = µµ/µp = 3.183345142(71) [775], by
∆aµ := aexpµ − a
SM
µ = 279(76) × 10
−11 , (8.14)
orresponding to a 3.7σ discrepancy. In constructing Eqs. (8.5), (8.11) and (8.12), we have taken into account the
orrelations between the uncertainties in the leading and subleading HVP contributions as well as the partial correlation
n the case of HLbL, with numbers rounded including subleading digits from the individual contributions.
The prospects for near-term and long-term improvements of the uncertainties in the SM prediction are excellent.
s discussed in Section 2, a new measurement of the crucial 2π channel by SND is currently under review, and more
easurements of the 2π channel and others are forthcoming, leading to the realistic prospects of reducing the dispersive
VP error by a factor of 2. In addition, independent data-driven input could be provided by the MUonE project. The
ast five years have seen great progress in the development of methods to address the challenges associated with lattice
eterminations of aHVP, LOµ at the target precision, as discussed in detail in Section 3. This is also evident in the recent
igh-precision lattice result for aHVP, LOµ [396], which, however, still needs to be scrutinized in detail. With these methods
ow in place, and with sustained, dedicated effort, lattice results with permil-level precision will be forthcoming. The
henomenological determination of HLbL scattering has been consolidated at a level well below the Glasgow consensus,
ee Section 4, with the dominant contributions derived using data-driven methods in analogy to the dispersive HVP
pproach. With expected progress on the subleading contributions, a 10% calculation of HLbL scattering now appears
easible. Finally, we expect more independent lattice calculations of the HLbL to appear in the next years. Building on the
ewly developed methodologies, a 10% lattice calculation of the HLbL also appears feasible by the end of the Fermilab
xperiment.
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