Gaussian beams have been shown in some cases to provide smoother leading order asymptotic expansions of the solution of wave equations than classical ray theory provides. They do this through complexvalued traveltime functions that describe the propagating wave in a tube around some central ray. Quadratic exponential decay orthogonal to the central ray arising from the imaginary part of the traveltime provides a "skin depth" to the ray tube. Gaussian beams also have complex-valued amplitudes that avoid the vanishing ray Jacobians of classical ray theory in the neighborhood of caustics. By contrast, classical ray theory requires an extension to more general waveforms (Airy functions, for example) to describe the wavefield in the neighborhood of a caustic. Gaussian beam representations are influenced by the neighborhood of the ray through the sum over wavefields on nearby rays, whereas classical ray-theory produces a solution that depends only on the medium heterogeneity along a single ray, up to second derivatives of those functions. Further, no special tracking of a KMAH index is necessary for the phase shift through caustics to be effected by the sum/integral over Gaussian beams. This note presents a hierarchy of ray methods starting from classical ray theory, followed by dynamic ray tracing and modeling in ray-centered coordinates with real traveltime and amplitude and then with complex traveltime and amplitude leading to Gaussian beams. We introduce a sample application of the representations of wavefields-the Green's function-for source point and beam fan initial point coincident and non-coincident. Thereafter, we show how these wavefield representations can be used in seismic migration/inversion (M/I) for the common-shot configuration
INTRODUCTION
Gaussian beams are leading order asymptotic solutions of the wave equation that exhibit certain advantages over leading order classical asymptotic ray theory. In classical ray theory, the solution along a ray is insensitive to the medium nearby, beyond what can be "sensed" from knowledge of the second derivatives of the medium parameters on the ray. On the other hand, each Gaussian beam is an asymptotic solution in a boundary layer (a tube) around its central ray. in isotropic media, the boundary layer is defined by the exponential decay of the wavefield in the direction(s) orthogonal to the central ray due to a complex valued correction term to the real traveltime of classical ray theory along the central ray. The orthogonal distance from the ray over which the Gaussian beam has significant magnitude is called the skin depth of the boundary layer. The leading order asymptotic wave field at a given point is written as a superposition of nearby beams for which the skin depth extends to the point of evaluation. Gaussian beams also have complex-valued amplitudes that avoid the vanishing ray Jacobians of classical ray theory in the neighborhood of caustics, thereby having finite amplitude at caustics (Popov, 1982) . In contrast, classical ray theory requires an extension to more general waveforms (Airy functions, for example) to describe the wavefield in the neighborhood of a caustic. In Gaussian beam representations of the wavefield, the leading order asymptotic solution to the wave equation is built up from sums of beams whose skin depths extend as far from the central rays as the point where the solution is being evaluated. Thus, Gaussian beam representations are influenced by the neighborhood of the ray through the sum over wavefields on nearby rays. On the other hand, classical ray-theory produces a solution that depends only on the functions of medium heterogeneity along the ray, up to second derivatives of those functions. For the simple smooth caustics where the asymptotic solution is known to be described by Airy functions (Kravtsov, 1984a, b; Ludwig, 1965) , Červený et al (1982), and Ferriera et al (2005) provide an example demonstrating this Airy function behavior in the neighborhood of a caustic. Further, no special tracking of a KMAH index is necessary for the phase shift through caustics to be effected by the sum/integral over Gaussian beams.
We revisit the basic ideas behind modeling waves with Gaussian beams as ray theory with complex-valued traveltime with an attempt to formalize the basic procedures. For brevity and simplicity, we describe our point of view in 2D here. The extension to 3D is discussed in Bleistein (2001) . Our ultimate objective is migration/inversion with Gaussian beams used to generate the propagators of the surface data into the Earth. Demonstrations of migration/inversion with Gaussian beams are presented in Albertin et al (2004) , Hill (1990 Hill ( , 2001 , Gray (2005), and Ferriera et al (2005) . We seek true amplitude formulas in the same sense as Kirchhoff inversion. That is, we seek a migration in which the peak amplitude at a reflecting horizon is proportional to the ray-theoretic reflection coefficient at a particular specular incidence/reflection angle. Further, the proportionality factor is known and the specular angle can be determined. Both of these objectives are subject to caveats known in the literature.
Ray theory is a formal method for deriving solutions of wave equations in inverse powers of frequency ω in the space/frequency domain. Ray methods mimic the WKBJ method, a formal method for deriving asymptotic expansions of solutions of ordinary differential equations with a large parameter. In one dimension there is a rigorous proof that the formal series solutions are, indeed, asymptotic expansions of exact solutions The theory for ordinary differential equations allows for a complex valued exponent multiplied by a series in inverse powers of a large parameter, formally taken as iω in ray theory. The case in which the exponent is purely imaginary of the form iωτ, with τ real, is only a special case.
Ray theory in ray-centered coordinates is particularly useful for generating solutions with complex traveltime that decay exponentially away from the central ray. In this coordinate system, certain dynamic quantities, scalars M, P, Q in 2D, matrices M, P, Q in 3D, arise naturally. When the initial values on rays for these quantities are real, the solutions are just an alternative but useful representation of classical raytheoretic solutions of the wave equation. When the initial values are complex-typically Q or Q real and P or P imaginary, the solutions are Gaussian beams.
In this paper, we describe the hierarchy of ray methods, the Gaussian representation of the downward part of the Green's function G D (x x, x x , ω) when the source point x x is different from the initial point of the fan of Gaussian beams. The proof for this new formula is presented in an appendix. Finally we describe common-shot inversion with Gaussian beams, both directly from the theory and then with an approximation of the source wave field that simplifies the computation.
DYNAMIC RAY THEORY
We describe dynamic ray tracing for Gaussian beams as ray theory with a complex exponent localized to a neighborhood of the central ray through a power series in the normal variable(s). We do this in two dimensions for the sake of brevity and simplicity of exposition. Thus, in place of two orthogonal variables (q 1 , q 2 ) we have one orthogonal variable n as in Figure 1 . From classical ray theory in Cartesian coordinates, we borrow the equations that define a ray, with arc length s on that ray to be one of the coordinates of the ray-centered coordinate system:
Here, we use the parameter γ to label the ray; we anticipate an ensemble of such central rays defined by an initial take-off angle (in applications to the representation of Green's functions) or by an initial position on a curve (in application to the representation of plane waves, reflected waves or transmitted waves). Once the rays are known, the traveltime along the rays are determined as follows:
The ray-centered coordinate system for Gaussian beams in 2D. The central ray is the bold curve.
We seek the leading term of a solution of the wave equation in raycentered coordinates as an inverse series in powers of iω:
with a complex traveltime Φ subject to Φ = τ of equation 2 for n = 0.
The wave equation in ray-centered coordinates in 2D was introduced inČervený et al (1982) . By following the same method as in classical ray theory, we derive the eikonal equation in ray centered coordinates given by
with K being the curvature of the central ray; the curvature is the magnitude of the second derivative d 2 x x(s)/ds 2 , of positive sign when this vector points alongn n in the figure, of negative sign when the second derivative vector is directed opposite ton n. The direction ofn n is fixed so that (ˆt t,n n) establishes a righthanded coordinate system along the ray.
Next, we seek a solution of the eikonal equation 4 as a power series in n to second order. Thus,
To leading order, we find that
We have assumed that the directional derivative of Φ along the central ray has as magnitude the total gradient of the traveltime. Thus, we conclude that
Here we have taken the positive square root so that Φ 0 is increasing with s. There is no order one term in n in the expansion of the left side of the eikonal equation 4. In fact, there is no order one term in n on the right side of the eikonal equation 4, either, so that this is a consistent system of equations with Φ 1 deduced to be zero on the central ray.
In order to determine the equation for Φ 2 in equation 6, we equate the terms of order n 2 . We also use the determined value of dΦ 0 /ds and Φ 1 from equation 7. We then find that Φ 2 must satisfy the equation
The standard procedure for solving this nonlinear differential equation
It is fairly straightforward that Φ 2 defined in this manner satisfies the nonlinear differential equation 8. In the literature, this last quotient is denoted by M; that is, Φ 2 = M = P/Q. This coefficient of the order n 2 term here is real-valued if the initial data for P and Q on the central ray are real; this leads to the asymptotic solutions of classic ray theory in ray-centered coordinates. The order n 2 term becomes complex-valued if the initial data for P and Q on the central ray are complex. We are interested in Gaussian beams, so, following Hill (1990) , we take the initial data to be
We will see below that this choice of Q provides a Gaussian beam solution with a "beam width" w 0 at the reference frequency ω r .
We can now use this solution for Φ 2 along with the definition of Φ 0 in equation 7 to write
Here, we have generalized the derived solution by allowing nonzero initial values (n 0 , s 0 , τ 0 ) on the rays. The initial values (s 0 , τ 0 ) are redundant, except to the extent that they allow us to develop a consistent theory. For example, suppose we were considering a reflected beam or transmitted beam generated by an incident beam at an interface. In this case, we would use the traveltime of the incident beam at the interface for τ 0 on the reflected or transmitted beam. In describing an ensemble of reflected beams, τ 0 would vary with the location of the incident beam.
As regards the shifts (n 0 , s 0 ), first observe that the shift n 0 implies that our power series expansion in the derivation above is in powers of n − n 0 rather than powers of n. We need this flexibility for cases in which the initial point x x 0 of the Gaussian beam is different from an initial point x x of the wave field that will be represented by a sum/integral over an ensemble of Gaussian beams. In that case, we might want x x = (n 0 , s 0 ) in the ray-centered coordinate system. With this choice, both the traveltime and the decay at x x arising from the second and third terms in equation 11 are zero. Thereafter, it is easy to just include a nonzero value for τ 0 in equation 11 to adjust for a given nonzero traveltime and decay at x x . For example, in common-offset applications, x x 0 could be the midpoint x x m and x x = x x r or x x s , the source or receiver. In this manner, Green's functions from the source and receiver are both described in terms of Gaussian beams initiated from the midpoint. In the expansion of a plane wave in Gaussian beams, x x is a fixed point on the initial plane and x x 0 → x x m ranges over a discrete set of nearby points with varying m on the plane where beams initiated; see Hill (1990) . In this application we want the beams at x x m to decay with distance from x x and are therefore set n 0 = 0 for each m. See Bleistein (2007) . Figure 2 shows the application of this idea to the generation of the down-going part of the Green's function as a superposition of an angular fan of Gaussian beams originating at the point x x 0 ; the angle θ is the variable of integration in this superposition.
Ray theory in ray-centered coordinates also leads to a transport equation for the amplitude A: (or n − n 0 = 0 in the generalization). In this case, after appropriate substitutions using Q and P the equation becomes d ds
(13) When we take the arbitrary constant in this solution to be equal to one and collect the amplitude and traveltime, we find that
We remark that under the assumption of constant wave speed as in Figure 2 in the neighborhood of x x 0 and x x , we find that
The expression for the time shift s 0 /v 0 (0) is Hill's (2001) traveltime correction for this application. He does not use the correction n 0 proposed here; in his applications this is negligible.
GREEN'S FUNCTION IN TERMS OF GAUSSIAN BEAMS
We consider the down-going part of the Green's function with source point at x x and denote it by G D (x x, x x , ω). We propose to write the Green's function as an integral over a fan of beams emanating from the point x x 0 as in Figure 2 , whether or not x x is equal to x x 0 . Effectively, this means that we integrate over the angle θ in the figure. The range of integration is over those beams for which x x is within the skin depth of the point x x . As a first step, it is necessary to determine a weight on that integral. We determine the weight in homogeneous media by asymptotic analysis applied to the integral over beams, using the method of steepest descents (Bleistein, 1984) . The analysis is carried out in Hill (2001) and Bleistein (2007a) for x x = x x 0 ; the latter reference also carries out the analysis for the case x x = x x 0 in 2D and 3D. We find then that
In the second form here we have replaced the angle θ as an integration variable by the initial horizontal slowness, p x with the { } used to indicate that this is the slowness on the ray from x x 0 to x x . In this application we use equation 14 for u GB with the ray coordinates (n, s) and (n 0 , s 0 ) replaced by their Cartesian counterparts, (x x , x x 0 ). Also, we set τ 0 = 0 and we use equation 15 for the initial values of (n 0 , s 0 ). Note that when x x = x x 0 , these initial values are zero. We outline the asymptotic analysis confirming our representation of the Green's function for the case x x = x x 0 . Cervený et al (1982) have carried out numerical tests for the case where x x = x x 0 for homogeneous media. In their tests, the ratio of the range |x x − x x | to the wavelength λ = v/ f ≈ 16, with f the frequency in hz. In seismic applications, for v = 4 km/s and |x x − x x | = 2 km, these would be a test at f = 32 hz. Thus, there tests are relevant to seismic experiments. They show good agreement for sufficiently small step size in angle and a sufficient number of beams in the discrete beam sum. See their paper for further details.
COMMON-SHOT INVERSION USING GAUSSIAN BEAM REP-RESENTATIONS OF GREEN'S FUNCTION PROPAGATORS
Here, we describe common shot inversion in 2D as an application of this theory. We use this example for ease of exposition. For commonshot inversion, the classic imaging condition of wave equation migration, with proper scaling and true amplitude Green's functions produces a true amplitude output in the same sense as Kirchhoff inversion; see Keho and Beydoun (1988) , Hanitzsch (1997) , Zhang et al (2003) and Bleistein et al (2005) . That is, we set
Both D and U are wavefields that are downward propagated from the acquisition surface. For D, we use the point source Green's function with unit source signature in the frequency domain. For U, we back project the observed data with its source signature. The argument x x s is included here to remind us that we obtain a different reflectivity function R for each experiment labeled by the location of the source. The output is a reflector map with the peak amplitude at each point on the reflector being
In this equation, R(x x refl , θ spec ) is the ray-theoretic reflection coefficient at the specular angle θ spec defined by the incident direction of the ray from the source to the point x x refl . This angle can be determined, as well; see Bleistein et al (2001) . (For Gaussian beam modeling, it can also be readily determined by ray tracing.) The function F(ω) is the source signature of the observed data.
The function U(x x, x x s , ω) is determined by using Green's theorem applied to the observed data U(x x r , x x s , ω) with the Green's function satisfying the boundary condition that G D = 0, z r = 0. We then use the Green's function as represented by Gaussian beams in equation 16 with x x = x x 0 = x x r to write
For the function D in equation 17 we again use the representation in equation 16 with x x = x x 0 = x x s to write
Now, we need only to use equation 19 for U and equation 20 for D in equation 17 to obtain a Gaussian beam inversion of the common-shot data. However, we prefer to avoid computing a quotient here, especially one whose denominator is an integral of many contributions. We propose instead a reasonable approximation of the function D generated as follows. To motivate, we specialize to homogeneous media where we know the asymptotic expansion of D (Bleistein et al 2001) .
We compare D with the Gaussian beam from x x s to x x and determine a constant scale between them to be
The details of the analysis are carried out in Bleistein (2007) .
We apply this approximation in equation 17. In practice, we use the real traveltime on the discrete beam that passes nearest to x x and subscript is elements by s to denote that. We then find that the reflectivity of equation 17 is
x .
Other inversion formulas
Bleistein (2007) provides other inversion formulas: common-shot in 3D; common-offset in 2.5D; plane-wave inversion in 2D and 3D. That paper also provides formulas for inversion with Gaussian beams using beam-stacking. Albertin et al (2004) present a reasonable approximation for common-offset inversion with beam-stacking in 3D using Gaussian beams. The Beylkin determinant is computational intensive in this case; hence, Bleistein (2007) presents only the 2.5D commonoffset inversion.
SUMMARY AND CONCLUSIONS
We have outlined a reprise of modeling, migration and inversion with Gaussian beams, highlighting some of the features of our re-examination of this theory. We have derived Gaussian beams by formal ray theory with a complex exponent. We believe that the relationships among M, Q and P, the standard elements of Gaussian beam development, arise in a more straightforward manner in this approach than in the more prevalent boundary layer approach to the derivation. We also propose shifts in exponential decay in the initial data for Gaussian beams when the initiation point of the wave field is different from the initial point of the beam(s). We showed an application to the Green's function. Finally, we discussed a particular inversion expressed in terms of Gaussian beam integrals for the underlying Green's functions and proposed an approximation for the Green's function that appears in the denominator of the inversion formula. We remark that we can formally replace the Green's functions in any imaging integral by their Gaussian beam representations to obtain a corresponding imaging integral with Gaussian beams.
We outline the asymptotic analysis that confirms the scaling of the Gaussian beam representation of G D in equation 16 for the case in which x = x 0 . We have already defined the initial values (n 0 , s 0 ) in equation 15; we have prescribed the initial values of Q and P in equation 10; from Figure 2 we can see that
After solving the differential equations 9 for Q and P, we find that 
