Abstract. Austere submanifolds in Euclidean space were introduced by Harvey and Lawson in connection with their study of calibrated geometries. The algebraic possibilities for second fundamental forms of 4-dimensional austere submanifolds were classified by Bryant, into three types which we label A, B, and C. In this paper, we show that type A submanifolds correspond exactly to real Kähler submanifolds, we construct new examples of such submanifolds in R 6 and R 10 , and we obtain classification results on submanifolds with second fundamental forms of maximal type.
Introduction
Definitions and Background. Recall that for an immersed submanifold M n ⊂ R n+r with normal bundle N(M), the second fundamental form II :
where X, Y are tangent vectors to M, ∇ is the Euclidean connection in R n+r , and π N is the orthogonal projection onto the normal bundle. Then M is austere if, for any normal vector field ν, the eigenvalues of the quadratic form II ν (X, Y ) := ν · II(X, Y ) with respect to the metric are at each point symmetrically arranged around zero on the real line (equivalently, all odd degree symmetric polynomials in these eigenvalues vanish). When n = 2, this just means that M is a minimal surface in R 2+r . However, when n > 2 the austere condition is stronger than minimality, and leads to a highly overdetermined system of PDEs for the immersion. For example, because of nonlinearity of the higher degree symmetric polynomials, it does not suffice to impose the eigenvalue condition on II ν when ν runs over a basis {ν a }, 1 ≤ a ≤ r, for the orthogonal complement of T p M; rather, the eigenvalue condition applies to all quadratic forms in the space | II p | ⊂ S 2 T * p M spanned by ν a · II. The austere condition was introduced by Harvey and Lawson [6] in connection with special Lagrangian submanifolds. A special Lagrangian submanifold in C n is a submanifold of real dimension n that is both Lagrangian and minimal. The importance of special Lagrangian submanifolds lies mainly in the fact that they are area-minimizing. (These submanifolds have also received much recent attention because of their relation to mirror symmetry [11] .) Harvey and Lawson showed that the conormal bundle of an immersed submanifold M ⊂ R n is special Lagrangian in the cotangent bundle T * R n , equipped with its canonical symplectic structure and metric, if and only if M is an austere submanifold. Moreover, Karigiannis and Min-Oo [8] showed that a similar result holds for submanifolds of the n-sphere; namely, the conormal bundle of M k ⊂ S n is special Lagrangian in T * S n , equipped with the Stenzel metric and symplectic structure [10] which make T * S n a Calabi-Yau manifold, if and only if M is an austere submanifold of S n .
A systematic study and classification of austere submanifolds of dimension 3 in Euclidean space was first undertaken by Bryant [2] , and generalized by Dajczer and Florit [4] to austere submanifolds of arbitrary dimension whose Gauss map has rank two. In studying the austere submanifolds of Euclidean space, we are led first to an algebraic problem. Taking V = R n with the standard inner product, a linear subspace S ⊂ S 2 V * is called austere if any element of S has eigenvalues occurring in oppositely signed pairs. Since any subspace of an austere subspace is also austere, and any isometry of V carries one austere subspace to another, to classify austere subspaces it suffices to find all maximal austere subspaces of S 2 V * up to isometries. Bryant classified these spaces for n = 3 and n = 4. For n = 3, he also described the austere 3-folds while the case n = 4 was left open. We recall below his results.
Theorem 1 (Bryant) . Let V = R 3 and let S ⊂ S 2 V * be a maximal austere subspace. Then S is O(3)-conjugate to one of the following: In this context, a generalized helicoid M n ⊂ R 2n−1 is the image of a parametrization (x 0 , . . . , x n−1 ) → (x 0 , x 1 cos(λ 1 x 0 ), x 1 sin(λ 1 x 0 ), . . . , x s cos(λ s x 0 ), x s sin(λ s x 0 ), x s+1 , . . . , x n−1 ), where λ 1 , . . . , λ s are positive constants and s < n. For the construction of the twisted cone, see [2] .
Theorem 2 (Bryant) . Let V = R 4 and let S ⊂ S 2 V * be a maximal austere subspace. Then S is O(4)-conjugate to one of the following: 
where, in the last case, parameters λ 1 , λ 2 , λ 3 satisfy
We will say that an austere submanifold M 4 is of type A, B or C respectively if for every point p ∈ M the space | II p | is O(4)-conjugate to a subspace of the corresponding maximal austere subspace given in Theorem 2. (In the case of type C, we allow the parameters λ i to vary from point to point in M.) It is possible for | II p | to be conjugate to a subspace of more than one maximal subspace (e.g., when M is a hypersurface), but we will assume that there is one particular maximal subspace which applies at all points of M.
It is easy to give examples of austere 4-folds of types A and C. When the codimension r is even, any holomorphic submanifold M 4 ⊂ C 2+(r/2) is an austere 4-fold of type A. To see this, let J be the complex structure, and note that for any vector fields X, Y tangent to M ν a · II(X, JY ) = ν a · ∇ X JY = ν a · J(∇ X Y ) = −(Jν a ) · ∇ X Y,
and therefore ν a · II(X, JY ) = ν a · II(JX, Y ). (3) In particular, if X is an eigenvector for II in some normal direction, then JX is an eigenvector for the opposite eigenvalue. It also follows from (3) that II is represented by matrices in Q A when we choose a moving frame e 1 , e 2 , e 3 , e 4 along M such that Je 1 = e 3 and Je 2 = e 4 . As for austere 4-folds M of type C, another result of Bryant (see [2] , Theorem 3.1) implies that M is a generalized helicoid in R 7 if and only if the parameters λ 1 , λ 2 , λ 3 are identically zero. On the other hand, we do not know if other austere 4-folds of type C exist. Similarly, the only examples of austere 4-folds of type B which we know of are ruled by 2-planes.
Our Approach. Our goals in studying austere submanifolds are to obtain new examples and, where possible, to classify austere 4-folds of a given type. We employ the method of moving frames to generate exterior differential systems (EDS) whose solutions correspond to austere 4-folds of a given type and codimension. When such systems are involutive, CartanKähler theory (see [3] ) gives us a measure of the size of the solution space, in the form of what initial data may be chosen for a sequence of Cauchy problems that determine every possible local solution. Studying the structure of the exterior differential system can also enable us to establish global properties of solutions (see, e.g., Prop. 5 and Prop. 14 below).
One could organize a classification scheme for austere 4-folds in Euclidean space by type and the dimension δ of | II | (assumed constant over the submanifold).
1 However, we expect to obtain the strongest classification theorems when the austere condition is strongest, that is, when δ is as large as possible for a given type. Thus, like the earlier results of Bryant on 3-folds, the classification results in this paper are obtained assuming that | II | is conjugate to one of Q A , Q B or Q C . (In this case, we say M is of maximal type A, B, or C, respectively.) Classifying austere 4-folds of M of non-maximal type would involve parametrizing the possible subspaces of a given dimension within Q A , Q B or Q C and analyzing the associated EDS. In many instances, the many additional parameters involved make the EDS intractable, even with the assistance of computer algebra systems.
To obtain new examples, an often successful strategy is to assume additional conditions. In the last part of this paper, we obtain new examples of austere 4-folds of non-maximal type A by assuming that δ = 2 and the space | II | lies on a non-principal orbit of the action of the symmetry group of Q A on the Grassmannian of two-dimensional subspaces of Q A . One can also carry out this approach for type B with δ = 2, but this yields no new examples. The approach is not feasible for type C because in that case the symmetry group is discrete.
Outline and Summary of Results. In section 2 we define the moving frames and associated geometric structures we will use in the rest of the paper. Because the exterior differential systems we use are tailored for submanifolds in a specific codimension, we prove a preliminary result in §2.1 to the effect that, when | II | satisfies certain algebraic criteria, then δ equals the effective codimension of M (i.e., the codimension of M within the smallest totally geodesic submanifold containing it).
Section 3 is concerned with austere 4-folds of type A. Before specializing to maximal type A, in §3.1 we derive sufficient conditions, in terms of | II |, for a type A austere 4-fold M to be Kähler. (Note that when M is type A, it carries a well-defined complex structure J satisfying (3), but J need not extend to the ambient space.) This is a partial converse to a theorem of Dajczer and Gromoll [5] , and we show that the Kählerness conditions apply whenever | II | has dimension at least two. The main result of §3.2 is the description of the generality of maximal type A austere 4-folds. We show that such submanifolds in R r+4 depend on a choice of 2(r − 1) functions of 2 variables, in the sense of the Cartan-Kähler Theorem. We conclude that, generically, these austere submanifolds of type A are not holomorphic submanifolds.
Section 4 is concerned with classifying austere 4-folds of maximal types B and C. In §4.1 we show that austere 4-folds of maximal type B do not exist. In section §4.2, we prove two results about maximal type C. First, if | II | is at each point conjugate to a fixed maximal austere subspace Q C (i.e., the parameters λ i are assumed to be constant over M) then M must be a generalized helicoid. Second, even without requiring the parameter values to be fixed, we show that there is only a finite-dimensional family of submanifolds of maximal type C. This follows from showing that, away from certain exceptional parameter values, the characteristic variety of the relevant EDS is empty; we also show that the parameters take value in the exceptional locus on (at most) the complement of an open dense subset of M.
In section 5 we give some interesting examples of austere 4-folds of non-maximal type. As mentioned above, one approach is to assume that | II |, as a point in the Grassmannian of the relevant maximal austere subspace, is non-generic for the action of the symmetry group (i.e., it lies along a non-principal orbit). In §5.1, we use the symmetry group of Q A to normalize 2-dimensional subspaces of Q A , and identify the non-generic subspaces. We then classify the type A austere 4-folds for which | II | has dimension two and is of fixed non-generic type, assuming that the Gauss map is nondegenerate. (If the Gauss map of an austere 4-fold is degenerate, it must have rank 2; such submanifolds 2 were classified by Dajczer and Florit [4] .) These submanifolds, which all lie in a totally geodesic R 6 , turn out to be either holomorphic submanifolds, products of minimal surfaces, or else 2-ruled submanifolds. The latter have the property that the image of the map γ : M → G(2, 6), taking point p ∈ M into the subspace of R 6 parallel to the ruling through p, is a holomorphic curve. Such curves are not arbitrary, however; we also show how these ruled submanifolds may be constructed by instead choosing a general holomorphic curve in CP 3 . We plan to carry out a full classification of 2-ruled austere 4-folds in our next paper.
Moving Frames
In this section we discuss the first applications of moving frames to the geometry of austere 4-folds. In particular, we obtain upper bounds on the effective codimension of the submanifold, and show that adapted moving frames correspond to integrals of a certain Pfaffian exterior differential system on the appropriate frame bundle.
A first approximation to the effective codimension of M is the dimension of its first normal space N 1 p M, which is the image of the second fundamental form II :
denote the dimension of the first normal space, which we will refer to as the normal rank of M at p. This is a lower semicontinuous function on M, bounded above by the codimension of M. (For an austere submanifold of a given type, δ(p) is also bounded above by the dimension of the maximal austere subspace in which | II p | lies.) Hence δ(p) will be constant on an open set in M, so without loss of generality we will assume that δ(p) is constant. 
(We will use summation convention from now on.) Differentiating
along the e k direction, skew-symmetrizing in j and k, and taking the component in the direction of ν β gives T
Define the prolongation of Q as
(This is a special case of the definition of the prolongation of a subspace Q ⊂ W ⊗ V * ; see [7] , Chapter 4.) Then the equation (6) implies that for each β the tensor U In that case, (4) and (5) show that the span {e 1 , . . . e 4 , ν 1 , . . . , ν δ } is fixed as we move along M. Thus, M lies in an affine linear subspace of dimension δ + 4.
, as defined by (7), has dimension zero.
Proof. It suffices to verify that the prolongations of Q B and Q C have dimension zero. It is convenient for us to compute the prolongation as the space of integral elements for a linear Pfaffian system with independence condition. (See [7] , Chapters 4-5, or [3] , Chapter 4 for more examples.) In the case of Q B , the 2-forms of such a system would take the form 
where π 0 , . . . , π 4 , ω 1 , . . . ω 4 are linearly independent 1-forms and ω 1 ∧ ω 2 ∧ ω 3 ∧ ω 4 = 0 is the independence condition for integral elements. Thus, an integral element is described by setting π a = P ak ω k for some coefficients P ak such that the above 2-forms vanish. The possible values for these coefficients give a parametrization of the space Q (1) B , since the prolongation is kernel of the composition
where the first map is inclusion and the second skew-symmetization. The vanishing of the first 2-form in (8) implies that π 0 , π 1 , π 2 cannot contain any ω 2 terms. Applying the same idea to each of the other 2-forms implies, in particular, that on any integral element π 0 cannot contain terms involving ω 1 , ω 3 or ω 4 either. Thus π 0 = 0 on any integral element. Then, examining the first and third rows in (8) shows that, on any integral element, π 1 must lie in the intersection of spans {ω 1 , ω 2 } and {ω 3 , ω 4 }, and thus must be zero. We similar find the π 2 , π 3 , π 4 must vanish on any integral element, and the prolongation space has dimension zero.
The proof that Q
(1) C = 0 is similar. The argument of Lemma 4 does not automatically apply to subspaces of Q A , because the prolongation of Q A is nonzero. In fact, Q A is easily seen to be the space of symmetric matrices that anticommute with the complex structure represented by
Thus, because −J = t J, a quadratic form S on the tangent space represented by a matrix in Q A is J-linear, i.e., S(X, JY ) = S(JX, Y ). The prolongation of Q A is the space of J-linear cubic forms, which is spanned by the real and imaginary parts of complex-linear cubic forms in two complex variables, and thus has real dimension 8.
Likewise, the conclusions of Proposition 3 do not apply to all austere 4-folds of type A. For, we may construct holomorphic submanifolds of real dimension 4 inside C N , for arbitrarily high N, which lie in no lower-dimensional subspace. One example is the Segre embedding of the product of CP 1 with a rational normal curve in CP n , given in terms of homogeneous coordinates [u, v] and [z, w] by
This embedding maps CP 1 × CP 1 into CP 2n+1 , and we obtain an austere 4-fold in C 2n+1 by intersecting with the domain of a standard chart in projective space.
2.2.
Moving Frames and Pfaffian Systems. Let F be the sub-bundle of the general linear frame bundle of R 4+r whose fiber at a point p consists of all bases (e 1 , . . . , e 4 , ν 1 , . . . , ν r ) for T p R 4+r such that the e i are orthonormal and orthogonal to the ν a . (Here, we use index ranges 1 ≤ i, j, k ≤ 4 and 1 ≤ a, b, c ≤ r.) We'll refer to F as the semi-orthonormal frame bundle.
As in §2.1, along a submanifold M 4 ⊂ R 4+r we may adapt a moving frame e 1 , . . . , e 4 , ν 1 , . . . , ν r such that at each p ∈ M the frame vectors e 1 (p), . . . , e 4 (p) are an orthonormal basis for T p M. (The reason we do not also choose the ν a to be orthonormal is that we will adapt them so that the quadratic forms II νa are represented by a particular basis for an austere subspace.) Then our moving frame along M is a section of F| M . We will characterize such sections in terms of the canonical and connection 1-forms on F.
These 1-forms are defined in terms of the exterior derivatives of the basepoint p and the frame vectors, regarded as R 4+δ -valued functions on F. We let dp = e i ω i + ν a θ a ,
. These 1-forms span the cotangent space of F at each point but are not linearly independent; differentiating the equations e i · e j = δ ij and e i · ν a = 0 yields the relations
where g ab = ν a ·ν b . The exterior derivatives of the canonical forms satisfy structure equations
where ω, θ, φ, η, κ denote vector and matrix-valued 1-forms with components ω i , θ a , φ i j , η a i , and κ a b respectively, and g has entries g ab . Differentiating these equations, and noting that R 4+δ is flat, gives the derivatives of the matrices of connection forms as
along with dg = gκ + t κg. We note the following fundamental fact relating adapted frames and submanifolds of F:
A submanifold Σ 4 ⊂ F is a section given by an adapted frame along some submanifold M ⊂ R 4+δ if and only if
(We adopt the convention that | Σ for a differential form denotes the pullback to Σ of that form under the inclusion map.) The first of these conditions is a non-degeneracy assumption called the independence condition. The second condition implies, by differentiation, that
for some functions S a ij . These functions give the components of the second fundamental form in this frame, i.e.,
The standard system. We will now describe a class of exterior differential system (EDS), for later use, whose integral submanifolds are adapted frames along austere submanifolds.
(Being an integral submanifold of an EDS I means that the pullback to the submanifold of any 1-forms in I is zero.) To avoid tedious repetition, we will only consider integral submanifolds satisfying the above independence condition. Unless otherwise stated, we will limit our attention to austere submanifolds whose effective codimension r equals the normal rank δ. First, suppose we wish to construct an austere submanifold M such that at each point p, | II p | is conjugate to a fixed austere subspace Q of dimension δ (i.e, M is of type Q). Let symmetric matricesŜ 1 , . . . ,Ŝ δ be a fixed basis for this subspace. Then any such submanifold can be locally equipped with an adapted frame such that (14) holds. Conversely, if submanifold Σ 4 ⊂ F is such that
then it is the image of a section of F| M for some austere manifold M of type Q. Thus, we may define on F a Pfaffian exterior differential system, the standard system,
whose integral submanifolds correspond to austere manifolds of this type.
We will also need to consider austere manifolds M where | II | is conjugate to an austere subspace Q λ of fixed dimension δ but which depends on parameters λ 1 , . . . , λ ℓ which are allowed to vary along M. Suppose that a basis of this subspace is given by symmetric matrices S 1 (λ), . . . , S δ (λ), and the parameters are allowed to range over an open set L ⊂ R ℓ . Then we may define the standard system with parameters
which is analogous to the above, but now defined on the product F × L. Given any austere manifold M of this kind, we may construct an adapted frame along M such that
Then the image of the fibered product of the mappings p → (p, e i (p), ν a (p)) and p → (λ 1 (p), . . . , λ ℓ (p)) will be an integral submanifold of I. Conversely, any integral submanifold of I satisfying the independence condition gives (by projecting onto the first factor in F × L) a section of F| M which is an adapted frame for an austere manifold M.
For later use, we compute the 1-forms of I. We note that dθ a ≡ 0 modulo the 1-forms of I, so that the only algebraic generator 2-forms are obtained from differentiating the 1-forms θ
Using (12) and (13), we obtain
modulo θ a and θ a i . The 2-forms for the standard system without parameters are obtained replacing S a in (15) with a constantŜ a , for which dŜ a ij = 0.
Austere Submanifolds of Type A
In this section we classify maximal austere submanifolds of type A. Of course, holomorphic submanifolds are of this type, but we will show that general type A austere 4-folds are much more plentiful than holomorphic submanifolds. Before specializing to submanifolds of maximal type A, we will first characterize those type A submanifolds for which the metric is Kähler.
3.1. Real Kähler Submanifolds. It was shown by Dajczer and Gromoll [5] that if a submanifold in Euclidean space admits an almost complex structure for which the metric inherited from the ambient space is Kähler, then the submanifold is austere. (They termed these 'real Kähler' submanifolds.) As stated in §2.1, the maximal austere space Q A may be characterized as the set of symmetric matrices which anti-commute with a complex structure on R 4 represented by the matrix J given by (9) . Thus, the subgroup U(2) R ⊂ GL(4, R) of matrices that commute with J preserve Q A .
In general, we can associate a well-defined almost complex structure 2 to type A austere 4-folds M. Thus, it is natural to ask under what circumstances the metric on M is Kähler. Below, we will give a partial converse to Dajczer and Gromoll's result. In order to state our result precisely, we will need some algebraic preliminaries.
We split the space so(4) of skew-symmetric matrices as
where u(2) R is the subspace of matrices that commute with J (which is isomorphic to the Lie algebra u(2)) and P is the subspace of matrices which anticommute with J, which is spanned by the matrices
Proposition 5. Let M be an austere 4-fold of type A, and for
from the space of 4 × 4 matrices S into the space of 4 × 8 matrices. Suppose that for every p the image of Q(p) under K has the property that the common nullspace of all matrices in the image is zero. Then M is Kähler with respect to the complex structure defined by J.
Proof. LetŜ 1 , . . .Ŝ 6 be a fixed basis for Q A . Let r be the effective codimension of M, not assumed to be the same as the normal rank of M. Locally on M, we may construct an adapted frame e 1 , . . . , e 4 , ν 1 , . . . , ν r such that 
and [Ŝ h , φ] denotes the commutator. These 2-forms must vanish under pullback via f . Consider the 4-forms
Using the fact that U = −JT , we can expand these as
Next, write φ = φ + ψ, where φ takes value in u(2) R and ψ takes value in P. Using the fact that the matricesŜ h and [Ŝ h , φ] anticommute with J while [Ŝ h , ψ] commutes with J, we have
It is easy to verify that (−ω ∧
Computing the remaining terms gives Ξ
where ω (k) denotes the 3-form which is the wedge product of the
Thus, if Q(p) satisfies the given conditions, then a k and b k must vanish. Therefore, the connection forms φ of M take value in u(2) R , the connected component of the holonomy group of M lies in U (2) R , and it follows that M is Kähler.
Note that the vanishing of ψ implies the vanishing of additional polynomials in the coefficients v a h . To express these, introduce the notation {} P for the projection of an so(4)-valued function (or differential form) into the subspace P. By (13),
Furthermore, the (i, j) entry of the matrix within braces is congruent, modulo the θ
where
. Then these additional conditions take the form
(17) for all k < ℓ. 
and x is a real parameter.
Proof. Any nonzero matrix in Q A can be diagonalized using U (2) R , and scaled to be equal to S x for some x ∈ R. The kernel of K(S x ) is a 4-dimensional subspace of R 8 . Requiring that a general element S ∈ Q A , linearly independent from S x , has the property that the restriction of K(S) to ker K(S x ) is singular, implies that S must be a multiple of JS x .
Corollary 7.
All type A submanifolds with δ ≥ 2 are Kähler.
Proof. Because of Prop. 5, we need only check those submanifolds such that | II p | is at every point conjugate to a space of the form Q x defined in Prop. 6. Note that matrices in Q x anticommute with J, and J = P JP −1 for a permutation matrix P . Thus, we may repeat the argument of the proof of Prop. 5 with all matrices in so(4) replaced by their conjugates under P . We conclude that the submanifold is Kähler with respect to the complex structure defined by J .
3.2.
Maximal Type A. In the rest of this section, we discuss austere submanifolds of type A with δ = 6, i.e., whose second fundamental forms span the entire space Q A . We fix the following basis for this space: Let M be an austere submanifold of this type; for the sake of simplicity, we first assume that cod M = δ = 6, i.e., M lies in R 10 . Let F be the bundle of semi-orthonormal frames on R 10 , as described §2.2. The manifold F has dimension 10 + 24 + 36 + 6; referring to the structure equations (12), we note that the components of ω, θ, η, κ, and the lower triangle of φ give a coframe on F.
By hypothesis, along M there is a moving frame (e 1 , e 2 , e 3 , e 4 , ν 1 , . . . , ν 6 ) such that
(Here, we take the convention that indices i, j, k run between 1 and 4, while indices a, b run between 1 and δ.) The image Σ ⊂ F is an integral of the standard system I defined in §2.2.
By (15), we see that the 2-forms of I are given by π ) must also vanish along Σ. Therefore, an adapted frame along an austere 4-fold of this type will be an integral of the augmented Pfaffian system
With the addition of the 1-forms ψ 1 , ψ 2 come the additional integrability conditions (17). In this case, these generate only two linearly independent conditions,
Since these conditions are constraints on how the normal vectors ν a may be arranged, they hold only on a codimension-two submanifold of the frame bundle F. Let F ′ ⊂ F denote this submanifold. We now apply Cartan's test for involutivity to the pullback of the Pfaffian system I + to F ′ .
Proposition 8. On F ′ , the system I + is involutive with Cartan characters s 1 = 24, s 2 = 10.
Proof. As in the proof of Prop. 5, let φ be the projection of φ into u(2) R . Then Differentiating (19) shows that two of these forms pull back to F ′ to be linearly dependent on the others; for example, one can solve for π To apply Cartan's test, we need to calculate the fiber dimension of the space of 4-dimensional integral elements (satisfying the independence condition) at points on F
A , which has dimension 8. As a varies, we obtain a 48-dimensional space of solutions p a ijk . However, the corresponding integral 4-planes must be tangent to the submanifold F ′ . This requirement imposes 4 additional linearly independent homogeneous conditions on the p a ijk , so we conclude that the fiber dimension of the space of integral elements tangent to F ′ is 44. Since this dimension coincides with s 1 + 2s 2 , the system is involutive.
We now state the following Proof. The first assertion follows by applying the Cartan-Kähler Theorem (cf. Theorem 7.3.3 in [7] ), given the fact that the system I + is involutive with characters computed in Prop. 8. The second assertion follows from Prop. 5. The third assertion follows from the fact that holomorphic submanifolds of real dimension four in R 10 ≃ C 5 are locally the graphs of three holomorphic functions of two complex variables. The Cauchy-Riemann system for one function of two complex variables is involutive with Cartan character s 2 = 2, so such submanifolds M depend locally on a choice of 6 functions of 2 real variables. But it is also instructive to see just how the solutions of the above Pfaffian system fail, in general, to be holomorphic submanifolds.
Suppose that M 4 ⊂ C 5 is a holomorphic submanifold with normal space of real dimension 6, and let J denote the ambient complex structure. Adapt a framing along M so that (18) holds. The equation (2) implies that (Jν a ) · II(X, Y ) = −ν a · II(X, JY ). It follows that the matrix representing Jν a · II must equal minus the product of the matrix representing ν a · II with J. Multiplying the basis matricesŜ 1 , . . . ,Ŝ 6 by J shows that we must have
By abuse of notation, we can assume that J is a constant matrix. Differentiating, for example, the equation Jν 1 = ν 4 , and using (10), yields
In particular, such framings satisfy κ 
Such moving frames, as sections of F, give integral submanifolds of the following Pfaffian system: is isomorphic to Q A , and is involutive with characters s 1 = 4, s 2 = 2. Combining this with the results of Prop. 8 we conclude that the EDS I + is involutive with characters s 1 = 24 + 4(r − 6) = 4r and s 2 = 10 + 2(r − 6) = 2r − 2.
We conclude that type A austere 4-folds in R 4+r with maximal first normal space (so that r ≥ 6) depend on a choice of 2(r − 1) functions of 2 variables. By contrast, when r is even, holomorphic submanifolds of real dimension 4 depend on r functions of 2 variables.
Maximal Types B and C

Submanifolds of Maximal Type B.
Let M be an austere submanifold of type B of normal rank δ. By hypothesis, there is a moving frame (e 1 , e 2 , e 3 , e 4 , ν 1 , . . . ν δ ) such that the e i are orthonormal and tangent to M, and in each normal direction ν a the shape operator takes the form
We consider the standard system with parameters
, where F is the semi-orthonormal frame bundle of M and ν a · II(e i , e j ) = S a ij have form (21). (For each a, the parameters are the scalar m a and the entries of B a .) The integral submanifolds of this EDS with the independence condition ω 1 ∧ ω 2 ∧ ω 3 ∧ ω 4 = 0 correspond to austere submanifolds of type B. As in (15), we compute the system 2-forms as
modulo the 1-forms of the ideal I, where [S a , φ] denotes the commutator. Hence the tableau of the system is spanned by the 1-forms
Let Ω a i = −π a ij ∧ ω j denote the system 2-forms, which will also vanish on the integral elements. The 5-dimensional space of type B second fundamental forms Q B is spanned symmetric matrices that anticommute with the reflection
along with R itself. The space so(4) of skew-symmetric matrices splits as a direct sum of two subspaces W 1 and W 2 , where (2) is the 2-dimensional subspace of matrices which commute with R and W 2 = 0 B − t B 0 , B ∈ M 2 (R) is the 4-dimensional subspace of matrices which anticommute with R. We write the so(4)-valued connection form φ as φ = φ 0 + ψ, where φ 0 takes value in W 1 and ψ takes value in W 2 .
If S ∈ Q B , then [S, φ 0 ] anticommutes with the reflection R. To see this, suppose S belongs to the subspace of matrices in Q B that anticommute with R. Then
On the other hand, if S is a multiple of R we can see easily that [S, φ 0 ] again anticommutes with R.
The following result gives us the fiber dimension of the set of integral elements of the Pfaffian system I with independence condition. We point out that this result is independent of the normal rank of the submanifold.
Proposition 10. The fiber dimension of the set of integral 4-planes (satisfying the independence condition) of the Pfaffian system I is 16.
Proof. The 2-forms of the differential system I are given by Ω Proof. If δ = 5, then at each point the second fundamental form spans all of Q B . We can therefore choose smooth, linearly independent normal vector fields ν 1 , . . . , ν 5 so that m 1 , . . . , m 4 are identically zero, B 1 through B 4 are given by
and m 5 = 1, B 5 = 0. This simplifies the formulas for the system 2-forms considerably and forces some additional 1-forms, not in the ideal, to vanish on all admissible integral 4-planes. Such 1-forms may be determined by examining the tableau of the Pfaffian system. For example, the system 2-forms Ω In all, the additional 1-forms that vanish on all admissible integral elements are Thus, any integral 4-fold of the EDS I, satisfying the independence condition, will also be an integral of the 1-forms ψ 1 , . . . , ψ 11 . Let J be the differential ideal resulting from adding these 1-forms to I. The exterior derivatives of the ψ's, modulo the 1-forms of J, are linear combinations of wedge products of the κ's with each other, and with the φ's. Thus, J is a non-linear Pfaffian system. In particular, if we substitute the values given by π a ij = P a ijk ω k into the new 2-forms, and take coefficients with respect to the 2-forms ω
, we obtain 66 quadratic polynomials in the P a ijk which must vanish in order for an integral element of I to be an integral element of J. Eliminating the P a ijk from these polynomials yields integrability conditions in terms of the g ab which include g 11 + g 55 = g 22 + g 44 = 0. Since this is impossible for components of the metric, we conclude that the set of integral 4-planes of J satisfying the independence condition is empty.
Submanifolds of Maximal Type C.
We begin by noting that the space Q C of quadratic forms is preserved by conjugation by a discrete subgroup of O(4) that simultaneously permutes x 1 , x 2 , x 3 and λ 1 , λ 2 , λ 3 . These permutations will, of course, preserve the equation in (1) satisfied by the λ's, but will not preserve the inequalities in (1) .
We now discuss submanifolds of type C whose first normal space is of dimension δ = 3. These submanifolds lie in R 7 as seen in Proposition 3. As was the case with submanifolds of type B whose second fundamental form had maximal span, we can choose an orthonormal frame e 1 , e 2 , e 3 , e 4 for the tangent space and a basis ν 1 , ν 2 , ν 3 for the first normal space with respect to which the second fundamental form is represented by any basis for the space Q C we choose. Accordingly, let F be the bundle of such frames on R 7 and use the basis matrices
where we assume that
(27) Let 1 ≤ i, j, k ≤ 4 and 1 ≤ a, b ≤ 3. We recall the structure equations on F as
is the vector of canonical forms corresponding to the e i and
is the vector of canonical forms corresponding to the ν a , and φ is skewsymmetric.
Choosing a moving frame so that the second fundamental form in the direction of ν a is represented by matrix S a means that S a gives the components of the 1-forms η a i in terms of the ω j . So, the moving frame will be an integral of the standard system with parameters:
This Pfaffian system is defined on F × L, where L ⊂ R 3 is the smooth affine algebraic variety defined by (27), minus the origin. (We assume that not all the λ's are zero, at least on an open set in the submanifold; otherwise, the submanifold must be a generalized helicoid.) Using the permutation symmetry of L, we may assume without loss of generality that λ 1 ≥ λ 2 ≥ 0, and thus we may solve for λ 3 in terms of λ 1 and λ 2 .
The 2-forms of this EDS are given by (15). Let π Consequently (using Thm. V.3.12 in [3] ), the set of integral 4-folds which lie in the open subset satisfying λ 1 = 1 and λ 2 = 1 is at most finite-dimensional.
Proof. Let E be an integral 4-plane annihilated by the π a ij . (Because the Pfaffian system I is linear, the characteristic variety is the same for every integral element at a point.) Let ξ = ξ i ω i be a nonzero element of E * , and let ξ ⊥ ⊂ E be the hyperplane annihilated by ξ. Then the polar equations of ξ ⊥ are generated by the 1-forms of I and the 1-forms π a ij ξ k −π a ik ξ j for j < k. By definition, the point [ξ] ∈ P(E * ⊗ C) is in the characteristic variety of E if these equations fail to have full rank, i.e., the 72 1-forms π a ij ξ k − π a ik ξ j have rank less than 17.
Expressing these 1-forms terms of the 1-forms dλ 1 , dλ 2 , φ i j and κ a b yields a 72-by-17 matrix whose entries are linear functions of the ξ i with coefficients which are rational functions of λ 1 and λ 2 . We find that the matrix has full rank at points where neither λ 1 nor λ 2 is equal to one, for any nonzero ξ. On the other hand, the matrix drops rank to 16 when λ 1 = 1 and ξ lies on one of the two lines described by
Similarly, it drops rank to 16 when λ 2 = 1 and ξ lies on one of the lines given by
It turns out that in the case when λ 1 = 1 or λ 2 = 1, there are no integral submanifolds. Proof. Suppose λ 1 = 1. Equation (27) forces λ 2 = −1 or λ 3 = −1. Without loss of generality, we take the case where λ 3 = −1. Denote the remaining parameter λ 2 by λ.
The Pfaffian system (28) is defined on F ×R and its 2-forms are given by 15. The 1-forms 22 are linear combinations of the 16 independent 1-forms dλ, φ j i and κ b a . The Cartan characters of I are computed to be s 1 = 12 and s 2 = 4. At each point of F × R, the set of integral 4-planes of the differential system I with the independence condition ω 1 ∧ ω 2 ∧ ω 3 ∧ ω 4 = 0 has dimension 12. Since 12 < s 1 + 2s 2 , the system fails to be in involution. It turns out that there are four additional 1-forms that vanish on all integral 4-planes and should be added to the ideal (28). These are obtained by studying the tableau π a ij of the Pfaffian system. For example, if we consider the first four lines of the tableau (given by a=1), the 2-forms obtained can be written in matrix form as 
We calculate that
Because the 2-forms Ω i vanish on any admissible integral 4-plane E, the same is true for the 4-forms on the right. Then, since φ 2 1 + φ 4 3 must restrict to E to be a linear combination of the ω i , the simultaneous vanishing of the 4-forms on the right in (29) implies that this linear combination must be zero.
Similarly, one can use the other pieces of the tableau to show that there are three more 1-forms that must vanish on the integral elements. In all, these additional forms are
where we now assume that λ = 1 and λ = −1. (We will consider the case where λ = ±1 below.) Let J be the differential ideal obtained by adding the above four 1-forms to I. This yields a non-linear Pfaffian system, since the exterior derivatives of the new added forms will contain linear combinations of wedges of the π a ij . Computing dψ 1 modulo the 1-forms of J gives
Thus, integral elements satisfying the independence condition exist only on the submanifold where λ = 0. We restricting J to the submanifold where λ = 0. The integral 4-planes satisfying the independence condition will be defined by the equations For each of these, the coefficients with respect to ω i ∧ ω j for i < j should all be zero. From these conditions, we get 12 quadratic polynomials in the s a ij which must vanish on any integral submanifold of J. A Gröbner basis calculation shows that these polynomials have no common zero, so the set of 4-integral elements of J is empty.
If λ = 1 or λ = −1, the conclusion is the same. It turns out that in this case there are 7 more 1-forms that vanish on any integral element of I and which have to be added to the ideal. Among the 1-forms of the augmented ideal J is φ 3 2 ; when we compute the derivative of this 1-form modulo the 1-forms of J we get
which can never vanish on admissible integral elements.
The following result shows that in maximal codimension δ = 3 and when all parameters λ i are constant (i.e., the austere subspace does not vary from point to point), the λ's are all forced to be equal to zero. This means that the second fundamental forms in various normal directions are rank one, and contain a common linear factor; in Bryant's terminology, M is called simple. By Bryant's Theorem 3.1 in [2] it is congruent to a generalized helicoid. Proof. First, assume that none of the parameters λ i are zero. Because of Prop. 13, we can also assume that none of them are equal to ±1. We take the standard system I on F with basis matrices S 1 , S 2 , S 3 given by (26), and calculate the system 2-forms Ω . By a permutation of rows and columns, the matrix for this linear system is equivalent to one with four nonzero 15 × 15 blocks, each of which is nonsingular under our assumptions about the values of the λ i . In particular, the connection forms φ i j must vanish identically on any integral submanifold of I, implying that the corresponding submanifold M 4 ⊂ R 7 is totally geodesic. This contradicts our assumption that δ = 3. Next, we assume that exactly one of the parameters is identically zero. Without loss of generality, we may assume that λ 3 = 0 and λ 2 = −λ 1 = 0. Then the fiber of the space of admissible integral elements of I has dimension two, but then the following additional 1-forms vanish on all integral elements:
We adjoin these 1-forms to obtain a larger Pfaffian system J. However, taking the exterior derivatives of the first two 1-forms in (31) implies that g 11 = g 22 = 0, which is impossible for components of the metric on the normal bundle. Thus, we conclude that the only possible solutions with parameters λ i all constant are those for which all these parameters are zero.
Examples
In this section we examine some interesting examples of austere submanifolds whose normal rank k is not maximal. More precisely, we describe the austere 4-folds of type A with k = 2 and the austere hypersurfaces whose second fundamental form has rank two.
5.1.
Austere Submanifolds of Type A with δ = 2. In this section we normalize the 2-dimensional subspaces of Q A and classify the corresponding austere 4-folds. As stated in §3.1, the symmetry group of Q A is U(2) R = {M ∈ SO(4)|JM = MJ}, with J given by (9) , and its action on Q A is M · S = MS t M. This group is, of course, isomorphic to the group U(2) of 2 × 2 unitary matrices, and we can map Q A to the space V of 2 × 2 symmetric complex matrices in a way that preserves the action. In particular, if we define the maps
In what follows, we will use this action to normalize real subspaces of V.
Let Q ⊂ V be a subspace of real dimension 2, and let S, T span Q. We first consider the following special cases:
1. S, T are linearly dependent over C. In this case, we can use U(2) to simultaneously diagonalize S and T . Using linear combinations with real coefficients, we can arrange that
We distinguish two subcases: (1.a) every matrix in Q has full rank, so that x, y are not both zero; and (1.b) the matrices S and T are singular (i.e., x = y = 0).
2. S, T are linearly independent over C. We first note that, by the fundamental theorem of algebra, there must be a singular matrix in the complex span of S and T , i.e., det(T − λS) = 0.
We distinguish several special cases:
(2.a) Q contains a singular matrix (i.e., λ ∈ R). In this case, we can linearly combine S and T so that T has rank 1. Using U(2), we can arrange that ker T is spanned by t [1, 0] ; then using the diagonal subgroup U(1) × U(1) and real scale factors, we can assume that
for real parameters u, x, y.
(2.b) Quadrics in Q have a common nullspace. Assuming that the previous cases do not apply, in this case we can arrange that S and T have the form
for positive real parameters x, y. Note that the Grassmannian G(2, 6) is endowed with a complex structure that enables us to identify it with the standard quadric in CP 5 (see [9] , Chapter XI, Example 10.6). Note also that if the Gauss map of M is degenerate, then it falls into case 1.b. Austere manifolds with Gauss map rank 2, and δ ≥ 2, were classified by Dajczer and Florit [4] . For submanifolds of this type, the prolongation | II | (1) is nonzero, so we cannot conclude that they lie in a totally geodesic R 6 ; in fact, the examples of Dajczer and Florit exist in arbitrarily high effective codimension.
Proof. For each case, let S and T be the normalized basis matrices for the subspace, let S R , T R denote their inverse images under the map ρ, and let Q be the span of S R and T R . It is easy to check that Q (1) = 0 in each case, so by the argument of Proposition 3, M lies in a totally geodesic R 6 .
(i) Assume that | II | is of type 1.a; then Q is parametrized by x, y. Taking S R and T R (where S and T are given by (32)) as basis matrices, let I be the standard system with parameters, defined on F × L where L = R 2 minus the origin. By Proposition 6, any austere manifold of this type will be Kähler with respect to the complex structure given by (9) . Thus, the connection 1-forms must satisfy φ 
Taking exterior derivatives of the last two 1-forms modulo the algebraic ideal generated by forms in I + shows that integral submanifolds satisfying the independence condition exist only at points where g 11 = g 22 , g 12 = 0.
In other words, it is necessary that the frame vectors ν 1 , ν 2 be orthogonal and have the same length. We pull back the system I + to the submanifold V ⊂ F × L where these conditions hold. (Pulled back to V , the connection forms satisfy the additional relations κ To see that the corresponding austere submanifolds are holomorphic, we need to endow R 6 with the appropriate complex structure J which restricts to J on M. Because T R = S R J, equation (2) implies that this ambient complex structure must satisfy Jν 1 = −ν 2 . Thus, if we let F be a matrix whose columns are the vectors e 1 , . . . , e 4 , ν 1 , ν 2 , then J must satisfy
If J is to be the standard complex structure on R 6 , then it must be given by a constant matrix. By (38), this matrix must equal F CF −1 . Thus, we have only to show that, for any integral of I + , this matrix is a constant. The structure equations (12) imply that dF = F Φ, where Φ is the 6 × 6 matrix of connection forms:
Using this, we compute that dJ = F [Φ, C]F −1 . Then, it is easy to verify that, for any integral of I + | V , the values of the connection forms imply that [Φ, C] = 0. The argument in the case that | II | is conjugate to a space of type 2.c is similar, save that in that case M is Kähler with respect to the complex structure represented by J.
(ii) We again set up the standard system with basis matrices S R and T R (where S, T are given by (34), and parameters u, x, y range over all of L = R 3 ). The metric on M is Kähler with respect to J, so we pass to the augmented system I + as in (36). Again, differentiating the last two 1-forms in I + yield integrability conditions, which in this case are
Let V ⊂ F × L be the submanifold on which these conditions hold. The pullback of I + to V fails to be involutive, In fact, integral elements exist only on the submanifold V ′ defined by u = x = y = 0 and g 12 = 0. The pullback of I + to this submanifold is involutive after one prolongation, with character s 1 = 4.
On V ′ , we compute (using the structure equations (10)) that
where is the exterior product on R 6 . This shows that, for the framed austere manifold corresponding to any solution of this EDS, the 3-plane through the origin in R 6 spanned by e 1 , e 3 , ν 1 is fixed, and the orthogonal projection of M onto this 3-plane is a rank 2 mapping. The same is true for the 3-plane spanned by e 2 , e 4 , ν 2 . Thus, M is the product of surfaces in these two copies of R 3 . The austere condition implies that these must be minimal surfaces.
(iii) We set up the standard system with S, T given by (35) for positive parameters x, y; let L ⊂ R 2 be the first quadrant. The derivatives of the last two 1-forms in I + yield integrability conditions which are the same as (37). The restriction of I + to the submanifold V ⊂ F × L where these conditions hold is involutive, with character s 1 = 8.
To see that the corresponding austere manifolds are ruled, we compute the system 2-forms
where I + 1 denotes the algebraic ideal generated by the 1-forms of I + . It follows that on any solution there are functions u 1 , u 2 such that
Thus, we have
These equations show that, as we move along directions tangent to the e 1 -e 3 plane in T p M (i.e., directions annihilated by ω 2 , ω 4 ) the span of e 1 , e 3 is fixed. Thus, the map γ : M → G(2, 6) has rank two. To see that the image is a holomorphic curve, we must examine the complex structure on G(2, 6).
As in ( [9] , loc. cit.), we think of G(2, 6) as SO(6)/SO(2) × SO(4). Differential forms on G(2, 6)-in particular, (1, 0)-forms for the complex structure-may be lifted up to the group SO (6) . In this case, we use a lifting of the map γ to a map Γ : M → SO(6) defined by Γ : p → (e 1 (p), e 3 (p), e 2 (p), e 4 (p), e 5 (p), e 6 (p)),
where r = √ g 11 . (Note the change in order, chosen so that the vectors tangent to the ruling at p are the first two columns of Γ(p).) Let Ψ = G −1 dG be the Maurer-Cartan form on SO(6), with components ψ G(2, 6) , which sends G to the 2-plane spanned by its first two columns. Moreover, the complex span of the 1-forms ψ (42)
Notice that the holomorphic curve in G(2, 6) is not generic; indeed, if M were determined by specifying an arbitrary holomorphic curve in the Grassmannian as the image γ(M), then one would expect the Cartan character s 1 of I + to be 6. Instead, as we will see below, M is in part determined by a holomorphic curve in a different Hermitian symmetric space.
For the rest of this subsection, we will focus on 2-ruled austere submanifolds in R 6 with δ = 2, the last type discussed in Theorem 15. As in the proof of that theorem, an adapted frame along such a submanifold M defines the map Γ : M → SO(6) given by (40). Now let π : SO(6) → SO(6)/U(3) be the quotient map, where U(3) is the intersection of SO (6) On SO(6), define the complex-valued 1-forms
4 ) The quotient SO(6)/U(3) has real dimension 6, and the space of semibasic forms for the projection π is spanned by the real and imaginary parts of the β ℓ for 1 ≤ ℓ ≤ 3. (These forms annihilate the left-invariant vector fields in the subalgebra u(3), which span tangent spaces of the fibres of π.) The forms β i satisfy indicating that the complex span of the β ℓ is a pullback of a well-defined Pfaffian system on SO(6)/U(3), and these are the (1,0)-forms of an invariant (integrable) complex structure on the quotient.
It is evident from (42) that Γ * β 1 = Γ * β 2 = 0. Moreover, Γ * β 3 = r(φ 
indicating that the map π • Γ : M → SO(6)/U(3) has rank 2, and is holomorphic. In general, the space SO(2n)/U(n) may be identified with the set of orthogonal complex structures on R 2n ; in this case, with n = 3, it may also be identified with CP 3 , in the following way.
3 Let V = C 4 with the standard hermitian metric, and let W = R 6 with the Euclidean metric. Then Λ 2 V = C 6 = W ⊗ C, and each complex structure J on W corresponds (by associating to J its +i eigenspace) to a totally isotropic subspace E ⊂ W × C. Each such subspace E is of the form E u = {u v|v ∈ V } for some vector u ∈ C 4 . The map J → E u → u is well-defined up to complex multiple, and identifies SO(6)/U(3) with CP 3 . Moreover, the standard Kähler form on CP 3 pulls back to β 1 ∧ β 1 + β 2 ∧ β 2 + β 3 ∧ β 3 on SO(6), and SO(6) may be identified with the unitary frame bundle of CP 3 , with connection forms given by the components of Υ.
The following result shows that the association of M with a holomorphic curve in CP 3 is surjective but not 1-to-1: Proof. The proof of Theorem 15 part (iii) shows that along M there is an orthonormal frame (e 1 , . . . , e 6 ) such that e 5 · II(e i , e j ) = S and some positive functions r, x, y along M. To construct M, we will set up a Pfaffian system, similar to the augmented standard system I + , satisfied by the orthonormal frame. Let F o be the orthonormal frame bundle of R 6 ; in terms of the bundle F of semiorthonormal frames defined in §2.2, F o is the sub-bundle of F on which g 11 = g 22 = 1,
hold. The structure equations of F o are the same as those given by equations (10) through (12), but with the specialization (45) taken into account, κ is skew-symmetric and ξ = − t η. We adjoin r, x, y as new variables, taking value in the positive octant L ⊂ R 3 , and define our Pfaffian system J on F o × L to be generated by (6), whose value is the matrix with columns (e 1 , e 2 , e 3 , e 4 , ν 1 , ν 2 ). We will now show how, given an arbitrary holomorphic curve C ⊂ CP 3 , we construct an integral manifold of J whose image, under π • Γ, is an open neighborhood of p ∈ C.
Let N = π −1 (C). On N, the complex span of the 1-forms β ℓ is one-dimensional at each point. If z is a local holomorphic coordinate on C near p, then there will be complex functions f ℓ such that β ℓ = f ℓ π * dz on N. Substituting this in (43) gives
Let F be a fiber of π : N → CP 3 . Since such fibers are left cosets of U(3) ⊂ SO(6), U(3) acts simply transitively on them by right multiplication. This action is generated infinitesimally by the left-invariant vector fields on SO(6) that are tangent to subalgebra u(3) at the identity. Thus, such vector fields give a frame field tangent to F . Because Υ is u (3)-valued, (46) shows that as the action of U(3) moves points along F , the corresponding action on the vector with components f ℓ is isomorphic to the standard action of U(3) on C 3 . Thus, in each fiber there is a subset where f 1 = f 2 = 0, and the union of these subsets is a smooth submanifold 
Besides β 1 = β 2 = 0, these are the only linearly dependencies among the left-invariant 1-forms of SO(6) when restricted to N ′ ; thus, the 1-forms ψ for some complex function w on N ′ . This equation shows that the subgroup of U(3) stabilizing N ′ can be used to make k real and positive, provided that f and k are not both identically zero along a fiber. Since f, k give the components of the second fundamental form of C as a holomorphic submanifold of CP 3 , then f = k = 0 along the fiber above p means that p is a planar point of C. Thus, we will restrict to non-planar points of C. Then, in each fiber of N ′ there is a subset where k > 0, and the union N ′′ of these subsets is a smooth codimension-one submanifold of N ′ . If we let f = g + ih and w = u + iv for real functions g, h, u, v, then taking the real and imaginary parts of (48) gives dk = −vψ 
