We examine the question whether the dimension D of a set or probability measure is the same as the dimension of its image under a typical smooth function, if the range space is at least D-dimensional. If is a Borel probability measure of bounded support in R n with correlation dimension D, and if m D, then under almost every continuously differentiable function ("almost every" in the sense of prevalence) from R n to R m , the correlation dimension of the image of is also D. If is the invariant measure of a dynamical system, the same is true for almost every delay coordinate map, under weak conditions on periodic orbits. That is, if m D, then m time delays are sufficient to find the correlation dimension using a typical measurement function. Further, it is shown that finite impulse response (FIR) filters do not change the correlation dimension. Analogous theorems hold for Hausdorff, pointwise, and information dimensions. We show by example that the conclusion fails for box-counting dimension.
Introduction.
Let S be a bounded Borel subset of R n , and let G : R n ! R m be a "typical" continuously differentiable function. Assume dim(S) m. In this article we investigate whether dim G(S) = dim(S); or in other words, whether G preserves the dimension of S. The answer to such a question obviously depends on both the definition of dimension and the notion of typical. Mattila [10] , building on ideas of Kaufman [8] and Marstrand [9] , showed that almost every orthogonal projection from R n to R m (in the sense of Haar measure on the orthogonal group) preserves the Hausdorff dimension of any set whose Hausdorff dimension is no greater than m. Our goals are to extend this result to general smooth functions from R n to R m , and to consider a wider range of definitions of dimension. For example, we will show that typical smooth functions preserve correlation dimension, and that Hausdorff dimension can be defined in terms of (the evidently more fundamental) correlation dimension, recovering Mattila's result. One difficulty with extending such ideas is to determine a reasonable concept of "typical" for general smooth functions, where there is no generalization of Haar measure. For this purpose we will often use the concept of prevalence [7] . We are primarily concerned with some standard metric dimensions such as Hausdorff, correlation, information, and box-counting dimension. For each of the first three types of dimensions, we show that dim(G(S)) = dim(S) for a dense subset of functions G in the C 1 topology. In fact, we can say that "almost every" function in C 1 (R n ; R m ) preserves dimension in the following sense: if we denote by M an m n matrix, then for each C 1 -function G : R n ! R m , the function (G + M)(x) preserves the dimension of S for (Lebesgue) almost every choice of entries in M. On the other hand, box-counting dimension is not preserved for all sets S. We will exhibit subsets S R n such that boxdim(G(S)) < boxdim(S) for every continuously differentiable function G : R n ! R m .
The concept of "almost every" mentioned above fits into a more general context, using the terminology of [7] . It is stated in terms of all probability measures on X = C 1 (R n ; R m ). (A probability measure on X is a Borel measure satisfying (X) = 1.) A Borel subset Y of the function space X = C 1 (R n ; R m ) is called shy if there exists a probability measure m on X for which the measure of every translate of Y is zero. That is, Y is shy if m(Y + x) = 0 for every x in X. A prevalent set is a set whose complement is shy. In particular, prevalent implies dense.
In the cases described above, the probability measure can be taken as follows. Let C be the set of linear transformations represented by m n matrices whose entries are bounded by 1 in absolute value. The set C can be viewed as an mn-dimensional cube, on which we can put Lebesgue measure m normalized such that m(C) = 1. Extend m trivially to all of X, so that m(X n C) = 0. Let X 0 be the subset of X consisting of functions that do not preserve the dimension of S. We prove that for every G, the translated set of functions X 0 + G has m-measure zero. This shows that X 0 is shy. Therefore, our affirmative conclusion for the preservation of Hausdorff, correlation, and information dimensions holds for "almost every" C 1 function from R n to R m , in that the subset of such functions is a prevalent set.
In section 2 we prove the dimension preservation result for correlation dimension D 2 . Instead of being defined on a Borel set, correlation dimension is defined more generally for a Borel probability measure of bounded support. Assume that is a Borel probability measure on R n satisfying D 2 ( ) m. Let G( ) denote the measure on R m induced by , that is, for each subset S of R m , G( )(S) (G 1 (S)). We show that D 2 (G( )) = D 2 ( ) for almost every smooth G : R n ! R m . Our proofs follow the general line of reasoning used by Mattila for Hausdorff dimension in [10] .
Whether dimension is preserved is a necessary question from the point of view of interpretation of scientific measurement. Assume repeated observations are being made of a system, whose state space is R n .
Often n is large, and the state is observed indirectly, by making physical measurements. Assume that each observation results in m real numbers, representing m simultaneous and independent measurements. By definition of state, the outcomes of these measurements depend uniquely on the state. The observations define a measurement function G : R n ! R m . Let the probability of the location of the state be described by a probability measure on R n . Can the correlation dimension of the state probability measure be determined from the observations alone? A probability measure G( ) on R m is induced by the observations.
If the function G formed by the measurements satisfies D 2 (G( )) = D 2 ( ), then the information about the correlation dimension of can be ascertained through measurement. In section 3 we take up the subject of other dimensions. First we point out the fact that the Hausdorff dimension D H of a bounded Borel subset S of R n is equal to the supremum of the correlation dimensions of probability measures defined on subsets of S. The fact that Hausdorff dimension is preserved under almost every smooth function follows directly from this characterization and the results of section 2. Secondly, an alteration of the proof from section 2 shows that for a given invariant measure , pointwise dimension is preserved for -almost every point, which implies that the information dimension is also preserved, i.e. Finally, we discuss results on the effect of finite impulse response (FIR) filters on dimension measurement. We show that if P is a fixed full rank matrix representing the FIR filter, then these dimensions are preserved by the filtered delay coordinate map G P;F;h := PG F;h for almost every smooth h. Thus almost every FIR-filtered delay coordinate map preserves correlation, Hausdorff, and information dimension when the range space has dimension greater than or equal to the dimension of the set. This differs from the infinite impulse response (IIR) case, as has been noted experimentally and theoretically [1] . The significance of the results of this article for numerical calculation of correlation dimension is the subject of [3, 13] .
2. Correlation dimension.
Definition of correlation dimension.
Let be a Borel probability measure on R n with bounded support. The correlation function C(") is defined to be the proportion of pairs of points (x; y) that lie within " of one another in R n , weighted according to . That is, C(") = ( )(Q " ) where Q " = f(x; y) : jx yj < "g):
We will write
as a shorthand for lim "!0 log C(") log " = D:
It is common [6] to call this D the correlation dimension of the measure when the limit exists, although there is no guarantee that C(") " D for any D. Because of this, we will work with a definition (2.4) that is an extension of (2.3) but that is defined for all measures in a natural way. See [11] for an interesting discussion of possible directions in which to extend the basic definition of correlation dimension beyond the ideal case (2.3).
Definition 2.1
The correlation dimension of the measure is D 2 ( ) = sup s :
The integral is defined because the correlation function C(") is a nondecreasing positive function of ", implying that C 0 (") is defined except for a countable set of ". Next Proof. First note that limit (2.3) implies that for any > 0, there exists " 0 > 0 such that " D+ < C(") < " D for 0 < " < " 0 :
Given 0 s < D, we show that the integral of (2.4) converges as follows. Set = (D s)=2 > 0, and let " 0 be as above. Integration by parts yields
dC(") " s < 1, we need only consider the remainder:
On the other hand, given 0 < D < s, we show that the integral of (2.4) diverges. In this case, set = (s D)=2 > 0, and there exists 0 < " 0 < 1 satisfying inequality (2.5). It follows from this inequality that for any 0 < " 1 < " 0 , there exists 0 < " 2 < " 1 such that C(" 2 ) C(" 1 )=2. Then
Since " 1 can be chosen arbitrarily small, there is no upper bound for where the notation h i denotes the average taken with respect to . In the usual terminology, the quantity jx yj s is called the Riesz kernel, and the average in (2.7) is called the s-energy of the measure . The correlation dimension of a measure is the supremum of s for which the measure has finite s-energy.
Prevalence.
When referring to properties held by elements of infinite-dimensional metric linear spaces X, such as X = C 1 (R n ; R m ), we will use the term "almost every" to mean that the set of elements with a given property is prevalent [7] . This use of the term "almost every" was developed as an extension of Lebesgue almost every to the case of infinite-dimensional spaces. A Borel probability measure m on the complete linear space X is said to be transverse to a Borel subset S X if m(S + x) = 0 for every x 2 X. A subset Y of X is prevalent if there exists a probability measure transverse to the complement of Y .
Prevalence is an alternative notion of genericity that seems appropriate when probabilistic properties are involved, which is common in dynamical systems theory. A property on a complete metric space is said to be generic if the set on which it holds is residual, meaning that it contains a countable intersection of open dense sets. Both prevalent sets and residual sets (according to Baire) are dense. The two notions agree for some sets; for example, the set of points in X = R n with irrational coordinates is prevalent and residual. However, while a subset of R n is prevalent if and only if it has full Lebesgue measure, a residual set can have Lebesgue measure zero (see [7] for some examples).
In this article, X will represent either C 1 (R n ; R m ) or C 1 (R n ; R), and Lebesgue measure on a finite dimensional cube will be used for the measure transverse to the complement. For example, we will show that there is a finite-dimensional cube C = f P k i=1 v i G i : jv i j 1g of smooth functions from R n ! R m such that for each smooth function G 0 : R n ! R m , the perturbed function
for Lebesgue almost every v = (v 1 ; : : :; v k ) in the unit cube. That is, the subset of continuously differentiable functions which do not preserve dimension D 2 intersects the set fG 0 + P v i G i g in a set of k-dimensional Lebesgue measure zero. Since this is true for every G 0 , the set of bad functions is transverse to Lebesgue measure on the k-dimensional cube C. Therefore, the subset of C 1 (R n ; R m ) which preserves correlation dimension is prevalent. In particular, prevalent implies dense, so the theorem also holds in the weaker sense of a dense subset of smooth functions G.
Preservation of correlation dimension. Notation 2.3
We will use the following notation for balls and cubes centered at the origin in R m . Denote by B m (r) the m-dimensional ball of radius r centered at 0, and by C m (r) the m-dimensional cube fx : jx i j r; i = 1; : : :; mg centered at 0.
To prove the main theorems, we need the following well-known fact about integrating across singularities, and a couple of other propositions. 
2
If is a measure on R n and G : R n ! R m is a function, define the induced measure G( ) on R m by
for each subset S of R m . In this section, we are interested in showing that for the correlation dimension D 2 defined above, the equality D 2 (G( )) = D 2 ( ) for almost every G, in an appropriate sense.
The next result is the main proposition of the section. It gives a criterion for establishing dimension preservation for smooth functions G : R n ! R m that are typical within particular linear subspaces L(V ) of C 1 (R n ; R m ). The first case of interest is V = C 1 (R n ; R m ), where L is the identity function. A second case, pursued in section 4, assumes an underlying smooth dynamical system F : R n ! R n . For each smooth h : R n ! R, define the delay coordinate map G F;h : R n ! R m by G F;h (x) = (h(x); h(F 1 (x)); : : :; h(F (m 1) (x))):
Then setting V = C 1 (R n ; R), the identification L(h) = G F;h defines a proper linear subspace L(V ) of C 1 (R n ; R m ), the subspace of delay coordinate maps. Our conclusion in the second case will be that for a fixed F, the delay coordinate map G F;h preserves dimension for almost every h. P n j=1 v ij M ij : jv ij j 1g. For each pair x; y in R n , one of the entries of x y has magnitude at least jx yj= p n. Since the functions M ij are linear, the set fM(x y) : M 2 C mn (1)g covers B m (0; jx yj= p n). Thus Proposition 2.6, with K = 1= p n, shows that for each G 0 2 C 1 (R n ; R m ), the function G M = G 0 + M satisfies D 2 (G M ( )) = D 2 ( ) for (Lebesgue) almost every M 2 C mn (1) . 2 3. Other dimensions.
Hausdorff dimension.
Next we show that Theorem 2.7 remains true if correlation dimension is replaced with Hausdorff dimension, and if the statement is amended to concern sets rather than measures. D H (A) = sup fD 2 ( ) : (R n ) = (A)g :
Therefore the proof that smooth functions preserve Hausdorff dimension follows from the correlation dimension case. 
Information and pointwise dimension.
The statements of the previous section also hold for information dimension D 1 , as a consequence of the fact that they hold for pointwise dimension. Assume that is a Borel probability measure on R n . 
H (X):
The information dimension of is
Young showed that under the assumption that the pointwise dimension at x is the same for -almost every x, this common value equals the information dimension D 1 ( ) [16] . Eckmann and Ruelle [4] conjecture that this assumption holds for a C 1 -diffeomorphism on a compact Riemannian manifold with an ergodic Borel invariant measure and nonzero Lyapunov exponents. Young proved this conjecture for two-dimensional manifolds [16] . is finite for s less than D. Define the set A L to be the set of x for which the integral (3.6) is less than the positive integer L. By integrating over A L R n (instead of R n R n in the proof of Proposition 2.6), we
where k = mn, and where C = C mn (1); G v , and K are as in the proof of Proposition 2.6. We conclude that for s < D and for Lebesgue almost every v 2 C, the integral
is finite for all L. At times we will use the shorthand N(A; ") " D 0 (A) as an exact equivalent for Equation (3.8).
Example 3. 7 We exhibit a compact subset Q of R 10 with box-counting dimension D 0 (Q) = 5, so that for any C 1 -function G : R 10 ! R 6 , D 0 (G(Q)) < 4: The set Q is countable, but the aspect of Q that is crucial is not the countability but the fact that a cover of "-balls results in a very dense packing in some regions. Cantor sets could be constructed with similar nonhomogeneity properties resulting in images in certain spaces necessarily having lower box-counting dimension than the original set.
Let 0 < d < n be integers, and define = n d 1. In R n , for k > 0, define Q k to be a set of points on the sphere centered at 0 of radius 1=k with the property that no two points of Q k are closer than k 1 , and that subject to this restriction there are as many points in Q k as possible. That means that the number of points in Q k is k n 1 for all positive k. Define the compact set Q = f0g Q 1 Q 2 : : :. The adjacent spheres of radius 1=(k + 1) and 1=(k 1) have distances approximately k 1 from Q k .
Hence the distance between adjacent shells is about the same as the distance between nearest neighbors on those shells.
The box-counting dimension calculation for Q goes as follows. Let k be a positive integer and let " = k 1 . Because the interpoint distances inside radius 1=k are smaller than ", we need to cover virtually the entire solid disk D k of radius 1=k . Covering this "inner region" of Q requires N(D k ; ") ( k " ) n k n " d balls. The remainder of the set, the "outer region", needs one ball per point, since the interpoint distances are greater than ". Thus N(Q 1 : : : Q k 1 ; ") 1 + 2 n 1 + : : : + (k 1) n 1 k n " d . The total is N(Q; ") " d + " d , so the box-counting dimension of Q is D 0 (Q) = d. Now let G be any smooth function from R n to R m . Without loss of generality we can assume that G(0) = 0, and multiplying G by a positive constant (thereby making no change in the dimension of the image), we assume that jG(x)j jxj for x 2 Q.
The sets Q j for j k all map into D m k , the ball in R m of radius 1=k , and so for the inner region,
The number of points in the outer region of Q (beyond radius 1=k ) is proportional to k n , and while many of these would be mapped into D m k , the number k n = " n= is an upper bound on the number of points needed for an " cover of these points.
Hence N(G(Q); ") is bounded by a number proportional to ( k " ) m + k n " d . Choosing the balls so that this number is as small as possible means choosing d so that the two numbers of balls are equal, 
Dimension preservation for delay coordinate maps.
There are similar dimension preservation results for the subspace of functions from R n to R m which are delay coordinate maps. Let F : R n ! R n denote a smooth invertible dynamical system with invariant measure . For example, F may be the "time-T " map which represents T time units of the flow of a system of differential equations. The probability measure is said to be invariant under F if (F 1 (S)) = (S)
for each subset S of R n . For each smooth h : R n ! R, define the delay coordinate map G F;h : R n ! R m by G F;h (x) = (h(x); h(F 1 (x)); : : :; h(F (m 1) (x))):
We begin with a polynomial interpolation lemma. Given interpolation nodes y i and data z i to be fitted, the lemma bounds the size of coefficients of the interpolating polynomials in terms of the distance between the interpolating nodes. To prove a dimension preservation theorem about delay coordinate maps, it is necessary to put an extra condition on periodic orbits of low period for the diffeomorphism F. For example, if the invariant set of F consists entirely of fixed points, they will all be mapped to the diagonal x 1 = : : : = x m under any delay coordinate map, and dimension cannot be preserved if the invariant set has dimension larger than 1. To avoid pathological cases, we will assume that the measure restricted to the set of period m points has correlation dimension less than D 2 ( ). Proof. The proof is similar to that of Thm. 2.7. We want to show that for almost every perturbation h = h 0 + P k i=1 c i h i of the observation function h 0 , the delay coordinate map G F;h preserves dimension.
The set of periodic points of period less than m is a Borel set, so we work with the measure on the complement S 0 of this set, which by assumption has the same dimension D 2 as . In the absence of periodic points of period less than m, we can assume the points x; F 1 (x); : : :; F (m 1) (x); y; : : :; F (m 1) (y) are distinct. Then the role of the linear functions G 1 ; : : :; G k in the proof of Theorem 2.7 can be filled by interpolating polynomials h i : R n ! R.
Consider the subset of S 0 defined by S " = fx : jF i (x) F j (x)j > "; 0 i < j < mg. This omits periodic orbits and nearly (within ") periodic orbits of period less than m. The union of the S " for a sequence of " ! 0 (say " = 1=j) is S 0 . We will show that a prevalent subset of observation functions h preserve dimension for each " > 0. Since a countable intersection of prevalent subsets is prevalent, we will have shown that dimension is preserved on all of A.
Since F and F 1 are Lipschitz on the (bounded) support of , there exists > 0 such that jx yj jF i (x) F i (y)j 1 jx yj for 0 i < m, for each pair of distinct points x; y 2 S " . For 0 i 6 = j < m, note that
Therefore, if we restrict consideration to pairs x; y within "=2 of one another, we conclude that jF i (x) F j (y)j "=2 for 0 i 6 = j < m. On the other hand, if i = j, we have only the bound jF i (x) F i (y)j > 1 jx yj. Define W = 2mR 2m 1 =" 2m 2 , where R is large enough that the support of the measure is contained in a ball of radius R. We will use the k-dimensional cube P c i P i , where the P i are monomials in n variables of degree at most 2m 1, and jc i j 1, for the set of functions. For x; y in S " , we can apply Lemma 4.1 with y 1 = x; y 2 = F 1 (x); : : :; y m = F (m 1) (x); y m+1 = y; y m+2 = F 1 (y); : : :; y 2m = F (m 1) (y) to conclude that all points in the cube C m (jx yj= ) can be written in the form G F; c i P i (x) G F; c i P i (y) for jc i j W. To use Proposition 2.6, define the linear map L : C 1 (R n ; R) ! C 1 (R n ; R m ) by L(h) = G F;h .
It follows that The conclusion is that correlation dimension of a measure is preserved for almost every h as long as D 2 ( ) m. Only minor modifications are needed in the proof of Theorem 4.2. The sets S 0 must avoid periodic points of period less than p (instead of m), and the linear map needed to apply Proposition 2.6 is L : C 1 (R n ; R) ! C 1 (R n ; R m ) defined by L(h) = G P;F;h . Using interpolation polynomials of degree at most 2p 1 results in fG F; c i P i (x) G F; c i P i (y) : jc i j 1g B p (jx yj= W) (4.3) for each pair x; y. Applying the matrix P to the left sides of Equation (4.3) gives the necessary inclusion fG P;F; c i P i (x) G P;F; c i P i (y) : jc i j 1g PB p (jx yj= W):
The result is the following. Remark 4.5 In the case of smooth manifolds, there is previous work on the preservation of dimension under FIR filters. If A is a smooth (differentiable) compact manifold of dimension n (necessarily an integer), then the filtered delay coordinate map G P;F;h : A ! R m is a diffeomorphism for prevalent/generic h : R n ! R, as long as m > 2n. This is proved in [14] and independently in [2] by a modification of Takens' proof [15] . Since a diffeomorphism on a compact manifold is bi-Lipschitz, correlation and other metric dimensions are preserved. The advantage of Theorem 4.3 is that it applies to sets that are not smooth manifolds. If the set (respectively, measure) in question is known to be contained in (resp., supported on) an n-dimensional smooth manifold, then Theorem 4.3 says that m in the filtered delay coordinate map can be taken to be the smallest integer greater than or equal to the dimension of the set, which is smaller than n in general.
