Abstract. It is known that a threshold policy (or trunk reservation policy) is optimal for Erlang's loss system under certain assumptions. In this paper we examine the robustness of this policy under departures from the standard assumption of exponential service times (call holding times) and give examples where the optimal policy has a generalized trunk reservation form.
Introduction
We consider a single link loss network consisting of C circuits or servers, each able to carry a single call or customer. Calls of type r E 7 {1,2,...,R} arrive as independent Poisson processes at rate At. For ease of exposition, we shall often consider 7 {1, 2}, but the results we obtain are easily extended to larger numbers of distinct call types. Calls that arrive when all C circuits are in use are lost or blocked. We shall assume that call holding times are distributed as the sum of I independent exponential random variables where the i th variable has mean 1/#.
Thus we can think of the service time for a customer as being the time it takes for a Markov process to move from states 1 through to I and then to leave state I, assuming that when the process leaves state it must move to i + 1, and that the time it spends in state is exponentially distributed with mean 1/#. When this process is in state i we say the customer is in the th service phase. The holding time distribution we describe here is a special case of more general phase-type distributions. Finally, we assume that all holding times and interarrival times are independent of one another.
We are interested in the situation where a reward wr is received whenever a call of type r is accepted. We assume without loss of generality that wl > w2 > > wR.
No reward is received or penalty paid for rejecting calls. Our aim is to maximize the expected reward earned per unit time when the system is in equilibrium.
The case when holding times are exponentially distributed has been extensively studied. It was first shown by Miller[21] that for each type r E 7, there exists a parameter t, such that if the number currently in the system is less than C-t, it is optimal (in terms of maximising the revenue earned per unit time in equilibrium), to accept type customers, _< r, and if the number in the system is greater than or equal to C-t then type customers should be rejected for >_ r. Furthermore, for the optimal policy, 0 = tl _< t2 _< _< tR. Such a policy is called a threshold policy or, in the telecommunications literature, a trunk reservation policy. Lippman [19] later gave a proof of this result using the technique of uniformization, which has been much used since then.
It is known that trunk reservation need not be optimal in more general cases. It is not in general optimal for any network consisting of more than a single link (Key[16] gives a numerical example of this in the case of a network with just two links). However, trunk reservation may be asymptotically optimal for networks with special structure (see Hunt and Laws [9] and MacPhee and Ziedins [20] ). Hunt and Laws [10] have also shown that trunk reservation is asymptotically optimal for the single link when the assumptions on holding times and capacity requirements are weakened (although they still assume that holding times are exponentially distributed Nishimura[24] , Ghoneim [6] and Ghoneim and Stidham [7] . The as it applies to this problem. We follow the approach used in Tijms [31] and consider average cost processes only. The other common criterion used is that of discounted cost (for further details see Ross [26] , [27] , which also cover the average cost approach described here). In order to apply the theory of discrete-time Markov decision processes to this problem we use the uniformization technique first introduced by Lippman [19] . Let arrivals and holding time or phase completions occur at the same rates as before and introduce additional null transitions (events) which leave the system unchanged and occur at rate -:l<i<i(C-xi)# when the process is in state x. Then the total rate at which transitions occur is now rET (i(I whatever the state of the system. The underlying process is unchanged and a stationary optimal policy for the uniformized process is also optimal for the underlying process. Instead of studying the continuous-time uniformized process we can consider instead the discrete-time process with periods 1/A between jumps. In general the reward structure has to be altered (Serfozo [28] ) though we do not need to do so here-and only stationary policies can be used (Beutler and Ross [2] Proof This follows immediately from the observation that the system cannot do better than accept a type 1 call when it is offered, since if it is rejected, the free capacity will either be used by a later call of type 1 (a delayed reward) or of some other type (both a reduced a and delayed reward) or, conceivably, not used at all. A formal proof using a coupling argument is given in [22] Proof Let n(t) be the total number of calls in the system at time t, regardless of their phase, i.e. n(t) i xi(t). We add to the description of the state "flip-flop" variables, which can take the values 0 and 1. Each arrival stream is assigned a "flip-flop" variable, and the r th such variable changes state whenever a call of type r arrives, but is not admitted into the system. Then with this modification to the state description we have a symmetric queue (Kelly [13] ), and the equilibrium distribution for such a queue depends on the service time (call holding time) distribution only through its mean (Kelly [13] , Theorem 3.10). Hence for any stationary admission policy its equilibrium distribution is the same as that of the same system with exponentially distributed holding times with the same mean. Now, if holding times are exponentially distributed, then the optimal policy is trunk reservation (Miller[21] ), and so it will be the optimal policy for a general holding time distribution as well. Moreover, the optimal trunk reservation parameter will be the same as for exponentially distributed service times with the same mean. tb Proof. This can be found directly by considering the full balance equations. Alternatively, note that the x process is equivalent to a closed migration process with C individuals in it, and I + 1 colonies, labelled 0, 1,..., I, where being in the th colony corresponds to being in the th service phase, and the 0 th colony contains a reservoir of individuals who are not being serviced (they will form the arrival process). Following the notation of Kelly ([13] , Theorem 2.3), the parameters for the process are A01 A, Ai,+ = #i, 1 _< i < I and Ai0 = #I with (x) = x, 1 _< _< I. The multipliers 0(') are a special case they are given by 0(xo) 'j=l ,'j/l if t < x0 _< t+l, 1 _< r _< R with 0(0) 0, to allow for the changes in arrival rates with increasing occupancy. The result above then follows from [13] , after some algebraic manipulation. b
An example of the distribution given by equation 7 is illustrated in Figure 1 . Tijms [31] ). The "T.R." return is that for phase holding times with the best choice of trunk reservation parameter. It can be seen that the gain by using the optimal policy instead of simple trunk reservation in these examples is almost negligible (at most 0.2%). The effect of network capacity on this gain can be seen to be small as In the next group of examples we examine the effect of adding additional phases to the service time distribution. We confine ourselves to considering cases with C 10, since at larger capacities the relative difference between the returns under the optimal and best trunk reservation policies was less. In this case we again consider the examples 1.1 to 1.3, but modify the the service time distribution to have three phases with #1 #2 3 3, SO that the mean of the total holding time remains unchanged at 1. The returns for the optimal policy are given in Table   5 , with the T.R. return taken from Table 2. A comparison with Table 2 shows that, although the relative improvement to be obtained by using the optimal policy has increased very slightly, it is still negligible. Table 6 . Again, we see that adding additional call types does not substantially increase the relative improvement to be obtained by using the optimal policy-it remains negligible, with the greatest improvement here being .16%. Two factors appear to be contributing to these observations that the best trunk reservation policy does nearly as well as the optimal policy. The first is that in those cases where simple trunk reservation is optimal (e.g. when holding times are exponentially distributed) it has been observed that a choice of trunk reservation parameter close to the optimal one generally gives performance not far from optimal that is, the reward function is not sharply peaked around the optimal value of the trunk reservation parameter. The second factor is that it seems that the equilibrium distribution for the processes considered here will, in general, be unimodal (see, for example, Figure 1 ). Thus, within the region of high probability, a single choice of trunk reservation parameter will do rather well. And states outside this region, where the best choice of trunk reservation parameter may be very different, will have very low probability. For additional discussion see Hunt and Laws [10] .
Concluding Remarks
We have seen that the revenue benefits of using the optimal policy rather than the best trunk reservation policy can be small. There are also additional overheads in implementing the optimal policy it first needs to be calculated, and when it is in use there will be costs attached to the additional knowledge required about the state of the system, and to the greater complexity of the admission rule. Thus the simple trunk reservation policy, even for relatively small systems, may give very good performance, as well as being simple to implement and relatively robust.
