Abstract-In this paper we study a particular class of generalized Reed-Solomon codes and introduce encoding and decoding algorithms for such codes that speed up current hardware implementations by a factor p wherein p can be any divisor of the size of the multiplicative group of the underlying field. In many cases, p can be chosen to be 3, for example. In some cases, for example when the size of the base field is 256, the speed-up factor can be as large as 15 at the expense of very little increase in the hardware area.
I. INTRODUCTION
Reed-Solomon codes are one of the most used classes of error-correcting codes. Though already invented in the late 1950's by Reed and Solomon [1] , it wasn't until the late 1970's when they started being used in applications. One of the first such applications was in the voyager program, where they were used as the outer code of a concatenated code [2, Chap. 3] . Other applications followed in the early 1980's by using them for error-correction in audio CD's [2, Chap. 4]. Other applications followed: mobile communication, DVD's, other deep-space probes, coding for redundant array of disks (RAID), or coding for hard drives. Applications of Reed-Solomon codes are so numerous that one can say with almost certainty that they (still) form the most-used class of codes in existence.
Because of the wide use of RS-codes, many researchers and engineers have produced extremely good hardware implementations of Reed-Solomon encoders and decoders. Already Berlekamp's book on algebraic coding theory [3] gives a hardware description of the encoding and decoding procedures for Reed-Solomon codes which makes a masterful use of the implicit fact that these codes are often used for high rates. VLSI designs have been proposed by many researchers, for example [2, Chap. 5] , or [4] , [5] , [6] , [7] , or [8] which describes VLSI implementations for softdecision decoding of RS-codes. Other implementations also exist, such as those using systolic or hyper-systolic arrays [2, Chap. 10] .
Despite these advances, the need for ever greater performance, combined with new applications calling for codes of longer length necessitate new algorithms to speed up the hardware encoding and decoding processes of these codes.
It seems hard to improve upon the performance of regular RS-codes, in terms of speed. In a sense that can be made more precise: a speedup of encoding and decoding of classical RS-codes either calls for new hardware (which for example could implement fast polynomial arithmetic in hardware) or for major new advances in the complexity of polynomial multiplication, something that seems to be out of the reach of current methods. In order to gain a speedup, one therefore needs to look elsewhere.
In this paper we show that by changing the codes slightly, we can achieve a speedup of both the encoding and the decoding process at the cost of a very small amount of additional hardware. More precisely, the goal of this paper is the introduction of a special class of generalized Reed-Solomon codes which allow for faster encoding and decoding. The main idea underlying our approach is a clever choice of the set of "roots" of the code so that this set is closed under multiplication with a pth root of unity in the field of definition of the code. We remind the reader that an RS-code of length n and dimension k over the finite field F q is defined as the vector space of polynomials f such that f (β) = 0 for all β in the set
Here α can be any element in F q of multiplicative order at least n; moreover, one can always choose m 0 = 0, a choice we will be assuming in the following. The set Z is called the set of roots of the code.
A-priori, this set does not have any particular structure. To give it an appropriate structure, we will choose it in such a way that it is invariant under multiplication with a pth root of unity in F q . For the sake of concreteness, we have chosen p = 3 in the paper, but of course any value of p for which q ≡ 1 mod p would work as well. The idea to use such a structure for the set of roots comes from wellknown multi-point evaluation algorithms, as for example described in [9, Chap. 3.3] .
For RS-codes it is crucial that the roots are "consecutive," i.e., that they are consecutive powers of some element α. This property seems at odds with the invariance property we are interested in, unless the set of roots itself is closed under multiplication, and n − k is divisible by p. These conditions, however, are too restrictive in practical settings.
Instead of looking at consecutive powers, what we will do in this paper is the following: we construct p codes of length n/p in a similar manner as an RS-code, and then apply a Fourier-transform of length p componentwise on the vectors of these constituent codes. If the initial constituent codes are chosen appropriately, then the resulting code is MDS; in fact, it is a generalized RS-code, equivalent to a code obtained by evaluating polynomials of degree less than k on the desired set of roots.
The codes obtained this way have a number of interesting algorithmic properties. For example, encoding can be done in parallel on the constituent codes followed by a Fourier transform. This reduces the number of cycles needed for encoding by a factor of almost p (the factor is exactly p if the Fourier transform is disregarded), while the hardware costs remain essentially the same. The same speed-ups are also obtained for the syndrome calculation in the decoder, as well as for the final Chien search. In order to keep the notational complexity of the paper in bounds, we will assume throughout that p = 3.
Though the paper is quite self-contained, basic familiarity with encoding and decoding processes for RS-codes, for example as presented in [2, Chap. 5] . In this extended abstract we will only confine ourselves to a description of our codes, and to the description of a fast encoding algorithm. More details will be provided in the final version of the paper. It is also possible to consult a recent granted U.S. patent of the author [10] which contains some more details.
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II. DESCRIPTION OF THE CODE
Let q be a power of 2 which is congruent to 1 modulo 3, n = 3m be an integer smaller than q, k ≤ n, α be a primitive root of F q , and ρ be a primitive 3rd root of unity in F q . Further, let
We define the code C(n, k; α, ρ) as the set of 
The following theorem shows that the codes generated this way are MDS. Its proof will be presented in Section VIII. Theorem 1: C(n, k; α, ρ) is a code of block-length n = 3m, dimension k, and minimum distance n − k + 1 over F q . Its codewords of C(n, k; α, ρ) are of the form
, and
III. ENCODING OF C(n, k; α, ρ)
To describe the encoding algorithm, we are going to assume that both k and r are divisible by 3, and set k = 3t, r := n − k =: 3 , so that t + = m. This implies that
This case is depicted to make the subsequent discussions simpler. In Section VII we will sketch the modifications needed for the case of arbitrary values of k and r.
The systematic encoding problem is now as follows:
Then we have for j = 0, 1, 2:
and the h i can be calculated from f j using an inverse Fourier Transform. This gives us the following encoding algorithm.
(1) Calculate
Note that − 1 3 = 1 if we are working over a field of characteristic 2.
A schematic encoding circuit is shown in Fig. 1 for the case of fields of characteristic 2. We are assuming that the data is residing in memory as
. The DFT and IDFT units are acronyms for the circuits given in Fig. 2 .
IV. THE ERROR LOCATOR
In the following, we will denote by α i the element ρ i mod 3 α i/3 , where i = 0, 1, . . . , n − 1. We assume that we have received a word (y 0 , . . . , y n−1 ) which differs from a valid codeword
This shows that if i is an error position, i.e., a position such
A quasi error locator of degree t is called an error locator. In other words, an error locator is a quasi error locator of minimum degree. In this section we will describe an algorithm which produces an error locator for the received vector y.
We denote by L 0 (x) the polynomial
i , and define
Furthermore, we define syndromes s 0 , s 1 , . . . , s n−k−1 in the following way: for 0 ≤ < (n − k)/2 we set
Then we have the following theorem, the proof of which can be found in Section IX.
Theorem 3:
The following statements are equivalent:
The theorem implies that for finding an error locator, we need to find the smallest linear feedback shift register which generates the sequence s 0 , s 1 , . . .. This can be done using the Berlekamp-Massey algorithm. We note the following important corollary. There are different ways for calculating the syndromes, depending on the hardware budget and time. The schematic circuit in Figure 3 gives an implementation using m DFT units. The advantage of this circuit is that it calculates in each step three syndromes. Its disadvantage compared to the normal syndrome calculator is the additional DFT hardware needed.
It is possible to reduce the number of DFT units to one. However, in that case the number of steps to calculate the syndromes is r, and the number of constant multipliers is n. This circuit would be slightly inferior to the normal syndrome calculation circuit both in terms of time and hardware costs.
V. THE ERROR VALUES AND THE DECODING ALGORITHM
We continue with the notation of last section. Suppose that E denotes the set of the t error positions, and that ε j denotes the value of the error at position j ∈ E. Then s = j∈E ε j α j . The Berlekamp-Massey algorithm produces polynomials u(
This means that for all 0 ≤ i < n − k − t we have
LFSR for g1 h1 
Clearly, the degree of v(x) is less than t, and
Therefore, the Berlekamp-Massey algorithm applied to the sequence s 0 , s 1 , . . . , s n−k−1 returns the polynomials
This immediately implies that
where u (x) is the formal derivative of u(x). For fields of characteristic 2 this formula becomes particularly simple.
The error values in this case become
Because of this special form these values can be calculated essentially at the same time as the roots of the error locator.
This gives us the following decoding algorithm for C(n, k; α, ρ). 
For all indices j ∈ E calculate ε j according to (3) .
VI. FINDING THE ROOTS OF THE LOCATOR POLYNOMIAL
In this section we will introduce an algorithm for performing step (3) of Algorithm 5. Traditionally, the way this step works is by performing a Chien search on the set of possible roots. Here we will modify the algorithm to run with fewer operations. Figure 4 describes a schematic circuit for the Chien search. We assume that t + 1 is divisible by 3 for the sake of simplicity. Should this not be the case, we can increase the value of t by one or two to force the condition, thereby setting the corresponding top coefficients of u(x) to zero.
Algorithm 6: The input is the polynomial u(x)
= u 0 + u 1 x + · · · + u t x t fromx) := u(x) mod (x 3 − β 3 ). Then u(α −i ρ −j ) = b(α −i ρ −j ). We have b(x) = 0≤j≤t j≡0 mod 3 u j α −ij + x ⎛ ⎜ ⎝ 0≤j≤t j≡1 mod 3 u j α −i(j−1) ⎞ ⎟ ⎠ +x 2 ⎛ ⎜ ⎝ 0≤j≤t j≡2 mod 3 u j α −i(j−2) ⎞ ⎟ ⎠ = a 0 + a 1 x α −i + a 2 x α −i 2 . Therefore, a(x) := a 0 + a 1 x + a 2 x 2 equals b(α −i x), and hence w j = a(ρ −j ) is zero iff b(α −i ρ −j ) = 0.
VII. ARBITRARY PARAMETERS
In this section we are going to sketch the modifications needed to obtain speedups for arbitrary values of k and r. These modifications will reduce any pair (k, r) to a pair in which each component is divisible by p.
A. Case k ≡ 0 mod p, r ≡ 0 mod p
In this case we can conceptually zero-pad the input vector to obtain a value of k that is divisible by p. Of course, the zero values are not transmitted.
Suppose that k ≡ c mod p, c ≡ 0 mod p The actual set of roots we pick for the code is the set
where as usual ρ is a primitive pth root of unity and m = (k + r)/p . Through zero-padding, we obtain a virtual set of roots in which the last p − c correspond to the zeropadded positions:
From this we obtain the necessary modifications, which we will outline in the following. The schematic in Fig. 5 uses the notation of Section III and shows the encoding circuit for the case p = 3, k ≡ 1 mod 3. For the syndrome calculation, we will append Fig. 4 . Schematic circuit for performing the Chien search. We assume that t + 1 is divisible by 3.
LFSR for g1 h1
LFSR for g2 h2 . . , y n−1 ) with p − c zeros as to obtain a vector of length divisible by p. Thereafter, we use the circuit in Fig. 3 to calculate the syndromes. The schematic in Fig. 6 shows the assignment part of the circuit.
B. Case r ≡ 0 mod p, first variant
In this case there are essentially two different approaches. One of them puts the computational burden on the encoder, the other puts it on the decoder. We are going to describe both in the following. We are going to assume that n is divisible by p, which we can achieve by performing the zero-padding described in the last subsection.
Suppose that r ≡ d mod p, and that d = 0. In the first approach the encoding is very simple. We proceed the same way as before, and drop the lowest coefficients of the resulting polynomials h 0 , . . . , h p−d−1 . The polynomials g 0 , g 1 , g 2 are given by
Suppose that k ≡ c mod p and r ≡ d mod p. Setting n = k + r + 2p − c − d, the codewords produced effectively are of the form
, 
Furthermore, define the syndromes s 0 , . . . , s r+p−d−1 in the following way
Then, in a manner similar to the proof of Theorem 3, we can show that a shortest linear feedback shift register for these syndromes is an error locator for the received word 
Since the syndromes have been calculated for the modified input sequence, the modifications have to be undone when calculating the error values according to Forney's formula. In this case, formula (3) has to be replaced by
This means that an additional constant multiplier is necessary for each of the potential error positions.
C. Case r ≡ 0 mod p, second variant, example case
We describe a different encoding algorithm by way of an example for the case p = 3, r ≡ 1, 2 mod 3.
We first start with r ≡ 1 mod 3. Using zero-padding, we can assume that k ≡ 2 mod 3, so that n = k + r is divisible by 3. More concretely, we set k = 3t + 2 and r = 3 + 1, so that t + = m − 1.
Let
Then we should have for j = 0, 1, 2:
If the degree of 2 i=0 ρ ij h i was always smaller than that of g j , then we could easily calculate the h i from the f j . The problem is, however, that except for g 0 this is not the case: because the degree of h 0 is potentially , the degree of the polynomial 2 i=0 ρ ij h i is potentially for all j, while the degree of g j is also for j = 1, 2.
To remedy the situation, we proceed as follows. Let τ denote the coefficient of x in f 0 . Then, since deg(h 1 ), deg(h 2 ) < , and deg(g 0 ) = + 1, we see that τ is also the coefficient of x in h 0 . Set
This gives us the following encoding algorithm.
(1) Calculate Let V be the matrix formed by the first c rows and T be the matrix formed by the last p − c rows of the following matrix ⎛
The following algorithm performs the encoding.
(1) Calculate for i = 0, . . . , p − 1 the polynomials
VIII. PROOF OF THEOREM 1
To prove this theorem we will need an auxiliary result. Let α 1 , . . . , α n be distinct elements of F q and define
and for i = 1, . . . , n Moreover, let Δ be the diagonal matrix
Then we have the following result.
Theorem 11: We have
<k is a univariate polynomial over F q of degree less than k. Similarly, the column span of the transpose of V n−k (α 1 , . . . , α n ) consists of vectors of the form (g(α 1 ), . . . , g(α n )) where g ∈ F q [x] <n−k . Thus, it suffices to prove that for any such polynomials f and g we have
This is equivalent to
To prove the latter, we take a detour and study the inverse of V n (α 1 , . . . , α n ). To this end, let λ i (x) = γ i j =i (x − α j ). These polynomials are the Lagrange interpolation polynomials and have the property that
where
). Then we have
Therefore, we have
where I n−1 is the (n − 1) × (n − 1)-identity matrix. In particular, the second equality is the assertion in (5).
With this tool at hand, we are now well equipped to prove Theorem 1. Proof: (Of Theorem 1) We will first derive a parity check matrix for C(n, k; α, ρ). In the following, we will denote by α i the element ρ i/m α i mod m , where i = 0, 1, . . . , n − 1. For j = 0, 1, 2 let k j be the number of integers between 0 and k − 1 which are congruent to j modulo 3, and by I m the identity matrix with m rows and m columns. Consider the matrix
If we identify a polynomial in F q [x] <m with its coefficient vector (starting with the zeroth coefficient), and
This shows that C(n, k; α, ρ) is the left kernel of H, and hence H is a check matrix for C(n, k; α, ρ).
A simple calculation shows that up to a permutation of the columns the matrix H has the form ⎛
which is V n−k (α 1 , . . . , α n ) . Therefore, by Theorem 11 the code C(n, k; α, ρ) is the row-span of V k (α 1 , . . . , α n )Δ, hence it is a generalized RS-code from which we obtain the assertion on the parameters.
IX. PROOF OF THEOREM 3 Proof: (1) =⇒ (2): choose g = hf .
(2) =⇒ (1): Let F (x) := g(x) − h(x)f (x). This is a polynomial of degree less than (n+k)/2. For all i such that y i = Δ i f (α i ) we have F (α i ) = 0. Since the number of errors is at most (n − k)/2, the number of non-errors is at least (n + k)/2, and hence F has at least (n + k)/2 zeros. This implies that F is identically zero, so that g(x) = h(x)f (x). Therefore, for all i, h(α i )(y i − f (α i )Δ i ) = 0, which shows that h is a quasi error locator.
(2) =⇒ (3): In the following we denote by V t the Vandermonde matrix V t (α 1 , . . . , α n ) defined in (4) . Then the assumption in (2) implies that
where Y = diag(y 1 , . . . , y n ), and we have identified g with its coefficient vector (g 0 , . . . , g (n+k)/2−1 ) and h with its coefficient vector (h 0 , . . . , h (n−k)/2 ) , and Δ is defined in Appendix VIII. Multiplying this system from the left with V (n−k)/2 , we obtain by Theorem 11
which means that
For i < (n − k)/2 and j ≤ (n − k)/2 the (i, j)-entry of
This last expression is equal to s i+j , as defined in (2 
where r = (n − k). This is the assertion to be proved. For future reference, we note that the steps presented show the equivalence of Equation (6) and (7). (3) =⇒ (2): Since item (3) is equivalent to Equation (7) which in turn is equivalent to Equation (6), we see that j α i y α j h j = 0, which is equivalent to α i h(α )y = 0 for 0 ≤ i < (n − k)/2, which is equivalent to
. . .
By Theorem 11 we know that the right kernel of V (n−k)/2 is equivalent to the column span of Δ · V (n+k)/2 , where Δ = diag(Δ 1 , . . . , Δ n ). This means that there is a g ∈ F q [x] <(n+k)/2 such that for all i we have h(α i )y i = Δ i g(α i ), which is what we wanted to prove.
