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Abstract
Multi-choice machine reading compre-
hension (MRC) requires models to choose
the correct answer from candidate options
given a passage and a question. Our
research focuses dialogue-based MRC,
where the passages are multi-turn dia-
logues. It suffers from two challenges, the
answer selection decision is made with-
out support of latently helpful common-
sense, and the multi-turn context may
hide considerable irrelevant information.
This work thus makes the first attempt
to tackle those two challenges by extract-
ing substantially important turns and uti-
lizing external knowledge to enhance the
representation of context. In this paper,
the relevance of each turn to the ques-
tion are calculated to choose key turns.
Besides, terms related to the context and
the question in a knowledge graph are ex-
tracted as external knowledge. The origi-
nal context, question and external knowl-
edge are encoded with the pre-trained lan-
guage model, then the language repre-
sentation and key turns are combined to-
gether with a will-designed mechanism
to predict the answer. Experimental re-
sults on a DREAM dataset show that our
proposed model achieves great improve-
∗ Corresponding author. This paper was partially
supported by National Key Research and Development
Program of China (No. 2017YFB0304100) and Key
Projects of National Natural Science Foundation of China
(U1836222 and 61733011).
ments on baselines.
1 Introduction
Multi-choice Machine Reading Comprehen-
sion (MRC) has long been a heated topic, and
various datasets and models have been pro-
posed in recent years (Lai et al., 2017; Os-
termann et al., 2018; Khashabi et al., 2018;
Mostafazadeh et al., 2016; Richardson et al.,
2013; Sun et al., 2019). However, most of
them focus on MRC where passages are short
articles. In contrast, specialized models for
dialogue-based multi-choice MRC where pas-
sages are multi-turn dialogues are rarely seen,
though it has no less significance than article-
based multi-choice MRC in real life. The rea-
son might be that understanding multi-turn di-
alogues are more complex than understand-
ing short articles. Specifically, there are two
key challenges. Multi-turn dialogues are multi-
party, multi-topic and always have lots of turns
in real word cases (e.g. chat history in so-
cial media). Besides, people rarely state obvi-
ous commonsense explicitly in their dialogues
(Forbes and Choi, 2017), therefore only consid-
ering superficial contexts may ignore implicit
meaning and misunderstand them.
To illustrate the challenges more clearly,
we demonstrate two examples from DREAM
dataset (Sun et al., 2019). Table 1 shows the
topic shifts in different turns and only a few
of them, called key turns, are related to the
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2Dialogue 1
W: Well, I’m afraid my cooking isn’t to your taste.
M: Actually, I like it very much.
W: I’m glad you enjoy it. Let me serve you some more fish.
M: No, thank you. I’ve had enough fish, but I’d like some soup.
W: Here it is. Help yourself!
M: Thanks. I didn’t know you were so good at cooking.
W: Why not bring your wife next time?
M: OK, I will. She will be very glad to see you, too.
Question: What does the man think of the woman’s cooking?
A. It’s really terrible.
B. It’s very good indeed. *
C. It’s better than what he does.
Table 1: Turns in different format have different
topics.
Dialogue 2
M: Look at the girl on the bike!
F: Oh, yes she’s really a smart girl.
Question: Where are the two persons?
A. At home.
B. In their classroom. *
C. On the street.
Table 2: Commonsense is required in the question.
question. Treating all turns equally can seri-
ously disturb the understanding of multi-turn
dialogues as some works (Zhang et al., 2018;
Yuan et al., 2019) have shown. Table 2 shows
that external commonsense knowledge are re-
quired to answer the question (e.g. bikes are
always on the streets), which emphasizes the
importance of commonsense in understanding
multi-turn dialogues.
Prior work in DREAM (Sun et al., 2019)
first investigate the effects of incorporating di-
alogue structure and different kinds of general
commonsense knowledge into both rule-based
and machine learning-based reading compre-
hension models, acquiring great improvement
compared to its baseline models. Recently,
some works also achieve great performance
on dialogue-based multi-choice MRC tasks,
though they ignore special structures of dia-
logues and lack of commonsense (Zhu et al.,
2020; Jin et al., 2019; Wang et al., 2019). Their
structure can be devided into two parts: en-
coder and matching network. One important
feature of these models is that they choose
advanced pre-trained language models (LMs)
such as BERT (Devlin et al., 2019) and GPT
(Radford et al., 2018) as their encoders.
Inspired by previous works, we propose
modeling with Knowledge and Key Turns
(KKT) to getter a better language represen-
tation of multi-turn dialogues. Our model
choose a pre-trained LM as the encoder to
get language representation, then utilize key
turns and external knowledge to enhance the
language representation and predict answers
through a well-designed matching network. A
pre-trained LM finetuned for natural language
inference (NLI) is used to extract key turns
from the context, since NLI-finetuned LMs
prove to have a strong ability of generalization
(Phang et al., 2018; Conneau et al., 2017; Sub-
ramanian et al., 2018) so it can figure out how
large the relevance is between a turn and a spe-
cific question. Besides, needed commonsense
is selected from a knowledge graph to enrich
the context like K-BERT (Liu et al., 2019a)
and ERNIE (Zhang et al., 2019b). Then the
selected key turns and knowledge are used to
refine the language representation. Finally, we
use the refined language representaion of the
context, question and candidate answers pre-
dict the correct answer through our matching
network. The contributions of this paper are
summarized as follows:
1. We adopt an explainable and efficient
method to extract key turns from multi-turn
dialogues.
2. We combine mature and systematic ex-
ternal knowledge from a knowledge graph to
enrich its representation.
3. Experimental results on DREAM dataset
achieve signficant improvement, which shows
the effectiveness of KKT.
The remainder of the paper is organized as
follows. Section 2 reviews related work. In
Section 3 we describe details of KKT. Sections
4 and 5 show the experiments and analysis
3respectively, and the conclusion of this study
is in Section 6.
2 Related works
2.1 Pre-trained Language Model
Recently, pre-trained Language Models (LMs)
have been shown to be effective in learning
universal language representations, achieving
state-of-the-art results in a series of flagship
natural language processing tasks. Prominent
examples are Embedding from Language Mod-
els (ELMo) (Peters et al., 2018), Generative
Pre-trained Transformer (OpenAI GPT) (Rad-
ford et al., 2018), BERT (Devlin et al., 2019),
Generalized Autoregressive Pre-training (XL-
Net) (Yang et al., 2019), Roberta (Liu et al.,
2019b) and ALBERT (Lan et al., 2019). These
models follow a pre-training and fine-tuning
strategy: first pre-trained on large unlabeled
corpus with some unsupervised tasks then fine-
tuned on different downstream tasks.
2.2 Multi-choice Machine Reading
Comprehension
Recently, lots of multi-choice Machine Read-
ing Comprehension (MRC) datasets have
been proposed (Richardson et al., 2013;
Mostafazadeh et al., 2016; Khashabi et al.,
2018; Ostermann et al., 2018; Lai et al., 2017;
Sun et al., 2019). Most of questions in multi-
choice MRC tasks are non-extractive, requir-
ing multi-sentense reasoning and external com-
monsense knowledge. Zhang et al. (2019a);
Zhu et al. (2020) choose pre-trained LMs as
their text encoder to get the representation of
passage, question and candidate options, and
use a bidirectional matching network to pre-
dict the answer. Jin et al. (2019) also choose
a pre-trained LM as encoder, and use a multi-
step attention network as the classifier in top
of encoder. Sun et al. (2019) are the first to de-
sign specific neural models for dialogue-based
multi-choice MRC by adding a speaker em-
bedding enhance representation of context on
word-level.
2.3 Language Representation with
Knowledge Graph
Recently, more attention are paid on model-
ing texts with Knowledge Graphs (KGs), since
KGs obtain much systematic knowledge. In-
tegrating knowledge in neural models was
first proposed in the neural-checklist model
by Kiddon et al. (2016) for text generation of
recipes. (Liu et al., 2019a) combine knowl-
edge triples in KGs with original texts before
modeling them with BERT to get more hid-
den information. Lin et al. (2019) propose
a knowledge-aware graph network based on
GCN and LSTM with a path-based attention
mechanism. Zhang et al. (2019b) fuse entity
information with BERT to enhance language
representation.
Inspired by the ideas of the above previous
works, we decide to pick out related knowledge
in knowledge graphs to enhance the representa-
tion of multi-turn dialogues. On the other hand,
we focus on the topic shift in dialogues and ex-
tracting key turns to understand and model the
dialogues better, which are ignored by most
previous work on dialogue-based multi-choice
MRC.
3 Methodology
The overall architecture of our model is shown
in Figure 1.
3.1 Notations
The context C is represented as
[T1, T2...Tlc ],where lc is the number of
turns in the dialogue. For each turn Ti in
the context, we represent it as [w1, w2...wti ],
where ti is the number of tokens in Ti. The
question Q is represented as [w1, w2...wq]
where q is the number of tokens in Q. The
candidate answers A are represented as
4Figure 1: Overall model architecture
[A1, A2..Ala ] where la is the number of
candidate answers and each one of them is
represented as [w1, w2, ...waj ] where ai is the
number of tokens in j-th candidate answer
Aj . In this work, we treat the question and
the candidate answers as an integral, so that
we have QAj = [Q : Aj ]. Therefore we need
to find the most proper question-answer pair
according to the context.
Multi-head attention (Vaswani et al., 2017)
is used in our paper to capture the raletionship
among two sequences. Therefore we denote it
as MHA() in brief, which is implemented as
follows:
Att(E′Q, E
′
K , E
′
V ) = softmax(
E′Q(E
′
K)
T
√
dhead
)E′V
headi = Att(EQW
Q
i , EKW
K
i , EVW
V
i )
MHA(EQ, EK , EV ) = Concat(headi...headh)
(1)
where WQi ∈ Rdmodel×dhead ,WKi ∈
Rdmodel×dhead ,W Vi ∈ Rdmodel×dhead , EQ ∈
Rdq×dmodel , EK ∈ Rdk×dmodel , EV ∈
Rdv×dmodel , dq, dk, dv denote the dimension of
Query vectors, Key vectors and Value vectors,
dhead denotes the dimension in each head, h
denotes the number of heads, and we always
assume dk = dv and dmodel = h× dhead.
3.2 Modeling knowledge
Items with weight less than a thershold or con-
tain words not in the vocabulary of the chosen
pre-traiend LM are removed from KG. The
items are triples with the form {relation, head,
tail}, which are rewritten as facts (e.g. {causes,
virus, disease} to virus causes disease). These
facts are encoded with our per-trained LM and
the last hidden states Hk (Hk ∈ Rn×dmodel
where n denotes the number of tokens in the
fact) are taken as the output so that the repre-
sentation of knowledge and context are in the
same vector space. A self-attention module is
used to refine the representation of each fact.
We use mean-pooling in the end to aggregate
the represention of each token and get a final
representation rk (rk ∈ Rdmodel) for each fact.
SelfAttention(Hk) = MHA(Hk, Hk, Hk)
rk = mean(SelfAttention(Hk))
(2)
53.3 Retrieve relevant knowledge
Each turn Ti is tagged part-of-speech (POS)
tags. For tokens with POS tags like JJ (adjec-
tive), NN (noun) and VB (verb), we assume that
they contain more implicit information than
others, thus items related to them are retrieved
in KG. In all the chosen items, top p (p is a
hyperparameter) ones are selected to enhance
to context representation. The selected knowl-
edge items are denoted as CK = [rc1 , ...rcp ].
For a QA-pair QAj , we follow the
same steps in dealing with Ti to get
the relevant knowledge items QAKj =
[rj1 , rj2 , ...rjk ],where jk is the number of cho-
sen knowledge items for QAj .
3.4 Extracting key turns
Key turns are extracted with a pre-trained
LM finetuned for NLI. Each turn Ti and each
QA-pair QAj are concatenated and encoded
with the NLI-finetuned LM. Pooled output are
mapped into 3 dimensions, corresponding to
contradiction, entailment, and neutral respec-
tively. Dimension of entailment is chosen as
the relevance score between Ti and QAj , and
top k turns T keyj are picked out as key turns
for QAj according to the relevance scores (k
denotes the maximum number of key turns for
each QA-pair).
3.5 Encoding and Representation
Refinement
For each QAj , it is concatenated with C as
input encoded with LM. The last hidden states
Ht ∈ Rlinput×dmodel are then separated into
context representation Hc ∈ Rlc×dmodel and
QA-pair representation HQA ∈ RlQA×dmodel .
The representation of key turns Hkt (Hkt ∈
Rlkt×dmodel) is extracted from Hc based on
the position of key turns in the context. We
use MHA() to calculate the key-turns-refined
context representation and Hckt (Hckt ∈
Rlc×dmodel).Simlilarly, we get the knowledge-
refined representation of context and QA-pair.
Hckt = MHA(Hc, Hkt, Hkt)
Hck = MHA(Hc, CK,CK)
HQAk = MHA(HQA, QAK,QAK)
(3)
3.6 Representation fusion
Inspired by (Zhu et al., 2020), we use a Dual
Multi-head Co-Attention (DUMA) module to
fuse the representation of context and QA-pair.
MHA1 = MHA(Hc, HQA, HQA)
MHA2 = MHA(HQA, HQA, Hc)
DUMA(Hc, HQA) = Concat(mean(MHA1)
,mean(MHA2))
(4)
The fused representaion is denoted as out-
put. The original output Oo, key-turns-refined
output Okt and knowledge-refined output Ok
are calculated with DUMA module based on
different represenation of context and QA-pair
calculated above.
Oo = DUMA(Hc, HQA)
Okt = DUMA(Hckt , HQA)
Ok = DUMA(Hck , HQAk)
(5)
Then these three kind of outputs are fused
together as the final output. Ok and Okt
are concatenated together and mapped to di-
mension of 2dmodel through a linear layer to
get the knowledge-key-turns refined (KKT-
refined) outputOkkt. Then we fuse the original
output and the KKT-refined output to get the
final output O. Concatenation is chosen as our
fuse function for its simplicity.
3.7 Decoding
Our model decoder takes O and computes the
probability distribution over answer options.
Let Ai be the i-th candidate answer and Oi
6is the corresponding output of < C,Q,Ai >.
The loss function is computed as follows:
L(Ai|C,Q) = −log( exp(W
TOi)∑la
j=1 exp(W TOj)
)
(6)
where W is a learnable parameter and la is the
number of candidate answers.
4 Experiments
4.1 Dataset
We evaluate our model on DREAM (Sun et al.,
2019) dataset, which is the only dialogue-
based multi-choice MRC dataset as of the date
of writing. It is collected from English ex-
ams. Each dialogue as the given context has
multiple questions and each question has three
candidate answers. The most important fea-
ture of the dataset is that most of the questions
(83.7%) are non-extractive. As a result, the
dataset is small but still challenging.
4.2 Settings
Our model use an advanced pre-trained LM
ALBERTxxlarge (Lan et al., 2019) as our en-
coder. Our codes are written based on Trans-
formers1. Results of ALBERT model as base-
line are our rerunning unless otherwise spec-
ified. In this paper, NLTK (Loper and Bird,
2002) is chosen as our POS tagger and Con-
ceptNet (Speer et al., 2017) is chosen as our
KG. The NLI dataset used to finetune the LM
for key turns extracting is SNLI (Bowman
et al., 2015), and accuracy of this finetuned
model on test set of SNLI is 90%.
The evaluation criteria we use is accuracy,
acc=N+/N, where N+ denotes number of ex-
amples the model selects the correct answer,
and N denotes the total number of evaluation
examples.
1https://github.com/huggingface/transformers
model dev test
FTLM++ 58.1? 58.2?
BERTlarge 66.0? 66.8?
XLNet - 72.0?
RoBERTalarge 85.4? 85.0?
RoBERTalarge+MMM 88.0? 88.9?
ALBERTxxlarge 89.2? 88.5∗
ALBERTxxlarge+DUMA 89.3† 90.4†
ALBERTxxlarge 89.1 88.2
ALBERTxxlarge+KKT 90.2 89.8
ALBERTbase 67.4 67.3
ALBERTbase+KKT 69.3 68.7
Table 3: Results on DREAM dataset. Re-
sults denoted by ? are from (Jin et al., 2019), †
are from (Zhu et al., 2020). Corresponding pa-
pers are following: BERT(Devlin et al., 2019),
XLNet(Yang et al., 2019), RoBERTa(Liu et al.,
2019b), RoBERTa+MMM(Jin et al., 2019), AL-
BERT(Lan et al., 2019), ALBERT+DUMA(Zhu
et al., 2020)
The learning rate in our model is 1e-5, train
batch size per gpu is 1 and warmup steps are
50. We train the model for 2 epochs on 8
nVidia V100 GPUs. In the following Section
5, for other model used for further analysis
based on ALBERTbase, our learning rate is 1e-
5, no warmup steps and train batch size per gpu
is 2. Those models used for ablation studies
are trained on 8 GeForce GTX 1080 Ti GPUs.
For all the above experiments, checkpoints are
saved after each epoch, and the best result are
chosen from all the checkpoints.
4.3 Main results
Table 3 gives out the main results of our exper-
iments. To focus on the evaluation of syntactic
advance and keep simplicity, we only com-
pare with single models instead of ensemble
and multi-tasking ones. Experimental results
shows our model achieves the state-of-art per-
formance for DREAM on both dev and test
set.
7model dev test
ALBERTbase 67.40 67.31
our model 67.94 67.66
Table 4: Comparison between our model (knowl-
edge refined only) and baseline.
5 Analysis
5.1 Effects of External Knowledge
Appending
Multi-turn dialogues always contain lots of im-
plicit commonsense between lines, therefore
understanding them require external knowl-
edge. To overcome the difficulty, a knowl-
edge graph is used to enhance our modeling
by adding related knowledge items. In the
example in Table 2 (in section 1), we need to
know where a bike is likely to appear to answer
the question. Correspondingly, a knowledge
item {atlocation, bike, street} can be found in
our KG which means Bikes are always found
on the street. It has a weight of 2, indicating
it is more important than others with a lower
weight. Appended such a fact, our model can
answer the question correctly.
To state the effects more clearly, we remove
the key-turns refined output from our model
and evaluate it. The maximum number of
knowledge items is 30. The results are shown
in Table 4.
5.2 Effects of Key Turns Extraction
As has mentioned in the previouos section,
a challenge in understanding and modeling
multi-turn dialogues is the shift of topic in
different turns, which means only a few of
them are related to the question. By using an
NLI-finetuned LM, we can get the relevance
score for each turn-QA pair. A higher rele-
vance score incidates that we are more likely
to conclude the QA given the corresponding
turn. The example shown in Table 5 proves
Dialogue 1 Score
W: Well, I’m afraid my cooking isn’t to your taste. -1.91
M: Actually, I like it very much. -1.49
W: I’m glad you enjoy it. Let me serve you some more fish. -2.53
M: No, thank you. I’ve had enough fish, but I’d like some soup. -2.45
W: Here it is. Help yourself! -1.71
M: Thanks. I didn’t know you were so good at cooking. -1.66
W: Why not bring your wife next time? -2.26
M: OK, I will. She will be very glad to see you, too. -1.87
Question: What does the man think of the woman’s cooking?
A. It’s really terrible.
B. It’s very good indeed. *
C. It’s better than what he does.
Table 5: Relevance score for each turn correspond-
ing to the correct answer.
our hypothesis. Turns with top 2 entailment
scores can directly conclude the answer, while
other turns have nothing to do with the answer.
So it is reasonable to choose them as the key
turns, and use them to refine the context to get
a better representation.
To state the effects more clearly, we remove
the knowledge refined output from our model
and evaluate it on dev set. The results are
shown in Figure 2. We can clearly see the
improvement from the graph.
Figure 2: Different numbers of key turns
This phenomenen shows another positive
meaning as well: different down-stream tasks
in natual language processing are closely re-
lated. In our work, NLI task serves as an inde-
spensible part in our modeling, indicating the
posibility that we can obtain a better language
representation by cascading different models
and taking advantage of each one of them.
85.3 Effects of Number of Key Turns
To find out the relationship between the per-
formance of our model and the number of key
turns, we evaluate our model on different num-
ber of selected turns on dev set. The results
on dev set are shown in Figure 2. No matter
how many key turns are chosen, obvious im-
provement can be observed on all cases. The
best performance occurs when number of key
turns is 2 - 6, which means when the key turns
are less but more accurate. On that case, key
turns can help filter the noise in other turns to a
great extent. When more key turns are chosen,
the effects of filtering noise are weeker, but
the computational cost rises, so we tend to use
a small number of key turns in our model to
refine context.
Figure 3: Different
numbers of knowledge
items
Figure 4: Only encoding
key turns
5.4 Effects of Number of External
Knowledge Items
The number of external knowledge Items can
affect performance as well. So we evaluate our
model on different number of external knowl-
edge items on dev set. The results are shown
in Figure 3. Contrary to our expectaiton, the
results show little difference on various num-
ber of external knowledge items. We suppose
that the attention mechanism employed to re-
fine context with external knowledge is the
reason, because knowledge items with small
weight tend to have small weight in the atten-
tion mechanism as well since they are less rele-
vant to the context. As a result, the knowledge-
refined context are similar for different number
of knowledge items, leading to a similar final
performance.
5.5 Only Encode Key Turns
Its natural to think about only encoding the se-
lected key turns, since it will recude the compu-
tational cost a lot if fewer tokens are encoded.
So we only choose key turns as our input and
evaluate our model on dev set. The results are
shown in Figure 4. The performance is much
worse than baseline when the number of key
turns is too small. But when it goes beyond 10,
the performance approaches and even surpass
the baseline, which is astounishing. It indi-
cates that by designing methods properly, we
can use only some key turns of the diolgue to
represent it better.
Besides, we also try using external knowl-
edge to enhance context representation when
only encoding key turns.The number of knowl-
edge items we choose is 30. The results are
also in Figure 4. However, the performance
becomes worse after appending external knowl-
edge. Possible reason might be that for small
amount of input tokens, the external knowl-
edge becomes noise and hurt the encoding. We
will do further studies to find out the reason in
the future.
6 Conclusion
In this paper, we propose modeling multi-turn
dialogue with knowledge and key turns for
dialogue-based multi-choice MRC. We first
pick out turns related to the question as key
turns using an NLI-finetuned LM. Besides,
relavant knowledge items are also picked out
and encoded with LM. Question and context
are refined with key turns and external knowl-
edge items for better language representation.
Experiments on DREAM dataset show the
method achieve new state-of-the-art results on
single task learning.
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