Gene regulatory networks are ultimately encoded by the sequence-specific binding of (TFs) to short DNA segments. Although it is customary to represent the binding specificity of a TF by a position-specific weight matrix (PSWM), which assumes each position within a site contributes independently to the overall binding affinity, evidence has been accumulating that there can be significant dependencies between positions.
Introduction deviate from independence. 48 Studies going back over a decade, such as [10] and [11] , had already provided 49 evidence that PSWMs can be unsatisfactory in describing DNA binding specificities of 50 particular TFs, and that the assumption of independence often breaks down. More 51 recently, a large-scale study by Bulyk and colleagues assayed 104 distinct mouse TFs 52 using protein binding microarray (PBM) technology and found that, for a large fraction 53 of the TFs investigated, the binding energy landscapes were significantly more complex 54 than assumed by PSWM models [12] . Notably, a number of assayed TFs exhibited 55 strong support for pairwise dependencies (PDs) within their binding sites. As another 56 example, Nutiu et al. [13] studied the binding specificity of the yeast TF Gcn4p in 57 detail and showed that it exhibits several strong PDs. Moreover, a model that 58 incorporates these PDs was shown to outperform PSWM models in explaining the 59 observed TFBSs. In summary, all these results suggest that accurate representation of 60 TF sequence-specificities requires that dependencies between positions are taken into contribute to the accuracy of TFBS prediction. We also show that DWTs substantially 135 outperform two previous approaches [18, 19] . Finally, using HT-SELEX data for a set of 136
TFs for which ChIP-seq data are also available, we show that the DWTs inferred from 137
ChIP-seq data also generally outcompete PSWMs on HT-SELEX data. Since the The Dinucleotide Weight Tensor model 144 We here present the dinucleotide weight tensor (DWT) model for describing TF 145 sequence-specificities using arbitrary pairwise dependencies. The DWT model is based 146 on a Bayesian network model that we have applied previously to model interactions 147 between proteins [20] and to predict contacting residues within three-dimensional 148 protein structures [21] . Let S denote an ungapped alignment of sequences of a given length l, that are 152 hypothesized to correspond to a collection of binding sites for a common TF. A central 153 quantity in probabilistic motif finding is the probability P (S) that this collection of 154 sequences derives from a common PSWM w. Under the assumption of independence probabilities P (S i ) for the individual alignment columns S i , i.e. P (S) = l i=1 P (S i ). 157 Formally, the probability P (S i ) is given by an integral over all possible PSWM columns 158 w i = (w i a , w i c , w i g , w i t ), i.e. P (S i ) = dw i P (S i |w i )P (w i ), where P (w i ) is a prior 159 probability density on the PSWM column and the integral is over the simplex w i α ≥ 0, 160 α w i α = 1. Using a Dirichlet prior of the form P (w i ) ∝ α (w i α ) λ−1 , the integral can 161 be performed analytically and yields 162 P (S i ) = Γ(4λ) Γ(n + 4λ) α
where n i α is the number of sequences in S that have letter α at position i, n is the total 163 number of sequences in S, and Γ(x) is the gamma-function, see e.g. [5] . 164 Here we generalize the PSWM model by assuming that arbitrary pairwise 165 dependencies can occur between pairs of positions. In complete analogy with the 166 calculations for the PSWM above, we can introduce a dinucleotide weight tensor w for 167 the pairs of positions (i, j), with components w ij αβ denoting the probability that the 
where n ij αβ is the number of times the combination of letters (α, β) appears at the pair 173 of positions (i, j). As we explained previously [20] consistency of the mono-and 174 di-nucleotide priors requires that λ = 4λ . As for the PSWM case [22] , the results are 175 generally insensitive to the precise setting of 0 < λ ≤ 1 and we use the Jeffrey's prior 176 λ = 1/2 throughout.
177
The evidence for dependency in the frequencies of letters at positions (i, j) can be 178 quantified by the likelihood ratio R ij :
and as we will see below, the matrix R of these dependencies R ij will play a crucial role 180 in the calculations. As a side remark on the interpretation of the dependencies R ij , in 181 the limit of a large number of sequences n, the Gamma-functions are well approximated 182 by the Stirling approximation Γ(x + 1) ≈ x x exp(−x) and using this it is easy to show 183 that R ij ≈ e nIij , where I ij is the mutual information of the letter frequencies in 184 columns i and j.
185
In contrast to the PSWM model, we do not assume that the probability P (S) simply 186 factorizes into independent probabilities P (S i ) for each column i. Instead, we will 187 approximate the joint probability P (S) as a mixture of all possible factorizations into 188 pairwise conditional probabilities of the form P (S i |S j )P (S j |S k )P (S k |S m ) · · · . For any 189 such factorization, there is a single 'root' position that is not dependent on any other 190 position, and each other position i is dependent on one 'parent' position π(i). If we 191 consider each position i a node of a graph, and draw an edge between each node and its 192 parent node π(i), then each possible factorization π corresponds to a spanning tree of 193 the set of l nodes. Noting that the conditional probability P (S i |S j ) of column i given 194 column j can be written as P (S i |S j ) = R ij P (S i ), we obtain for the probability P (S|π) 195 of the alignment given a particular factorization π:
where r is the root node and the product on the right-hand side is over all edges in the 197 spanning tree π. Note that the first product on the right-hand side corresponds 198 precisely to the probability P (S) under the PSWM model of equation (2) . The product 199 over the dependencies R ij along the edges (i, j) of the spanning tree π thus precisely 200 quantifies the effects of the pairwise dependencies.
201
Instead of assuming one particular factorization π, we consider all possible 202 factorizations and explicitly marginalize over the unknown factorization. That is, we
where |π| = l l−2 is the number of spanning trees of a complete graph with l nodes. To 205 PLOS 9/33 calculate P (S) we thus need to sum the product of the R ij over all edges in the spanning tree π over all possible spanning trees, which may seem intractable given the 207 large number of possible spanning trees. However, using a generalization of Kirchhoff's 208 matrix-tree theorem, this sum can be calculated efficiently as the determinant of an 209 l − 1 by l − 1 matrix [20, 21, 23] .
210
Specifically, the Laplacian L(R) of matrix R is obtained by replacing, for each row i, 211 the diagonal element R ii = 0 with minus the sum of the entries on the row, i.e.
212
L(R) ii = − j =i R ij , and L(R) ij = R ij when i = j. If we define D(R) to be any minor 213 of the Laplacian L(R) of matrix R, we finally obtain
The determinant D(R) can be calculated efficiently, i.e. in O(l 3 ) steps. One 215 complication in practice is that, when there are many sequences in S and strong 216 dependencies between some positions, the elements of R may vary over many orders of 217 magnitude, causing the numerical calculation of the determinant to become unstable. In 218 the supporting information we describe how we control numerical stability using a 219 rescaling procedure.
220
Binding site prediction with DWTs
221
We first briefly review binding site prediction using PSWMs. Assume a set of known
222
TFBSs S for a particular TF is given. To predict new TFBSs for this TF one calculates 223 the probabilities P (s|S) that, sampling another sequence from the same PSWM that 224 the set S derives from, one would obtain sequence segment s. This probability is given 225 by the ratio of the probability P (s, S) that all sequences derive from a common PSWM 226 and the probability P (S) that the sequences in S derive from a common PSWM. Using 227
where n i α is the number of times letter α occurs at position i in the set S, and s i is the 229 letter at position i in sequence s. As the probabilities P (s|S) only depend on the base 230 counts n i α , a PSWM is specified by specifying these counts (and the parameter λ of the 231 PLOS 10/33 prior), and the probability to sample any other sequence segment s from this PSWM is 232 then given by (8) .
233
These calculations generalize in a straight-forward manner to our DWT model. The 234 probability to sample sequence segment s from the same DWT model as the set S is 235 given by
where R(s, S) is the dependency matrix R obtained from the full set of sequences (s, S) 237
and R(S) is the dependency matrix obtained from the set of sequences S. Equation (9) 238 nicely illustrates that the probability P (s|S) is given by a product of two factors: The 239
first is identical to the PSWM model's probability, and the second, which incorporates 240 the effects of the dependencies, is given by a ratio of two determinants. As we will see 241 below, for TFs where there are no significant dependencies, the latter ratio 242 automatically becomes 1 and the DWT model automatically reduces to the PSWM 243 model.
244
Whereas the probabilities P (s|S) for the PSWM model depend only on the counts 245 n i α , for the DWT model the probabilities P (s|S) depend on the pair counts n ij αβ . Thus, 246 instead of specifying a set of binding sites S, we specify a DWT model M by the set of 247 16l(l − 1)/2 counts {n ij αβ } and calculate the probabilities P (s|M ) using equation (9) .
248
Finally, as explained in the supporting information, we adapted the rescaling 249 procedure explained above to ensure numerical stability of the ratio of determinants in 250 (9) while at the same time guaranteeing that P (s|S) remains exactly normalized, i.e. experimental procedure, what distinguishes the input sequences from other sequences is 257 that they were bound by the TF in question. Thus, the likelihood should reflect the 258 probability that the observed input sequences were bound to the TF, whereas typical 259 'random' sequences were not. We formalize this idea by imagining that we have a very 260 PLOS 11/33 large set of sequences, with nucleotide composition according to some background 261 model, and that we are sampling sequences from this set in proportion to the 262 probability that they are bound by the TF. The likelihood of our data set of input 263 sequences S is then the probability to sample these input sequences from the large pool. 264
Specifically, we will assume TF binding is well approximated by a thermodynamic 265 equilibrium model and define, for any length-l sequence segment s its effective 'binding 266 energy' (in units of kT ) as
where P (s|M ) is calculated as described in the previous section and P (s|B) is the 
where c is the concentration of the TF and E 0 is the energy with which the TF can be 274 bound to s in a non-specific (i.e. sequence independent) manner. Note that the 275 constant 1 in the denominator corresponds to the statistical weight of the unbound 276 state. In this work we will assume that the concentration c of the TF is sufficiently 277 small that binding is not saturated at any of the sequence segments. In this limit, the 278 denominator can be ignored and the probability of binding is well approximated by
Moreover, for a longer sequence S, the binding 280 probability P b (S|M, c, E 0 ) is just the sum of the binding probabilities at each of the 281 segments of S:
where we have defined the total binding energy E(S) of a longer sequence S as 283
and L S is the number of sequence segments in S, which includes segments on both the 284 positive and negative strand of the sequence S.
285
For a large set of sequence segments sampled from the background distribution 286 P (s|B), the average binding probability is given by
Thus, the total amount of binding to a large set of B background segments is 288 Bc 1 + e E0 and, consequently, the probability to sample the sequence S from this 289 large pool of sequences is given by
Note that the concentration c cancels from this expression, i.e. in the limit that binding 291
is not saturated the relative amounts of binding to different sequences becomes 292 independent of the precise concentration of the TF.
293
Finally, our desired log-likelihood L(M, E 0 ) is the log-probability to sample all the 294 sequences S from our input dataset D from the large pool of background sequences:
The aim of the motif finding is to maximize this log-likelihood. To do this our algorithm 296 starts from an initial PSWM model w and uses an expectation maximization (EM) 297 algorithm analogous to those used for inferring PSWMs [24] to iteratively improve 298 L(M, E 0 ).
299
We initialize the DWT from a PSWM that can either be specified by the user, e.g. 300 when a known PSWM motif is already available for the TF in question, or it can be 301 obtained by running a standard PSWM motif finder on the input sequences S. The 302 sequences in the set S are generally longer than the length l of the motif but typically 303 not longer than a few hundred base pairs, e.g. they could consist of the binding peaks 304 obtained in a ChIP-seq experiment. 305 We then iterate the following steps. First we calculate the binding energies E(s) for 306
each of the length-l segments in the input sequences S, and the total binding energies 307 E(S) of each input sequence. Second, we optimize the non-specific binding energy E 0 308 by finding the root of
Third, we predict binding sites in the sequences S to calculate the pair counts n ij αβ , 310 i.e. the expected number of binding sites that have the pair of letters (α, β) at positions 311 (i, j). In particular, the probability that the TF is bound in a sequence-specific manner 312
and the probability that it is bound at the specific segment s is
The updated pair counts n ij αβ are then simply given by summing the binding and this procedure is iterated until convergence.
318

Dilogos graphically represent DWT models 319
To visualize DWT models, we propose a graphical representation which generalizes the 320 well-known sequence logo and which we call a 'dilogo'. As an example, Fig 1 shows the 321 dilogo for the TF NRF1, which we constructed from ENCODE ChIP-seq data (see 322 below).
323
The dilogo first of all shows the classical sequence logo representation of the , 7), (6, 10) , and (7, 8) .
333
Because it is unwieldy to show the conditional probabilities P (s i |s j ) for all pairs of 334 positions (i, j), we select a set of pairwise dependencies that are jointly consistent with 335 a single factorization of the probability P (S) as follows. We list all pairwise 336 dependencies P (i, j), sorted from highest to lowest probability, and go down the list, 337 adding pairwise dependencies as long as the resulting graph does not contain any loops. 338
The resulting graph of dependencies is shown above the square with posterior information). 362 We assume that, in each round of the HT-SELEX experiment, the probability of sequence is sequence S is given by
If we denote by n t (s) the number of occurrences of sequence S at generation t in the 369 experiment, then the log-likelihood L(E) of the entire HT-SELEX data-set, given an 370 energy function E, is given by
where T is the total number of generations in the experiment. This log-likelihood can 372 be compared with the log-likelihood for obtaining the same data by random sampling: 373
However, when we applied this calculation we find, for almost all corresponding 374 HT-SELEX/ChIP-seq combinations, that the likelihood L 0 is larger than the likelihood 375 L(E), i.e. even for many cases of TFs with well-known motifs. with β much smaller than 1. That is, it appears that in HT-SELEX the binding 385 energies vary over a smaller range than predicted by the motif models.
386
To incorporate this observation, we introduce a 'temperature' parameter β, assume 387 that the probability of selecting a sequence S is proportional to e βE(S) , and calculate a 388 log-likelihood L(E, β) that depends on both the motif model energies E and the 389 temperature parameter β. It is straightforward to show that the difference dL(E, β) 390 between the log-likelihood L(E, β) and the random sampling log-likelihood L 0 can be 391 written as
where N (t) = S n S (t) is the total number of sequences in generation t, E t is the 393 average energy of the sequences in generation t
and e βE t is the average selection probability of sequences in generation t 395 TFs from the ENCODE consortium [26] . The general setup of our performance 404 comparison is shown in Fig. 2 .
405
We processed each of the ChIP-seq datasets using CRUNCH, an integrated ChIP-seq 406 analysis pipeline that we developed in-house and that includes automated PSWM motif 407 analysis [28] . Full analysis reports on these ChIP-seq datasets as well as links to all the 408 raw ChIP-seq data used are available at crunch.unibas.ch/ENCODE REPORTS/.
409
CRUNCH returns a list of binding peaks, which are typically 100 − 300 base pairs in and one for testing the performance of the fitted motifs. As part of its motif analysis,
414
CRUNCH extracts orthologous sequences from 6 other mammalian species for each 415 peak sequence and multiply aligns these using T-Coffee [29] . The motif finder
416
PhyloGibbs [22] is then run on these alignments to infer PSWM motifs. CRUNCH 417 further refines these motifs on the multiple alignments of the training sequences using 418
MotEvo [30] . For each dataset, we use the top motif returned by CRUNCH as an initial 419 PSWM motif in our analysis and obtained its TFBS predictions on the peak sequences. 420
As an example, Fig. 2b shows the initial PSWM motif inferred for the TF CEBPB.
421
Using this PSWM as a starting motif we then iteratively fitted a PSWM and a 422 DWT motif on the training sequences (Fig. 2c ). The DWT model was fitted using the 423 EM procedure described in the section on motif finding with DWTs above. In order to 424 compare DWTs and PSWMs on equal footing, a PSWM was also fitted on the same 425 training set using the exact same EM procedure. 426 We then assess the ability of the fitted DWT and PSWM models to explain the 427 ChIP-seq data. In particular, besides the 500 peak sequences of the test set, we created 428 2000 random decoy sequences that have the same overall dinucleotide frequencies and 429 distribution of lengths as the binding peaks. For each of these 2500 sequences we 430 calculate an overall binding energy E(S) according to equation (13) using both the 431 PSWM and DWT motifs inferred from the training set. Figure 2d shows the 432 distributions of binding energies that are assigned to the true binding peaks (black) and 433 the decoy sequences (grey) for the fitted PSWM motif, as well as the fitted DWT motif. 434
Comparison of these distributions makes clear that the predicted binding energies of For a given ChIP-seq data-set we use the CRUNCH ChIP-seq analysis pipe-line to identify the top 1000 binding peaks and randomly subdivide these into an training set and a test set of 500 peak sequences each. b) Standard PSWM motif finding is used to determine an initial PSWM motif [22, 27] . c) Using expectation maximization, a PSWM and a DWT model are fitted on the training data. d) Distributions of the predicted binding energies E(S), under both the DWT and PSWM models, of the 500 peak sequences and a set of 2000 random 'decoy sequences' that have the same lengths and dinucleotide composition as the peak sequences. e) Precision recall curves demonstrating the ability of the DWT, PSWM, and initial PSWM models to distinguish peak sequences from decoys based on their predicted binding energies.
model. Interestingly, this increased separation results mainly from the binding energies 437 of the decoy sequences being more tightly focused at low values. This behavior is 438 observed for a large number of the TFs that we analyzed.
439
By systematically varying a cut-off on the binding energy E(S), we then determine a 440 precision recall curve where, at each cut-off E c , the precision is the fraction of all and PSWM models on all ENCODE [26] ChIP-seq data-sets that we studied. We investigated whether TFs for which the DWT most significantly outperforms the 454 
Previous investigations of dependencies between positions in TFBSs have suggested 465
that dependencies between immediately adjacent positions are much more common and 466 significant than dependencies between distal positions [31] . One may thus wonder to 467 what extent the distal dependencies that the DWT infers contribute to the performance 468 of the DWT, or whether a model that uses only dependencies between adjacent 469 positions would perform equally well. As explained in the supporting information, it is 470 straight-forward to adapt the DWT model to only allow dependencies between adjacent 471 positions. We call this version of our motif model the adjacent model (ADJ). We trained 472
and tested the ADJ model in the exact same way as the DWT and PSWM models on 473
all ChIP-seq datasets and Fig. 3b shows the performance comparison between the DWT 474 and ADJ models. We find that the DWT outperforms the ADJ model for more than 475 80% of the datasets and substantially so for about 25% of the datasets.
476
Whereas the PSWM never substantially outperformed the DWT (the largest 477 difference in average precision being 3%), there is one dataset for which the ADJ model 478 outperformed the DWT by more than 16% in average precision. This is for ChIP-seq 479 experiment performed in the HeLa cell-line with the chromodomain-like TF CHD2.
480
Notably, the CHD2 TF was also assayed in the GM12878 cell-line, and for this dataset 481 the DWT motif did outperform the ADJ motif. We investigated this case in more detail 482
and found that the DWT had converged to a motif without any significant 483 dependencies, whereas the ADJ had converged to a motif with identical consensus, but 484
with several strong adjacent dependencies. As a test, we reran the DWT motif search 485 on this dataset using the trained ADJ model as a starting motif. We found that the to calculate scores of longer sequences, and so on, should be kept as similar as possible. 501
While it was straightforward to accomplish this for comparing our own PSWM, ADJ, 502 and DWT models in the previous section, this is much more challenging when using 503 software from other groups. However, we performed a comparison analysis with two 504 previous methods that allow distal dependencies, for which software was available.
505
The authors of the FMM method (Sharon et al. [18] ) and the PIM method 506 (Santolini et al. [19] ) have not only made software for their motif models available, they 507 also graciously assisted us in adapting their code to allow it to be run in a manner that 508 is as close as possible to the way the DWT model is trained and tested, as detailed in 509 the supporting information.
510 Figure 4 compares the average precision of the DWT models with those of the PIM 511 and FMM models on the 121 ChIP-seq datasets. We find that, in these tests, the DWT 512 model outperforms the PIM and FMM models on virtually all datasets, and 513 substantially so for a large fraction of the datasets. We want to stress that this does not 514
imply that high-performance PIM and FMM motif models cannot be constructed for 515 these datasets. In our analysis the PIM and FMM motif finders were just run once with 516 PLOS 23/33 could presumably be substantially improved. However, one of the impediments to the 518 general adoption of more complex motif models has been that running motif inference 519 with these more complex models typically requires expert supervision. One of the main 520 benefits of the DWT model is that it allows robust inference without the need of tuning 521 any parameters. well-established in vitro method for studying protein-DNA binding specificity [32] .
549
Starting from a random pool of short DNA (or RNA) segments, the sequences are 550 selected for binding to a DNA protein of interest. The sequences that bound the target 551 often outperforms the PSWM model on HT-SELEX data for the same TF.
584
Conclusion
585
Since its introduction in the early 1980s [35] , the PSWM model has become the 586 workhorse for binding site prediction in regulatory genomics. However, as data have 587 accumulated, evidence has been mounting over the last decade that there can be 588 significant dependencies between the nucleotides occurring at different positions of 589 regulatory sites. Consequently, there is a need for extending regulatory motif models to 590 take such dependencies into account. However, in order for such an extension to gain 591 wide acceptance the motif model should be rigorous, flexible, be guaranteed to perform 592 at least as well as PSWMs, and be easy to use. Approaches that have been presented so 593 far have either made unrealistic restrictions on the models, e.g. by demanding that 594 dependencies can only exist between neighboring positions, or they have involved 595 complex ad hoc regularization schemes to avoid over-fitting, which make them 596 cumbersome to use in practice.
597
Here we have presented a new motif model, the dinucleotide weight tensor, that is 598 PLOS 27/33 general in that it allows for dependencies between arbitrary positions in the motif, it is 599 rigorous in that it is derived from first principles within a Bayesian framework, and 600 avoids over-fitting by explicitly marginalizing over all unknown parameters. In 601 particular, because the model has no parameters that the user needs to tune, it can be 602 easily and robustly applied in practice. Indeed, by inferring DWTs on a large set of 603 ChIP-seq datasets, we have shown that DWTs never perform significantly worse than 604 PSWMs and clearly outcompete them in a substantial fraction of the cases. By showing 605 that, for most datasets, DWTs also outperform a model in which only dependencies 606 between adjacent positions are allowed, we further showed that distal dependencies 607 contribute significantly to the performance of the DWTs. We also showed that DWTs 608 outperform two previously proposed methods that incorporate distal dependencies.
609
Notably, while we were finishing this work, a very interesting new approach was 610 proposed by Siebert and Söding [36] . Their motif model is a standard k-order Markov 611 model in which each letter depends on the (k − 1) previous letters in the site, but a new 612 way for controlling over-fitting is proposed, in which the marginals at lower orders are 613 used a priors for the conditional probabilities at higher orders, and very robust 614 performance of this method is proposed. Interestingly, it would be straightforward to 615 combine this method of setting priors for conditional probabilities with the DWT's 616 method for summing over possible spanning trees, and this would be an interesting 617 direction to explore for future work.
618
The fact that DWT models inferred from ChIP-seq data also outperform PSWMs on 619
HT-SELEX data, suggests that the dependencies captured by the DWT reflect 620 something in the biophysics of the interaction between the DNA binding domain of the 621 TF and the DNA sequence of the site. Our observation that, while significant 622 dependencies occur between distal positions, interactions between neighboring positions 623 are the most common, is also consistent with this interpretation. Another interesting 624 area for future research is to investigate the possible structural and biophysical basis for 625 the observed direct dependencies. However, we should note that, in spite of investing 626 considerable efforts ourselves in analyzing whether the occurrence of dependencies can 627 be related to structural features of the TFs, or to the way that they interact with the 628 DNA, we have so far not been able to uncover any consistent biophysical interpretation 629 of the observed dependencies. It is conceivable that there is no simple biophysical 630 PLOS 28/33
interpretation to the direct dependencies. For example, inspection of some of the DWT 631 models suggests that dependencies often cause combinations of deleterious mutations to 632 reduce the binding energy less than predicted by the PSWM model and this might be a 633 global effect that is spread across many dependencies, rather than reflecting particular 634 structural features of the TF-DNA interaction.
635
Our analysis has also shown that, notwithstanding the fact that DWTs strongly 636 outperform PSWMs for some TFs, for the majority of TFs the improvement that the 637 DWT provides is rather modest. This highlights that, for many TFs, PSWMs are 638 sufficiently accurate for TFBS prediction, and few significant dependencies exist.
639
Consequently, robust practical application of more complex motif models requires 640 strong safe-guards against over-fitting, i.e. because for many TFs there will simply not 641 be many strong dependencies. This is arguably the biggest advantage of the DWT 642 models presented here: DWTs have no parameters to tune, do not overfit, and 643 automatically reduce to a PSWM model when no significant dependencies exist. We 644 believe that these properties make DWTs especially attractive for adopting in practical 645 settings and we hope that many researchers can be convinced to start using DWT 646 models in their motif finding and TFBS prediction. 
