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¶Uvod
Firmy s¶u pri svojej ·cinnosti vystaven¶e mnoh¶ym druhom riz¶³k. Medzi hlavn¶e patr¶³
tr·zn¶e, opera·cn¶e a kreditn¶e riziko. V posledn¶ych pÄatn¶astich a·z dvadsiatich rokoch
sa spolu s prudk¶ym n¶arastom po·ctu poskytovan¶ych po^·zi·ciek a ¶uverov a takisto v
do^sledku krachu niektor¶ych ve·lk¶ych ¯riem, stala naliehavej·sou potreba modelova·t a
kvanti¯kova·t kreditn¶e riziko, tj. riziko z nesplatenia. V s¶u·casnosti sa do^le·zitos·t mo-
delov kreditn¶eho rizika ukazuje aj v s¶uvislosti so zav¶adzan¶³m eur¶opskych pravidiel
kapit¶alovej primeranosti Basel II [1].
Vo svojej pr¶aci sa zameriam na modelovanie kreditn¶eho rizika na ¶urovni portf¶olia
pomocou faktorov¶ych modelov. V prvej kapitole zav¶adzam z¶akladn¶e pojmy a miery
pou·z¶³van¶e na kvanti¯kovanie kreditn¶eho rizika. Obsahuje taktie·z stru·cn¶y preh·lad
modelov.
Druh¶a kapitola popisuje simula·cn¶e modely kreditn¶eho rizika. Stru·cne sa zmie·nujem
o modele ¯rmy KMV. Venujem sa najmÄa modelu CreditMetrics, ktor¶y je vo ve·lkej
miere pou·z¶³van¶y v praxi. Uv¶adzam taktie·z alternat¶³vne pr¶³stupy, a to vyu·zitie pod-
mienenej nez¶avislosti alebo generovanie n¶ahodn¶ych veli·c¶³n v¶yberom pod·la do^le·zitosti.
Tretia kapitola je venovan¶a takmer v¶yhradne podrobn¶emu popisu analytick¶eho mo-
delu CreditRisk+.
V ·stvrtej kapitole uv¶adzam hlavn¶e ·casti programov, ktor¶e som vytvorila v Mathe-
matice. Tieto n¶asledne pou·z¶³vam v piatej kapitole na v¶ypo·cty a simul¶acie pri anal¶yze
kreditn¶eho rizika modelov¶eho portf¶olia kup¶nov¶ych oblig¶aci¶³. Z¶aver kapitoly je veno-
van¶y zhodnoteniu v¶ysledkov a porovnaniu jednotliv¶ych modelov.
1
Kapitola 1
Kreditn¶e riziko
1.1 Z¶akladn¶e pojmy
Kreditn¶e riziko (Credit Risk, riziko z nesplatenia) mo^·zeme zjednodu·sene de¯nova·t
ako neistotu, ·ci protistrana dostoj¶³ svojim (¯nan·cn¶ym) z¶avÄazkom ·ci u·z kvo^li neschop-
nosti alebo neochote spl¶aca·t. Inak povedan¶e, je to potenci¶alna strata v do^sledku
kreditnej udalosti, ktorou mo^·ze by·t zmena kreditnej kvality alebo default proti-
strany. Za default sa pova·zuje nesplnenie z¶avÄazkov do ur·citej doby po ich splat-
nosti (napr. u retailov¶ych portf¶oli¶³ je to obvykle 90 dn¶³). Kreditnou kvalitou
rozumieme ¶uverov¶u bonitu protistrany a kvanti¯kujeme ju pomocu ratingu. Jeden
ratingov¶y syst¶em pozost¶ava z kone·cnej mno·ziny ratingov ozna·covan¶ych p¶³smenami,
·c¶³slami alebo ich kombin¶aciou. Firmy v praxi pou·z¶³vaj¶u hodnotenia vyd¶avan¶e ratin-
gov¶ymi agent¶urami (najzn¶amej·sie s¶u Standard & Poor's a Moody's Investors) alebo
si vytv¶araj¶u vlastn¶e intern¶e modely hodnotenia klientov. Proces priradenia ratingu
sa naz¶yva sk¶oring. Kreditn¶y deriv¶at je ¯nan·cn¶y in·strument (·casto ¯nan·cn¶y de-
riv¶at) sl¶u·ziaci ako ist¶a forma ochrany alebo poistenia pred nepriazniv¶ym v¶yvojom
kreditnej kvality protistrany.
Kreditn¶e riziko del¶³me na riziko straty v do^sledku zmeny kreditn¶eho rozpÄatia (vyja-
dren¶eho zmenou ratingu) u tr·zne oce·novan¶ych produktov (tzv. Credit Spread Risk)
a riziko straty v do^sledku nedodr·zania ¯nan·cn¶ych z¶avÄazkov protistranou (Credit De-
fault Risk). ·Dalej n¶as mo^·ze zauj¶³ma·t kreditn¶e riziko jedn¶eho samostatne stojaceho
akt¶³va (Stand-alone Credit Risk) alebo skupiny viacer¶ych akt¶³v v portf¶oliu (Portfolio
Credit Risk).
2
1.2 Miery kreditn¶eho rizika Kreditn¶e riziko
1.2 Miery kreditn¶eho rizika
Aby sme mohli s kreditn¶ym rizikom pracova·t a porovn¶ava·t rizikovos·t akt¶³v, mus¶³me
ho nejak¶ym spo^sobom kvanti¯kova·t. Mo^·zeme pou·zi·t ro^zne miery rizika. V·setky s¶u
odvoden¶e od n¶ahodnej veli·ciny predstavuj¶ucej ve·lkos·t straty (alebo ako uvid¶³me
nesko^r hodnoty) akt¶³va alebo skupiny akt¶³v. Ka·zd¶a poskytuje in¶u inform¶aciu o kredit-
nom riziku a ned¶a sa jednozna·cne ur·ci·t, ktor¶a miera je nejlep·sia. Uv¶adzam ich preh·lad
podobne ako je uveden¶y napr. v [3]. Ozna·cme D n¶ahodn¶u veli·cinu nadob¶udaj¶ucu
hodnotu 1 (default v priebehu dan¶eho ·casov¶eho obdobia) s pravdepodobnos·tou p a
hodnotu 0 s pravdepodobnos·tou 1 ¡ p. p sa naz¶yva pravdepodobnos·t defaultu
a v·zdy sa vz·tahuje k ur·cit¶emu ·casov¶emu horizontu. Ozna·cme ·dalej EAD (Exposure
at Default) hodnotu akt¶³va na konci dan¶eho obdobia (expoz¶³cia) predstavuj¶ucu
maxim¶alnu mo·zn¶u stratu v pr¶³pade defaultu a SEV (Severity of Loss) n¶ahodn¶u
veli·cinu znamenaj¶ucu podiel z expoz¶³cie, ktor¶y bude straten¶y v pr¶³pade defaultu.
·Casto sa tie·z vyjadruje ako 1-v¶y·ta·znos·t poh·lad¶avky (Recovery Rate). Potom
L = EAD:SEV:D
je celkov¶a strata a stredn¶a hodnota EL sa naz¶yva o·cak¶avan¶a strata. Za predpok-
ladu, ·ze EAD je nen¶ahodn¶a a SEV a D s¶u nez¶avisl¶e, je
EL = EAD:LGD:p;
kde LGD = E(SEV ) (Loss Given Default). V praxi predpoklad nez¶avislosti obvykle
nie je splnen¶y a navy·se EAD je ·casto tie·z n¶ahodn¶a veli·cina.
O·cak¶avan¶a strata je dobr¶a pre predstavu o polohe n¶ahodnej veli·ciny L, ale dr·za·t
kapit¶al (resp. vytvori·t rezervu na straty) ve·lkosti EL nepredstavuje pre ¯rmu dosta-
to·cn¶u ochranu pred pr¶³padn¶ymi defaultami. Existuje toti·z pr¶³li·s ve·lk¶e riziko, ·ze
skuto·cn¶a strata bude vy·s·sia a to by mohlo vies·t a·z k strate solventnosti. ·Da·l·sou
mierou, ktor¶a sa pou·z¶³va, je preto neo·cak¶avan¶a strata
p
varL =
p
var(EAD:SEV:D);
tj. smerodatn¶a odch¶ylka straty. V ur·citom zmysle vyjadruje ve·lkos·t rozpt¶ylenosti
straty L okolo o·cak¶avanej straty EL, a teda mieru neistoty.
Na tomto mieste treba poznamena·t, ·ze doteraz sme uva·zovali stratu vz·tahuj¶ucu sa
k jedn¶emu akt¶³vu. Z poh·ladu kreditn¶eho rizika je v·sak ove·la do^le·zitej·sie uva·zova·t
stratu vzh·ladom k cel¶emu portf¶oliu akt¶³v, ozna·cme ju LPF . Je
LPF =
nX
i=1
Li =
nX
i=1
EADi:SEVi:Di;
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kde Li, i = 1; : : : ; n, s¶u straty vz·tahuj¶uce sa k jednotliv¶ym akt¶³vam a podobne EADi,
SEVi a Di maj¶u v¶yznam ako v predch¶adzaj¶ucom texte. Potom o·cak¶avan¶a strata z
poh·ladu portf¶olia je (opÄa·t za predpokladu nen¶ahodnosti EADi a nez¶avislosti SEVi
a Di)
ELPF =
nX
i=1
ELi =
nX
i=1
EADi:LGDi:pi
a neo·cak¶avan¶a strata je
p
varLPF =
vuut nX
i;j=1
EADi:EADj:cov(SEVi:Di; SEVj:Dj):
Pre nen¶ahodn¶e SEVi dost¶avame
varLPF =
nX
i;j=1
EADi:EADj:LGDi:LGDj:
q
pi(1¡ pi)pj(1¡ pj):corr(Di; Dj);
lebo Di, i = 1; : : : ; n maj¶u alternat¶³vne rozdelenie s parametrami pi. Z tohoto vz·tahu
vypl¶yva, ·ze korel¶acie defaultov zohr¶avaj¶u do^le·zit¶u ¶ulohu pri modelovan¶³ kreditn¶eho
rizika. Pri corr(Di; Dj) = 0 8 i 6= j hovor¶³me o dokonalej diverzi¯k¶acii. V tomto
pr¶³pade je rozptyl straty portf¶olia s¶u·ctom rozptylov str¶at jednotliv¶ych akt¶³v. Ak je
pre nejak¶e i; j corr(Di; Dj) < 0, hovor¶³me o tzv. zaisten¶³ (hedging) a znamen¶a to,
·ze rizik¶a t¶ychto dvoch akt¶³v sa ·ciasto·cne (alebo v teoretickom pr¶³pade ¶uplne) ru·sia.
Naj·castej·s¶³m pr¶³padom v·sak b¶yva pozit¶³vna korelovanos·t akt¶³v v portf¶oliu, ktor¶a
v¶yznamnou mierou zvy·suje kreditn¶e riziko. Vo vÄa·c·sine modelov kreditn¶eho rizika je
preto do^raz kladen¶y pr¶ave na modelovanie korel¶aci¶³ defaultov.
Vytvori·t rezervu ve·lkosti o·cak¶avan¶a strata + neo·cak¶avan¶a strata sa v·sak v praxi
e·ste st¶ale ukazuje by·t nedostato·cnou ochranou ¯rmy pred defaultami. St¶ale existuje
nezanedbate·ln¶a ·sanca, ·ze strata presiahne t¶uto hodnotu a ¯rma sa mo^·ze sta·t insol-
ventnou. V praxi sa navy·se ukazuje, ·ze rozdelenie n¶ahodnej veli·ciny LPF sa vyzna·cuje
v¶yraznou ·sikmos·tou a relat¶³vne
"
·ta·zk¶ym chvostom\ v oblasti vy·s·s¶³ch str¶at. Je to
spo^soben¶e t¶ym, ·ze akt¶³va v portf¶oliu s vysokou pravdepodobnos·tou bud¶u prin¶a·sa·t re-
lat¶³vne n¶³zke v¶ynosy, ale s malou pravdepodobnos·tou mo^·ze do^js·t aj k ve·lk¶ym strat¶am
v do^sledku defaultu. Preto stredn¶a hodnota a rozptyl neposkytuj¶u dostato·cn¶e in-
form¶acie o rozdelen¶³ ve·lkosti straty. ·Da·l·sou veli·cinou, ktor¶a sa pou·z¶³va na meranie
kreditn¶eho rizika, je hodnota v riziku (Value at Risk) na hladine ®. De¯nujeme ju
ako kvantil
VaR®(LPF ) = inffq > 0 j P(LPF · q) ¸ ®g (1.1)
a interpretujeme ako hodnotu, ktor¶u strata nepresiahne s pravdepodobnos·tou ® alebo
vÄa·c·sou. Ud¶ava sa v pe·na·zn¶ych jednotk¶ach alebo ako percentu¶alny podiel z celkovej
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(strednej) hodnoty portf¶olia. S hodnotou v riziku s¶uvis¶³ de¯n¶³cia ekonomick¶eho
kapit¶alu
EC®(LPF ) = VaR® ¡ ELPF :
Vyjadruje hodnotu kapit¶alu, ktor¶y by mala ¯rma dr·za·t nad r¶amec o·cak¶avanej straty,
aby bola s pravdepodobnos·tou ® ochr¶anen¶a proti ve·lk¶ym strat¶am.
Vid¶³me, ·ze v·setky miery s¶u odvoden¶e z ve·lkosti straty portf¶olia. Rozdelenie n¶ahodnej
veli·ciny LPF hraje k·l¶u·cov¶u ¶ulohu pri riaden¶³ kreditn¶eho rizika. Vz·tahy medzi jed-
notliv¶ymi mierami ilustruje nasleduj¶uci obr¶azok.
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Obr. 1.1: Miery kreditn¶eho rizika
Alternat¶³vnu mieru rizika predstavuje o·cak¶avan¶a extr¶emna strata (Tail Value at
Risk, Expected Shortfall) na hladine ®
TVaR®(LPF ) = E[LPF j LPF ¸ VaR®];
·ci·ze o·cak¶avan¶a strata za podmienky, ·ze strata presiahne hodnotu v riziku na hla-
dine ®. Na hodnotenie akt¶³v vzh·ladom k dan¶emu portf¶oliu sa pou·z¶³va margin¶alna
hodnota v riziku na hladine ®. Je to rozdiel medzi VaR® straty portf¶olia ob-
sahuj¶uceho dan¶e akt¶³vum a VaR® straty po^vodn¶eho portf¶olia. Rozdiel medzi hod-
notou v riziku samostatne stojaceho akt¶³va a jeho margin¶alnou hodnotou v riziku
predstavuje ve·lkos·t diverzi¯k¶acie rizika.
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1.3 Preh·lad modelov
Ako bolo uveden¶e vy·s·sie, rozdelenie n¶ahodnej veli·ciny LPF je k·l¶u·cov¶e pri riaden¶³
kreditn¶eho rizika. Existuj¶u dva z¶akladn¶e postupy na jeho odhad: Monte Carlo simu-
l¶acia a analytick¶a aproxim¶acia.
Pri simula·cnom pr¶³stupe je obvykle vygenerovan¶y ve·lk¶y po·cet mo·zn¶ych str¶at
(resp. hodno^t) portf¶olia, tzv. scen¶arov. Postup z¶³skavania t¶ychto veli·c¶³n sa l¶³·si model
od modelu. Niektor¶e modely pracuj¶u s n¶ahodn¶ym ·casom defaultu, in¶e s n¶ahodn¶ymi
prechodmi medzi ratingami, atd. V¶yhodou je mo·znos·t simul¶acie viacer¶ych veli·c¶³n
v r¶amci jedn¶eho modelu (napr. ve·lkos·t expoz¶³ci¶³ alebo miery obnovenia), a teda
mo·znos·t zahrnutia napr. tr·zn¶eho rizika. Z ve·lkost¶³ str¶at v jednotliv¶ych scen¶aroch
potom z¶³skame empirick¶e rozdelenie n¶ahodnej veli·ciny a ·lahko odvod¶³me ·lubovoln¶u
mieru rizika. Zvy·cajnou nev¶yhodou tohoto pr¶³stupu b¶yva vysok¶a v¶ypo·ctov¶a a ·casov¶a
n¶aro·cnos·t pre ve·lk¶e portf¶oli¶a. Aby sa toti·z dosiahla dostato·cn¶a presnos·t odhadu
rizika, mus¶³ by·t vygenerovan¶y ve·lk¶y po·cet scen¶arov. V 2. kapitole uv¶adzam vybran¶e
simula·cn¶e modely.
Pri analytickom pr¶³stupe sa obvykle pracuje s rozdelen¶³m pravdepodobnost¶³ veli·c¶³n,
ktor¶e vstupuj¶u do modelu. Z nich sa potom ur·cit¶ym spo^sobom odvod¶³ rozdelenie
pravdepodobnost¶³ straty (alebo hodnoty) portf¶olia. Pri najjednoduch·s¶³ch modeloch
zvol¶³me vhodn¶u rodinu rozdelen¶³ (s kladnou ·sikmos·tou a
"
·ta·zk¶ym chvostom\) charak-
terizovan¶u prv¶ym a druh¶ym momentom. Zo zn¶amych charakterist¶³k portf¶olia, ako
s¶u expoz¶³cie, pravdepodobnosti defaultu alebo korel¶acie medzi nimi, odhadneme
stredn¶u hodnotu a druh¶y centr¶alny moment straty LPF . Z rodiny rozdelen¶³ vy-
berieme to, ktor¶e zodpoved¶a odhadnut¶ym parametrom a z neho ur·c¶³me miery rizika.
V¶ypo·cet na z¶aklade tak¶ehoto analytick¶eho modelu je zvy·cajne ve·lmi r¶ychly, m¶a v·sak
mnoh¶e nev¶yhody. Odhad (obvykle priemernej) korel¶acie medzi defaultami akt¶³v mo^·ze
v¶yznamnou mierou zv¶y·si·t chybu modelu. Ot¶azkou je aj vo·lba vhodnej rodiny rozde-
len¶³. Mo^·zeme voli·t napr. z beta-, gamma- alebo F-rozdelenia, pri·com ka·zd¶e z nich
m¶a in¶e
"
chvosty\ a tie s¶u ve·lmi do^le·zit¶e pre ur·cenie hodnoty v riziku. Vo·lba rodiny
rozdelen¶³ je teda ·da·l·s¶³m zdrojom chyby modelu. Viac komplexn¶e a zlo·zitej·sie analy-
tick¶e modely uv¶adzam v 3. kapitole.
VÄa·c·sina modelov kreditn¶eho rizika sa pot¶yka s probl¶emom nedostatku historick¶ych
d¶at o kreditn¶ych udalostiach, lebo tieto s¶u v skuto·cnosti relat¶³vne vz¶acne. To obvykle
neumo·z·nuje dostato·cne dobr¶e odhady vstupn¶ych parametrov tak, aby bolo mo·zn¶e
kreditn¶e udalosti a korel¶acie medzi nimi modelova·t priamo. Pod·la pr¶³stupu k mode-
lovaniu prechodov medzi ratingami a v¶y·ta·znost¶³ poh·lad¶avok mo^·zeme kvantitat¶³vne
modely kreditn¶eho rizika rozdeli·t na ·struktur¶alne modely a modely s redukovanou
formou (pozri napr. [2]).
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1.3 Preh·lad modelov Kreditn¶e riziko
·Struktur¶alne modely (Structural Models, Asset Value Models) vych¶adzaj¶u z pred-
pokladu, ·ze kreditn¶e udalosti s¶u sp¶u·s·tan¶e zmenami hodnoty ¯rmy. Preto sa zame-
riavaj¶u najmÄa na modelovanie v¶yvoja hodnoty ¯rmy a opieraj¶u sa o ekonomick¶e
z¶aklady te¶orie ¯rmy. Va·c·sina modelov predpoklad¶a, ·ze default nast¶ava v okam·ziku,
ke·d hodnota ¯rmy prv¶y kr¶at klesne pod dan¶u hranicu. Mo^·zeme si to predstavit tak,
·ze v tom okam·ziku u·z ¯rma nedisponuje akt¶³vami dostato·cnej hodnoty tak, aby bola
schopn¶a dost¶a·t svojim z¶avÄazkom. Alternat¶³vny pr¶³stup predpoklad¶a, ·ze rozhodnutie
o bankrote je na dr·zite·loch akci¶³ ¯rmy a t¶³ sa rozhoduj¶u na z¶aklade ocenenia svojej
vlastnej poz¶³cie. V¶y·ta·znosti poh·lad¶avok s¶u v t¶ychto modeloch tie·z ·casto dan¶e ako
funkcia hodnoty ¯rmy.
Vmodeloch s redukovanou formou (Reduced-Form Models) s¶u kreditn¶e udalosti
·speci¯kovan¶e v z¶avislosti na skokovom n¶ahodnom procese, podobne v¶y·ta·znosti po-
h·lad¶avok s¶u dan¶e exog¶enne. Rozli·sujeme dva typy: modely zalo·zen¶e na intenzite
a modely kreditn¶ych migr¶aci¶³. U prv¶eho sa kladie do^raz na modelovanie n¶ahodn¶eho
·casu defaultu ako ·casu skoku u jednoskokov¶eho n¶ahodn¶eho procesu. Druh¶y typ mode-
luje prechody medzi kreditn¶ymi ratingami pomocou Markovovho procesu. ·Speci¶alnou
skupinou s¶u faktorov¶e modely kreditn¶ych migr¶aci¶³, kde sa intenzity migr¶aci¶³ mode-
luj¶u ako funkcie mikro- a makroekonomick¶ych faktorov. Faktory teda tvoria z¶aklad
pre zahrnutie korel¶aci¶³ do modelu.
V ned¶avnej dobe vyvinut¶e praktick¶e pr¶³stupy k riadeniu kreditn¶eho rizika sa za-
meriavaj¶u na v¶ypo·cet rozdelenia pravdepodobnost¶³ str¶at v pr¶³pade defaultu pre
portf¶oli¶a in·strumentov citliv¶ych na kreditn¶e riziko. Rozdelenie pravdepodobnost¶³ je
odhadovan¶e na z¶aklade
"
re¶alnych\ (tj. z¶³skan¶ych z historick¶ych d¶at) pravdepodob-
nost¶³, tak·ze tieto modely neposkytuj¶u priamo met¶ody na oce·novanie kreditn¶ych de-
riv¶atov. Modely, ktor¶e sa v poslednom obdob¶³ pou·z¶³vaj¶u v praxi s¶u:
² CreditMetrics od RiskMetrics Group, J. P. Morgan ([10])
² Credit Monitor a Portfolio Manager od KMV ([6], resp. [3])
² CreditRisk+ od Credit Suisse First Boston ([5])
² Creditscore a RiskCalc od Moody's
² CreditPorfolioView od McKinsey's ([11], resp. [15])
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Kapitola 2
Simula·cn¶e modely
Pri popise simula·cn¶ych modelov sa zameriam najmÄa na CreditMetrics a z neho
odvoden¶e modely, uv¶adzam tie·z z¶akladn¶u kostru modelu KMV. CreditMetrics od
J. P. Morgan a model ¯rmy KMV patria medzi ·struktur¶alne modely, ale z¶arove·n
ich mo^·zeme zaradi·t aj medzi faktorov¶e modely. Opieraj¶u sa o Mertonov model
[12] tak, ·ze predpokladaj¶u v¶yvoj hodnoty ¯rmy ako geometrick¶y Brownov pohyb.
Na z¶aklade neho potom modeluj¶u kreditn¶e udalosti. Hlavn¶ym do^vodom tak¶ehoto
pr¶³stupu je fakt, ·ze historick¶e d¶ata potrebn¶e na modelovanie kreditn¶eho rizika s¶u
dos·t obmedzen¶e. Po·cet pozorovan¶ych defaultov, resp. prechodov medzi ratingami
nie je obvykle dos·t ve·lk¶y na dostato·cne presn¶e odhady korel¶aci¶³ a tie hraj¶u v mo-
delovan¶³ kreditn¶eho rizika podstatn¶u ¶ulohu. Pou·zitie faktorov a tr·zne dostupn¶ych
d¶at umo·zn¶³ odhad t¶ychto korel¶aci¶³. Metodol¶ogia CreditMetrics je vo·lne pr¶³stupn¶a,
z¶akladn¶y model je uveden¶y v [10], ale existuj¶u aj ro^zne jeho obmeny a doplnenia.
KMV neodkryla verejne detaily svojho modelu, ale jeho sumariz¶aciu mo^·zeme n¶ajs·t
vo viacer¶ych zdrojoch (napr. v [2], [6]). Ja sa opieram o model tak, ako bol pop¶³san¶y
v [3].
Ozna·cme V ti hodnotu ¯rmy i = 1; : : : ; n v ·case t. Modely pracuj¶u s logaritmick¶ymi
v¶ynosmi rti = ln(V
t
i =V
0
i ). Ozna·cme r
t = (rt1; : : : ; r
t
n)
0. Predpoklad¶a sa, ·ze logaritmick¶e
v¶ynosy v z¶avislosti na ·case spl·nuj¶u stochastick¶u diferenci¶alnu rovnicu (pozri [2])
drt = ¹ dt+B dWt;
kde ¹ = (¹1; : : : ; ¹n)0 je vektor kon·st¶ant, B je matica (n £ m) kon·st¶ant a Wt =
(W 1t ; : : : ;W
m
t )
0 je m-dimenzion¶alny geometrick¶y Brownov pohyb (pozri [13]). Potom
plat¶³
rt » Nn(¹ t;  t);
kde   = (°ij)n£n = BB0 je kovarian·cn¶a matica a °ij = ½ij¾i¾j. Koe¯cient ¾2i
reprezentuje rozptyl logaritmick¶ych v¶ynosov a ½ij korel¶aciu medzi logaritmick¶ymi
v¶ynosmi z akt¶³v, ktor¶a sa ·casto zjednodu·sene naz¶yva korel¶acia akt¶³v (Asset Correla-
tion). Rozdelenie logaritmick¶ych v¶ynosov rt prirodzen¶ym spo^sobom z¶avis¶³ na trende
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¹ (Drift) a na ·case t. Pri ur·covan¶³ kreditn¶eho rizika mus¶³ by·t v·zdy stanoven¶y ·casov¶y
horizont ku ktor¶emu riziko posudzujeme. V ·da·l·som budem uva·zova·t t = 1 a namiesto
ozna·cenia r1 budem pou·z¶³va·t r. Bude teda
r » Nn(¹; ): (2.1)
9
2.1 KMV Model Simula·cn¶e modely
2.1 KMV Model
Model ¯rmy KMV vych¶adza z predpokladu, ·ze logaritmick¶e v¶ynosy z akt¶³v protistr¶an
i = 1; : : : ; n maj¶u reprezent¶aciu tvaru
ri = ¯i »i + "i: (2.2)
»i sa naz¶yva zlo·zen¶y faktor protistrany i, preto·ze obvykle je v¶a·zen¶ym s¶u·ctom via-
cer¶ych faktorov. ¯i vyjadruje line¶arnu z¶avislos·t ri na »i, "i sa d¶a ch¶apa·t ako chyba
odhadu. Plat¶³ (2.1). ·Dalej sa predpoklad¶a, ·ze 8 i = 1; : : : ; n s¶u »i a "i nez¶avisl¶e a
norm¶alne rozdelen¶e. Naviac "i sa predpokladaj¶u nekorelovan¶e, ·co v tomto pr¶³pade
implikuje nez¶avislos·t. Z toho vypl¶yva, ·ze ri s¶u korelovan¶e v¶yhradne prostredn¶³ctvom
zlo·zen¶ych faktorov, a preto ich mo^·zeme pova·zova·t za systematick¶u ·cas·t rizika. "i
naproti tomu predstavuje riziko ·speci¯ck¶e pre protistranu i. Rozklad rizika na sys-
tematick¶u a ·speci¯ck¶u (idiosynkratick¶u) ·cas·t je
var ri = ¯
2
i var »i + var "i; i = 1; : : : ; n:
Podiel
R2i =
¯2i var »i
var ri
; i = 1; : : : ; n (2.3)
predstavuje ·cas·t rizika, ktor¶u mo^·zeme vysvetli·t zlo·zen¶ym faktorom a naz¶yva sa ko-
e¯cient determin¶acie. Model KMV ·dalej predpoklad¶a rozklad zlo·zen¶ych faktorov na
»i =
KX
k=1
wi;k	k; i = 1; : : : ; n;
kde 	k predstavuj¶u indexy pre priemysel (1; : : : ; K0) a krajiny (K0 + 1; : : : ; K) a
wi;k ¸ 0 8 i; k s¶u pr¶³slu·sn¶e v¶ahy, pre ktor¶e plat¶³
K0X
k=1
wi;k =
KX
k=K0+1
wi;k = 1; i = 1; : : : ; n:
·Da·l·sou ¶urov·nou modelu je rozklad indexov na nez¶avisl¶e glob¶alne faktory
	k =
MX
m=1
bk;m m + ±k; k = 1; : : : ; K;
kde ±k je rez¶³duum ·speci¯ck¶e pre 	k. Vo vektorovom z¶apise dost¶avame
r = ¯W (B  + ±) + "; (2.4)
kde ¯ = (¯ij)ni;j=1, ¯ij = ¯i ak i = j a ¯ij = 0 ak i 6= j, ·dalej W = (wi;k) je matica
(n £ K) v¶ah indexov, B = (bk;m) je matica (K £M),   = ( 1; : : : ; M)0 je vektor
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glob¶alnych faktorov, ± = (±1; : : : ; ±K)0 je vektor rezidu¶³ a vektor " = ("1; : : : ; "n)0
predstavuje idiosynkratick¶e ·casti rizika.
De¯nujme ·standardizovan¶y logaritmick¶y v¶ynos z akt¶³v
eri = ri ¡ E ri
¾i
=
¯i
¾i
e»i + e"i
¾i
; i = 1; : : : ; n; (2.5)
kde ¾2i = var ri, e»i = »i ¡ E »i a e"i = "i ¡ E "i. Potom pri predpoklade nez¶avislosti a
nekorelovanosti faktorov a za pou·zitia (2.3) dost¶avame
corr(eri; erj) = ¯i
¾i
¯j
¾j
E(e»i; e»j) = Riq
var e»i
Rjq
var e»j E(e»i; e»j): (2.6)
Pod·la (2.5) dost¶avame z (2.4) vektorov¶y z¶apis ·standardizovan¶ych logaritmick¶ych
v¶ynosov er = e¯ e» + e" = e¯W (B e + e±) + e";
kde matica e¯ vznikne z ¯ vyn¶asoben¶³m prvkov 1=¾i a E e  = Ee" = E e± = 0. Na
odhad korel¶aci¶³ akt¶³v potrebujeme teda vzh·ladom k (2.6) pozna·t stredn¶u hodnotu
E(e» e»0) = W ¡B E(e  e 0)B0 + E(e± e±0)¢W 0:
Odvodenie mo·zno n¶ajs·t v [3]. Matice E(e  e 0) a E(e± e±0) s¶u diagon¶alne s prvkami
var m, m = 1; : : : ;M , resp. var ±k, k = 1; : : : ; K na diagon¶alach. Tak·ze vid¶³me, ·ze
korel¶acie akt¶³v ¯riem z¶avisia iba na korel¶aci¶³ podkladov¶ych faktorov.
Ako u·z bolo uveden¶e, model spolo·cnosti KMV patr¶³ medzi ·struktur¶alne modely, a
teda predpoklad¶a, ·ze kreditn¶e udalosti s¶u odvoden¶e od zmien v hodnote akt¶³v ¯rmy
(protistrany). Uva·zujme pre jednoduchos·t len dva stavy: default a nedefaultn¶y stav.
Potom predpoklad¶ame, ·ze default nast¶ava pr¶ave vtedy, ke·d hodnota akt¶³v ¯rmy v
danom ·casovom horizonte klesne pod ur·cit¶u hranicu. Pripome·nme, ·ze V ti je hodnota
akt¶³v ¯rmy i v ·case t a uva·zujme na·dalej pre jednoduchos·t t = 1 rok. Pre ka·zd¶u
¯rmu majme kritick¶u hranicu Ci tak, ·ze default (o rok) nastane pr¶ave vtedy, ke·d
V 1i < Ci. De¯nujme n¶ahodn¶u veli·cinu Di = 1 fV 1i < Cig, i = 1; : : : ; n, kde 1fJg je
indik¶ator javu J . Potom
Di » Alt(pi); kde pi = P(V 1i < Ci):
V 1i je tzv. latentn¶a n¶ahodn¶a veli·cina, pi je (ro·cn¶a) pravdepodobnos·t defaultu. Pripo-
me·nme predpoklad, ·ze proces hodnoty akt¶³v ¯rmy z¶avis¶³ na podkladov¶ych faktoroch.
Logaritmick¶y v¶ynos ln(V 1i =V
0
i ) mo^·zeme po ·standardiz¶acii, s pou·zit¶³m (2.5) a (2.3) a
po zjednodu·sen¶³ zna·cenia nap¶³sa·t v tvare
ri = Ri »i + "i; i = 1; : : : ; n; (2.7)
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kde ri » N(0; 1), »i » N(0; 1) a "i » N(0; 1 ¡ R2i ) 8 i = 1; : : : ; n. Potom existuje ci
zodpovedaj¶uce Ci tak, ·ze
Di = 1 fri < cig » Alt(P(ri < ci)); i = 1; : : : ; n;
kde pi = P(ri < ci) a vzh·ladom k norm¶alnemu rozdeleniu ri m¶ame ci = ¡1(pi).
Podmienku pre default ri < ci mo^·zeme s pou·zit¶³m (2.7) prep¶³sa·t do tvaru
"i < 
¡1(pi)¡Ri »i;
resp. po ·standardiz¶acii "i do tvaru
e"i < ¡1(pi)¡Ri »ip
1¡R2i
; kde e"i » N(0; 1):
Pravdepodobnos·t defaultu protistrany i teda mo^·zeme v z¶avislosti na faktore »i vy-
jadri·t ako
pi(»i) = 
µ
¡1(pi)¡Ri »ip
1¡R2i
¶
; i = 1; : : : ; n: (2.8)
Pripome·nme, ·ze zlo·zen¶e faktory s¶u v¶a·zen¶ym s¶u·ctom indexov pre priemysel a kra-
jiny. Jednoduch¶ym dosadzovan¶³m ro^znych hodno^t indexov do vz·tahu (2.8) mo^·zeme
sk¶uma·t vplyv stavu ekonomiky na pravdepodobnosti defaultov jednotliv¶ych pro-
tistr¶an.
Je nutn¶e spomen¶u·t, ·ze podstatn¶a ·cas·t modelu ¯rmy KMV je venovan¶a z¶³skaniu
hodnoty akt¶³v ¯rmy z hodnoty z¶akladn¶eho kapit¶alu. Do^vodom je fakt, ·ze hod-
nota z¶akladn¶eho kapit¶alu je na rozdiel od hodnoty akt¶³v ¯rmy pozorovate·ln¶a na
trhu. Naproti tomu model CreditMetrics (ako bude uveden¶e v ·da·l·sej ·casti) pou·z¶³va
odhad korel¶aci¶³ v¶ynosov zo z¶akladn¶eho kapit¶alu ako n¶ahradu za korel¶acie v¶ynosov z
akt¶³v ¯rmy. Zjednodu·sen¶e odvodenie hodnoty akt¶³v zo z¶akladn¶eho kapit¶alu pomocou
Mertonovho modelu a Black-Scholesovej formule mo·zno n¶ajs·t v [3].
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2.2 CreditMetrics
CreditMetrics je n¶astroj na odhad kreditn¶eho rizika portf¶olia v do^sledku zmien
hodno^t akt¶³v spo^soben¶ych zmenou kreditnej kvality protistr¶an. V tomto modele
budeme hodnoti·t kreditn¶u kvalitu protistr¶an pomocou kone·cnej mno·ziny ratingov.
Z¶akladn¶y model CreditMetrics umo·z·nuje analytick¶y v¶ypo·cet neo·cak¶avanej straty po-
mocou zdru·zen¶ych pravdepodobnost¶³ prechodov medzi ratingami. Pre ve·lkos·t port-
f¶olia n je v·sak Rn mo·zn¶ych zdru·zen¶ych ratingov (R je po·cet mo·zn¶ych ratingov)
a v¶ypo·cet sa tak stane ·casovo n¶aro·cn¶ym, pri·com v¶ysledkom je len o·cak¶avan¶a a
neo·cak¶avan¶a strata, ale nie hodnota v riziku. Preto sa v r¶amci z¶akladn¶eho modelu
CreditMetrics vo svojej pr¶aci zameriam na simula·cn¶y pr¶³stup k odhadu kreditn¶eho
rizika. Podrobn¶a metodol¶ogia je uveden¶a v [10].
Ratingy a matica pravdepodobnost¶³ prechodu
Model predpoklad¶a, ·ze pozn¶ame po·ciato·cn¶e ratingy jednotliv¶ych protistr¶an. Tie-
to s¶u vyd¶avan¶e ratingov¶ymi agent¶urami (napr. Standard&Poor's, Moody's), ale je
mo·zn¶e pou·zi·t aj ocenenia kreditnej kvality na z¶aklade intern¶ych sk¶oringov¶ych mode-
lov. Vzh·ladom k tomu, ·ze ka·zd¶a ratingov¶a agent¶ura pou·z¶³va in¶y syst¶em hodnotenia,
je do^le·zit¶e, aby v·setky ostatn¶e d¶ata boli konzistentn¶e so zvolen¶ym typom.
Rating v ur·citom zmysle vyjadruje kreditn¶u kvalitu protistrany, a teda n¶achylnos·t
k defaultu, t¶ato sa v·sak v ·case mo^·ze meni·t. Spo^sob, ak¶ym predpoklad¶ame, ·ze sa
bude vyv¶³ja·t vyjadruj¶u pravdepodobnosti prechodu medzi ratingami. Musia sa
vz·tahova·t k ·casov¶emu obdobiu, v r¶amci ktor¶eho odhadujeme kreditn¶e riziko. Kon-
venciou je voli·t ·casov¶y horizont 1 rok. Pri krat·s¶³ch ·casov¶ych obdobiach hroz¶³ nedosta-
tok historick¶ych d¶at s prechodmi medzi ratingami, dlh·sie obdobie zase mo^·ze spo^sobi·t
stratu aktu¶alnosti historick¶ych d¶at na to, aby dostato·cne dobre predpovedali migr¶acie
v bud¶ucnosti. Ratingov¶e agent¶ury obvykle poskytuj¶u aj matice pravdepodobnost¶³
prechodu. Niekedy sa mo^·ze sta·t, ·ze odhad pravdepodobnosti je nulov¶y alebo matica
vykazuje vlastnosti, ktor¶e nepoklad¶ame za
"
prirodzen¶e\ a ·ziad¶uce. Je to spo^soben¶e
pr¶ave nedostatkom pozorovan¶³. Tak¶eto matice sa obvykle ·dalej upravuj¶u. O·cak¶avan¶e
vlastnosti mat¶³c a druhy ¶uprav s¶u uveden¶e v [10].
Model CreditMetrics pova·zuje maticu pravdepodobnost¶³ prechodu za vstupn¶y pa-
rameter. Predpoklad¶a, ·ze protistrany s¶u na po·ciatku ohodnoten¶e
"
spr¶avnymi\ ratin-
gami (tj. agent¶ury pou·z¶³vaj¶u rovnak¶e ·standardy oce·novania pre ro^zne priemyseln¶e
odvetvia a krajiny a ich met¶ody s¶u konzistentn¶e v ·case). ·Dalej predpoklad¶a, ·ze pro-
tistrany s rovnak¶ym ratingom sa v bud¶ucnosti bud¶u chova·t podobne.
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Expoz¶³cie
Ke·d·ze model CreditMetrics predpoklad¶a, ·ze kreditn¶e riziko plynie nielen z mo·zn¶eho
defaultu, ale aj zo zmien kreditnej kvality protistrany, je do^le·zit¶e ur·ci·t pre ka·zd¶y
bud¶uci rating nov¶u hodnotu akt¶³va (expoz¶³ciu) Lji ; i = 1; : : : ; n; j 2fAAA, AA, A,
BBB, BB, B, CCC, Dg, kde D predstavuje default. Kvo^li lep·sej interpretovate·lnosti sa
pou·z¶³va hodnota akt¶³va namiesto straty akt¶³va pre dan¶y rating. Modeluje sa potom
rozdelenie pravdepodobnost¶³ hodnoty portf¶olia LPF =
Pn
i=1 Li, kde Li nadob¶uda
hodnoty Lji s pr¶³slu·sn¶ymi pravdepodobnos·tami prechodu a hodnota v riziku sa z¶³ska
obmenou vz·tahu (1.1):
VaR® = supfq j P(LPF ¸ q) ¸ ®g: (2.9)
Je to teda veli·cina, pod ktor¶u neklesne hodnota portf¶olia s pravdepodobnos·tou ®.
Napr. pre kup¶onov¶u oblig¶aciu uva·zujeme v bud¶ucnosti v¶yplaty kup¶onov a nomin¶alnej
hodnoty v ·case splatnosti. Pre ka·zd¶y nedefaultuj¶uci rating diskontujeme bud¶uce
platby do ·casu, v ktorom ur·cujeme kreditn¶e riziko, pomocou kriviek forwardov¶ych
¶utokov¶ych mier. Ka·zd¶a krivka pr¶³slu·s¶³ dan¶emu ratingu.
Pre defaultuj¶uci stav vol¶³me in¶y postup. V praxi sa toti·z ukazuje, ·ze default e·ste
neznamen¶a, ·ze strat¶³me cel¶u hodnotu akt¶³va. CreditMetrics pou·z¶³va u oblig¶aci¶³ no-
min¶alnu hodnotu vyn¶asoben¶u v¶y·ta·znos·tou poh·lad¶avky. Probl¶emom b¶yva ur·cenie
v¶y·ta·znosti, pri·com jej hodnota je velmi do^le·zit¶a, lebo v¶yznamn¶ym spo^sobom ovplyv-
·nuje kone·cn¶e kreditn¶e riziko portf¶olia. V·seobecne sa m¶a za to, ·ze v¶y·ta·znosti poh·lad¶a-
vok s¶u ve·lmi neist¶ym parametrom a z¶avisia aj na type expoz¶³cie. V zjednodu·senom
pr¶³stupe ich mo^·zeme pova·zova·t za kon·stantn¶e a nahradi·t ich ur·citou priemernou
hodnotou. So¯stikovanej·s¶³ pr¶³stup predpoklad¶a v¶y·ta·znos·t poh·lad¶avky n¶ahodn¶u. Naj-
vhodnej·s¶³m rozdelen¶³m v tomto pr¶³pade sa zd¶a by·t beta rozdelenie. Z¶akladn¶y model
CreditMetrics umo·z·nuje modelova·t v¶y·ta·znosti ako n¶ahodn¶e veli·ciny, lebo empirick¶e
rozdelenie hodnoty portf¶olia sa z¶³skava pomocou simul¶aci¶³.
Hodnota ¯rmy a korel¶acie
Ako bolo povedan¶e v ¶uvode, CreditMetrics, rovnako ako KMV, predpoklad¶a v¶yvoj
hodnoty ¯rmy pod·la Mertonovho modelu. Vych¶adza z predstavy, ·ze meniaca sa hod-
nota ¯rmy men¶³ aj jej kreditn¶u kvalitu. Na z¶aklade zn¶ameho po·ciato·cn¶eho ratingu a
pravdepodobnost¶³ prechodov mo^·zeme teda ur·ci·t ist¶e hranice Cji (i-ta ¯rma, j-ta hra-
nica), ktor¶e ke·d hodnota ¯rmy prekro·c¶³ na konci zvolen¶eho obdobia, bude sa meni·t
aj jej rating. (Analogick¶y pr¶³stup ako u KMV pre default s hranicou Ci.) Tento
pr¶³stup je zvolen¶y z toho do^vodu, ·ze pomocou korel¶aci¶³ medzi hodnotami akt¶³v pro-
tistr¶an budeme modelova·t korel¶acie prechodov medzi ratingami. Tie s¶u do^le·zit¶ym
parametrom modelu a v¶yznamne ovplyv·nuj¶u riziko portf¶olia.
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Analogicky ako v modele KMV budeme namiesto samotnej hodnoty ¯rmy uva·zova·t
logaritmick¶y v¶ynos z jej akt¶³v eri (za obdobie 1 rok), ktor¶y m¶a norm¶alne rozdele-
nie. Predpoklad¶ame tie·z, ze existuj¶u hranice pre eri zodpovedaj¶uce hraniciam Cji .
Preto·ze nez¶ale·z¶³ na absol¶utnych hodnot¶ach t¶ychto hran¶³c, ale na pravdepodobnos-
tiach, ·ze eri sa bude nach¶adza·t v jednotliv¶ych intervaloch, budeme ·dalej pracova·t so
·standardizovan¶ymi logaritmick¶ymi v¶ynosmi
ri =
eri ¡ E erip
var eri » N(0; 1); i = 1; : : : ; n:
Kvo^li n¶azornosti odvodenia budem pou·z¶³va·t ratingov¶u ·sk¶alu vyd¶avan¶u agent¶urou
Standard&Poor's. Maticu pravdepodobnost¶³ prechodu medzi ratingami pova·zujeme
za dan¶u, tak·ze sta·c¶³ pre ka·zd¶y po·ciato·cn¶y rating z fAAA, AA, A, BBB, BB, B,
CCCg vypo·c¶³ta·t hranice cj; j 2fAA, A, BBB, BB, B, CCC, Dg tak, aby
P(R = D) = P(ri · cD) = (cD); (2.10)
P(R = CCC) = P(cD < ri · cCCC) = (cCCC)¡ (cD); atd.,
kde R je rating v ·case 1,  je distribu·cn¶a funkcia ·standardn¶eho norm¶alneho rozdele-
nia. Sta·c¶³ teda spo·c¶³ta·t len 49 hodno^t. Vz·tah medzi logaritmick¶ym v¶ynosom z akt¶³v
a ratingami ilustruje nasleduj¶uci obr¶azok. Pravdepodobnos·t prechodu do ur·cit¶eho
ratingu je obsah plochy pod funkciou hustoty norm¶alneho rozdelenia medzi zod-
povedaj¶ucimi hrani·cn¶ymi bodmi.
Obr. 2.1: V¶ynos z akt¶³v a hrani·cn¶e body pre po·ciato·cn¶y rating BBB
Pri simul¶acii sa vygeneruje n¶ahodn¶e ·c¶³slo bri » N(0; 1) a pod·la po·ciato·cn¶eho ratingu
a intervalu, do ktor¶eho patr¶³ sa ur·c¶³ koncov¶y rating. Keby boli jednotliv¶e protistrany
nez¶avisl¶e, mohli by sme pre ka·zd¶u generova·t ·c¶³sla individu¶alne. CreditMetrics v·sak
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zachyt¶ava korelovanos·t ¯riem pri prechodoch medzi ratingami tak, ·ze predpoklad¶a
vektor logaritmick¶ych v¶ynosov
r = (r1; : : : ; rn)0 » Nn(0;);
kde  je korela·cn¶a matica n-rozmern¶eho norm¶alneho rozdelenia. Zost¶ava teda ur·ci·t
korel¶acie medzi logaritmick¶ymi v¶ynosmi z akt¶³v jednotliv¶ych ¯riem.
CreditMetrics sa na tomto mieste odli·suje od modelu KMV, lebo pou·z¶³va odhady
korel¶aci¶³ logaritmick¶ych v¶ynosov zo z¶akladn¶eho kapit¶alu ako n¶ahradu za korel¶acie
akt¶³v ¯rmy. Je to z do^vodu lep·sej dostupnosti tr·zn¶ych d¶at potrebn¶ych na ich odhad.
Na druhej strane to vn¶a·sa do modelovania kreditn¶eho rizika ·da·l·siu nepresnos·t. Aby
sme nemuseli pre ka·zd¶u dvojicu ¯riem odhadova·t korel¶aciu zvl¶a·s·t, CreditMetrics
predpoklad¶a jej odvodenie pomocou korel¶aci¶³ priemyseln¶ych indexov v ro^znych kra-
jin¶ach. To je ·da·l·s¶³ rozdiel oproti KMV modelu, ktor¶y uva·zoval zvl¶a·s·t priemyseln¶e
indexy a zvl¶a·s·t indexy pre krajiny. Preh·lad indexov pou·z¶³van¶ych v CreditMetrics je
uveden¶y v [10]. Pre ka·zd¶y index Ik, k = 1; : : : ; K predpoklad¶ame odhad smerodatnej
odch¶ylky logaritmick¶ych v¶ynosov ¾k a korel¶aci¶³ ½k;l = corr(Ik; Il) 8 l = 1; : : : ; K.
Predpokladajme ·standardizovan¶e logaritmick¶e v¶ynosy zo z¶akladn¶eho kapit¶alu ¯rmy
i napr. v tvare
ri = wi;k1zk1 + wi;k2zk2 + wi"i; wi;k1 ; wi;k2 6= 0; (2.11)
kde zk1 a zk2 s¶u ·standardizovan¶e logaritmick¶e v¶ynosy z indexov Ik1 a Ik2 (naz¶yvaj¶u sa
aj faktory- odtia·l pomenovanie faktorov¶e modely); zk1 ; zk2 » N(0; 1) a "i » N(0; 1)
je idiosynkratick¶a ·cas·t v¶ynosu ¯rmy i. 8 i = 1; : : : ; n predpoklad¶ame "i nez¶avisl¶e na
v¶ynosoch z indexov a tie·z nez¶avisl¶e navz¶ajom. Nech ®i je podiel z v¶ynosov ¯rmy i,
ktor¶y je z¶avisl¶y na v¶ynosoch z indexov. Potom kladieme
wi =
q
1¡ ®2i ; (2.12)
lebo var ri = 1. ·Dalej nech z podielu indexov pripad¶a ®i;k1 na Ik1 a ®i;k2 na Ik2 .
Potom je
wi;k1 = ®i ®i;k1
¾k1b¾ ; wi;k2 = ®i ®i;k2 ¾k2b¾ ; (2.13)
kde b¾ =q®2i;k1 ¾2k1 + ®2i;k2 ¾2k2 + 2®i;k1 ®i;k2 ¾k1 ¾k2 ½k1;k2 : (2.14)
Zov·seobecnenie na ·lubovoln¶y po·cet faktorov je zrejm¶e. Na v¶ypo·cet korel¶aci¶³ loga-
ritmick¶ych v¶ynosov zo z¶akladn¶eho kapit¶alu dvoch ¯riem pou·zijeme vz·tah obdobn¶y
ako (2.11). V¶ysledok bude z¶avisie·t iba na pr¶³slu·sn¶ych wi;k a korel¶aci¶ach v¶ynosov z
indexov.
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Ozna·cme C = (½k;l)Kk;l=1 maticu korel¶aci¶³ indexov a I jednotkov¶u maticu s rozmermi
(n£ n). Nech ·dalej r = (r1; : : : ; rn)0 je vektor logaritmick¶ych v¶ynosov zo z¶akladn¶eho
kapit¶alu ¯riem, z = (z1; : : : ; zK)0 je vektor logaritmick¶ych v¶ynosov z indexov a
napokon " = ("1; : : : ; "n)0 je vektor idiosynkratick¶ych ·cast¶³. V maticovom z¶apise
m¶ame
r = W1z+W2"; kde r » Nn(0;); z » NK(0; C); " » Nn(0; I): (2.15)
W1 je matica (n£K) s prvkami wik vypo·c¶³tan¶ymi pod·la (2.13).W2 je matica (n£n)
s prvkami wi (2.12) na diagon¶ale, ostatn¶e prvky s¶u nulov¶e. Ozna·cme ·dalej
W = (W1jW2) (2.16)
maticu (n£K + n) a
C =
0BBBBBBBBBBB@
½1;1 ½1;2 : : : ½1;K 0 0 : : : 0
½2;1 ½2;2 : : : ½2;K 0 0 : : : 0
...
...
. . .
...
...
...
. . .
...
½K;1 ½K;2 : : : ½K;K 0 0 : : : 0
0 0 : : : 0 1 0 : : : 0
0 0 : : : 0 0 1 : : : 0
...
...
. . .
...
...
...
. . .
...
0 0 : : : 0 0 0 : : : 1
1CCCCCCCCCCCA
(2.17)
maticu (K + n£K + n) korel¶aci¶³ indexov aj idiosynkratick¶ych ·cast¶³. Potom
 = W CW 0 (2.18)
je matica korel¶aci¶³ logaritmick¶ych v¶ynosov zo z¶akladn¶eho kapit¶alu ¯riem.
Algoritmus
Predpokladajme, ·ze pozn¶ame korela·cn¶u maticu  a hranice cji pre ka·zd¶u protistra-
nu i = 1; : : : ; n a pre ka·zd¶y rating j 2fAA, A, BBB, BB, B, CCC, Dg. Spo^sob
generovania hodno^t LPF mo^·zeme vyjadri·t algoritmom:
1. Vygeneruj br » Nn(0;),
2. Pre ka·zd¶u hodnotu bri, i = 1; : : : ; n; ur·ci pomocou hran¶³c cji koncov¶y rating Ri,
pozri (2.10),
3. Ka·zd¶emu i = 1; : : : ; n prira·d koncov¶u hodnotu akt¶³va bLiRi ,
4. Spo·c¶³taj bLPF =Pni=1 bLiRi .
Takto z¶³skame hodnotu portf¶olia pre jeden scen¶ar. Cel¶y postup sa zopakuje M kr¶at
a zo z¶³skan¶ych hodno^t sa ur·c¶³ empirick¶e rozdelenie LPF .
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Chyba odhadu
Odhady mier rizika odvoden¶e z empirick¶eho rozdelenia s¶u subjekt¶³vne vzh·ladom ku
konkr¶etnym vygenerovan¶ym hodnot¶am. Okrem chyby modelu mus¶³me teda bra·t do
¶uvahy aj chyby t¶ychto odhadov.
Ozna·cme bL(1)PF ; : : : ; bL(M)PF vygenerovan¶e hodnoty portf¶olia pre jednotliv¶e scen¶are a
L
(1)
PF ; : : : ; L
(M)
PF nech s¶u tieto hodnoty zoraden¶e vzostupne.
·Dalej nech ¹ = ELPF a
¾2 = varLPF s¶u skuto·cn¶e parametre rozdelenia LPF a
b¹M = 1
M
MX
m=1
bL(m)PF ; b¾2M = 1M ¡ 1
MX
m=1
(bL(m)PF ¡ b¹M)2
s¶u v¶yberov¶a stredn¶a hodnota a v¶yberov¶y rozptyl na z¶akladeM simul¶aci¶³. bL(1)PF ; : : : ; bL(M)PF
s¶u nez¶avisl¶e realiz¶acie n¶ahodnej veli·ciny LPF . Pod·la centr¶alnej limitnej vety mo^·zeme
pre dostato·cne ve·lk¶e M aproximova·t rozdelenie
PM
m=1
bL(m)PF » N(M ¹;M ¾2), teda
b¹M = 1
M
MX
m=1
bL(m)PF » Nµ¹; ¾2M
¶
:
Ke·d·ze skuto·cn¶e hodnoty parametrov ¹ a ¾2 nepozn¶ame, nahrad¶³me ich odhadmi a
dostaneme interval spo·lahlivosti pre stredn¶u hodnotu LPF na hladine bl¶³·ziacej sa k
1¡ ¯ pre M !1 ³b¹M + u¯
2
b¾M=pM ; b¹M ¡ u¯
2
b¾M=pM´ ;
kde u¯
2
= ¡1(¯=2) je kvantil ·standardn¶eho norm¶alneho rozdelenia. Vid¶³me, ·ze pri
zvy·suj¶ucom sa po·cte simul¶aci¶³ M , sa interval spo·lahlivosti zu·zuje.
Ur·cenie intervalu spo·lahlivosti pre smerodatn¶u odch¶ylku je o nie·co zlo·zitej·sie, lebo
sa ·ta·z·sie ur·cuje rozptyl odhadu. Postupuje sa tak, ·ze M hodno^t bL(m)PF sa rozdel¶³ do
K rovnako ve·lk¶ych skup¶³n (predpoklad¶am delite·lnos·t bez zvy·sku) a pre ka·zd¶u zvl¶a·s·t
sa odhadne smerodatn¶a odch¶ylka b¾(1); : : : ; b¾(K). Rozptyl t¶ychto odhadov ozna·c¶³m s2.
Obdobnou ¶uvahou ako pre stredn¶u hodnotu dostanem potom interval spo·lahlivosti
pre smerodatn¶u odch¶ylku LPF na hladine pribli·zne 1¡ ¯³b¾M + u¯
2
s=
p
K ; b¾M ¡ u¯
2
s=
p
K
´
:
Na rozdiel od predch¶adzaj¶ucich veli·c¶³n sa odhad hodnoty v riziku ur·c¶³ ako ist¶a hod-
nota z L
(m)
PF , m = 1; : : : ;M v porad¶³. Nemo^·zeme teda priamo pou·zi·t centr¶alnu lim-
itn¶u vetu. Nech VaR® je skuto·cn¶a hodnota v riziku rozdelenia LPF . Ozna·cme N1¡®
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po·cet vygenerovan¶ych scen¶arov tak¶ych, ·ze hodnota portf¶olia je men·sia ne·z VaR®.
Je zrejm¶e, ·ze N1¡® » Bi(M; 1 ¡ ®) a pre dostato·cne ve·lk¶e M ho mo^·zeme aproxi-
mova·t norm¶alnym rozdelen¶³m N(M(1¡®);M(1¡®)®) (s¶u·cet nez¶avisl¶ych n¶ahodn¶ych
veli·c¶³n s alternat¶³vnym rozdelen¶³m). Teda s pravdepodobnos·tou asi 1¡¯ bude N1¡®
v intervale³
M(1¡ ®) + u¯
2
p
M(1¡ ®)® ; M(1¡ ®)¡ u¯
2
p
M(1¡ ®)®
´
:
Veli·cina N1¡® v·sak nie je pozorovate·ln¶a, lebo nepozn¶ame skuto·cn¶u hodnotu VaR®.
Ozna·cme
d = bM(1¡ ®) + u¯
2
p
M(1¡ ®)®c (cel¶a doln¶a ·cas·t); (2.19)
h = dM(1¡ ®)¡ u¯
2
p
M(1¡ ®)®e (cel¶a horn¶a ·cas·t) a (2.20)
m = bM(1¡ ®)c: (2.21)
Sta·c¶³ si uvedomi·t, ·ze jav d < N1¡® < h je to ist¶e ako L
(d)
PF < VaR® < L
(h)
PF . Z toho
plynie, ·ze
P
³
L
(d)
PF < VaR® < L
(h)
PF
´
= P (d < N1¡® < h)
:
= 1¡ ¯:
Hodnotu v riziku na hladine ® teda odhadujeme hodnotou L
(m)
PF a po·zadovan¶y interval
spo·lahlivosti je ³
L
(d)
PF ; L
(h)
PF
´
: (2.22)
Pozn¶amka ku korel¶acii defaultov
Vzh·ladom k n¶aslednej kalibr¶acii modelu na portf¶olio, je do^le·zit¶e si uvedomi·t, ·ze
korel¶acia defaultov nezodpoved¶a korel¶aci¶am vypo·c¶³tan¶ym v matici  (2.18). De¯-
nujme si pre dve protistrany i a j, i 6= j identi¯k¶atory defaultov: Di = 1 fri < cDi g,
Dj = 1frj < cDj g. S¶u to n¶ahodn¶e veli·ciny s alternat¶³vnym rozdelen¶³m a parametrami
pDi a p
D
j . Korel¶acia defaultov je potom
%ij := corr(Di; Dj) =
=
cov(Di; Dj)p
varDi:varDi
=
EDiDj ¡ EDi:EDjp
varDi:varDj
=
pDij ¡ pDi :pDjq
pDi (1¡ pDi )pDj (1¡ pDj )
; (2.23)
kde pDij je zdru·zen¶a pravdepodobnos·t defaultov dl·zn¶³kov i a j. Pod
·la modelu Credit-
Metrics teda m¶ame
pDij = P(ri < c
D
i ; rj < c
D
j ) = (c
D
i ; c
D
j ); (2.24)
kde (ri; rj) je distribu·cn¶a funkcia zdru·zen¶eho norm¶alneho rozdelenia s kovarian-
ciami zodpovedaj¶ucimi prvkom v matici .
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2.3 Podmienen¶a nez¶avislos·t
Doteraz pop¶³san¶y model CreditMetrics sa vyzna·cuje ve·lkou °exibilitou pri aplik¶acii
na ro^zne typy akt¶³v a takisto dostato·cnou komplexnos·tou, lebo pou·zit¶e predpok-
lady nie s¶u pr¶³li·s obmedzuj¶uce. Na druhej strane v·sak v do^sledku relat¶³vne po-
malej konvergencie v z¶avislosti na po·cte vygenerovan¶ych scen¶arov M je ·casovo aj
v¶ypo·cetne n¶aro·cn¶y (M kr¶at generujeme n-rozmern¶e norm¶alne rozdelenie, kde n je
po·cet korelovan¶ych akt¶³v v portf¶oliu). Alternat¶³vu mo^·ze predstavova·t pou·zitie rozde-
len¶³ podmienen¶ych faktormi (tj. logaritmick¶ymi v¶ynosmi z indexov), pozri [7]. Pod-
mienen¶e rozdelenia s¶u nez¶avisl¶e, ·co umo·z·nuje explicitne odvodi·t niektor¶e vz·tahy a
hoci simul¶acii sa celkom nevyhneme, mohla by by·t menej ·casovo n¶aro·cn¶a.
Na·dalej predpokladajme logaritmick¶y v¶ynos zo z¶akladn¶eho kapit¶alu protistrany i, i =
1; : : : ; n, v tvare (2.11), resp. v maticovom z¶apise (2.15), za platnosti uveden¶ych pred-
pokladov nez¶avislosti a norm¶alneho rozdelenia. Uva·zujme pre preh·ladnej·sie odvode-
nie len 2 faktory pre cel¶e portf¶olio. Teda je
ri = wi;1z1 + wi;2z2 + wi"i;
kde wi;1; wi;2; wi s¶u v¶ahy vplyvu faktorov z1; z2; "i na ri. ·Dalej majme pre ka·zd¶u
protistranu ur·cen¶e hranice cji ; j 2fAA, A, BBB, BB, B, CCC, Dg obdobne ako
v (2.10). Teda default v po^vodnom modele nast¶ava pr¶ave vtedy, ke·d ri · cDi , atd.
Predstavme si ale, ·ze hodnoty faktorov s¶u zn¶ame z1 = z1, z2 = z2. Potom default v
upravenom modele nastane pr¶ave vtedy, ke·d
"i · c
D
i ¡ wi;1z1 ¡ wi;2z2
wi
:
Ke·d·ze "i; i = 1; : : : ; n s¶u nez¶avisl¶e a norm¶alne rozdelen¶e, s¶u defaulty jednotliv¶ych
protistr¶an podmienene nez¶avisl¶e a pre podmienen¶e pravdepodobnosti defaultov plat¶³
pDi (z1; z2) := P(Ri = Djz1 = z1; z2 = z2) = 
µ
cDi ¡ wi;1z1 ¡ wi;2z2
wi
¶
; i = 1; : : : ; n;
(2.25)
kde Ri je rating protistrany i v ·case 1. (pozn.: porovnaj s (2.8)) Podobne pre ostatn¶e
ratingy plat¶³ podmienen¶a nez¶avislos·t a podmienen¶e pravdepodobnosti prechodu s¶u
pCCCi (z1; z2) := P(Ri = CCCjz1 = z1; z2 = z2) =
= 
µ
cCCCi ¡ wi;1z1 ¡ wi;2z2
wi
¶
¡ 
µ
cDi ¡ wi;1z1 ¡ wi;2z2
wi
¶
; atd. (2.26)
Ozna·cme R=fAAA, AA, A, BBB, BB, B, CCC, Dg mno·zinu ratingov a Lji hodnotu
i-teho akt¶³va pri ratingu j 2 R. Potom v·daka podmienenej nez¶avislosti protistr¶an je
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podmienen¶a stredn¶a hodnota n¶ahodnej veli·ciny LPF =
Pn
i=1 Li
¹(z1; z2) := E[LPF jz1; z2] =
nX
i=1
E[Lijz1; z2] =
nX
i=1
¹i(z1; z2) =
nX
i=1
X
j2R
pji (z1; z2)L
j
i
(2.27)
a podmienen¶y rozptyl
¾2(z1; z2) := var[LPF jz1; z2] =
nX
i=1
var[Lijz1; z2] =
nX
i=1
X
j2R
pji (z1; z2) (L
j
i ¡ ¹i(z1; z2))2:
(2.28)
V [7] n¶ajdeme 3 mo·znosti ako aproximova·t podmienen¶e rozdelenie LPF . Jednou z nich
je pou·zitie centr¶alnej limitnej vety, lebo LPF je s¶u·ctom ve·lk¶eho po·ctu podmienene
nez¶avisl¶ych n¶ahodn¶ych veli·c¶³n. Budeme teda podmienen¶e rozdelnie LPF poklada·t
pribli·zne za norm¶alne
LPF j(z1; z2) » N
¡
¹(z1; z2); ¾
2(z1; z2)
¢
:
Distribu·cn¶a funkcia podmienen¶eho rozdelenia m¶a aproxim¶aciu
P(LPF · x j z1; z2) = 
Ã
x¡ ¹(z1; z2)p
¾2(z1; z2)
!
a napokon distribu·cn¶a funkcia nepodmienen¶eho rozdelenia LPF m¶a vyjadrenie
P(LPF · x) =
Z 1
¡1
Z 1
¡1
Á(z1; z2) 
Ã
x¡ ¹(z1; z2)p
¾2(z1; z2)
!
dz1 dz2;
kde Á(z1; z2) je hustota zdru·zen¶eho norm¶alneho rozdelenia (z1; z2). Na odhad dis-
tribu·cnej funkcie sa pou·zije simul¶acia. Postup mo^·zeme vyjadri·t nasledovn¶ym algo-
ritmom.
Algoritmus
Predpoklad¶ame logaritmick¶e v¶ynosy v tvare (2.15).
1. Vygeneruj bz » NK(0; C),
2. 8 i = 1; : : : ; n, j 2 R, spo·c¶³taj podmienen¶e pravdepodobnosti pji (bz) analogicky
ako v (2.25), (2.26),
3. 8 i = 1; : : : ; n spo·c¶³taj podmienen¶u stredn¶u hodnotu ¹i(bz) veli·ciny Li,
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4. Spo·c¶³taj podmienen¶u stredn¶u hodnotu ¹(bz) a podmienen¶y rozptyl ¾2(bz) hod-
noty portf¶olia pod·la (2.27) a (2.28).
Tento postup zopakujeme M kr¶at. Odhady nepodmienen¶ych momentov LPF vypo-
·c¶³tame zo vz·tahov
b¹ = 1
M
MX
m=1
¹(bzm); b¾2 = 1
M
MX
m=1
(¹(bzm)¡ b¹)2 + 1
M
MX
m=1
¾2(bzm): (2.29)
A napokon odhad distribu·cnej funkcie LPF vyjadr¶³me ako
P(LPF · x) := 1
M
MX
m=1

Ã
x¡ ¹(bzm)p
¾2(bzm)
!
: (2.30)
22
2.4 V¶yber pod·la do^le·zitosti Simula·cn¶e modely
2.4 V¶yber pod·la do^le·zitosti
Pojmom v¶yber pod·la do^le·zitosti (Importance Sampling) sa ozna·cuje simula·cn¶a met¶o-
da na odhad charakterist¶³k n¶ahodnej veli·ciny, ktor¶a je zameran¶a na redukciu rozptylu
dan¶eho odhadu. To sa dosiahne vhodnou zmenou pravdepodobnostnej miery. V [8]
mo·zno n¶ajs·t matematick¶e z¶aklady tejto met¶ody spolu s mno·zstvom pr¶³kladov jej
aplik¶acie vo ¯nan·cnej matematike (napr. pri oce·novan¶³ opci¶³, v te¶orii ruinovania,
a taktie·z pri odhade tr·zn¶eho a kreditn¶eho rizika). Za vhodn¶u zmenu pravdepodob-
nostnej miery sa pova·zuje tak¶a, ktor¶a pris¶udi vÄa·c·siu v¶ahu
"
do^le·zit¶ym\ hodnot¶am
n¶ahodnej veli·ciny. V pr¶³pade kreditn¶eho rizika po^jde o zvÄa·c·senie pravdepodobnosti
defaultu.
Pre n¶azornos·t uva·zujme n¶ahodn¶u veli·cinuX s hodnotami v R a s hustotou f . Chceme
odhadova·t
¹ = Eh(X) =
Z
R
h(x)f(x) dx; (2.31)
kde h je funkcia z R do R. Obvykl¶ym nestrann¶ym odhadom strednej hodnoty je
b¹(M) = 1
M
MX
m=1
h( bXm);
kde bX1; : : : ; bXM je n¶ahodn¶y v¶yber z rozdelenia s hustotou f . Nech g je in¶a hustota
tak¶a, ·ze f(x) > 0 =) g(x) > 0 8x 2 R. Potom stredn¶u hodnotu h(X) mo·zno
vyjadri·t aj ako
Eh(X) =
Z
R
h(x)
f(x)
g(x)
g(x) dx:
To sa d¶a ch¶apa·t ako stredn¶a hodnota z n¶ahodnej veli·ciny h(X)f(X)
g(X) , kde X by malo
rozdelenie s hustotou g:
¹ = Eg
µ
h(X)
f(X)
g(X)
¶
:
Nestrann¶ym odhadom ¹ je teda aj
b¹g(M) = 1
M
MX
m=1
h( bXgm)f( bXgm)
g( bXgm) ;
kde bXg1 ; : : : ; bXgM je n¶ahodn¶y v¶yber z rozdelenia s hustotou g. Snaha je n¶ajs·t vhodn¶u
hustotu g tak, aby rozptyl odhadu b¹g(M) bol men·s¶³ ne·z rozptyl b¹(M). Ke·d·ze oba
odhady s¶u nestrann¶e, je to ekvivalentn¶e podmienke
Eg
µ
h(X)
f(X)
g(X)
¶2
= E
µ
h(X)2
f(X)
g(X)
¶
< Eh(X)2: (2.32)
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Pri aplik¶acii v¶yberu pod·la do^le·zitosti v oblasti kreditn¶eho rizika sa ukazuje by·t vhod-
nou exponenci¶alna zmena miery (Exponential Twisting). De¯nujme funkciu Ã ako
logaritmus z momentovej vytvoruj¶ucej funkcie n¶ahodnej veli·ciny X:
Ã(µ) := logEeµX =
Z
R
eµxf(x)dx:
H·lad¶ame vhodn¶u hustotu g pri zmenenej pravdepodobnostnej miere v tvare
fµ(x) :=
eµx
eÃ(µ)
f(x) 8 µ : Ã(µ) <1:
(·Lahko sa uk¶a·ze, ·ze fµ(x) spl·nuje potrebn¶e vlastnosti hustoty nejak¶eho rozdelenia
pravdepodobnost¶³.) M¶ame
f(X)
fµ(X)
= expfÃ(µ)¡ µXg: (2.33)
Nie je ·ta·zk¶e dok¶aza·t, ·ze pre stredn¶u hodnotu a rozptyl X pri rozdelen¶³ fµ plat¶³
Ã0(µ) = EµX; Ã00(µ) = varµX: (2.34)
V¶yber pod·la do^le·zitosti mo·zno aplikova·t na odhad pravdepodobnosti P(LPF · x)
pri zachovan¶³ predpokladov modelu CreditMetrics. Pri praktickom pou·zit¶³ tohoto
modelu na portf¶olio sa v·sak tento postup uk¶azal by·t pr¶³li·s ·casovo n¶aro·cn¶y. Bolo to
spo^soben¶e hlavne zd¶lhav¶ym (numerick¶ym) h·ladan¶³m rie·senia rovnice (2.39) pre ka·zd¶y
scen¶ar, lebo funkcia ÃLPF jz(µ) mala pr¶³li·s zlo·zit¶u ·strukt¶uru. Budem preto uva·zova·t
zjednodu·sen¶y faktorov¶y model s dvoma stavmi: nech pi je pravdepodobnos·t defaultu,
potom n¶ahodn¶a veli·cina Li nadob¶uda hodnotu Li (ve·lkos·t straty) s pravdepodob-
nos·tou pi a hodnotu 0 s pravdepodobnos·tou 1¡ pi. Je teda
LPF =
nX
i=1
Li; kde LPF predstavuje stratu portf¶olia,
r = W1z+W2"; r » Nn(0;); z » NK(0; C); " » Nn(0; I);
pi := P(Ri = D) = P(Li = Li) = P(ri · ci) = (ci);
(pozri ·cas·t 2.2). Pri aplik¶acii v¶yberu pod·la do^le·zitosti sa vyu·zije podmienen¶a nez¶avislos·t
defaultov na hodnot¶ach faktorov z (pozri ·cas·t 2.3). ·Dalej teda predpokladajme tieto
hodnoty pevne dan¶e. V s¶ulade s (2.31) sa odhaduje
P(LPF > x) = E1fLPF > xg; (2.35)
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kde 1fJg je indik¶ator javu J . Pou·zijem exponenci¶alnu zmenu miery na podmienen¶e
rozdelenie LPF jz. Potom (2.33) m¶a tvar
expfÃLPF jz(µ)¡ µ LPFg; (2.36)
kde
ÃLPF jz(µ) = logE[e
µ LPF jz] = log
nY
i=1
E[eµ Lijz] =
nX
i=1
ÃLijz(µ) (2.37)
s vyu·zit¶³m podmienenej nez¶avislosti Li; i = 1; : : : ; n, a pri ozna·cen¶³
ÃLijz(µ) = logE[e
µLijz] = log(~pi eµ Li + (1¡ ~pi)); (2.38)
kde ~pi, i = 1; : : : ; n, s¶u podmienen¶e pravdepodobnosti defaultov vypo·c¶³tan¶e pod·la
(2.25). (2.36) potom mo·zno vyjadri·t v tvare
exp
(
nX
i=1
ÃLijz(µ)¡ µ
nX
i=1
Li
)
=
nY
i=1
expfÃLijz(µ)¡ µ Lig:
To je rovnak¶y v¶ysledok, akoby sme aplikovali exponenci¶alnu zmenu miery na ka·zd¶u
z podmienene nez¶avisl¶ych veli·c¶³n Li. Ot¶azkou ost¶ava vo·lba µ. Z (2.32) plynie, ·ze sa
sna·z¶³me n¶ajs·t µ tak¶e, ktor¶e minimalizuje
Eµ
³
1fLPF > xg e2ÃLPF jz(µ)¡2 µ LPF
´
= E
³
1fLPF > xg eÃLPF jz(µ)¡µ LPF
´
:
Pre pevn¶e x 2 R a 8 µ > 0 plat¶³
E
³
1fLPF > xg eÃLPF jz(µ)¡µ LPF
´
· eÃLPF jz(µ)¡µ x:
H·lad¶ame teda µ minimalizuj¶uce v¶yraz ÃLPF jz(µ)¡ µ x. Ke·d·ze ÃLPF jz(µ) je konvexn¶a
(lebo Ã00LPF jz(µ) ¸ 0), polo·z¶³me prv¶u deriv¶aciu rovn¶u nule a dost¶avame rovnicu pre
v¶ypo·cet vhodn¶eho µx
Ã0LPF jz(µx) = x: (2.39)
Ke·d·ze plat¶³ (2.34), vid¶³me, ·ze sme zvolili tak¶u zmenu miery, aby o·cak¶avan¶a strata
portf¶olia (pri danom z) bola rovn¶a x. T¶ym vlastne kladieme vÄa·c·s¶³ do^raz na defaulty.
Aby sme mohli simulova·t straty portf¶olia, potrebujeme e·ste ur·ci·t podmienen¶e pravde-
podobnosti defaultov pri novej miere. Z de¯n¶³cie funkcie Ã plynie, ·ze
Ã0Lijz(µ) = (logE[e
µLijz])0 = E[Li e
µLijz]
E[eµLijz] =
~pi Li eµ Li
~pi eµ Li + (1¡ ~pi)
: (2.40)
Takisto plat¶³, ·ze
Eµ[Lijz] = ~pi(µ)Li; (2.41)
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kde ~pi(µ), i = 1; : : : ; n, s¶u podmienenn¶e pravdepodobnosti defaultov pri zmene miery
s parametrom µ, ktor¶e chceme ur·ci·t. Z (2.34) plynie rovnos·t v¶yrazov v (2.40) a (2.41):
~pi(µ)Li =
~pi Li eµ Li
~pi eµ Li + (1¡ ~pi)
:
Rie·sen¶³m tejto rovnice je
~pi(µ) :=
~pi eµ Li
~pi eµ Li + (1¡ ~pi)
8 i = 1; : : : ; n: (2.42)
Toto rie·senie je v s¶ulade s predpokladmi a po·ziadavkami v¶yberu pod·la do^le·zitosti
pri pou·zit¶³ na odhad kreditn¶eho rizika. Je toti·z
~pi(µ)
1¡ ~pi(µ) =
~pi
1¡ ~pi e
µ Li :
Vid¶³me, ·ze pri zmene miery s parametrom µ > 0 zvÄa·c·s¶³me pomer pravdepodobnosti
defaultu ku pravdepodobnosti
"
nedefaultu \ (angl. sa tento pomer naz¶yva odds).
Algoritmus
S¶uhrnom predch¶adzaj¶uceho je jednoduch¶y algoritmus, pomocou ktor¶eho vygeneru-
jeme jednu stratu portf¶olia pri zmenenej pravdepodobnostnej miere:
1. Vygeneruj z » NK(0; C),
2. Spo·c¶³taj podmienen¶e pravdepodobnosti defaultov ~pi, i = 1; : : : ; n, pod·la (2.25),
3. De¯nuj ÃLPF jz(µ) ako v (2.37) a vypo·c¶³taj µ z rovnice Ã
0
LPF jz(µ) = x;
µx := maxfµ; 0g,
4. Spo·c¶³taj podmienen¶e pravdepodobnosti defaultov pri novej miere ~pi(µx),
i = 1; : : : ; n, pod·la (2.42),
5. Generuj Li; i = 1; : : : ; n, tak¶e, ·ze Li = Li s pravdepodobnos·tou ~pi(µx);
LPF :=
Pn
i=1 Li,
6. Spo·c¶³taj 1fLPF > xg eÃLPF jz(µx)¡µx LPF .
Tento postup sa zopakuje M kr¶at. Odhadom pravdepodobnosti P(LPF > x) je po-
tom aritmetick¶y priemer jednotliv¶ych v¶ystupov algoritmu.
Na z¶aver treba e·ste upozorni·t, ·ze pomocou uveden¶eho spo^sobu pou·zitia v¶yberu pod·la
do^le·zitosti sme sa sna·zili o redukciu rozptylu odhadu rozdelenia LPF podmienen¶eho
hodnotami z, teda o minimaliz¶aciu
varµ [1fLPF > xg eÃLPF jz(µ)¡µ LPF jz]:
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Keby sme chceli redukova·t nepodmienen¶y rozptyl, museli by sme zmenu miery pou·zi·t
aj na rozdelenie pravdepodobnost¶³ n¶ahodn¶eho vektora z. Plynie to z rozkladu nepod-
mienen¶eho rozptylu na s¶u·cet
E
³
varµ [1fLPF > xg eÃLPF jz(µ)¡µ LPF jz]
´
+ var
³
Eµ [1fLPF > xg eÃLPF jz(µ)¡µ LPF jz]
´
:
N¶ajs·t v·sak zmenu miery vhodn¶u na minimaliz¶aciu druh¶eho ·clena, ·co je vlastne
var (P(LPF > xjz)), je pri na·sich predpokladoch modelu pr¶³li·s zlo·zit¶e, a preto sa
obmedz¶³m len na redukciu podmienen¶eho rozptylu odhadu.
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Kapitola 3
Analytick¶e modely
3.1 Jednoduch¶y analytick¶y model
Najjednoduch·s¶³ analytick¶y pr¶³stup k ur·ceniu kreditn¶eho rizika portf¶olia je uveden¶y v
1. kapitole. Alternat¶³vnou mo·znos·tou pre ve·lmi ·speci¯ck¶e portf¶olio je zvoli·t rozdelenie
s distribu·cnou funkciou
Fp;%(x) = 
µ
1p
%
¡
¡1(x)
p
1¡ %¡ ¡1(p)¢¶ pre x 2 [0; 1];
kde  je distribu·cn¶a funkcia ·standardn¶eho norm¶alneho rozdelenia. Odvodenie s
do^kazmi mo·zno n¶ajs·t v [3]. V tomto pr¶³pade modelujeme percentu¶alny po·cet de-
faultov v uniformnom portf¶oliu (v·setky protistrany maj¶u rovnak¶u pravdepodobnos·t
defaultu p, rovnak¶e korel¶acie defaultov % a expoz¶³cie, miera obnovenia je 0). Predpok-
lad¶ame portf¶olio s ve·lk¶ym po·ctom protistr¶an. ®-kvantil tohoto rozdelenia je potom

µ
¡1(p) +
p
% q®p
1¡ %
¶
;
kde q® = ¡1(®) je ®-kvantil ·standardn¶eho norm¶alneho rozdelenia. (Pozn.: takmer
identick¶y v¶ysledok je odvoden¶y v [7] pomocou z¶akona ve·lk¶ych ·c¶³sel.) Ke·d·ze v praxi
sa portf¶oli¶a s dan¶ymi vlastos·tami takmer nevyskytuj¶u, mo·zno tento pr¶³stup pou·zi·t
na prvotn¶y odhad kreditn¶eho rizika portf¶olia, pr¶³padne ako r¶ychlu met¶odu na porov-
nanie rizikovosti viacer¶ych portf¶oli¶³. Mo^·ze tie·z sl¶u·zi·t na odhad senzitivity kreditn¶eho
rizika portf¶olia na parametre p a %.
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3.2 CreditRisk+
Tento model umo·z·nuje odvodi·t explicitn¶e vyjadrenie rozdelenia pravdepodobnost¶³
straty portf¶olia pomocou met¶od pou·z¶³van¶ych v poistnej matematike. Vych¶adza z
my·slienky, ·ze podobne ako portf¶olio poistiek, je aj portf¶olio kreditn¶ych expoz¶³ci¶³
vystaven¶e vysok¶emu po·ctu ve·lk¶ych riz¶³k (str¶at) s malou pravdepodobnos·tou v¶yskytu.
·Ciasto·cne ho mo^·zeme zaradi·t medzi faktorov¶e modely, hoci namiesto faktorov pou·z¶³va
rozdelenie portf¶olia na sektory. Metodol¶ogia sa nach¶adza v [5]. Uv¶adzam z¶akladn¶e
predpoklady a vz·tahy.
Pravdepodobnosti defaultu, sektory a skupiny expoz¶³ci¶³
CreditRisk+ modeluje riziko plyn¶uce iba z mo·zn¶eho defaultu protistrany a neuva·zuje
zmenu hodnoty expoz¶³cie v do^sledku prechodu do in¶eho ratingu. Pou·z¶³va len po·cia-
to·cn¶e ratingy na stanovenie pravdepodobnost¶³ defaultu. Tieto s¶u modelovan¶e ako
spojit¶e n¶ahodn¶e veli·ciny, ktor¶ych charakteristiky (stredn¶a hodnota a rozptyl) z¶avisia
na ratingu. Motiv¶acia je dan¶a faktom, ·ze pravdepodobnosti defaultu odhadnut¶e na
z¶aklade historick¶ych d¶at sa mo^·zu z roka na rok meni·t.
CreditRisk+ ·dalej predpoklad¶a, ·ze defaulty s¶u ur·cit¶ym spo^sobom z¶avisl¶e na ro^znych
faktoroch (napr. mikro- a makroekonomick¶ych), ktor¶e vpl¶yvaj¶u aj na korelovanos·t
defaultov jednotliv¶ych protistr¶an. Portf¶olio sa preto del¶³ na sektory (napr. kra-
jiny, v ktor¶ych ¯rmy po^sobia). Pre jednoduchos·t budem najprv uva·zova·t, ·ze ka·zd¶y
dl·zn¶³k patr¶³ pr¶ave do jedn¶eho sektoru. Portf¶olio je potom zjednoten¶³m disjunktn¶ych
podmno·z¶³n - sektorov. Korelovanos·t sa modeluje tak, ·ze n¶ahodn¶a pravdepodobnos·t
defaultu ka·zd¶eho dl·zn¶³ka z¶avis¶³ na parametroch prisl¶uchaj¶ucich sektoru, do ktor¶eho
patr¶³. Nie je teda priamo vstupn¶ym parametrom modelu.
Majme sektory Sk; k = 1; : : : ; K. Predpoklad¶a sa, ·ze ka·zd¶y sektor je ovplyv·novan¶y
(jedin¶ym) podkladov¶ym faktorom. Uva·zujme ·dalej dl·zn¶³kov patriacich do sektoru
Sk. Nech fLA je ve·lkos·t expoz¶³cie dl·zn¶³ka A o·cisten¶a o mieru obnovenia. Pre cel¶e
portf¶olio uva·zujeme vhodne zvolen¶u pe·na·zn¶u ·ciastku L, pomocou ktorej zaokr¶uhlime
ve·lkosti expoz¶³ci¶³. Nech je fLA = fºAL. Ka·zd¶e fºA zaokr¶uhlime na najbli·z·sie vÄa·c·sie
ºA 2 N a ozna·c¶³me LA = ºA L. Dl·zn¶³kov rozdel¶³me do skup¶³n expoz¶³ci¶³ pod·la
rovnak¶ych hodno^t ºA. Ozna·c¶³me ºk;j spolo·cn¶u ve·lkos·t expoz¶³cie dl·zn¶³kov v skupine
j; j = 1; : : : ; J(k); k = 1; : : : ; K v jednotk¶ach L a Lk;j = ºk;jL. ·Dalej nech
¹A = fpA fLA je o·cak¶avan¶a strata dl·zn¶³ka A (fpA je stredn¶a hodnota pravdepodobnosti
defaultu a stanovuje sa na z¶aklade po·ciato·cn¶eho ratingu dl·zn¶³ka A) a ´A = ¹A=L je
o·cak¶avan¶a strata v jednotk¶ach L. Ozna·cme napokon ¹k;j o·cak¶avan¶u stratu v skupine
j a ´k;j = ¹k;j=L o·cak¶avan¶u stratu v skupine j v jednotk¶ach L.
CreditRisk+ pou·z¶³va pri odvoden¶³ rozdelenia straty portf¶olia celo·c¶³seln¶e n¶asobky L.
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Ke·d·ze sme expoz¶³cie zaokr¶uh·lovali nahor, model by nadhodnocoval riziko portf¶olia.
V ·da·l·som sa teda namiesto fpA pou·z¶³va upraven¶a stredn¶a hodnota pravdepodobnosti
defaultu
pA =
¹A
LA
=
´A
ºA
(3.1)
tak, aby o·cak¶avan¶a strata zostala rovnak¶a.
Ozna·cme Nk po·cet defaultov v sektore Sk. Je to n¶ahodn¶a veli·cina s rozdelen¶³m
Nk » Poiss( b¸k); (3.2)
kde b¸k je tie·z n¶ahodn¶a a prestavuje o·cak¶avan¶y po·cet defaultov v sektore Sk. b¸k
m¶a stredn¶u hodnotu ¸k a rozptyl ¾
2
k. N¶ahodn¶u pravdepodobnos·t defaultu ka·zd¶eho
dl·zn¶³ka A v sektore Sk uva·zujeme v tvare
cpA = ´A
ºA
b¸
k
¸k
: (3.3)
Je
EcpA = pA a varcpA = ¾2A;
kde rozptyl ¾2A sa stanov¶³ na z¶aklade po·ciato·cn¶eho ratingu dl·zn¶³ka A. Parametre
rozdelenia b¸k sa ur·cia tak, aby spl·novali de¯n¶³ciu (3.3):
¸k =
J(k)X
j=1
´k;j
ºk;j
=
X
A2Sk
´A
ºA
=
X
A2Sk
pA a ¾k =
X
A2Sk
¾A: (3.4)
Po·cet defaultov
Nech NPF =
PK
k=1Nk je po·cet defaultov v portf¶oliu. Na ur·cenie rozdelenia tejto
n¶ahodnej veli·ciny sa pou·z¶³va vytvoruj¶uca funkcia prevdepodobnost¶³
P (z) = E zNPF =
1X
l=0
P(NPF = l) z
l:
Ke·d·ze Nk, k = 1; : : : ; K s¶u nez¶avisl¶e, mo^·zeme p¶³sa·t
P (z) =
KY
k=1
Pk(z); kde Pk(z) = E z
Nk :
Sta·c¶³ teda odvodi·t vytvoruj¶ucu funkciu pravdepodobnost¶³ po·ctu defaultov v sektore.
Pod·la (3.2) m¶ame, ·ze podmienen¶e rozdelenie Nk je
Nk j b¸k = x » Poiss(x):
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Podmienen¶a vytvoruj¶uca funkcia pravdepodobnost¶³ m¶a teda tvar
E[zNk j b¸k = x] = ex(z¡1):
Z toho dost¶avame pre nepodmienen¶u vytvoruj¶ucu funkciu pravdepodobnost¶³
Pk(z) =
1X
l=0
P(Nk = l) z
l =
1X
l=0
zl
Z 1
0
P(Nk = l j b¸k = x) fk(x)dx
=
Z 1
0
Ã 1X
l=0
P(Nk = l j b¸k = x) zl! fk(x)dx = Z 1
0
ex(z¡1) fk(x)dx; (3.5)
kde fk(x) je hustota rozdelenia n¶ahodnej veli·ciny b¸k.
N¶ahodn¶a veli·cina b¸k sa obvykle modeluje pomocou Gamma rozdelenia s parametrami
ak; bk > 0. Hustota m¶a tvar
fk(x) =
bakk
 (ak)
e¡bkxxak¡1 pre x 2 [0;1) ; (3.6)
kde  (a) =
R1
0 e
¡xxa¡1dx je gamma fukcia. Stredn¶a hodnota tak¶ehoto rozdelenia
je ak=bk a rozptyl ak=b
2
k. Ako u·z bolo uveden¶e, stredn¶u hodnotu a rozptyl n¶ahodnej
veli·ciny b¸k odhadujeme pomocou (3.4). Z rovnost¶³
¸k = ak=bk a ¾
2
k = ak=b
2
k
teda ur·c¶³me parametre rozdelenia
ak = ¸
2
k=¾
2
k a bk = ¸k=¾
2
k 8k = 1; : : : ; K:
Dosaden¶³m (3.6) do (3.5) a pou·zit¶³m substit¶ucie a de¯n¶³cie gamma funkcie dost¶avame
Pk(z) =
Z 1
0
ex(z¡1)
bakk
 (ak)
e¡bkxxak¡1dx =
µ
bk
1 + bk ¡ z
¶ak
:
Po zjednodu·sen¶³ je vytvoruj¶uca funkcia pravdepodobnost¶³ po·ctu defaultov v sektore
Sk tvaru
Pk(z) =
µ
1¡ °k
1¡ °k z
¶ak
; kde °k =
1
1 + bk
:
Jej rozvinut¶³m na mocninov¶y rad dostaneme rozdelenie pravdepodobnost¶³ Nk
P (Nk = n) =
µ
n+ ak ¡ 1
n
¶
°nk (1¡ °k)ak ;
tak·ze vid¶³me, ·ze rozdelenie pravdepodobnost¶³ po·ctu defaultov v sektore Sk je negat¶³vne
binomick¶e. Pre po·cet defaultov v celom portf¶oliu dost¶avame napokon vytvoruj¶ucu
funkciu
P (z) =
KY
k=1
µ
1¡ °k
1¡ °k z
¶ak
:
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Ve·lkos·t straty
Rozdelenie ve·lkosti straty portf¶olia LPF sa taktie·z odv¶adza pomocou vytvoruj¶ucej
funkcie pravdepodobnost¶³. Majme
G(z) = EzLPF =L =
1X
m=0
P(LPF = m:L) z
m: (3.7)
Ke·d·ze LPF =
PK
k=1 Lk je s¶u·cet ve
·lkost¶³ str¶at v jednotliv¶ych sektoroch a tie s¶u
nez¶avisl¶e, je
G(z) =
KY
k=1
Gk(z);
kde
Gk(z) =
1X
m=0
P(Lk = m:L) z
m =
1X
m=0
zm
Z 1
0
P(Lk = m:L j b¸k = x) fk(x) dx (3.8)
je vytvoruj¶uca funkcia pravdepodobnost¶³ ve·lkosti straty v sektore k a fk(x) je hustota
rozdelenia n¶ahodnej veli·ciny b¸k (3.6). Po z¶amene sumy a integr¶alu dostaneme v r¶amci
integr¶alu v¶yraz
1X
m=0
P(Lk = m:L j b¸k = x) zm;
·co je vytvoruj¶uca funkcia pravdepodobnost¶³ ve·lkosti straty v sektore k za podmienky,
·ze o·cak¶avan¶y po·cet defaultov b¸k je rovn¶y x. Potom aj pravdepodobnosti defaultov
jednotliv¶ych protistr¶an v sektore s¶u nen¶ahodn¶e
bpA = ´A
ºA
x
¸k
; (3.9)
pozri vz·tah (3.3). (CreditRisk+ v skuto·cnosti pri odv¶adzan¶³ vz·tahov pre vytvoruj¶uce
funkcie pou·z¶³va vzorce, akoby po·cet defaultov dl·zn¶³ka mal Poissonove rozdelenie s
parametrom bpA. Ke·d·ze s¶u v·sak pravdepodobnosti defaultov ve·lmi mal¶e, je pravde-
podobnos·t, ·ze nastane viac ako jeden default zanedbate·ln¶a.) Za predpokladu pod-
mienenej nez¶avislosti defaultov v sektore mo^·zeme teda s pou·zit¶³m Poissonovho
rozdelenia a Taylorovho rozvoja exponenci¶aly podmienen¶u vytvoruj¶ucu funkciu prav-
depodobnost¶³ ve·lkosti straty v sektore Sk vyjadri·t ako
exp
½ X
A2Sk
bpA(zºA ¡ 1)¾ = exp½ x
¸k
X
A2Sk
´A
ºA
(zºA ¡ 1)
¾
= ex(Hk(z)¡1): (3.10)
V prvej rovnosti sa pou·zije vz·tah (3.9), v druhej de¯nujeme funkciu
Hk(z) =
PJ(k)
j=1
´k;j
ºk;j
zºk;jPJ(k)
j=1
´k;j
ºk;j
=
P
A2Sk
´A
ºA
zºAP
A2Sk
´A
ºA
=
1
¸k
X
A2Sk
´A
ºA
zºA 8k = 1; : : : ; K: (3.11)
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Dosaden¶³m (3.10) a (3.6) do (3.8) (po z¶amene sumy a integr¶alu) dostaneme vyjadre-
nie vytvoruj¶ucej funkcie pravdepodobnost¶³ ve·lkosti straty v sektore Sk v tvare
Gk(z) =
Z 1
0
ex(Hk(z)¡1)
bakk
 (ak)
e¡bkxxak¡1dx:
Po podobn¶ych ¶uprav¶ach ako pre po·cet defaultov v sektore m¶ame 8 k = 1; : : : ; K
Gk(z) =
µ
1¡ °k
1¡ °kHk(z)
¶ak
; kde °k =
1
1 + bk
:
A napokon vytvoruj¶uca funkcia pravdepodobnost¶³ straty cel¶eho portf¶olia je
G(z) =
KY
k=1
0@ 1¡ °k
1¡ °k
¸k
PJ(k)
j=1
´k;j
ºk;j
zºk;j
1Aak :
Vytvoruj¶uca funkcia jednozna·cne ur·cuje rozdelenie n¶ahodnej veli·ciny. Na z¶aklade
(3.7) sta·c¶³ teda ur·ci·t koe¯cienty stojace pri zm; m = 0; 1; 2; : : : .
Doteraz sme predpokladali, ·ze ka·zd¶y dl·zn¶³k patril pr¶ave do jedn¶eho sektoru. Aby
bol model komplexn¶y, uva·zujme teraz, ·ze jeho pravdepodobnos·t defaultu mo^·ze by·t
ovplyvnen¶a viacer¶ymi sektormi. Mieru vplyvu pre ka·zd¶ehho dl·zn¶³ka A vyjadr¶³me
pomocou v¶ah wAk ¸ 0, k = 1; : : : ; K, kde
PK
k=1wAk = 1. Je zrejm¶e, ·ze teraz u·z
portf¶olio nie je zjednoten¶³m disjunktn¶ych sektorov. Obdobne ako v (3.3) je v·sak
n¶ahodn¶a pravdepodobnos·t defaultu dl·zn¶³ka A v tvare
cpA = ´A
ºA
KX
k=1
wAk
b¸
k
¸k
: (3.12)
Parametre rozdelenia b¸k sa ur·cia obdobne ako v (3.4):
¸k =
X
A
wAk pA a ¾k =
X
A
wAk ¾A; k = 1; : : : ; K: (3.13)
Rovnos·t (3.11) sa nahrad¶³ vz·tahom
Hk(z) =
P
AwAk
´A
ºA
zºAP
AwAk
´A
ºA
=
1
¸k
X
A
wAk
´A
ºA
zºA ; k = 1; : : : ; K: (3.14)
Potom vytvoruj¶uca funkcia pravdepodobnost¶³ ve·lkosti straty portf¶olia m¶a tvar
G(z) =
1Z
¢ ¢ ¢
Z
0
exp
(
KX
k=1
xk(Hk(z)¡ 1)
)
f(x1; : : : ; xK) dx1 : : : dxK ;
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kde f(x1; : : : ; xK) je hustota zdru·zen¶eho rozdelenia ( b¸1; : : : ; c¸K). Za predpokladu
nez¶avislosti sektorov je
f(x1; : : : ; xK) =
KY
k=1
fk(xk);
kde ka·zd¶a fk(xk) m¶a tvar (3.6). Pre nez¶avisl¶e sektory teda dost¶avame, ·ze
G(z) =
KY
k=1
Z 1
0
exk(Hk(z)¡1)fk(xk) dxk =
KY
k=1
µ
1¡ °k
1¡ °kHk(z)
¶ak
; (3.15)
kde Hk(z) je (3.14) a °k = 11+bk .
Poslednou ·cas·tou modelu je zahrnutie ·speci¯ck¶eho rizika (pozn.: v modele Credit-
Metrics ho predstavovala n¶ahodn¶a veli·cina "i). V CreditRisk
+ sa na to ur·c¶³ ·speci¶alny
sektor, nech je to napr. SK . Tomuto sektoru explicitne prirad¶³me nulov¶y rozptyl
¾K = 0. Potom c¸K = ¸K s pravdepodobnos·tou 1 a z (3.12) dost¶avame, ·ze ·speci¯ck¶a
·cas·t pravdepodobnosti defaultu cpA je skoro ur·cite wAKpA, teda nez¶avisl¶a na os-
tatn¶ych dl·zn¶³koch.
Pravdepodobnosti pm := P(LPF = m:L) v (3.7) sa daj¶u po·c¶³ta·t rekurentne ([5]) zo
vz·tahu
pm+1 =
1
c0(m+ 1)
0@min(r;m)X
i=0
bi pn¡i ¡
min(s¡1;m¡1)X
j=0
cj+1 (m¡ j) pm¡j
1A ; (3.16)
kde
B(z) = b0 + ¢ ¢ ¢+ br zr
C(z) = c0 + ¢ ¢ ¢+ cs zs
s¶u polyn¶omy tak¶e, ·ze
d
dz
(logG(z)) =
B(z)
C(z)
:
Tak¶eto polyn¶omy v·zdy existuj¶u, lebo
d
dz
(logG(z)) =
KX
k=1
G0k(z)
Gk(z)
=
KX
k=1
ak °k
¸k
Pn
i=1wik pi ºi z
ºi¡1
1¡ °k
¸k
Pn
i=1wik pi z
ºi
:
p0 = P(LPF = 0) sa ur·c¶³ ako G(0).
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Pozn¶amka ku korel¶acii defaultov
Kvo^li kalibr¶acii modelov na portf¶olio potrebujeme vyjadri·t korel¶aciu defaultov jed-
notliv¶ych dvoj¶³c protistr¶an. Majme teda dl·zn¶³kov A a B, A 6= B. Potom korel¶acia
ich defaultov m¶a vyjadrenie
%AB = (pA pB)
1=2
K¡1X
k=1
wAk wBk
µ
¾k
¸k
¶2
; (3.17)
kde pA a pB s¶u stredn¶e hodnoty pravdepodobnost¶³ defaultov a ¾k a ¸k maj¶u tvar
(3.13). (Pre odvodenie rovnosti pozri [5].)
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Kapitola 4
Popis programov
Na spracovanie d¶at, v¶ypo·cty a simul¶acie pou·z¶³vam program Mathematica. Uv¶adzam
hlavn¶e ·casti programov spolu so stru·cn¶ym popisom vz·tahu k u·z vylo·zenej te¶orii.
Za zn¶ame d¶ata pova·zujem vektor po·ciato·cn¶ych ratingov akt¶³v v portf¶oliu, maticu
pravdepodobnost¶³ prechodov medzi ratingami, maticu hodno^t akt¶³v v portf¶oliu pri
ro^znych ratingoch, vektor smerodatn¶ych odch¶yliek v¶ynosov z indexov a maticu ich
korel¶aci¶³ a napokon parametre (v¶ahy) ur·cuj¶uce vplyv jednotliv¶ych indexov na prvky
portf¶olia.
4.1 CreditMetrics
Na v¶ypo·cet korela·cnej matice  pod·la (2.18) som de¯novala samostatn¶u funkciu:
correlationmatrix[mC_,vsigma_,valfa_,mV_]:=
Module[{K,n,vsigma2,mW,mCC,mWW},
K=Length[vsigma];n=Length[valfa];
vsigma2=Table[Sqrt[Sum[mV[[k, i]]*mV[[k,j]]*mC[[i,j]]*
vsigma[[i]]*vsigma[[j]],{i,1,K},{j,1,K}]],{k,n}];
mW=Table[valfa[[k]]*mV[[k,i]]*vsigma[[i]]/
vsigma2[[k]],{i,K},{k,n}];
mCC=Table[0,{K+n},{K+n}];
Table[mCC[[i,j]]=mC[[i,j]],{i,K},{j,K}];
Table[mCC[[i,i]]=1,{i,K+1,K+n}];
mWW=Table[0,{n+K},{n}];
Table[mWW[[i,j]]=mW[[i,j]],{i,K},{j,n}];
Table[mWW[[i+K,i]]=Sqrt[1-valfa[[i]]^2],{i,n}];
Transpose[mWW].mCC.mWW];
Vstupn¶ymi parametrami s¶u matica korel¶aci¶³ v¶ynosov z indexov C (mC_), vektor
smerodatn¶ych odchyliek v¶ynosov z indexov (¾1; : : : ; ¾K) (vsigma_), vektor (®1; : : : ; ®n)
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predstavuj¶uci vplyv indexov na v¶ynosoch ¯riem (valfa_) a matica (®i;k)n Ki=1;k=1 vply-
vu jednotliv¶ych indexov na v¶ynosoch ¯riem (mV_) (pozri ·cas·t 2.2, Hodnota ¯rmy a
korel¶acie). Vektor vsigma2 obsahuje b¾i; i = 1; : : : ; n, vypo·c¶³tan¶e pod·la (2.14), ma-
tica mW obsahuje v¶ahy wi;k; i = 1; : : : ; n; k = 1; : : : ; K, pozri (2.13). Matica mCC je
vlastne C, (2.17) a mWW je matica W 0, teda (2.16). Posledn¶y riadok je v¶ypo·cet matice
 pod·la (2.18).
Pri samotnej simul¶acii vyu·z¶³vam pomocn¶u funkciu na ur·cenie koncov¶eho ratingu pro-
tistrany na z¶aklade jej po·ciato·cn¶eho ratingu (pr_), matice (7£7) hran¶³c vypo·c¶³tan¶ych
pod·la (2.10) (qm_) a pseudon¶ahodn¶eho ·c¶³sla z rozdelenia N(0,1) (x_):
rating[pr_,x_,qm_]:=Which[
x<=qm[[pr,1]],8,
qm[[pr,1]]<x&&x<=qm[[pr,2]],7,
qm[[pr,2]]<x&&x<=qm[[pr,3]],6,
qm[[pr,3]]<x&&x<=qm[[pr,4]],5,
qm[[pr,4]]<x&&x<=qm[[pr,5]],4,
qm[[pr,5]]<x&&x<=qm[[pr,6]],3,
qm[[pr,6]]<x&&x<=qm[[pr,7]],2,
qm[[pr,7]]<x,1];
·C¶³seln¶e hodnoty 1; : : : ; 8 zodpovedaj¶u ratingom AAA,: : : ,D. Teda po·ciato·cn¶y rating
mo^·ze by·t 1 a·z 7. Koncov¶y ratig sa ur·c¶³ na z¶aklade intervalu, do ktor¶eho
"
padne\
x2 R.
Hlavn¶u ·cas·t programu predstavuje funkcia, ktor¶a generuje hodnoty portf¶olia pomo-
cou postupu vylo·zen¶eho v ·casti 2.2:
CreditMetrics[pr_,tm_,corr_,exp_,m_]:=
Module[{n,tm1,tm2,qm,gen,fr,fexp,pv},
n=Length[pr];
tm1=Map[Reverse,tm];
tm2=ColumnDrop[Table[FoldList[Plus,0,tm1[[n]]],{n,7}],1];
qm=Quantile[NormalDistribution[0,1],tm2];
gen=RandomArray[MultinormalDistribution[Table[0,{n}],corr],m];
fr=Table[rating[pr[[k]],gen[[l,k]],qm],{l,m},{k,n}];
fexp=Table[exp[[k,fr[[l,k]]]],{l,m},{k,n}];
pv=Map[Apply[Plus,#]&,fexp]];
Vstupn¶e d¶ata s¶u vektor po·ciato·cn¶ych ratingov (pr_), matica pravdepodobnost¶³ pre-
chodu medzi ratingami (tm_) s rozmermi (8 £ 8), korela·cn¶a matica  vypo·c¶³tan¶a
pomocou funkcie correlationmatrix (corr_), matica hodno^t akt¶³v pre jednotliv¶e
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ratingy Lji ; i = 1; : : : ; n; j 2 fAAA; : : : ;Dg (exp_) a po·cet scen¶arov M (m_). tm1 a
tm2 s¶u pomocn¶e matice na v¶ypo·cet qm, tj. matice hran¶³c cji , i 2 fAAA; : : : ;CCCg,
j 2 fAA; : : : ;Dg pod·la (2.10). gen je matica (M £ n), kde ka·zd¶y riadok zodpoved¶a
jedn¶emu scen¶aru, teda je to pseudon¶ahodn¶y vektor br0 = (br1; : : : ; brn) » Nn(0;). Na
z¶aklade qm a s pou·zit¶³m pomocnej funkcie rating sa ka·zd¶emu bri; i = 1; : : : ; n pre
jednotliv¶e scen¶are prirad¶³ koncov¶y rating a vznikne matica fr s rozmermi (M £ n).
Koncov¶ym ratingom sa potom pomocou matice exp priradia koncov¶e hodnoty akt¶³v,
fexp. V¶ystupom je vektor pv d¶l·zky M bud¶ucich hodno^t portf¶olia pre jednotliv¶e
scen¶are g1=(bL(1)PF ; : : : ; bL(M)PF ). Z nich sa potom ur·c¶³ empirick¶e rozdelenie LPF a miery
rizika. ELPF sa odhaduje ako Mean[g1], varLPF ako Variance[g1]. Odhad hod-
noty v riziku na hladine ® (alfa) sa ur·c¶³ pomocou pr¶³kazu Quantile[g1,1-alfa].
Interval spo·lahlivosti tohoto odhadu na hladine 1 ¡ ¯ (beta) sa ur·c¶³ pod·la (2.22)
ako (g1zor[[d]],g1zor[[h]]), kde h a d sa ur·cia z (2.19)
d=Floor[m (1-alfa)+Quantile[NormalDistribution[0,1],beta/2]*
Sqrt[m (1-alfa) alfa]];
h=Ceiling[m (1-alfa)-Quantile[NormalDistribution[0,1],beta/2]*
Sqrt[m (1-alfa) alfa]];
a g1zor je vzosupne usporiadan¶y vektor g1, ktor¶y z¶³skame pou·zit¶³m pr¶³kazu
g1zor=Sort[g1].
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4.2 Podmienen¶a nez¶avislos·t
Pre potreby algoritmu s podmienen¶ym rozdelen¶³m som de¯novala samostatn¶u funkciu
na v¶ypo·cet v¶ahovej matice W (2.16), lebo t¶ato je pova·zovan¶a za vstupn¶y parameter:
weightsmatrix[mC_,vsigma_,valfa_,mV_]:=
Module[{K,n,vsigma2,mW,mWW},
K=Length[vsigma];n=Length[valfa];
vsigma2=Table[Sqrt[Sum[mV[[k,i]]*mV[[k,j]]*mC[[i,j]]*
vsigma[[i]]*vsigma[[j]],{i,1,K},{j,1,K}]],{k,n}];
mW=Table[valfa[[k]]*mV[[k,i]]*vsigma[[i]]/
vsigma2[[k]],{i,K},{k,n}];
mWW=Table[0,{n+K},{n}];
Table[mWW[[i,j]]=mW[[i,j]],{i,K},{j,n}];
Table[mWW[[i+K,i]]=Sqrt[1-valfa[[i]]^2],{i,n}];
Transpose[mWW]];
Vstupn¶e d¶ata aj postup v¶ypo·ctu je rovnak¶y ako u funkcie correlationmatrix, lebo
matica W 0 (mWW) je pou·zit¶a pri v¶ypo·cte matice . ·Dalej si de¯nujem distribu·cn¶u
funkciu a hustotu ·standardn¶eho norm¶alneho rozdelenia:
[x_]:=CDF[NormalDistribution[0,1],x];
Á[x_]:=PDF[NormalDistribution[0,1],x];
Samotn¶y algoritmus predstavuje nasleduj¶uca funkcia:
podmienenanezavislost[mC_,tm_,pr_,mW_,exp_,m_]:=
Module[{K,n,tm1,tm2,qm,gen,W1,mat1,mat2,mat3,podmpsti,
mat4,podshy,podsha,mat5,podr},
n=Length[pr];K=Length[mC[[1]]];
tm1=Map[Reverse,tm];
tm2=ColumnDrop[Table[FoldList[Plus,0,tm1[[n]],{n,7}],1];
qm=Quantile[NormalDistribution[0,1],tm2];
gen=RandomArray[MultinormalDistribution[Table[0,{K}],mC],m];
W1=Table[mW[[i,j]],{i,n},{j,K}];
mat1=Table[W1.gen[[i]],{i,m}];
mat2=Table[[(qm[[pr[[i]],j]]-mat1[[k,i]])/mW[[i,K+i]]],
{k,m},{i,n},{j,7}];
mat3=Table[0,{m},{n},{9}];
Table[mat3[[k,i,9]]=1,{k,m},{i,n}];
Table[mat3[[k,i,j]]=mat2[[k,i,j-1]],{k,m},{i,n},{j,2,8}];
podmpsti=Table[mat3[[k,i,j+1]]-mat3[[k,i,j]],{k,m},{i,n},{j,8}];
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mat4=Table[Map[Reverse,podmpsti[[k]]]*exp,{k,m}];
podshy=Table[Apply[Plus,mat4[[k,i]]],{k,m},{i,n}];
podsha=Table[Apply[Plus,podshy[[k]]],{k,m}];
mat5=Table[Map[Reverse,podmpsti[[k]]]*
Table[(exp[[i,j]]-podshy[[k,i]])^2,{i,n},{j,8}],{k,m}];
podr=Table[Apply[Plus,Apply[Plus,mat5[[k]]]],{k,m}];
{m,podsha,podr}];
Vstupn¶e parametre s¶u matica korel¶aci¶³ v¶ynosov z indexov C (mC_), matica pravde-
podobnost¶³ prechodu medzi ratingami (tm_), vektor po·ciato·cn¶ych ratingov (pr_),
v¶ahov¶a maticaW vypo·c¶³tan¶a pomocou funkcie weightsmatrix (mW_), matica hodno^t
akt¶³v pre jednotliv¶e ratingy Lji ; i = 1; : : : ; n; j 2 fAAA; : : : ;Dg (exp_) a po·cet
scen¶arovM (m_). Na ¶uvod sa vypo·c¶³ta matica qm kvantilov cji , i 2 fAAA; : : : ;CCCg,
j 2 fAA; : : : ;Dg pod·la (2.10) rovnako ako vo funkcii CreditMetrics. ·Dalej sa vy-
generuje matica pseudon¶ahodn¶ych ·c¶³sel gen (M £K), kde ka·zd¶y riadok predstavuje
jeden scen¶ar bz » NK(0; C). W1 je matica W1 (pozri (2.18)). Nasleduje v¶ypo·cet pod-
mienen¶ych pravdepodobnost¶³ prechodu pre ka·zd¶y scen¶ar. mat1 je pomocn¶a matica
(M £ n) obsahuj¶uca systematick¶e ·casti rizika (teda PKk=1wi;kbzk 8 i = 1; : : : ; n a pre
ka·zd¶y scen¶ar). mat2 je trojrozmern¶a matica (M £ n£ 7) obsahuj¶uca hodnoty

Ã
cji ¡
PK
k=1wi;kbzk
wi
!
8 i = 1; : : : ; n; j 2 fAA; : : : ;Dg
a opÄa·t pre ka·zd¶y scen¶ar. mat3 je pomocn¶a matica na v¶ypo·cet podmpsti. To je troj-
rozmern¶a matica (M £ n £ 8), ktorej prvky s¶u podmienen¶e pravdepodobnosti pre-
chodu pre ka·zd¶y scen¶ar, protistranu a rating vypo·c¶³tan¶e obdobne ako v (2.25), resp.
(2.26). mat4 obsahuje podmienen¶e pravdepodobnosti z podmpsti vyn¶asoben¶e hod-
notami akt¶³v Lji ; i = 1; : : : ; n; j 2 fAAA; : : : ;Dg. Sl¶u·zi na v¶ypo·cet matice (M £ n)
podmienen¶ych stredn¶ych hodno^t akt¶³v (podshy), z ktorej za vypo·c¶³taj¶u podmienen¶e
stredn¶e hodnoty portf¶olia (vektor (1 £ M) podsha) pre jednotliv¶e scen¶are pod·la
(2.27). A napokon mat5 je pomocn¶a matica na v¶ypo·cet vektora (1£M) podr pod-
mienen¶ych rozptylov hodnoty portf¶olia pod·la (2.28). V¶ystupom tejto funkcie je list
obsahuj¶uci po·cet scen¶arov m, vektor podmienen¶ych stredn¶ych hodno^t podsha a vek-
tor podmienen¶ych rozptylov podr. Tento list sa potom pou·zije ako vstupn¶y parameter
podmrozd_ nasleduj¶ucich funkci¶³:
dfLpf[podmrozd_,x_]:=
Sum[[(x-podmrozd[[2,i]])/Sqrt[podmrozd[[3,i]]]],
{i,podmrozd[[1]]}]/podmrozd[[1]]
hustotaLpf[podmrozd_,x_]:=
Sum[Á[(x-podmrozd[[2,i]])/Sqrt[podmrozd[[3,i]]]]/
Sqrt[podmrozd[[3,i]]],{i,podmrozd[[1]]}]/podmrozd[[1]]
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Tieto de¯nuj¶u odhad distribu·cnej funkcie a hustoty rozdelenia LPF pod·la (2.30) ako
funkciu od x. Z nich sa n¶asledne pomocou pr¶³kazu FindRoot na rie·senie rovn¶³c, kde
neexistuje explicitn¶e vyjadrenie, vypo·c¶³ta hodnota v riziku na po·zadovanej hladine ®:
FindRoot[dfLpf[podmrozd,x]==1-alfa,{x,x0}],
kde x0 je po·ciato·cn¶y bod iter¶aci¶³. Odhad nepodmienenej strednej hodnoty a rozptylu
LPF ur·c¶³me z rovnost¶³ (2.29) pomocou de¯novan¶ych funkci¶³:
sh[podmrozd_]:=Mean[podmrozd[[2]]];
rozptyl[podmrozd_]:=
Variance[podmrozd[[2]]]*(podmrozd[[1]]-1)/podmrozd[[1]]+
+Mean[podmrozd[[3]]];
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4.3 V¶yber pod·la do^le·zitosti
Pri simul¶aci¶ach v¶yberom pod·la do^le·zitosti sa na v¶ypo·cet v¶ahovej maticeW zo vstup-
n¶ych d¶at pou·zije funkcia weightsmatrix de¯novan¶a v ·casti 4.2. Hlavnou ·cas·tou pro-
gramu je funkcia, ktor¶a generuje straty portf¶olia pri zmenenej pravdepodobnostnej
miere pre pevn¶e x pomocou postupu vylo·zen¶eho v ·casti 2.4:
importancesampling[mC_,tm_,pr_,mW_,loss_,x_,pi1_,pi2_,m_]:=
Module[{K,n,qv,gen,W1,mat1,podmpsti,mat2,Ãi,Ã,
Ãder,v1,µx,podmpstiµx,kr,Lpf,est},
n=Length[pr];K=Length[mC[[1]]];
qv=Take[Quantile[NormalDistribution[0,1],
Flatten[ColumnnDrop[tm,7]]],7];
gen=RandomArray[MultinormalDistribution[Table[0,{K}],mC],m];
W1=Table[mW[[i,j]],{i,n},{j,K}];
mat1=Table[W1.gen[[i]],{i,m}];
podmpsti=Table[[(qv[[pr[[i]]]]-mat1[[k,i]])/mW[[i,K+i]]],
{k,m},{i,n}];
Table[podmpsti[[k]]=Map[Reverse,podmpsti[[k]]],{k,m}];
mat2=Table[podmpsti[[k]](e^(µ*(loss/100)))
-podmpsti[[k]]+1,{k,m}];
Ãi=Log[mat2];
Ã=Table[Apply[Plus,Ãi[[k]]],{k,m}];
Ãder=D[Ã,µ];
v1=Table[FindRoot[Ãder[[k]]==(x/100),{µ,pi1,pi2}],{k,m}];
µx=Table[(µ/.v1[[k,1]]),{k,m}];
Table[µx[[k]]=Max[0,µx[[k]]],{k,m}];
podmpstiµx=Table[podmpsti[[k,i]]e^(µx[[k]](loss[[i]]/100))/
(mat2[[k,i]]/.{µ->µx[[k]]}),{k,m},{i,n}];
kr=Table[If[Random[]<podmpstiµx[[k,i]],
loss[[i]]/100,0],{k,m},{i,n}];
Lpf=Table[Apply[Plus,kr[[k]]],{k,m}];
est=Table[If[Lpf[[k]]>(x/100),1,0]*
e^((Ã[[k]]/.{µ->µx[[k]]})-µx[[k]]Lpf[[k]]),{k,m}]];
Vstupn¶e d¶ata s¶u obdobn¶e ako pre CreditMetrics a podmienen¶u nez¶avislos·t. Vek-
tor (1 £ n) loss_ nahradil maticu expoz¶³ci¶³. Pribudlo x_ - pevn¶a hodnota x, pre
ktor¶u po·c¶³tame pravdepodobnos·t a pi1_ a pi2_ - po·ciato·cn¶e body pre itera·cn¶y
v¶ypo·cet µx. Za·ciatok v¶ypo·ctu je analogick¶y s programom podmienenanezavislost:
ur·c¶³ sa vektor hran¶³c - kvantilov qv a matica W1 (W1), vygeneruj¶u sa bz » NK(0; C)
pre jednotliv¶e scen¶are (gen) a z nich sa spo·c¶³taj¶u podmienen¶e pravdepodobnosti
defaultov (podmpsti) pod·la (2.25) (predpoklad¶am platnos·t de¯n¶³cie [x_] v ·casti
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4.2). Matica mat2 s rozmermi (M£n) obsahuje podmienen¶e momentov¶e vytvoruj¶uce
funkcie E[eµLijz] pre ka·zd¶eho dl·zn¶³ka a pre ka·zd¶y scen¶ar. Ich zlogaritmovan¶³m a
s·c¶³tan¶³m v r¶amci ka·zd¶eho scen¶ara dostaneme hodnoty ÃLPF jz(µ), tj. vektor Ã hodno^t
vypo·c¶³tan¶ych pod·la (2.37). Ãder je vektor ich deriv¶aci¶³ pod·la µ. Z rovnice (2.39)
ur·c¶³m vhodn¶e µx pre ka·zd¶y scen¶ar a otestujem kladnos·t. V¶ysledkom je vektor µx. Z
prvkov matice podmpsti sa vypo·c¶³taj¶u s pou·zit¶³m vektora µx podmienen¶e pravde-
podobnosti defaultov pri zmenenej pravdepodobnostnej miere pod·la vzorca (2.42)
- prvky matice podmpstiµx. kr je potom matica (M £ n) vygenerovan¶ych kon-
cov¶ych str¶at pre jednotliv¶ych dl·zn¶³kov a scen¶are. Pre ka·zd¶y scen¶ar sa spo·c¶³ta hodnota
1fLPF > xg eÃLPF jz(µx)¡µx LPF . V¶ystupom funkcie je vektor est t¶ychto hodno^t. Ich
jednoduch¶y aritmetick¶y priemer (z¶³skame ho pomocou pr¶³kazu Mean) je odhadom
P(LPF > x).
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Kapitola 5
Pr¶³klad
5.1 Portf¶olio
Pre mo·znos·t porovnania jednotliv¶ych modelov som si zostavila modelov¶e portf¶olio
na z¶aklade ¶udajov vydan¶ych Society of Actuaries (SoA) v [14]. Portf¶olio je ve·lkosti
n = 1000, obsahuje kup¶onov¶e oblig¶acie s dobami do splatnosti od jedn¶eho do de-
siatich rokov, v¶yplaty kup¶onov sa uva·zuj¶u ro·cne. Kvalitat¶³vne rozdelenie portf¶olia
(tj. po·cet akt¶³v v ratingov¶ych skupin¶ach na po·ciatku uva·zovan¶eho obdobia) zod-
poved¶a druh¶emu a tretiemu st¶lpcu v tabu·lke 5.1 (zdroj: Figure 8 [14]). Podiel jed-
notliv¶ych ratingov¶ych skup¶³n na celkovej expoz¶³cii portf¶olia je v ·stvrtom st¶lpci,
piaty st¶lpec vyjadruje absol¶utnu expoz¶³ciu ratingov¶ych skup¶³n v pe·na·zn¶ych jed-
notk¶ach (zdroj: Table 7 a Table 8 [14]). ·Siesty st¶lpec predstavuje priemern¶e hodnoty
Severity of Loss (1-v¶y·ta·znos·t poh·lad¶avky), zdroj Table 2 [14]. Historicky sa v·sak
v t¶ychto hodnot¶ach ukazuj¶u v¶yrazn¶e odch¶ylky podliehaj¶uce napr. hospod¶arskemu
cyklu. Preto uva·zujem aj
"
hor·siu\ variantu zn¶³·zenia v¶y·ta·znosti o desa·t percentn¶ych
bodov (posledn¶y st¶lpec).
R.s. Po·cet expoz¶³ci¶³ Hodnota expoz¶³ci¶³ SEV 1 SEV 2
AAA 9% 90 8,799% 175 330,0 33% 43%
AA 11% 110 8,147% 162 340,0 33% 43%
A 28% 280 26,879% 535 600,0 26% 36%
BBB 38% 380 47,610% 948 677,0 35% 45%
BB 8% 80 6,017% 119 893,0 29% 39%
B 4% 40 1,829% 36 448,8 39% 49%
CCC 2% 20 0,718% 14 309,7 51% 61%
Tabu·lka 5.1: Parametre portf¶olia
D¶ata spracovan¶e Society of Actuaries poch¶adzaj¶uce z viacer¶ych pois·tovn¶³ boli z
ich intern¶ych ratingov¶ych syst¶emov preveden¶e na ratingov¶u ·sk¶alu Standard&Poor's.
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V¶ysledkom je ·statistika prechodov medzi ratingami a tzv. CREs (Table 15, [14]).
CRE (Credit Risk Event) zah¶r·na okrem samotn¶eho defaultu aj re·strukturaliz¶aciu
poh·lad¶avky alebo jej predaj pred defaultom. Kone·cn¶y efekt je v·sak ve·lmi podobn¶y
ako pri samotnom defaulte (teda n¶avratnos·t ucitej ·casti z o·cak¶avanej hodnoty), preto
budem CRE bra·t ako default a tabu·lku 5.2 budem pova·zova·t za maticu pravdepodob-
nost¶³ prechodu.
Rating AAA AA A BBB BB B CCC D
AAA 93,81 2,99 2,16 0,84 0,08 0,07 0,03 0,01
AA 2,04 88,78 7,47 1,25 0,18 0,18 0,04 0,08
A 1,09 1,74 88,78 7,37 0,53 0,25 0,12 0,12
BBB 0,17 0,75 4,72 89,12 3,28 0,85 0,48 0,63
BB 0,20 0,34 0,80 9,22 81,11 3,81 0,93 3,59
B 0,14 0,31 0,99 4,87 6,44 79,19 2,11 5,96
CCC 0,62 0,16 1,87 2,18 3,35 10,12 75,49 6,23
Tabu·lka 5.2: Matica pravdepodobnost¶³ prechodov medzi ratingami (v %)
Portf¶olio som najprv skon·struovala tak, ·ze akt¶³va boli z¶avisl¶e na piatich spolo·cn¶ych
faktoroch. V¶ahy pre model CreditMetrics som brala ako dan¶e a aby bolo modely
mo·zn¶e porovna·t, pok¶u·sala som sa kalibrova·t v¶ahy v modele CreditRisk+ tak, aby
zostala zachovan¶a korela·cn¶a ·strukt¶ura. Zo vz·tahov (2.23) a (3.17) som teda zostavila
s¶ustavu rovn¶³c (¾k=¸k = 1, pozri ·cas·t 5.4)
%ijp
pi pj
=
5X
k=1
wik wjk; i = 1; : : : ; n; j = i+ 1; : : : ; n;
kde %ij je korel¶acia defaultov dl·zn¶³kov i 6= j v modele CreditMetrics, pi; pj s¶u stredn¶e
hodnoty pravdepodobnost¶³ defaultov v modele CreditRisk+ a wik; wjk s¶u h·ladan¶e
v¶ahy modelu CreditRisk+. Ke·d·ze som ani po siedmich hodin¶ach rie·senia tejto s¶ustavy
v programe Mathematica nedostala rie·senie, rozhodla som sa napokon vo v·setk¶ych
modeloch uva·zova·t jeden spolo·cn¶y faktor, ·co umo·zn¶³ jednoduch·siu kalibr¶aciu mode-
lov a porovnanie v¶ysledkov.
45
5.2 CreditMetrics Pr¶³klad
5.2 CreditMetrics
V modele CreditMetrics uva·zujem podkladov¶y faktor z » N(0; 1), je teda K = 1.
Korela·cn¶a matica C je jednotkov¶a (1£1) a matica  korel¶aci¶³ medzi ri; i = 1; : : : ; n;
z¶avis¶³ iba na v¶ahach (pozri (2.17) a (2.18)). V¶ahov¶u maticu budem uva·zova·t v dvoch
variant¶ach: pre ®i = 0; 18 (potom korel¶acia ri a rj pre i 6= j je ½ij = 0; 0324) a
®i = 0; 3 (potom ½ij = 0; 09), aby som mohla porovna·t vplyv korelovanosti akt¶³v na
v¶ysledn¶e miery rizika.
Zost¶ava ur·ci·t expoz¶³cie akt¶³v pri prechode do jednotliv¶ych ratingov. Na to som
pou·zila forwardov¶e ¶urokov¶e miery uv¶adzan¶e v [10]. Hodnota akt¶³va v pr¶³pade de-
faultu sa ur·cila ako podiel (1-SEV) z nomin¶alnej hodnoty oblig¶acie. Vznikaj¶u tak
dve varianty pre vstupn¶e expoz¶³cie do modelu.
Pre v¶ahov¶y parameter ®i = 0; 18 je determinant korela·cnej matice  r¶adovo 10¡13,
a tak som na generovanie hodno^t portf¶olia pou·zila funkciu CreditMetrics, po·cet
scen¶arov M = 25 000. Pre ka·zd¶u z variant expoz¶³ci¶³ trvala simul¶acia pribli·zne 18
min¶ut. V¶ysledn¶e odhady mier kreditn¶eho rizika s¶u v tabu·lke 5.3. Tret¶³ a ·stvrt¶y (resp.
·siesty a siedmy) st¶lpec s¶u odhady krajn¶ych bodov intervalov spo·lahlivosti pre hod-
noty v riziku na hladine 90% (pozri odstavec Chyba odhadu v ·casti CreditMetrics).
Miery rizika SEV 1 SEV 2
ELPF 1,992 62 1,992 56 1,998 67 1,990 46 1,990 40 1,990 53p
varLPF 0,005 55 0,005 49 0,005 61 0,006 68 0,006 62 0,006 74
VaR95% 1,982 65 1,982 45 1,982 81 1,978 32 1,978 12 1,978 51
VaR99% 1,977 04 1,976 71 1,977 40 1,971 01 1,970 59 1,971 38
VaR99;5% 1,974 67 1,974 09 1,975 01 1,967 88 1,967 29 1,968 47
VaR99;9% 1,969 47 1,968 23 1,970 39 1,961 17 1,959 72 1,962 35
Tabu·lka 5.3: Miery rizika v jednotk¶ach 106 pre portf¶olio s v¶ahami ®i = 0; 18
Pre v¶ahu ®i = 0; 3 sa na generovanie scen¶arov nedala pou·zi·t funkcia CreditMetrics.
Je to spo^soben¶e t¶ym, ·ze korel¶acie medzi ri; i = 1; : : : ; n; s¶u pr¶³li·s ve·lk¶e a determinant
korela·cnej matice  je r¶adovo 10¡39, tak·ze ho Mathematica pova·zuje za nulov¶y a ne-
dok¶a·ze generova·t norm¶alne rozdelenie s touto korela·cnou maticou. Musela som teda
prist¶upi·t k obmene funkcie CreditMetrics a to tak, ·ze vstupn¶ym parametrom bola
v¶ahov¶a matica W (2.16), generovali sa n¶ahodn¶e v¶ybery z » NK(0; C) (resp. v tomto
zjednodu·senom pr¶³pade z » N(0; 1)) a " » Nn(0; I) a potrebn¶e ri sa dopo·c¶³tali zo
vz·tahu r = W1z+W2". Zvy·sn¶y postup bol rovnak¶y ako v CreditMetrics. OpÄa·t som
vygenerovala M = 25 000 scen¶arov, simul¶acia ka·zdej z variant trvala pribli·zne 19
min¶ut, tak·ze vid¶³me, ·ze ·casov¶a n¶aro·cnos·t sa oproti prvej variante zv¶y·sila minim¶alne.
V¶ysledn¶e odhady mier kreditn¶eho rizika s¶u v tabu·lke 5.4. Rovnako ako v tabu·lke 5.3
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s¶u tret¶³ a ·stvrt¶y (resp. ·siesty a siedmy) st¶lpec krajn¶e body intervalov spo·lahlivosti
na hladine 90%.
Miery rizika SEV 1 SEV 2
ELPF 1,992 57 1,992 47 1,992 66 1,990 45 1,990 34 1,990 57p
varLPF 0,009 09 0,008 99 0,009 19 0,010 74 0,010 64 0,010 85
VaR95% 1,975 45 1,975 07 1,975 81 1,970 18 1,969 69 1,970 64
VaR99% 1,961 96 1,960 96 1,963 01 1,954 63 1,953 35 1,955 63
VaR99;5% 1,956 06 1,955 02 1,957 54 1,946 78 1,945 28 1,948 43
VaR99;9% 1,943 57 1,939 38 1,946 00 1,932 35 1,927 86 1,934 33
Tabu·lka 5.4: Miery rizika v jednotk¶ach 106 pre portf¶olio s v¶ahami ®i = 0; 3
Vidno, ·ze pri relat¶³vne malej zmene v¶ahy doch¶adza k jasne pozorovate·ln¶ym zmen¶am
v smerodatnej odch¶ylke a hodnot¶ach v riziku veli·ciny LPF , pri·com tieto sa prejavuj¶u
v¶yraznej·sie pre portf¶olio s hor·sou o·cak¶avanou v¶y·ta·znos·tou poh·lad¶avok. CreditMetrics
som aplikovala aj pre v¶ahy ®i = 0; 5 a ®i = 0; 8, pri·com som pozorovala a·z desa·tn¶asobn¶y
n¶arast potreby ekonomick¶eho kapit¶alu (na hladine 99,9%) a na histogramoch bola
patrn¶a v¶yrazn¶a ·sikmos·t s
"
·ta·zk¶ymi chvostami\.
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Rozdelenie pravdepodobnost¶³ LPF ilustruj¶u nasleduj¶uce histogramy. Oba s¶u pre hod-
noty SEV 1. Pre SEV 2 s¶u v¶ysledky ve·lmi podobn¶e. Vid¶³me, ·ze pri 2,5-n¶asobnom
zvÄa·c·sen¶³ korel¶acie logaritmick¶ych v¶ynosov je
"
chvost\ pre ni·z·sie hodnoty portf¶olia
"
·ta·z·s¶³\.
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Obr. 5.1: Histogram rozdelenia LPF pre ®i = 0; 18
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Obr. 5.2: Histogram rozdelenia LPF pre ®i = 0; 3
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5.3 Podmienen¶a nez¶avislos·t
Pr¶³stup pomocou podmienen¶eho rozdelenia prechodov medzi ratingami stavia na
·strukt¶ure modelu CreditMetrics. Preto v·setky vstupn¶e d¶ata zost¶avaj¶u zachovan¶e.
Na rozdiel od klasick¶eho modelu CreditMetrics sta·c¶³ generova·t K-rozmern¶e rozde-
lenie namiesto n-rozmern¶eho, kde K << n. Na druhej strane sa v·sak pre ka·zd¶y
scen¶ar musia znovu prepo·c¶³vata·t podmienen¶e pravdepodobnosti prechodov. Pod·la
[7] sa vyzna·cuje relat¶³vne r¶ychlej·sou konvergenciou v z¶avislosti na po·cte scen¶arov.
To sa potvrdilo, lebo u·z po 500 vygenerovan¶ych scen¶aroch sa hodnoty VaR95% a
VaR99% ve·lmi nel¶³·sili od hodno^t stanoven¶ych na z¶aklade 5000 scen¶arov. Pre VaR99;5%
a VaR99;9% s¶u tieto hodnoty porovnate·ln¶e po 2000 scen¶aroch.
Model podmienenej nez¶avislosti som aplikovala na 4 alternat¶³vy portf¶olia rovnako ako
v predch¶adzaj¶ucej ·casti. Pre ka·zd¶u variantu som vygenerovala 5000 scen¶arov, pri·com
ka·zd¶a simul¶acia trvala pribli·zne 80 min¶ut. K tomu treba e·ste pripo·c¶³ta·t z¶³skavanie
kvantilov z (2.30) numerick¶ymi met¶odami. V¶ysledky s¶u zhrnut¶e v tabu·lk¶ach 5.5 a
5.6.
Miery rizika SEV 1 SEV 2
ELPF 1,992 64 1,990 52p
varLPF 0,005 60 0,006 68
VaR95% 1,982 48 1,978 35
VaR99% 1,976 31 1,971 29
VaR99;5% 1,973 79 1,968 29
VaR99;9% 1,968 73 1,960 92
Tabu·lka 5.5: Miery rizika v jednotk¶ach 106 pre portf¶olio s v¶ahami ®i = 0; 18
Miery rizika SEV 1 SEV 2
ELPF 1,992 52 1,990 43p
varLPF 0,009 21 0,010 87
VaR95% 1,975 07 1,969 62
VaR99% 1,961 57 1,954 42
VaR99;5% 1,956 35 1,947 74
VaR99;9% 1,945 16 1,929 82
Tabu·lka 5.6: Miery rizika v jednotk¶ach 106 pre portf¶olio s v¶ahami ®i = 0; 3
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Nasleduj¶uce grafy ilustruj¶u rozdelenie pravdepodobnost¶³ LPF opÄa·t pre variantu s
SEV 1. A znovu je patrn¶e, ·ze pre portf¶olio s korelovanej·s¶³mi prvkami je v oblasti
ni·z·s¶³ch hodno^t
"
·ta·z·s¶³ chvost\.
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Obr. 5.3: Hustota rozdelenia LPF pre ®i = 0; 18
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Obr. 5.4: Hustota rozdelenia LPF pre ®i = 0; 3
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5.4 CreditRisk+
V anal¶ogii s predch¶adzaj¶ucimi modelmi uva·zujem sektory Sk; k = 1; 2. Teda sek-
tor S1 zodpoved¶a faktoru z a sektor S2 zodpoved¶a idiosynkratickej ·casti rizika "i.
Z¶avislos·t pravdepodobnosti defaultu na sektoroch teda zodpoved¶a z¶avislosti n¶ahodnej
veli·ciny ri na faktoroch. Za pravdepodobnos·t defaultu epi, i = 1; : : : ; n, vol¶³m pravde-
podobnos·t defaultu z tabu·lky 5.2 pod·la po·ciato·cn¶eho ratingu. Rozptyl pravdepodob-
nosti defaultu sa ned¶a ur·ci·t jednozna·cne. Z historick¶ych d¶at plynie (Table 3 v [5],
ktor¶y ·cerp¶a zo ·statist¶³k Moody's Investors a Table 2 v [9] pod·la ·statist¶³k Standard-
&Poor's [4]), ·ze pomer smerodatnej odch¶ylky pravdepodobnosti defaultu a jej stred-
nej hodnoty sa pohybuje v rozmedz¶³ 0,5 a·z 1,5. Budem teda uva·zova·t dve varianty:
¾i=pi = 1 a ¾i=pi = 1; 5. Model CreditRisk+ uva·zuje len 2 stavy. V pr¶³pade, ·ze ne-
nastane default, strata je nulov¶a. V pr¶³pade defaultu budem za stratu eLi pova·zova·t
rozdiel hodnoty akt¶³va zodpovedaj¶uci jeho po·ciato·cn¶emu ratingu a hodnoty v pr¶³pade
defaultu. A napokon za hodnotu, v ktorej n¶asobkoch budem straty po·c¶³ta·t som zvolila
L = 50. Na z¶aklade t¶ychto ¶udajov spo·c¶³tam ºi a pi (pod·la (3.1)) pre ka·zd¶eho dl·zn¶³ka.
Zost¶ava ur·ci·t v¶ahy pre jednotliv¶e sektory v (3.12), aby sme mohli dopo·c¶³ta·t v·setky
potrebn¶e parametre a vyjadri·t momentov¶u vytvoruj¶ucu funkciu v tvare (3.15). Ako
som u·z spom¶³nala, zvolila som model 2 sektorov, aby bol v¶ypo·cet t¶ychto v¶ah jed-
noduch·s¶³, lebo sa budem sna·zi·t zachova·t korela·cn¶u ·strukt¶uru defaultov. Vezmime
si najprv v¶ahov¶u maticu v CreditMetrics s ®i = 0; 18. Potom korel¶acie logarit-
mick¶ych v¶ynosov ri s¶u pre v·setky dvojice dl·zn¶³kov rovnak¶e a rovn¶e 0,0324. Z (2.23)
a (2.24) plynie, ·ze korel¶acie defaultov z¶avisia iba na po·ciato·cnom ratingu. Majme
teda dl·zn¶³kov i 6= j s po·ciato·cn¶ym ratingom AAA. Ich pravdepodobnosti defaultov
s¶u rovnak¶e, mo^·zeme teda p¶³sa·t
%ij =
(cDi ; c
D
i )¡ (pDi )2
pDi (1¡ pDi )
=
(¡3; 71902;¡3; 71902)¡ 0; 00012
0; 0001(1¡ 0; 0001) ;
kde cDi s¶u kvantily rozdelenia N(0; 1) dan¶e modelom CreditMetrics, p
D
i s¶u pravde-
podobnosti defaultu a (ri; rj) je distribu·cn¶a funkcia dvojrozmern¶eho norm¶alneho
rozdelenia s kovarian·cnou maticou
µ
1 0; 0324
0; 0324 1
¶
. Pre CreditRisk+ je korel¶acia
defaultov v tvare (3.17), kde K = 2. Uva·zujme najprv ¾i=pi = 1, i = 1; : : : ; n. Zo
vz·tahov (3.13) plynie, ·ze potom aj ¾k=¸k = 1, k = 1; 2. Pre uva·zovan¶ych dl·zn¶³kov
i 6= j s po·ciato·cn¶ym ratingom AAA teda m¶ame
wi1:wj1 =
%ijp
pi pj
;
kde pi; pj s¶u stredn¶e hodnoty pravdepodobnosti defaultu. Ke·d·ze wi1 = wj1, dost¶avame
jednozna·cn¶e vyjadrenie pre v¶ahu sektoru S1 dl·zn¶³kov s po·ciato·cn¶ym ratingom AAA.
V¶aha wi2 sa dopo·c¶³ta z rovnosti wi1+wi2 = 1. Rovnak¶y postup sa pou·zije pre v·setky
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ratingy, verziu ¾i=pi = 1; 5, v¶ahov¶u maticu ®i = 0; 3 a obe varianty expoz¶³cii¶³ (resp.
str¶at). Preh·lad vypo·c¶³tan¶ych v¶ah pre sektor S1 je v tabu·lk¶ach 5.7 a 5.8 (pou·z¶³vam
ozna·cenie ¾1 pre ¾i=pi = 1 a ¾2 pre ¾i=pi = 1; 5).
R.s. SEV 1, ¾1 SEV 1, ¾2 SEV 2, ¾1 SEV 2, ¾2
AAA 0,812 029 0,541 353 0,808 461 0,538 974
AA 0,685 122 0,456 748 0,681 211 0,454 141
A 0,658 544 0,439 029 0,653 456 0,435 638
BBB 0,542 474 0,361 650 0,540 039 0,360 206
BB 0,427 766 0,285 177 0,422 585 0,281 724
B 0,390 076 0,260 051 0,386 293 0,257 529
CCC 0,400 775 0,267 183 0,386 038 0,257 359
Tabu·lka 5.7: V¶ahy sektoru S1 pre ®i = 0; 18
R.s. SEV 1, ¾1 SEV 1, ¾2 SEV 2, ¾1 SEV 2, ¾2
AAA 1,665 600 1,110 400 1,658 280 1,105 520
AA 1,320 250 0,880 165 1,312 710 0,875 141
A 1,254 370 0,036 246 1,244 680 0,289 785
BBB 0,987 459 0,658 306 0,983 518 0,655 679
BB 0,745 784 0,497 190 0,736 752 0,491 168
B 0,672 370 0,448 247 0,665 849 0,443 900
CCC 0,690 148 0,460 099 0,664 772 0,443 181
Tabu·lka 5.8: V¶ahy sektoru S1 pre ®i = 0; 3
V·simnime si, ·ze v druhej tabu·lke vych¶adzaj¶u niektor¶e v¶ahy vÄa·c·sie ako jedna, ·co je
v rozpore s uv¶adzanou te¶oriou (teoretick¶e parametre Gamma rozdelenia vych¶adzaj¶u
z¶aporn¶e), no napriek tomu d¶avaj¶u tieto varianty zmyslupn¶e v¶ysledky.
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Na z¶aklade t¶ychto d¶at vyjadr¶³m vytvoruj¶ucu funkciu pravdepodobnost¶³ n¶ahodnej
veli·ciny LPF (3.7) v tvare (3.15) a pomocou rekurentn¶eho vzorca (3.16) vypo·c¶³tam
pravdepodobnosti str¶at. Model CreditRisk+ som aplikovala na 8 alternat¶³v portf¶olia.
V¶ysledku s¶u zhrnut¶e v tabu·lk¶ach 5.9 a 5.10.
Miery rizika SEV 1, ¾1 SEV 1, ¾2 SEV 2, ¾1 SEV 2, ¾2
ELPF 1,995 69 1,995 66 1,993 41 1,993 20p
varLPF 0,002 99 0,002 99 0,004 29 0,004 28
VaR95% 1,989 95 1,990 05 1,985 25 1,985 40
VaR99% 1,985 45 1,984 65 1,978 90 1,977 75
VaR99;5% 1,983 50 1,982 15 1,976 15 1,974 30
VaR99;9% 1,978 95 1,976 25 1,969 75 1,965 95
Tabu·lka 5.9: Miery rizika v jednotk¶ach 106 pre ®i = 0; 18
Miery rizika SEV 1, ¾1 SEV 1, ¾2 SEV 2, ¾1 SEV 2, ¾2
ELPF 1,995 29 1,994 35 1,992 94 1,991 83p
varLPF 0,004 58 0,004 68 0,006 55 0,006 60
VaR95% 1,986 10 1,986 65 1,980 35 1,980 50
VaR99% 1,978 85 1,977 15 1,969 55 1,967 15
VaR99;5% 1,975 55 1,972 90 1,964 90 1,961 15
VaR99;9% 1,967 85 1,962 65 1,954 10 1,946 80
Tabu·lka 5.10: Miery rizika v jednotk¶ach 106 pre ®i = 0; 3
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Nasleduj¶uce grafy ilustruj¶u rozdelenie pravdepodobnost¶³ LPF pre variantu s SEV 1.
Na rozdiel od predch¶adzaj¶ucich modelov u·z nie je tak zjavn¶e, ·ze by pre variantu
s korelovanej·s¶³mi prvkami portf¶olia vych¶adzali
"
·ta·z·sie chvosty\. Naproti tomu si
mo^·zeme v·simn¶u·t, ·ze v oblasti mal¶ych str¶at je graf
"
skokovit¶y\. Predpoklad¶am, ze je
to spo^soben¶e z¶aporn¶ymi v¶ahami u idiosynkratick¶ych ·cast¶³.
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Obr. 5.5: Graf pravdepodobnost¶³ hodno^t LPF pre ®i = 0; 18, ¾i=pi = 1
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Obr. 5.6: Graf pravdepodobnost¶³ hodno^t LPF pre ®i = 0; 3, ¾i=pi = 1
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Obr. 5.7: Graf pravdepodobnost¶³ hodno^t LPF pre ®i = 0; 18, ¾i=pi = 1; 5
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Obr. 5.8: Graf pravdepodobnost¶³ hodno^t LPF pre ®i = 0; 3, ¾i=pi = 1; 5
55
5.5 V¶yber pod·la do^le·zitosti Pr¶³klad
5.5 V¶yber pod·la do^le·zitosti
Pri pou·zit¶³ v¶yberu pod·la do^le·zitosti predpoklad¶am rovnako ako v CreditMetrics a
v modele podmienenej nez¶avislosti jeden podkladov¶y faktor z » N(0; 1). Uva·zujem
na·dalej dve varianty expoz¶³ci¶³ (v¶y·ta·znost¶³ poh·lad¶avok) a dve verzie v¶ahov¶ych mat¶³c.
Budem odhadova·t pravdepodobnos·t, ·ze strata LPF =
Pn
i¡1 Li presiahne ur·cit¶u hod-
notu x. Ke·d·ze funkciu importancesampling som naprogramovala tak, ·ze u ka·zd¶eho
dl·zn¶³ka predpoklad¶am len 2 mo·zn¶e stavy v bud¶ucnosti, budem za x voli·t hodnoty
v riziku na ro^znych hladin¶ach z¶³skan¶e pomocou modelu CreditRisk+ (a to pre va-
riantu ¾i=pi = 1). Na z¶aklade pou·zitia t¶ychto vstupn¶ych d¶at mo^·zeme teda predj¶³ma·t
v¶ysledky, tj. ·ze v¶ysledn¶e hodnoty by mali by·t men·sie ako 5%, resp. 1%, 0,5% alebo
0,1%.
SEV 1 SEV 2
P(LPF >10 250) 4,682% P(LPF >14 950) 4,810%
P(LPF >14 750) 0,899% P(LPF >21 300) 0,858%
P(LPF >16 700) 0,423% P(LPF >24 050) 0,399%
P(LPF >21 250) 0,133% P(LPF >30 450) 0,088%
Tabu·lka 5.11: Odhady pravdepodobnost¶³ pre portf¶olio s v¶ahami ®i = 0; 18
Po·ciato·cn¶e body iter¶aci¶³ pi1 a pi2 pre numerick¶e rie·senie rovnice (2.39) s¶u vstup-
n¶ym parametrom funkcie, lebo pre ro^zne hodnoty str¶at loss a ¶urovne x vych¶adza
rie·senie inak. Toto rie·senie je z¶arove·n z¶avisl¶e na konkr¶etnom vygenerovanom faktorebz » N(0; 1). Preto treba pred spusten¶³m funkcie importancesampling na konkr¶etne
d¶ata odhadn¶u·t interval, do ktor¶eho spadaj¶u rie·senia pre ro^zne bz. Funkcia Ã0LPF jz(µ)
je rast¶uca na celom obore hodno^t, preto pi1 a pi2 s¶u po·ciato·cn¶e body pre numerick¶e
rie·senie rovnice (2.39) met¶odou se·cn¶³c.
SEV 1 SEV 2
P(LPF >14 100) 4,311% P(LPF >19 850) 4,587%
P(LPF >21 350) 0,735% P(LPF >30 650) 0,875%
P(LPF >24 650) 0,411% P(LPF >35 300) 0,342%
P(LPF >32 350) 0,083% P(LPF >46 100) 0,091%
Tabu·lka 5.12: Odhady pravdepodobnost¶³ pre portf¶olio s v¶ahami ®i = 0; 3
Pre ka·zd¶u zo ·sestn¶astich mo·znost¶³ som vygenerovala 3000 scen¶arov (pre men·sie po·cty
opakovan¶³ do 1000 scen¶arov vych¶adzaj¶u v¶ysledky ve·lmi nepresn¶e). Doba trvania
simul¶aci¶³ bola ro^zna, z¶avis¶³ na konkr¶etnom ·case potrebnom pre numerick¶e rie·senie
rovn¶³c, pohybovala sa od 70 do 190 min. V¶ysledky s¶u zhrnut¶e v tabu·lk¶ach 5.11 a 5.12.
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5.6 Porovnanie v¶ysledkov
Z dosiahnut¶ych v¶ysledkov pri pou·zit¶³ modelov kreditn¶eho rizika na vzorov¶e portf¶olio
mo·zno us¶udi·t, ·ze klasick¶y model CreditMetrics a model s vyu·zit¶³m podmienenej
nez¶avislosti poskytuj¶u pribli·zne rovnak¶e v¶ysledky, ·co sa t¶yka strednej hodnoty, smero-
datnej odch¶ylky aj hodno^t v riziku, pre ro^zne typy korel¶acii aj v¶y·ta·znost¶³ poh·lad¶avok.
NajvÄa·c·s¶³ rozdiel pozorujeme u VaR99;9% pre SEV 2; ®i = 0; 3, ·co je pochopite·ln¶e,
lebo ide o najextr¶emnej·siu z uva·zovan¶ych kombin¶aci¶³. Pri mnou pou·zit¶ych po·ctoch
opakovan¶³ sa jav¶³ CreditMetrics ako v¶yrazne menej ·casovo n¶aro·cn¶y. Mus¶³m v·sak
zdo^razni·t, ·ze model podmienenej nez¶avislosti poskytoval relat¶³vne presn¶e v¶ysledky
u·z po 500 a·z 1000 scen¶aroch, zatia·l ·co CreditMetrics konvergoval pomal·sie.
Z v¶ysledkov z¶³skan¶ych pou·zit¶³m modelu CreditRisk+ sa jav¶³, ·ze podce·nuje riziko
str¶at. Je to patrn¶e u·z pri o·cak¶avan¶ych hodnot¶ach a smerodatn¶ych odch¶ylkach hod-
noty portf¶olia. Hodnoty v riziku s¶u vÄa·c·sie pre v·setky varianty. Relat¶³vne
"
lep·sie\
v¶ysledky sa zdaj¶u by·t pri pou·zit¶³ ¾i=pi = 1; 5. Preto·ze v [9] bolo uk¶azan¶e (pri
pou·zit¶³ CreditMetrics s dvoma stavmi a preveden¶³ CreditRisk+ na simula·cn¶y model),
·ze oba modely poskytuj¶u porovnate·ln¶e v¶ysledky, teda ·ze maj¶u pribli·zne rovnako
·ta·zk¶e
"
chvosty\ predpoklad¶am, ·ze rozdiely s¶u spo^soben¶e vyu·zit¶³m mo·znosti pre-
chodu akt¶³va do ro^znych ratingov v modele Credit Metrics, a t¶ym zmeny jeho hod-
noty. Nezanedbate·ln¶u chybu iste predstavuj¶u aj zaokr¶uh·lovacie chyby pri rekurent-
nom v¶ypo·cte pravdepodobnost¶³ str¶at.
Model s pou·zit¶³m v¶yberu pod·la do^le·zitosti predstavuje alternat¶³vny pr¶³stup ku kvan-
ti¯k¶acii kreditn¶eho rizika portf¶olia. Z matematick¶eho poh·ladu ide o zauj¶³mav¶y model.
Z praktick¶eho h·ladiska sa v·sak zd¶a ·ze je pr¶³li·s ·casovo n¶aro·cn¶y, hoci vy·zaduje ove·la
menej simul¶aci¶³, ne·z odhad t¶ych ist¶ych pravdepodobnost¶³ bez zmeny pravdepodob-
nostnej miery. Nev¶yhodu ur·cite predstavuje aj nutnos·t simul¶acie pre ka·zd¶u hladinu
hodnoty v riziku zvl¶a·s·t. Zo z¶³skan¶ych v¶ysledkov sa jav¶³, ·ze podce·nuje riziko.
Z poh·ladu praktick¶eho pou·zitia sk¶uman¶ych modelov by sa teda dalo poveda·t, ·ze
CreditRisk+ predstavuje r¶ychlu met¶odu anal¶yzy kreditn¶eho rizika portf¶olia. Pozornos·t
treba venova·t vo·lbe rozptylu pravdepodobnost¶³ defaultov a vo·lbe v¶ah, aby korel¶acie
defaultov zodpovedali modelovan¶emu portf¶oliu. Z jeho ·strukt¶ury vypl¶yva, ·ze je vhodn¶y
najmÄa pre cenn¶e papiere, u ktor¶ych mo^·zeme relat¶³vne dobre odhadova·t ve·lkos·t straty
v pr¶³pade defaultu, lebo straty s¶u modelovan¶e ako kon·stanty. R¶ychlos·t v¶ypo·ctu je
v·sak na druhej strane vyk¶upen¶a viacer¶ymi nedostatkami, ako je napr. nemo·znos·t
modelova·t n¶ahodn¶e v¶y·ta·znosti poh·lad¶avok. Model takisto neuva·zuje mo·znos·t zmeny
hodnoty akt¶³va v do^sledku zmeny jeho ratingu.
Na druh¶u stranu CreditMetrics je v·daka svojmu simula·cn¶emu pr¶³stupu vysoko °ex-
ibiln¶y. Umo·z·nuje modelova·t nielen n¶ahodn¶e v¶y·ta·znosti, ale aj hodnoty akt¶³v pri
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jednotliv¶ych ratingoch. Je schopn¶y zahrn¶u·t do odhadu kreditn¶eho rizika portf¶olia
aj tr·zn¶e riziko a mo^·ze by·t aplikovan¶y aj na ·sirok¶u ·sk¶alu ¯nan·cn¶ych deriv¶atov. Pri
simul¶acii viacer¶ych veli·c¶³n u·z v·sak mus¶³me po·c¶³ta·t s vÄa·c·sou ·casovou n¶aro·cnos·tou.
A na rozdiel od analytick¶ych modelov mus¶³me vzia·t do ¶uvahy aj chybu plyn¶ucu
z n¶ahodnosti konkr¶etnych vygenerovan¶ych veli·c¶³n, ktor¶e sme pou·zili na odhad mier
kreditn¶eho rizika. Pozornos·t treba, rovnako ako u modelu CreditRisk+, venova·t vo·lbe
v¶ah a odhadu korel¶aci¶³ a rozptylov podkladov¶ych faktorov.
V·seobecne mo·zno zo z¶³skan¶ych v¶ysledkov uzavrie·t, ·ze vo v·setk¶ych uveden¶ych mode-
loch je do^le·zit¶e nepodce·nova·t vstupn¶e parametre, ·ci u·z sa to t¶yka korelovanosti de-
faultov, predpokladanej v¶y·ta·znosti poh·lad¶avok alebo pravdepodobnost¶³ defaultov.
Videli sme, ·ze zmena v¶ahovej, resp. korela·cnej matice m¶a nezanedbate·ln¶y vplyv
na v¶ysledn¶e miery rizika. Podobn¶y efekt je aj pri zmene o·cak¶avanej v¶y·ta·znosti
poh·lad¶avok. Vhodnou k anal¶yze nepriazniv¶eho v¶yvoja je stress testing t¶ychto vs-
tupn¶ych d¶at.
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Z¶aver
Vo svojej diplomovej pr¶aci som sa zaoberala kreditn¶ym rizikom. V ¶uvode som sa
sna·zila predstavi·t motiv¶aciu, pre·co je potrebn¶e sa kreditn¶ym rizikom zaobera·t a
vedie·t ho efekt¶³vne mera·t, priniesla som aj preh·lad s¶u·casn¶ych modelov. Zamerala
som sa na jednu skupinu modelov vhodn¶ych na anal¶yzu kreditn¶eho rizika portf¶olia,
tzv. faktorov¶ych modelov. Uk¶azala som, ·ze aj u t¶ychto modelov existuj¶u dva dia-
metr¶alne odli·sn¶e poh·lady na problematiku, tj. vyu·zitie logaritmick¶ych v¶ynosov zo
z¶akladn¶eho kapit¶alu a simul¶aci¶³ na strane jednej a analytick¶e aktu¶arske modelovanie
n¶ahodn¶ych pravdepodobnost¶³ defaultov na strane druhej. Sna·zila som sa predstavi·t
aj alternat¶³vne nov·sie met¶ody, ako je vyu·zitie podmienenej nez¶avislosti a simul¶acia
v¶yberom pod·la do^le·zitosti. Aplik¶aciou na modelov¶e portf¶olio som sa sna·zila upozorni·t
na v¶yhody a ¶uskalia jednotliv¶ych modelov a porovna·t v¶ysledky, ktor¶e v·sak nemo·zno
generalizova·t na v·seobecn¶e portf¶olio. V bud¶ucnosti bude v¶yvoj v oblasti kreditn¶eho
rizika pravdepodobne smerova·t k zefekt¶³v·novaniu s¶u·casn¶ych modelov a najmÄa k ich
praktickej aplik¶acii na kreditn¶e deriv¶aty.
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