Abstract. The construction of smart grid has inevitably become the direction of the development of the power grid, and the use of data mining technologies to improve the level of data analysis is an important part of the construction of smart grid. In power grid scheduling, as the basis for the dispatcher to record the operation status of the power grid, the scheduling log usually uses short text to record the current state of the power grid, accident handling and abnormal alarm. However, it is lack of further analysis of the log. Aiming at the automatic classification of power grid dispatching log faults, we firstly use the custom power word and word segmentation tool to preprocess the text. After obtaining the TF-IDF feature of the text and creating the Word2Vec feature model, we compare three kinds of text classification algorithms, the nearest neighbor algorithm, Naive Bayes and support vector machine respectively. It is found that the support vector machine method is very effective in classification with a correct rate of 93% in the log short text.
Introduction
With the increasing power grid load and the expanding of grid scale, the pressure of safety dispatching is increasing. As the main tool of the power dispatching department, the grid scheduling log is used to record the instantaneous state of the power line, the failure of the equipment, and the operation of the equipment and the status of the following lines and equipment. At present, the log data is analyzed mainly based on the heterogeneous log data, which are observed by on-site personnel and recorded in natural languages with different formats, contents and so on. Such data is vulnerable to the subjective organizational language methods of the field staff: on the one hand, the data cannot be accurately used for querying the specific lines and specific equipment through the machine; on the other hand, the log classification cannot be accurately carried out to provide reference for the future failure processing. Therefore, it is necessary for the power industry to build an efficient method of text data mining to analyze the contents hidden in the log, to realize the accurate fast and automatic classification of the power log, and to provide auxiliary decision-making for the real-time log analysis.
As an effective information mining and text processing technology, text mining can be divided into text abstracts, text classifications, text clustering, association rules, and trend prediction according to different knowledge and patterns. Text classification, as an effective electronic text classification method, has been widely used and focused in information filtering, information retrieval, text databases, and digital libraries, providing technical support and solutions for in-depth analysis. In this work, the text classification technology is applied to power log classification. Through a series of text preprocessing techniques and text classification methods, the log information generated during the power supply service process is analyzed, log texts are quickly and accurately classified automatically, and the hidden and important information are dug out.
Due to the rapid development of smart grids, data mining technologies related to electricity have become the central nervous system of smart grids, propelling the rapid development of the production, management and related aspects of the new generation grid. With the deepening of power grid restructuring, data mining technology has involved all aspects of power companies, such as customer relationship management, information system establishment [1] , energy consumption [1] , new energy grid [2] , wind turbine safety assessment [2] , power grid disaster warning [2] and so on. In recent years, there has been much work on using textual technologies in the construction of smart grids, such as customer complaints for work orders and return visits to unsatisfactory work orders [3] , 95598 power work orders [4] , the life cycle of the circuit breaker, state evaluation [5] , grid user behavior analysis [6] and so on. However, there are no reports about the classification of scheduling logs using text mining technology. On one hand, Chinese text processing in professional field is one of the difficult problems in Natural Language Processing. The researchers not only need to solve the problem of Chinese hard segmentation and fuzziness, but also need the professional background knowledge in order to integrate the electric power vocabulary into the text mining model correctly. On the other hand, the text data in the electrical field is mostly manual writing, so that the complicated natural language structure is difficult to handle.
In this work, according to the feature of short text in the grid dispatching log, through a series of text preprocessing techniques and text classification methods, we will achieve automatic fault classification of the power grid dispatching log.
Data Acquisition
In this paper, 434 records are randomly obtained from the power dispatching log of Ningbo City in 2015 and 2016, and then manually divided into four categories according to the type of failure: line failure, bus fault, transformer failure, and others. The data samples are shown in Table 1 as follows: Table 1 . Sample data.
Log content label
The number of data samples of each type is shown in Table 2 . After randomly disorganizing the data, we select 325 as the training set and the remaining 109 as the test sets.
General Framework for Text Classification
The section headings are in boldface capital and lowercase letters. Second level headings are typed as part of the succeeding paragraph (like the subsection heading of this paragraph).
In this paper, the text classification technologies are used to realize fault classification of the grid dispatching log. Text classification refers to categorizing a text into a known text category, which mainly includes two processes: text preprocessing and classifier model construction. The overall framework of text classification is shown in Figure 1 . 
Text Preprocessing
Text preprocessing means that text data expressed in natural language is represented as easily recognized data through steps such as text segmentation, text representation, and text feature selection. Text representation usually adopts Vector Space Model, namely: ( : , : , , : )
where is the vector representation of the i-th text, represents the j-th word in the text , and represents the weight of in the text The role of Word2Vec (word vector) is to convert the words in natural language into a dense vector that can be understood by the computer. Word2vec is mainly divided into two modes of Continuous Bag of Words (CBOW) and Skip-Gram. CBOW speculates on target words from original sentences, while Skip-Gram, in contrast, guesses original words from target words. The basic idea is to assume that for a text, its word order and grammar, syntax are ignored, just see it as a collection of words, and each word in the text is independent, and finally the document is represented as a feature vector. In this paper, we choose the CBOW model which is suitable for our data size, that is, the continuous word bag model.
Word Frequency-Inverse Document Frequency (TF-IDF) is a commonly used weighting technique for information retrieval using word frequency. TF-IDF assess how important a word is for one document set or one of the documents in a corpus based on statistical methods. The importance of a word increases in proportion to the number of times it appears in the file, but at the same time it decreases inversely with the frequency of its occurrence in the corpus.
Stopwords Filtering
Stopwords are certain words that are automatically filtered before and after processing text, which saves storage space and improves search efficiency. For the power log text, it is necessary to generate a stop word (or include a term) as well as a synonym and a specific phrase, and add a stop word in combination with the actual content of the power log.
Term Processing
A list of entries is restored by word stems or word forms. This is the simplest form (i.e. the root) of entries. Stems are used to identify and index different grammatical forms or to reduce verb entries. In this way, stemming can significantly reduce the number of entries and increase the frequency of some entries.
Creating TDM
Text data matrix (TDM) is the basis of text classification. First, the Jieba word segmentation tool is used to segment the log data. Each log is divided into individual words, and then stop word filtering and term filtering are carried out, then a digital two-dimensional matrix representation of the corpus is created.
Here, we create TDM by two models of Word2Vec and TF-IDF. The creation of TDM based on Word2Vec includes the following three steps: 
Classifier Model Construction and Evaluation
The classifier model construction process is to generate a classifier model by related algorithms based on text-preprocessed training set data, and use the classifier model to automatically classify new text data. Common text automatic classification algorithms include Naive Bayes algorithm, K nearest neighbor algorithm, support vector machine algorithm, decision tree algorithm and so on. In this paper, we mainly compares the effects of K Nearest Neighbor (KNN) [7] , Support Vector Machine (SVM) [7] and Naive Bayes [7] in fault classification of grid dispatching logs.
The classifier models used here includes: K Nearest Neighbor Algorithm (KNN), Support Vector Machine (SVM), and Naive Bayes (NB). Now, we carry out the classifier evaluation. Table 3 shows the sample judgment types. Here, TP represents the positive class prediction as a positive class number, FN represents a positive class prediction as a negative class number, FP represents a negative class as a positive class number, and TN represents a negative class as a negative class number. In order to compare the classification effect, the following two categories of indicators are commonly used in text classification:
(1) Recall rate(R) and Precision rate(P):
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(2) F-measure
The geometric mean of F-measure recall rate (R) and accuracy rate (P) is an index used to comprehensively evaluate the classification effect of documents.
Results and Discussion
In this paper, we use TfidTransformer and CountVectorizer module in Python's machine learning package scikit-learn to build TF-IDF model, Word2Vec module in gensim library to build Word2Vec model, and three classifiers of KNN, NaiveBayes, and SVM in the scikit-learn machine learning package to compare the classification effect.
Feature Extraction Model Evaluation and Establishment
The TF_IDF and Word2Vec models are used to perform feature extraction at the first-level representation of the samples. The classification results of the three classifiers are shown in Table 4 , Table 5 and Table 6 , respectively. From the above two tables, comparing the two feature models, the recalls, accuracy and F-measure values of in three classifier of the Word2Vec model is significantly higher than those of TF-IDF feature model, which indicates that the classification of power dispatch logs based on the Word2Vec model meets the requirements of ours.
Classification Effect Evaluation and Adjustment
The classification effect based on Word2Vec feature model is shown in Figure 2 and Figure 3 . Figure 2 shows the results of the classifiers under Word2Vec feature extraction. It can be seen that Naive Bayes and SVM are effective, and the Bayesian classifier is as high as 93% in accuracy, while the recall rate is low. In this paper, we choose support vector machine, whose accuracy rate of recall is more balanced (92%) to classify the scheduling log text.
The classification effect based on SVM model is shown in Figure 3 . Figure 3 shows that the accuracy rate reaches 92.7%, the precision rate and the call rate increased slightly, and the recall rate of the busbar fault type increased to 67%, and the classification effect increased in general. The model can be more accurate for log classification. 
Conclusion
In this paper, we use the text classification technology in text mining to realize automatic fault classification of grid dispatching logs. The experimental results show that the text classification mining method can quickly and efficiently achieve automatic and effective classification of the log. Under the current trend of big data, facing massive log files, relying on machines to analyze log text data, text mining methods make the natural languages show great value in machine learning, which conforms to the future development trend. Through the automatic classification of logs, the dispatcher can automatically generate fault classification information, which can be further statistically analyzed and utilized in depth.
