Abstract-Eco-driving aims at minimizing the energy consumption of a vehicle by adjusting the vehicle's velocity. This can be formulated as an optimal control problem and this letter provides a detailed view on the global optimal solution to this problem. A method to reformulate and discretize the problem avoiding the introduction of additional nonconvex terms is presented. Furthermore, physically realistic conditions are given that guarantee the existence of the global optimal solution to the eco-driving problem. Subsequently, a sequential quadratic programming algorithm is provided that allows finding the global optimal solution. Finally, two numerical examples are used to illustrate how solutions of the eco-driving problem can be obtained.
I. INTRODUCTION

I
MPROVING energy efficiency of vehicles is an important topic of research for the automotive industry. High energy efficiency is important for reducing fuel consumption and meeting emission legislations. Moreover, energy efficiency is also supported by the functional argument of mitigating range anxiety of electric vehicles, i.e., giving a sufficiently large driving range for an electrical vehicle. The problem of reducing the energy consumption of a vehicle over a certain drive cycle can be formulated as an optimal control problem and its solution is often referred to as an energy management strategy. Most of these energy management strategies focus on controlling the power split between the combustion engine and the electric machine of a hybrid electric vehicle [1] , [2] . By storing regenerative braking energy and shifting the operating points of the combustion engine, a significant amount of fuel can be saved. A recent trend is to extend this energy management system to incorporate more subsystems of the The authors are with the Department of Electrical Engineering, Eindhoven University of Technology, 5612WP Eindhoven, The Netherlands (e-mail: g.p.padilla.cazar@tue.nl; s.weiland@tue.nl; m.c.f.donkers@tue.nl).
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vehicle [3] or to consider emission constraints in the optimal control problem [4] . In the aforementioned approaches, the vehicle velocity (and thereby the power needed to propel the vehicle) is assumed to be fixed. Nevertheless, the vehicle inertia, which is the largest energy buffer in the vehicle, can have a large impact in energy savings and consequently in the extension of the driving range. For instance, in [5] it has been reported that changes in driving behavior could improve the energetic performance of the vehicle more than 30%. The promising improvements in energy efficiency have contributed to the emergence of the eco-driving concept, which aims to increase the energy efficiency of a vehicle by means of a convenient selection of driving strategies; i.e., legal regulations, technological implementations or simply changes in the driver behavior. Hence, it is clear that ecodriving is a broad concept where government, manufacturers and users participate [6] .
To solve the eco-driving problem, standard techniques used in optimal control have been adopted, see [7] for a detailed overview of the recent literature. In [8] and [9] , dynamic programming (DP) has been used to find a global solution to this problem. Alternatively, Pontryagin's minimum principle (PMP) has been used in [10] - [13] . The main disadvantages PMP are that it only provides a necessary condition for optimality and that incorporating state constraints is not a simple task. Therefore, in [14] - [16] static nonlinear optimization techniques are used to solve the problem in the presence of state constraints. It remains unclear from the papers that use static optimization techniques or PMP whether the solutions are, in fact, globally optimal. Unfortunately, the literature related to this topic is scarce. The noticeable exception is [15] , where the continuous-time optimal control problem is certified to be convex, which guarantees that the obtained solution is globally optimal. However, [15] does not discuss the possible loss of convexity due to the discretization process. This might occur, as it is demonstrated in this letter.
This letter aims to expose a detailed view of the global optimal solution to the eco-driving problem. The results of this letter can be used to certify optimality of the results presented in the existing literature and in future works. The contributions presented in this letter are threefold: Firstly, a method to reformulate and discretize the problem is presented. This is initially done for a simplified case to illustrate the nonconvexity of the problem and subsequently extended to the complete eco-driving problem. Secondly, a detailed analysis of the uniqueness of the solution to the reformulated problem is used to obtain a set of mild conditions that guarantee the global optimality of the solution. Thirdly, a sequential quadratic programming (SQP) method is employed to efficiently solve the eco-driving problem.
II. CONTINUOUS-TIME PROBLEM FORMULATION
In this section, a continuous-time formulation of the ecodriving concept as an optimal control problem is provided. Eco-driving aims at obtaining an optimal control force u(t) and velocity profile v(t) that minimizes the integral of the power P (v, u) 
where (1b) represents the longitudinal vehicle dynamics, in which u(t) is the control force and f (v, s) describes the aerodynamic drag, rolling resistance and gravity forces as
In (1b) and (2) The consumed power P(v, u) can be obtained from different modeling approaches that capture the energy consumption in the powertrain. In this letter, it is assumed to be a quadratic function of the form
for some non-negative parameters β 0 , β 1 and β 2 . Equation (3) is a physically realistic approximation, e.g., for electric motors due to the fact that the friction and Ohmic losses are captured by the terms β 0 v 2 and β 2 u 2 , respectively. The optimal control problem (1) does not consider constraints on the control force u(t) nor constraints on propulsion power P(v, u), as in (3) . However, the results of this letter can be extended to include such constraints. Alternatively, constraints on propulsion power can be incorporated by connecting the eco-driving to vehicle energy management, as was done in [15] and [17] , where power constraints of powertrain components are present.
In general, (1) is a nonlinear optimal control problem that might have multiple local solutions due to specific features of the vehicle model and road profile, see (2) . This implies that direct optimization methods or methods based on PMP only provide candidate minima, which might not correspond to the global solution to problem (1).
III. CONVEXITY IN RELATION TO DISCRETIZATION
To illustrate that the solution methods for the control problem (1) can introduce nonconvexity, which might complicate finding the global minimum, a simplified version of problem (1) is considered in this section. Using this simplified example, we will illustrate a possible reformulation of the problem as a convex optimal control problem, which implies the existence of a unique solution. Because of the presence of state constraints in (1), we will focus on discrete-time approximations of the optimal control, which might by itself introduce nonconvexity, even for specific cases where the continuous-time problem (1) is convex.
For a simplified version of problem (1) used in this section, consider β 0 = 0, β 1 = 1 and β 2 = 0 in (3), which corresponds to an electric motor with perfect energy conversion and no friction and Ohmic losses. Constant velocity bounds are also considered. Moreover, assume a flat road, meaning that α(s) = 0 so that the rolling friction is constant, i.e., cos(α(s)) = 1, and the gravitational force has no effect on the longitudinal vehicle dynamics as sin(α(s)) = 0. Under these assumptions, (1)- (3) reduces to min
subject to (1c)- (1f) and
The above optimization problem is nonconvex due to (4b), meaning that application of PMP or finite dimensional optimization methods cannot guarantee a global optimal solution. We will show how this problem can be reformulated as a convex optimization problem, where we focus on discretetime approximations so that static optimization methods can be applied.
A. Direct Discretization
In order to illustrate that caution should be taken when discretizing the optimal control problem (4) with (1c)-(1f), we show that direct discretization leads to a nonconvex optimization problem. In an attempt to assess convexity of (4) with (1c)-(1f), we eliminate u(t) by substituting the equality constraints (4b) into the objective function (4a), thereby producing an equivalent optimization problem. This procedure is a useful tool to analyse the convexity of the problem in the feasible set, see [18] , and leads to min
subject to (1c)-(1f). In order to solve (5) subject to (1c)-(1f), using direct optimization methods, we can approximate the integral in the objective function using a forward Euler discretization method at v k = v(t k ) and s k = s(t k ), i.e., at instances t k , k ∈ {0, . . . , N}, for some N ∈ N, where t k+1 > t k , t 0 = t o , t N = t f and step size τ k = t k+1 −t k > 0. This leads to a forward Euler discretization of the objective function in (5), given by
which can be rewritten as
using (1e). The last term in this expression is nonconvex, which is a direct consequence of the forward Euler discretization. It should be noted that this result is independent of the step size τ k and a similar conclusion can be drawn from the application of a backward Euler method. This shows the loss of convexity when applying discrete-time approximations of the eco-driving problem (1). Higher-order discrete approximations of (5) possibly lead to a convex optimization problem, albeit at the cost of increased complexity. Instead, we will here reformulate the optimal control problem (5) subject to (1c)-(1f) in a way that introduction of nonconvex terms is avoided, as will be shown below.
B. Continuous-Time Reformulation
The reformulation of the simplified eco-driving problem is based on the observation that, instead of discretizing the objective function directly, the first two terms in (5) can be integrated over the boundary conditions (1d) and (1e) to obtain min
subject to (1c)-(1f). The two terms in this objective function describe the change in kinetic energy of the vehicle over the complete trajectory, and the loss due to rolling resistance, respectively. Since v o , s o , v f and s f are known, these terms do not influence the optimal solution. Interestingly, the remaining term describes the energy losses due to aerodynamic drag. Thus, the reduced expression is discretized using a forward Euler approach, leading to
subject to
The resulting discrete objective function (9) is convex for v k > 0, which corresponds to the vehicle driving in forward direction.
Hence, this simplified case shows that a direct discretization of the eco-driving can lead to a nonconvex optimization problem, while a reformulated problem yields a convex optimization problem after discretization. The ideas in this section will be extended in the next section towards the complete eco-driving problem (1) to prove the existence of a unique solution of the optimal control problem.
IV. A GLOBAL SOLUTION TO THE ECO-DRIVING
PROBLEM In this section, the ideas presented in Section III will be applied to problem (1), without making the simplifications considered in Section III. This allows an equivalent optimization problem of reduced complexity to be formulated, which can be discretized using a forward Euler method without introducing additional nonconvex terms. The structure of the reduced discrete-time optimal control problem will be exploited to prove that a unique global optimal solution exists under mild and realistic conditions.
A. Reduction of the Continuous-Time Problem
Nonconvex optimization problems can show multiple local minima, therefore finding a global solution of the problem could be a cumbersome task. Nonconvexity is not only a consequence of a discretization action, it can also be related to other parameters of the nonlinear optimal control problem (1). For instance, (1a) could be a nonconvex objective function, which occurs for particular values of β 0 , β 1 and β 2 that make (3) a nonconvex function. Moreover, a realistic road grade α(s) might also introduce nonconvexity in the equality constraint (1b). As done in the previous section, an equivalent optimal control problem will be obtained by substituting the equality constraint (1b) into the objective function.
Adopting the basic ideas presented in Section III, the continuous-time optimal control problem (1) is reformulated into a convenient form given by
where a(t) is a new decision variable, which represents the vehicle acceleration, and f (v, s) is given by (2) . It is important to remark that (10a) is obtained from the substitution of (1b) into (1a), and its integrand is given by
in which γ g (s) = sin(α(s)) and γ r (s) = cos(α(s)). The relevance of (11) is that it contains information of the longitudinal vehicle dynamics, where the majority of the nonlinearities of the problem are embedded. This information and the structure of the problem (10) with (1c)-(1f) can be exploited to obtain a reduced, yet equivalent, optimal control problem. The first step to achieve this goal is to observe that γ g (s) = dh ds and γ r (s) = ds ds (12) where h(s) is the given elevation profile and s (t) is the horizontal projection of s(t). The validity of these expressions can be explained using Fig. 1 , where the geometry in this physical configuration shows that for any specific point in the road, the change in elevation and horizontal projection with respect to the displacement are given by dh ds = sin(α(s)), and ds ds = cos(α(s)), respectively. The next step is to remove the terms in the objective function (10a) that can be solved in advance and have no contribution to the optimal control problem. In particular, consider the following terms from (10a): 
The first equality in (13) is obtained by substitution of (1c), (10b) and (12), and the second equality by solving the integral over the boundary conditions of the problem. The first two terms shows that the total kinetic and potential energy of the vehicle depend only on the velocities and elevations at the boundaries. In a similar way, the last two terms demonstrate that part of the energy consumed by the drag and rolling forces, respectively, are defined by the velocity and horizontal displacement at the boundaries. Since the value of (13) is given by the boundary conditions of the optimization problem (10), it is possible to rewrite (10a) as
where
Removing the constant term E G from the objective function, thereby changing (11) to (15) in the optimal control problem, does not change its optimal solution.
B. Unique Solution to the Discrete-Time Optimal Control Problem
The reduced continuous-time optimal control problem obtained in the previous section can be discretized in order to make it solvable using static optimization methods. In this section, it will be shown that the discrete-time problem has a unique solution under realistic conditions and an efficient method to obtain this global minimum will be presented in Section V.
In order to discretize the problem, we consider again a forward Euler discretization method and define a k = a(t k ),
The theorem below is the main results of this section and provides conditions under which the optimal control problem (16) has a unique global minimum.
Theorem 1: Suppose optimization problem (16) ds ) = −1 for all k ∈ {0, . . . , N − 1}, optimization problem (16) has a unique global minimum.
Proof: The first-order necessary conditions for optimality of (16) are given by the so-called Karuhn-Kuhn-Tucker (KKT) conditions, see [18] . Instrumental in these KKT conditions is the Lagrangian
Since all constraints are linear, a critical point, or stationary point, of (16) is characterized by
and
described by (16b) and (16c) respectively for some Lagrange multipliers κ k , λ k and
and κ 0 , λ 0 , κ N , and λ N chosen such a way that (16d) and (16e) are satisfied. Now rewriting (18a) as
and substituting this into (18b) yields
Substituting (19) into (16c) leads to a characterization of a critical point of (16), given by
and φ(s) = γ g (s) + c r γ r (s). For this characterization, μ k ≥ 0 and ν k ≥ 0 can always be uniquely chosen so that λ k has the value needed to ensure v ≤ v k ≤ v, while satisfying (18d). Furthermore, since the matrix
rank for every k ∈ {0, . . . , N − 1} by the hypothesis of the theorem, every pair (κ N , λ N ) leads to a unique trajectory of κ k and λ k , meaning that they can be uniquely chosen such that (16d) and (16e) are satisfied if (16) is feasible. The KKT conditions provide necessary conditions for optimality in the sense that they characterize points that satisfy
for all feasible directions d at x. In the above equation ∇F(x) is the gradient of the objective function (16a), where
, and the feasible directions d at x ∈ F are all vectors that satisfy x + αd ∈ F for some α > 0 and where F = {x| (16b) − (16f)}, which is a compact set. Points satisfying (22) can in principle be minima, maxima or saddle points. Because of uniqueness of the solutions to (21), the obtained critical point has to be a minimum.
Indeed, suppose the critical point would be a maximum or a saddle point, there would exist at least one other x that would satisfy the necessary conditions. In other words, if x is a saddle point or a maximum, it is possible to move away from this x and lower the value of the objective function until the boundary of the feasible set F would be reached. At this point, we would find another point x that satisfies (22). This contradicts the fact that there is only one critical point. Therefore, this unique critical point has to be the global minimum, which completes the proof.
Remark 1:
The conditions presented in Theorem 1 are satisfied for many realistic cases. For instance, β 2 > 0 is always satisfied if Ohmic losses of the electric motor are considered in the objective function. Moreover, standard road design guidelines, e.g, [19] , suggest curvatures that yield |
V. SOLUTION TO THE ECO-DRIVING PROBLEM In this section, we will propose an efficient numerical method for solving the optimal control problem (16) . The solution method we propose uses Sequential Quadratic Programming (SQP). The effectiveness of SQP to solve constrained nonlinear optimization problems is the main reason for the large acceptance of this method. The scent of this approach is to iteratively solve linearly constrained quadratic (QP) sub-problems, that are an approximation of the original problem evaluated in a previous solution, until some convergence criterion is achieved [20] . The uniqueness of the solution guarantees that the SQP algorithm finds the global minimum, provided that the algorithm converges.
Since the objective function in (16) is nonconvex even after the reformulation and reduction presneted in Section IV, we employ the results of [21] to formulate a convex QP subproblem by making an approximation of the Hessian matrix of (15), which is given by
in which we have omitted the arguments of the function P R (a, s, v) for compactness of notation, and where The approximated Hessian matrix allow us to solve the ecodriving problem by sequentially solving the following convex second-order approximation of (15) as:
subject to (16b)-(16f), where
In (27) 
VI. NUMERICAL EXAMPLES
In this section, the SQP algorithm proposed in Section V is used to find the optimal solution of two numerical examples of the eco-driving problem.
A. Benchmark Problem for Electric Vehicles
In this example, we revisit the numerical benchmark problem for eco-driving that have been introduced in [10] and uses PMP to solve it. The energy consumption in this model considers a frictionless electric motor, i.e., β 0 = 0. The effects of the rolling force in the vehicle are assumed to be constant, i.e., γ r = 1, while the effects of the gravitational force are described by
It is important to note that the polynomial function γ (s) also embeds information related to the road profile used in this example. In Table I , the parameters presented in [10] are translated to the eco-driving formulation proposed in this letter. Since the example of [10] is a numerical example, the parameters in Table I and the optimal solution do not have a physical interpretation. The method proposed in Section V returns an optimal solution that is depicted in Fig. 2a . This solution shows the same features reported in [10] . In fact, the final cost obtained using SQP is 1.2295 × 10 6 , which differs only 0.0767% from the results reported in [10] , while having a similar computation time. Considering that in this case β 2 > 0, from Theorem 1, it is posible to conclude that the solution is a global minimum of the problem. Using the SQP approach presented in this letter, velocity constraints can be easily added, as shown in Fig. 2b , which is not straightforward using the PMP-based approach of [10] .
B. Hybrid Electric Heavy-Duty Vehicle
In this example, a hybrid electric heavy-duty vehicle driving at a constant speed is compared with an eco-driving strategy, where the velocity is allowed to change between given bounds. The settings of the eco-driving problem used in this example are summarized in Table II 
which is depicted in Fig. 3 as a green surface. The constant-speed driving profile is described by a solid line in Fig. 3 . In this case, the total energy consumed by the vehicle is 3.0719 × 10 4 [kJ] . On the other hand, the dashed line presented in Fig. 3 describes the optimal control force u and velocity profile v obtained as the global solution to the eco-driving optimal control problem studied in this case. The total energy consumed by the vehicle under this strategy is 2.843×10 4 [kJ], which is approximately 7.44% lower than the energy consumed by the vehicle driving at constant velocity.
VII. CONCLUSION
In this letter, a detailed study has been conducted on the global optimality of the eco-driving optimal control problem.
We have proposed to reformulate and discretize the problem and have subsequently derived conditions that guarantee the existence of the global solution to the eco-driving problem. Taking advantage of these results, a SQP algorithm that efficiently solves the eco-driving problem has been proposed. The methodologies and results were illustrated in two numerical examples.
