A full dynamic model in the form of the shallow water equations (SWE) is often useful for reproducing the unsteady flow in open channels, as well as over a floodplain. However, most of the numerical algorithms applied to the solution of the SWE fail when flood wave propagation over an initially dry area is simulated. The main problems are related to the very small or negative values of water depths occurring in the vicinity of a moving wet-dry front, which lead to instability in numerical solutions. To overcome these difficulties, a simplified model in the form of a non-linear diffusive wave equation (DWE) can be used. The diffusive wave approach requires numerical algorithms that are much simpler, and consequently, the computational process is more effective than in the case of the SWE. In this paper, the numerical solution of the one-dimensional DWE based on the modified finite element method is verified in terms of accuracy. The resulting solutions of the DWE are compared with the corresponding benchmark solution of the one-dimensional SWE obtained by means of the finite volume methods. The results of numerical experiments show that the algorithm applied is capable of reproducing the reference solution with satisfactory accuracy even for a rapidly varied wave over a dry bottom.
Introduction
The simulation of floodplain inundation due to a dam break or a dike break has been the subject of many studies. To predict these events in terms of the spatial and temporal extent of the wetting front, the shallow water equations (SWE) are generally used. The SWE, referred to as the dynamic wave model, describe the unsteady flow in water bodies of small depths, where the hydrostatic pressure distribution and a uniform velocity in depth are assumed (Tan 1992 , Abbot 1979 ). In the one-dimensional case, 112 D. Gąsiorowski the SWE model is based on the continuity and dynamic equation, which can be written in the conservative form as follows:
where:
g -acceleration due to gravity, h -water depth, h = H − Z, H -water level elevation above the assumed datum, n -Manning roughness coefficient, t -time, u -depth-averaged velocity, x -space co-ordinate, Z -bottom level above the assumed datum.
In dynamic equation (2) the first two terms constitute the inertial force exerted on the fluid element, whereas the next three terms represent the action of pressure, friction force, and gravity force, respectively.
Although the SWE are useful for simulating the flood wave propagation, there are certain problems related to the solution of these equations over a dry area with a moving wet-dry front. In such a situation, very small local water depths simulated at this front result in extremely high velocities, which in turn lead to negative values of water depths and numerical instabilities. This problem is mainly connected with the numerical discretization of the friction term in Eq. (2), which achieves a significant unbalanced value when very small depths occur in overland flow (Horritt 2002 , Prestininzi 2008 . Another difficulty arises from the treatment of the gravitational term in numerical schemes during the simulation of transient flow over a bottom with complex bathymetry. Then, mixed subcritical and supercritical regimes can also lead to instability, which manifests itself in the form of non-physical oscillations. For these reasons, the numerical solution of the SWE constitutes a non-trivial problem and requires a special treatment for overland flow problems. There are various numerical methods for reproducing a moving wet-dry front by means of the SWE. Most of these algorithms are based on the finite volume methods (Begnudelli and Sanders 2006 , Szydłowski 2007 , Szydłowski and Magnuszewski 2007 , Liang and Borthwick 2009 , as well as on the finite element methods (Gourgue et al 2009 , Heniche et al 2000 , Horritt 2002 , Ortiz 2013 . Although these methods produce satisfactory results, they are not general, and for certain hydrodynamic conditions the solution of the SWE requires an additional numerical procedure or cannot be obtained at all.
To overcome the difficulties involved in the simulation of unsteady flow over an initially dry area, the simplified diffusive wave equation (DWE) can be applied. This approach neglects the inertial force represented by the local and advective accelerations in Eq. (2) of the SWE. Then one obtains a continuity equation and a simplified dynamic equation, which can be reduced to a single transport equation. A comprehensive presentation focusing on the derivation of the DWE in different forms can be found in Singh (1996) . In the case of a one-dimensional problem, the diffusive approach can be described by the following equation (Hromadka and Yen 1986) :
where the coefficients of diffusion K is expressed as follows:
Eq. (3) is a nonlinear diffusive wave equation of the 2 nd order of parabolic type, where only one unknown function in the form of the water level H is introduced. Since the diffusive wave equation does not include the inertia force, the unsteady flow process is caused by the interaction pressure, gravity, and friction forces only. In spite of the simplification, the diffusive model is a satisfactory approximation of the full dynamic model described by the SWE. According to the literature (Hsu et al 2000 , Zhang et al 2004 , Moussa and Bocquillon 2009 , the diffusive approach can be recommended for analyzing the overland flow or the dike-break-induced flow, where the inundation process is caused by a slowly varying flood wave. The diffusive wave approximation has also been successfully used in reproducing flow with discontinuity, which arises during a sudden breaching of a dam (Hromadka 1985 , Prestininzi 2008 . Moreover, the simulation of overland flow by means of the DWE does not require a special treatment with a moving wet-dry front, or with a distinction between subcritical and supercritical flow over complex bathymetry. Consequently, it leads to a much simpler and more computationally effective algorithm than in the case of the SWE Although many studies deal with the applicability of the diffusive wave approach to open channels, similar investigations for overland flow have not been given sufficient attention in the literature. Only a few benchmarking studies have recently been devoted to this problem (see, for example, Neal et al 2011) . One of the reasons is a lack of observation data of adequate accuracy collected during real flood events, which could subsequently be used for comparisons. On the other hand, since the DWE is non-linear, there is no general analytical solution that could be applied to practical floodplain inundation problems. For these reasons, it seems interesting to find out how the effects of diffusive simplification applied to the full dynamic model can influence the accuracy of numerical solutions. In this paper, the objective is to verify the numerical algorithm applied to the solution of the 1D diffusive wave equation for reproducing the propagation of a flood wave over an initially dry domain. The DWE considered here is spatially discretized by the modified finite element method with linear shape functions, whereas the time integration of the resulting ordinary differential equations is carried out by a two-level difference scheme. The results of numerical calculations performed for the DWE are compared with the corresponding reference solution of the one-dimensional SWE obtained by means of the finite volume methods based on the wave-propagation algorithm.
Numerical Solution of 1D Diffusive Equation
A number of numerical algorithms for the solution of the DWE with regard to overland flow problems have been developed. These algorithms can be distinguished mainly with respect to the methods applied to the spatial discretization. The most popular approach is the finite difference method (FDM). This method, based on the nodal domain integration method, was developed by Hromadka and Yen (1986) and Lal (1998) . Using the FDM approach, Cunge (1975) derived a storage cell approximation of the diffusive wave, which is widely used for floodplain inundation (Horrit and Bates 2002 , Moussa and Bocquillon 2009 , Bates, Horrit and Fewtrell 2010 . Several studies on the simulation of overland flow by the DWE have also been conducted using the FVM (Prestinizi 2008 , Szydłowski 2008 . For the spatial integration of the DWE, the modified Galerkin finite element method (FEM) can be used. Originally, such an approach has been proposed by Szymkiewicz (1995) for transport and unsteady flow equations in an open channel. The modified FEM has also been developed for the simulation of floodplain inundation by the 2D DWE (Szymkiewicz and Gąsiorowski 2012) , as well as for the 1D DWE (Gąsiorowski 2013 (Gąsiorowski , 2014 . In the modified FEM approach for the 1D case, where the domain of length L with a structure of M − 1 linear elements is assumed (Fig. 1) , the solution of Eq. (3) must satisfy the following condition:
where: In the Galerkin procedure, the exact solution H(x, t) is approximated in the solution domain by the following formula (Fletcher 1991) :
where H j (t) is the nodal value of the function H(x, t), whereas N j (x) and N j+1 (x) represent the linear shape functions which take non-zero values in the elements j and j + 1, respectively. The modification of the standard Galerkin procedure is carried out in space dimension during the integration process. According to this approach, the integral of the approximated function H a and the shape function can be expressed in each element as follows (Szymkiewicz 2010 ):
where ω is a weighting parameter ranging from 0 to 1, and ∆x is the length of an element (distance between nodes). These modified approximations are applied to the time derivative only, whereas the term with the spatial derivative of the 2 nd order is performed by the standard Galerkin approach. In this case, however, because of the application of the linear shape functions, integration by parts for the diffusive term must also be used at first to decrease the order of the derivative. This procedure is carried out for all integrals in Eq. (5). Finally, a global system of ordinary differential equations (ODE) with regard to time is obtained:
• for j = 2, 3, . . . , M − 1
where
are the average nodal values of the diffusion coefficient. This system can be rewritten to the matrix form:
H -vector of the nodal values of the unknown function H(t),
F -vector of the fluxes through the ends.
During the spatial integration of diffusive terms in Eq. (5), it was assumed that the diffusion coefficient is constant over an element and equal to its average value K. An improper averaging of the diffusion coefficient can cause significant complications during numerical solution. These problems are observed especially for overland flow with a steep wave front or for steady flow over an obstacle. In the latter situation an inaccurate approximation by the standard arithmetic average leads to a unphysical solution, which manifests itself in an excessive accumulation of water volume in the vicinity of the obstacle. One of possible approaches providing satisfactory results for such hydrodynamic conditions is the arithmetic average based on the previously calculated nodal values of the diffusion coefficient (Gąsiorowski 2014) :
where the nodal values of the coefficients K j and K j+1 are given by (see Eq. (4)):
The value of the diffusion coefficient K must be maintained within an appropriate limit in the vicinity of the moving front. For this reason, it is assumed that the diffusion coefficient is equal to zero when the value of water depth is negative or zero, or when the water stage gradient takes a small value, i.e. ∂H/∂x < ε, where ε represents the assumed tolerance (Lal 1998) . For floodplain application, ε = 10 −6 is usually used. As far as the time integration of the ODE (9) is concerned, it should be remembered that this process corresponds to the solution of an initial value problem. In such a case, the numerical integration of the ODE can be performed by a two-level difference scheme (Szymkiewicz 2010) :
which, applied for the Eq. (9), leads to the following system of algebraic equations:
H t , H t+∆t -vectors of nodal values at the time levels t and t + ∆t, respectively, B t , B t+∆t -variable matrixes at the time levels t and t + ∆t, respectively, F t , F t+∆t -vectors of the fluxes through the ends at the time levels t and t + ∆t, respectively, ∆t -time step, θ -weighting parameter from the range < 0, 1 >.
The resulting system must be closed by boundary conditions imposed at both ends of the domain section considered. Since the Dirichlet condition or an impervious boundary with zero flux will be imposed in the analysis, then the term representing flux by boundary (vector F) disappears. It is worth adding that the application of the DWE in combination with the FEM makes it possible to find in a natural way the boundaries of the flow that are associated with a moving wet-dry front where the zero depth condition is encountered.
Numerical Experiments
In order to estimate the accuracy of the DWE (Eq. (3)) for overland flow, the numerical solution of the one-dimensional SWE (Eqs (1)- (2)) is used. Such a solution is treated as a reference solution, which is compared with the one corresponding to the results of calculations obtained by the DWE. For the solution of the SWE, the finite volume method is applied in the form of the wave-propagation algorithm. This algorithm, proposed by Leveque (1997) , is based on the wave structure of the approximate solution of the Riemann problem. A comprehensive presentation of the algorithm is 118 D. Gąsiorowski given by LeVeque (2002) and Bale et al (2002) , and an example of its application in reproducing a dike-break-induced flow has been presented by Gąsiorowski (2011) .
Test 1 -Wave Propagation over a Sloping Bottom
In the numerical test, the one-dimensional wave propagation problem over a dry bottom is considered for a rectangular channel of length L = 4000 m where the Manning roughness coefficient n is equal to 0.05 m −1/3 s. Calculations were performed for a bottom slope varying in the range of 0 ≤ S ≤ 0.001. Since the initial condition at time t = 0 involves a dry area, then the water levels correspond to the bottom elevations H(x, t = 0) = Z(x). However, for the SWE case, a thin film of water over the dry bottom must be used to control the small or negative values of water depths that may occur during simulations. For this reason, at the initial time, a constant water depth greater than zero is assumed, i.e. h(x, t = 0) = 0.01 m. At the upstream boundary end x = 0, the inflow boundary condition (Fig. 2) in the form of a water level varying in time is imposed H(x = 0, t) = H 0 (t). At the downstream end x = L, an impervious boundary with a zero flux ∂H/∂x = 0 is applied. This boundary is far enough from the domain of solution where a wetting front occurs. In the case of the SWE, an additional initial condition must be imposed. Therefore, zero values are assumed for the depth-averaged velocity at the initial time t = 0, i.e. u(x, t = 0) = u(x) = 0. The computation domain was covered with finite elements ∆x = 2 m (Fig. 1) . Numerical simulations were run with the time step ∆t = 2 s for the DWE and with ∆t = 0.1 s for the SWE. To avoid unphysical oscillations generated by the algorithm applied, the values of the weighting parameters ω = 0.7 in the modified FEM and θ = 0.65 in the two-level difference scheme are used. Such values of the parameters ensure a stable solution, and at the same time numerical diffusion only insignificantly affects the accuracy of the results obtained (Gąsiorowski 2014) . In the first experiment, the effect of the bottom slope S on the DWE accuracy is examined. A comparison between the SWE and DWE approaches in terms of water level series at selected control points (x 1 = 500 m, x 2 = 1000 m, x 3 = 1500 m) is given in Fig. 3 . Additionally, in each test case, the results of computations are compared with respect to the root mean square error RMS, the relative error in the water level peak E H , and the relative error in time to the position of the wetting front E T . Theses errors are defined as follows:
RMS -root mean square error over a period of N time steps, H SW,t and H DW,1 -water levels for a given control point computed at time step t corresponding to the SWE and DWE, respectively, E H -relative error in the water level peak, H SW,max and H DW,max -water level peak corresponding to the SWE and DWE solutions, respectively, E T -relative error in time to the position of a wetting front, ∆T -time difference in terms of the position of wetting fronts between the SWE and DWE solutions, T mean -average time to the water level peak; in this study T mean = 600 s is used.
The values of RMS, E H , and E T errors calculated for each variant of the bottom slope at three selected control points (x 1 = 500 m, x 2 = 1000 m, x 3 = 1500 m) are summarized in Tab. 1. Table 1 . Impact of bottom slopes on RMS, E H , and E T errors computed at selected control points (x 1 = 500 m, x 2 = 1000 m, x 3 = 1500 m) It can be seen that the results obtained by the DWE approach for a steep slope with S = 0.001 (Fig. 3d) are very close to the reference solution, where the RMS error for the points x 1 , x 2 , x 3 takes the values between 0.020 and 0.017 m, and the relative errors E H and E T are less than 0.7%. However, as the bottom slope decreases, the DWE solution increasingly deviates from the reference solution -for example, at the point x 3 the corresponding RMS error varies from 0.017 m to 0.055 m. This tendency is especially apparent for small values of slope: S = 0.0001 and S = 0 (Fig. 3a, Fig.  3b ). In these cases, the DWE approach gives a slightly underestimated solution with regard to the peak water level, and the error E H for all control points ranges from 0.72% to 2.69%. The maximal difference between solutions is obtained for a zero bottom slope at the control point x 3 (Fig. 3a) , where the corresponding RMS, E H , and E T errors take the values of 0.055 m, 2.69% and 3%, respectively. It is worth noting that a similar tendency in the relationship between the bottom slope and the error in the peak water level was reported by Hromadka (1986) for a dam-break-induced flow.
Test 2 -Wave Propagation over a Hump
We next consider flood wave propagation over a horizontal bottom with a hump located in the central part of the domain (Fig. 4a) . In this test, the same parameters of channel, spatial discretization, and initial-boundary conditions are used as in the previous test. Only the shape of the inflow hydrograph at the upstream boundary is modified, as it is depicted in Fig. 4b . Simulations were performed for four variants of the inflow boundary condition, which differ in the time T max to the peak water level. This time ranges from 10 s to 900 s. Such a condition makes it possible to control the rate of flood wave propagation. The imposed hydrograph with a short time T max generates a rapidly varied wave, whereas a longer time causes the water wave to propagate freely over the dry area. Figure 5 shows water level profiles computed at selected times, whereas in Fig. 6 the time series at the control points x 1 = 500, x 2 = 1000, and x 3 = 1500 m are presented. The results of computations are also compared in terms of RMS, E H , and E T errors, which are summarized in Tab. 2. These results, in combination with error analysis, indicate that as the rate of wave propagation increases (i.e. time T max decreases), the solution of the DWE increasingly differs from the reference solution obtained by the SWE. In this case, at the point x 3 the RMS error varies from 0.037 m to 0.091 m, whereas the relative error E T in time to the position of a wetting front ranges from 1% to 3.67%. For a slowly varied wave with T max = 900 s ( Fig. 5d and Fig. 6d) , the DWE solution converges with the benchmark solution, where the corresponding errors take low values for all control points (RMS < 0.040 m, E H < 1.8%, and E T ≤ 1%). However, in Fig. 5a and Fig. 5b we can observe that, for rapidly varied waves, significant differences between the two approaches in the position of fronts occur at the point x 2 which is located on a hump. For the shortest time T max = 10 s (Fig. 5a) , the RMS and E T errors calculated at the point x 2 take the maximal values of 0.073 m and 2.33%, respectively. In this case, flow in the vicinity of the hump has a more complex structure than at other points of the computational domain. Consequently, the simplified diffusive wave model cannot accurately reproduce such local hydrodynamic phenomena because of the lack of an inertial term. It is worth noting that the imposed condition with a short time to the peak water level (T max = 10 s) generates a rather rapid wave in comparison with those that can be observed in floodplain inundation problems. In a typical dike-break-induced flow, the wave propagates more gradually over a few minutes rather than seconds. Therefore, it seems that the algorithm applied is capable of reproducing the flood wave propagation over a dry floodplain with good accuracy. 
Conclusions
In this paper, the numerical solution of the one-dimensional DWE was compared with the corresponding reference solution of the SWE obtained by means of the finite volume methods. The accuracy of the DWE was evaluated by two numerical experiments, in which the propagation of a flood wave over a dry bottom was simulated. The tests were carried out for various bottom slopes, as well as for different shapes of the upstream boundary conditions. The results obtained indicate that, although the simplified diffusive model does not include the inertia force, it can effectively reproduce floodplain inundation. The numerical algorithm applied to the solution of the DWE gives accurate results for slowly varied waves, as well as for steep bottom slopes. In the case of a rapidly varied wave over a hump, the diffusive wave approximation gives a slightly inaccurate solution. In spite of that, it seems that the DWE approach can be employed in combination with the FEM for the modeling of wave propagation problems where we need to determine the boundaries of a floodplain temporarily covered by water. It should be emphasized, however, that the preliminary results obtained for one-dimensional flow cannot be directly extended to a two-dimensional problem. This aspect of modeling needs further investigation.
