This paper introduces a kernel-based sampling approach for image reconstruction and meshing. Given an input image and a user-specified number of points, the proposed method can automatically generate adaptive distribution of samples globally. We formulate the problem as an optimization to reconstruct the image by summing a small number of Gaussian kernels to approximate the given target image intensity or density. Each Gaussian kernel has the fixed size and the same energy. After the optimization, the samples are well distributed according to the image intensity or density variations as well as faithfully preserved the feature edges, which can be used to reconstruct high-quality images. Finally, we generate the adaptive triangular or tetrahedral meshes based on the well-spaced samples in 2D and 3D images. Our results are compared qualitatively and quantitatively with the state-of-the-art in image sampling and reconstruction on several examples by using the standard measurement criteria.
Introduction
Sampling and reconstruction are widely used in computer graphics and its applications, such as halftoning and stippling, point-based rendering, and geometry processing, etc. There are several excellent surveys that describe different algorithms and their used domains (Mitchell, 1990; Glassner, 1995; Dutre et al., 2006; Pharr and Humphreys, 2004; Zwicker et al., 2015) . One of the most important properties of the sampling distributions is adapting to a given image, so that the number of points in a region is proportional to the image density as well as the positions of points do well preserve the object shapes in the image without aliasing artifacts. Another desirable property is possessing spectral characteristics, i.e., blue noise property, such as Poisson disc samplings (Deussen et al., 2000 ), Lloyd's method for weighted Voronoi stippling (Secord, 2002) , a variant of Lloyd's method by using capacity-constrained Voronoi tessellation (CCVT) (Balzer et al., 2009) , an interacting particle model for electrostatic halftoning (Schmaltz et al., 2010) , variational blue noise sampling (Chen et al., 2012 ), etc. Recently, Fattal (2011 presented a kernel density approach for generating point sets with high-quality blue noise properties that formulates the problem using a statistical mechanics interacting particle model. However, in the Fattal's method, users cannot explicitly specify the final sampling population since each kernel has a different size and the final sampling density is controlled by a statistical mechanism with local interactions. Thus if the initialization does not have a good estimation of target density, it will obtain a poor result. Besides that, all the above previous sampling methods mainly focus on blue noise characteristics without considering the fidelity of the sampling result to the original image, and the reconstructed image quality.
In this paper, we propose a method to minimize a total energy that is the difference between the total summation of a user-specified number of Gaussian energies and the given input image, leading to an adaptive distribution of samples, i.e., the Gaussian kernel centers, conforming to the input image intensity or density, which is determined by different applications. For instance, image intensity is used in image reconstruction; image density is used in stippling; and both of them can be used in adaptive mesh generation. Each Gaussian kernel has the fixed size and the same energy, enforcing the equal importance of each sample in the distribution. Then, the formula for the explicit gradient of the proposed energy function is derived and an efficient numeric approach is proposed to optimize the energy function by using a fast local search based on the L-BFGS method (Liu and Nocedal, 1989) . After the optimization, the samples are well distributed according to the image intensity or density variations, i.e., densely in the high intensity or density regions and sparsely in the low intensity or density regions. Since each sample endowed with a fixed Gaussian energy, we can obtain the reconstructed image by summing all these sampling kernels at the optimized positions together. Finally, the adaptive triangular or tetrahedral meshes are generated based on the well-spaced samples in 2D and 3D images. This paper makes the following contributions for generating high-fidelity adaptive samplings resulting in computing high-quality images and meshes:
• It introduces a new kernel-based approach and consists in optimizing all the samples with kernel energies globally without explicit control of sample population, so that it is sufficiently simple and efficient. The key idea is derived from reconstructing a high-quality image by using the sparse sampling points with kernel energies. When the total energy is optimized, the samples in the image domain will achieve the adaptive pattern with the desired input image intensity or density, as well as faithfully preserve the image feature edges. Since the samples have regular/adaptive patterns in the constant or linear intensity variation regions, and meanwhile well capture the sharp image features, i.e., non-linear intensity variation regions, we can generate high-quality adaptive triangular or tetrahedral meshes based on the well-spaced samples in 2D and 3D images.
• It presents a computationally feasible and efficient method for our energy optimization (Sec. 3). The computational complexity is O (n + m), where n is the number of sampling points, and m is the number of pixels in the image domain.
Such energy is C ∞ smoothness and energy optimization strategy demonstrates very fast convergence speed, without any need for the explicit control of sampling population (e.g., dynamically inserting or deleting samples to meet the input given image intensity or density).
Related work
There are extensive studies in the literatures about the sampling distribution and its applications in image reconstruction. We mainly review the most related previous works to our study.
Point distribution and sampling
In computer graphics, sampling distribution on the image space has become an interesting research topic in the past few decades. Poisson disk samplings (Dippé and Wold, 1985) are uniformly distributed in space without overlapping between disks according to the predefined radius and have good spectrally sampling patterns. Cook (1986) proposed a dart throwing algorithm to generate point distributions. Deussen et al. (2000) generated the stipple drawings by using Poisson disc distributions. Liang et al. (2015) proposed a Poisson disk sampling algorithm based on disk packing for image stippling. Xing et al. (2014) presented highly parallel algorithms for remeshing polygonal models based on the sampling points from human visual perception. In the recent decades, Lloyd's (1982) method is a traditional method to compute centroidal Voronoi tessellation (CVT) for the uniform sampling distribution. McCool and Fiume (1992) improved the spectral properties of the results from Lloyd's method, but without explicit termination criteria. Moreover, Lloyd's method can provide a facility to generate the density sampling by specifying a target density function by Secord (2002) . In Balzer et al.'s (2009) work, they proposed a variant of Lloyd's method by imposing a capacity constraint on the Voronoi tessellation. Schmaltz et al. (2010) generated halftoning using an interactive particle system inspired by the physical principles of electrostatics. The computational complexity of the above methods is very high as compared in Sec. 7.1. Chen et al. (2012) proposed an efficient variational framework based on an energy function combining the CVT energy and the CCVT energy. Zhong et al. (2013) used the Gaussian kernel to define an inter-particle energy and forces for surface meshing. Their method is formulated based on minimizing the total particle energy and our proposed method is to minimize the total reconstruction errors; besides that, two methods have different applications. Recently, Fattal (2011) presented a kernel density model for generating point sets with blue noise properties that formulates the problem using a statistical mechanics interacting particle model. However, in the Fattal's method, users cannot explicitly specify the final sampling population and the final density is controlled by a statistical mechanism with local interactions. Thus if the initialization of the sampling does not have a good estimation of target density, it will obtain a poor result. Furthermore, his method cannot well capture the image sharp features and we have compared with our method in Sec. 7.2. Generally, our kernel-based approach is different and consists in optimizing all the samples globally without explicit control of sample population, so that it makes the computation simple and efficient.
Sampling for image reconstruction
Nowadays, non-uniform sampling has been used to solve aliasing problem in image reconstruction and representation. The basic idea of these kinds of techniques is to compute the error of each pixel between the reconstructed value and the target value, and then adaptively distribute more sampling points in pixels with large errors. Mitchell (1987) has proposed the pioneering work in generating antialiased image by using samples. Bala et al. (2003) described an interactive rendering approach by explicitly representing edges. However, in such method, artifacts may occur once the edge detection fails. Our approach can automatically capture the image feature edges during the optimization without any extra pre-processing work. Bolin and Meyer (1998) used Haar wavelets and developed a perceptual error metric for adaptive sampling. Farrugia and Péroche (2004) presented an adaptive perceptually based image metric for rendering algorithm. Adaptive wavelet rendering technique proposed by Overbeck et al. (2009) is based on smoothing the image and distributing new samples iteratively. Chen et al. (2011) proposed adaptive sampling for reconstruction with depth of field effects. Recently, Rousselle et al. (2011) introduced an approach for image space adaptive sampling and reconstruction in Monte Carlo rendering. Our approach in this paper handles the reconstruction problem in 2D and 3D image spaces by using kernel-based adaptive sampling approach. In contrast, our method concentrates on the quality and fidelity of the reconstructed images without considering the rendering or the depth of field effects.
In this study, we only focus on the adaptive sampling for image representation. Another kind of approaches is to use a mesh directly to represent the image, for example Terzopoulos and Vasilescu (1991) introduced an adaptive mesh approach that can reconstruct image intensity, which is beyond the scope of this work and future studies will be considered.
Kernel-based approach
In this section, we present the proposed kernel-based method for uniform and adaptive samplings. First, we introduce the problem and background. Then, the basic framework and computation method are provided. Finally, we give the details of the algorithm.
Basic framework
With the specified number of samples, the quality of the reconstructed image is closely related to the distribution of the samples in our framework. In Fattal's (2011) work, he proposed to place a kernel on each sample with an adaptive kernel size and use their weighted summation as an approximation to a given target function. Minimizing the error of such approximation can lead to a uniform or adaptive distribution of the samples. In his formulation, a statistical mechanics is used to interact particle model and the final number of samples cannot be set explicitly by users in advance, which need extra trial-and-error iterations. However, our proposed energy optimization strategy is based on the inter-kernel energy and such optimization is directly controlled by the image intensity or density. It shows very fast convergence speed, without any need for the explicit control of sample population (e.g., inserting or deleting samples to meet the desired density or property). In this paper, we show that in uniform or adaptive case, such kernel-based function optimization can be considered as interactions between kernels. Each Gaussian kernel has the fixed size and the same energy, so that its importance is equal. The potential energy between the sample and its covered image pixels/voxels is called Gaussian energy. When the kernels reach the optimal balanced state with uniform or adaptive distribution, the Gaussian energies applied on each sample become equilibrium.
Energy definition:
Given n samples with their positions μ = {μ i |i = 1 . . . n} in the domain ⊂ R d , we place the Gaussian kernel centered at each sample position μ i , and the Gaussian kernel energy is:
where x are the positions of pixels or voxels in the image domain . σ is the standard deviation of Gaussian kernel, and d is the dimension of space (in this paper, we focus on 2D and 3D cases). We call σ the "kernel width", and assume that all kernels have the same fixed width. Here the normalization factor 1 ( √ 2π σ ) d ensures that the kernel's integral to be fixed.
Given any target function C (x), such as the intensity or density values of pixels/voxels, we use the summation of weighted kernels to approximate C (x), i.e., to minimize the following total energy:
where κ is the kernel weight, which is a constant for all kernels.
Kernel weight constraint:
The concept of the kernel weight is defined as follows. Suppose a set μ of n samples that determines n kernels in the entire image space , the total energy of an image can be considered as the integral of the target function values in as So that, for each sample, the kernel weight is given by:
Intuitively, our kernel weight constraint enforces that each sample in a distribution is equally important. This constraint has the similar functionality to the capacity constraint in CCVT method (Balzer et al., 2009) . At the same time, this constraint preserves the energy conservation: the total summation of all the kernel energies should be equal to the image total energy C (x)ds. Uniform case: If we set the target function to be a constant in the entire domain, such as C (x) = 1, then minimizing E(μ) w.r.t. the sample positions μ will achieve a hexagonal distribution of samples in 2D space, like Fattal (2011) as shown in Fig. 1 (a) . So this kernel-based function approximation framework has the capability to achieve uniform sampling, similar to the results of CVT. In the 3D volume space, it is intuitive that the sample positions μ will achieve a body-centered-cubic (BCC) lattice (i.e., similar to 3D CVT results Du and Wang, 2005) as Fig. 1 
(b).
Adaptive case: If C (x) is an unconstant in the domain, such as a real gray-scale image, minimizing E(μ) w.r.t. the sample positions μ will achieve an adaptive hexagonal/BCC distribution of samples in 2D/3D space, which is similar to the results of CVT in density case. Since each kernel has equal importance to the reconstruction, if the target function C (x) has higher value in the domain, the samples will be densely positioned there; otherwise, the samples will be sparsely positioned.
Optimization with L-BFGS method

Gradient of energy function and its smoothness
The gradient of E(μ) w.r.t. μ i can be considered as:
From Eq. (4), it is clear to see that the kernel-based energy E(μ) is C ∞ , i.e., high order smoothness, since we have used the Gaussian kernel, which is a nonnegative radially-symmetric exponential function. This is a significant good property during the optimization: the C ∞ continuity can ensure to obtain a good optimal result, instead of trapping into some local minima. For instance, the previous CVT-based energies (Secord, 2002; Balzer et al., 2009; Chen et al., 2012) are at most C 2 continuity ; if the global optimization strategy is not used, it is easy to compute a local optimal result. Another good property of Gaussian kernel is that its domain is radially-symmetric: in 2D case, it is a circle, and in 3D case, it is a sphere, which leads to easily simulate the interactions between kernels and form the ideal patterns of the sampling as mentioned in the previous section.
For Gaussian kernels, about 99.99% of the integral values are within five standard deviations (5σ ). So for each sample, we only need to compute the kernel effects from the samples within such neighboring pixels/voxels region and this truncated Gaussian kernel is applied to speed up the optimization process.
L-BFGS method
Due to the high order smoothness (C ∞ continuity) of the energy function with the explicit gradient formula, it is therefore possible to minimize the total Gaussian kernel energy function using Newton-like optimization methods and expect fast convergence. Specifically, we use the L-BFGS algorithm (Liu and Nocedal, 1989) , a quasi-Newton method, to optimize the sample positions, which can quickly find the minimum of the energy for our kernel-based sampling. It is much more efficient than the traditional Lloyd's (1982) method for CVT computation and more effective than the L-BFGS optimization solver for CVT with a C 2 continuity . For each iteration of L-BFGS optimization, we update the energy E by summing the differences between the target values and the kernels over the domain, and update its gradients
on each sample. The L-BFGS method computes the approximated inverse Hessian matrix by accumulating the gradients 
Kernel width
The Gaussian kernel energy as defined in Eq.
(1) depends on the choice of the fixed kernel width σ , which will determine the final sampling. The slope of this energy peaks at distance of σ and it is near zero at much smaller or much greater distances. If σ is chosen too small then kernels will nearly stop spreading when their separation is about 5σ , because there is almost no overlapping between kernels, which may lead to aliasing and artifacts in the computed image. If σ is chosen too large then nearby kernels cannot repel each other and the resulting sampling pattern will be poor. In this work, σ is set to be proportional to the average "radius" of each kernel when they are uniformly or adaptively distributed on :
√ | |/n, where | | denotes the area/volume of the image ; n is the number of samples; d is the dimension; and c σ is a constant coefficient. It is noted that our goal is to let the samples be uniformly or adaptively located in . We conduct the experiments in both 2D and 3D cases, with different image sizes and different numbers of samples. From our extensive experiments, we find out that the best value of c σ is around 0.3.
Adaptive initialization
In order to obtain a faster convergence rate and better sampling result, we use Algorithm 1 as follows to demonstrate the adaptive initialization strategy according to the image intensity or density values. an adaptive initialization cases. Chessboard image has sharp edges between the white and black grids. Without a good initialization, it is very challenging to optimize the samples only located in the black regions. It is clear to see that in the random initialization case, there are still some samples sparsely located in the white grids after optimization in Sec. 3.5, although the number of them is much less than that located in the black grids. Through the designed adaptive initialization strategy, we can obtain a good initialization as all the samples are located in the black grids. After the optimization, we can have the expected results as we desired as shown in Fig. 2 . The running time (on a desktop with Intel(R) Xeon E5-2650 CPU 2.30 GHz and 32G DDR4 RAM) of using the adaptive initialization is 1.2043 seconds and it converges at 50 iterations; however, the random initialization needs more iterations to converge, i.e., 75 iterations and it takes 1.7911 seconds. From the above example, this pre-processing step for adaptive initialization is proved to be very important to affect the efficiency and accuracy of the following sampling optimization step. for each pixel j ∈ do Compute the energy at pixel j, i.e., the difference between the target value of the image and the summed weighted Gaussian value: 
Sampling optimization algorithm
Our kernel-based image sampling method is summarized in Algorithm 2 below. To help reproduce our results, we further detail each component of the algorithm and the implementation issues. For any input image , we use the adaptive initialization strategy in Sec. 3.4 according to the image density.
During L-BFGS optimization, the samples need to be constrained in the image . In each iteration, the updated samples μ i need to be projected to their nearest locations inside , if they are out of the image domain. This optimization process is iterated until convergence by satisfying a specified stopping condition, e.g., the maximal number of iterations, the magnitude of the gradient, the magnitude of the total energy, or the maximal displacement of samples is smaller than a threshold. Algorithm 2 shows the details of our adaptive sampling optimization for an image. Our formulation is based on interactions between kernels and the computational complexity is O (n + m), where n is the number of sampling points, and m is the number of discrete spatial points, i.e., pixels or voxels in the image domain.
Applications
In this section, we introduce the applications by using our proposed sampling method, such as stipple drawing, image reconstruction, and mesh generation.
Stipple drawing
One of the applications for the proposed sampling framework is to generate stipple drawings to approximate the grayscale images, such as in printing, when C (x) in the energy function (Eq. (2)) is equal to image ink density values, i.e., the inverse pixel intensity values of the gray-scale image. Visually, stipples are positioned closer together to form dark regions and further apart to form bright regions. Note that the significant advantage of the proposed method over all previous approaches based on CVT is that they need to compute a Voronoi diagram (Du et al., 1999) in each iteration of the optimization process, which is much more time-consuming. Our proposed energy function is C ∞ continuity, so it is easy to obtain an optimal result; however, the CVT-based methods are C 2 continuity. Compared with Fattal's method, it needs the statistical mechanism to interact the sample model and the population of the samples is dynamically controlled during the computation, which is not easy for users to manipulate. We compare both the computational complexity and the quality of sampling with existing sampling approaches in Sec. 7.
Image reconstruction
We can use such optimized samplings to reconstruct the original images. After the optimization of the sampling positions, the final reconstructed image is computed as the summation of all the weighted kernels, which is similar to the idea of "splat" or "footprint" (Westover, 1990) . We evaluate the quality of the reconstructed images in Sec. 6.
Adaptive mesh generation
Besides the image reconstruction, we can compute adaptive triangular or tetrahedral meshes according to the optimized samples. The final output mesh is generated as the 2D or 3D Delaunay triangulation based on the images. In 2D Delaunay triangulation, we compute the triangulation for the entire image domain at first and then remove the triangles which is outside the image boundaries, such as in the "M" of cap in Mario image, the guitar boundaries in Mark image, and bones, tumor and bubbles in lung regions of CT images in Fig. 5 . As for 3D Delaunay triangulation, there are two steps in the mesh generation: (1) Compute the surface mesh: after the sample optimization, we can find the boundary samples at first, and then the triangular mesh is generated as the dual of the Voronoi diagram restricted on the surface . The dual of the connected components of restricted Voronoi diagram and topology control ensure that the components are discs (possibly by inserting points) Lévy and Liu, 2010) . (2) Compute the volume mesh: after the surface mesh generation, we can insert the interior samples inside the closed surface mesh and compute the 3D Delaunay triangulation (Si, 2015) . Finally, in Sec. 6, we evaluate the quality of the generated meshes by using the criteria provided in Sec. 5.2.
Evaluations
Since we are considering the image reconstruction and meshing in the experimental applications, in this section, the image and mesh quality measurements are provided.
Image evaluations
The proposed method is evaluated thoroughly by using both 2D and 3D images. A conventional normalized cross correlation (NCC) is used to evaluate the similarity (i.e., the linear correlation) between the reconstructed images and the target images: 
The range of the NRMSE is [0, +∞). If NRMSE is 0, it means two values are exactly the same. The smaller the NRMSE is, the more similar the values are.
Mesh evaluations
To measure the triangular mesh quality, we use the criteria suggested by Frey and Borouchaki (1997) . The quality of a triangle is measured by G = 2 √
S ph
, where S is the triangle area, p is its half-perimeter, and h is the length of its longest edge. G min is the minimal quality of all triangles, and G avg is the average quality. θ min is the smallest angle of the minimal angles of all triangles, and θ avg is the average of the minimal angles of all triangles. % <30 • is the percentage of triangles with their minimal angles smaller than 30 • . The angle histogram is also provided to show the angles' distribution of all generated triangles. G is between 0 and 1, where 0 denotes a very skinny triangle and 1 denotes a regular triangle. To measure the tetrahedral mesh quality, the criteria in Dardenne et al. (2009) , Yan et al. (2013) are employed. The quality of a tetrahedron is measured by G =
, where V is the volume of the tetrahedron, and l i, j is the length of the edge which connects vertices v i and v j . G min is the minimal quality of all tetrahedrons, and G avg is the average quality of all tetrahedrons. θ min is the smallest angle of the minimal dihedral angles of all tetrahedrons, and θ avg is the average of the minimal dihedral angles of all tetrahedrons. % 10 • is the percentage of tetrahedrons with their dihedral angles smaller than 10 • , which are considered as slivers. The angle histogram is also provided to show the dihedral angles' distribution of all generated tetrahedrons. G is between 0 and 1, where 0 denotes a sliver and 1 denotes a regular tetrahedron.
Results
We implement the algorithms using both Microsoft Visual C++ 2013 and Matlab R2015a. For the hardware platform, the experiments are implemented on a desktop computer with Intel(R) Xeon E5-2650 CPU with 2.30 GHz, and 32G DDR4 RAM.
2D gray-scale images
Firstly, we have tested our proposed method on some 2D gray-scale images, such as Trui, Lena, Mario, Plant, Mark Knopfler, and CT images. The resolutions of these images are all 256 × 256, except the CT image is 256 × 150.
Stippling
To demonstrate the quality of the sample distributions computed by our method, we present non-photorealistic stippling with small black dots in such a way that their distribution gives the impression of tone. Rows 1 and 3 in Fig. 3 show the input images, and Rows 2 and 4 are the stippling results on 2D gray-scale images with samples from 5000 to 20,000. We can see that the stippling results well preserve the gray-scale density and meanwhile the image feature edges are well captured. Table 1 gives the statistics of the 2D images and their computational times by the proposed adaptive sampling method.
Image reconstruction
According to the sampling results from the previous section, we can compute the reconstructed images by summing the Gaussian kernels at the optimized sampling positions. The reconstructed images computed by our proposed method in Fig. 4 can not only well preserve the image features and fine structures, but also suppress the aliasing artifacts. Table 2 reports the quantitative evaluations on all 2D reconstructed images by using NCC and NRMSE measurements.
Meshing
Since our framework can generate adaptive regular sampling patterns, it is possible to compute the Delaunay triangulations based on the image. Fig. 5 shows the adaptive triangular meshing results of Trui, Mario, Mark and CT images. Visually and quantitatively, most of the triangles are adaptive regular, except those triangles around the regions of image sharp edges (i.e., highly non-linear intensity variations) that is because the sampling densities/image intensities are varying dramatically in such regions. Fig. 6 shows the sampling, reconstruction and tetrahedral meshing results with 100,000 points of a 256 × 256 × 152 3D CT volume image. The sampling density is according to the image intensity (noted that is different from previous stippling) and we use adaptive initialization in this 3D volume image, so that there are no points outside the body surface. The middle small image in Row 1 of Fig. 6 shows the samplings of some cross section slices. The samples are densely located in the high intensity regions, such as organs, tissues, and bones; while sparsely located in the low intensity regions, such as lung, and airs between different organs. The computational time of the 3D CT volume image is 603.7533 seconds. The reconstructed of the number of the original high resolution points with kernel energies to represent the images. From the 3D reconstructed image, it shows that the image quality is good: NCC is 0.9265, NRMSE is 0.3126. Finally, the adaptive tetrahedral mesh can well capture the desired density as well, such as the lung regions are represented by larger tetrahedrons, and the other parts are using smaller tetrahedrons. The mesh quality is given in Fig. 6 . This example demonstrates that the proposed method provides a good approach of adaptive sampling for efficiently computing image reconstruction and high-quality meshes for 3D volume image.
3D gray-scale images
Comparisons
In this section, we show our comparative analysis and experiments with other sampling approaches, including CVT-based methods (Sec. 7.1) and Fattal's kernel density model approach (Sec. 7.2). To compare with other methods, we use the same number of output samples.
Comparison with CVT-based methods
Our proposed method is based on interactions between kernels and the computational complexity is O (n + m), where n is the number of sampling points, and m is the number of discrete spatial points, i.e., pixels in the image domain. In CCVT method needs about 130 iterations, and CVT method needs about 1350 iterations, which is much slower since the Lloyd's method is applied. However, our proposed kernel-based adaptive sampling method only needs 50 iterations to achieve the result as shown in Fig. 7 , since the proposed Gaussian kernel energy function has high order smoothness (C ∞ continuity) and the L-BFGS algorithm is used to minimize the energy function with a fast convergence speed.
Visually, our sampling result can well capture the image features as well as the local contrasts, such as the "zoom-in" region, i.e., there are two sharp dark edges; while the samples in the other two CVT-based methods scatter in such area to meet the local density requirement. The key reason is that our energy function is defined based on the image reconstruction, so that the samples are easy to capture the intensity variations. For instance, the kernels for the reconstruction, especially in such feature edges areas, will have smallest errors when the samples (i.e., kernel centers) locate exactly on the sharp strip edges.
Comparison with Fattal's method
In this subsection, we compare the results of Fattal's (2011) approach in two aspects as follows.
(1) Initialization and population control: We use L-BFGS optimizer to directly minimize Fattal's energy in Eq. (3) of Fattal (2011) and our energy in Eq. (2) with numerical integration in a 2D square domain with certain density functions. Fig. 8 shows such comparative results with 1000 sample points in a random initialization. We can see that by using Fattal's energy function, all the samples are attracted to the high density area, which does not match the input density field. The main reason is that Fattal's method is based on the local kernel interactions to update the sampling numbers and positions, so that it is important to have a good initialization as well as it cannot determine the final number of the samples explicitly in advance. In contrast, optimizing our kernel-based energy can generate the correct sampling result conforming to the input density.
(2) Quality of sampling and reconstructed images: Fig. 9 shows sampling and kernel results of Child image with 13,000 samples, which is the same number of output samples as shown in Fattal (2011) . Visually, our results can better capture the image feature edges, such as wrinkles under the eyes, white spots in the eyes, nose, and mouth regions, etc. It seems that Fattal's method can generate samples fitting the density field with the good blue noise property in linear time as mentioned in Fattal (2011) , but it is not good for capturing image features and fine structures as well as reconstructing images. To further compare the quantitative measurements, Fattal's reconstructed image quality is worse than ours: Fattal's NCC is: 0.9612, NRMSE is 0.1875; our NCC is 0.9813, and NRMSE is 0.0930. 
Conclusion
We have presented a new kernel-based adaptive sampling method, which is to optimize the positions of Gaussian kernels globally without explicit control of sampling population. The proposed method can be used in stipple drawing, image reconstruction and adaptive mesh generation in both 2D and 3D images. Our approach has not only improved the computational complexity in linear time O (n + m) compared with previous CVT-based methods, but also better captured the image features and reconstructed high-quality images, such as compared with CVT-based and Fattal's methods. In the future, we will investigate the anisotropic sampling for image reconstruction and meshing, especially images with many sharp features. It is also possible to extend this framework to the surfaces. In order to further speed up the computation, the GPU-based parallel algorithm and implementation will be investigated.
