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ABSTRACT 
If V is a holomorphic representation of a Hermitian symmetric group G, we can define the 
Poincari series of V by 
Pv(t) = C (dime I’x)tX 
x 
where VA are the eigenspaces under the center of K, a maximal compact subgroup of G. We discuss 
properties of these formal power series, give explicit rational forms for some of the unitary holo- 
morphic representations, and compute their Gelfand-Kirillov dimensions and Bernstein degrees 
(in the sense defined by Vogan). 
1. POINCARB SERIES 
Let G be a real linear, semi-simple Lie group with a fixed maximal compact 
subgroup K. Let go (respectively to) be the Lie algebra of G (respectively K) and 
let 
90 = to @ PO 
by a Cartan decomposition. We shall use the convention of deleting the sub- 
script ‘0’ to denote complexifications. 
Assume that (G, K) is an irreducible Hermitian symmetric pair, i.e., modulo 
connectivity and center, G is one of the following 
SP2nW, up,ll, o;,, o?l,2> 
or two exceptional groups. Let h c t be a Cartan subalgebra oft. Then h is also 
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a Cartan subalgebra of g. Let A = A# : g) (respectively A,) be the root system 
of G (respectively K) associated to Ij and write 
f = h+ c Sa, P= c 9, 
LTEAK acA-AK 
as the root-space decompositions. 
Now t has a one-dimensional center; let [ E ite be a non-zero central element 
oft. If a E A\AK, a(E) = fc where c E Iw and c # 0. We normalize < so that 
(Y(J) = f2 for o E A\AK. Let 
A* = {a E A\AK 1 a([) = f2). 
Then if p* = C cuEA* gal we have 
P=P+@P-, 
and so we have the Harish-Chandra composition 
(I-1) g=t@p+@p-. 
Note that p+ is abelian. 
An irreducible representation (0, V) of G is called holomorphic if there is a 
vector ~0 in V, annihilated by p-. It is easy to see that for a holomorphic re- 
presentation, vo generates an irreducible finite dimensional module VO for K, 
which is precisely ker a(~-). Moreover, we have 
v = 44P’)) vo e +(P+)) vo 
because p+ is abelian. Here U(p+) is the universal enveloping algebra of p+ and 
U(p’) 21 S(p’), the symmetric algebra on p’. 
By Schur’s lemma, [ acts as a scalar on VO, i.e., for some X, 
(1.2) rJ(<)v = XV, ‘u E V,. 
Let S(P+) = Cn2O S" (P') be the homogeneous decomposition of S(p+). Then 
v= c cwYP+))~o 
?I>0 
gives the <-eigenspace decomposition of V, namely, we have 
a(C)v = (X + 2n)v, 21 E (T(SQ+))Vo. 
Define the Poincare series of (g, V) by 
(1.3) Pv(t) = nTo (dime cr(S”(n+)) V’o)t2n+X. 
_ 
Let us recall some generalities about Poincare series. If A = Cd,O Ad is a 
graded C-algebra and A4 = Cd,O i& is a graded A-module, one can form the - 
Poincare series of M: 
PM(t) = c (dima,Md)td. 
d20 
The following result is available in [12]. 
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Theorem 1.1. (a) Zf M is afinitely generated graded A-module and A is generated 
by homogeneous elements of degrees dl, . . . , d, respectively, then there exists a 
polynomial F(t) E n[t] such that 
P&f(t) = J-(t) n;=, (1 - tq* 
(b) Zfin (a), A is integral over @[bl, . . . , bk] where bl, . . . , bk are algebraically in- 
dependent and of degrees dl , . . . , dk respectively, then 
phiit> = J,(t) l-g=, (1 - tfq 
for some F(t) E z[t] with F(1) # 0. 
We first give a description of the Poincare series defined in (1.3). 
Proposition 1.2. Let (G, K) be a Hermitian symmetric pair. Let (a, V) be a 
holomorphic representation of G generated by the K-module VO, where the center 
of K acts by a scalar X as in ( 1.2). Then 
tXF(t) 
Nt) = (1 _ q 
for some even polynomial F(t) with F( 1) # 0, and a positive integer s. Moreover, 
s is the Gelfand-Kirillov dimension of Vand F(1) is the Bernstein degree of V 
Proof. K acts both on S(p+) and V, so we can grade them according to the 
eigenvalues of the one dimensional center of K. This makes S(p+) a graded 
algebra and V a graded S(p+) module. Clearly S(p+) is generated by degree 
two elements. By Theorem 1.1(a), there exists a polynomial F(t) such that 
(1.4) m Pdt) = (1 _ $)” 
By virtue of (1.3), p(t) = tXF(t) f or some even polynomial F(t). Thus F( 1) = 0 
if and only if F(- 1) = 0 and so we may assume that F( 1) # 0, after eliminating 
factors of (1 - t2) from F(t). This gives the first result. 
To see that s is the Gelfand-Kirillov dimension of V, we define 
Pvit) mt> =1 = tXF(t) = C $v(n)t2n+X 
(1 - tqs+’ n>O 
where 
@v(n) = C (dimSk(p+)Vo) 
k<n 
is the Hilbert-Serre polynomial of V. 
If F(t) = a0 + al t2 + . . . + alt2[, then 
(1.5) +v(n) = 6 a,(niifs) Ni$ ai @-$wF(l) $. 
i=l 
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Heref(4 - d n means thatf(n) is asymptotic to g(n) as n 4 co. The asymp- 1 
totic behaviour of $J,V in (1.5) is then used by Vogan (see [13]) to define the 
Gelfand-Kirillov dimension (i.e., s) and the Bernstein degree (i.e., F(1)) of 
v. 0 
Proposition 1.3. If V is a holomorphic discrete series representation of a Hermi- 
tian symmetric group G, the PoincarC series of V is 
Pv(t) = 
(dim Vo)t’ 
(1 _ qdimP+ ’ 
where VO is the lowest K-type of Vand the center of the maximal compact subgroup 
K acts on VO as in (1.2). Hence, the Gelfand-Kirillov dimension of V is dim p+ and 
its Bernstein degree is dim Vo. 
Proof. If (a, V) is a holomorphic discrete series representation, then V is free 
over g(S(p+)), i.e., 
V 21 S(j)+) 8~ VO as a K-module. 
Thus 
Pv(t) = dim V, C (dimS”(p+))t2”+’ = 
(dim Vo)tX 
lZ>O (1 _ t2)dimpf ’ ’ 
It will be interesting to give an explicit formula for F(t) in the Poincare series, 
but this seems rather difficult. One possible approach is as follows. From the 
definition, our Poincari series can be thought of as the formal 2(t)-character of 
holomorphic representations of G, where 2(t) denotes the center off. Since an 
irreducible holomorphic representation of G appears as the unique irreducible 
quotient L(X) of a certain generalized Verma module N(X), the Poincare series 
of L(X) can be computed from the knowledge of the multiplicity of L(X) in 
N(X’) (using Kazhdan-Lusztig polynomials) for a set of A’ and the Poincare 
series of N(X’) (which is easily computable). Thus in principle the general 
answer can be given in terms of subtle combinatorics. We thank the referee for 
pointing out this connection, but we shall not pursue it here. Our focus will be 
to compute Poincare series for holomorphic unitary representations of G which 
are members of reductive dual pairs. 
We end this section with a remark that the definition of a Poincare series is 
implicit in [13]. There Vogan works in the category of Harish-Chandra mod- 
ules. However, it is in the category of holomorphic unitary representations that 
we could do some interesting computations. 
2. HOLOMORPHIC REPRESENTATIONS ARISING FROM HOWE’S DUALITY 
Let (G’, G) be one of the following dual pairs (see [5]): 
(2-l) (Ok, 5-P2nW)L c”k, ‘%,q), (SPk, o;,>. 
Note that the first member is compact. From [8], the appropriate oscillator 
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- - - 
representation w (of SpZ& (R), SpZk(,, +4~ (W), Sp4kn (R) respectively) decomposes 
into a direct sum of irreducible G’ x G modules: 
(2.2) &lxc 21 c _ X@QT(X). 
XESCG’ 
Here X is an irreducible finite dimensional unitary representation from a 
known subset S of G (see [lo]). The representation r(X) is a holomorphic irre- 
ducible unitary representation of G, and is uniquely determined by X (and vice 
versa). This is the duality correspondence for (G’, G). Results from [9], [4], and 
[3] say that all holomorphic irreducible unitary representations of G arise from 
the duality correspondence with some G’. We note that strictly speaking, the 
duality correspondence is between representations of appropriate double 
coverings of G and G’. But we shall disregard this technicality since it does not 
affect our discussion on Poincare series. 
Before we go into more details, we remark that for a fixed dual pair (G’, G), 
there is a distinguished representation Vt of G which corresponds to the trivial 
representation of G’. This representation space has a commutative graded 
algebra structure and all other holomorphic representations of G (which ap- 
pears in the duality correspondence with G’) are its finitely generated graded 
modules. 
Problem: Compute the Poincare series of PY, (t). 
In the following sections, we compute Pv, (t) using various ad-hoc methods, 
some of which could also be used to compute PvT (t) for arbitrary 7 E ??. 
We begin by realizing holomorphic unitary representations using the Fock 
model for the oscillator representation. We refer the reader to [8] for following 
discussions. The oscillator representation of the msplectic group Szm ([w) can 
be realised on L2(@“). The U-finite vectors (U II U,, a double cover of Urn) are 
then P(@“), the space of polynomial functions on Cm. Choosing ~1,. . , z, as a 
system of coordinates on C”, the action of S&J~~, the complexified Lie algebra - 
of Spz,,, (R), is given by the operators 
(2.3) i (zi & + $ Zi) 3 
a2 
ZiZj, 
J 8Zi 8Zj ’ 
Let Sp!;‘), @f;” and Spr;2’ be the span of these elements respectively. If 
P(Crn) = cs>o Ps(Cm) is the natural grading on ?(Cm), it is immediate that 
Spi’;;i) would move Ps(Cm) to Ps+i-j(Cm). 
Let (G’, G) be a reductive dual pair in SPAS and let g be the complexified 
Lie algebra of G. Let g(‘>i) = S$,$ n w(g), i.e., we have 
(2.4) +J) = g(” 1) $ g(OJ) @ g(V), 
and w(p+) = gc210) and w(p-) = g(“,2), (cf. (1.1)). If V,(X) is the space of re- 
presentation for T(X), then there exists a vector ZIO E V+,) annihilated by gc”a2) 
by definition. Let VO = ker g(O) 2); it is easy to see that VO is an irreducible finite- 
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dimensional representation of K. (Note that VO is the lowest K-type of r(X).) It 
follows that 
(2.5) v+) = S(@O)). vo'= c s"(g(2~0)). Jfo 
S>O 
where S(g c2,0)) is the symmetric algebra over g(210) and S(g(210)) = 
CSko SS(g(2po)) is the natural grading on it. Observe that S(g(290)) = Q, the 
representation of G corresponding to the trivial representation of G’. Thus (2.5) 
says that I’+,) is a graded Vu-module. 
Theorem 2.1. Let p be a holomorphic representation of G arising from the duality 
correspondence with G’. Then, there exists an even polynomial F(t) f Z[t], with 
F( 1) # 0, and a positive integer s, such that 
(24 F(t) PAtI = (1 _ $)S tf’(t 1 or PA4 = (1 _ t2)“’ 
Moreover, the Gelfand-Kirillov dimension of p (i.e., s) is equal to the Krull- 
dimension ofS(g(210)) II VU, and is as follows: 
(4 iS(G’, G) = (ok, SPEW), then 
n(n + 1) 
‘=\k(n- (y)) k<n, 
@I if(G’, G) = (G, Up,e), then 
P4 if k > min(p, q), 
s= 
k(p+q-k) ifk<min(p,q), 
(4 if(G’, G) = (SPY, %>, then 
n(n - 1) 
2 if 2k 2 n, 
s= 
k(2n - 2k - 1) if 2k < n. 
Proof. Part of the first result follows from Proposition 1.2. 
If k is the Krull dimension of S( g(2ao)), by Theorem 1.1 (b), 
(2.7) f%(t) = H(t) nfEc=, (1 - tq’ 
where di are the degrees of a set of homogeneous generators as in Theorem 
1.1(b) and H(1) # 0. In particular, we know that di are even, but this is im- 
material here. Equating (2.6) and (2.7) and examining the order of pole at t = 1, 
we conclude that k = s. 
The computations of the Krull dimensions will follow from the following 
discussions of the dual pairs (Ok, Spzn(lR)), (Uk, U,,,) and (Spk, O&). II 
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Discussion 2.1. (ok, ~jQ,$%)) c @Z&8) 
Theorem 2.2. Consider the dual pair (Ok, Sp@!)). The Poincark series of the 
holomorphic representation VU of Sp2,,(lR) corresponding to the trivial represen- 
tation Of ok is 
/ 1 
(1 _ t2)“(“+w2 
if k 2 n, 
c;:; t2i 
“(‘) = ’ 
(1_t2)“(“+l)/2-l ifk=n-l, 
C;zi (it;2)t2i 
(1 _ t2)“(“+w2-3 
if k = n - 2, 
ci”i; (2::) t2i 
\ (1 - 9)” 
if k= 1. 
Moreover, the Gelfand-Kirillov dimension of VU is 
n(n + 1) 
k(n2- 0) 
if k 2 n, 
k-l 
2 
if k < n, 
and the Bernstein degrees are 
if k > n, 
zfk=n- 1, 
if k = n - 2, 
Proof. Let 
be complex variables 
SjT&(R). If we write 
Zlj 
2j= : 0 . ’ Zkj 
if k= 1. 
Zln 
Zk. ) 
in the Fock model of the oscillator representation of 
j= l,...,n, 
then the degree 2 elements 
k 
Xi,j = (Zi, Zj) = C ZriZtj, 1 si,j<n 
t=1 
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generate S( ~(~1~)). The Second Fundamental Theorem of Invariant Theory for 
orthogonal groups (see [14], [ll]) says that all algebraic relations between x~,~‘s 
arise from the following form for L > k: 
(2.8) ; ... ; =o. 
XiL,j, ” ’ XCJ~ 
If k 2 n, then all the Xi,j’s are algebraically independent; and there are 
n(n + I)/2 of them together. If k < n, an algebraically independent set of xi,j’s 
can be taken as those (i, j) in the set 
S={(i,j)ll <i<j<k+i<n}. 
Moreover from (2.Q we see that Xi,j, where (i, j) 9 S, is in a finite extension 
over the field generated by xi,j for (i, j) E S. Thus the Krull dimension of 
S(g(210)) is k(n - ((k - 1)/2)). 
If k = n - 1, the defining relation between the generators {xii} is 
x1,1 ... Xl,?l 
A= : . . . f = 0. 
%,I ... &Z>, 
Thus S(g(210)) N C[x,]/(A). We have the exact sequence of C-algebras 
0 * a=[~,] = @[xii] --+ C[x,J/(A) --+ 0, 
where mA is the multiplication map by the determinant A. It follows that in this 
case, 
pv, = 1 - t2” c;:; t2i 
(1 _ t2)“(“+w2 = (1 _ t2)“(“+1)/2-1 
Consider the case k = n - 2. Let P be the symmetric n x n matrix with entries 
xi,j. Let A be the polynomial algebra in the Xi,j, and S2(A), n2(A) and H(A) be 
the algebra of matrices with entries elements of A which are symmetric, skew- 
symmetric and of trace zero respectively. Also let M = (mv) be the adjoint 
matrix of P, i.e., its entries are the minors of P so that 
PM = MP = (det P)I,, 
where 1, is the identity matrix. We have the following finite free resolution of A 
modules (see [l]) 
0 --) /P(A) -2 a(A) -5 S2(A) 2 A 2 A/(mii) --t 0, 
where 
41(Y) = py, 
42(S) = SP + PS’, 
43(X) = trace(XM), 
118 
and $4 is the quotient map from A to A/(mg). Here (mV) is the ideal in A gen- 
erated by the mu. 
It follows that the Poincare series of S(g(*lO)) 21 A/(mii) is 
Pv&) = 
1 - (n(n + 1)/2)t *(n-i) + (n* - l)t2” - (n(n - 1)/2)t*n+* 
(1 _ t2)“(“+ I)/* 
= 
cvo” (i ;*) t*i 
(1 _ t2)4~+w-3 * 
F_or k = 1, observe that the oscillator representation w of Sxn (R) has P(C) as 
U,,-finite vectors and so the Poincare series is 
Pld(t> = c k>O (nt,t; l)t* =& 
But it is well-known that w is reducible, more precisely, 
w=w+ew- 
with &finite vectors on the subspaces of even and odd degree polynomials 
respectively. Thus 
P,+(t) = 
1 + (!j) t* + ($ t4 + . . . + (*[;*I) w*1 
(1 - t2)” , 
and 
p 
w 
_(t) = (;)t+ (;)t3+...+ (2~(n-;),2]+l)t2~(n-‘)‘2’+1 
(1 - 9)” 
Here [x] is the greatest integer 5 x. Notice that 
Pu(t) = Pu+(t) + Pw-(t). 
The Bernstein degree for both w ’ is 2”- I. 0 
Discussion 2.2. (Uk, Up,,) c S’~k~p+q~(R) 
Theorem 2.3. Consider the dualpair (uk, U,,,) wherep 2 q. The Poincart series 
of the holomorphic representation VU of U,), corresponding to the trivial repre- 
sentation of uk is 
1 
Pe(t) = 
i 
(1 - ty 
if k L q, 
see Theorem 3.2 if k = 1. 
Moreover, the Gelfand-Kirillov dimension of Vu is 
( 
P4 if k 2 q, 
k(p+q-k) if k < q, 
and the Bernstein agrees are 
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Remark. We refer the reader to the next section for the proof when k = 1. 
Proof. Let zu, w,[, 1 5 i, s < k, 1 5 j 5 p, 1 5 t 5 q be the complex variables in 
the Fock model for the oscillator representation of S~zk(p+~) (R . Write 
:=(I) and 6=(x). 
Then 
Yi,j = (57%) = 5 ZtiWtj, 1 Ii<p,l Sj-<q 
t=1 
span g(*,O), and can be taken as a set of generators for S(g(210)). By the Second 
Fundamental Theorem of Invariant Theory (for GLk), any algebraic relation 
between the yi,j’s arise from the form (where L > k) 
. . . : = 0. 
Yihh ” f YLjr 
If k > q, then all Y~,~‘s are algebraically independent. If k < q, a maximum set 
of algebraically independent yi,j’s can be taken as those where 
min(i, j) 5 k, 
so the Krull dimension of S(g(2>o)) is k(p + q - k). q 
Discussion 2.3. (Spk, O;,,) c Sp&lR), n 2 2 
Theorem 2.4. Consider the dualpair (Spk, O.&) for n > 2. The PoincarP series of 
the holomorphic representation Vg of O& corresponding to the trivial representa- 
tion of Spk is 
1 
pti(t) = (1 - t*y(n-1)/2 
if 2k 2 n, 
see Theorem 3.3 if k = 1. 
Moreover, the Gelfand-Kirillov dimension of VQ is 
n(n - 1) 
2 if 2k 2 n, 
k(2n - 2k - 1) if 2k < n, 
and the Bernstein degrees are 
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if 2k 2 n, 
ifk= 1. 
Remark. We refer the reader to the next section for the proof when k = 1. 
Proof. Let zij, WV where 1 5 i 5 k, 1 5 j <_ n be coordinates in ,(C2”j‘). Then 
k 
X, = C (Zfi Wtj - Zfj Wti) > i,j= l,..., n, i<j, 
f=l 
span q(2ro). The Second Fundamental Theorem of Invariant Theory for sym- 
plectic groups (see [14] or [ll]) says that every relation among XV is a con- 
sequence of the following basic relations: 
Ji = c E(a)X+)d, &(2)0(3) &(3)(~(4) ’ ’ ’ %(2k)n(2k+ 1) = 0 
DE&+1 
J2 = c +)Xo(l)dl xo(2)d&(3)djxa(4)o(5) -‘&(2k)o(2k+l) = 0 
UE SZk+l 
J k+l = c +)&(l)d, &(2)d2 ’ ’ ’ &(2k+ l)dzk+, = 0. 
OE SZk+l 
Heredt,..., d2k + 1 are any elements from { 1,2, . . . , n} and E(C) is the sign of the 
premutation ~7 in the symmetric group & + 1. Thus we see that if 2k 2 n, all the 
Xv’s are algebraically independent (there are n(n - 1)/2 of them). 
If 2k < n, we may select a maximum set of algebraically independent subset 
Of Xij’S as fOllOWS 
l<i<n-1, n-2k+l CJ<n. 
Therefore the Krull dimension of S(g(210)) isk(2n - 2k - 1). q 
Remark. Roger Howe stated a result without proof (Theorem 4.5, [6]) on 
holomorphic representations of i?,, 4, which relates his notation of N-rank with 
Gelfand-Kirillov dimension. Part of our Theorem 2.1 can also be deduced from 
that result. 
3. COMPUTATIONS USING HOWE’S RECIPROCITY FORMULA 
The next few examples are based on computations using a reciprocity law 
in the theory of dual pairs (see 171). We describe the case for the dual pair 
(Ukr v,,,). 
Let Zij, WS, 1 I i, s 5 k, 1 5 j 5 p, 1 5 t 5 q be complex variables in 
k(p+q) P(C ). The actions of uk and U, x U, (a maximal compact subgroup of 
U,, q) are as follows: 
(3.1) k,k1,g2)) .fkW) =fk'zgld~k:)-') 
where z = (Zij), w = (wst), g E uk, gl E U,, and g2 E U,. We note that equa- 
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tion (3.1) is true up to some twist in the determinant, which we shall suppress at 
present. 
Consider the complexified picture. Choose the Bore1 subalgebra of upper 
triangular matrices in GLk and the product of the upper triangular matrices 
in GL, and lower triangular matrices in GL, as the Bore1 subalgebra in 
GL, x GL,. Parametrize highest weights using these Bore1 subalgebras. 
Define 
Z]l f.. Zlj 
Aj=: : j= 1,2 ,..., min(k,p), 
Zjl “. zjj 
wk-j+ l,q-j+ 1 ’ ’ ’ wk-j+l,q 
&= : j= 1,2 ,..., min(k,q). 
wk,q-j+ 1 ‘. . wkq 
It is easy to see that A,, & are joint-Uk x U, x U, highest weight vectors of 
weight 
(U, 0,. . . ,O) c3 (j, .;. ) ;,o,. . . ) 0) @ (0,. . . , O), 
(0, . .‘. 
j 
,0,-l ,...( -l)@(O )...) O)@(O ,..., 0,-l ,..., -1) _ \ , 
j j 
respectively. It also follows that (see [lo]) that 
(3.2) 1 2 
AmI - m2 A”2 - m3 . . . AyA&4 -“2A;nz -n3 . . . A&? 
where ml>rn2>...>mi>O, nl >nz>...>nj>O, l<i<min(k,p) and 
1 5 j < min(k, q) and i + j 5 k, exhaust all uk x U, x U, highest weight 
vectors in the subspace ker g(210) (i.e., the pluriharmonics) in P(Ck(P+q)). The 
uk x Up x U, weight of (3.2) is easily seen to be 
(ml ,..., mi,O ,..., O,-nj ,..., -nl)@((ml,..., mi,O ,..., 0) 
@(O ,..., O,-nj ,..., -nl). 
Write Ok(M,N) for the irreducible representation of uk parametrize by two 
Young diagrams M (ml 2 m2 > . . . 2 mi > 0) and N (nl 1 n2 2 . . . > nj > 0) 
with highest weight 
(ml ,..., mi,O ,..., O,-ni ,..., -n*). 
Note that the degree of the vector in (3.2) is xi=, ml + Cj=, nl. We also define 
the rank of a Young diagram ml 2 m2 > . . . 2 mi 2 0 to be the smallest integer 
i where mi # 0 and its degree to be CfSo ml. We will also use the symbol 4 for 
the null Young diagram, i.e., the trivial representation. The following result 
which can be found in [IO] and [7] will be used in our computation. 
Theorem 3.1. (a) We have 
P(C k(p+q9 14 x “p,, = c x @ T(X), 
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where X runs through all the representations detk (p-q)‘2 ok(M, N) with rank M + 
rank N 5 k, rank M 5 p and rank N 5 q. Further r(detpWqJi2 ~(44, N)) is the 
holomorphic representation of UP,, with lowest UP x U,-type deti12 cp(M, 4) ~9 
detik12 u,(c$, N). 
(b) Only U, x U,-types det,ki2 ur(A, 4) 8 detiki2 a,(~#+ B), where rank A + rank 
B 5 k, rank A <p and rank B 5 q, are contained in r(det~-q)‘2ak(M, N)). More- 
over, multiplicity of detii20,(A,4) @det;k/2aq(4, B) in ?-(detf-q)‘2ak(M,N)) = 
multiplicity of ok(M, N) in ok(A, 4) C3 ok(C$, B). 
Theorem 3.1 reduces the computation of K-multiplicities in r(X) into a com- 
putation on compact groups. If we write T(ak(M, N)) = r(detr-q)‘2 0k(M, N)) 
for simplicity, then 
&(ak(M,N)) (t) = c M(a(M, W, Q(A, $1 
8 u.k($, 8)) dimgk(A, 4) dimak(4, B) tdegd+degB, 
where the sum is over all Young diagrams A, B with rank A 5 p, rank B 5 q 
and rank A + rank B 5 k. Here M(ak(M, N), uk(A, 4) C3 Uk(+, B)) is the mul- 
tiplicity of uk(M, N) in the tensor product uk(A,4) 64 ok(4, B). Recall Vr = 
‘r(4). Since M($, uk(A, 4) C9 ok(C$, B)) 5 1 and it is one if and only if Uk(C$, B) N 
Uk(A, $)*, well-known results from [15] enable us to conclude that 
Mt) = c dimup(D)dimuq(D)t2desD. 
rank D 5 min(k, p, q) 
Now consider the dual pair ( VI, UP,,). Theorem 3.1 requires us to compute the 
multiplicity of ut (M, N) in ut (A, 4) ~3 ul($, B). Since rank M, rank N, rank A, 
rank B are at most 1, we can simply take M = (m), N = (n), A = (i), B = (j). 
Note that either M = (0) = 4 or N = (0) = 4. Thus whenever m - n = i - j, 
u1 (M, N) sits in ur(A, 4) 63 (~~(4, B) and with multiplicity 1. Therefore the dua- 
lity correspondence is as follows: 
Wp+q) 1 cl, x up,, = C 01 CM, NJ @ T(UI CM, N)), 
where the sum is over all Young diagrams M = (m), N = (n) with either M = 4 
or N = 4. The dimension of u,(i, 0,. . . ,O) is (ity;‘) and thus the Poincare 
series of r(ut (M, N)) is 
p~(o, (M,N)) ct) = i_jg_, (i’,“; ‘) (‘;:; y+j 
Define for non-negative integers a, b, c, the coefficients At(a, b, c), 0 5 1 5 b, by 
the equation: 
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( (x + c + 1). . * (x + c + lJ) 
(3.3) 
i 
=Al)(a,b,c) + 5 A&z,b,c)(x+a+ l)...(x+a+i). 
I=1 
Notice that &(a, b, c) = 1 and 
(x+1)~~~(x+a)(x+c+1)~~~(x+c+b) 
=~~~A,(.,~,c)(x+l)...(x+ofI). 
By a straightforward computation, we have 
Also we define the polynomial 
(3.5) QJ&) = & /$ A&&b, C)(U + 1)!(1 - t2)b-1, 
Theorem 3.2. Consider the dual pair (VI, U,,,). The Poincurk series of 
+I W W is 
I 
f”Fq- I,p- l,m@> 
(1 - t2y+q-' 
if n = () 
> 
p+dwdt) = pj-_, q_l n(t) 
1 1 
(1 _t2)p+q-l Ifrn=O. 
The Bernstein degree of r(cq (M, n)) is 
(p;:;‘)- 
Proof. The statement about Poincare series follows from (3.4), while the state- 
ment about Bernstein degree follows from the fact that 
&&(l) = q A&,b,c) = (o+b). 0 
. . U 
Analogous computations yield the following result. 
Theorem 3.3. Consider the dualpair (Spl , O&) and the duality correspondence: 
W4”) I sp1 x 0;” = C a(m) @ ~(dm>L 
where the sum is over all representations u(m), dim a(m) = m + 1, m E 
(0, 1,2, . . .}, of Spl N SU(2). The Poincurt series of T(a(m)) is 
P,(,(,))(t) = cm +lY~-2,*-2,m+1(t) 
(n - 1)(1 - t2)2n-3 ’ 
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where Fn-2,n_~,m+ l(t) is as defined in (3.5). The Bernstein degree of r(a(m)) is 
m+l 2n-4 
n-l ( > n-2 
4. REMARKS ON POINCARE SERIES FOR HOLOMORPHIC REPRESENTATIONS 
OF Q4(R) 
Here we describe one more technique to compute the Poincare series of 
Sp4(lR). Because it came about as an application of the study of another subject, 
we will be brief and refer the reader to [2] for details. In [2], we consider the 
standard action of GLk x GL,, on P(Ck”), the polynomial algebra on the space 
of k x n matrices. The object is to describe the ring Rk,n of highest weight vec- 
tors under ok x GL, in P(Ck”). 
Recall the duality correspondence between certain finite dimensional repre- 
sentations r of ok and certain holomorphic representations W, of&&R): 
Wk”) I ok x %‘Z,@) = pe3ww,. 
7EOk 
Obviously the Poincare series of W, is determined by an explicit knowledge of 
the &types of W, and their multiplicities, which are in turn determined by the 
knowledge of the joint ok x GL,, highest weight vectors of type r in P(Ck”). 
Thus it suffices to understand the ring Rk,,,. 
In [2], we are able to describe completely the structure of Rk, 2 for arbitrary k, 
among other things. Since all holomorphic representations of 5”4(lR) can be 
realized as certain W, for some k, their Poincare series can be written down 
explicitly, using this knowledge of Rk,z. 
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