In this paper we resort to singular spectrum analysis to disentangle the US GDP into several underlying components of interest. The business cycle indicator yielded through this method is shown to bear a resemblance with band-pass filtered output, and our results suggest it possesses better revision performance than other commonly applied filters.
Introduction
Among the most employed methods to extract the latent cyclical component of an economic series lies the method proposed by Hodrick and Prescott (1997) . Despite its popularity this is a high-pass filter and thus incorporates excessive noisy movements in the cyclical component. Baxter and King (1999) recommend instead the use of a band-pass filter which suppresses a spectrum of frequencies, and although their method is unable to produce end-of-sample estimates, which are particularly precious for policymaking, Christiano and Fitzgerald (2003) proposed a related method which solves this. Although these methods are among the most employed, the literature includes many possibilities. For example, Yogo (2008) uses multiresolution wavelet analysis to track cycles, Harvey and Trimbur (2003) suggest a class of filters based on unobserved components time series models, and Azevedo et al. (2006) propose a multivariate filter which uses information from many sources.
Here we employ singular spectrum analysis to disentangle the US GDP into several components of interest. Singular spectrum analysis is an extension of principal components for time series, ⇤ with applications in climatology (Allen and Smith, 1996) , geophysics (Kondrashov and Ghil, 2006) , and meteorology (Paegle et al., 2000) ; other applications include forecasting (Hassani et al., 2009) . The business cycle indicator yielded through this method resembles band-pass filtered output, it is in line with the contraction periods dated by the NBER, and a real-time exercise indicates it possesses better revision performance than some competing filters.
Singular spectrum analysis in a nutshell

Modus operandi of singular spectrum analysis
The method includes the phases of decomposition and reconstruction (Golyandina et al., 2001) . Decomposition subdivides into the steps of embedding and singular value decomposition.
Embedding.
The main concept in this step is the trajectory matrix, i.e., a with  = n l+1. We refer to each vector
as a window; the window length l, is a parameter defined by the user.
Singular value decomposition
From an eigenanalysis of YY 0 we collect the eigenvalues 1
, and the corresponding left and right singular vectors, respectively denoted by w i and v i . Through the decomposition made in this step we can approximate
We now turn to the second phase of the method, reconstruction; this includes grouping and diagonal averaging.
Grouping. In this step we select the first m leading eigentriples associated to the signal and exclude the remaining (d m) associated to the noise. Thus, we perform a proper selection of m, to disentangle Y into
where " denotes an error term, and the remainder summands represents the signal. This is typically done through readjusted methods for selecting the number of principal components.
Diagonal averaging. The central idea in this step is the reconstruction of the deterministic component of the series. Here we reverse the process done so far, returning to a reconstructed variant of the trajectory matrix, and thus the deterministic component of the series. An optimal way to do this is to average over all the elements of the several 'antidiagonals'. Formally, consider the linear space M 
Here |·| denotes the cardinal operator, and A w = {(i, j) : i+j = w}.
We can now write the deterministic component of y as
Measuring the US business cycle
Tracking the business cycle
Data from the US GDP were gathered from Thompson Financial Datastream; the time horizon ranges from 1950 (Q1) to 2009 (Q4). As it is standard in related literature, the business cycle is considered as the cyclical component whose recurring movements range from 6 to 32 quarters. This conception is handy for window length selection and for electing the principal components to be discarded. Since we are interested in the follow-up of regular dynamics of up to 8 years, setting a window length of 32 quarters becomes the natural choice. This leads to the components depicted in Fig. 1 . The above-mentioned business cycle definition enables us to dispense with the first two components: PC1 is linked to a P T P T P T P T P T P T P T P T P TP T slow-moving component (trend); PC2 is associated to movements with a frequency noticeably larger than 32 quarters. Components above the ninth are not considered relevant, as they take control of short fluctuations markedly below 6 quarters. Our indicator, henceforth crr-filter, is thus composed by summing the remainder (3-9) components. band-pass attributes, but bk-filter is unable to yield end-of-sample estimates. Lastly, our indicator possesses a similar behavior to the remainder and hence it can be thought of as an alternative method for characterizing the cyclical dynamics of economic activity, and it is in line with the contractions and expansions dated by the NBER. Our indicator yields lower estimates than comparing methods at both ends of the sample. This agrees with Stock and Watson (1999, Figure 2.5) , who also classified our first contraction period as the one with lowest values in the last 50 years of the last millennium; the severity of the latest contraction period also suggests that the remainder filters may be excessively optimistic here.
Fig. 2. Comparison of Indicators: CRR (-), CF (-), HP (---), and BK (--).
A real-time exercise
From the policymaker's stance a feature of remarkable importance is the reliability of real-time estimates of the business cycle indicator (Orphanides and van Norden, 2002) . By a real-time estimate we mean the business cycle estimate, conditional on the information set available at such point in time. Ex post revision of the estimates is typically due to either published data revision, or to recomputations given the arrival of further data on subsequent quarters. Here, a fixed data set is used so that the unique source of revision is the latter. As advocated by Orphanides and van Norden (2002) , recomputations are responsible for a large share of recurrent revision in the estimates. The period under consideration is (Q1)1998-(Q4)2009 and corresponds to 20% of the sample size. In Fig. 3 we plot real-time business cycle estimates against final estimates.
We report in Table 1 a set of revision realiability measures. The real-time performance of the hp-filter is in the overall dominated by the cf-filter, and our indicator dominates in all the abovementioned measures the cf and hp filters. The correlation of the crr-filter is almost 0.9 and hence much higher than the ones obtained by the hp and cf filters (0.65 and 0.67, respectively). The noise-to-signal ratio is quite lower reinforcing the relative information content of the real-time estimates obtained with the crr-filter. The share of time that the real-time estimates of the crr-filter have the same sign as final estimates are higher in comparison with the hp and cf filters. Further results, available from the authors, suggest better revision of our indicator in comparison with wavelet-based filter by Yogo (2008) and the unobserved components model by Harvey and Trimbur (2003) .
Conclusion
This paper introduces the crr-filter, a business cycle indicator based on singular spectrum analysis which is shown to bear a resemblance with band-pass filtered output. Since the end-ofsample behavior is frequently a thorny issue in business cycle assessment, a real-time estimation exercise is here executed to compare the reliability of the hp, cf, and crr filters. Our results suggest that the indicator proposed herein is endowed with a better revision performance than other filters often applied in the literature.
