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Abstract
Wildfires are destructive and inflict massive, ir-
reversible harm to victims’ lives and natural re-
sources. Researchers have proposed commission-
ing unmanned aerial vehicles (UAVs) to provide
firefighters with real-time tracking information;
yet, these UAVs are not able to reason about a
fire’s track, including current location, measure-
ment, and uncertainty, as well as propagation. We
propose a model-predictive, probabilistically safe
distributed control algorithm for human-robot col-
laboration in wildfire fighting. The proposed algo-
rithm overcomes the limitations of prior work by
explicitly estimating the latent fire propagation dy-
namics to enable intelligent, time-extended coor-
dination of the UAVs in support of on-the-ground
human firefighters. We derive a novel, analyti-
cal bound that enables UAVs to distribute their re-
sources and provides a probabilistic guarantee of
the humans’ safety while preserving the UAVs’
ability to cover an entire fire.
1 Introduction
Costly and massively destructive, wildfires inflict irreversible
damage to both victims’ lives and natural resources. Accord-
ing to the Insurance Information Institute [Institute, 2018],
more than 122,000 wildfires burned more than 24 million
acres between 2016 and 2018 in the United States, killing
more than 12,000 people and causing approximately $20 bil-
lion in damage.
Fighting wildfires is a dangerous task and requires ac-
curate online information regarding firefront location, size,
scale, shape, and propagation velocity [Martinez-de Dios et
al., 2008; Stipaniev et al., 2010; Sujit et al., 2007]. Histor-
ically, researchers have sought to extract images from over-
head satellite feeds to estimate fire location information [Fu-
jiwara and Kudoh, 2002; Kudoh and Hosoi, 2003; Casbeer et
al., 2006]. Unfortunately,, the resolution of satellite images
is typically too low to do any more than simply detect the
existence of a fire [Casbeer et al., 2006]. Firefighters need
frequent, high-quality images (i.e., information updates) to
monitor fire propagation, choose the most effective fighting
strategy,, and most importantly, stay safe.
Figure 1: This figure depicts the proposed safe coordination of
human-robot firefighting teams.
Recent advances in UAV technology have opened up the
possibility of providing real-time, high-quality fire informa-
tion to firefighters. However, the control of UAVs in this
volatile setting provides particular challenges. Effective co-
operation normally requires that each individual UAV has a
comprehensive knowledge regarding the state of every other
team member in order to coordinate the team’s collective
actions. This assumption is not always appropriate due to
communication constraints and complexities. Accordingly,
researchers typically seek to develop distributed coordina-
tion algorithms that reduce the need for explicit communi-
cation [Beard et al., 2006; McIntire et al., 2016; Nunes and
Gini, 2015; Choi et al., 2009].
Previous approaches to distributed control of UAVs have
typically sought to maximize the “coverage” of a fire. In the
works of Schwager et al. [2011], and more recently Pham
et al. [2017], coverage is the average pixel density across an
entire fire. However, these approaches do not explicitly rea-
son (i.e., through tracking and filtering) regarding a fire state
(i.e., position, velocity, and associated uncertainty), nor do
they attempt to develop a predictive model for fire propaga-
tion by key parameters (e.g., fire-spread rate due to available
fuel and vegetation). Furthermore, the location of a firefront
is typically modelled as the “coolest” part of a fire visible via
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infrared sensors, but this is not always accurate Pastor et al.
[2003].
In this paper, we overcome key limitations in prior work
by developing an algorithmic framework to provide a model-
predictive mechanism that enables firefighters on the ground
to have probabilistic guarantees regarding their time-varying
proximity to a fire. In our approach, we explicitly estimate
the latent fire propagation dynamics via a multi-step adaptive
extended Kalman filter (AEKF) predictor and the simplified
FARSITE wildfire propagation mathematical model [Finney,
1998]. This model enables us to develop straightforward dis-
tributed control adapted from vehicle routing literature [Cho
and Choi, 2019; Laporte, 1992; Toth and Vigo, 2002; Golden
et al., 1980] to enable track-based fire coverage.
In addition to this coverage controller, we derive a set
of novel analytical bounds that allow UAVs to enable
probabilistic-safe coordination of themselves in support of
on-the-ground human firefighters. We investigate three dif-
ferent scenarios in which: (1) a wildfire is almost stationary,
(2) a wildfire moves but does not grow (i.e., spawn) consid-
erably, and (3) a wildfire moves quickly and multiplies. We
derive analytic safe-to-work, probabilistic, temporal upper-
bounds for each case to facilitate the firefighters’ understand-
ing of how long they have until they must evacuate a loca-
tion. We empirically evaluate our approach against simulated
wildfires alongside contemporary approaches for UAV cov-
erage [Pham et al., 2017], as well as against reinforcement
learning techniques, demonstrating a promising utility of our
approach.
2 Preliminaries
In this Section, we first introduce the simplified FARSITE
wildfire propagation mathematical model and calculate the
fire dynamics. We then review the fundamentals of AEKF.
2.1 FARSITE: Wildfire Propagation Dynamics
The Fire Area Simulator (FARSITE) wildfire propagation
mathematical model was first introduced by Finney [1998]
and is now widely used by the USDI National Park Service,
USDA Forest Service, and other federal and state land man-
agement agencies. The model has been employed to simu-
late a wildfire’s spread, accounting for heterogeneous con-
ditions of terrain, fuels, and weather and their influence on
fire dynamics. The full FARSITE model includes complex
equations for firefront location updates, and precise model
implementation requires a significant amount of geographi-
cal, topographical, and physical information on terrain, fuels,
and weather. Moreover, the precise implementation of the
FARSITE model is computationally expensive, and thus, re-
searchers tend to modify the model by considering several
simplifying assumptions Pham et al. [2017]. The wildfire
propagation dynamics using a simplified FARSITE model is
shown in Equations 1 and 2.
qit = q
i
t−1 + q˙
i
t−1δt (1)
q˙it =
d
dt
(
qit
)
(2)
In the above Equations, qit indicates the location of fire-
front i at time t. q˙it identifies a fire’s growth rate (i.e., fire
propagation velocity) and is a function of fire spread rate (Rt,
e.g., fuel and vegetation coefficient), wind speed (Ut), and
wind azimuth (θt), which are available to our system through
weather forecasting equipment at each time t.
2.2 Adaptive Extended Kalman Filter (AEKF)
The Kalman filter is an optimal estimation method for lin-
ear systems with additive independent white noise in both
transition and observation systems [Kalman and others, 1960;
Kalman and Bucy, 1961; Kalman, 1960]. For nonlinear sys-
tems, an extended Kalman filter (EKF), which adapts multi-
variate Taylor series expansion techniques to locally linearize
functions, can be used. In an EKF, the state transition and ob-
servation models are not required to be linear but may instead
be functions that are differentiable and therefore linearizable,
as shown in Equations 3 and 4, where f(st−1, ut) and h(st)
are the state transition and observation models, respectively
connecting states st and st−1 at t− 1 and t.
st = f(st−1, ut) + ωt (3)
zt = h(st) + νt (4)
Taking ut as control input, function f computes the pre-
dicted state at time t from the previous estimate at time t− 1,
where h maps the predicted state estimate to predicted state
observation. Variables ωt and νt model the process and obser-
vation noises, respectively, and are assumed to be zero mean
multivariate Gaussian noise with covariances Qt and Rt.
AEKF: Prediction Step
The first step in EKF is the prediction step during which a
prediction of the next to-be-observed state is estimated. The
predicted state estimate is measured using Equation 5, and
the predicted covariance estimate is calculated, as shown in
Equation 6, where Ft is the state transition matrix and defined
in Equation 7 as the Jacobian of the fire propagation model
(Equation 7).
sˆt|t−1 = f(sˆt−1|t−1, ut) (5)
Pt|t−1 = FtPt−1|t−1F
T
t +Qt (6)
Ft =
∂f
∂s
∣∣∣∣
sˆt−1|t−1,ut
(7)
sˆt+r|t = F
r−1
t st|t−1 (8)
It can be shown that a multi-step prediction of the state from
r steps ahead sˆt+r|t can be obtained given the measurements
and observations at time t [Taragna, 2011], as shown in Equa-
tion 8.
AEKF: Update Step
The state and covariance estimates are updated in this step,
noted in Equations 9-10, where Kt = Pt|t−1HTt S
−1
t is the
near-optimal Kalman gain and y˜t = zt−h(sˆt|t−1) is the mea-
surement residual. Moreover, St is the covariance residual
and is measured in Equation 11, where Ht is the observation
Jacobian matrix calculated in Equation 12. Similar to Equa-
tion 8, the measurement residual of the observation model
h(st) at r steps into the future is obtained using Equation 13.
sˆt|t = sˆt|t−1 +Kty˜t (9)
Pt|t = (I −KtHt)Pt|t−1 (10)
St = HtPt|t−1HTt +Rt (11)
Ht =
∂h
∂s
∣∣∣∣
sˆt|t−1
(12)
St+r|t = HtF
r−1
t Pt|t−1
(
HtF
r−1
t
)T
+Rt (13)
We leverage AEKF [Akhlaghi et al., 2017], which intro-
duces innovation and residual-based updates for process and
observation noise covariances, as shown in Equations 14-15.
These updates remove the assumption of constant covariances
Qt and Rt.
Qt = αQt−1 + (1− α)
(
Ktdtd
T
t K
T
t
)
(14)
Rt = αRt−1 + (1− α)
(
y˜ty˜
T
t +HtPt|t−1H
T
t
)
(15)
Qt andRt are adaptively estimated as the Kalman filter lever-
ages its observations to improve the predicted covariance ma-
trix Pt|t−1 by applying Equations 14-15. This AEKF’s multi-
step prediction and error propagation provide the capability
to derive an analytical condition for the safety of human fire-
fighters, as discussed in Section 3.2. To the authors’ knowl-
edge, this has not yet been explored in the related literature.
3 Method
The proposed algorithm for safe human-robot coordination
in wildfire fighting is henceforth summarized. Initially, all
available drone resources are distributed to cover a wildfire by
generating a search graph and clustering the hotspots to gen-
erate an optimal path for each drone. Hotspots are detected
through vision or thermal cameras [Merino et al., 2010; Yuan
et al., 2015]. We assume that firefighters’ locations are known
to the system through common locating devices, such as GPS.
Upon receiving a support request from a human team, one of
the drones conducts a “feasibility test” based on an analyti-
cal, probabilistic bound we derived in Section 3.1, Equations
17, 18, and 21 to determine whether the UAV can safely pro-
tect the human firefighters. This bound determines an upper
bound on the time, TUB , required to cover each fire in the
vicinity of the human firefighters. TUB is compared to the
maximum time allowable for each fire track to propagate be-
fore measurement—derived from the AEKF model—so that
the residual post-measurement is less than the residual after
the last time a given firefront location was observed. This test
is presented in Section 3.2 with Equation 23. If the test is
satisfied, a near-optimal tour is computed via a k-opt proce-
dure. If the test fails, the UAV recruits more UAVs to assist
until this bound is satisfied, divvying up the responsibilities
for covering the fire locations. Next, we describe in detail
each component of our overall method.
The proposed framework depends on the calculated upper
bound traverse time, TUB , which itself is dependent on the
propagation velocity and growth rate of the wildfire. Details
of different wildfire scenarios and the analytical traverse time
upper bound for each case are presented in the following sec-
tion.
Figure 2: This figure depicts the three wildfire scenarios we con-
sider. case 1: near-stationary (Left), case 2: wildfire moves but does
not grow considerably (Center), and case 3: wildfire moves quickly
and multiplies (Right). The green dots and red circles represent cur-
rent and next-step locations of firefronts, and the blue circles indicate
the Steiner zones.
3.1 Probabilistic Safety for Coordination
In this section, we develop a probabilistic upper bound, TUB ,
on the time required by a drone to service each fire location
(i.e., observe once). This upper bound is then used in Sec-
tion 3.2, Equation 23 to determine whether a drone can be
probabilistically guaranteed to service each fire location fast
enough to ensure a bounded track residual for each fire. We
derive three bounds, one for each of the following fire scenar-
ios: (1) a wildfire is almost stationary, (2) a wildfire moves
but does not grow (i.e., spawn) considerably, and (3) a wild-
fire moves quickly and multiplies. Figure 2 depicts these sce-
narios.
For the derivation, we reason about the velocity of the fire
at the α confidence level (i.e., the probability the velocity is
greater is 1− α). We set α = 0.05 for our experiments. Fur-
ther, we assume each fire’s velocity is conditionally indepen-
dent given latent fire dynamics, which we estimate explicitly
in our AEKF model. As such, the probability that our bounds
are correct is demonstrated in Equation 16, where T ∗ is the
actual maximum time the drone can go without visiting any
q ∈ Q and TUB is our bound. 1
Pr[TUB ≥ T ∗] ≤ 1−
∏
q∈Q
1− α (16)
Case 1: Stationary Fire
The first scenario is that of a fire which is almost stationary.
Considering a search graph made of all hotspots to visit as
vertices and paths to traverse as edges, we calculate an initial
path using a minimum spanning tree (MST). Note that the
MST path (i.e., the Hamiltonian Cycle computed from the
MST) is not the fastest possible path, but it is fast to generate.
Therefore, the drones utilize the k-opt algorithm to iteratively
improve the path and bring it closer to optimal. This pro-
cess ensures a quick, sound way to guarantee the safety for
the people on the ground. Once a consensus is reached with
respect to the safety of human firefighters, UAVs can spend
time improving the efficiency of actual firefront tours. We
derive the upper bound time to complete a tour to all loca-
tions as the Hamiltonian path of the MST path (denoted with
1A formal proof and derivations is included in our supplemen-
tary version, available at https://github.com/firefront-tracking/Safe-
Coordination-of-Human-Robot-Firefighting-Teams
temporal cost MST ) for a drone with velocity v in Equation
17.
T
(C1)
UB =
2MST
v
(17)
Case 2: Moving Fire
The second scenario for consideration is a fire that moves but
does not grow (i.e., spawn) considerably. In this case, the
number of nodes |Q| (i.e., discretized firefront points) and
the velocity of the propagating fire need to be taken into ac-
count. Our upper bound on the time a UAV has to revisit each
fire location is noted in Equation 18, where q˙ξt
∧∣∣∣∣
α
is the esti-
mated speed of fire q in the ξ ∈ x, y direction evaluated at
confidence interval defined by α.
T
(C2)
UB =
MST
vm
2
− 2ζα (|Q| − 1) (18)
ζα = arg max
q,q′
√(
q˙xt
∧∣∣∣
α
)2
+
(
q˙′
y
t
∧∣∣∣
α
)2
(19)
In Equation 18, we assume a worst-case speed for all fires
propagating at a rate of the speed of the fastest fire in the
x- and y-directions, as shown in Equation 19. By setting α,
we can control the degree of confidence in our system at the
cost of making the UAV coordination problem more difficult.
This independence assumption and uniformity of fastest and
universal speed is a worst-case assumption.
To arrive at this bound, we begin by considering the cost of
traveling to each fire under the stationary case, T (C1)UB . If the
fire locations are moving, the edges of the Hamiltonian cycle
connected to each fire location will shrink or expand. In the
worst case, we assume that each edge expands according to
two times the velocity of the fastest fire location. Considering
that the drone has |Q| fires to consider, this yields (|Q| −
1) edges that may expand in the MST, with two times that
quantity accounting for the Hamiltonian path. We note that
the total expansion is a function of the time the fire is able
to expand, which is a self-referencing equation, as shown in
Equation 20. However, we easily solve for T (C2)UB to arrive at
Equation 18.
T
(C2)
UB = T
(C1)
UB + 2 ∗ (|Q| − 1) ζα ∗ T (C2)UB (20)
Case 3: Moving-Spreading Fire
The third scenario we consider is a wildfire that moves and
grows quickly. Single nodes of fire expand over time and
escape the drone’s field of view (FOV). The drones must con-
sider the time it takes for a spawning point q to escape their
FOV, given its velocity and the width of the FOV g. The upper
bound for traversal time allowed to maintain the track quality
of each fire is shown in Equation 21, where γ = 4|Q|(ζ
α)2
gv ,
β = 1 + 2|Q|ζ
α
v and δ =
MST
v
2−2ζα(|Q|−1) .
T
(C3)
UB =
−β +
√
β2 − 4γδ
2γ
(21)
The width of the FOV for a drone d with altitude pzd is the
half-angle θ of the camera as g = 2pzd tan θ.
To arrive at this bound, we begin by considering the time
to traverse to each moving firefront and the time to cover
the area possibly engulfed by the growth of each firefront, as
shown in Equation 22. The first term of this equation brings
T
(C2)
UB from Equation 18. However, we must also account for
the fact that the fires are able to spread for T (C3)UB units of time
instead of only T (C2)UB . Second, we must consider how much
growth a fire location will experience. For a specific fire,
q, the fire will grow no more than 2 q˙xt
∧∣∣∣
α
T
(C3)
UB
along the x-
direction and no more than 2 q˙yt
∧∣∣∣∣
α
T
(C3)
UB
along the y-direction
at the α confidence level. If we assume a vertical scanning
pattern, the total number of passes the drone takes from left
to right is given by d2 q˙xt
∧∣∣∣∣
α
T
(C3)
UB
/ge, and the total distance tra-
versed for each pass is 2 q˙yt
∧∣∣∣∣
α
T
(C3)
UB
.
T
(C3)
UB = T
(C2)
UB
∣∣∣
C3
+
∑
q
2
v
q˙yt
∧∣∣∣
α
TUB
⌈
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
⌉
(22)
We make the following two conservative and simplifying as-
sumptions. First, we remove the ceiling operator and add one
to the term inside the operator to achieve continuity. Second,
we adopt a similar approach to case 2 by assuming the area
required to cover to account for the growth of each fire loca-
tion is upper-bounded by |Q| times the area of growth for a
hypothetical fire growing quickest. With these two conserva-
tive simplifying assumptions, we readily arrive at the bound
in Equation 22.2
3.2 Human Safety Module
Close-enough Traveling Salesman Problem
The first step in our human safety module is to generate a
search graph with firefront points within human vicinity as
the vertices and distances in between as the edges. For this
purpose, we leverage the close-enough traveling salesman
problem (CE-TSP) with Steiner zone Wang et al. [2019] vari-
able neighborhood search. In CE-TSP, the agent does not
need to visit the exact location of each fire. Instead, the agent
only gets “close enough” to each goal.
In the application of monitoring firefront hotspots, a UAV
observes multiple nodes within its FOV and thus, does not
need to travel to the exact location of each firefront point.
Instead, we first identify the overlapping disks between k fire
points as their corresponding Steiner zone Wang et al. [2019]
and choose a node from the identified Steiner areas as a new
vertex in our tour instead of the corresponding k points.
Analytical Safety Condition: Uncertainty Residual Ratio
Upon reaching a new node within the human vicinity, the
UAV calculates two quantities: (1) the time required to com-
plete a tour generated in the previous step using the analytical
time upper bound Equations TUB and (2) the current mea-
surement residual covariance through Equation 11. Leverag-
ing these two parameters, now Equation 13 is used to predict
2See Appendix
an estimation of the residual TUB steps into the future. We in-
troduce the uncertainty residual ratio (URR) in Equation 23.
URRqt =
St+TUB |t
St|t−1
≤ 1, ∀q ∈ Q (23)
The URRqt is an indicator of the scale to which the UAV
is capable of tracking the fire point q within the vicinity of
the humans without losing tracking information. A URR
greater than one demonstrates a quickly growing or propagat-
ing wildfire towards the human team, about which the UAV
will not be capable of providing online information while
completing a tour before the situation becomes dangerous and
retreat is necessary. Similarly, a URR smaller than one indi-
cates that online information can be provided while keeping
track of the fire and ensuring the safety of humans.
If the URR condition is not satisfied for a node, the gener-
ated path in the CE-TSP step is partitioned into two paths and
another UAV is recruited from the available resources. This
process is repeated until URRqt is satisfied for all q and t.
To calculate the residuals as in the URR Equation in 23, we
use the adaptive extended Kalman filter (AEKF). The pro-
cess and observation model derivations of AEKF are detailed
in the following sections.
3.3 Uncertainty and Residual Prediction
For the purpose of measurement residual estimation, we use
EKF to predict a distribution and accordingly, a measure-
ment covariance for each firefront point through linear error
propagation techniques. Considering qt−1 as the location of
firefronts at current time and pt−1 as the UAV coordinates,
a firefront location qˆt one step forward in time is desired,
given the current firefront distribution (qt−1), fire propaga-
tion model with current parameters (Mt−1), and UAV ob-
servation model of the field (Ot−1). In other words, qˆt =
arg maxqt ρ (qt−1, pt−1,Mt−1,Ot−1, qt).
We now compute the terms from the EKF equations pre-
sented in Section 2.2, where wildfire propagation model M
and drone observation model O are functions f and h in
Equation 3-4. Using the aforementioned notations, the EKF
state transition and observation equations can now be stated
in Equations 24 and 25, where pt−1 = [pxt , p
y
t , p
z
t ] is the phys-
ical location of UAV.
qt =ft−1 (qt−1, pt−1, Rt−1, Ut−1, θt−1) + ωt (24)
qˆt =ht (qt, pt−1) + νt (25)
We reform the state transition equation in 24 to
account for all associated parameters given by
St = [qxt , qyt , pxt , pyt , pzt , Rt, Ut, θt]T . Additionally,
Φt = [q
x
t , q
y
t , p
x
t , p
y
t , p
z
t , Rt, Ut, θt]
T is a mapping vec-
tor through which the predicted fire dynamics and drone
locations are translated into a unified angle-parameter vector
Φˆt =
[
ϕxt , ϕ
y
t , Rˆt, Uˆt, θˆt
]T
. The angle parameters (i.e., ϕxt
and ϕyt ) contain information regarding both firefront location
[qxt , q
y
t ] and UAV coordinates [p
x
t , p
y
t ]. By projecting the
looking vector of UAV to planar coordinates, the angle
parameters are calculated as ϕxt = tan−1
(
qxt −pxt
pzt
)
and
ϕyt = tan
−1
(
q
y
t−p
y
t
pzt
)
.
The next step is to calculate the state transition Jacobian
matrices Ft and Ht in Equations 7 and 27, respectively 3,
where t′ = t − 1 and superscript (3) represent number of
column and row repetitions for all [pxt , p
y
t , p
z
t ].
∂f
∂Si
∣∣∣∣
Φˆ
t′
=
qx
t′ q
y
t′ p
(3)
t′ Rt′ Ut′ θt′

qxt 1 0 0
(3) ∂q
x
t
∂R
t′
∂qxt
∂U
t′
∂qxt
∂θ
t′
qyt 0 1 0
(3) ∂q
y
t
∂R
t′
∂q
y
t
∂U
t′
∂q
y
t
∂θ
t′
p
(3)
t 0 0 0
(3) 0 0 0
Rt 0 0 0
(3) 1 0 0
Ut 0 0 0
(3) 0 1 0
θt 0 0 0
(3) 0 0 1
(26)
∂h
∂Φi
∣∣∣∣
Φˆt|t−1
=
qxt q
y
t p
x
t p
y
t p
z
t Rt Ut θt

ϕxt
∂ϕxt
∂qxt
0
∂ϕxt
∂pxt
0
∂ϕxt
∂pzt
0 0 0
ϕxt 0
∂ϕ
y
t
∂q
y
t
0
∂ϕ
y
t
∂p
y
t
∂ϕ
y
t
∂p
y
t
0 0 0
Rˆt 0 0 0 0 0 1 0 0
Uˆt 0 0 0 0 0 0 1 0
θˆt 0 0 0 0 0 0 0 1
(27)
3.4 Distributed Coverage
While UAVs are not required to monitor the firefronts directly
and provide human firefighters with safety information, they
will explore the rest of the wildfire. As discussed earlier, dis-
tributed exploration and coverage is more efficient and prac-
tical as states of agents are hardly known to other agents due
to communication constraints. In this section, we propose a
distributed framework similar to our human safety module.
The steps to our distributed coverage module are as follows:
after detecting the fire map and hotspots using visual or ther-
mal cameras, a set of fire points based on the aforementioned
Steiner zone variable neighborhood search method are gener-
ated. The set of nodes are partitioned (e.g., K-means cluster-
ing) according to the number of available UAVs. Each drone
is assigned to one partition by solving a simple constraint sat-
isfaction problem (CSP) with drones as variables, partitions
as domains, and distance to the center of the partition as con-
straints. Next, an optimal path for coverage and tracking is
found applying the k-opt algorithm. The upper bound time,
TUB , is then calculated for a fire point in the center of the
drone’s FOV. TUB provides the drone with an estimate of how
long it will take afire to escape its FOV as determined by fire
propagation velocity. When a route is identified in this way,
UAVs can apply this reasoning for the next TUB timesteps be-
fore recalculating a new path. After TUB has passed, the par-
titions are revised, and an optimal path is recalculated, since
fire locations have more than likely changed significantly dur-
ing this time. Once a drone is requested for human safety at
firefronts, one of the drones is dismissed, and the process is
repeated.
3See Appendix
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Figure 3: This figure depicts a quantitative evaluation of the human safety analytical bound (Figure 3a), the efficacy of the coverage coordi-
nation algorithm (Figure 3b), and a comparison to prior work (Figure 3c).
4 Empirical Evaluation
4.1 Benchmarks
The first benchmark we compare to is the distributed con-
trol framework for dynamic wildfire tracking as proposed by
Pham et al. [2017]. The distributed control framework in-
cludes two controller modules for field coverage and path
planning in which the former is responsible for covering the
entire fire and the latter for path planning. The two controllers
are defined as the negative gradients (gradient descent) of ob-
jective functions to maximize the area-pixel density of the
UAV’s fire observations and to maintain safe flight parame-
ters with potential field-based criteria, respectively.
We also compare our approach to a reinforcement learn-
ing (RL) baseline. An RL policy network controls a sin-
gle UAV, and each policy network is identical across UAVs.
The network consists of four convolutional layers followed
by three fully connected layers with ReLU activations. A
single-channel image with fire locations is the input, and the
network outputs a direction for each drone to move. The re-
ward at each step is given as the negative sum of uncertainty
across the entire map, encouraging the agent to minimize un-
certainty over time. After more than 800 episodes, agents
continue to exhibit random behavior and fail to find or track
any firefronts. While we do not claim that RL cannot work in
this application, we believe our learning approach is suited to
the task yet is unsuccessful in producing meaningful results.
As such, we do not include the RL baseline results in Figure
3c.
4.2 Results
In order to evaluate the efficacy of our proposed human safety
module, we performed a comprehensive simulation to deter-
mine the number of drones needed to satisfy the uncertainty
residual ratio (given in Equation 23) for a range of numbers
of humans on a team. We performed the evaluation for all
three aforementioned wildfire scenarios for 10 trials and cal-
culated the mean and standard error (SE) for each. The results
of these simulations are noted in Figure 3a. During our sim-
ulations, we chose the fire velocity q˙ to be 0, 0.5, and 1 for
wildfire cases 1, 2, and 3, respectively. We also chose the
spawning rate of the fire for case 3 to be at most 3, meaning
each fire point can reproduce up to 3 more fire points. As
shown in Figure 3a, increasing the number of operating hu-
man teams resulted in a rise in the number of drones required
to guarantee safe conditions. This also held as the wildfire
propagation scenario changed and a fire propagated more ag-
gressively.
We also evaluated our distributed coverage platform within
a similar framework by calculating the cumulative uncer-
tainty residual while covering the map. The uncertainty resid-
ual measure was an indicator of how successful UAVs were
in covering all fire points and hotspots and increased by
the number of nodes not covered by any drone. Figure 3b
shows the results for the evaluation of our distributed cover-
age method. For this evaluation, we required the drones to
cover the entire fire map as much as possible, while main-
taining an altitude that was both safe and conducive to high-
quality imaging. As represented in Figure 3b—the case of
stationary wildfire—drones easily covered the fire map with-
out missing too many fire points. In the case of a fast-growing
fire, however, more drones were required to cover the fire map
efficiently, reducing its associated entropy.
Figure 3c shows a comparison between the cumulative
uncertainty residual for a team of UAVs controlled by our
method and a team of UAVs controlled using the coverage
and tracking controller framework presented by Pham et al.
[2017]. For cases 1, 2, and 3, our approach was able to
achieve significantly lower cumulative uncertainty.
5 Conclusion
We have introduced a novel analytical bound on fire prop-
agation uncertainty, allowing high-quality path planning for
real-time wildfire monitoring and tracking, while also provid-
ing a probabilistic guarantee on human safety. Our approach
outperformed prior work for distributed control of UAVs for
wildfire tracking, as well as a reinforcement learning base-
line. In future work, we aim to relax the simplifying assump-
tions of the FARSITE model and to further explore learning-
based techniques.
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Appendix
Deriving the Upper-bound Time for Wildfire Case 3 (e.g.,
T
(C3)
UB )
To arrive at this bound, consider Figure 4 as the case detailed
in Section 3.1. According to Figure 4, for a specific fire, q
the time-varying width and height (i.e., planar length) of the
enlarging fire area along X and Y axes can be estimated as
in Equations 28 and 29 at the α confidence level, as fires are
now allowed to spread for T (C3)UB units of time
w(t) ≤ 2 q˙xt
∧∣∣∣
α
T
(C3)
UB (28)
h(t) ≤ 2 q˙yt
∧∣∣∣
α
T
(C3)
UB (29)
Assuming a vertical scanning pattern as shown, we round
up the maximum possible w(t) and thus, the total number of
passes the drone would take from left to right is given by
n(t) ≤
⌈
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
⌉
(30)
and the total distance traversed for each pass is
d(t) = 2 q˙yt
∧∣∣∣
α
T
(C3)
UB (31)
and finally the total pass traversed is
dtot(t) = n(t)h(t) (32)
Accordingly, the time required for one firefront point to es-
cape the FOV of a specific drone d with velocity v can be
calculated as
τq(t) =
dtot(t)
v
(33)
=
n(t)h(t)
v
(34)
=
⌈
2 q˙xt
∧∣∣∣∣
α
T
(C3)
UB
g
⌉
2 q˙yt
∧∣∣∣
α
T
(C3)
UB
v
(35)
Now, the time required for all of the fire points will be the
summation over all τq in Equation 35. However, we must note
that the center of each spreading fire point also moves, and
the upper bound time derived for case 2 in Equation 18 (i.e.,
T
(C2)
UB ) must be added to this summation. Therefore, the upper
bound time for case 3 can be estimated as in Equation 36.
T
(C3)
UB = T
(C2)
UB
∣∣∣
C3
+
∑
q
2
v
q˙yt
∧∣∣∣
α
TUB
⌈
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
⌉
(36)
We need to solve Equation 36 for T (C3)UB to find the final equa-
tion to obtain the upper bound. For this purpose, we make the
following two simplifying assumptions. First, we remove the
ceiling operator and add one to the term inside the operator to
achieve continuity , as shown in Equation 37.⌈
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
⌉
≤
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
+ 1 (37)
Figure 4: The third wildfire scenario, in which a fire can move and
spawn quickly. The large red circle shows the potential area en-
gulfed by the growth of each firefront. Parameter g represents the
width of the UAV’s FOV. The blue arrow represents a UAV’s par-
tial trajectory while monitoring a fire (vertical scanning pattern is
assumed).
Second, we adopt a similar approach to case 2 by assuming
the area required to cover to account for the growth of each
fire location is upper-bounded by |Q| times the area of growth
for a hypothetical fire growing quickest (Equation 38).
∑
q
q˙yt
∧∣∣∣
α
TUB
⌈
2 q˙xt
∧∣∣∣
α
T
(C3)
UB
g
⌉
≤ |Q|ζα
⌈
2ζαT
(C3)
UB
g
⌉
(38)
With these two conservative simplifying assumptions, the
bound in Equation 36 can be revised as below.
T
(C3)
UB = T
(C2)
UB
∣∣∣
C3
+
2|Q|ζαT (C3)UB
v
[
2ζαT
(C3)
UB
g
+ 1
]
(39)
T
(C3)
UB −
2|Q|ζαT (C3)UB
v
[
2ζαT
(C3)
UB
g
+ 1
]
= T
(C2)
UB
∣∣∣
C3
(40)
T
(C3)
UB −
2|Q|ζαT (C3)UB
v
[
2ζαT
(C3)
UB
g
+ 1
]
=
MST
v
2
− 2ζα(|Q| − 1)
(41)
Note that Equation 41 is in the form of z − az (bz + 1) = δ
general quadratic equations with z = T (C3)UB , which can be
simplified to γz2−βz+ δ = 0, where γ = ab and β = 1 +a
and they can be calculated as below.
γ =
4|Q| (ζα)2
gv
(42)
β = 1 +
2|Q|ζα
v
(43)
δ =
MST
v
2
− 2ζα(|Q| − 1) (44)
Eventually, from the solution to general quadratic equations,
we know that the upper-bound traversal time T (C3)UB allowed
to maintain the track quality of each fire for case 3 can be
obtained as in Equation 45.
T
(C3)
UB =
−β +√β2 − 4γδ
2γ
(45)
Calculating the Jacobian Matrices and the Gradients
To calculate, we first reform the state transition equation in 24
to account for all aforementioned associating parameters as
below.[
St
]
8×1
=
[
∂f
∂Si
∣∣∣∣
Sˆt−1|t−1
]
8×8
[
St−1
]
8×1
+ ωt (46)
where the process noise ωt should account for both stochas-
ticity in fire behavior and propagation model inaccuracy and
is modeled by a zero mean white Gaussian noise. Accord-
ingly, we form the state transition Jacobian matrices Ft in
Equation 7, including partial derivatives of wildfire propaga-
tion dynamics in Equations 1 and 2, with respect to all vari-
ables in state vector St. Note that the parameters Rt, Ut, and
Ut are not necessarily dynamic with time, and it is fairly rea-
sonable to consider these physical parameters as constants for
short periods of time. However, in the case of analyzing the
system for longer durations, temporal dynamics may apply
(Delamatar et al. [2013]), specifically due to changes in wind
speed and velocity. Exact estimation of temporal dynamics
related to these parameters are out of the scope of the current
study, since we assume locality in time and space according
to FARSITE (Finney [1998]). The resulting Jacobian matrix
will take the form as in Equation 26. To calculate the partial
derivatives in Equation 26, we need the fire dynamics through
wildfire mathematical model. By ignoring the superscript i in
Equations 1 and 2 and without losing generality, q˙t can be
estimated for each propagating firefront by Equations 47-49,
where q˙xt and q˙
x
t are firefront first-order dynamic for X and Y
coordinates, and a, b, c, d, and l are constants
q˙xt = C(Rt, Ut) sin(θt) (47)
q˙yt = C(Rt, Ut) cos(θt) (48)
where
C(Rt, Ut) = Rt
(
1− LB(Ut)
LB(Ut) +
√
GB(Ut)
)
(49)
and
LB(Ut) = ae
bUt + ce−dUt + l (50)
GB(Ut) = LB(Ut)
2 − 1 (51)
Now, the derivatives of qxt and q
y
t with respect to parameters
Rt−1, Ut−1, and θt−1 are computed by applying the chain-
rule and using Equation 47-51 as follows, where D(θ) equals
sin θ and cos θ for X and Y axis, respectively.
∂qt
∂θt−1
= C(Rt, Ut)
∂D(θ)
∂θ
δt (52)
∂qt
∂Rt−1
=
(
1− LB(Ut)
LB(Ut) +
√
GB(Ut)
)
D(θ)δt (53)
∂qt
∂Ut−1
=
Rt′
(
LB(Ut′)
∂GB(Ut′ )
∂Ut′
−GB(Ut′) ∂LB(Ut′ )∂Ut′
)
(
LB(Ut′) +
√
GB(Ut′)
)2 D(θ)δt
(54)
Figure 5: The UAV observation model.
To calculate the observation Jacobian matrix Ht in Equa-
tion 27 and its gradients, we first consider Figure 5 which
depicts the observation model through which UAVs perceive
afire.
Accordingly, the observation mapping equation in 25 is
now presented as[
Φˆt
]
5×1
=
[
∂h
∂Φi
∣∣∣∣
Φt|t
]
5×8
[
Φt
]
8×1
+ νt (55)
The angle parameters (i.e., ϕxt and ϕ
y
t ) contain information
regarding both firefront location [qxt , q
y
t ] and UAV coordi-
nates [pxt , p
y
t ]. Considering p
d
t = [p
x
t , p
y
t , p
z
t ]
T as the desired
current UAV pose, there will be errors associated with all of
these coordinates. This will affect UAVs’ ability to extrapo-
late where afire is on the ground. Taking this into account
is very important. The observation noise is modeled as a
zero-mean white Gaussian noise. Note that errors in X, Y,
and Z axes coordinates of a drone are loosely correlated, and
thus, we also incorporate non-diagonal elements in observa-
tion noise covariance matrix Rt. According to Figure 5, by
projecting the looking vector of a UAV to planar coordinates,
the angle parameters are calculated as below
ϕxt = tan
−1
(
qxt − pxt
pzt
)
(56)
ϕyt = tan
−1
(
qyt − pyt
pzt
)
(57)
. The observation Jacobian matrix Ht is presented in Equa-
tion 27, where the partial derivatives are derived using Equa-
tions 56 and 57 as follows
∂ϕxt
∂qxt
=
1
1 +
(
qxt −pxt
pzt
)2 ( 1pzt
)
(58)
∂ϕxt
∂pxt
=
1
1 +
(
qxt −pxt
pzt
)2 (−1pzt
)
(59)
∂ϕxt
∂pzt
=
1
1 +
(
qxt −pxt
pzt
)2 (qxt − pzt )( −1(pzt )2
)
(60)
similar equations as above hold for Y-axis with qyt and p
y
t .
