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Abstract. We consider a three-node fully connected network (Delta network)
showing that a coherent population trapping phenomenon occurs, generalizing results
for the Lambda network known to support a dark state. Transport in such structures
provides signatures of detrapping, which can be triggered by external controls. In the
presence of an environment it turns out to be sensitive to its Markovianity. Adiabatic
modulation of the system’s parameters may yield coherent population transfer,
analogous to the stimulated Raman adiabatic passage phenomenon. Robustness of
this protocol against non-adiabatic transitions is studied. Coherent nanostructures
where these phenomena are relevant for quantum transport and quantum protocols
are suggested.
1. Introduction
Coherent trapping is a well known phenomenon in atomic physics, occurring when
various ground states are coupled to a common upper level by multiple resonant laser
beams [1, 2], the simplest instance being a three-level system called Lambda (Λ)
network (see Fig. 1). As a result population is trapped in a subspace, the upper level
being never populated. Since this prevents radiative decay the trapped state is often
called dark state. Adiabatic manipulations of the dark state may allow faithful and
robust population transfer by techniques as the stimulated emission Raman adiabatic
passage (STIRAP) [3] or superadiabatic extensions [4], and are nowadays of interest for
applications in solid-state quantum information [5–11].
In this work we study a Delta (∆) systems, a three-site quantum network depicted
in Fig. 1. Each site defines a basis state {|0〉 , |1〉 , |2〉}. We will show that under suitable
conditions also this more general network admits a stable state, trapped in the subspace
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Figure 1. Left panel schematic of the ∆ system consisting of three levels and three
couplings. One of the levels may dacay to a sink with a rate Γ2S . This network may
admit a stable “trapped” eigenstate |D〉, the population being confined in the subspace
{|0〉 , |1〉}, if the condition δ¯ = 0 is fullfilled (see text). This is an effective model for a
simple quantum network, or for a three-level atom driven by three coherent fields. In
the Λ system one of the couplings vanishes, Ω0 = 0. Right panel: the same network in
a “dressed” basis, emphasizing that detrapping occurs only for δ¯ 6= 0.
{|0〉 , |1〉}. The Hamiltonian of the ∆ systems is written as
H =
 0 Ω0 ΩpΩ∗0 δ Ωs
Ωp Ωs δp
 (1)
where we have chosen the arbitrary phases of the basis states in such a way that the two
off-diagonal elements Ωp and Ωs are real. Here we use the notation of quantum optics
where Eq.(1) is the Hamiltonian of a multilevel atom driven by three nearly resonant
lasers expressed in a multiple rotating frame, in the rotating wave approximation.
Diagonal elements represent detunings of the fields while off-diagonal elements are the
Rabi energies, related to the amplitudes (see 4) of the driving fields. When the system is
driven by only two lasers special configurations are obtained: the Λ scheme for Ω0 = 0,
the ladder scheme (Ωp = 0) and the Vee scheme (Ωs = 0).
Seen as a Hamiltonian in the laboratory frame Eq.(1) describes a quantum network
where for instance three localized states with on-site energies δ and δp (relative to
|0〉) and with Ωi being the tunneling amplitudes connecting the sites. The physics of
population trapping also plays an important in solid-state quantum networks [12, 13] and
has been invoked to explain peculiar quantum transport properties in nanostructures,
from architectures of quantum dots [14] to light-harvesting systems in biological
complexes [15, 16].
We will show in Sec. 2 that also in the ∆ system an “unconventional” trapping
phenomenon occurs. We discuss in Sec. 3 the implications for transport in solid-state
quantum networks and in Sec. 4 applications to the dynamics of driven three-level atoms,
who also provide insight on the robustness of unconventional trapping.
Coherent trapping in small quantum networks 3
2. Trapped states
We now look for trapped states of the network, namely if eigenstates of the form
|D〉 = c0 |0〉+ c1 |1〉
exist. The probability of detecting the system in state |2〉 vanishes, 〈2|D〉 = 0, therefore
the system is trapped in a one-dimensional subspace, despite the non vanishing transition
amplitudes. In the quantum optical version the system is trapped in |D〉 despite the
fields tend to trigger transitions to the state |2〉. Since this latter often decays radiatively,
when the system is trapped no fluorescence is observed, therefore |D〉 is called a dark
state.
By imposing that |D〉 is an eigenstate we find the equations
−zDc0 + Ω0c1 = 0
Ω∗0c0 + (δ − zD)c1 = 0
Ωpc0 + Ωsc1 = 0
zD being the relative eigenvalue z. The last equation gives c1 = −(Ωp/Ωs)c0, yielding
the form of the trapped state
|D〉 = Ωs |0〉 − Ωp |1〉
ΩRMS
=: cos θ |0〉 − sin θ |1〉 (2)
where ΩRMS =
√
Ω2p + Ω
2
s and the mixing angle is given by tan θ = Ωp/Ωs. This trapped
state is an eigenstate only if the other two equations are satisfied, namely
δ =
Ω∗0Ω
2
s − Ω0Ω2p
ΩpΩs
=: δ0 (3)
z = −Ω0Ωp
Ωs
=: zD (4)
Notice that besides Ω0, also δ and δp may be complex. For simplicity here we focus on
the case of real matrix elements. The network can be digonalized and we find for the
eigenvalues the compact form
z± =
1
2
[
δp +
Ω0Ωs
Ωp
± ΩAT
]
(5)
where a quantity analogous to the Autler-Townes splitting appears
ΩAT =
√
δ˜2p + 4Ω
2
RMS ; δ˜p = δp −
Ω0Ωs
Ωp
(6)
Eigenvectors can be conveniently written as
|+〉 = sin Φ |B〉+ cos Φ |2〉 ; |−〉 = cos Φ |B〉 − sin Φ |2〉 (7)
where |B〉 = sin θ |0〉 + cos θ |1〉 is called bright state, and forms a basis together with
|D〉 and |2〉. Finally the mixing angle is given by
tan 2Φ =
2ΩRMS
δ˜p
(8)
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Figure 2. Numerically calculated final sink population for the Λ network. Here
Ωs = Ωp = 1 thus ΩRMS =
√
2. Left: sink population for for a range of δ and δp, with
Γ2S = 1, compared to the analytical prediction (10). Right: Numerically calculated
final sink population for the Λ network for a range of δ and Γ2S , where Ω = 1 and
δp = Ω0 = 0, compared to the analytical prediction for sink.
A well known special solution is obtained for Ω0 = 0, which describes a Lambda system.
The dark state is obtained at zero two-photon detuning, δ = 0, and the eigenvalue is
zD = 0, independent on all the other parameters. This latter is a strong indication of
the robustness of the dark state for fluctuations of the parameters. We will see that
robustness is kept also for Ω0 6= 0, despite of the fact that zD 6= 0. Another special case
is the symmetric Delta system, where Ωs = Ωp, the dark state being obtained for δ = 0,
with eigenvalue zd = −Ω0.
Notice that eigenvalues Eq. (5) and eigenvectors Eq. (7) have the same structure
known for Lambda systems [3], with redefined parameters given by Eqs.(6,8).
3. Trapped states in nanostructures and detrapping
3.1. Transport in small quantum networks
Dark states in Lambda and Delta systems play a crucial role in the dynamics of quantum
networks. The Hamiltonian (1) describes three sites where an electron or an exciton
can be trapped, the off-diagonal elements describing tunneling. We also allow decay
from the site |2〉 outside of the system. To understand the dynamics it is convenient to
represent the Hamiltonian in the basis {|D〉 , |B〉 , |2〉}
H =
 −
Ω0Ωp
Ωs
0 0
0 Ω0Ωs
Ωp
ΩRMS
0 ΩRMS δp
+ δ¯ ΩpΩs
Ω2RMS

Ωp
Ωs
−1 0
−1 Ωs
Ωp
0
0 0 0
 (9)
where δ¯ = δ − δ0 is the deviation from the trapping condition.
We use this representation to study detrapping-induced transport in small networks.
The system is initialized in the trapped state |D〉 and eventually decays to a sink with
a rate Γ2S (see Fig.). The sink is accounted for by adding an extra level to the network
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or by adding an imaginary part −iΓ2s/2 to δp. As it is clear from Eq.(9) a nonzero
δ¯ triggers transitions |D〉 → |B〉. As a consequence also |2〉 populates and decays to
the sink. Therefore detrapping is detected by populating the sink. In Fig.2 we show
population of the sink Psink(t) = 1 − Tr[ρ(t)] where ρ(t) is the density matrix of the
network, at a large enough time t = tf , for a symmetric network Ωs = Ωp in Lambda
configuration Ω0 = 0, where the trapping condition is δ0 = 0. In quantum optics the
minimum in the curves Eq.(9) at δ = δ0 is referred as the “dark resonance”.
In the limit δ  ΩRMS . Γ2S and a simple approximate analytic form may be
derived by perturbation theory (see Appendix Appendix A)
Tr[ρ(t)] ≈ ρDD(t) ≈ exp
(
− δ¯
2
4Ω2RMS
Γ2S t
)
(10)
where ρDD(t) is the population of the trapped state. The formula is derived assuming
that coupling between the dark and the bright state is small, whereas the coupling
between the bright state and site 2 is relatively large as well as the decay to the sink.
Decay is triggered by the level splitting δ and as a result the population of the network
decreases.
The left panel of Fig.2 this result is plotted against the numerical calculation,
and we see good agreement for range of |δ| < |Ωp,s| whereas for larger δ the processes
|D〉 → |B〉 and |B〉 → |2〉 are no longer separable. In the right panel the effect of
changing the decay rate Γ2S is shown. Here, the prediction in Eq. (10) still holds and
we see that by increasing Γ2S, the width of the dark resonance is reduced.
The right panel of Fig.3 shows the effect of changing the decay rate Γ2S. Here, the
prediction in Eq. 2.19 still holds and we see that by increasing Γ2S, the width of the
dark resonance is reduced.
Results a Delta system initialized in |0〉, are shown in the left panel of Fig.(2). It is
apparent that dark resonances in the population appear for finite δ, since the trapping
condition δ = δ0 now depends on Ω0. Notice that population at the minima δ = δ0
is now nonzero since only a fraction |〈0|D〉|2 = Ω2s/Ω2RMS of the population is initially
trapped.
3.2. Effect of Noise
In this section we discuss the effect of noise, focusing on the most relevant process
destroying coherence, namely dephasing in the trapped state. In addition we consider
decay of population from |2〉 to a sink, described by a fourth state |S〉. The effect of a
Markovian environment is accounted for by the following Lindblad equation
ρ˙ (t) = − i
~
[H, ρ (t)] +Dsink [ρ (t)] +Ddeph [ρ (t)] (11)
where decay to the sink and the associated dephasing is described by the dissipator
Dsink [ρ (t)] := Γ2S [ |S〉〈S| ρ22(t)− 1
2
{ |2〉〈2| ρ}] , (12)
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Figure 3. Left0: Numerically calculated final sink population for the Λ network for
a range of δ and Γ2S , where Ω = 1 and δp = Ω0 = 0, compared to the analytical
prediction for sink. Left: Right: Dark state shifting with level splitting δ in the
asymmetric ∆ network.
where ρ is the density matrix of the four state network and curly brackets indicate
the anticommutator. Pure dephasing [17] of the trapped state is accounted for by the
dissipator
Ddeph [ρ (t)] := γ [ |1〉〈1| ρ11(t)− 1
2
{ |1〉〈1| ρ}] , (13)
We also consider detrapping due to non-Markovian calssical noise, which is accounted
for by a stochastic process x (t) coupled to the Hamiltonian
H → H + x (t) |1〉〈1| . (14)
the evolution of ρ(t) being obtained by averagin over all realizations of x(t). here we
consider the Ornstein-Uhlenbeck (OU) classical stochastic process [18, 19], characterized
by the un-normalized autocorrelation function; 〈x (t)x (t+ t′)〉 = σ2oue−t′/τ , where τ is
the correlation time. The power spectrum of the noise is given by
S (ω) =
∫ ∞
−∞
dt′ eiωt
′ 〈x (t)x (t+ t′)〉
= 2σ2ou
∫ ∞
0
dt e−t/τ cos (ωt) =
2σ2ouτ
1 + ω2τ 2
. (15)
where we have assumed that the noise is stationary, 〈x (t)x (t+ t′)〉 = 〈x (0)x (t′)〉. In
order to understand the role of non-Markovianity, we will compare noises which would
give the same decay time of coherence if treated in by the standard Bloch-Redfield
master equation theory [20], since this latter approach yields correct decay rates in the
Markovian limit. A scale for the decay time is γ ∼ S (Ω0), obtained by arguing that
local dephasing triggers transitions between “dressed” eigenstates |φn〉, whose splitting
is Ω˜0. To this end, for a given γ we consider a OU process with width σ
2
ou given by
σ2ou =
1 + Ω20τ
2
τ
γ, (16)
In the simplest case, where Ωs = Ωp = τ = 1 and Ω0 = δp = 0 we identify σ
2
ou = γ.
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Figure 4. Effects of noise on the ∆ network, where Ω0 = δp = 1. The left-hand
panel shows the effect of white noise and the right-hand panel shows the effect of the
Ornstein Uhlenbeck process with a correlation time of τ = 1 ps. In both panels, the
population of the sink at time t = 100 ps is plotted with solid lines and the sum of the
absolute values of the coherences at time t = 10 ps is plotted with dashed line.
Figure 4 shows the effect of each noise source on the sink population and on the
sum of the coherences as a function of the level splitting δ for the ∆ network, where
Ω0 = δp = 1. The left-hand panel shows the effect of white noise characterized by a
range of γ1 and the right-hand panel shows the effect of the OU process characterized
by a range of noise widths, σ2ou. The measurement for the coherence is taken at 10
ps, and the measurement for the sink population is taken at 100 ps. It is seen that
while decoherence in the trapped subspace in general weakens the trapping phenomenon
an environment with memory is less effective in this respect, although in both cases
coherences are suppressed in a comparable fashion. Non-Markovianity is expected to
produce more pronounced signatures if also fluctuations of the splitting δp are accounted
for [21] together with their correlations, a problem already explited in superconducting
quantum architectures [22], where this analysis allows to determine or design optimal
operating points where decoherence is minimized [23–25].
4. Coherent population transfer in Delta systems
Adiabatically modulated trapped states can be used for implementing quantum
operation, the simplest being is population transfer [3]. This can be achieved by
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Figure 5. Population transfer by STIRAP in the Λ (α = 0 in Eq. (17)) and in
the ∆ (α = 1) systems for ΩT = 15, τ = 0.7T and γ = 0. Top left panel: the
pulses Ωs,p(t) for standard STIRAP (dashed lines) and the additional pulses Ω0(t)
and δ(t) for unconventional STIRAP (full lines). Top right panel: instantaneous
eigenvalues for (α, δ, δp) = (0, 0, 0) (dashed lines) and for (α, δ, δp) = (1, δ0(t), 0) (full
lines), and the eigenvalue z−(t) for (α, δ, δp) = (1, δ0(t),−2 Ω) (dot dashed line), as
given by Eqs.(4,5). Bottom left panel: population histories for for (α, δ, δp) = (0, 0, 0)
(dashed gray lines) and for (α, δ, δp) = (1, δ0(t), 0) (full lines); these latter showing
imperfect population transfer due to Zener tunneling occurring when eigenvalues zD(t)
and z−(t) are degenerate. Bottom right panel: population histories for (α, δ, δp) =
(1, δ0(t),−2 Ω) (full lines), for (α, δ, δp) = (0, δ0(t),−2 Ω) (gray dashed lines) and ρ22(t)
for (α, δ, δp) = (0, 0, 0); here the variuos ρ22(t) are magnified by a factor 30, showing
that the unconventional pattern for STIRAP is more robust against transitions to the
intermediale level.
suitable modulation of the parameters of the Hamiltonian (1). Physically it describes
a three-level atom driven by external fields Wk(t) = 2Ωk cos(ωkt), for k = 0, s, p.
The angular frequencies ωi of the fields are chosen to approximately match the level
splittings of the atom, therefore they address specific transitions. In particular we take
ωp = 2 − 0 − δp, where |δp|  ωp is the pump field detuning. We also take slightly
detuned, ωs = 2 − 1 − δs, whereas ω0 = 1 − 0 is not detuned. We define the two-
photon detuning δ = δp − δs. Then Eq.(1) is the Hamiltonian in the rotating wave
approximation as seen from a rotating frame.
We allow for a time dependence of the Rabi frequencies Ωk(t) on a time scale much
longer than the field period 2pi/ωk. Therefore the Hamiltonian (1) may determine an
adiabatic dynamics of the system. In the Λ configuration at two-photon resonance, δ = 0
this allows to achieve complete population transfer |0〉 → |1〉 by adiabatically following
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Figure 6. Stability against fluctuations of detunings of population transfer by
STIRAP, for ΩT = 15, τ = 0.7T and γ = 1/T and various α = 0, 0.3, 0.5, 1.0. We
plot lines corresponding to P1(tf ) = 0.95. The stability region enlarges for increasing
α showing that that the ∆ system protocol is more robust. A negative δp increases
the stability for larger α since it removes the degeneracy of zD(t) and z−(t) enforcing
the adiabatic pattern |0〉 → |1〉. Also a positive δp may increase population transfer
efficiency, due to pattens combining adiabatic dynamics an diabatic transitions.
the trapped state Eq.(2). To this end the fields’ amplitudes are adiabatically modulated
in the “counterintuitive” sequence, i.e. Ωs(t) is shined before Ωp(t), a protocol named
STIRAP. In our work we consider for simplicity Gaussian pulses of equal amplitude
Ωs(t) = Ω e
−( t+τT )
2
; Ωp(t) = Ω e
−( t−τT )
2
where T is the width of the pulse and the delay is τ . T , shown in Fig. 5. The protocol
is very selective and robust, being almost insensitive to fluctuation of all parameters,
except δ (see Fig. 6). Population transfer by STIRAP [3] in solid-state devices has
been proposed in systems of artificial atoms based on superconductors [5, 6, 26, 27] and
semiconductors [28] and has been recently demonstated in Josephson systems [29, 30].
STIRAP can also be implemented in the ∆ system, as shown in Fig. 6 (bottom
panels). We have chosen the following form for the coupling
Ω0(t) = α
Ωs(t) Ωp(t)
Ω
= αΩ e−
2
T2
(t2+τ2) (17)
population transfer being achieved by modulation of the two-photon detuning δ(t) =
δ0(t) where from Eq.(3)
δ0(t) =
Ω0(t)
Ωs(t)Ωp(t)
[Ω2s(t)− Ω2p(t)] =
α
Ω
[Ω2s(t)− Ω2p(t)]
The modulated fields are shown in Fig. 5. Also the instantaneous eigenvalues are
plotted, showing that an “unconventional” adiabatic pattern for population transfer
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exists also in the Delta system with modulated δ(t). It is interesting to notice that
for δp = 0 instantaneous eigenstates may be degenerate at some time (zD and z− in
the top right panel of Fig. 5), therefore efficiency of the protocol is lowered by Zener
tunneling (see Fig. 5, lower left panel). Efficiency is recovered by using a constant δp < 0
(see Fig. 5, lower right panel) which eliminates the crossing. In this case not only the
final population of the target state is larger, but population of the intermediate state
(which in many cases should be avoided) is lowered enforcing trapping during the whole
protocol.
Lower population of the intermediate state is a fingerprint of the fact that
“unconventional” STIRAP in ∆ configuration is more robust than the conventional
Λ-STIRAP. This is clearly shown in Fig. 6, where we study sensitivity of the efficiency
P1(tf ) to parametric fluctuations of the detunings. Thus we allow for constant deviations
of the detunings from their reference values, namely δ(t) = δ0(t) + δ¯ and δp = δ¯p. In
order to check that population is trapped during the whole procedure, we introduce
decay of the intermediate level δp → δp − iγ/2 which lowers P1(tf ) if |2〉 is always
occupied. As it is apparent the presence of the field Ω0 enlarges the stability region. This
latter is moved towards negative values of δ¯p which ensure that crossings of adiabatic
eigenvalues are eliminated. Actually efficiency may increase also for δ¯p > 0 (effect
not shown in the figure), due to the combination of adiabatic evolution and diabatic
transition where Zener tunneling restores the pattern leading to population transfer. An
analogous phenomenon is known to occurs in Λ STIRAP for δ nonvanishing [3, 31], which
in general guarantees population transfer also for δ sufficiently close to the trapping
condition Eq.(3).
A ∆ network can be implemented in superconducting architectures by working
away from symmetry points [8] but decoherence is minimized at optimal points, where
one of the three couplings has to be implemented by a two-photon process [32]. Other
protocols combining slow modulation of detuning with resonant ac pulses have also been
proposed [33], which in artificial atoms are expected to be robust against phase noise
since control is operated at microwave frequencies.
5. Conclusions
We have studied coherent trapping in three-site quantum networks. We have shown
that under suitable conditions ∆ networks have trapped eigenstates analogous to what
is found in Λ (and also Ladder and Vee) networks.
Trapping and detrapping phenomena could be relevant in several physical systems,
as artificial networks of semiconducting quantum dots [14] or molecular complexes in
certain biological systems [16], where the ∆ system describes either part or the whole
network, and for small circuit-QED quantum networks of artificial atoms where the δ
system may provide an effective low-energy description.
In driven ∆ network the physics of trapping may allow adiabatic coherent
population transfer. Delta systems in superconductors have been studied [8] and recently
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implemented to demonstrate superadiabatic protocols. This configuration of couplings
may also be relevant for adiabatic dynamics in circuit-QED architectures [34, 35].
The rich physics of the dark resonance in ∆ systems can be used as a tool for
sensing the properties of a noisy environment [22] yielding for instance direct information
on dephasing and on its non-Markovianity [17] or to find optimal operating point in
quantum devices [23–25].
Appendix A. Derivation of the current in the sink
To derive Eq.(10) we use perturbation theory in the two-photon detuning δ¯, by writing
the Hamiltonian Eq.(1) using the eigenbasis for δ = δ0
H =
∑
k=D,±
zk |k〉〈k|+ δ¯ |1〉〈1|
In the limit δ  ΩRMS . Γ2S we can suppose that |±〉 is almost depopulated and
Tr[ρ(t)] ≈ |〈D|ψ(t)〉|2. We prepare the system in |D〉. Then for small δ¯ in leading order
in δ¯/ΩRMS the only nonvanishing amplitude is 〈D|ψ(t)〉 ≈ 1 and
〈D|ψ(t)〉 ≈ e−i(zD+δzD)t
where δzD is the correction to the eigenvalue zD. In the illustrative case of the symmetric
Λ system, Ω0 = 0 and Ωp = Ωs = ΩRMS/
√
2 using the eigenstates (2,7) and the
eigenvalues (4,5) we easily evaluate
δzD =
δ¯
2
− δ¯
2
4
[sin2 Φ
z+
+
cos2 Φ
z−
]
=
δ¯
2
− δ¯
2δp
4Ω2RMS
Finally letting δp → δp − iΓ2S/2, we obtain
|〈D|ψ(t)〉| ≈ e2=(δzD) t = e−
δ¯2Γ2S
4Ω2
RMS
t
which is the desired result. Eq.(10) may be derived more rigorously and extended beyond
the small δ¯ by adiabatic elimination of the bright state.
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