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Summary
Dynamic optimization problems based on computationally expensive models
that embody the dynamics of a mechatronic system can result in prohibitively
long optimization runs. When facing optimization problems with static mod-
els, reduction in the computational time and thus attaining convergence can be
established by means of a metamodel placed within a metamodel management
scheme. This paper proposes a metamodel management scheme with a dedi-
cated sampling strategy when using computationally demanding dynamicmod-
els in a dynamic optimization problem context. The dedicated sampling strategy
enables to attain dynamically feasible solutions where the metamodel is locally
refined during the optimization process upon satisfying a feasibility-based stop-
ping condition. The samples are distributed along the iterate trajectories of the
sequential direct dynamic optimization procedure. Algorithmic implementation
of the trajectory-based metamodel management is detailed and applied on two
case studies involving dynamic optimization problems. These numerical exper-
iments illustrate the benefits of the presented scheme and its sampling strategy
on the convergence properties. It is shown that the acceleration of the solution
time of the dynamic optimization problem can be achieved when evaluating the
metamodel that is lower than 90% compared to the computationally expensive
model.
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1 INTRODUCTION
A recurring task within the area of mechatronics is the identification of a set of time-dependent signals (ie, the optimal
state trajectory and the corresponding optimal control [OC] policy) to achieve improved system behavior with respect to a
well-defined task or objective.1-3 Reduction in energy consumption, minimization of the execution time, increased safety
of operation, and robust tracking are only a few examples of such tasks. A rigorous framework to formulate such dynamic
optimization problems (DOPs) is provided by the OC framework,1 which requires a dynamicmodel of the system. Having
a high-fidelity dynamic model is key to assure close correspondence between optimized and actual system behavior.
Dynamic models may incorporate multidomain physics and subsystem interaction, rendering simulation times that can
be much slower than real time (see, eg, other works4-9).
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FIGURE 1 Schematic of metamodel-based optimization toward parameters set x with accurate model f(x) and metamodel s(x) along with
gradient information ∇s(x)
Numerical solution of such OC problems is often facilitated by a class of so-called direct methods, among which direct
multiple shooting (DMS) is the most widely applied.1,10,11 Following a discretization of the control variables and state
variables (in case of DMS) in the time domain, these direct methods cast the infinite continuous OC problem into a
finite constrained nonlinear program (CNLP). This CNLP is then solved by a mathematical programming algorithm, eg,
sequential quadratic programming and interior point.12 Additional constraints are introduced to preserve the continuity
of the discretized state variables and/or to comply with the dynamic boundary conditions. As a result of the sequential
nature of these optimization procedures, solution of the CNLP requires repeated evaluations of the constraint function
leading to numerous system simulations.13
Although direct methods are fairly easy to implement, their universal application potential on mechatronic system
level is obstructed due to the numerous local system simulations that are required.14 This is further complicated when no
direct Jacobian information is accessible (as is required by the gradient-based mathematical programming algorithms),
ie, when the dynamic system model has no analytical representation and one has to resort to a finite difference scheme.
This would subsequently increase the total amount of system simulations to an even greater extent. Thus, we can iden-
tify the computational effort associated with dynamic system simulations as a prohibiting element to solve DOPs by the
application of a direct method, especially when the available or granted computation time is limited. Examples are given.
In the context of model predictive control, real-time solution of the DOP is required, applications prone to varying envi-
ronmental conditions need to adapt their optimal signal trajectories correspondingly,15,16 and furthermore, in the context
of mechatronic design optimization, both optimal trajectories and design parameters need to be determined in a limited
time span for economic reasons.17-19
The solution proposed in this work is to replace the expensive dynamicmodel with an inexpensive so-calledmetamodel
within the DOP solver. The overall number of accurate dynamic system simulations requested by the optimization proce-
dure can be reduced by regularly redirecting requests to the metamodel instead, as in the works of Shokry and Espuna14
and Forrester and Keane.20 A metamodel can be derived from input/output data (samples) generated with the original
model using interpolation or regression techniques. Such that this scheme would converge to a solution of the original
problem, a mechanism must be provided that manages the interplay between the progression made by the optimization
algorithm on the one hand, and the local approximation fidelity of the metamodel on the other (Figure 1). Metamodel
management (MM) is a well-established concept in static optimization (eg, structural design problems) that employs
metamodels to accelerate the computation time associated to the determination of an optimal parameter set, ie, x∗21,22 (no
time dependency).
Clearly, given the sample-based construction of the metamodel, there is a direct relation between the local density of
samples in the input space and the local approximation fidelity of themetamodel.20,23 Facilitating anMM for sample-based
metamodels thus reduces to answering the question where to generate samples on the fly, ie, sequentially along with the
optimization progression. In this way, the sequential nature of the optimization is exploited and samples are concentrated
to regions that actually support the optimization procedure. In brief, anMM requires to maximize the metamodel fidelity
along the optimization iterates while simultaneously limiting the accumulated number of evaluations. Examples in static
context can be found in the works of Crevecoeur et al.24,25
In a dynamic context, however, this problem requires a fundamentally different approach in the sense that the meta-
model is required to be accurate in the neighborhood of a trajectory (ie, a sequence of points)26 instead of a single point.27
The primary challenge and motivation of the presented work is to maintain robustness when integrating metamodels
in a dynamic setting, ie, to develop an MM applicable when the optimization variables correspond with time dependent
signals and when the computational bottleneck can be identified as the forward dynamic simulation of the system.
We propose therefore a sequential refinement MM for metamodel-based dynamic optimization parallel to that of
Deshmukh and Allison.26 The major contribution of this paper involves the development of an entirely original sam-
ple generation scheme that is linked to a novel dynamic feasibility-based stopping condition. The stopping condition is
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defined such that a solution is only accepted when dynamically feasible, ie, if not optimal at least the solution can be used
in practice. The computation of the proposed stopping condition will require a limited number of high-fidelity dynamic
model evaluations.Wewill argue how to distribute the sample points in the system state space along the intermediate tra-
jectory solutions of the sequential dynamic optimization procedure such that they are suited to improve the metamodel's
fidelity before heading into a subsequent optimization phase.
2 PROBLEM STATEMENT AND NUMERICAL DYNAMIC OPTIMIZATION
We are interested in finding optimal trajectories, ie, x∗(t), t ∈ [ta, tb] and u∗(t), t ∈ [ta, tb), that satisfy a standard DOP of
the same form as in the work of Diehl et al1; here, J[x(·),u(·)] denotes the objective function, x ∈  ⊆ Rn the system
state, and u ∈  ⊆ Rm the control variable. The dynamic setting is characterized by the nonlinear ODE, however affine
in the control variable: ẋ = f(x) + g(x) · u with dynamic system models f ∶ Rn → Rn and g ∶ Rn → Rn×m, and boundary
conditions: h[x(·)] = 0.
Following the DMSmethod (a detailed overview can be found in the work of Diehl et al1), we apply a zeroth-order hold
discretization of the control policy, ie, 𝜏 ∈
[
t𝑗 , t𝑗+1
)
∶ u(𝜏) = u𝑗 , 𝑗 ∈ u = {0, … ,N − 1} over equitemporal time grid
ta = t0 < · · · < tb = tN with tj+1 − tj = Δt and NΔt = T. Correspondingly, N so-called shooting nodes, ie, x𝑗 , 𝑗 ∈ x =
u∪{N}, are introduced to complete the discretization. Continuity is preserved by defining the local trajectories, ie, x̃𝑗(t),
and requiring them to concatenate. Mathematically, this is achieved by satisfying N equality constraints. The final states,
ie, x̃𝑗(t𝑗+1), of the local trajectories can be evaluated by integrating the ODE over the corresponding time segment, started
from the shooting nodes.
This casts the DOP in the following CNLP:
min
x𝑗∈ ,u𝑗∈
J ∶= Φ(x(tN)) +
tb
∫
ta
𝜙(x(𝜏),u(𝜏))d𝜏
s.t. ̇̃x𝑗 = f (x̃) + g (x̃) · u𝑗 , x̃(t𝑗) = x𝑗 ,∀𝑗 ∈ u
x𝑗+1 = x̃𝑗(t𝑗+1; x𝑗 ,u𝑗),∀𝑗 ∈ u
0 = h(x0, xN).
(1)
As mentioned earlier, in this paper, we assume nonlinear dynamics that are affine in the control. We define an alter-
native notation, where ẋ is proportional to an auxiliary control variable, ie, v, scaled by the system matrix F(x) ∶ Rn →
Rn×(m+1). This notation will show to be better tailored to present the elaborated method
ẋ =
[
f(x) g(x)
]
·
[
1
u
]
= F(x) · v. (2)
The optimization space of (1) is defined by the discretization variables, ie, {u𝑗}𝑗∈u and {x𝑗}𝑗∈x . They can be collected
in a single optimization variable, ie, y, which gives rise to a more general CNLP formulation
min
y
J(y)
s.t. G(y;F) = 0.
(3)
This problem can be solved numerically using a gradient-basedmathematical programming algorithm, such as sequen-
tial quadratic programming12 and interior-point.28 Iterative in nature and starting from an initial value y0, these will
generate a series {yi}, i = 1, … , that converges to a local solution, ie, y∗F , of (1) while repeatedly evaluating the functions
(J, G) and both Jacobians (∇J, ∇G). We denote this operation by P[F; y0] being dependent on both F and y0; thus,
y∗F = argminy J (y) , s.t. G(y;F) = 0← P
[
F; y0
]
. (4)
Although the structure of ∇G allows for quite efficient solution of (1) (see the work of Chachuat13), it requires a large
amount of system simulations and Jacobian evaluations corresponding computation of the local trajectory final states, ie,
x̃𝑗(t𝑗+1; x𝑗 ,u𝑗), and its derivatives to the discretization variables, ie, 𝜕x𝑗 x̃𝑗 and 𝜕u𝑗 x̃𝑗 .
In the next section, we propose a solution framework that is inspired by metamodel-based optimization schemes in the
context of static optimization problems.20,29 Our objective is to reduce the accumulation of dynamic model evaluations
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over the iterations made by the mathematical program, corresponding the local system simulations, and associate to that
the overall computation time while still providing a feasible solution.
3 MM FRAMEWORK FOR METAMODEL-BASED DYNAMIC OPTIMIZATION
Concerning design optimization (where a static cost function is to be optimized), metamodels have shown their ability to
accelerate sequential optimization procedures.30,31 By using a computationally inexpensive metamodel, the evaluations
of both the function as the gradient can be obtained much more efficiently.32 In general, a metamodel, ie, s(x), of model,
ie, f(x), can be constructed by interpolating the response data, ie, {𝑓 (xi)}i∈ , generated with the original model for a set
of sample points, ie, {xi}i∈ , with index set .20,33 In this paper, a state-of-the-art interpolation-based technique is used as
a metamodel tool, namely, kriging. Next to interpolation-based techniques, other techniques exist as well such as neural
networks and support vectormachines. In case an interpolationmodel is used, themodeling approximation error depends
on the local distribution of the interpolation points with respect to the point of interest.
The approximation error of metamodel, ie, s(x), with respect to model f(x) will thus clearly affect the optimization
procedure's outcome, certainly if the metamodel turns out to be inaccurate when evaluated at the proposed solution.
To accommodate this problem, metamodel-based optimization schemes are usually accompanied by an MM that man-
ages the interplay between the progression made by the optimization algorithm and the local approximation fidelity
of the metamodel.21,22 In the interpolation and surrogate-based optimization literature, it is well known that the local
approximation error increases if the local sampling density decreases. Therefore, additional samples are evaluated close
to the current iterate during the sequential optimization procedure to ensure that the process converges to a solution
of the original problem. Examples of such schemes in the design optimization literature can be found in the works of
Crevecoeur et al.24,25
A general scheme includes the following steps20,23:
step 1 Generate initial input samples/output data and construct a first metamodel;
step 2 Perform a search procedure with the current metamodel and identify a candidate solution;
step 3 Evaluate a stopping condition whether to accept the candidate solution or to proceed optimization; and
step 4 Generate additional sample points to locally refine the metamodel and repeat from step 2.
The interpolation modeling framework that is used in this work, ie, the kriging framework, provides an estimate of
the local approximation error or equivalently an indicator of the local reliability. Details are given in Section 3.3.3. The
quantity itself will have a crucial role in the developed solution framework given its ability to identify regions with a low
sampling density.
3.1 Dynamic MM
Corresponding to the general scheme, we propose to accelerate the solution of (1) by replacing the system matrix F by
a metamodel S (step 1). This lowers the computational effort of evaluating local trajectories x̃(t𝑗+1; x𝑗 ,u𝑗) and the asso-
ciated Jacobian 𝜕x̃𝑗(t𝑗+1; x𝑗 ,u𝑗) substantially. Equivalently, we propose to evaluate P[S; y] instead of P[F; y], yielding a
solution y∗S, ie,
y∗S ← P[S; y]. (5)
The previous operation can be thought of corresponding step 2. Subsequently, we verify whether this solution suffi-
ciently approximates the accurate solution, ie, y∗F , by means of a stopping condition (step 3). If this stopping value is not
acceptable, a refinement operation, denoted by R, is performed so that the fidelity of the metamodel increases in the
neighborhood of the current optimum, ie, y∗S. This results in the refined metamodel S′, ie,
S′ ← R
[
S; y∗S
]
. (6)
The refined metamodel S′ is then used to calculate a subsequent and refined approximation starting from the current
best estimate y∗S: y
∗ ′
S ← P[S′; y
∗
S]. It is clear that, if this procedure is repeated upon finding an estimate that satisfies the
stopping condition, it generates an approximated value for y∗F .
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The challenge of developing a dynamicMM thus remains in the following: (i) how to define a proper stopping condition;
and (ii) how to achieve the refinement R of a dynamic metamodel in the neighborhood of a trajectory.
3.2 Hypercube-based MM
As mentioned in the introduction, an interpolation-based metamodel for derivative function F was used in the work of
Shokry and Espuna14 but was not embedded in a refinement scheme. As such, the metamodel needed to be valid over a
larger range, given that it was not known a priori where the state trajectory would be located in the state space. As far as
the authors are aware of, the only framework that employs a similar refinement scheme as ours is proposed in the work
of Deshmukh and Allison26 and will be used as a benchmark.
Applying the terminology introduced in the header of this section, the stopping condition in the aforementionedwork26
is determined by the distance 𝜖 between the refined solution y∗′S and the solution of the previous iteration y
∗
S. When this
value is lower than an a priori defined reference value, ie, 𝜖, solution y∗′S is accepted; thus,
𝜖 = ‖‖y∗′S − y∗S‖‖ . (7)
When using an interpolation-based metamodel framework, the refinement of the metamodel can be achieved when
the local sample density is increased. In the benchmark scheme of the work of Deshmukh and Allison,26 the subse-
quent refinement operation R consists in the generation of a set of randomly distributed sample points inside the smallest
hypercube containing the current optimal trajectory.
We emphasize that the stopping condition of the benchmark does only assess the local correspondence between S′ and
S indirectly. In our framework, we aim to assess the local correspondence between F and S, at the current optimum, ie,
y∗S, so to avoid such a self-reference mechanism. Moreover, the refinement operation R in the benchmark scheme fails
to concentrate the generated sample points close to the current trajectory because, while the solution is converging, the
admissible space of the additional sample points becomes a fixed hypercube and the generation does not concentrate to
the current trajectory. Although the benchmark scheme converges to an approximate solution of (1) eventually, numerous
samples are generated that do not support the local optimization procedure. In our solution scheme, we therefore aimed
to directly concentrate the sample generation to the current iterate trajectory.
Deshmukh and Allison26 did not provide a specific name for their scheme. Given the hypercube-based sampling plan,
henceforth, we will refer to this scheme as the hypercube-based MM (Hmm) scheme.
3.3 Trajectory-based MM
An alternative stopping condition 𝜖 and refinement operationR are proposed in this paper. Thesewill be embeddedwithin
anMM framework that wewill henceforth refer to as the trajectory-basedMM (Tmm).We elaborate in detail the stopping
condition and the sampling plan associated to the refinement operation.
3.3.1 Stopping condition
In contrast to the work of Deshmukh and Allison,26 we propose a stopping condition that actively compares evaluations
in model Swith evaluations in model F in the neighborhood of the current solution y∗S, or thus trajectory x
∗
S(t). Moreover,
we propose to choose these evaluation points such that they can be recycled in the subsequent refinement operation
R. Therefore, the computation of the stopping condition and the generation of additional sample points can be merged
into a single operation. To that end, we introduce the notion of dynamical mismatch. Instead of using the discrepancy
between the current and previous iterates as in the Hmm (7), the state derivative computed along optimized trajectory
x∗S(t) and model S is compared with the state derivative computed with model F. This focuses the comparison directly on
the model output of F and S. In Figure 2, the dynamical mismatch between the accurate derivative (computed with F)
and the metamodel-based derivative (computed with S) is shown. This mismatch gives an indication of the effect that the
modeling discrepancy has on the current solution. Considering this, we propose to make the comparison along the whole
time span T through integration of its absolute value (or another metric such as the norm)
𝜖 = max
i ∫
T
|||ẋi (x∗S(t),u∗S(t); S) − ẋi (x∗S(t),u∗S(t);F)||| dt. (8)
Here, ẋi denotes the ith component of the state derivative evaluated along the optimal trajectory using eithermodel F or S.
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FIGURE 2 Mismatch between accurate ẋ(x∗S(t),u∗S(t);F) and metamodel-based derivative ẋ(x∗S(t),u∗S(t); S)
This stopping condition can be interpreted as the maximum accumulated state discrepancy over the state trajectory
x∗S(t), for given u
∗
S(t). Again, we assume that the current solution is sufficiently accurate when the value of 𝜖 is smaller
than a given error bound, ie, 𝜖. The latter can be tuned in such a way that the accepted solution is dynamically fea-
sible, ie, the actual system behavior, x(t) governed by ẋi(x∗S(t),u
∗
S(t);F), corresponds closely to the optimized behavior
x∗S(t). The integrand of (8) will be approximated numerically. We adopt a coarse numerical approximation where a select
number of N𝜖 time instants are chosen, where F and S will be evaluated. Note that, given the problem setting, we can
assume that function F cannot be evaluated independently for each component. As such, the number of approxima-
tion points, ie, N𝜖 , must be the same for every state component i. The integrand is then calculated according to the
following formula:
𝜖 ≈ TN𝜖
N𝜖∑
k=1
|||ẋi (x∗S (t∗k) ,u∗S (t∗k) ; S) − ẋi (x∗S (t∗k) ,u∗S (t∗k) ;F)||| . (9)
We note that this is admittedly a coarse estimate of the value of 𝜖. Therefore, the time instants, ie, {t∗k}k∈, should be
chosen such that this approximation greatly overestimates the actual value. Correspondingly, we propose to generate the
time instants so that the corresponding state samples, ie, {x∗S(tk)}k∈, are located where the local sample density is lowest,
or equivalently, where the local reliability is lowest. How will be detailed in the following section.
By the construction of the metamodel (interpolation), the state samples will then be located where the discrepancy
between S and F remains the greatest. Note that the corresponding state values are thus ideally suited to refine the meta-
model S. Following this dual purpose, the time instants, ie, {t∗k}k∈, should be generated with great care since we will also
recycle these sample points {x∗S(t
∗
k)}k∈ and corresponding evaluations {F(x∗S(t∗k))}k∈ for the refinement operation R.
Contrary to the work of Deshmukh and Allison,26 this approach concentrates the sample generation onto the current
solution, avoiding the redundant sampling of regions that is no longer supporting the optimization progression.
The value of N𝜖 , therefore, determines both the stopping criteria 𝜀 and the refinement operation R. Its effect will be
studied emperically and discussed in the result section, although we can predict in advance that, for large values of N𝜀,
the total amount of Tmm iterations will decrease.
3.3.2 Sampling plan
In the case that the modeling uncertainty is constant over the state space, we wish to distribute samples homogeneously
over the state-space along trajectory x∗S(t); otherwise, we wish to express preference for under sampled regions. Following
the reasoning from the previous section, these two desirable characteristics of the sample points {x∗S(t
∗
k)}k∈ have to
be inflicted through proper selection of the time instants {t∗k}k∈. We propose to use an arbitrary sample set in 𝜏, say{
𝜏∗k =
k
N𝜖+1
}
, k ∈ 𝜖 = {1, … ,N𝜖}, and to transform this set into a set, ie, {t∗k}k∈𝜀 , that accommodates the anticipated
specifications. This transformation is facilitated by two subsequent mappings. The mappings are built in a reversed way,
t → 𝜏 and 𝜏 → 𝜏, each adding one of the desired characteristics.
The first mapping ensures that a homogenous sampling plan is obtained with equidistant sample points along the
trajectory x∗S(t). This can be achieved by associating coordinate 𝜏 to the arclength of trajectory x
∗
S(t). The mapping is thus
characterized by the following relation:
d𝜏
dt ∼
‖‖ẋ∗S(t)‖‖ → 𝜏(t) = 𝜂 ∫
t
‖‖ẋ∗S(𝜃)‖‖ d𝜃 = T1(t). (10)
Starting from the first mapping, a second mapping is considered such that sampling is promoted in regions exhibiting
low reliability with respect to model S. This reliability can, for example, be expressed by the covariance metric of the
model uncertainty of S. Its inverse is further denoted as 𝑝∗S(x
∗
S(t(𝜏))), ie, a large approximation error correspond to a large
value of 𝑝∗S. In the next section, we propose a possible form of 𝑝
∗
S(𝜏) for S being a kriging metamodel.
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The second mapping is similar to (10) and is characterized by
d𝜏
d𝜏 ∼ 𝑝
∗
S (𝜏) → 𝜏 (𝜏) = 𝜂 ∫̃
𝜏
𝑝∗S(𝜃)d𝜃 = T2 (𝜏) . (11)
Concatenation of both maps yields the anticipated transformation and reversed application maps any arbitrary set
{𝜏∗k}k∈ into a set {t∗k}k∈. The corresponding sample points {x∗S(t(𝜏(𝜏∗k )))}k∈ will complement the data set underlying
metamodel S where it lacked accuracy with respect to x∗S(t); thus,
t∗k = T
−1
1 ◦T−12
(
𝜏∗k
)
. (12)
When the solution converges, the sample generation will thus concentrate to the state trajectory, whereas, due to the
second mapping, data is generated farther away from previously sampled points.
The described construction of time instants {t∗k}k∈ and corresponding state samples {x∗S(t∗k)}k∈ determines the origi-
nal sampling scheme as was mentioned in the introduction. The total set of sample points, consisting of the old and new
samples, is then handed to the interpolation framework of choice. Here, the kriging framework.
3.3.3 Kriging in the Tmm scheme
A widely used metamodeling technique to approximate deterministic computer models is kriging.23 Let us assume that
forQ sample points xi ∈ X, we have accurate function evaluations F(xi) = [f1(xi), … , fm+1(xi)]with jth column f j(xi) and
i ∈  = 1, … ,Q. The determination of these Q sample points is not incorporated in the kriging framework and needs to
be provided by the user. For every column of F, one can gather the response data matrix  𝑗 = [f 𝑗(x1), … , f 𝑗(xQ)], leading
to the following kriging metamodel:
s𝑗(x) = m(x)⊤𝛃𝑗 + r(x)⊤R−1
( 𝑗 −M𝛃𝑗) . (13)
Functionm is a predefined regression model (eg, polynomial basis, radial basis functions,… ) with (column specific)
regression coefficients, ie, 𝛽 j. M represents a Vandermonde matrix of the sample set X for regression model m. The
second term accounts for the discrepancy between the regression model and the actual function values by interpolating
between the weighted discrepancies, ie, R−1( − M𝛃). r(x) = [𝜎2(x, x1; 𝛉), … , 𝜎2(x, xQ; 𝛉)] is a vector containing
correlation values between point x and data set X. Matrix R contains the mutual correlation between the data points, ie,
Ri𝑗 = 𝜎2(xi, x𝑗 ; 𝛉); i, 𝑗 ∈ . Regression coefficients 𝛽 are traditionally determined by a generalized least squares fit and
correlation parameters 𝜃 and 𝜎 by maximum likelihood estimation. For further details, see the work of Lophaven et al.33
A valuable characteristic of kriging is the possibility to quantify its local reliability, expressed as the variance of the
model response33
Var (s(x)) = 𝜎2(1 − r(x)⊤R−1r(x) + q(x)⊤(M⊤R−1M)−1q(x)), (14)
with q(x) = M⊤R−1r(x) −m(x).
This property can be used to quantify the second mapping with characteristic 𝑝∗S(𝜏); thus,
𝑝∗S(𝜏) =
‖‖‖Var (ẋ (x∗S (t (𝜏)) ,u∗S (t (𝜏)) ; S))‖‖‖ . (15)
3.4 Algorithmic implementation
Figure 3 summarizes how the previously elaborated stopping condition and sampling plan with refinement can be
engaged within the proposed MM framework. Superscripts “∗” and “∗′” are replaced here by the corresponding Tmm
meta-iteration (l).
Step 0 Choose values for N0,N𝜖 , and 𝜖.
Step 1 Initiate a Latin hypercube sampling34 sample set X(0) = {xi ∈  , i = 1, … ,N0} within the feasible design
space. Obtain the matrix  (0) and construct S(0). Set l = 0 and make an initial guess y(0)S .
Step 2 Evaluate y(l+1)S ← P
[
S(l); y(l)S
]
, thus solve problem (1) as explained in Section 2 starting with guess y(l)S .
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FIGURE 3 Schematic representation of the trajectory-based metamodel management framework highlighting the interaction of the
different components
Step 3 Evaluate 𝜖 as in (8) and (9). If condition 𝜖 ≤ 𝜖 is satisfied, stop; else, store the corresponding sample points
{x(l+1)S (t
∗
k)}k∈𝜖 and function evaluations {F(x
(l+1)
S (t
∗
k))}k∈𝜖 and continue.
Step 4 Expand the data sets with the N𝜖 samples from the feasibility assessment X(l+1) = X(l)
⋃
{x(l+1)S (t
∗
k)}k∈𝜖 and (l+1) =  (l)⋃ {F(x(l+1)(t∗k))}k∈𝜖 . Construct meta model S(l+1) and set l = l + 1. Go to step 2.
We recognize the possibility to interrupt the iterative solution procedure of P[S(l); y(l)S ] after running M iterations,
thus replacing the operation in step 2 by y(l+1)S ← P≤M[S(l); y
(l)
S ]. This will accelerate the computation time of the first
meta-iterations but might increase the total number.
The expected total optimization time, relative to that of the traditional solution of (1), can be expressed as
𝜂 =
(N0 + N𝜖l∗)TF + ⟨NS⟩l∗TS
NFTF
= N0 + N𝜖l
∗
NF
+
⟨NS⟩l∗
NF
· TSTF
= 𝜂0 +
⟨NS⟩l∗
NF
· 𝜂T ≤ 1.
(16)
TF and TS denote the average evaluation time of F and S, respectively. NF (⟨NS⟩) is the (average over the meta-iterations)
total number of model evaluations F (S) made during the evaluation of P[F; y0] (P≤M[S; y0]). l∗ is the number of
meta-iterations required to satisfy the stopping condition.
In case ratio 𝜂T = TSTF is negligible (computationally fast model S relative to F), the time reduction is mainly determined
by the term 𝜂0 = N0+N𝜖 l
∗
NF
, ie, determined by the effect ofN0,N𝜖 on l∗. 𝜂0 is a very important quality indicator, as it establishes
a lowerbound on the potential time reduction. Otherwise, the value of ⟨NS⟩l∗NF will be relevant as well to guarantee that
𝜂 ≤ 1. Otherwise, the use of the Tmm will not be beneficial.
4 OPTIMIZATION RESULTS AND DISCUSSION
The proposed sequential refinement MM for accelerating DOPs was applied on two exemplary problems with highly
nonlinear dynamics. In this way, the computational efficiency, accuracy, and possibilities of incorporating metamodels
in DOPs are assessed. The benchmark problems entail respectively the trajectory optimization of a nonlinear pendulum
and that of a robotic arm. We compare the convergence properties of the previously presented Tmm with the Hmm. The
number of refinement samples in the Hmm is denoted by N𝜖 , in accordance with the Tmm. We demonstrate the time
reduction with respect to the ratio 𝜂T and the effect of other key internal parameters, ie, stopping condition bound 𝜖,
N𝜖 , initial sample number N0, and number of CNLP iterations M. Next to the computational efficiency, the accuracy is
assessed by evaluating cost J, constraint G(y∗S;F), and metamodel-based solution y
∗
S compared to traditional y
∗
F .
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The time integration of the ODE when solving the DOPs, both for the nonlinear pendulum and the simplified robotic
arm, is in all numerical experiments performed using the implicit trapezoidal rule x̃𝑗(t𝑗+1; x𝑗 , x𝑗+1,u𝑗) = x𝑗 + Δt2 (F(x𝑗) +
F(x𝑗+1)) ·v𝑗 , ∀𝑗 ∈ u.Weused the fmincon sequential quadratic programming solver of the commercial software package,
ie, Matlab (R2013a, The MathWorks Inc., Natick, MA), to solve the CNLP subproblem.
4.1 Nonlinear pendulum
4.1.1 Dynamic optimization problem
A state-spacemodel of the nonlinear pendulum is obtained by applying the Euler-Lagrange formalism. The rotation about
the x-axis of the frame of reference fixed to the pendulum is defined as 𝜃2 and the rotation about the observers frame of
reference is denoted as 𝜃1. In equilibrium, both frames coincide. The state of the nonlinear pendulum is characterized by
x⊤ = [𝜽⊤ ?̇?⊤]⊤ with angles 𝜽 = [𝜃1 𝜃2]⊤. We have the following dynamics:
d
dt
𝜕L
𝜕?̇?
− 𝜕L
𝜕𝜽
+ 𝜕D
𝜕?̇?
= u, (17)
where Langrangian L = T − V consists of kinetic energy term T = 12 ?̇?
⊤diag
(
I𝑦 sin2 (𝜃1) + Iz cos2 (𝜃1) , Ix
)
?̇?, with Ix, Iy,
and Iz defined in the coordinate frame fixed to the pendulum; and potential energy term V = −mgr2 cos (𝜃1) with massm,
gravity constant g, and pendulum length r. The dissipation term in (17) is given by D = 12 ?̇?
⊤diag(b1, b2) ?̇?with dissipation
constants b1 and b2.
We consider a quadratic OC problem with control input u(t) and control horizon T = 1.5 s and N = 80. The objective is
characterized by 𝜙(u(t)) = u(t)⊤u(t). Boundary conditions are fixed to x(0) =
[
0 𝜋2 0 0
]⊤
and x(T) =
[
𝜋
2
𝜋
4 0 0
]⊤
. State
𝜃2 is not presented in the results because it does not affect the dynamic model.
Both the Tmm and Hmm are used for solving the pendulum DOP. y(0) was initialized as a linear interpolation between
x(0) and x(T) and the zero input.
4.1.2 Results and discussion
Since Latin hypercube sampling is a near-random samplingmethod (step 1 in the algorithmic implementation), the effect
of the initial sample distributionX(0), with the total number of samplesN0 andN𝜖 , on the total number ofmeta-iterations l∗
is reported in Table 1.X(0) was reinitialized over the hypercube
[
− 32
3
2
]4
for each experiment.We performed 10 numerical
experiments for each combinations ofN0 andN𝜖 with fixedM = ∞ and 𝜖 = 0.025. l∗ diminishes for risingN0 andN𝜖 . The
variance of which is mostly affected by N0.
Figure 4 compares the convergence history of several optimization metrics as obtained for both the Tmm as the Hmm
for varying M. The initial sample distribution X(0) (N0 = 50) was kept constant as were the values of N𝜖 and 𝜖. In the
Tmm, we chose N𝜖 = 10 and 𝜖 = 0.05. For an unbiased comparison, the number of refinement samples should be equal
in every tested scheme. However, for the Hmm, N𝜖 was chosen twice as large (N𝜖 = 20) as the number of meta-iterations
grew too large for smaller values. The values used here are actually in favor of the latter. Results show that the Tmm
still outperforms the Hmm. The value 𝜖 in the Hmm scheme was chosen approximately equal to the geometric mean of||y∗F−y∗S|| ≈ 0.2, as observed for the Tmm so that both stopping criteria are approximately equally strict. The Tmmappears
from these results to bemuchmore stable than theHmm.After about 7meta-iterations, both schemes reach their eventual
cost value approximately. However, the Hmm struggles to satisfy its stopping condition.Furthermore, ||G(y(l)S ;F)|| shows
TABLE 1 Average number of meta-iterations
l∗ for varying N0 and N𝜖 and fixedM = ∞ and
𝜖 = 0.025
N𝜖
N0 4 6 8 10 12
20 32± 8 23± 3 19± 3 15± 4 15± 3
30 26± 6 21± 4 16± 3 16± 2 13± 3
40 27± 4 19± 3 17± 2 14± 3 12± 3
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that dynamic feasibility is never reached with the Hmm. Moreover, the total number of meta-iterations is significantly
larger for the Hmm than for the Tmm. From the evolution of the stopping condition in Figure 4, one can attribute the
superior convergence properties of Tmm compared to the Hmm because of the different sampling generation scheme
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FIGURE 4 Comparison of the evolution of cost (A, B), constraint (C, D), and related stopping conditions (E, F) for trajectory-based
metamodel management (Tmm) or hypercube-based metamodel management (Hmm), respectively, with fixed X(0) and N0 = 50.
A, Tmm(N𝜖 = 10, 𝜖 = .05); B, Hmm(N𝜖 = 20, 𝜖 = .2); C, Tmm(N𝜖 = 10, 𝜖 = .05); D, Hmm(N𝜖 = 20, 𝜖 = .2); E, Tmm(N𝜖 = 10, 𝜖 = .05);
F, Hmm(N𝜖 = 20, 𝜖 = .2)
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TABLE 2 Optimization results for varyingM and fixed X(0) and N0 = 50. Results for the Tmm
scheme are given for N𝜖 = 10, 𝜖 = 0.05. Results for the Hmm scheme are given for N𝜖 = 20, 𝜖 = 0.2.
Ratios 𝜂0 and 𝜂T are calculated considering that either accurate Jacobian information is available, if
not a finite difference scheme is used, corresponding NF = 3, 040 and NF = 11, 360, respectively
M Method l∗ ⟨NS⟩ # F(·) # S(·) J ‖‖‖y∗F − y∗S‖‖‖ 𝜼0[%] 𝜼T[%] ≤
10 Tmm 12 1073 170 12 880 8.6765 0.12 5.59 − 1.50 22.28 − 86.88
Hmm 32 912 690 29 200 5.8482 1.32 22.70 − 6.07 8.05 − 36, 54
15 Tmm 10 1488 150 14 880 8.6771 0.15 4.93 − 1.32 19.42 − 75.34
Hmm 22 1331 490 29 280 5.8593 1.16 16.12 − 4.31 8.71 − 37.12
20 Tmm 11 1840 160 20 240 8.6711 0.66 5.26 − 1.41 14.23 − 55.34
Hmm 18 1549 410 34 080 6.2313 0.31 13.49 − 3.61 7.72 − 32.13
∞ Tmm 9 1680 140 18 480 8.6492 0.54 4.61 − 1.23 15.69 − 60.71
Hmm 20 2220 450 44 400 6.1967 0.23 14.80 − 3.96 5.83 − 24.57
and the formulation of the stopping criterion itself. The cost value achieved by the Hmm is however lower compared to
that obtained by the Tmm. In this context, we note that the solution of the original CNLP (1) is itself only a local one. As
such, we can expect from the metamodel-based dynamic optimization framework with either Tmm or Hmm that it will
converge to a local solution of the original CNLP (at most) and not necessarily the same as if when the CNLP was solved
the traditional way for the same initial guess y(0). This partially explains why the Tmm and the Hmm scheme converged
to different cost values. Moreover, since the Hmm scheme clearly is unable to generate a feasible solution, the cost could
be reduced more than in case of the Tmm scheme. The Tmm scheme gives as such a more representative idea of the
actual cost.
In Table 2, a quantitative overview is given of the experiments conducted to generate Figure 4. The results are com-
pared with that of the traditional solution. Considering that either accurate Jacobian information is available, if not a
finite difference scheme is used, the traditional solution required NF = 3040 either NF = 11 360 dynamic model evalua-
tions. Parameters #F and #S denote the total number of function evaluations of the models F and S, respectively. Using
inequality (16), we can calculate the maximum value of 𝜂T that results in time improvement, ie, in a value 𝜂 ≤ 1. We con-
clude that, under the most favorable conditions, the Tmm is beneficial to use as soon as 𝜂T ⪅ 0.9, whereas, for the Hmm,
𝜂T ⪅ 0.4. The best result is obtained with Tmm as a mutual effect of the small number of meta-iterations and the small
value of ⟨NS⟩. Furthermore, when it is assumed that 𝜂T is negligible, we can conclude from assessing 𝜂0 that on average
and in the case that gradient information is available, the time reduction is equal to 90%, which even rises to an average
of 99% when no gradient information would be available.
The relation of the small number of meta-iterations and the value of ⟨NS⟩ is portrayed in Figure 5. One can deduce that
the number of metamodel evaluation, ie, #S(·), diminishes with increasing meta-iteration for the Tmm (forM larger than
15), whereas it remains more constant for the Hmm. Again, this observation is attributed to the sample generation.
Figure 6 shows a phase plot of the accumulated sample points. The sample generation of the Tmm clearly leads to
a concentration of sample points around the trajectories. The dynamic feasibility of both methods is demonstrated in
Figure 7, depicting the state variables as function of time. We compare the optimized x∗S(t), actual x
∗
F(t), and simulated
xsim(t;u∗S(t)) trajectories with dynamics F and control u
∗
S(t). We conclude that the control policy obtained with the Tmm
can be used contrary to that obtained with the Hmm. This is a direct result of the dynamic feasibility-based stopping
condition (8).
We close this discussion with the remark that the choice of the parameter value N𝜖 is somewhat arbitrary and a proper
heuristic should be provided for broad application purposes. This same remark can be made with respect to the value
of initial sample points, ie, N0. It is however widely accepted in the literature that an a priori selection of this value is
challenging and heuristics are required.
4.2 Robot arm
4.2.1 Dynamic optimization problem
We increase the model dimensionality and system linearity compared to the previous nonlinear pendulum case study
with a partially downsized version of the pick-and-place problem in the work of Diehl et al.1 The system is modeled as a
double planar pendulum with an additional rotational degree of freedom about the observers frame.
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FIGURE 5 Evolution of constrained nonlinear program (CNLP) iterations and corresponding number of metamodel evaluations to solve
P[y(l)S ; S] for trajectory-based metamodel management (Tmm) (A, B) or hypercube-based metamodel management (Hmm) (C, D),
respectively, with varyingM and fixed X(0) and N0 = 50. A, Tmm(N𝜖 = 10, 𝜖 = .05); B, Tmm(N𝜖 = 10, 𝜖 = .05); C, Hmm(N𝜖 = 20, 𝜖 = .2);
D, Hmm(N𝜖 = 20, 𝜖 = .2)
State x is defined as for the pendulum but with 𝜽 = [𝜃1 𝜃2 𝜃3]⊤. 𝜃1 is defined as before, 𝜃2 is defined as the rotation of
the second pendulum with respect to the first, and 𝜃3 as the rotation about the observer's frame of reference. Masses m1
andm2, moments of inertia Ix1, Iy1, Iz1, Ix2, Iy2, and Iz2, and lengths r1 and r2 relate to the two respective body segments. The
dynamics are again obtained using (17) with kinetic energy T = 12 ?̇?
⊤M(𝜽)?̇?, whereM11 = Ix1 + Ix2 +m1r1(r1 + r2 cos(𝜃1)),
M12 = M21 = Ix2 + 12m1r1r2 cos(𝜃2), M22 = Ix2, and M33 = I𝑦1sin
2(𝜃1) + Iz1cos2(𝜃1) + I𝑦2sin2(𝜃1 + 𝜃2) + Iz2cos2(𝜃1 + 𝜃2) +
m2r1 sin(𝜃1)(r1 sin(𝜃1) + r2 sin(𝜃1 + 𝜃2)); and potential energy term V = m1r1g2 cos(𝜃1) +
m2g
2 (cos(𝜃1) + cos(𝜃1 + 𝜃2)). The
dissipation term is given by D = 12 ?̇?
⊤diag(b1, b2, b3)?̇? with dissipation constants b1, b2, and b3. In equilibrium, again, all
frames of reference coincide.
A quadratic control problem is again considered with control input u(t) equal to the joint torques, control horizon
T = 500 ms, N = 25, and the control objective as before. Similar boundary conditions to the work of Diehl et al1 are
adopted, ie, x(0) =
[
3𝜋
4
−𝜋
2 0 0 0 0
]⊤
and x(T) =
[
𝜋
−𝜋
4
𝜋
2 0 0 0
]⊤
.
The robot arm trajectory DOP was solved using both the Tmm as the Hmm algorithm. X(0) was initialized over the
hypercube −xb ≤ x ≤ xb with xb = [𝜋 𝜋 𝜋 2𝜋 2𝜋 2𝜋]⊤ and y(0) was initialized as a linear interpolation between x(0)
and x(T ) and the zero input. The internal parameters of the algorithm were set to M = 15,N0 = 120, and N𝜖 = 15.
Set X(0) was kept the same for both experiments. The value 𝜖 for the Hmm was chosen using the same heuristic as in
Section 4.1.
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FIGURE 6 Accumulation of sample points observed for the fastest result from Table 2, respectively, (A)M = 10 for trajectory-based
metamodel management (Tmm) and (B)M = 15 for hypercube-based metamodel management (Hmm). Overlay phase plots of the optimized
x∗S(t) and actual x
∗
F(t) state trajectories. A, Tmm(N𝜖 = 10, 𝜖 = .05); B, Hmm(N𝜖 = 20, 𝜖 = .2)
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FIGURE 7 State trajectories - optimized x∗S(t), actual x∗F(t), and simulated xsim(t;u∗S(t))with dynamics F and control u∗S(t) - obtained for the
fastest result from Table 2, respectively, (A)M = 10 for trajectory-based metamodel management (Tmm) and (B)M = 15 for hypercube-based
metamodel management (Hmm). A, Tmm(N𝜖 = 10, 𝜖 = .05); B, Hmm(N𝜖 = 20, 𝜖 = .2)
4.2.2 Results and discussion
Figure 8 compares the Tmm and Hmm convergence histories. One can observe the improved stability of the Tmm over
the Hmm. The stochastic sample generation in the Hmm has a clear destabilizing effect on the evolution of the cost.
The benefit of the dynamic feasibility-based sample generation and stopping condition of the Tmm is also for this case
study clearly demonstrated by the convergence history of ||G(y(l)S ;F)||. Note that the combination of the sampling strategy
and the stopping condition guarantees that constraint function G(y∗S;F) is equal to zero when evaluating the converged
metamodel solution y∗S with accurate dynamicsF. In relation to this, we remark that combination of the sampling strategy
and the stopping condition as elaborated for the Tmm (only) guarantees that constraint functionG(y∗S;F)will equal to zero
when evaluated for the accepted metamodel solution y∗S with real dynamics F, ie, metamodels S
∗ and F are zeroth-order
equivalent for the solution y∗S. By this, we mean that the function values evaluated at y∗S are in either case equivalent.
This directly implies that our solution is at least dynamically feasible if not optimal, which was the exact purpose of
defining stopping condition (8). The results in Figure 8 support the properties and conclusions drawn fromFigures 4 and 7.
Moreover, solutions y∗S and y
∗
F are (almost) equivalent in all Tmm experiments, implying that ∇G(y∗S; S∗) and ∇G(y
∗
S;F)
are equivalent in the limit as well. This observation suggest that the algorithm itself converges to first-order equivalence.
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FIGURE 8 Comparison of the evolution of cost, constraint, and related stopping conditions for trajectory-based metamodel management
(Tmm) (𝜖) = 0.1 and hypercube-based metamodel management (Hmm) (𝜖) = 0.8, with fixed X(0),M = 15,N0 = 120, and N𝜖 = 15
FIGURE 9 Accumulation of sample points as observed with the trajectory-based metamodel management (Tmm) scheme, for fixed
M = 15,N0 = 120,N𝜖 = 15, and 𝜖 = 0.1. Overlay phase plots of the optimized x∗S(t) and actual x
∗
F(t) state trajectories
Figure 9 depicts the accumulation of the sample points for the Tmm scheme where the same conclusions with respect
to the locality of sample generation can be drawn as in Figure 6.
A quantitative presentation of the optimization results is given in Table 3. Traditional solution requiredNF = 550 either
NF = 3400 dynamicmodel evaluations. Using inequality (16), we can again calculate themaximumvalue of 𝜂T that results
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TABLE 3 Optimization results for fixed X(0),
M = 15,N0 = 120, and N𝜖 = 15. Results are given for the
Tmm (𝜖 = 0.1) and the Hmm (𝜖 = 0.8)
J ‖‖‖y∗F − y∗S‖‖‖ 𝜼0[%] 𝜼T[%] ≤
Tmm 967 0.83 38.18 − 6.18 12.71 − 119.25
Hmm 1007 3.70 51.82 − 8.38 6.54 − 76.91
in time improvement. For this particular problem, the ratios 𝜂0 and 𝜂T are not as promising as those observed for the
pendulum if we assume that Jacobian information is available for the accurate model. If we consider a finite difference
scheme, however, both 𝜂0 ⪅ 0.06 and 𝜂T ⪅ 1.2 illustrate the large potential of the Tmm scheme. When we assume again
that 𝜂T is negligible, we can conclude from assessing 𝜂0 that, on average and in the case that gradient information is
available, the time reduction is equal to about 50% and rises to an average of 93% when no gradient information should
be available. The benefit of using the Tmm scheme is less pronounced than in the case of the nonlinear pendulum. This
can be explained from the fact that the considered DOP solution is more dependent on the forced dynamics.
5 CONCLUSION
In this paper, we have proposed a novel solution framework to deal with computationally expensive dynamic models in
the context of numerical DOPs formechatronic applications. AnMM framework formetamodel-based dynamic optimiza-
tion is elaborated, which is inspired by the traditional MM in the context of metamodel-based static design optimization.
A stopping criterion was formulated, as well as a sampling plan, to accommodate the dynamics. Instead of performing
sampling around a predefined hypercube, ie, formulated as the hypercube MM, the sampling is performed on the basis
of trajectories. Detailed algorithmic implementation of the Tmm is presented. A kriging model was chosen as metamodel
because of its particular interpolation capabilities and local modeling reliability quantification. The Tmm andHmmwere
applied on two realistic DOPs, ie, the nonlinear pendulum and the simplified robotic arm. The performance of the algo-
rithmswas assessed through convergence histories, demonstrating that the presented framework guarantees convergence
toward dynamically feasible, ie, zeroth-order equivalent, solutions. Numerical experiments suggest first-order equiva-
lence as well. The results show the large potential of Tmm and point out that (in a worst case) the scheme can reduce the
computation time as soon as the evaluation of the dynamic metamodel is about 0.2 times smaller than the evaluation of
the accurate dynamic model in the case that Jacobian information is available and as little as 0.9 times smaller if a finite
difference scheme is required.
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